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Abstract
Analyzing the Sensitivity of Nonlinear Oscillators to Parametric Perturbations using
Isostable and Isochron Coordinates
by
Carmelo Jerome Spirio Gonzales
A key consideration for nonlinear oscillators is how they respond to parametric pertur-
bations; such changes in parameters can often lead to effects on both the amplitude and
phase of these oscillators. When the underlying process is sensitive to these changes, there
may be large effects on the system leading to unwanted conditions. Additionally, models
for nonlinear oscillators are often high-dimensional and intractable, making analysis in
terms of the original coordinates nonintuitive. Utilizing an isostable and isochron coor-
dinate frame, the transient dynamics of nonlinear oscillators to parametric perturbations
can be analyzed in a convenient way by making use of the phase and impulse response
curves from augmented phase reduction. Although isochron and isostable coordinates are
convenient to use in analysis, typically one is interested in understanding what happens
in terms of the original variables, and thus, a coordinate recovery framework is devised
to take the results from the isostable and isochron frame back to the original coordinates.
This approach shows great promise for understanding the transient behavior of nonlinear
oscillators due to parametric perturbations.
v
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Chapter 1
Introduction
Models of nonlinear oscillators with stable periodic orbits have been widely used to char-
acterize naturally occurring systems of physical, technological and biological interest.
A key consideration for nonlinear oscillators is how they respond to parametric pertur-
bations, such as temperature, weight, chemical concentration, or neural conductance.
Changes in parameters can lead to effects on both the amplitude and phase of these
systems. When the underlying process is sensitive to these changes, there may be large
effects on the system leading to unwanted conditions. For example, too large a current
could lead to rapid firing of neurons in the brain, or the change in mass of an oscillator
could send the system outside the safe regions of operation. Understanding the effect of
these parametric perturbations is key to developing control algorithms and ensuring the
robustness of nonlinear oscillators. Typically, one would rely on the analytic solutions
of such models to understand their dynamics both on and off the periodic orbits. How-
ever, when system models become nonlinear, analytic solutions do not always exists and
standard analysis techniques may fail to provide useful insight into the system dynam-
ics. Additionally, standard control techniques may become computationally inefficient
as the number of dimensions in the system increases. In control applications, robustness
1
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of systems is primarily studied as a result of an external stimulus, u(x, t). Depending
on the system model, there may also be internal parameters which govern the overall
dynamics of the system. The effect of changes to these internal parameters isn’t as well
understood; however there have been recent efforts towards quantifying these transient
dynamics. For example, different oscillator mechanisms and their robustness properties
to pulse perturbations in parameters have been studied in [1], where the rate of decay
back to the limit cycle is used as the primary metric.
In this thesis, the sensitivity of nonlinear oscillators to parametric perturbations is
analyzed using isostable and isochron coordinates. The change in the original coordinates
may then be approximated by using a coordinate recovery formulation which relies on
the two main objects of augmented phase reduction, namely, the phase response curve
(PRC) and the isostable response curve (IRC). The standard phase reduction for periodic
orbits relies on a single variable describing the phase of the oscillation with respect to
some reference state, and is only valid in a small neighborhood of the periodic orbit.
Analyzing the system in a transient state can only be expected to be effective if its
amplitude is small enough to remain close to the periodic orbit. This limitation becomes
even more important if the nontrivial Floquet multiplier, which describes the rate of
decay of perturbations transverse to the periodic orbit, has magnitude close to unity.
These limitations necessitate the use of augmented phase reduction, where isostables,
which are coordinates that give a sense of the distance in directions transverse to the
periodic orbit, are introduced to help capture dynamics as trajectories move away from
the periodic orbit. The change in the original coordinates for a system undergoing a
transient perturbation can then be approximated by utilizing the PRC, IRC, and change
in isochron and isostable coordinates. This becomes useful when one wishes to design
control algorithms which, while achieving the desired control objective, also keep the
controlled trajectory close to the periodic orbit [2].
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1.1 Augmented Phase Reduction
Suppose
dx
dt
= f(x,p) + u(x, t), x ∈ Rn,p ∈ Rq, (n ≥ 2), (1.1)
has a stable periodic orbit xγ with period T for u = 0, where p are system parameters
and u(t) is a small control input. The set of all points in the basin of attraction is defined
as B. For each point x∗ in B, there exists a unique θ(x∗) such that
lim
t→∞
∣∣∣∣x(t)− xγ (t+ T2piθ(x∗)
)∣∣∣∣ = 0, (1.2)
where x(t) is a trajectory starting with the initial point x∗. The function θ(x∗) is called
the asymptotic phase and takes values in [0, 2pi). By convention, the point on the periodic
orbit xγ0 corresponding to the maximum of the first coordinate is chosen such that it has
a phase of zero. Isochrons are level sets of θ(x), i.e., the collection of all points in the
basin of attraction of xγ with the same asymptotic phase. It is conventional to define
isochrons so that the phase of a trajectory on the periodic orbit advances linearly in time,
dθ
dt
=
2pi
T
= ω, (1.3)
both on and off the periodic orbit.
Control theory seeks to design inputs to a dynamical systems which change its be-
havior in a desired way. With this in mind, consider the system (1.1), where now u 6= 0
is a small control input. The evolution of this system in terms of isochrons is:
dθ
dt
=
∂θ
∂x
· dx
dt
=
∂θ
∂x
· (f(x,p) + u(x, t)) = ω + ∂θ
∂x
· u(x, t). (1.4)
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Evaluating on the periodic orbit xγ for the unperturbed system gives, to leading order,
dθ
dt
= ω +∇xγθ · u(x, t). (1.5)
Here, ∇xγθ ∈ Rn is the gradient of the phase variable θ evaluated on the periodic orbit,
and is referred to as the infinitesimal phase response curve (PRC). The PRC quantifies
the effect of external perturbations on the phase of a periodic orbit.
Similar to the phase reduction, isostables provide a useful coordinate system to define
a reduced set of dynamical equations. The isostables for a fixed point are analogous to
isochrons for asymptotically periodic systems, and can be defined as sets of points in phase
space that approach a fixed point together. Isostables are related to the eigenfunctions
of the Koopman operator [3]. The isostables of a periodic orbit are coordinates which
give a sense of the distance in directions transverse to the periodic orbit [4, 5]. Towards
defining isostable coordinates for (1.1) with a periodic orbit, it is useful to consider a
point x0 on the periodic orbit x
γ(t) with the corresponding isochron Γ0. The transient
behavior of the system near x0 can be analyzed by a Poincare´ map P on Γ0,
P : Γ0 → Γ0 : x→ P (x).
Here, x0 is a fixed point of this map, and we can approximate P in a small neighborhood
of x0 as
P (x) = x0 + Jp(x− x0) +O(||x− x0||2), (1.6)
where Jp = ∂P/∂x|x0 . Suppose Jp is diagonalizable with V ∈ Rn×n as a matrix with
columns of unit length eigenvectors {vk|k = 1, . . . , n} and the associated eigenvalues
{λk|k = 1, . . . , n} of Jp. The eigenvalues λi are the Floquet multipliers of the periodic
orbit xγ near x0. For every nontrivial Floquet multiplier λi, with the corresponding
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eigenvector vi, the set of isostable coordinates is defined as [5]
ψi(x) = e
T
i V
−1 (xΓ − x0) exp(− ln(λi)tΓ/T ), i = 1, . . . , n− 1. (1.7)
Here xΓ and tΓ are defined to be the position and time of the j
th crossing of the isochron
Γ0, and ei is a vector with 1 in the i
th location and 0 elsewhere. Additionally, eTi V
−1
is a left eigenvector of the linearization Jp which selects the appropriate component of
xΓ − x0 in the basis of eigenvectors of Jp. By direct differentiation of equation (1.7) the
following equations are obtained for ψi:
ψ˙i = κiψi, (1.8)
where κi = ln(λi)/T . Therefore,
∇ψi(x) · f(x) = ψiκi. (1.9)
Changing variables to isostable coordinates and using the chain rule,
dψi(x)
dt
=
∂ψi
∂x
· dx
dt
=
∂ψi
∂x
· (f(x,p) + u(x, t)) = κiψi +∇ψi(x) · u(x, t). (1.10)
Evaluating the vector field at xγ0 , which is defined as the intersection of the periodic
trajectory xγ, the isochron Γ0, and the isostable ψ(x0):
dψi
dt
= κiψi +∇xγψi(x) · u(x, t). (1.11)
The term ∇xγψi(x) is referred to as the isostable response curve, and gives measure of
the effect of a control input in driving the trajectory away from the periodic orbit. The
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n−dimensional system in (1.1) can be realized as:
θ˙ = ω +∇θ|xγ · u(t),
ψ˙i = κiψi +∇ψi|xγ · u(t), for i = 1, . . . , n− 1,
(1.12)
1.2 Approximating Isostable and Isochron Changes
While working towards expressions for the approximate isostable and isochron co-
ordinate changes, it is important to keep in mind the types of systems under con-
sideration. Equation (1.1) provides information about the state of the system under
study, and is a function of the spatial coordinates, as well as a set of parameters, i.e.,
x ∈ Rn,p ∈ Rq, (n ≥ 2). Recalling the definitions of the PRC, IRC, and the augmented
phase reduction in equation (1.12), it is noted that both the phase and isostable variables
are functions of x and p. For a two-dimensional system, the derivative of the phase and
isostable variables with respect to a parameter pj is given by
dθ
dpj
=
n∑
k=1
∂θ
∂xk
∂xk
∂pj
, (1.13)
dψ
dpj
=
n∑
k=1
∂ψ
∂xk
∂xk
∂pj
. (1.14)
Equations (1.13) and (1.14) are called the cumulative phase sensitivity and cumulative
isostable sensitivity, respectively (c.f., [6]). The term Skj =
∂xk
∂pj
in equations (1.13) and
(1.14) is the linear sensitivity coefficient [7]. The sensitivity coefficients describe the effect
on xi at time t due to a constant change to the parameter pj which starts at t = 0. A
component xi is said to be sensitive to pj if small changes in pj produce large changes
in xi [8]. The evolution of the sensitivity coefficients is found by differentiation of (1.1)
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with respect to pj, and setting u = 0:
d
dt
Sij =
d
dt
∂xi
∂pj
(t) =
d
dpj
(x˙i) =
d
dpj
[fi(x, pj)] =
∂fi
∂x
· ∂x
∂pj
+
∂fi
∂pj
=
n∑
k=1
JikSkj +
∂fi
∂pj
, (1.15)
where
Jij =
∂fi
∂xj
,
∂x
∂pj
(0) = 0, (1.16)
and all derivatives are evaluated on the periodic orbit. Changes in the phase and isostable
coordinate due to a constant parametric perturbation to the parameter pj, initiated at
t = 0 are approximately
∆θ ≈ ∆pj
n∑
k=1
∂θ
∂xk
∂xk
∂pj
, (1.17)
∆ψ ≈ ∆pj
n∑
k=1
∂ψ
∂xk
∂xk
∂pj
. (1.18)
The authors in [6] go on to define the parametric impulsive phase response curve,
which eliminates the need to know the sensitivity coefficients. By analogy with this
result, the parametric impulsive isostable response curve is derived in Section A.1. Due
to the presence of the sensitivity coefficient in the parametric impulsive isostable response
curve (A.15), the phase and isostable changes in (1.17) and (1.18) are used to generate
the approximations1. Utilizing the results of the augmented phase reduction, as well as
1If only the phase change approximation is desired, the parametric impulsive phase response curve
may be used which eliminates the need for knowledge of the sensitivity coefficients ∂xk∂pj and is given by
(A.1). In general, this can always be done with knowledge of the periodic orbit and the right-hand side
of the equations in (1.1).
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the definitions for the change in isostable and isochron coordinates, the change in original
coordinates can be recovered.
1.3 Coordinate Recovery Formulation
Working within the scope of augmented phase reduction provides a convenient form
for dealing with high-dimensional and analytically intractable models. Although isochron
and isostable coordinates are convenient to use in analysis, typically one is interested in
understanding what happens in terms of the original variables. Utilizing information
about the PRC and IRC, one can conveniently recover the change in the original coor-
dinates if the changes in the isostable and isochron coordinates are known. To see how
this is done, suppose the system is at a point (x0, y0) on the periodic orbit x
γ, and lies
on an isochron with phase θ0. If the system is perturbed by the amount (∆x,∆y), the
system will then be shifted to a new isochron, given by θ∗ = θ0 + ∆θ, where to first
order ∆θ = ∂θ
∂x
∆x + ∂θ
∂y
∆y. If the perturbation is orthogonal to the PRC (i.e., in the
direction of the isochron), the coordinate change (∆x,∆y) ∝ (−∂θ
∂y
, ∂θ
∂x
). The change in
phase then yields ∆θ = 0, as expected. This example inspires the following formulation
for coordinate recovery.
Suppose that at t = 0 the system is on the periodic orbit with phase θ0. In the
absence of a perturbation, the phase at time t will be θ(t) = θ0 +ωt. When a parametric
perturbation occurs, equations (1.17) and (1.18) provide approximations for ∆θ and ∆ψ
respectively. To leading order, the trajectory will then be at xγ(θ(t))+(∆x,∆y)T , where
∆x and ∆y can be obtained from
 ∆θ
∆ψ
 =
 ∂θ∂x ∣∣xγ(θ(t)) ∂θ∂y ∣∣xγ(θ(t))
∂ψ
∂x
∣∣
xγ(θ(t))
∂ψ
∂y
∣∣
xγ(θ(t))

 ∆x
∆y
 . (1.19)
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It is noted that the changes to the original coordinates can be approximated directly
from the sensitivity coefficient by:
∆xk ≈ ∆pjSkj. (1.20)
Additionally, one can use (1.20) to calculate (∆θ,∆ψ) using the matrix coordinate trans-
formation. This approach is valid, however it gives limited insight into the phase and
isostable dynamics which result from the parametric perturbation. Given recent interest
in phase-amplitude coordinates, the relationship between using the approach in (1.19)
and (1.20) are explored. In fact, it can be shown that the two methods are equivalent if
using the approximations for the isostable and isochron coordinate outlined previously,
and provides validation for the coordinate recovery methods proposed in this thesis. This
result is shown in Section A.5.
The method in (1.19) for obtaining the transformed original variables due to a para-
metric perturbation will be explored for several systems in detail. First, models with full
analytic solutions are used to justify the validity of the coordinate recovery and computa-
tional methods. Second, a model with variable time scale separation with close parallels
to biological systems is used. Finally, a higher dimensional system with direct ties to
biological systems is analyzed.
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Numerical Methods
Equipped with formulas for the change in isostable and isochron coordinates, a series of
numerical computations can be performed to obtain the approximations given in (1.17)
and (1.18). In both cases, the only information needed is that of the periodic orbit, as
well as the right hand side of the system equation in (1.1). In this section, the general
numerical methods to go from state equations to isostable and isochron approximations
are outlined, with the corresponding details of each computation explained in detail as
necessary. All computations are performed in Matlab, with various results validated
with theoretical derivations when available. Additionally, computations involving the
PRC and Floquet exponents are validated via the XPPAUT software [9]. Each Matlab
function is custom written and available on the MathWorks file share [10]. The steps to
obtain an approximation for ∆θ and ∆ψi can be broken down as follows:
1. Find a periodic solution xγ(t) to the equation x˙ = f(x,p)
2. Calculate the PRC ∇xγθ
3. Calculate the Floquet exponent(s) κi
4. Calculate the IRC(s) ∇xγψi
10
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5. Calculate the Sensitivity Coefficients Sij
6. Calculate the change in isostable and isochron coordinates ∆θ and ∆ψi
2.1 Periodic Orbit
The periodic solution serves as the foundation for the remainder of the calculations.
A Matlab program utilizing ode45 is used to simulate the system of state equations given
by x˙ = f(x,p). The trajectories are evolved for long enough so that the transient effects
decay, and a periodic solution remains. One period of the periodic solution is extracted
and will be called xγ with period T .
2.2 Phase Response Curve
Calculation of the phase response curve can be done utilizing a variety of methods [11].
In this work, the PRC is solved as a two point boundary value problem utilizing Newton
iteration to converge upon a periodic solution. The adjoint equation and associated
Newton iteration are given below, with the derivations provided in Sections A.2 and A.3.
The adjoint equation can be written as
d∇xγ(t)θ
dt
= −JTf (xγ(t))∇xγ(t)θ, (2.1)
where Jf is the Jacobian
∂f
∂x
, and JTf (x
γ(t)) is the transpose (i.e., adjoint) of the real
matrix Jf (x
γ(t)). For the two-point boundary value problem formation, the boundary
condition ∇xγ(0)θ = ∇xγ(T )θ is used, implying periodicity of the phase response curve.
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For the Newton iteration,
c = ∇xγ(t)θ(0),
g(c) = ∇xγ(t)θ(0)−∇xγ(t)θ(T ),
∂g
∂c
= I − J,
where J is the Jacobian matrix
J =
∂∇xγ(t)θ(T )
∂∇xγ(t)θ(0) .
Based on the current guess cη, and the value g(cη), the next initial condition is chosen
by Newton iteration as
cη+1 = cη −
(
∂g
∂c
)−1
g(cη). (2.2)
Finally, note that
dθ
dt
= ∇xθ · dx
dt
= ∇xθ · f(x) = ω,
which in particular must hold at t = 0. Thus, (2.1) is solved subject to the condition
∇xγ(0)θ · f(xγ(0)) = ω. (2.3)
Since ∇xγ(t)θ evolves in Rn, (2.3) only supplies one of n required initial conditions. The
rest arise from requiring that the solution ∇xγ(t)θ is T -periodic.
2.3 Floquet Exponents
The Floquet multipliers (and related Floquet exponents) describe the rate of decay of
perturbations transverse to the periodic orbit. There will always be a Floquet multiplier
12
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equal to 1, corresponding to perturbations along the direction of the periodic orbit with
no component in the transverse directions. Towards obtaining Floquet multipliers for
x˙ = f(x,p), consider a point x0 on the periodic orbit x
γ(t) with the corresponding
isochron Γ0. The transient behavior of the system near x0 can be analyzed by a Poincare´
map P on Γ0,
P : Γ0 → Γ0 : x→ P (x).
Here, x0 is a fixed point of this map, and we can approximate P in a small neighborhood
of x0 as
P (x) = x0 + Jp(x− x0) +O(||x− x0||2), (2.4)
where Jp = ∂P/∂x|x0 . Suppose Jp is diagonalizable with V ∈ Rn×n as a matrix with
columns consisting of unit length eigenvectors {vk|k = 1, ..., n} and the associated eigen-
values {λk|k = 1, ..., n} of Jp. The eigenvalues λi are the Floquet multipliers of the
periodic orbit xγ near x0. The matrix Jp can then be numerically computed by evolving
perturbed trajectories near the periodic orbit from the selected Poincare´ section, until
they again intersect the Poincare´ section. Selecting perturbation points that lie on an
isochron Γ0 of the system ensures the period of evolution is the same, so the time of the
jth crossing for each perturbed trajectory is the same. The subspace which is orthogonal
to ∇x0θ gives an approximation for the isochron Γ0. Suppose a trajectory is started at a
point x(0) ∈ Γ0. The Poincare´ map takes
x(0)→ x(T ),
where T is the period and x(T ) is the next crossing of the Poincare´ section. The matrix
Jp is calculated numerically in Matlab. Note that the location of the Poincare´ section
does not have an effect on the Floquet multipliers [12]. Finally, the Floquet exponents
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are related to the Floquet multipliers by
κi =
ln(λi)
T
. (2.5)
2.4 Isostable Response Curve
Similar to the PRC, calculation of the isostable response curve can be done utilizing a
variety of methods [11]. In this work, the IRC is found using the same methods outlined
in Section 2.2. The relevant adjoint equation for the IRC is provided below, as well as
the Newton iteration parameters. The adjoint equation can be written as
d∇xγ(t)ψi
dt
= (κiI − JTf (xγ(t)))∇xγ(t)ψi, (2.6)
where I is the n×n identity matrix, κi is the ith Floquet exponent, and Jf is the Jacobian
matrix ∂f
∂x
. For the two point boundary value formulation, the boundary condition is
taken as ∇xγ(t)ψi(0) = ∇xγ(t)ψi(T ). For the Newton iteration,
c = ∇xγ(t)ψi(0),
g(c) = ∇xγ(t)ψi(0)−∇xγ(t)ψi(T ),
∂g
∂c
= I − J,
where J is the Jacobian matrix
J =
∂∇xγ(t)ψi(T )
∂∇xγ(t)ψi(0) .
To ensure uniqueness of the IRC, as well as its T -periodicity, the normalization condition
∇xγ(0)ψi · vi = 1 is used, where vi is the ith eigenvector corresponding to the Floquet
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multiplier λi.
2.5 Sensitivity Coefficients
Sensitivity coefficients can be calculated in a variety of ways [6, 7, 8, 13]. Depending
on the size of the system under consideration, these calculations can be computationally
demanding. Additionally, because one does not typically have the analytic solutions for
a system’s evolution, solving for the exact solutions is not always an option. In this work,
the direct computation method is used due to the relatively low dimension in both system
coordinates and parameters. Considering (1.1), the sensitivity coefficients are defined to
be
Sij(t) =
∂xi
∂pj
(t). (2.7)
Taking the time derivative of (2.7) yields (1.15). In this work, the initial condition
Sij(0) = 0 is used
1. Therefore, to obtain the sensitivity coefficients directly, (1.15) must
be integrated subject to the initial condition Sij(0) = 0 for a time τ .
2.6 Change in Isostable and Isochron Coordinates
Equipped with the previous results, approximations for the isostable and isochron co-
ordinate change due to a parametric perturbation can be calculated with equations (1.17)
and (1.18). Utilizing all of these results, the change in isostable and isochron coordinates
can be used to recover the change in the original coordinates, and is demonstrated in the
next section.
1The initial condition to (1.15) depends on whether pj is an initial condition for one of the components
xi, i = 1, 2, . . . , n. If pj is an initial condition, Sij(0) = δi, where δi is a vector of 0’s, with a 1 in the i
th
position. If pj is not an initial condition, Sij(0) = 0.
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Examples
Planar models provide a useful starting point to test the above formulation, including
coordinate recovery. The Hopf bifurcation normal form is used first to compare the
analytic solutions to the numerical methods developed. This model is described by a λ−ω
system so the dynamics are independent of the phase variable. Once good agreement
is found using this model, a more biologically relevant and complicated model will be
used to demonstrate how the formulation works for a system with timescale separation,
namely the FitzHugh-Nagumo model.
3.1 Hopf Bifurcation Normal Form
The Hopf bifurcation normal form provides a useful model to start with due to its low
dimensionality and abundance of parameters. The model can also be solved analytically
so the numerical results can be compared to the true solutions. The Hopf bifurcation
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normal form in Cartesian coordinates is given by
x˙ = ax− by + (x2 + y2)(cx− dy),
y˙ = bx+ ay + (x2 + y2)(dx+ cy),
(3.1)
where the parameters are a, b, c, and d. The system can be rewritten in polar coordinates
as
r˙ = ar + cr3,
φ˙ = b+ dr2.
(3.2)
For parameters c < 0 (corresponding to a supercritical Hopf bifurcation), and a < 0, the
system has a stable fixed point. As a increases through 0, a stable periodic orbit arises
and the fixed point loses stability. The radius of this periodic orbit is found by setting
r˙ = 0 and is given by
rγ =
√−a
c
. (3.3)
The period is found by integrating the φ˙ equation over one period, and is given by
T =
2pi
b+ dr2γ
. (3.4)
The parameter a is chosen to be the perturbation parameter while b, c and d remain
constant with values of b = 1, c = −1, and d = 1. Noting that a appears in both the
radius of periodic orbit and period terms, changes to this parameter will have an effect on
both the amplitude and phase of the system. As an example, suppose that the parameter
a in the Hopf bifurcation normal form is changed from a = 0.1 to a = 1.1 at t = 1.6T for
a total time of τ = 0.2T . The result of this parameter change is shown in Figure 3.1.
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Figure 3.1: The parameter a of the Hopf bifurcation normal form is changed from
a = 0.1 to a = 1.1 at t = 1.6T , for a duration of τ = 0.2T . The black solid curve
shows the x value of the unperturbed solution, and the blue dashed curve shows the
perturbed solution. The gray section highlights the region over which the parameter
is changed. A transient amplitude change and asymptotic phase change occurs for the
perturbed system.
The black curve shows the x value of the unperturbed solution over five periods, and
the blue curve shows the perturbed solution. The section in gray highlights the interval
over which the parameter a is changed. The stepwise change in parameter leads to a
permanent phase change and a large transient change in amplitude of oscillations as the
trajectory asymptotically returns to the stable periodic orbit. Due to the simplicity of the
Hopf bifurcation normal form, solutions for both the change in isostable and isochron
coordinates can be derived analytically, which will allow for characterization of such
transients explicitly.
A variety of perturbation sizes, durations, and perturbation locations will be studied
in detail. The perturbation parameter used throughout the analysis of this model will
always be taken to be a. To get a better understanding of how the parameter change
affects the dynamics, suppose the system is perturbed for τ = 1, starting with the initial
condition x0 = [rγ, 0]
T , a0 = 1, and using a parameter change of ∆a = 0.2. Figure 3.2
shows a deviation from the periodic orbit with an increase in amplitude as expected due
to that fact that the radius of orbit is given by (3.3).
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Figure 3.2: The periodic orbit of the Hopf bifurcation normal form is shown in solid
black. The blue dashed curve shows a deviation from the periodic orbit due to a
parameter change of ∆a = 0.2 applied at phase θ = 0, and sustained for τ = 1.
The end point of the perturbed solution is then taken as a new initial condition. With
the parameter a back at its original value, the system is integrated until the perturbed
trajectory converges back to the original periodic orbit. As in Figure 3.1, there is an
asymptotic phase change introduced to the system after being perturbed.
Although the phase change can be calculated directly by integrating the system with
a new initial value for enough time to let transients decay, the amplitude change cannot
be calculated easily because it is a transient effect. The proposed framework aims to use
knowledge about the periodic orbit to give approximations to the transient dynamics of
a perturbed system using changes in isochron and isostable coordinates. These changes
are then used to recover the changes in terms of the original coordinates.
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3.1.1 Periodic Orbit
The Hopf bifurcation normal form written in polar coordinates can be solved analyt-
ically. Noticing that both equations of (3.2) are separable ODE’s, they can be written as
∫ r
r0
dr′
ar′ + cr′3
=
∫ t
t0
dt′, (3.5)
∫ θ
θ0
dθ′ =
∫ t
t0
(b+ dr2)dt. (3.6)
Equation (3.5) is solved first, taking t0 = 0:
ln(r)
a
− ln(a+ cr
2)
2a
− ln(r0)
a
+
ln(a+ cr20)
2a
= t, (3.7)
where r0 is a constant corresponding to the initial radius. Solving for r(t) and keeping
the positive solution,
r(t) =
r0
√
aeat√
a+ cr20 − cr20e2at
. (3.8)
Substituting the result for r(t) into (3.6) and integrating, the solution to θ(t) is
θ(t) = bt− d
2c
ln(a+ cr20 − cr20e2at) +
d
2c
ln(a), (3.9)
where θ(0) is taken to be 0.
The x and y coordinates can be found using the relationship x = rcos(θ) and y =
rsin(θ):
x(t) =
r0
√
aeat cos(θ(t))√
a+ cr20 − cr20e2at
,
y(t) =
r0
√
aeat sin(θ(t))√
a+ cr20 − cr20e2at
.
(3.10)
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The periodic trajectory xγ is obtained numerically by integrating the system of equa-
tions with enough time for the transient dynamics to decay. Using values of a = 0.1, b =
1, c = −1 and d = 1 gives rγ = 0.316 and T = 5.712 which are identical to the numerical
results.
3.1.2 Phase Response Curve
The phase response curve is calculated next utilizing the periodic orbit from the pre-
vious step. The methods of solving the adjoint equation with Newton iteration outlined
in Section 2.2 are used to find the PRC. This result is compared to the analytic solutions
for the PRC for λ− ω systems in Cartesian coordinates from [11], which is:
Z(θ) =
(
− H
′(rγ)
G′(rγ)
cos(θ)− sin(θ)
rγ
)
xˆ+
(
− H
′(rγ)
G′(rγ)
sin(θ)− cos(θ)
rγ
)
yˆ.
Taking G′(rγ) = −2a and H ′(rγ) = 2d
√−a/c yields the PRC as
Z(θ) =
√
−a
c
(
d cos(θ) + c sin(θ)
)
a
xˆ+
c cos(θ)− d sin(θ)√
−a
c
c
yˆ.
The result from the numerical computation matches the theoretical results, as seen in
Figure 3.3.
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Figure 3.3: The phase response curve of the Hopf bifurcation normal form, showing
the x and y components on the left and right, respectively.
3.1.3 Floquet Exponent
To calculate the Floquet exponent analytically, it is useful to consider a linear approx-
imation of the system close to the periodic orbit. Consider the system r˙ = f(r) which has
periodic orbit rγ with f(rγ) = 0. Let r = rγ + x be a perturbed solution. The dynamics
of the perturbed system are given by r˙γ + x˙ = f(rγ + x) ≈ f(rγ) + f ′(rγ)x+ .... The lin-
earized solution is then x˙ = f ′(rγ)x. This system has the solution x(t) = x0exp[f ′(rγ)t].
Because x(T ) = x0exp[f
′(rγ)T ], the Floquet exponent is given by f ′(rγ). In the polar
coordinate representation of the Hopf normal form, the linearized solution can be written
as r = r0exp[G
′(rγ)t], and therefore the Floquet exponent is G′(rγ), or κ = −2a. The
Poincare´ map approximation method is used to numerically obtain the Floquet expo-
nents, and matches this result.
3.1.4 Isostable Response Curve
The IRC is calculated in a similar way to the PRC, using the adjoint method with
Newton iteration. For a general λ−ω system, the analytic IRC in Cartesian coordinates
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is given by
I(θ) = I0cos(θ)xˆ+ I0sin(θ)yˆ,
where the constant I0 is determined using the normalization condition Ix0,y0 · v = 1. To
find the eigenvector v, note that at a point (x, y) = (rγ, 0) = (x0, y0), the isochron is in
the direction orthogonal to the PRC. Thus, the eigenvector is given as
− 1
rγ
xˆ− H′(rγ)
G′(rγ) yˆ√(H′(rγ)
G′(rγ)
)2
+ 1
r2γ
.
Using the normalization condition gives
I0 = −
√
1 +
r2γH
′(rγ)2
G′(rγ)2
.
Finally, using the fact that rγ =
√−a/c, the analytic IRC is given by
I(θ) = −
√
1 +
(d
c
)2(
cos(θ)xˆ+ sin(θ)yˆ
)
.
The numerically calculated IRC is scaled by the appropriate eigenvector of the Poincare´
map, and is identical to the analytic solution, as seen in Figure 3.4.
Figure 3.4: The isostable response curve of the Hopf bifurcation normal form, showing
the x and y components on the left and right, respectively.
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3.1.5 Sensitivity Coefficients
The sensitivity coefficients can be obtained analytically by differentiating each equa-
tion of (3.10) with respect to the parameter a. Doing so, the following sensitivity coeffi-
cients are:
∂x
∂a
(t) =
r0e
at
[
(2a2t− cr20(−2at+ e2at − 1)) cos(θ(t))− dr20[e2at(2at− 1) + 1] sin(θ(t))
]
2
√
a(a− cr20(e2at − 1))3/2
,
∂y
∂a
(t) =
r0e
at
[
(2a2t− cr20(−2at+ e2at − 1)) sin(θ(t)) + dr20[e2at(2at− 1) + 1] cos(θ(t))
]
2
√
a(a− cr20(e2at − 1))3/2
.
(3.11)
To obtain the sensitivity coefficients numerically, equation (1.15) is solved directly
utilizing Matlab’s ode45 function. Taking r0 = rγ and using taking values a = 0.1, b =
1, c = −1 and d = 1, the numeric and analytic sensitivity coefficients match exactly, with
the result plotted in Figure 3.5 for a solution evolving on the periodic orbit.
Figure 3.5: The sensitivity coefficients of the Hopf bifurcation normal form for a
solution evolving on the periodic orbit, showing the x and y components on the left
and right, respectively.
3.1.6 Change in Isostable and Isochron Coordinates
The Hopf bifurcation normal form is an example of a λ − ω system, meaning both
the r˙ and φ˙ direction in polar coordinates depend only on the r coordinate, and can be
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written in the form
dr
dt
= G(r),
dφ
dt
= H(r), (3.12)
where r and φ are standard polar coordinates in two dimensions. Reference [11] shows
how to calculate isochrons and isostables for λ− ω systems, and the calculations in that
work are followed here. It is assumed that there is a periodic orbit with radius rγ which
satisfies G(rγ) and H(rγ) 6= 0.
In general, the dynamics of the isostable coordinate in the polar coordinate system
are
dψ(x)
dt
= κψ(x) =
∂ψ
∂r
r˙ +
∂ψ
∂φ
φ˙, (3.13)
where κ is the nontrivial Floquet exponent for the periodic orbit. Because this system is
radially symmetric, ∂ψ
∂φ
= 0. Therefore, (3.13) can then be rewritten as
dψ
dr
=
κψ(r)
r˙
, (3.14)
which can be solved using the condition ψ(rγ) = 0, ∀φ ∈ [0, 2pi). Additionally, the
isochron coordinates can be computed by solving the equation
dθ(x)
dt
= ω =
∂θ
∂r
r˙ +
∂θ
∂φ
φ˙. (3.15)
Because φ˙ depends only on r, it is constant along the periodic orbit; therefore φ˙(rγ) = ω
and we can without loss of generality specify that along the periodic orbit θ = φ, so
dθ
dφ
= 1. Furthermore, at a fixed value of r = r0 the following relation holds: θ(r0, φ) =
θ(r0, φ+ 2pi) and
dθ
dφ
must be independent of φ because of the system’s radial symmetry,
demonstrating that the phase dynamics are independent of the φ coordinate. This result
25
Examples Chapter 3
can be extended for all r and φ. The system can now be reduced to
dθ
dr
=
ω − φ˙
r˙
, (3.16)
which can be solved using the fact that θ = φ on the periodic orbit.
Utilizing the ODE’s for the isostable and isochron coordinates, the global isostables
and isochrons can be found for the Hopf bifurcation normal form in polar coordinates
(3.2). The ODE for the global isostable coordinate can be written as
dψ(r)
dr
= − 2aψ(r)
ar + cr3
, (3.17)
which has the general solution
ψ(r) = c1
( a
r2
+ c
)
, (3.18)
where c1 is a scaling constant that can be chosen to normalize the isostable coordinates.
In this case, c1 is chosen based on the normalization condition Ix0,y0 · v = 1 and is,
c1 = −
√−ac(c2 + d2)
2
. (3.19)
Similarly, for isochron coordinates, the ODE is
dθ(r, φ)
dr
= −d(r
2 + a
c
)
ar + cr3
, (3.20)
which has the general solution
θ(r, φ) = φ− d
c
ln(r) + c2. (3.21)
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To ensure θ = φ on the periodic orbit, the constant c2 =
d
2c
ln(−a
c
) is used.
The isochron and isostable coordinates can be calculated directly and are given by
(3.21) and (3.18). Given the end location after a perturbation of ∆a for time τ and
the end location if no perturbation is applied after a time τ , the changes can be readily
obtained from just the radius and phase in polar coordinates. The isochron and isostable
fields for a value of a = 0.1 are show below. Isochrons are level sets of asymptotic phase,
and can be seen to spiral out of the origin. Similarly, isostables are level sets of approach
times to the periodic orbit, and are concentric circles expanding from the origin [11].
Figure 3.6: The isochron (left) and isostable (right) coordinate fields of the Hopf
bifurcation normal form, with the periodic trajectory plotted in white. In both figures,
a = 0.1, b = 1, c = −1, and d = 1. To better visualize the isostable field, the value of
ψ is not calculated near the center, because as r → 0, ψ(r)→ −∞.
The approximate isostable and isochron change in equations (1.17) and (1.18) can
be calculated and compared to theory. As an example, a parameter change of ∆a = 0.1
with a0 = 0.1 is used and sustained for time τ = 1.2T . The analytic and numeric change
in asymptotic phase and isostable coordinate are shown in Figure 3.7.
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Figure 3.7: Approximations for the change in isochron and isostable coordinates for a
change in a from 0.1 to 0.2 are shown on the left and right, respectively. The numerical
results are compared to theory. In this model, the isochron change approximation
nearly matches the theoretical results perfectly. The isostable change approximation
tracks closely with the theoretical solution for the beginning of the perturbation, with
small deviations near the end.
Note that for this system (but not in general), the results are independent of the
phase at which the parametric perturbation begins.
Utilizing the approximations (1.17) and (1.18), the changes in the phase and isostable
coordinates can be approximated for a variety of starting perturbation phases θ0, and
for a variety of perturbation durations τ . A fixed value of a = 0.1 is used with a fixed
∆a = 0.1 for a range of θ0 ∈ [0, 2pi) and τ ∈ [0, 0.2T ]. Figure 3.8 shows the results,
with the colorbar in the left panel representing ∆θ and the colorbar in the right panel
representing ∆ψ.
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Figure 3.8: Approximations for the change in isochron and isostable coordinates for a
fixed change in a from 0.1 to 0.2 over a variety of starting perturbation phases θ0 and
perturbation durations τ . The change in phase is shown on the left, and the isostable
change is shown on the right.
As expected, the change in phase and isostable coordinate do not depend on the value
of θ at which the perturbation is applied, and increase with the amount of time that the
perturbation is left on.
3.1.7 Recovery of the Change in Original Coordinates
Finally, the change in original coordinates can be recovered utilizing (1.19). Left
multiplying both sides of the equation by the inverse of the response curve matrix yields
 ∆x
∆y
 =
 ∂θ∂x∣∣xγ(θ(t)) ∂θ∂y ∣∣xγ(θ(t))
∂ψ
∂x
∣∣
xγ(θ(t))
∂ψ
∂y
∣∣
xγ(θ(t))

−1  ∆θ
∆φ
 , (3.22)
where the change in original coordinates (∆x,∆y) represents where the perturbed tra-
jectory ended up as compared to an unperturbed trajectory evolved for the same amount
of time, τ .
29
Examples Chapter 3
Figure 3.9: A visual representation of (∆x,∆y) which are obtained via the coordi-
nate recovery framework. In this example, the system is perturbed for a duration of
τ = 0.2T . The solid black line shows the periodic orbit, the solid green line shows
the trajectory if the system was unperturbed, and the blue dashed line shows the
true perturbed trajectory. ∆x and ∆y are taken to be the difference between the end
point of the unperturbed trajectory (i.e., where the system would have been if the
parameter remained unchanged), and the end point of the perturbed trajectory.
The true change in original coordinates is computed directly by taking the end point
of the perturbed trajectory and subtracting the end point of the unperturbed trajectory.
The coordinate recovery in (3.22) gives the relative change in x and y, so to reconstruct
the perturbed trajectory calculated by the coordinate recovery formulation, the relative
change at time t, (∆x,∆y)|t is added to the corresponding point of the unperturbed
trajectory (xγ, yγ)|t. The reconstructed perturbed trajectory is then compared to the
actual perturbed trajectory by taking the Euclidean distance between the endpoints,
d =
√
(xperturbed − xreconstructed)2 + (yperturbed − yreconstructed)2 =
√
∆x˜2 + ∆y˜2.
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Figure 3.10: A perturbed trajectory (blue dashed line) is compared to a trajectory
formed by utilizing the coordinate recovery framework (red dotted line). The metric
used for comparison between the true perturbed solution and the recovered trajectory
is shown in the inset plot, which is the Euclidean distance between the end points of
each trajectory.
This distance d is used as the metric for comparing how well the coordinate recovery
works. A few different perturbation scenarios are investigated. First, the phase at which
the perturbation occurs is varied for θ ∈ [0, 2pi), as well as the size of the perturbation,
ranging over ∆a ∈ [0, 1]. Two-dimensional parameter plots showing the value of d are
used to visualize the effect of the phase and perturbation size. A constant perturbation
duration of τ = 0.2T is used. Additionally, a = 0.1 before perturbations are applied.
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Figure 3.11: The metric d =
√
∆x˜2 + ∆y˜2 is used to visualize the effect of
perturbations on the Hopf bifurcation normal form, starting with parameters
a = 0.1, b = 1, c = −1, and d = 1. The phase of perturbation is varied for θ ∈ [0, 2pi),
as well as the size of the perturbation, ranging over ∆a ∈ [0, 1].
Figure 3.11 shows that for a fixed value of ∆a, the coordinate recovery gives a constant
error in reconstruction regardless of the phase at which the perturbation was applied.
This result is expected, because the Hopf bifurcation normal form is a λ − ω system,
and the dynamics are independent of the phase. With an increase in perturbation size,
the coordinate recovery’s performance degrades. Although the results for larger ∆a’s
are significantly worse, it is important to keep in mind the relative change in parameter
compared to its original size. For example, a large change in parameter could be consid-
ered to be ∆a = 1
2
a0, or in this case, ∆a = 0.05. The coordinate recovery in this regime
nearly perfectly recovers the perturbed trajectory.
The starting value of a also has an impact on the accuracy of the coordinate recovery.
In Figure 3.12, two initial values for a of 0.1 and 1 are compared side by size with the same
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perturbation size range of ∆a ∈ [0, 1]. In each case, the perturbation is applied at θ0 = 0
for a duration τ corresponding to the phase θ at which the unperturbed trajectory would
land, and ranges over θ ∈ [0, 2pi
5
]. Specifically, for a = 0.1, the perturbation duration
corresponding to θ = 2pi/5 is τ = 1.142, and for a = 1, the perturbation duration
corresponding to θ = 2pi/5 is τ = 0.628. The coordinate recovery has nearly identical
results for both a values used.
Figure 3.12: A comparison between the results of the coordinate recovery are shown
for two different starting values of a. In the left figure, a = 0.1 to begin, and the right
figure begins with a = 1. In each case, the perturbation is applied at θ = 0 for a
duration τ corresponding to the phase θ at which the unperturbed trajectory would
land, and ranges over θ ∈ [0, 2pi5 ], or τ ∈ [0, 0.2T ]. Additionally, the size of the size of
the perturbation is changed, ranging over ∆a ∈ [0, 1].
Finally, in figure 3.13, a constant perturbation size of ∆a = 1
2
a0 is used for perturba-
tion durations in the phase range of θ ∈ [0, 2pi
5
]. The value of a0 is varied to be a0 ∈ [0, 1].
Note that for each value of a the corresponding PRC and IRC must be recalculated.
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Figure 3.13: A constant perturbation size of ∆a = 12a0 is used for perturbation
durations in the phase range of θ ∈ [0, 2pi5 ]. The value of a0 is varied to be a0 ∈ [0, 1].
Overall this test model shows the validity of the isochron, isostable, and coordinate
recovery framework by demonstrating its accuracy over a large parameter range, with
reliability in regions close and far way from the bifurcation point. Next, a more compli-
cated planar model is used to further explore our framework under dynamics that are
not as trivial as the Hopf bifurcation normal form.
3.2 FitzHugh-Nagumo Model
The FitzHugh-Nagumo model used in this work is a modified version of the two-
dimensional simplification of the Hodgkin-Huxley model of spike generation in squid
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giant axons [14]. Here,
v˙ = v − v3 − w,
w˙ = (v + a− bw),
(3.23)
where v is the membrane potential, w is a recovery variable, and  represents the timescale
separation of the dynamics of v and w. A periodic orbit is born when the w−nullcline
passes through the local minimum of the v−nullcline. For example, this could occur by
changing the parameter a, which serves as the perturbation parameter for the analysis
that follows. The parameter a changes the y−intercept of the w−nullcline, as well as
changing the intersection point of the v− and w−nullclines. Note that in the standard
model given in [14], the constant I in the v˙ equation introduces the same dynamics,
by shifting the v−nullcline instead. Stable periodic orbits are only present when the
w−nullcline intersects the v−nullcline between its local minimum and maximum. When
the intersection is outside of these locations, there only exists a stable fixed point. Thus,
the parameter a will be changed in such a way that the intersection of nullclines always
lies within the region with a stable periodic orbit. Additionally, there is a region near
the local minimum of v−nullcline where solutions follow canard trajectories [14]. The
dynamics in this region are highly sensitive to perturbations and initial conditions, and
are avoided in this work.
To analyze the effectiveness of the coordinate recovery framework in this new dy-
namical system, three different  values are used, which change the speed of the w dy-
namics. The parameter a is used as the perturbation parameter and takes on values of
∆a ∈ [−0.23, 0.23], ∆a ∈ [−0.15, 0.15] and ∆a ∈ [−0.09, 0.09] for  = 0.2, 0.5, and 0.8,
respectively. The initial value of a is always taken to be a = 0, and b = 0.8 in all cases.
The perturbation time is also fixed to be τ = 0.2T . The coordinate recovery framework
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is then analyzed for different perturbation phases and sizes. An example perturbation
is show in in Figure 3.14, with ∆a = 0.1, applied at phase θ = pi/2 and sustained for a
time τ = 0.2T for  = 0.5.
Figure 3.14: The periodic orbit of the FitzHugh-Nagumo model is plotted as a solid
black line in the v − w space, along with a perturbed trajectory shown as a blue
dashed line. The parameter a of (3.23) is used as the perturbation parameter. As an
example, a is perturbed with ∆a = 0.1, applied at phase θ = pi/2 and sustained for a
time τ = 0.2T for  = 0.5.
The FitzHugh-Nagumo model does not have analytic solutions, so a direct comparison
of numerical to analytic results cannot be performed. To validate some of the numerical
results, the software package XPPAUT is used which provides a comparison for the
periodic trajectory, PRC, and Floquet exponents. Every other result is presented as
calculated using the numerical methods outlined previously.
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3.2.1 Periodic Orbit
The periodic orbit of (3.23) can be found by integrating the equations until the
transient dynamics decay. The value of θ = 0 is taken to correspond with the peak value
of v(t). Figure 3.15 shows each component of xγ plotted against phase, as well as the
trajectory in v−w space. Here, the the parameter values are taken to be a = 0, b = 0.8,
and  = 0.5.
Figure 3.15: The periodic orbit of the FitzHugh-Nagumo model is shown with its two
components v and w plotted against phase, as well as the periodic orbit in v−w space.
Utilizing the XPPAUT software, the periodic trajectory matches exactly.
3.2.2 Phase Response Curve
Phase response curves are calculated using the formulation in Section 2.2, and are
shown in Figure 3.16. The regions of the PRC which have amplitudes far from zero
indicate that perturbation near these locations on the periodic orbit should have the
largest effect on the phase of the system. Comparing the PRC for a system with  = 0.2
and a system with  = 0.8, it is clear how the phase dynamics are altered. For example,
taking a perturbation at location θ = pi/2 will have substantially more effect for the
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system with  = 0.2 than it will for the system with  = 0.8.
Figure 3.16: Phase response curves for the FitzHugh-Nagumo model are shown for
three different values of . In the top two plots, =0.8, corresponding to a system with
a small amount of timescale separation. The middle plots show the PRC for  = 0.5.
In the bottom two plots  = 0.2, corresponding to a larger timescale separation. Both
the shape and amplitude of the PRC are changed with the change in .
The results for the PRC are compared to the results from XPPAUT, and match
exactly.
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3.2.3 Floquet Exponent
The Floquet exponents are calculated using the formulation in Section 2.3. As the
parameter  shrinks, the period of the periodic solution gets longer, and the numerical
error in computing perturbed trajectories for the Poincare´ map accumulate. Due to this
effect, there is slight disagreement between the Floquet exponents for small ; however
the agreement becomes very good as  increases. Table 3.1 shows the results for three 
values.
 κMatlab κXPPAUT
0.2 -0.77393 -0.76697
0.5 -0.49196 -0.49194
0.8 -0.29696 -0.29694
Table 3.1: Floquet exponents for three  values as calculated in Matlab and XPPAUT.
As time timescale separation becomes less, the agreement between the calculations
becomes better.
Due to the good agreement across multiple  values, the Floquet exponents are vali-
dated.
3.2.4 Isostable Response Curve
Similar to the PRC, the IRC is calculated using the methods in Section 2.4. The
regions of the IRC which have amplitudes far from zero indicate that perturbation near
these locations on the periodic orbit should have the largest effect on the transverse
dynamics of trajectories of the system. Figure 3.17 shows the IRC for  = 0.2 and  = 0.8.
The dynamics of the isostable coordinates in the v direction are altered significantly,
while in the w direction, the IRC’s have a qualitatively similar shape, but with a larger
amplitude difference.
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Figure 3.17: The isostable response curves for the FitzHugh-Nagumo model are shown
for three different values of . In the top two plots, =0.8, corresponding to a sys-
tem with a small amount of timescale separation. The middle plots show the IRC
for  = 0.5. In the bottom two plots  = 0.2, corresponding to a larger timescale
separation. Both the shape and amplitude of the IRC is changed with a change in ,
with the v direction having a significantly different shape.
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3.2.5 Sensitivity Coefficients
The sensitivity coefficients are calculated numerically using the methods in Section
2.5 for a = 0, b = 0.8 and  = 0.8. Figure 3.18 shows the sensitivity in the v and w
directions.
Figure 3.18: The two components of the sensitivity coefficient of the FitzHugh–
Nagumo model evaluated on the periodic orbit are shown for  = 0.8.
3.2.6 Change in Isostable and Isochron Coordinates
Utilizing the approximations (1.17) and (1.18), the changes in the phase and isostable
coordinates can be approximated for a variety of starting perturbation phases θ0, and
for a variety of perturbation durations τ . A fixed value of a = 0 is used with a fixed
∆a = 0.1 for a range of θ0 ∈ [0, 2pi) and τ ∈ [0, 0.2T ], and  = 0.5. Figure 3.19 shows the
results, with the colorbar in the left panel representing ∆θ and the colorbar in the right
panel representing ∆ψ.
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Figure 3.19: Approximations for the change in isochron and isostable coordinates for
a fixed change in a from 0 to 0.1 over a variety of starting perturbation phases θ0 and
perturbation durations τ . The change in phase is shown on the left, and the isostable
change shown on the right.
In this model, the phase at which perturbations are applied effects the change in
phase and isostable coordinate by either increasing or decreasing its value.
3.2.7 Recovery of the Change in Original Coordinates
First,  = 0.5 is studied as an intermediate case of the timescale separation. The
starting trajectory, as well as two edge cases corresponding to a = −0.15 and a = 0.15
are plotted together to show the qualitative change in the periodic orbit.
42
Examples Chapter 3
Figure 3.20: The original periodic orbit with  = 0.5 plotted in black is compared
to the periodic orbit of a perturbed system plotted as a blue dash with a = −0.15
and a = 0.15 shown in the left and right figures, respectively. The two perturbed
trajectories show how the parameter change alters the system. Compared to the Hopf
bifurcation normal form, the change in shape of the periodic orbit is not trivial, and
poses a greater challenge for the coordinate recovery framework.
Due to the large variation in the periodic orbit shape and location, an accurate
result from the coordinate recovery will demonstrate its usefulness for systems with dy-
namics that are not as simple as systems such as the Hopf bifurcation normal form.
Two-dimensional parameter plots are used to visualize the effect of of the phase and
perturbation size, with the y−axis representing the phase at which the perturbation is
applied, and the x−axis representing the perturbation size. The coordinate recovery
results for  = 0.5 are shown in Figure 3.21.
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Figure 3.21: The metric d =
√
∆x˜2 + ∆y˜2 is used to visualize the effect of perturba-
tions on the FitzHugh-Nagumo model, starting with parameters a = 0, b = 0.8 and
 = 0.5, with a constant duration of τ = 0.2T . The phase of perturbation is varied for
θ ∈ [0, 2pi), as well as the size of the perturbation, ranging over ∆a ∈ [−0.15, 0.15].
The coordinate recovery shows very little error, even in the worst regions. The hot
spots correspond to locations on the PRC and IRC near their global maximum and
minimum values. Perturbations in this region are expected to have the largest effect on
the system.
Next, the system is altered to introduce more timescale separation between the v
and w directions: the timescale parameter is changed to  = 0.2. Changing  also
effects the range of of a values where there is a periodic orbit. To capture as large of
a perturbation range as possible while still remaining within the stable periodic orbit
regime, the perturbation size is taken to be ∆a ∈ [−0.23, 0.23] with a starting parameter
value of a = 0. Figure 3.22 shows the two-dimensional parameter plot for this system.
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Figure 3.22: The same metric and starting values are used here as in Figure 3.21,
with the exception of changing  to  = 0.2. Due to the change of , a larger range of
∆a values can be used to fully test the limits of the coordinate recovery framework.
Here, the perturbation range is ∆a ∈ [−0.23, 0.23]. A similar result is obtained as for
 = 0.5 (see Figure 3.21), however the metric d shows around an order of magnitude
larger error for the coordinate recovery. Although the error is increased significantly,
the error is still small, and the coordinate recovery works exceptionally well in most
of the parameter space.
At first glance, the coordinate recovery seems to work very well in most of the pa-
rameter space. There are a few hot-spots around the phases θ = pi/2 and θ = 3pi/2.
Recalling the PRC and the IRC for  = 0.2 in Figures 3.16 and 3.17, it is clear that the
global maximum and minimum of each curve lie near these phase values. Due to this
fact, perturbations applied in these regions are expected to have the most influence on
the systems dynamics. Additionally, these phase regions are where the system’s is tran-
sitioning from slow to fast dynamics. In the edge cases, small changes in a correspond
to large changes in the isostable and isochron coordinates. In view of the fact that the
numerical results come from only knowledge of the periodic orbit and the right hand
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side of equation (1.1), the coordinate recovery does an exceptional job in recovering the
change in original coordinates.
Finally, a smaller timescale separation is considered by setting the parameter  to  =
0.8. To capture as large of a perturbation range as possible while still remaining within
the stable periodic orbit regime, the perturbation size is taken to be ∆a ∈ [−0.09, 0.09]
with a starting parameter value of a = 0.
Figure 3.23: A value of  = 0.8 is used to test the coordinate recovery. This system
takes perturbations of ∆a ∈ [−0.09, 0.09]. The results for this system are better for
that of  = 0.5 and  = 0.2.
Similar to the first case, with  = 0.5, there is very little error in the coordinate
recovery. The worst regions still lie around the global maximum and minimum of the
PRC and the IRC. Comparing all three color plots to each other, the system with the
least amount of timescale separation between the v and w direction works the best with
the coordinate recovery. As more timescale separation is introduced, more error is seen
in the coordinate recovery.
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3.3 Thalamic Neuron Model
The spiking behavior of neurons in the thalamus can be represented by the model
v˙ =
−IL − INa(v, h)− Ik(v, h)− IT (v, r) + Ib
Cm
,
h˙ =
h∞(v)− h
τh(v)
,
r˙ =
r∞(v)− r
τr(v)
,
(3.24)
where Ib is the baseline current, v is the transmembrane voltage, and h, r are the gating
variables of the neuron which describe the modulation of the flow of ions across the neural
membrane. For the currents IL, INa, IK , and IT , functions h∞, r∞, τh, and τr and the rest
of the parameters, see Section A.6. With this set of parameters, a stable periodic orbit
exists. The parameter Ib provides a useful and intuitive perturbation parameter, since in
the lab it could be easily controlled. Introducing step changes to this parameter results
in a change in periodic orbit of the system with both amplitude and period changes. An
example perturbation is show in Figure 3.24, with ∆Ib = 5, applied at phase θ = 3pi/2
and sustained for a time τ = 0.2T .
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Figure 3.24: A periodic orbit of the thalamic neuron model is shown in v − h − r
space. The parameter Ib in (3.24) is used a perturbation parameter. As an example,
a perturbed trajectory with ∆Ib = 5, applied at phase θ = 3pi/2 and sustained for a
time τ = 0.2T is shown as a blue dashed line.
Similar to the FitzHugh-Nagumo model, the thalamic neuron model does not have
analytic solutions, so a direct comparison of numeric to analytic results cannot be per-
formed. To validate some of the numerical results, the software package XPPAUT is
used, as well as comparison with the results presented in [11]. The outline developed for
obtaining numerical results in Sections 3.1 and 3.2 is utilized in the same way as before,
with only the major differences introduced by the third dimension discussed below.
3.3.1 Periodic Orbit
The system (3.24) provides a realistic model in which the coordinate recovery frame-
work can be tested on. Working in R3, the periodic orbit has one more dimension than
the two previous cases, which adds an extra layer of complexity to the system. The pe-
riodic orbit is obtained numerically, with an example orbit with period T = 8.396 shown
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in Figure 3.25, with all parameters the same as listed in Section A.6.
Figure 3.25: Each component of the periodic orbit for the thalamic neuron model is
plotted against phase. By convention, θ = 0 is taken to correspond with the peak of
the voltage variable v.
3.3.2 Phase Response Curve
The PRC is solved using the same techniques as before, however now there is a third
component. Due to the fact that the PRC is greater than zero in almost all locations,
perturbations with positive ∆v,∆h and ∆r will typically cause an increase in the phase
difference between trajectories, i.e., the neuron will fire sooner.
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Figure 3.26: The phase response curve of the thalamic neuron model is shown with
each of its components plotted against phase. For the given parameters, most pertur-
bations will introduce a positive phase shift in the system.
3.3.3 Floquet Exponents
In three dimensions, a third Floquet exponent is introduced. The same numerical
strategy to calculate these is used, with the exception that now a three-dimensional
set of initial conditions is evolved forward in time to approximate the Jacobian of the
Poincare´ map. With the parameters the same as before, the two nontrivial Floquet
exponents are calculated to be κ = −0.38889, κ = −0.02323, and are used to calculate
the two isostable response curves.
3.3.4 Isostable Response Curves
Due to having two nontrivial Floquet exponents, and a three-dimensional system,
there are two isostable response curves. Typically, because one of the nontrivial Floquet
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multipliers is close to zero, only the first component of the IRC would be used. In this
work, both components are kept due to the formulation of the coordinate recovery. Figure
3.27 shows the IRCs.
Figure 3.27: The isostable response curves for both Floquet exponents are shown,
with the first column of plots corresponding to κ1 = −0.38889, and the second column
corresponding to κ2 = −0.02323. The corresponding IRC’s are labeled as ψ1 and ψ2,
respectively.
3.3.5 Sensitivity Coefficients
Sensitivity to the parameter Ib is calculated as described in Section 2.5. Upon inspec-
tion of the sensitivity coefficients, the v direction displays the largest response to changes
in the parameter. Each coefficient is plotted in Figure 3.28.
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Figure 3.28: The three components of the sensitivity coefficient of the thalamic neuron
model evaluated on the periodic orbit are shown.
3.3.6 Change in Isostable and Isochron Coordinates
In the three-dimensional scenario, there are now two approximations for the isostable
coordinate change corresponding to the two nontrivial Floquet exponents. Utilizing the
approximations (1.17) and (1.18), the changes in the phase and isostable coordinates can
be approximated for a variety of starting perturbation phases θ0, and for a variety of
perturbation durations τ . A fixed value of Ib = 5 is used with a fixed ∆Ib = 5 for a range
of θ0 ∈ [0, 2pi) and τ ∈ [0, 0.2T ]. Figure 3.29 shows the results, with the colorbar in the
left panel representing ∆θ and the colorbar on the right and bottom panel representing
∆ψ1 and ∆ψ2, respectively.
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Figure 3.29: Approximations for the change in isochron and isostable coordinates for
a fixed change in Ib from 5 to 10 over a variety of starting perturbation phases θ0 and
perturbation durations τ . The change in phase is shown on the left, and the isostable
changes are shown on the right and bottom.
In this model, the phase at which perturbations are applied almost always causes an
increase in the phase and the first isostable coordinate, and a decrease in the second
isostable coordinate.
3.3.7 Recovery of the Change in Original Coordinates
The thalamic neuron model is similar to FitzHugh-Nagumo in the sense that per-
turbations at different phases on the periodic orbit will have different impacts on the
trajectory and the isostable and phase dynamics. The coordinate recovery framework
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is used with Ib as the perturbation parameter, with ∆Ib ∈ [0, 25]. The phase at which
perturbations is applied are also varied for θ ∈ [0, 2pi). All other parameters are kept the
same as before.
To analyze the results, a different metric is used than for the Hopf bifurcation normal
form and FitzHugh-Nagumo model. For this model, the perturbation is left on for a total
phase change of ∆θ = 2pi/5. Instead of computing the Euclidean difference between the
recovered and perturbed trajectories, the time for which the Euclidean distance between
trajectories remain within 5% of each other is computed, and used as the metric for the
two-dimensional parameter plot. In other words, once the inequality
∣∣∣∣xreconstructed(t)− xperturbed(t)xperturbed(t)
∣∣∣∣ > 0.05
is satisfied, the time is noted, as used as the accuracy metric.
In addition to altering the metric for evaluation, the coordinate recovery framework
is also updated to accommodate the third dimension: equation (1.19) is now written as

∆θ
∆ψ1
∆ψ2
 =

∂θ
∂x
∣∣
xγ(θ(t))
∂θ
∂y
∣∣
xγ(θ(t))
∂θ
∂z
∣∣
xγ(θ(t))
∂ψ1
∂x
∣∣
xγ(θ(t))
∂ψ1
∂y
∣∣
xγ(θ(t))
∂ψ1
∂z
∣∣
xγ(θ(t))
∂ψ2
∂x
∣∣
xγ(θ(t))
∂ψ2
∂y
∣∣
xγ(θ(t))
∂ψ2
∂z
∣∣
xγ(θ(t))


∆x
∆y
∆z
 , (3.25)
where the subscripts on ψ represent which nontrivial Floquet exponent it is in reference
to, with the largest being 1, and the smaller being 2.
From initial testing, it is clear that in some regions of Figure 3.30 the periodic orbit the
coordinate recovery works very well with the recovered trajectory tracking the perturbed
trajectory well. Although the recovery has regions in which its performance degrades, the
coordinate recovery is still always tracking the perturbed trajectory well in the beginning
portion of the perturbation, close to the periodic orbit. Figure 3.30 shows the results of
54
Examples Chapter 3
the coordinate recovery for the thalamic neuron model.
Figure 3.30: The coordinate recovery framework is tested for the thalamic neuron
model, using Ib from (3.24) as the perturbation parameter. Phases of θ ∈ [0, 2pi) and
perturbation sizes of ∆Ib ∈ [0, 25] are used. In this model, the metric used is the
duration in which the true perturbed trajectory and the recovered trajectory remain
within 5% of each other. To determine how close the trajectories are together, the
Euclidean distance metric d =
√
v˜2 + h˜2 + r˜2 is used. A maximum perturbation
duration of τ = 0.2T is used.
The colorbar in Figure 3.30 is now the time for which the perturbed and recovered
trajectories remain within 5% of each other. With a period of T = 8.396, the maximum
perturbation length applied is set to τ = 0.2T . In most of the parameter space, the co-
ordinate recovery remains accurate for a significant amount of the perturbation length.
The regions in which the accuracy is discontinuous correspond to locations where the
perturbation causes the firing of the neuron to occur quickly after the perturbation is
applied. The fast and nonlinear nature of the dynamics in these regions cause the co-
ordinate recovery to not perform as well. Although the accuracy breaks down in this
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region, the recovery still accurately predicts the perturbed trajectory for a small amount
of time while the perturbed trajectory lies close to the periodic orbit. In all regions, the
two trajectories converge together near the periodic orbit, and only diverge when the
perturbation is sustained for a long time and the perturbed trajectory starts to move
much further away from the periodic orbit.
The discontinuity in Figure 3.30 arises due to the new accuracy metric that is used.
As an example of why this occurs, a perturbation of ∆Ib = 1 with I0 = 5 is applied at two
different phases on either side of the discontinuity, namely θ1 =
3510
2099
pi and θ2 =
7021
4198
pi.
In the transition from θ2 to θ1, the trajectory swings out a bit further from the true
trajectory, and causes the time for which the Euclidean distance between trajectories
remain within 5% of each other to jump to an earlier location.
Figure 3.31: An example of the discontinuity in Figure 3.30 is shown for a perturbation
of ∆Ib = 1 with I0 = 5 applied at two different phases, θ1 =
3510
2099pi (left panel) and
θ2 =
7021
4198pi (right panel). The red star shows the location at which the time for which
the Euclidean distance between trajectories becomes greater than 5%.
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Conclusion
Insights into system dynamics can be obtained by looking at the sensitivity of nonlinear
oscillators to parametric perturbations using an isochron and isostable framework. The
augmented phase reduction allows analytically intractable models such as FitzHugh-
Nagumo and the thalamic neuron model to be described using isochron and isostable
coordinates. The two main objects of the augmented phase reduction, namely the PRC
and IRC, describe how the isochron and isostable coordinates change with perturbations
in the original system coordinates. By using information about the PRC and IRC, as
well as approximations for the change in isostable and isochron coordinates, one can
then back out what the approximate change in original coordinates would be due to a
stepwise perturbation in a system parameter. This can become useful, for example, when
one wishes to design control algorithms which meet the desired control objective, while
also keeping the controlled trajectory close to the periodic orbit.
The two-dimensional Hopf bifurcation normal form provides a way to test the coor-
dinate recovery framework for wide range of perturbation durations, locations, and sizes.
Additionally, this model can be solved analytically so the numerical methods and results
are easily validated by a direct comparison to theory. With the perturbation parameter
57
Conclusion Chapter 4
close to the bifurcation location, the coordinate recovery performs well and accurately
tracks the true perturbed trajectory. Moving the perturbation parameter further from
the bifurcation point introduced more error, however the unperturbed and perturbed
trajectories always started off following the same path. Next, the more complicated
FitzHugh-Nagumo model introduces nontrivial dynamics, as well as a timescale separa-
tion. In systems with little timescale separation, the coordinate recovery performs well
and introduces almost no error. Increasing the timescale separation brings on a decrease
in accuracy of the coordinate recovery, however most of the parameter space still lies
within a region of little to no error. Finally, the biologically relevant thalamic neuron
model allows for testing of the coordinate recovery in a three-dimensional space. Both
IRCs must be used in this model to comply with the coordinate recovery formulation. In
this system, the coordinate recovery struggles to maintain the same level of performance
as was seen in the two-dimensional cases; however, it still provides an accuracy tracking
of the perturbed trajectory while close to the periodic orbit.
Future research along the lines of this work might aim to improve the approximations
of the isochron and isostable coordinates by carrying out the augmented phase reduction
to next order. The corrections to the PRC and IRC may improve the characterization
of the response of nonlinear oscillators to parametric perturbations. Analysis focusing
on slowly varying parameters may also be of interest due to the time-varying nature of
physical systems. Finally, parametric changes to systems of partial differential equations
may be studied which would allow for many more physical models to be included in this
framework.
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A.1 Parametric Impulsive Isostable Response Curve
The phase response of a system to a change in parameter was considered in [6], which
defines the expression
d
dt
dθ
dpj
(t) =
n∑
k=1
∂θ
∂xk
∂fk
∂pj
(t), (A.1)
to be the parametric impulsive phase response curve. This result comes from differentia-
tion with respect to time of the equation
dθ
dpj
(t) =
n∑
k=1
∂θ
∂xk
∂xk
∂pj
(t). (A.2)
An approximation for ∆θ for a perturbation pj → pj + ∆pj which begins at t = 0 and is
sustained until time τ is then given by
∆θ ≈ ∆pj
∫ τ
0
n∑
k=1
∂θ
∂xk
∂fk
∂pj
(t)dt. (A.3)
Amplitude sensitivity to parametric perturbations is proposed to be understood using
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a similar result called the parametric impulsive isostable response curve. The proposed
formulation is based upon the augmented phase reduction for periodic orbits introduced
in Chapter 1 which generalizes the standard phase reduction to be
θ˙ = ω +∇θ|xγ(θ) · u(t),
ψ˙k = κiψi +∇ψ|xγ(θ) · u(t), for i = 1, . . . , n− 1,
(A.4)
where θ is the phase coordinate and ψi are the isostable coordinates. The terms ∇θ|xγ(θ)
and ∇ψ|xγ(θ) correspond to the phase response curve (PRC) and isostable response curve
(IRC) as derived in Section 1. Each isostable coordinate ψi for i = {1, . . . , n − 1} has
an associated Floquet exponent, κi. The exponents represent how quickly a perturbed
trajectory in the direction of ψi will return to the periodic orbit. For u = 0, the dynamics
for isostable coordinates simplify to ψ˙i = κiψi, which will hold throughout the basin of
attraction of the periodic orbit. If the kth Floquet exponent for k ∈ {1, . . . , n − 1}
is negative with large magnitude, perturbations in this direction will quickly decay, so
these coordinates can simply be ignored. In the following, suppose that the transverse
dynamics are dominated by a single isostable coordinate ψ.
By analogy with the result in [6] for phase sensitivity, the isostable sensitivity with
respect to parameter pj is defined as
dψ
dpj
(t) =
n∑
k=1
∂ψ
∂xk
∂xk
∂pj
(t), (A.5)
where dψ is the change in the isostable coordinate due to a parametric perturbation
pj → pj + dpj which begins at t = 0 and is sustained until time τ . Here ∂ψ∂xk is the kth
component of the infinitesimal IRC associated with the periodic orbit of the original,
unperturbed system. The term Skj =
∂xk
∂pj
is the sensitivity coefficient describing the
effect of a parameter change on the system’s evolution. The derivatives are evaluated on
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the periodic orbit, and the isostable coordinate is always in terms of the isostables for
the original, unperturbed system.Linear sensitivity coefficients Sij(t) describe the effect
on xi at time t due to a constant change to the parameter pj which starts at t = 0.
Suppose that a parameter changes for an infinitesimally short time. The parameter
perturbation occurs from t = 0 to t = ∆t in the limit as ∆t→ 0. Then,
dψ
dpj
(∆t) =
dψ
dpj
(0)︸ ︷︷ ︸
=0
+
(
d
dt
dψ
dpj
) ∣∣∣∣
t=0
∆t+ ... ≈
(
d
dt
dψ
dpj
) ∣∣∣∣
t=0
∆t. (A.6)
This result can be generalized for any time, so
dψ
dpj
(t+ ∆t) ≈
(
d
dt
dψ
dpj
) ∣∣∣∣
t
∆t. (A.7)
With this in mind, the jth component of the parametric impulsive isostable response
curve is defined to be
d
dt
dψ
dpj
. (A.8)
Multiplying the jth component of the parametric impulsive isostable response curve by
dpj gives the change in isostable coordinates associated with the impulsive infinitesimal
change dpj to the parameter pj.
A formula for the parametric impulsive phase response curve is obtained by following
the arguments in [6]. Differentiating (A.5) with respect to time yields
d
dt
dψ
dpj
(t) =
d
dt
(
n∑
k=1
∂ψ
∂xk
∂xk
∂pj
(t)
)
=
d
dt
(
n∑
k=1
∂ψ
∂xk
Skj(t)
)
(A.9)
=
n∑
k=1
[
d
dt
∂ψ
∂xk
Skj +
∂ψ
∂xk
d
dt
Skj
]
. (A.10)
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The isostable response curve satisfies [5]
d
dt
∂ψ
∂xk
= κ
∂ψ
∂xk
−
n∑
h=1
Jhk
∂ψ
∂xh
, (A.11)
where Jhk =
∂fk
∂xk
. Additionally,
d
dt
Skj(t) =
n∑
h=1
JkhShj +
∂fk
∂pj
. (A.12)
Substituting (A.11) and (A.12) back into (A.10),
d
dt
dψ
dpj
(t) =
n∑
k=1
[(
κ
∂ψ
∂xk
−
n∑
h=1
Jhk
∂ψ
∂xh
)
Skj +
∂ψ
∂xk
(
n∑
h=1
JkhShj +
∂fk
∂pj
)]
(A.13)
=
n∑
k=1
κ
∂ψ
∂xk
Skj −
n∑
k=1
n∑
h=1
Jhk
∂ψ
∂xh
Skj +
n∑
k=1
n∑
h=1
∂ψ
∂xk
JkhShj +
n∑
k=1
∂ψ
∂xk
∂fk
∂pj
. (A.14)
Taking note that the second and third terms cancel with a relabeling of indices h → k,
the parametric impulsive isostable response curve is defined to be,
d
dt
dψ
dpj
(t) =
n∑
k=1
∂ψ
∂xk
[
κSkj +
∂fk
∂pj
]
, (A.15)
where κ is the Floquet exponent corresponding to ψ. The right hand side of this equation
can be calculated from just knowledge of the periodic orbit. An approximation for ∆ψ
can then be obtained by
∆ψ ≈ ∆pj
∫ τ
0
n∑
k=1
∂ψ
∂xk
[
κSkj +
∂fk
∂pj
]
dt. (A.16)
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A.2 Solving a Two Point Boundary Value Problem
Consider a general two point boundary value problem
y˙ = f(t, y), y ∈ Rn, 0 ≤ t ≤ b, (A.17)
with the linear boundary condition
B0y(0) +Bby(b) = a, B0, Bb ∈ Rn×n.
To solve a problem with this formulation, equation (A.17) is integrated with the initial
guess c = y(0), and the function g(c) is calculated:
g(c) = B0c+Bby(b)− a, (A.18)
where y(b) is the solution at time b with the initial condition c. If the initial condition
was chosen correctly, g(c) would be 0. Based on the current guess cη, and the value of
the function g(cη), the next initial condition by the Newton iteration is,
cη+1 = cη −
(
∂g
∂c
∣∣∣∣
cη
)−1
g(cη). (A.19)
The Jacobian J = ∂g
∂c
∣∣
cη
is calculated numerically as
Ji =
g+ − g−
2
,
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where
g+ = g(cη + ei),
g− = g(cη − ei),
Ji is the i
th column of J,  is a small number, and ei is a column vector with 1 in the i
th
position and 0 elsewhere.
A.3 Adjoint Equation for the PRC
Consider an infinitesimal perturbation ∆x to the trajectory xγ(t) at time t = 0. Let
x(t) be the trajectory evolving from this perturbed initial condition. Defining ∆x(t)
according to x(t) = xγ(t) + ∆x,
d∆x(t)
dt
= Jf (x
γ(t))∆x(t) +O(||∆x||2). (A.20)
For the phase shift defined as ∆θ = θ(x(t))− θ(xγ(t)), we have
∆θ = 〈∇xγ(t)θ,∆x(t)〉+O(‖∆x‖2), (A.21)
where 〈·, ·〉 defines the standard inner product, and ∇xγ(t)θ is the gradient of θ evaluated
at xγ(t). We recall from above that ∆θ is independent of time (after the perturbation
at t = 0) so that taking the time derivative of (A.21) yields, to lowest order in ‖∆x‖,
〈
d∇xγ(t)θ
dt
,∆x(t)
〉
= −
〈
∇xγ(t)θ, d∆x(t)
dt
〉
= −〈∇xγ(t)θ, Jf (xγ(t)) ∆x(t)〉
= −〈JTf (xγ(t))∇xγ(t)θ,∆x(t)〉. (A.22)
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Here the matrix JTf (x
γ(t)) is the transpose (i.e., adjoint) of the (real) matrix Jf (x
γ(t)).
Since the above equalities hold for arbitrary infinitesimal perturbations ∆x(t), we have
d∇xγ(t)θ
dt
= −JTf (xγ(t))∇xγ(t)θ. (A.23)
This follows from non-degeneracy of the inner product, which states that if < a, b >= 0
for all b, then a = 0. To see this more rigorously, we can rearrange (A.22) to give
〈
d∇xγ(t)θ
dt
+ JTf (x
γ(t))∇xγ(t)θ︸ ︷︷ ︸
a(t)
,∆x(t)
〉
= 0.
At any time t, by choosing ∆x(t) to be a(t) we get 〈a, a〉 = 0 which from definite
positivity of the inner product implies that a = 0. This can be rearranged to give (A.23).
Finally, note that
dθ
dt
= ∇xθ · dx
dt
= ∇xθ · f(x) = ω,
which in particular must hold at t = 0. Thus, we must solve (A.23) subject to the
condition
∇xγ(0)θ · f(xγ(0)) = ω. (A.24)
Since ∇xγ(t)θ evolves in Rn, (A.24) supplies only one of n required initial conditions; the
rest arise from requiring that the solution ∇xγ(t)θ to (A.23) be T -periodic.
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A.4 Adjoint Equation for the IRC
Here, as in Section A.3, small perturbations ∆x to a trajectory xγ are studied.
Defining ∆x(t) according to x(t) = xγ(t) + ∆x,
d∆x(t)
dt
= Jf (x
γ(t))∆x(t) +O(||∆x||2). (A.25)
For the isostable shift defined as ∆ψi = ψi(x(t) + ∆x)− ψi(x(t)), we have
∆ψi = 〈∇xγ(t)ψi,∆x(t)〉+O(‖∆x‖2), (A.26)
where 〈·, ·〉 defines the standard inner product, and∇xγ(t)ψi is the gradient of ψi evaluated
at xγ(t). After the initial perturbation at t = 0,
d∆ψi
dt
= κi∆ψi = κi∇x(t)ψi ·∆x.
We recall from above that ∆ψi is independent of time (after the perturbation at t = 0)
so that taking the time derivative of (A.26) yields, to lowest order in ‖∆x‖,
〈
d∇xγ(t)ψi
dt
,∆x(t)
〉
= −
〈
∇xγ(t)ψi, d∆x(t)
dt
〉
+
〈
κi∇xγ(t)ψi,∆x
〉
= −〈∇xγ(t)ψi, Jf (xγ(t)) ∆x(t)〉+
〈
κi∇xγ(t)ψi,∆x
〉
= −〈JTf (xγ(t))∇xγ(t)ψi − κi∇xγ(t)ψi,∆x(t)〉.
Here the matrix JTf (x
γ(t)) is the transpose (i.e., adjoint) of the (real) matrix Jf (x
γ(t)).
Since the above equalities hold for arbitrary infinitesimal perturbations ∆x(t), we have
d∇xγ(t)ψi
dt
=
[
κiI − JTf (xγ(t)
]∇xγ(t)ψi. (A.27)
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Finally, note that
∇x0ψi · vi = 1. (A.28)
Since ∇xγ(t)ψi evolves in Rn, (A.28) supplies only one of n required initial conditions;
the rest arise from requiring that the solution ∇xγ(t)ψi to (A.27) be T -periodic.
A.5 Coordinate Recovery Methods
With knowledge of the sensitivity coefficient (1.15), the change in coordinates can be
approximated by:  ∆x
∆y
 = ∆p
 Sx
Sy
 , (A.29)
where Sx = ∂x/∂p and Sy = ∂y/∂p. This approach is valid, however it does not provide
insight into the phase and isostable coordinates. Using the coordinate recovery framework
developed Section 1.3, the phase and isochron coordinates are directly related to the
change in original coordinates, (∆x,∆, y). Using the approximations for the change in
phase and isostable coordinates, (1.17) and (1.18), it can be show that the two approaches
in (1.19) and (1.20) are equivalent.
Starting with (1.19) and left multiplying both sides by the inverse of the response
matrix yields  ∆x
∆y
 = 1∂θ
∂x
∂ψ
∂y
− ∂ψ
∂x
∂θ
∂y
 ∂ψ∂y −∂θ∂y
−∂ψ
∂x
∂θ
∂x

 ∆θ
∆ψ
 . (A.30)
The approximations for ∆θ and ∆ψ can be written as
∆θ ≈ ∆p
(
∂θ
∂x
Sx +
∂θ
∂y
Sy
)
,
∆ψ ≈ ∆p
(
∂ψ
∂x
Sx +
∂ψ
∂y
Sy
)
.
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Substituting in the approximations to (A.30), and multiplying out the right-hand side
yields
 ∆x
∆y
 = ∆p∂θ
∂x
∂ψ
∂y
− ∂ψ
∂x
∂θ
∂y
 ∂ψ∂y
[
∂θ
∂x
Sx +
∂θ
∂y
Sy
]
− ∂θ
∂y
[
∂ψ
∂x
Sx +
∂ψ
∂y
Sy
]
−∂ψ
∂x
[
∂θ
∂x
Sx +
∂θ
∂y
Sy
]
+ ∂θ
∂x
[
∂ψ
∂x
Sx +
∂ψ
∂y
Sy
]
 .
Combining like terms and simplifying gives the same relationship defined in (A.29), and
shows that the following relationship is true:
 ∆x
∆y
 =
 ∂θ∂x ∂θ∂y
∂ψ
∂x
∂ψ
∂y

−1  ∆θ
∆ψ
 = ∆p
 Sx
Sy
 . (A.31)
Therefore, the coordinate recovery framework developed in Section 1.3 is consistent
with (A.29) and valid.
A.6 Thalamic Neuron Model
The thalamic neuron model is given as
v˙ =
−IL − INa(v, h)− Ik(v, h)− IT (v, r) + Ib
Cm
,
h˙ =
h∞(v)− h
τh(v)
,
r˙ =
r∞(v)− r
τr(v)
,
where
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h∞ = 1/(1 + exp((v + 41)/4)), m∞ = 1/(1 + exp(−(v + 37)/7)),
r∞ = 1/(1 + exp((v + 84)/4)), p∞ = 1/(1 + exp(−(v + 60)/6.2)),
αh = 0.128 exp(−(v + 46)/18), IL = gL(v − eL),
βh = 4/(1 + exp(−(v + 23)/5)), INa = gNa(m∞3)h(v − eNa),
τh = 1/(αh + βh), IK = gK((0.75(1− h))4)(v − eK),
τr = (28 + exp(−(v + 25)/10.5)), IT = gT (p2∞)r(v − eT ),
with the constants,
cm = 1, gL = 0.05, eL = −70, gNa = 3, eNa = 50,
gK = 5, eK = −90, gT = 5, eT = 0, Ib = 5.
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