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Abstract
The mathematical theory of neural networks is “meant to tell us what
is possible and, sometimes equally importantly, what is not.” This paper
contributes a case that fits into this principle.
We propose that “option price or time value” is a natural hyperparameter in
the design of neural network option models. Hutchinson, Lo and Poggio asked
the question that if learning networks can learn the Black-Scholes formula, and
they studied the network pSt{K, τq Ñ Ct{K where St,K, τ, Ct are the under-
lying price, strike, time to maturity and option price. In this paper we propose
a novel decision function and study the network pSt{K, τq Ñ Vt{K where Vt
is the time value. Empirical experiments will be carried out to demonstrate
that this new decision function significantly improves Hutchinson-Lo-Poggio’s
model by faster learning and better generalization performance.
We prove that a shallow neural network with the logistic activation is a
universal approximator in L2pR ˆ r0, 1sq. As a corollary Vt{K but not Ct{K
can be approximated by superpositions of logistic functions on Rˆr0, 1s. This
justifies the benefit of time value oriented decision functions in option pricing
models.
Index terms—Universal approximation theorem, neural networks, x-ray trans-
form, projection slice theorem, option price, time value, Black-Scholes formula, gen-
eralization performance, tail risk
∗Corresponding author
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1 Introduction
It is known to experts [14] that the mathematical theory of neural networks is
“meant to tell us what is possible and, sometimes equally importantly, what is not.”
This article contributes a case that fits into this principle. We investigate option
pricing neural networks models by proposing a time value oriented decision function,
and we prove a partial generalization of the fundamental universal approximation
theorem of neural networks([4], [8] and [6]) in L2pR ˆ r0, 1sq which justifies the
benefits of time value oriented decision functions.
Hutchinson, Lo and Poggio rasied the following question in [10]: if option prices
were truly determined by the Black-Scholes formula exactly, can learning networks
learn the Black-Scholes formula?
The theoretic price of a European call option Ct of a stock is determined ([1],
[13]) by its underlying price St, strike K, time to maturity τ “ T ´ t, dividend rate,
interest rate and volatility. Assuming that dividend rate, interest rate and volatility
are constant through time, the following learning framework is proposed in [10]
pSt{K, τq Ñ Ct{K. (1)
Let f be defined by fpSt{K, τq “ Ct{K. As options actively traded in US ex-
changes are non LEAPS ones which are of time to maturity less than one year,
without loss of generality we assume that f is defined on R` ˆ r0, 1s.
The that f is an unbounded on R` ˆ r0, 1s suggests the following “what is not”:
any neural network (1) with bounded activation function is unlikely to generalize
well on the set of deep in the money calls where St{K are very large. A model
without taking this into account has limited usefulness by market practitioners, as
tail events such as the jump of swiss franc in the January 2015 and the Volkswagen’s
spike in October 2008 are of serious concern in risk management. Even regarding
bounded training datasets authors of [10] have pointed out that in model (1) the
largest error tend to occur for options at the money at expiration and also along
the boundary of the sample points; the authors of [16] have summarized that model
(1) and its variations tend to overestimate deep out of the money options or un-
derestimate options very close to maturity. To alleviate these issues, we propose a
different decision function to settle Hutchinson, Lo and Poggio’s question:
pSt{K, τq Ñ Vt{K (2)
where Vt is the time value of the call at time t.
We carry empirical experiments on both real and simulated data to demonstrate
that in practice model (2) significantly improves model (1) by faster learning and
better generalization performance. This outperformance might have been antici-
pated by experienced market practitioners, as the consideration of time value fits
naturally into the intelligence of option traders.
A theoretical reason for the faster learning performance of model (2) is unknown
to the authors, while its better generalization performance will be justified by the
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universal approximation theory on unbounded domains. The universal approxima-
tion theorem in the mathematical theory of artificial neural networks was established
by Cybenko [4], with different proofs contributed by Hornik-Stinchcombe-White [8]
and Funahashi [6]. The fact that this classical theory treats only functions on
bounded domains seems an obstacle for many applications in finance, where the
concern of tail risk is crucial. Let g be defined by gpSt{K, τq “ Vt{K. In Theo-
rem 5.2 we prove that a shallow artificial neural network with logistic activation is
a universal approximator of L2pR ˆ r0, 1sq, and in Proposition 4.2 we show that g
behlongs to L2pR`ˆr0, 1sq. Consequently g can be approximated by superpositions
of logistic function in L2pR` ˆ r0, 1sq, which justifies the benefit of Vt{K.
Some relevant work in literature shall be reviewed as follows.
In literature a lot of attention has been paid to the selection of input features
but not the decision functions in the study of neural network option models. Con-
sequently option price oriented decision functions such as Ct{K or Ct seem still
most popular ones. Besides a small group of authors have tried different decision
functions. Yang, Zheng and Hospedales [16] proposed Ct{St. Boek, Lajbcygier,
Palaniswami and Flitman [2] took Ct ´ CBS which is the deviations of the market
price from Black-Scholes price. This deviation, which takes out of the intrinsic value
and leaves only the effect of time values, fits into the principle of our paper. To
alleviate the underperformance of options ANN models along the boundary of the
sample points, Gradojevic, Gencay and Kukolj [7] proposed a divide and conquer
strategy. This strategy has been futher developed by [16] and others. Hopefully
the introduction of time value together with the divide conquer strategy will lead
to further improvements of option models.
Classical universal approximation theorems are focused on bounded domains.
Some authors, such as [11] and [3], have studied the approximation capabilities
of neural networks in the space of contintous functions of Rn vanishing at the
infinity. Hornik [9] has studied the approximation capabilities of neural networks
in LppRn, µq, with respect to a finite input space enviroment measure µ. Our
Theorem 5.2 and experiments in Section 3 suggest that an approximation theorem
on unbounded domains is beneficial for controlling generalization error of neural
networks and and tail risks in their financial applications.
We hope that our paper will be helpful for authors and market practitioners
to improve their option models by introducing the hyperparameter “Ct or Vt”, as
well as foster future research on the universal approximation theory on unbounded
domains together with its connection to generalization errors and tail risks.
The organization of this paper is as follows. In section 2 we sketch traders’
natural intelligence in the decomposition of option price into intrinsic value and
time value. In section 3 model (1) and model (2) will be trained and compared on
market data as well as on simulated data. In section 4 we study boundary behaviour
of g and show that it is an element in the LppR` ˆ r0, 1sq for all 1 ď p ď `8. In
section 5 we prove Theorem 5.2.
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2 Trader’s natural intelligence
One goal of the artificial neural network was to solve problems in the same
way that a human brain would. As pointed out in [15] “much progress towards
artificial intelligence has been made using supervised learning systems that are
trained to replicated the decisions of human experts”. In this regard, selections of
input features and of output variables are examples how expert knowledge could
affect the quality of a learning system.
Here is how market practitioners assess an option contract at first glance. Sup-
pose GOOGL is now traded at 1000$ with a call allowing one to buy GOOGL at
900$ in anytime within three months, and suppose this call option is traded at 120$.
To assess this option with a rough mental arithmetic, instead of the option price
120$, what weighs on a trader’s mind as a first measure is 120´p1000´ 900q “ 20$
which is its time value.
In general the premium paid for an American option is seperated into
option value “ intrinsic value` time value
where intrinsic value“ pSt ´Kq` is deterministic and time value is a combination
of volatility value, interest rate value and dividend value. Time value is also called
extrinsic value, and is the additional amount of premium beyond the intrinsic value
which traders are willing to pay. According to circumstances, a trader ponders
over either the option price or the time value to make his decision. This traders’
natural intelligence justifies the rationality of taking “option price or time value” as
a hyperparameter in the design of option network models.
The notion of time value for a European option seems rarely discussed in lit-
erature. However the most popular option traded at the market, the SPX index
option, is European. Here we propose that the time value of a European call Ct
with risk free interest rate r and dividend rate q is
Vt “ Ct ´ pSte´qτ ´Ke´rτ q`.
In Proposition 4.2 it will be shown that Vt has a nice boundary behaviour. Dividend
is taken into account because the Black-Scholes valuation of a European index option
reduces to the Black-Scholes valuation of a stock option with dividends.
3 Experiments using time values
In this section we train and compare optimization performance of model 1 and
model 2 in simple settings. We use the framework of tensorflow.keras. The optimizer
Adam [12] will be taken, as it is well known to experts that Adam is much more
forgiving to hyperparameters. The loss function mean squared error will be choosen,
as it is the most popular one and it is compartible with our Theorem 5.2. The
model 1 in [10] was trained for learning networks with only 4 neurons, and we take
4 neurons in our experiments as well.
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Figure 1: Loss vs epoch graph
3.1 Real market data
We consider all existing SPX call options that are expired on September 20th 2019,
October 18th 2019, November 15th 2019, December 20th 2019, January 17th 2020,
Feburary 21st 2020, March 20th 2020 andJune 19th 2020, and take all trade-based
minute bars from August 8th 2019 to September 6th 2019. By taking into account
data only within a period of 30 days, Ct{K and Vt{K are single-valued functions
of St{K and τ . Therefore it is suitable for empirical experiments of model 1 and
model 2.
Only 1-minute bar with a positive volume are considered, and the close price of
each bar gives a sample point without taking into account of multiplicities. There
are in total 12323 sample data. In each training experiment, randomly 9858 of them
consist of training set and the rest 2465 consist of test set. Batch size is set to be
128. Fix an activation function and fix a decision function which is of model 1 or
model 2, we train the neural network with a single hidden layer upto 1000 epoches
for 100 times. The average of traning loss and validation loss at each epoch of these
100 experiments are plotted.
The experiment demonstrates the following:
1, There is no evidence that one decision function will be always better than the
other in fitting training data after many many epochs.
5
2, Time value considerately outperform option price in faster learning.
3, Time value considerately outperform option price in validation data, and
therefore is better at generalization.
4 Boundary behaviour of the Black Scholes formula
A European stock option C is a contract which allows the buyer to buy the
underlying stock with a fixed strike price K at the expiration date T . Under as-
sumptions of Black Scholes model let σ, r, q be the volatility of the underlying, the
risk free interest rate and the dividend yield, the price Ct satisfies ([1] [13]):
Ct{K “ se´qτNpd1q ´ e´rτNpd2q
where
s “ St{K
d1 “ log s` pr ´ q ` σ
2{2qτ
σ
?
τ
d2 “ log s` pr ´ q ´ σ
2{2qτ
σ
?
τ
Npxq “ 1?
2pi
ż x
´8
e´t
2{2dt.
Assuming r, q and σ are fixed, the decision function of model (1) is
fps, τq :“ se´qτNpd1q ´ e´rτNpd2q. (3)
The decision function of model (2) is given by
gps, τq :“ fps, τq ´ pse´qτ ´ e´rτ q`. (4)
Both f and g are well defined on R` ˆ r0, 1s. In this article we are more interested
in the SPX index option rather than a stock option. The above formula still hold
as the index is treated as a stock paying a dividend yield. We begin with
Lemma 4.1. If t ą 0 then
1?
2pi
ż `8
t
e´
x2
2 dx ă 1
2
e´
t2
2
Proof. It follows fromˆ
1?
2pi
ż `8
t
e´
x2
2 dx
˙2
“ 1?
2pi
ż `8
t
e´
x2
2 dx ¨ 1?
2pi
ż `8
t
e´
y2
2 dy
ă 1
8pi
ż
x2`y2ą2t2
e´
x2`y2
2 dxdy
“ 1
8pi
ż 2pi
0
ż `8
?
2t
e´
r2
2 rdrdθ
“ 1
4
e´t
2
.
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We then prove that g is an integrable function on R` ˆ r0, 1s. In reality r can
be a negative number, while q is still assumed non negative.
Proposition 4.2. For all p P r1,`8s we have g P LppR` ˆ r0, 1sq.
Proof. As r, q, σ are fixed and 0 ď τ ď 1, there exists a positive real number
S
1 ą max p1, eq´rq such that if s ą S1 then
d1 ě d2 “ σ´1τ´1{2plog s` pr ´ q ´ σ2{2qτq ą C1 log s` C2 ą C3 log s,
where C1 ą 0, C2 P R, C3 ą 0. The function hpτq “ epq´rqτ satisfies hp0q “ 1, hp1q “
eq´r. If s ą S1 then s ě maxphp0q, hp1qq. Because h is monotone, s ě hpτq for all
τ P r0, 1s. By Lemma 4.1, if ps, qq P R` ˆ r0, 1s then
|gps, τq| “ |se´qτNpd1q ´ e´rτNpd2q ´ pse´qτ ´ e´rτ q`|
“ |se´qτ pNpd1q ´ 1q ´ e´rτ pNpd2q ´ 1q|
ď sp1´Npd1qq `max t1, e´rup1´Npd2qq
ă C4pse´d21{2 ` e´d22{2q
ă 2C4se´C5 log2 s
“ 2C4s1´C5 log s
where C4, C5 are positive constants. There exists a positive number S
2 ą S1 such
that if s ą S2 then C5 log s ą 3. Therefore if s ą S2 then
|gps, τq| ă 2C4s´2.
Let p P r1,`8s. The above inequality implies that
g ¨ IrS2 ,8qˆr0,1s P LppR` ˆ r0, 1sq. (5)
If ps, τq P p0, S2q ˆ r0, 1s then
|gps, τq| “ |se´qτNpd1q ´ e´rτNpd2q ´ pse´qτ ´ e´rτ q`|
ď sNpd1q `max p1, e´rqNpd2q ` s`max p1, e´rq
ď 2S2 ` 2 max p1, e´rq.
This inequality implies that on p0, S2qˆr0, 1s the function g is bounded and therefore
g ¨ Ip0,S2 qˆr0,1s P LppR` ˆ r0, 1sq. (6)
By (5) and (6), g P LppR` ˆ r0, 1sq.
5 Universal approximation theorem in L2pRˆ r0, 1sq
Let φ be the logistic function φpxq “ 1{p1` e´xq. If y P Rn and θ P R let
φτθ : “ x P R ÞÑ φpx` θq
φδy : “ x P Rn ÞÑ φpxy, xyq
φτθδy “ pφτθ qδy .
7
The space of functions Snpφq consists of
kÿ
i“1
φτθiδyi , k P N, yi P Rn, θi P R.
To extend Cybenko’s method to our case of L2pR ˆ r0, 1sq we need the following
estimation on the boundary behaviour of φτθ1δy ´ φτθ2δy :
Lemma 5.1. Let Ω “ Rˆ r0, 1s and y “ py1, y2q P R2.
1, If p P r1,`8s and θ1, θ2 P R, then
φτθ1δy ´ φτθ2δy P LppΩq
2, Suppose y1 ‰ 0. There exist positive constants B,X,C such that if β ą B, |x1| ą
X,x “ px1, x2q P Ω then
|pφτβθ1δβy ´ φτβθ2δβy qpxq| ď BCe´0.5B|y1¨x1|
Proof. By the mean value theorem, for β ą 0 there exists θβ P rθ1, θ2s such that
φτβθ1δβy pxq ´ φτβθ2δβy pxq “ βpθ1 ´ θ2qe
´βxy,xy´βθβ
p1` e´βxy,xy´βθβ q2
“ βpθ1 ´ θ2qp1` e´βy1x1´βy2x2´βθβ qp1` eβy1x1`βy2x2`βθβ q .
There exists a constant C6 such that if x2 P r0, 1s and θ P rθ1, θ2s then
|y2x2 ` θ| ă C6.
Let X “ 2C6{|y1|. If |x1| ą X and θ P rθ1, θ2s then
|y1x1 ` py2x2 ` θq| ě |y1x1| ´ |y2x2 ` θ|
ą |y1x1| ´ C6
“ |y1x1| ´ 0.5X|y1|
ě |y1x1| ´ 0.5|y1x1|
“ 0.5|y1x1|.
If β ą 0 then
p1` e´βy1x1´βy2x2´βθβ qp1` eβy1x1`βy2x2`βθβ q
“ p1` eβ|y1x1`py2x2`θβq|qp1` e´β|y1x1`py2x2`θβq|q
ě 1` eβ|y1x1`pxy2,x2y`θβq|
ą e0.5β|y1¨x1|.
Consequently there exists a constant C7 ą 0 such that if |x1| ą X and if β ą 0 then
|φτβθ1δβy pxq ´ φτβθ2δβy pxq| ď βC7e´0.5β|y1x1|. (7)
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This inequality with fixed β “ 1 proves the first part of our lemma. Let B “ 2{|y1X|
then for all β ą B, |x1| ą X we have
dpβC7e´0.5β|y1x1|q{dβ “ C7e´0.5β|y1x1| ´ 0.5C7β|y1x1|e´0.5β|y1x1|
ď pC7 ´ C7|y1|X{|y1X|qe´0.5β|y1x1|
“ 0.
This implies that if β ą B and if |x1| ą X, then βC7e´0.5β|y1x1| is monotonically
decreasing with respect to β. In particular βC7e´0.5β|y1x1| ď BCe´0.5B|y1x1|. By
(7) if C “ C7, β ą B, |x1| ą X then
|φτβθ1δβy pxq ´ φτβθ2δβy pxq| ď BCe´0.5B|y1x1|,
which proves the second part of the lemma.
The Fourier transform maps L1pRnq into L8pRnq, and is an isometry of L2pRnq.
Let θ P S1 be represented by pcosω, sinωq, then its orthogonal complement is defined
by θK “ p´ sinω, cosωq. The x-ray transform Pθf of f P L1pR2q are functions,
indexed by θ P S1, defined on s P R:
PθfpsθKq “
ż
R
fpsθK ` tθqdt.
The projection slice theorem [Theorem 2.2][5] for the x-ray transform of f tells us
yPθfpsθKq “ pfpsθKq.
The Lebesgue measure on Rn will be denoted by λn, and the canonical probability
measure on S1 will be denoted by λS1 .
Theorem 5.2. Let Ω “ Rˆ r0, 1s and φ be the logistic activation then
S2pφq X L2pΩq “ L2pΩq.
Proof. Suppose our theorem is not true. By Hahn-Banach Theorem there exists
nonzero real valued h P L2pΩq such that if g P S2pφq X L2pΩq thenż
Ω
gpxqhpxqdx “ 0.
By Lemma 5.1 if y “ py1, y2q P Rˆr0, 1s with y1 ‰ 0 and ρ P R then φτ0δy ´φτρδy P
L2pΩq. This leads to ż
Ω
pφτ0δy ´ φτρδy qpxqhpxqdx “ 0. (8)
For ρ P R we define
γy,ρpxq “ lim
βÑ`8pφ
τ0δβy ´ φτβρδβy qpxq.
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For φτ0δβy ´ φτβρδβy let B,X,C be constants fulfilled in lemma 5.1. Set Ω´ “
p´X,Xq ˆ r0, 1s and Ω` “ ΩzΩ´, and consider the following functions on Ω,
R : x P Ω ÞÑ BCe´0.5B|y1x1|,
S : x P Ω ÞÑ Rpxq|hpxq|IΩ`pxq ` 2|hpxq|IΩ´pxq.
Here R is L2 integrable ans S is non negative. Moreoverż
Ω
Spxqdx “
ż
Ω`
Rpxq|hpxq|dx`
ż
Ω´
2|hpxq|dx
ď `||R||L2pΩ`q||h||L2pΩ`q˘1{2 ` 2 `λ2pΩ´q||hpxq||L2pΩ´q˘1{2 ,
and therefore S P L1pΩq. By Lemma 5.1 if x P Ω` and β ą B then
|pφτ0δβy ´ φτβρδβy q ¨ hpxq| ă Rpxq|hpxq| “ Spxq.
Because φ takes value in p0, 1q, if x P Ω´ then
|pφτ0δβy ´ φτβρδβy q ¨ hpxq| ă 2|h|pxq “ Spxq.
Therefore for all β ą B the family of functions pφτ0δβy ´φτβρδβy q ¨h are uniformally
bounded by S P L1pΩq. Using Lebesgue Dominated Convergence Theorem and (8)ż
Ω
γy,ρpxqhpxqdx “
ż
Ω
lim
βÑ8pφ
τ0δβy ´ φτβρδβy qhpxqdx
“ lim
βÑ8
ż
Ω
pφτ0δβy ´ φτβρδβy qhpxqdx
“ 0.
It can be checked that γy,ρpxq “ γρpxy, xyq for all x P R2, where γρ “ ´Ip´ρ,0q ´
0.5It´ρu´0.5It0u if ρ ą 0 and γρ “ Ip0,´ρq`0.5It´ρu`0.5It0u if ρ ă 0. If y “ py1, y2q
with y1 ‰ 0 and ρ ą 0 thenż
Ω
Ir´ρ,0spxy, xyqhpxqdx “ ´
ż
Ω
γρpxy, xyqhpxqdx “ ´
ż
Ω
γy,ρpxqhpxqdx “ 0.
Similarly, if y “ py1, y2q with y1 ‰ 0 and ρ ą 0 then
ş
Ω
Ir0,ρspxy, xyqhpxqdx “ 0.
Extend h to be a function in L2pR2q by setting x P R2zΩ ÞÑ 0. We have proved
that if y “ py1, y2q with y1 ‰ 0 and if ρ ą 0 thenż
R2
Ir0,ρspxy, xyqhpxqdx “
ż
R2
Ir´ρ,0spxy, xyqhpxqdx “ 0. (9)
If θ P S1ztp˘1, 0qu then we can apply (9) by taking y “ θK. Suppose θ “
pcosω, sinωq, the change of variable x “ ϕps, tq “ tθK ` sθ where
ϕps, tq “ ps cosω ´ t sinω, s sinω ` t cosωq (10)
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Figure 2: Notations in the proof
is one to one between tpx1, x2q P R2u and tps, tq P R2u. This change of variable
together with (9) lead to
0 “
ż
R2
Ir0,ρspxθK, tθK ` sθyqhptθK ` sθqdsdt
“
ż
R2
Ir0,ρsptqhptθK ` sθqdsdt
“
ż ρ
0
ż
R
hptθK ` sθqdsdt.
Take the derivative respect to ρ we have for almost every ρ ą 0,ż
R
hpρθK ` sθqds “ 0. (11)
By similar arguments (11) holds for almost every ρ P R.
For k P N let Ωk “ p´k, kqˆr0, 1s and hk :“ IΩkh which is a function in L1pR2qX
L2pR2q. For ξ P R2zt0, 0u let θξ be the unique element in S1 such that ξ P R`θKξ . For
η “ pη1, η2q P R2 with η1 ą 0, η2 ą 0 we set Bη “ tξ P R2 : |η´ξ| ď max tη1, η2u{2u
and Θη “ tθξ : ξ P Bηu. There is a constant Cη such that |ξ| ď Cη for all ξ P Bη.
Moreover Θη is a compact subset of tpcosω, sinωq : ω P p3pi{2, 2piqu Ă S1. For any
θ “ pcosω, sinωq P Θη, with ϕ defined in (10) we set (see figure 2)
T˘θ,k “ tt P R : ptθK ` Rθq X pt˘ku ˆ r0, 1sq ‰ Hu
T :θ,k “ T`θ,k Y T´θ,k
Sθ,k,t “ ts P R : tθK ` sθ P Ωku
Y ˘θ,k “ tϕps, tq : t P T˘θ,k, s P Sθ,k,tu
Y :θ,k “ Y `θ,k Y Y ´θ,k.
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If θ “ pcosωθ, sinωθq then λ1pSθ,k,tq ď 1{| sinωθ| (see figure 2 for instance). As
Θη is compact in tpcosω, sinωq : ω P p3pi{2, 2piqu, C 1η :“ max t1{| sinωθ| : θ P Θηu is
finite. If θ P Θη, t P R, k P N then
λ1pSθ,k,tq ă C 1η. (12)
If t R T :θ,k and Sθ,k,t ‰ H, then hk|tθK`Rθ “ h|tθK`Rθ. By (11) for a.e. such t,ż
R
hkptθK ` sθqds “ 0. (13)
If Sθ,k,t “ H, then hk|tθK`Rθ “ 0 which also implies (13). Summing up, (13) holds
for almost every t P RzT :θ,k.
The change of variable φ is a one one between tps, tq : t P T˘θ,k, s P Sθ,k,tu and
Y ˘θ,k1 , and also one to one between tps, tq : t P T :θ,k, s P Sθ,k,tu and Y :θ,k1 . It is
clear(see figure 2) that for all pair of positive integers pk2, k1q, Y ˘θ,k2 “ Y ˘θ,k1 ˘pk2´
k1, 0q. Consequently for all k2, k1, YθPΘηY ˘θ,k2 “ YθPΘηY ˘θ,k1 ˘ pk2 ´ k1, 0q. As Θη
is compact in tpcosω, sinωq : ω P p3pi{2, 2piqu, YθPΘηY ˘θ,k is compact and is shifted
to infinity as k goes to infinity. Which implies lim
kÑ8 ||h||L2pYθPΘηY :θ,kq “ 0. For any
 ą 0 there exists K such that if k ą K thenż
YθPΘηY :θ,k
h2kpxqdx ă p2piCηC
1
ηλS1pΘηqq´1. (14)
If k ą K, by the projection slice theorem (12), change of variable ξ “ tθK (precisely
pξ1, ξ2q “ p´t sinω, t cosωq which is one to one between R2ztp0, 0qu and R` ˆ S1),ż
Bη
ˇˇˇxhkpξqˇˇˇ2 dξ “ ż
Bη
ˇˇˇ{Pθξhkpξqˇˇˇ2 dξ
“
ż
Θη
ż
ttą0:tθKPBηu
ˇˇˇzPθhkptθKqˇˇˇ2 tdtdω
ď Cη
ż
Θη
ż
ttą0:tθKPBηu
ˇˇˇzPθhkptθKqˇˇˇ2 dtdω
ď Cη
ż
Θη
ż
R
ˇˇˇzPθhkptθKqˇˇˇ2 dtdθ
By the fact that Fourier transform is an isometry of L2 and the reality of Pθhk,ż
Bη
ˇˇˇxhkpξqˇˇˇ2 dξ ď Cη ż
Θη
ż
R
pPθhkq2ptθKqdtdω
“ Cη
ż
Θη
ż
R
ˆż
R
hkptθK ` sθqds
˙2
dtdω
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By (13), Cauchy–Schwarz inequality and (12) we continue with the estimationż
Bη
ˇˇˇxhkpξqˇˇˇ2 dξ ď Cη ż
Θη
ż
T :θ,k
ˆż
R
hkptθK ` sθqds
˙2
dtdω
“ Cη
ż
Θη
ż
T :θ,k
˜ż
Sθ,k,t
hkptθK ` sθqds
¸2
dtdω
ď CηC 1η
ż
Θη
ż
T :θ,k
ż
Sθ,k,t
h2kptθK ` sθqdsdtdω
By the change of variable (10) and (14) we continue withż
Bη
ˇˇˇxhkpξqˇˇˇ2 dξ ď CηC 1η ż
Θη
ż
Y :θ,k
h2kpxqdxdω
ď CηC 1η
ż
Θη
ż
YθPΘηY :θ,k
h2kpxqdxdω.
ď .
This implies lim
kÑ8 ||xhk||2L2pBηq “ 0 and therefore ||ph||2L2pBηq “ 0 for all η P R` ˆR`.
Similar arguments work for any η P R2 with η1η2 ‰ 0. Consequently ||ph||2L2pR2q “ 0,
which contradicts to the fact that h ‰ 0 in L2pR2q.
Lastly the following corollary justifies the benefit of time value compared to
option price in the design of option neural network models. Let f and g be defined
as in (3) and (4), we conclude
Corollary 5.3. Regarding f and g as functions on Ω “ R ˆ r0, 1s, then g P
S2pφq X L2pΩq and f R S2pφq X L2pΩq.
Proof. The fact that g P S2pφq X L2pΩq follows from above theorem and Proposition
4.2. Moreover by Proposition 4.2 and definition (4), if f P L2pR` ˆ r0, 1sq then
the function ρ defined by ρps, τq :“ fps, τq ´ gps, τq “ pse´qτ ´ e´rτ q` is also in
L2pR` ˆ r0, 1sq. Which is obviously not the case. This in particular implies that
f R S2pφq X L2pΩq.
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