One inverse problem exhibiting a severe case of nonlinear ill-posedness is the velocity estimation problem of reflection seismology. For an extensive discussion of this rather specialized problem, with many references, we direct the reader to the monograph by Santosa and the author (Santosa and Symes, 1989 ). In the following pages we will mostly discuss instead a much simpler problem, the plane wave detection problem, which shares the essential mathematical features of the velocity estimation problem without carrying the conceptual baggage of reflection seismology. In the final section we will de-scribe briefly a version of velocity estimation, to make plausible this sharing of features.
A deep understanding of nonlinear ill-posedness and related matters is to be had through G. Chavent's theory of quasiconvex sets in Hilbert space (Chavent, 1980) . The plane-wave detection problem is treated from the point of view of Chavent's theory in Symes (1989) . In the present paper we describe just the basic properties of a simple best-fit formulation of the detection problem ( §2), and then indicate how the cost function can be convexified and smoothed ( §3). The fourth section begins by describing the acoustic model of reflection seismology, then presents several simplifications and approximations leading to a problem recognizably similar to plane wave detection. We give a brief discussion of this problem, referring the interested reader to other papers for more information.
The Output Least-Squares Formulation
We suppose that the function z( e, t) is a sampling on { 1J = 0} of the three-
z(e,t) = U(e,o,t), -1:::; e:::; 1, t E IR.
We also suppose that U is (approximately) a plane-wave moving at speed 1, i.e. 
U(t,
with obvious norms. Then an output-least squares formulation of the planewave detection problem is:
Remark One could imagine that U represents the far-field signal of an underwater acoustic source. Then the problem becomes that of estimating the waveform emitted by the source and its direction relative to a line of receivers.
With this interpretation, our problem becomes a caricature of an important problem in ocean acoustics. We note that our point of view is quite different from that taken in the ocean acoustics literature.
An obstacle to the study of the above least-squares problem is immediately evident: As defined, the map </> is
• continuous, but
• nowhere locally uniformly continuous,
• hence a fortiori nowhere differentiable.
In fact
and the stated properties of ¢ follow from familiar properties of the shift on L 2 (1R). Thus we cannot study the dependence of the solution on the data via the implicit function theorem or related tools, nor can we use Newton's method or its relatives to compute minima with any confidence of convergence.
The map ¢ becomes of class C 2 if its domain is restricted, say, to
This restriction does not cure the problem of its delinquent features, of course.
To begin with, in any F-neighborhood of any consistent data point z = ¢( x),
as large as one likes.
Therefore some regularization of the optimization problem is necessary, in order that the solution depend stably on the data, even though ¢ is not a smoothing operator! This is a rather trivial sort of instability, however; the actual state of affairs is much worse. We will establish:
There exist consistent data z = </>(xo) with llxallE 2 s; 1 for which the problem has at least two (local) solutions.
Thus restricting the H 2 -size of the solution does not restore well-posedness to the best-fit version of the detection problem, even for noise-free data! Set z(e, t) = u 0 (t) = ax(t) sin wt with w and a to be determined, and
For u E L There is a uniform estimate for derivatives of x of order :' .S 2:
for s E [- 
Integration-by-parts shows that there exist C 1 , C 2 > 0 so that does not suffice to render the output least-squares problem well-posed in the nonlinear sense.
The Coherence Reformulation
To motivate the next step, regard the data z(e, t) of the detection problem as a number of independent time series measurements, parameterized by the location e along the x-axis. This point of view reflects accurately the way such measurements are actually made-in reality, only a "few" receivers may be deployed, and the sample rate in e is far lower than that in t.
The plane-wave hypothesis implies that these time series are not independent, but are tied rigidly together by the time delay rates. The difficulty described in the last section is also a consequence of this rigidity. It is simply very difficult to match all of the time series at once with any but precisely the "right" time delay rate. Any other choice results in large mismatch somewhere.
Our solution to the quandary of the hyperactive behaviour of the model is to relax it. We allow independent models of the various traces, constrained by a penalty for deviation from the plane-wave hypothesis. The penalty is not "capital punishment," as in the least-squares approach; models inconsistent with the plane-wave hypothesis are permitted, but required to pay a "fine" related to their deviation. The "fine schedule," ie. penalty weight, is a very important determinant of efficiency of such a scheme.
Precisely, we introduce a cover J of the map <P, that is a diagram of maps and spaces
which partially commutes:
J(x) (3(</J(a(x))).
We also assume that /3 is injective. As we shall see, it is possible for such a partially commuting diagram to be constructed with a differentiable ¢, even though <P is not differentiable. of the data for the latter.
The space E, as a set, is (ii) How can one be sure that the data is, or is not, close enough to consistent data that the local well-posedness result holds?
The first question is addressed in the paper (Symes, 1989 ) using Chavent's quasiconvexity theory. There we show that a suitable initial estimate, and so a convergent quasi-Newton sequence, may be constructed, provided that (a) the noise level is sufficiently low;
(b) a is chosen sufficiently small initially, and later increased to provide the maximum level of stability.
All of these results rely on estimates which are doubtless overly conservative.
A major open problem is the derivation of algorithms to estimate appropriate values of a and of the noise level, hence answering question (ii).
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The Seismic Reflection Inverse Problem
In this section we give a rather terse description of the inverse problem of reflection seismology, and explain its relation to the plane wave detection problem discussed in the preceding sections.
Reflection seismology is an active remote sensing technique. It currently yields the most highly detailed images available for study of the earth's crust If the energy source is assumed isotropic (it isn't), and small (on the scale of the dominant wavelength, say) and positioned at X 5 then the excess pressure
In principle, a boundary condition is also needed at the earth/ air interface which obeys
The plane-wave seismogram is S[p, c](e, t) = P(e, 0, t) .
Note that the 1.V.P. for Pis hyperbolic where lelc(z) < 1.
The second simplification is based on the recognition that the density and These are analogous to the condition of the plane-wave detection problem. The fit-to-data and coherency constraints can be combined into a least-squares problem, just as was shown in Section 3. We have built a Fortran code to solve the resulting least-squares problem.
