We study the performance of a best reply algorithm for online resource allocation problems with a diseconomy of scale. In an online resource allocation problem, we are given a set of resources and a set of requests that arrive in an online manner. Each request consists of a set of feasible allocations and an allocation is a set of resources. The total cost of an allocation vector is given by the sum of the resources' costs, where each resource's cost depends on the total load on the resource under the allocation vector. We analyze the natural online procedure where each request is allocated greedily to a feasible set of resources that minimizes the individual cost of that particular request. In the literature, this algorithm is also known as a one-round walk in congestion games starting from the empty state. For unweighted resource allocation problems with polynomial cost functions with maximum degree d, upper bounds on the competitive ratio of this greedy algorithm were known only for the special cases d ∈ {1, 2, 3}. In this paper, we show a general upper bound on the competitive ratio of d(d/W ( d+1 .
Introduction
We consider a greedy best reply algorithm for online resource allocation problems. The set of feasible allocations for each request is a set of subsets of the resources. Each resource is endowed with a cost function that is a polynomial with non-negative coefficients depending on the total load of that resource. In the online variant considered in this paper, the requests arrive one after another. Upon arrival of a request, we immediately and irrevocably choose a feasible allocation for that request without any knowledge about requests arriving in the future. After the sequence of requests terminates, we evaluate the solution quality of the best reply algorithm in terms of its competitive ratio defined as the worst-case over all instances of the ratio of the cost of an online solution and the cost of an offline optimal solution. Here, the cost of a solution is defined as the sum of the resources' cost under the allocation vector. The cost of a resource is the sum of the personal costs of each request on that resource. Specifically, we consider the natural greedy best reply algorithm that assigns each request to the allocation that minimizes the personal cost of the request. More formally, in an unweighted resource allocation problem all requests have a unit weight, the cost of each resource depends on the number of requests using it. In a weighted resource allocation problem, each request i has a weight w i , the personal cost of each request on the resource depends on the total weight of requests using it.
A prominent application of this model is energy efficient algorithm design. Here, resources model machines or computing devices that can run at different speeds. A sequence of jobs is revealed in an online manner and has to be allocated to a set of machines such that all machines process the tasks allocated to them within a certain time limit. As a consequence, machines have to run at higher speed when more tasks are are allocated to the machine. As its speed is increased, the energy consumption of a machine increases superlinearly; a typical assumption in the literature is that the energy consumption is a polynomial with non-negative coefficients and maximal degree 3 as a function of the load [2] . The aim is to find an allocation with minimal energy consumption. Our results imply bounds on the competitive ratio of the natural online algorithm that assigns each task to a (set of machines) that greedily minimizes the energy consumption of that task.
Another application of the resource allocation problems considered in this paper arises in the context of congestion games. Here, requests correspond to players and feasible allocations correspond to feasible strategies of that player. In a network congestion game, e.g., the set of strategies of a player is equal to the set of paths from some designated start node to a designated destination node in a given graph. Congestion occurs on links that are chosen by multiple users and is measured in terms of a load-dependent cost function. Polynomial cost functions play a particularly important role in the field of traffic modeling; a typical class of cost functions used in traffic models are polynomials with non-negative coefficients and maximal degree 4 as proposed by the US Bureau of Public Roads [30] . The online variant of the resource allocation problem models the situation where users arrive one after another and choose a path that minimizes their private cost with respect to the users that are already present. This scenario is very natural, e.g., in situations where requests to a supplier of connected automotive navigation systems appear online and requests are routed such that the travel time for each request is minimized individually. Our results imply bounds on the competitive ratio of the natural greedy algorithm were each player chooses a strategy that minimizes their total cost given the set of players already present in the network.
Related Work
Already the approximation of optimal solutions to the offline version of resource allocation problems with polynomial cost functions is very challenging. Roughgarden [27] showed that there is a constant β > 0 such that the optimal solution cannot be approximated in polynomial time by a factor better than (βd) d/2 when cost functions are polynomials of maximum degree d with non-negative coefficients. This holds even for the unweighted case. For arbitrary cost functions, the optimal solution cannot be approximated by a constant factor in polynomial time [24] . For polynomials of maximal degree d, currently the best known approximation algorithm is due to Makarychev and Srividenko [23] and uses a convex programming relaxation. They showed that randomly rounding an optimal fractional solution gives an O ( 0.792d ln(d+1) ) d approximate solution. This approach is highly centralized and relies on the fact that all requests are initially known, which both might be unrealistic assumptions for large-scale problems.
Online and decentralized algorithms that have been studied in the literature are local search algorithms and multi-round best-reply dynamics. The analysis of both algorithms is technically very similar to the now-called smoothness technique to establish bounds on the price of anarchy of Nash equilibria in congestion games [1, 3, 28, 14] . The price of anarchy is equal to the worst-case ratio of the cost of a Nash equilibrium and the cost of an optimal solution. To obtain tight bounds, one solves an optimization problem of the form min λ>0,µ∈[0,1)
where C is the set of cost functions in the game. For the case that C is the set of polynomial functions with maximum degree d and positive coefficients, Aland et al. [1] used this approach to show that the price of anarchy is Φ d+1 d
where
The price of stability, defined as the worst case of the ratio of the cost of a best Nash equilibrium and that of a system optimum, was not as well understood until recently when Christodoulou et al. [13] showed that the price of stability is at least (Φ d /2) d+1 for large d. For unweighted congestion games, Christodoulou and Gairing [12] showed a tight bound on the price of stability in the order of Θ(d). Unfortunately, a best-response walk towards a Nash equilibrium can take exponential time [16] , even for unweighted congestion games, so that price of anarchy results do not give rise to polynomial approximation algorithms. For weighted games, best-response walks may even cycle [22] . On the other hand, random walks [19] or walks using approximate best-response steps [4] converge to approximate Nash equilibria in polynomial time. In contrast to this, one-round walks in congestion games, or equivalently, the best reply algorithm for online resource allocation problems touches every request only once. Fanelli et al. [17] have shown a linear lower bound even for linear cost functions if the requests are restricted to make one best-response starting from a bad initial configuration. This lower bound does not hold for one round walks starting in the empty state.
The best reply algorithm with respect to the personal cost of a request, which we analyze here, has also been studied for the online setting before. For weighted resource allocation problems with linear cost functions, it turns out that the algorithm admits the same competitive ratio as the best reply algorithm with respect to the total cost function. There is a tight bound on the competitive ratio of 3 + 2 √ 2 ≈ 5.83, where the lower bound is due to Caragiannis et al. [11] and the upper bound is due to Harks et al. [21] . For d > 1, a first lower bound of Ω((d/ ln 2) d+1 ) has been shown by Caragiannis et al. [10] . A first upper bound dates back to the mid 90s when Awerbuch et al. [5] gave an upper bound on the competitive ratio of personal cost best replies of Ψ . However, they only considered the setting of singleton requests where each allocation contains a single resource only and all cost functions are equal to the identity. Bilò and Vinci [8] show that the worst-case competitive ratio is in fact attained for singletons and mention that the tight competitive ratio is Ψ d+1 d , but their paper does not contain a proof of the latter result. Prior to that, Harks et al. [21] noted that the competitive ratio in the order of O(1.77 d d d+1 ). We here slightly improve the bound to a closed form as we note that For unweighted instances it turns out that the personal cost best reply algorithm admits a better competitive ratio than the total cost best reply algorithm, where requests are allocated greedily such that the total cost of the current solution is minimized. For d = 1, the tight bound is
is the golden ratio. The lower bound is due to Bilò et al. [7] and the upper bound is due to Christodoulou et al. [15] . For arbitrary d, the lower bound of (d + 1) d+1 by Farzad et al. [18] also holds in this setting. There was no general upper bound known.
Harks et al. [20, 21] and Farzad et al. [18] both also studied a setting that is equivalent to ours. However, they measure cost slightly different as they define the cost of a resource as the integral of its cost function from 0 to the current load. This different cost measure leads also to a different notion of the private cost of a request. However, as remarked by Farzad et al. [18] , the models are equivalent when only polynomial costs are considered. Additionally, they introduced a generalization of the model, where requests are only present during certain time windows. It is easy to see that all our results also hold in this slightly more general setting.
Close to our work is the analysis of best reply algorithms with different personal cost functions. Mirrokni and Vetta [25] were the first to study bestresponse dynamics with respect to social cost. Bjelde et al. [9] analyzed the solution quality of local minima of the total cost function both for weighted and unweighted resource allocation problems. By a result of Orlin et al. [26] , this admits a PTAS in the sense that an (1 + ǫ)-approximate local optimal solution can be computed in polynomial time via local improvement steps. Best reply algorithms with respect to the social cost function instead of the personal cost function have also been well studied for the online setting. For weighted resource allocation problems and d = 1, there is a tight bound of 5.83. The upper bound is due to Awerbuch et al. [5] and the lower bound due to Caragiannis et al. [11] . For larger d, there is a lower bound of Ω((d/ ln 2) d+1 ) by Caragiannis et al. [10] and an upper bound of O((d/ ln 2) d+1 ) by Bilò and Vinci [8] . For unweighted resource allocation problems there is a tight bound of 5.66 in the linear case. The upper bound is due to Suri et al. [29] and the lower bound due to Caragiannis et al. [11] . For larger d, there is a lower bound of (d + 1) d+1 by Farzad et al. [18] . Up to our knowledge, there is no known upper bound that separates the unweighted case from the weighted case.
Our Contribution
We show upper bounds on the competitive ratio of the best reply algorithm in online resource allocation problems with cost functions that are polynomials of maximal degree d with non-negative coefficients. For unweighted instances, we provide the first bound that hold for any fixed value of d. Prior to our results, non-trivial upper bounds were only known for the cases d = 1 by Christodoulou et al. [15] and for the cases d ∈ {2, 3} by Bilò [6] . To the best of our knowledge, despite the wealth of results for weighted problems, prior to this work, no competitive ratio for any d > 3 or the asymptotic behavior as d → ∞ has been known that holds specifically for the unweighted case. We close this gap and show that the best reply algorithm is
Here W is the Lambert-W function on R ≥0 . Thus, we obtain a concrete factor that holds for any d. We further show that lim d→∞ Ξ d ≈ 1.523 thus also giving the asymptotic behavior of the bound.
For weighted resource allocation problems, previous work [5, 8] has established an upper bound of Ψ d+1 d , where Ψ d is defined to be the solution to the equation (d + 1)(x + 1) d = x d+1 . We choose to add a short proof of this result in the appendix since the proof of Awerbuch et al. [5] does only consider singletons with identical resource cost functions and the paper by Bilò and Vinci [8] mentions the result without a proof. We also show that
). This refines an upper bound of O(1.77 d d d+1 ) obtained by Harks et al. [21] . Note that in the limit, both results coincide as
Both our main result concerning unweighted games and our proofs for weighted games allow for the first time to separate the competitive ratios of greedy personal best replies for unweighted and weighted problems, respectively. While for weighted games the competitive ratio is about (1.77d) d+1 , for unweighted games it is bounded from above by (1.523d) d+1 for d large enough.
Due to space constraints, some proofs are deferred to the appendix.
Preliminaries
We consider online algorithms for unsplittable resource allocation problems. Let R be a finite set of resources r each endowed with a non-negative cost function c r :
There is a sequence of requests R = (w 1 , S 1 ), . . . , (w n , S n ). At time step i, the existence of request (w i , S i ) is revealed, where w i is its weight, and S i ⊆ 2 R is the set of feasible allocations. If w i = 1 for all i ∈ {1, . . . , n}, we call the instance unweighted. Upon arrival of request i, an allocation S i ∈ S i has to be fixed irrevocably by an online algorithm. We use the notation
be the set of all feasible allocation vectors up to request i. For a resource r ∈ R and an allocation vector S ≤i = (S 1 , . . . , S i−1 , S i ) ∈ S ≤i we denote the load of r under S ≤i by w r (S ≤i ). In the following, we write S and S instead of S ≤n and S ≤n . The total cost of an allocation vector S is defined as
Given a sequence of requests R, the offline optimal solution value is denoted by OPT(R) = min S∈S C(S). As a convention, the allocations used in the optimal solution are denoted by S * . For a sequence of requests R and i ∈ [n], denote by R ≤i = (w 1 , S 1 ), . . . , (w i−1 , S i−1 ), (w i , S i ) the subsequence of requests up to request i. An online algorithm ALG is a family of functions f i : R ≤i → S i mapping partial requests up to request i to a feasible allocation for request i. For a sequence of requests R, the cost of an online algorithm ALG with a family of functions (f i ) i∈N is the given by ALG(R) = C(S) where
We measure the performance of an online algorithm by its competitive ratio which is ρ = sup R ALG(R)/OPT(R) where the supremum is taken over all finite sequences of requests for which OPT(R) > 0. When the sequence of requests R is clear from context, we write ALG and OPT instead of ALG(R) and OPT(R).
We analyze a very easy and natural online algorithm, which we call best reply algorithm. Let again denote S <i the allocation vector of the algorithm before the i-th request is revealed. Then, w i c r (w r (S <i )) is the per request cost at the arrival of request i on resource r. Upon arrival of request i, the best reply algorithm chooses an allocation S i ∈ S i that minimizes the cost of that request, i.e. we choose some allocation S i such that,
for all other feasible allocations S ′ i ∈ S i . This choice is motivated by best response moves in the corresponding congestion game. Note that the response steps used by the best reply algorithm are typically tractable and therefore the competitive ratio ρ is also the approximation factor for the corresponding approximation algorithm.
Unweighted Resource Allocation Problems
In this section, we consider unweighted resource allocation problems with polynomial cost functions and derive an upper bound on the competitive ratio for the best reply algorithm. We give a general analysis and show a bound Recall that the sequence of requests is given by R = (1, S 1 ), . . . , (1, S n ) for unweighted resource allocation problems, i.e., w i = 1 for all i ∈ [n]. This implies that the cost functions c r directly define the per request cost on this resource, since w i c r = c r in this case. The cost functions c r now only depend on the number of requests that have chosen some resource r.
We use the definition of the algorithm in (1) to derive an optimization problem for all resources such that the solution to the problem relates to the competitive ratio of the algorithm. This approach is also known as the (λ, µ)-smoothness framework. In this section, the constraints in the optimization problem only have to hold for integral x = w r (S * ) and y = w r (S).
To retain generality, let d r ≤ d denote the maximal degree of the cost function c r . We show that for every resource r, the smoothness condition is fulfilled for Here, Ξ d is the unique solution to
Proof. First, note that the best reply algorithm is 4.24 competitive for d = 1 due to the work of Christodoulou, Mirrokni and Sidiropoulos [15] . We show in Lemma 6 that Ξ 1 ≥ 1 W (1.27/2) ≈ 2.39, i.e. we can assume d ≥ 2. For the proof, we will assume wlog. that resource r has cost equal to x dr with d r ≤ d. If this is not the case, we can achieve this setting by splitting up resources. Additionally, we assume that there are no resources r with w r (S) = 0 and w r (S * ) > 0. If this is not the case, ignoring any contribution of these resources to C(S * ) does only increase the competitive ratio.
The algorithm minimizes the current request's cost in each step, that is,
The total cost can be written as the sum of the marginal increases to the total cost functions, i.e. we can also write
where we used that dr+1 k=0 a k dr+1 k = (a + 1) dr +1 in the first step. We get
by using the definition of the algorithm. In the following, we use w r (S <i ) ≤ w r (S) and that w r (S <i ) k can be written as j − 1 in the second sum, if i is the j-th request that has been allocated to r in S. We get
Now we bound the inner sum of the triple sum with the integral, which leads to
At this point, we split the sum and apply a variant of the binomial theorem used above as well as
In Proposition 2, we will show that choosing
for all x ∈ N ≥0 , y ∈ N ≥1 and d r ≤ d. Note that we will only show the inequality for y ≥ 1. However, omitting resources with w r (S) = 0 can only increase the approximation bound. Applying this to all r ∈ R yields
that is, a competitive ratio of
. Thus, we seek to minimize
subject to the inequality (2). We will show in Proposition 2 that there are λ d and µ d such that
. 
and (d r + 1)(y + 1) dr x − y dr+1 +
Case 1: x = 0. In this case, (d r + 1)(y + 1) dr x = 0. We show in Lemma 7 in the appendix that
≤ y dr+1 ∀y ∈ N ≥1 , i.e. we get
and all y ∈ N ≥1 . This finishes the proof of Case 1. For Cases 2-4, we can assume x ≥ 1. In order to show that the constraint is fulfilled for all x, y ∈ N ≥1 for the choice
Case 2: x = 0, y ≤ dr W (1.27) . First, we will reconsider the inequality
≤ y dr+1 , which has been proven in Case 1. We get max x,y∈N ≥1 , y≤
where the last inequality is shown in Lemma 8 in the appendix.
Case 3: x = 1, y > dr W (1.27) . We start the proof of this case by plugging in x = 1. This yields
We use that (1 +
In the following, we define c = y dr , replace y with cd r , and maximize over c instead of y. We then obtain
Here we use
cdr −1 . This is shown in Lemma 9 in the appendix.
In the following, we will not explicitly calculate the maximizing c, but will derive an upper bound Ξ dr on the maximum possible c, dependent on d r . In order to do so, note that we show in Lemma 10 in the appendix that the term (d r +1)(e) We conclude that Ξ dr is defined such that
is an upper bound on the maximizing c. Lemma 5 shows that Ξ dr is unique. We conclude that cd r ≤ Ξ dr d r , then we argue in Lemma 12 in the appendix that Ξ dr d r is monotonically increasing in d r and thus, can be upper bounded by Ξ d d. We use that the second part of the product is decreasing in c to get
where the last inequality can be checked separately for d = 2 and d ≥ 3 with the help of the lower bound on Ξ d shown in Lemma 6. 27) . We use the inequality
≤ y dr+1 from Case 1 again and get
.
Again, we write y = c · d r and optimize over all c > 
We will proceed by deriving an upper bound on c x for the maximizing c and x. In order to do so, set z = c x and consider the second part of the product.
This term is monotonically decreasing in z, thus we get an upper bound on z, maximizing term (3) by setting
we assume without loss of generality in term (3) that z := c x ≤
This leads to
Lemma 13 in the appendix shows that not only the maximum of (3) but also the maximum of the upper bound is attained at z =
. We conclude that we can upper bound the term by
It remains to show that this is in fact upper bounded by (Ξ d d) d+1 . This can be easily checked for d = 2, 3, 4, 5 by using Ξ d ≥ 
This gives us
Here, we used that Ξ d ≥ 
Weighted Resource Allocation Problems
In this section, we revisit some upper bound on the competitive ratio of the best reply algorithm for weighted resource allocation problems with polynomial cost functions in C d . Awerbuch et al. [5] have shown an upper bound of (Ψ d ) d+1 , where Ψ d is the solution to the equation
for singleton instances where the the cost of each resource is the identity. Bilò and Vinci [8] showed that the worst case for the competitive ratio is obtained for singletons but their proof crucially relies on non-identical cost functions. Bilò and Vinci also claimed that the Ψ d is the correct competitive ratio for arbitrary games, but their paper does not contain a proof of this result. For completeness, a proof of Theorem 3 is contained in the appendix.
Theorem 3 (Bilò and Vinci [8] ). For polynomial costs in C d , the competitive ratio of the best reply algorithm is at most
where Ψ d is the unique solution to the equation
The following theorem provides a closed expression that approximates Ψ d with small error.
Theorem 4. The equation
Proof. We first show that the equation (d + 1)(x + 1) d = x d+1 has a unique solution. Since this solution is not x = 0 we may assume x = 0, take logarithms and obtain the equivalent equation log(d + 1) + d log(x + 1) = (d + 1) log x. Rearranging terms yields
The left hand side of this equation is decreasing in x and takes values in (0, ∞). The right hand side is increasing in x and for x ∈ [d + 1, ∞), it takes values in (0, ∞). Thus, the equation has a unique solution which we denote by Ψ d .
To get an approximate closed form expression for Ψ d , we use (4) and the mean value theorem to obtain
As log x is strictly increasing in x and both 
Using that W is bijective on R ≥0 and that W (xe x ) = x for all x ∈ R ≥0 , this implies 
A Appendix

A.1 Unweighted Resource Allocation Problems
Lemma 5. The equation
has a unique solution Ξ dr in R ≥0 for all d r ∈ R ≥2 .
Proof. We start the proof by reformulating the equation. We observe
where we used that d = 0 and e 1 x = 0. Note that e 1 x (1+ 1 dr ) is monotonically decreasing in x. We will finish the proof by showing that x 2 e
is monotonically increasing in x. In order to do so, we consider the derivative
In the following, we will distinguish the cases x < (2x + 1)e (2x + 1)e
which completes the proof.
Lemma 6. Let Ξ d denote the unique solution to the equation
Then, 1
where W : R ≥0 → R ≥0 is the Lambert-W function on R ≥0 .
Proof. First, we reformulate the equation as in Lemma 5.
We proceed by showing upper and lower bounds on Ξ d . Note that by using x = 0, the equation above is equivalent to
xe
In order to simplify notation, let us define g(x) = xe
We will proceed to derive bounds on we get that 1 ≤ g(x) ≤ 2 for all x ∈ R ≥0 . This property of g(x) leads to the inequality
By using the monotonicity of the Lambert-W function, we obtain
Using this upper and lower bound on x for g(x) again, we conclude 1.11 ≤
, i.e. we get the following improved bounds on 1 x e 1 x and x.
Applying these new bounds on g(x) yields 1.19 < g(x) < 1.28, i.e. we can again conclude
which leads to 1.51 < x < 2.05 and 1.20 < g(x) < 1.27 for all relevant candidates for x. Using this, we get the desired result of
, which finishes the proof.
Lemma 7. For all d ≥ 1 and all y ≥ 1, the following inequality holds
Proof. We prove the lemma by induction. Let d = 1, then we have
which holds true for all y ≥ 1. Next, assume the inequality holds for all d = {1, . . . , d ′ }, then for d = d ′ + 1 and y = 1 we have
Furthermore, the difference of the left-and right-hand side of the inequality
− y d ′ +2 is continuous and the derivative is
Where the last inequality holds by induction.
where Ξ d is the solution to the equation d(2xe
Proof. We start the proof by denoting c = 1 W (1.27) > 1.52, and by using
which we show in Lemma 6. Thus it suffices to show
, we will prove that g(d) is monotonically increasing in d. Together with the observation lim d→∞ g(d) = 0, this com-pletes the proof. In order to show that g(d) is increasing, we consider
which finishes the proof. In order to show that g(c) is monotonically increasing in c, recall that e x < 1 where the numerator can easily be checked to be negative for all c > 0. Thus, we can assume d r ≥ 3. In this case we calculate
Lemma 11. Let Ξ d be the solution to the equation
Then, Ξ d is decreasing in d.
Proof. The equation in the statement of the lemma is equivalent to
The solution x = Ξ d to this equation is decreasing in d if the expression in the bracket is increasing in x. We consider the derivative
Note that Lemma 6 guarantees that Ξ d ≥ 1 W (1.27) ≈ 1.522 for all d. The denominator is positive for x ≥ 1, so the derivative is positive if the numerator is positive. We use that
because the Lambert W -function is monotonically increasing for positive arguments. We have
Lemma 12. Let Ξ d be the (unique) solution to the equation
Then, Ξ d d is monotonically increasing in d.
Ξ∞
= 0, so positivity of the denominator follows directly if we show that 2 + xe
x − x is strongly monotonically increasing for all x ∈ (Ξ d , ∞). In order to prove this, we consider ∂ ∂x 2 + xe
In the following, we use that e > 1 + x for all x ∈ (Ξ ∞ , ∞). We get −1+e
i.e. the denominator of the term is strongly monotonically increasing in for all x ∈ (Ξ ∞ , ∞) which completes the proof.
Lemma 13. The maximum of (zd r )
Proof. In order to simplify notation, define a := e W (1.27) (d r + 1)d dr r , and
The derivative is positive for all .27) .
It remains to show that
. This can easily be verified for d r ∈ {2, 3, 4, 5}. For d r ≥ 6 we have
A.2 Appendix: Weighted Resource Allocation Problems
Lemma 14. Let C be a set of semi-convex and non-decreasing cost functions and let β = sup c∈C,x∈R ≥0
. Further, let λ > 0 and µ ∈ [0, 1 β ) be such that xc(x + y) ≤ λxc(x) + µyc(y) for all x, y ∈ R ≥0 and c ∈ C .
Then the best reply algorithm is
) denote the allocation vector before the i-th request is revealed and c r (w r (S <i )) denote the correspond cost on resource r. Denoting the choice of the algorithm by S i = f i (R ≤i ) and an optimal allocation by S * , we obtain the inequality Rearranging terms gives the claimed result.
We proceed to use Lemma 14 in order to give an upper bound on the competitive ratio of the best reply algorithm. We will express the competitive ratio in terms of the unique solution to the equation (d + 1)(x + 1) d = x d+1 which we will denote by Ψ d .
of Theorem 3. By splitting up resources with cost functions c into several resources, we may assume that each resource has a cost function of the form c r (x) = a r x dr with d r ∈ [0, d] and a r ∈ R ≥0 . We then obtain β = sup We first show that h(Ψ d ) ∈ [0, 1 d+1 ). To see this, note that
Second, we claim that if there is a pair (x,μ) ∈ R ≥0 × (0, 1 d+1 ) withμ = h(x), then, g(x,μ) = max x∈R ≥0 g(x,μ). To see this claim, note that by construction of h,x satisfies the first order maximality conditions of g(·,μ). As shown by Aland et al. [1, Lemma 5.2] , the function (x + 1) d − µx d+1 has a unique maximum and is increasing for values smaller than the maximum and decreasing for all values larger than the maximum. This implies the claim. Forμ = h(Ψ d ), we obtain
, which completes the proof. Furthermore, we have for all µ ∈ (0,
