Introduction
Named entity recognition (NER) involves the identification of the location and type of a set of pre-defined entities within a text. For example, within a bioinformatics domain the entities might be proteins, cell compartments or phases, whereas in astronomy the entities might be planets, stars and other stellar objects. NER is often used as the first stage in a larger process. Examples include systems for information extraction, question answering and statistical machine translation.
Conditional random fields (CRFs) were introduced by Lafferty et al (2001) and currently represent a state-of-the-art approach to structured labelling problems such as NER. CRFs were originally motivated as a way to overcome some of the weaknesses of related sequence labelling models, such as hidden Markov models (HMMs) and maximum entropy Markov models (MEMMs) (L. Rabiner 1989 , A. McCallum et al. 2000 . The discriminative nature of CRFs allows the specification of arbitrary, non-independent properties of the observations via a set of features. For some tasks, this facility allows for the easy specification of important dependencies between the observations which would be hard to tractably encode in an HMM. In addition, being globally normalised, CRFs avoid the label bias problem (L. Bottou 1991) suffered by comparable point-wise normalised sequence models such as MEMMs.
Despite the advantages that CRFs possess over these alternative models, they do have certain shortcomings. At a high level these deficiencies may be divided into two categories: scaling and overfitting. The first of these, scaling, relates to both the computational and storage demands of CRF training, and how these scale with the complexity of the task and the size of the label set. In general, CRFs take longer to train than comparable discriminative models, and usually take considerably longer than HMMs. Cohn (2006) describes two approaches to overcome these scaling problems when applying CRFs to larger tasks. For typical NER tasks, labelled data exists in only moderate volumes. The more pressing problem for CRFs on this task is therefore overfitting.
Frequently, researchers deal with CRF overfitting by applying some form of regularisation. Conventional approaches to regularising log-linear models in general, and CRFs in particular, have focused on the use of a Gaussian prior over the model parameters (S. Chen and R. Rosenfeld 1999, F. Sha and F. Pereira 2003) . This approach has been shown to be effective as a regularising strategy for a number of different tasks. However, despite its popularity, there is no tractable way to determine the hyperparameters of a prior distribution such as a Gaussian. In most cases fitting a Gaussian involves an element of trial-and-error, and is largely seen as a "black art". Furthermore, the independence assumptions made within such priors makes it hard to deal effectively with the overfitting introduced by the inclusion in the model of highly informative features (such as gazetteer features, when using NER). These reasons motivate the need to consider other forms of CRF regularisation.
In this article we introduce a framework for CRF regularisation that does not require any hyperparameter search. The model is called a logarithmic opinion pool (LOP). The LOP is a form of combined model, created from a set of constituent CRF models. We show theoretically that the error of a LOP is determined both by the diversity of the constituent models and by the degree to which the constituent models individually accurately predict the data. This contrasts with many other regularisation approaches which have no clear connection with a model's error rate. We discuss different ways in which such diversity may be introduced to the constituent models, including one approach where the constituent models are trained together, co-operatively. Co-operative training directly encourages diversity between the models, whilst maintaining model accuracy. Empirically, our results support the theory and show that even simple diversity-introduction strategies can outperform conventional regularisation.
Logarithmic Opinion Pools
In this section we give a general, qualitative introduction to logarithmic opinion pools. In the next section we give a more quantitative description, with precise mathematical details.
Suppose we have a set of models {p α } where each model represents a conditional distribution p α (y | x) over a set of random variables Y given another set of random variables 1 X. Suppose also that we have a set of weights {w α }, with weight w α informally representing the confidence we have in the opinion represented by model p α . Given such a set of models, a logarithmic opinion pool (LOP) is a single model that pools the opinions of the individual (or constituent) models. The LOP has a distribution p LOP which is defined in terms of a weighted product of the constituent distributions p α , with weights w α . Hence by changing the individual distributions p α or the weights w α we may change the LOP distribution p LOP . The LOP is therefore an ensemble of the constituent models, but, importantly, it is a log-linear rather than linear combination of the constituents.
The weights w α may be defined a priori or may be learned automatically by optimising some objective criterion. Intuitively, each weight encodes the importance we attach to the "opinion" of a particular model. For example, each distribution p α could represent the opinion of a particular person on a range of topics. The LOP would then represent the pooled opinions of the group, with the weights governing the importance attached to the opinions of different people. The concept of combining the distributions of a set of models via a weighted product is not new, and has been used in a number of different application areas. R. Bordley (1982) derived the form for a LOP in the management science literature, applying an axiomatic approach to the problem of aggregating expert assessments of an event's probability into a group probability assessment. J. Benediktsson and P. Swain (1992) compared a number of consensus methods, including a LOP, for classification of geographic data from multiple sources, and V. Hansen and A. Krogh (2000) used a LOP of neural networks to learn protein secondary structure. LOPs were introduced to the natural language community by A. Smith et al (2005) as an alternative to conventional regularisation for CRFs. They have also been shown to be a fruitful way to incorporate gazetteers into NER for log-linear models (C. Sutton et al. 2006, A. Smith and M. Osborne 2006) . Finally, LOPs have been used within active learning for statistical parse selection (M. Osborne and J. Baldridge 2004).
Definition
We now give a more quantitative description of a LOP. Given our set of constituent models {p α } and a set of associated weights {w α }, the logarithmic opinion pool has a distribution given by:
with ∑ α w α = 1, and where Z LOP (x) is the normalising function:
By inspection, we see that this model has a distribution which is the geometric mean of the distributions of the constituent models. From the expression above it is clear that, as we saw qualitatively in the last section, the LOP distribution will vary depending on both the distributions of the individual models p α and the weights w α .
The Ambiguity Decomposition
From the definition in Equation 1 we can see that the LOP is a form of multiplicative ensemble model. As such the LOP shares some properties with other forms of ensemble. We investigate these properties in this section. There has been much work in the last decade investigating the properties of linear ensembles of learners. This has usually taken place within the field of neural networks, but the concepts apply generally to other types of learner. An ensemble is usually defined either by a weighted majority vote of the outputs of the individual learners (in the case of classification), or just a weighted average of the outputs of the individual learners (in the case of regression). Taking mean squared error as the error function, A. Krogh and J. Vedelsby (1995) demonstrate an important relationship between the generalisation error of a neural network ensemble and a property which they termed the ambiguity of the ensemble. This relationship may be expressed as:
where E ENS is the generalisation error of the ensemble,Ē is the weighted generalisation error of the individual networks andĀ is the ensemble ambiguity. The ambiguity is defined as the weighted sum of the ambiguities of each network. A single network ambiguity measures the disagreement between the learner and the ensemble. This relationship is often called the ambiguity decomposition. T. Heskes (1998) shows that a similar decomposition holds for a LOP of probability distributions. In particular, suppose we have some general conditional distribution q (y | x). Then the following ambiguity decomposition holds for a LOP of probability distributions:
where, as before, the p α are constituent models in the LOP. Here we denote the KL-divergence between two conditional distributions r 1 (y | x) and r 2 (y | x) by K, and define it as:
wherep (x) is the marginal distribution of x.
The terms E and A in Equation 3 are similar conceptually to their counterparts (Ē andĀ) in Equation 2 above. The decomposition tells us that the closeness of the LOP model to the distribution q (y | x) is governed by a trade-off between the E and A terms. The E term represents the closeness of the individual constituent models to q (y | x), and the A term represents the closeness of the individual constituent models to the LOP, and therefore indirectly to each other. This latter term represents the ambiguity or, as we shall often refer to it, the diversity of the LOP. Using the decomposition, we see that in order for the LOP to be a good model of q (y | x), we require models p α (y | x) which are individually good models of q (y | x) (having small E) and/or diverse (having large A). In principle we can devise approaches to explicitly manipulate the E and A terms in order to create this situation. Indeed, the decomposition suggests a strategy for improving the performance of a model: partition the model into component models such that although the error term for the component models may be higher than that of the original model, the ambiguity between the component models compensates. This is the basis for the approach to CRF regularisation we describe in this article, and we will examine the details in the following sections.
LOPs for CRFs
Up to this point our discussion of LOPs has been very general, without regard to the kind of models providing the distributions p α . From here on we make the discussion more concrete, and consider LOPs of CRFs. We could apply the ideas we develop to CRFs with any graphical structure, such as chains, trees or lattices. Given that we are dealing with NER, we work with CRFs with a linear chain structure, which we now define.
A linear chain CRF defines the conditional probability of a label sequence s given an observed sequence o via:
where T is the length of both sequences, λ k are parameters of the model and Z(o) is a partition function that ensures that (4) represents a probability distribution. The functions f k are feature functions representing the occurrence of different events in the sequences s and o. The CRF parameters λ k can be estimated by maximising the conditional loglikelihood of a set of labelled training sequences. This log-likelihood is given by:
wherep(o, s) andp(o) are empirical distributions defined by the training set. At the maximum likelihood solution the model satisfies a set of feature constraints, whereby the expected count of each feature under the model is equal to its empirical count on the training data:
In general this cannot be solved for the λ k in closed form, so numerical optimisation must be used. For our experiments we use the limited memory variable metric (LMVM), which has become the standard algorithm for CRF training with a likelihood-based objective function (R. Malouf 2002, F. Sha and F. Pereira 2003) A conventional approach to reducing overfitting in CRFs is to use a prior distribution over the model parameters. A common example of this is the Gaussian prior.
Use of a Gaussian assumes that each model parameter is drawn independently from a Gaussian distribution, which is typically represented as:
The µ k and σ 2 k are hyperparameters of the Gaussian distribution corresponding to the CRF parameter λ k . They represent the mean and variance of the distribution, respectively. Use of the prior involves adding extra terms to the objective function and its derivatives. Ignoring terms that do not affect the model parameters, the regularised log-likelihood with a Gaussian prior becomes:
To clarify the terminology that we will use from here onwards, note the distinction between the weights w α (sometimes referred to as per-model weights) used in the weighted product in the LOP (appearing explicitly in Equation 1), and the parameters λ αk which parameterise each constituent CRF α (appearing implicitly in Equation 1 through the p α ).
Because CRFs are log-linear models, they are particularly well suited to combination under a LOP. To see this, consider again the LOP definition given in Equation 1 and also the form for a CRF distribution given in Equation 4. It is easy to see that when CRF distributions are combined under a weighted product, the potential functions factorise so that the resulting distribution is itself that of a CRF. This CRF has potential functions that are given by a weighted log-linear combination of the potential functions of the constituent models, with weights w α .
Sources of Diversity
In section 1.2. we saw how the ambiguity decomposition motivates the desire to construct constituent models p α for a LOP that are both individually good models of a distribution and are diverse. Diversity between the constituent models may be created in a number of different ways, which we describe in this section. We divide the approaches into two categories: offline and online. The categories differ with respect to the time at which the constituent model training takes place in relation to the creation of the LOP. We describe the two categories below: a) Offline. Offline approaches to diversity creation involve defining the constituent models entirely upfront, before they are combined under a LOP. Hence constituent model training takes place before the LOP is created. In this article we consider two offline strategies. The first strategy involves the feature set. Here diversity is introduced by creating constituent models from different feature sets. The feature sets are created manually using human intuition about which sets are likely to lead to models with diverse distributions. This is usually based on feature sets providing alternative, diverse "views" on the data. For example, a particular constituent model, containing only a certain kind of features, would accurately model only specific properties of the distribution that those features encode. Other constituent models, with different feature sets, would model other properties of the distribution. The second strategy involves the training set. Here diversity is introduced by creating constituent models using different training sets. The variation in the properties of the training sets creates diversity between the models that are created using them. The different training sets are created by bagging: each constituent model is trained on a training set that is re-sampled from the original training set distribution (L. Breiman 1996) . b) Online. The online approach to diversity creation involves encouraging diversity between constituent models via a modified CRF training algorithm. The algorithm is designed so that, in addition to modelling of the training set well, the constituent models are encouraged or forced to be diverse from one another. This means that the models are coupled during the training process and the parameters in all the models are trained together. We call this co-operative training. The co-operative training approach involves an objective function that includes a penalty term to explicitly maximise the ambiguity in the LOP.
Offline Diversity
In this section we explore the two offline diversity creation approaches in more detail.
Diversity via the Feature Set
As we saw in the last section, using the feature set as a source of diversity involves creating constituent models from different sets of features. These sets are defined using our intuition about which choices are likely to lead to models with diverse distributions. We will often refer to the constituent models we create this way as experts. Sometimes an expert will focus on modelling a particular aspect or subset of a probability distribution well (hence the name). An example of this would be an expert that consists almost entirely of features that fire for a particular label, thereby modelling the distribution of that label while effectively ignoring the details of the distributions of other labels. At other times an expert may model the entire distribution but with an alternative "view" to another expert. An example here would be two experts which model the distribution of all labels, but which consists of different feature sets. We refer to a given set of experts for inclusion in a LOP as an expert set. In order to generate different expert sets for our LOPs, we first define a large pool of features called the STANDARD set. We then partition this STANDARD set in different ways based on the intuition described above. Each partition of the STANDARD set corresponds to an expert set. The features in the STANDARD set are generated from a set of feature templates. These templates encode dependencies between objects in a sentence (like words, POS tags and NER labels) that are thought to be useful in modelling the NER task. We use our linguistic intuition to define these dependencies. The feature templates generate features for the STANDARD set that fall into three broad categories. The first category contains features that involve predicates defined on the observations that are n-grams of words and POS tags at different positions in the sentence. These features therefore encode dependencies between a word's NER label and the word itself, other words in a local neighbourhood around the word, and POS tags of words in that neighbourhood. The second category contains features that model orthographic properties of a word at a particular position in the sentence. These features encode dependencies between a word's NER label and qualities such as whether the word is capitalised, whether it contains a digit, whether it is an acronym, etc. The features in this category are based on those defined by J. Curran and S. Clark (2003) . The third category contains features that map words to word classes, where a word class consists of words with the same orthographic properties. For this, we follow the approach of M. Collins (2002) . Specifically, each character in a word is mapped to a symbol and adjacent characters with the same symbol are then merged together. For example, the word Hello would map to Aa, the initials A.B.C. would map to A.A.A. and the number 1,234.567 would map to 0,0.0.
The STANDARD set contains 450, 346 features in total. As well as being used to create expert sets, the STANDARD set also defines a baseline CRF model, called the STANDARD model. We will refer to the STANDARD model later when comparing performance improvements obtained with the different LOPs we create.
Having defined the STANDARD set we create four experts sets from it. The STANDARD set itself is included in each expert set. We briefly describe each expert set in turn.
The LABEL expert set consists of the STANDARD CRF and a partition of the features in the STANDARD CRF into five experts, one for each label. An expert corresponding to the NER entity X consists only of features that involve labels B-X or I-X at the current or previous positions. This situation is illustrated in Figure  1(a) . Here the shaded oval, representing all features in the STANDARD model, is partitioned into subsets corresponding to each NER label. In this expert set the experts focus on trying to model the distribution of a particular label.
The POSITIONAL expert set consists of the STANDARD CRF and a partition of the features in the STANDARD CRF into three experts, each consisting only of features that involve events either behind, at or ahead of the current sequence position. This is illustrated in Figure 1(b) . The experts in this expert set focus on trying to model the dependence of the current prediction on different positional information.
The SIMPLE expert set consists of the STANDARD CRF and just a single expert: the SIMPLE CRF. The SIMPLE CRF models the entire distribution rather than focusing on a particular aspect or subset, but is much less expressive than the STANDARD model. It contains 24, 819 features. The SIMPLE expert set is illustrated in Figure 2 (a). The RANDOM expert set consists of the STANDARD CRF and random partitions of the features in the STANDARD CRF into four experts. This is illustrated in Figure 2(b) . This expert set acts as a baseline to ascertain the performance that can be expected from an expert set that is not defined via any linguistic intuition.
Having created the feature sets for each of the expert sets described above, we train the corresponding CRF models without regularisation. This gives the constituent models for each LOP. The results for these LOPs are described in section 3.2.1.
Diversity via the Dataset
Having investigated the feature set as a possible source of diversity in the previous section, in this section consider the training data as the source. To do this we create a set of constituent models using a fixed set of feature templates (the STANDARD set described in the previous section) but instantiate these templates on varying training datasets. To create the extra datasets we bag the training data. Specifically, we randomly select sequences from the training data, with replacement, to create a new dataset of the same size as the training data. We do this 15 times in total, to create a set of bagged training datasets. We then use the feature templates of the STANDARD CRF model to instantiate and extract features on each of the bagged training datasets. Clearly, each bagged dataset is a subset of the original training dataset. Therefore, each feature set derived from a bagged dataset will be a subset of the feature set of the STANDARD model. The STANDARD model has 450, 346 features, whereas the feature sets from the bagged training datasets have sizes ranging from 331, 572 to 336, 871 features, with a mean size of 334, 039.
Having created the feature sets, we train the corresponding models without regularisation. Clearly, as the bagged models are trained on less data than the STAN-DARD model, we would expect them to individually underperform the STAN-DARD model. To illustrate, the unregularised STANDARD model obtains an development set F score of 88.21, whereas the bagged models obtain development set F scores ranging from 84.62 to 85.48, with a mean score of 85.04.
We then combine the bagged models under a LOP and decode the development and test sets. We would like to see whether the number of constituent models in the LOP affects performance, so we create LOPs of size 3, 5 and 15. For the LOPs of size 3 and 5 we create several constituent model sets from randomly selected bagged models and average the results. For the LOP of size 15, we clearly only have a single constituent model set, containing all the bagged models. The results for these LOPs are described in section 3.2.2.
Online Diversity
In the last section, where we described offline approaches to diversity, the constituent models were defined and trained before they were combined under a LOP. The constituent models were therefore trained independently, with no interaction between parameters in different models. In this section we consider an alternative possibility for diversity creation. In this online approach, the constituent models are trained together, co-operatively. Parameters in different models are allowed to interact during the training process. In order to undertake effective co-operative training, we must formulate an appropriate objective function. Referring back to Equation 3, the aim of the objective function is to simultaneously make the E term decrease while forcing the A term to increase. As we alluded to earlier, the second aspect of this (the increase of the A term) is achieved in the co-operative training framework by including a penalty term in the objective that explicitly encourages diversity between the constituent models. As with standard CRF training, we fit the model parameters in co-operative training using the gradient-based LimitedMemory Variable Metric (LMVM) convex optimisation algorithm. This algorithm requires evaluation of the objective and its derivatives on each iteration. We describe how this can be achieved in the following two sections.
Objective Function
Based to our desire to maintain constituent model quality and increase diversity between the models, we formulate an objective function with two parts. For the first part we attempt to make the constituent models model the data well by encouraging the E term to be small. We use training data log-likelihood to do this. There are various candidate forms for this part. We use a simple sum of the loglikelihoods for each constituent model: ∑ α LL α , where LL α denotes training data log-likelihood under model α.
In the second part of the objective function we attempt to encourage diversity among the constituent models by constructing a term which explicitly penalises a small ambiguity. We do this using a penalty term that has the form − γ A , where A is the ambiguity from Equation 3. The non-negative parameter γ controls the degree to which the penalty is effective. This penalty term simply penalises small values for the ambiguity A. We could in addition penalise ambiguities that are too far away from some preferred value we have in mind for the ambiguity. This could be achieved by including additional penalty terms in the objective. We do not consider this level of refinement here however.
The parameter γ is a little like a hyperparameter of a prior distribution. For large values of γ the effect of the prior begins to dominate in the objective function, putting more emphasis on diversity between models and less on individual model quality. Conversely, for small values of γ more emphasis is placed on model quality and diversity becomes less important. In the extreme case where γ is 0, the prior term is non-existent and the co-operative training framework collapses to the standard case where the individual models are trained independently, with no interaction between parameters in different models. The parameter γ may be adjusted using a development set. For our experiments, we find that a γ value of 1 gives a reasonable trade-off between model accuracy and diversity.
Putting together the two parts from above, our objective function becomes:
Derivatives of the Objective Function
In order to be able to optimise the objective function described in the last section using LMVM we outlined previously, we must be able to evaluate the derivative of the objective with respect to the parameters we are adjusting. With co-operative training we are training model parameters in all constituent models together, simultaneously. Therefore we need an expression for the derivative of the objective function with respect to a particular parameter in a particular constituent model. We will summarise the derivation of this expression in this section.
Let us denote a general parameter in one of the constituent models by λ β k : it is the kth parameter in model β . We therefore need to evaluate the derivative:
Clearly, the first term in Equation 9 is easy to evaluate because it is just the sum of the derivatives of the log-likelihoods of the data under each of the constituent models. In standard CRF training we need to calculate such a derivative for the single model we are using. Here we just need to do it across all the models, but the technology is the same. The second term in the derivative in Equation 9 , however, is a little more complex. The difficulty with the second term lies in the evaluation of the derivative of A, i.e.
. The definition of A we have at present was given in Equation 3, and is the weighted sum ∑ α w α K (p LOP , p α ). It is easier, however, to work with an alternative representation of the A term. It can be shown that A can also be expressed as − ∑ op (o) log Z LOP (o). Taking the derivative of this term with respect to the general model parameter λ β k , we obtain:
We therefore need to evaluate
. This is a little involved, but reasonably straight-forward in principle. The calculation is similar in nature to the evaluation of the derivative of the partition function for a standard CRF, and we omit the details here. Having evaluated this derivative, the derivative of A above can be re-expressed as:
The derivative of A with respect to a general kth parameter λ β k in one of the constituent models β is therefore given by the difference between the expected count of the associated feature under that model and the expected count of the associated feature under the LOP. Armed with this we can now evaluate the derivative of the entire objective function in (9). It becomes:
We evaluate this expression on each iteration of co-operative training, and pass it to LMVM along with the value of the objective itself.
Experiments
In this section we present the results of the experiments conducted with the LOPs we described in the last few sections. We start by introducing the dataset used for the NER task.
Dataset
For our experiments we use the CoNLL-2003 shared task dataset for English (E. Kim Sang 2003) . This dataset consists of three sections: a training set, development set and test set. The size of these sets, in terms of number of sentences and tokens, is shown in Table 1 . The dataset was compiled from Reuters news stories. The training and development sets are comprised of ten days' worth of news coverage from August 1996, while the test set consists of articles from December 1996. For this dataset there are four entities: persons (PER), locations (LOC), organisations (ORG) and miscellaneous (MISC). The dataset is annotated for NER using an IOB annotation scheme. With this format, a token of entity type X is given the label I-X unless it is the first token of an entity of type X and the previous token was part of a different entity also of type X. In this case, the token is instead given the label B-X. All other words, not corresponding to entities of any type, are given the O label. The CoNLL-2003 dataset was designed with the NER task in mind and allows us to benchmark our results against those obtained by a number of other models that were employed in the shared task. Evaluation is in terms of an F score, which is the harmonic mean between precision and recall. The best performing system on the task attained an F score of 93.87% on the development set and 88.76% on the test set. This was a classifier combination framework involving a linear classifier, a maximum entropy model, a transformation-based learning model and an HMM (R. Florian et al. 2003) . Other high scoring systems included a maximum entropy model (H. Chieu and H. Ng 2003) and a combination of a maximum entropy model and an HMM (D. Klein et al. 2003) .
To assess the difference in the performance of two models using F scores, we must look not just at the absolute difference in the values obtained, but also the statistical significance of that difference. To do this we use a statistical test proposed by L. Gillick and S. Cox (1989) that is specifically intended for sequence labelling problems. The test was first used for labelling tasks in the speech domain but is equally applicable to NLP sequence labelling tasks, and was first used with CRFs in NLP by F. Sha and F. Pereira (2003) .
Offline diversity
In this section we present results for LOPs created using the two offline diversity creation methods we described in earlier sections. With both these methods, the constituent models are trained independently before being combined under a LOP.
Objects
Training Development  Test  Tokens  203,621  51,362  46,435  Sentences 14,987 3,466 3,684 Table 2 : Development set F scores for the STANDARD model and individual NER experts. Table 2 shows F scores on the development set for the STANDARD CRF (which represents our baseline performance) and also for expert CRFs in isolation. We see that, as expected, the expert CRFs in isolation model the data relatively poorly compared to the STANDARD CRF. For example, some of the label experts attain very low F scores as they focus only on modelling one particular label. These experts do, however, obtain relatively high F scores with respect to the label they are modelling. The LABEL PER expert, for example, obtains an F score with respect to the PER label of 81.65%, while the LABEL MISC expert obtains an F score with respect to the MISC label of 76.65%. Having defined and trained the experts above, we combine the experts from a given expert set under a LOP with uniform weights. Table 3 gives F scores for the resulting LOPs. Scores for both unregularised and regularised versions of the STANDARD CRF are included for comparison. From the table we observe the following points: a) In every case except one the LOPs outperform the unregularised STANDARD CRF on both the development and test sets at a significance level of p < 0.05. The one exception is the LOP with RANDOM experts on the development set, which, although obtaining a higher F score than the unregularised STANDARD CRF, does not outperform it at the p < 0.05 level. However, as we discussed in section 2.1.1., the RANDOM expert set is only intended as a baseline. Our results therefore show that uniformly-weighted LOPs with unregularised experts can lead to performance improvements over an unregularised STANDARD CRF that equal or exceed those achieved from a conventional regularisation approach using a Gaussian prior.
Diversity via the Feature Set
We can see from Table 3 that the performance of a LOP varies with the choice of expert set. For example, the SIMPLE and POSITIONAL expert sets perform better than those for the LABEL and RANDOM sets. For an explanation here, we refer back to our discussion of Equation 3. We conjecture that the SIMPLE and POSITIONAL expert sets achieve good performance in the LOP because they consist of experts that are diverse while simultaneously being reasonable models of the data. The LABEL expert set exhibits greater diversity between the experts, because each expert focuses on modelling a particular label only, but each expert is a relatively poor model of the entire distribution and the corresponding LOP performs worse. Similarly, the RANDOM experts are in general better models of the entire distribution than the LABEL experts but tend to be less diverse because they do not focus on any one aspect or subset of it. Intuitively, then, we want to devise experts that provide diverse but accurate views on the data.
All of the results presented so far have involved LOPs with unregularised constituent models. In this section we relax this constraint and consider the effect on LOP performance of using regularised experts. We regularise the experts using a Gaussian prior over the model parameters. Table 4 shows F scores for LOPs created from regularised versions of the feature set experts described in section 2.1.1. We include the results for the unregularised models for comparison. The results show that regularising the experts has a mixed effect on LOP performance, with no consistent pattern emerging. In some cases scores improve, in other cases they worsen. Viewing this from a diversity angle, this is not surprising. When regularising the constituent models, usually the generalisation capability of the individual models will improve, but the models will also tend to drawn closer to the uniform distribution, and therefore to each other. Hence there will be a trade-off between individual constituent model accuracy and diversity between the models. The result of this trade-off is difficult to predict, and will vary with the LOP. So far we have only considered LOPs with uniform weights (recall equation 8). We have seen that particularly good results may be obtained by combining unregularised feature set experts in a LOP where all models are equally weighted. However, it is clearly possible to employ non-uniform weight combinations in a LOP. Doing so gives preference to the opinion of some models over others. To find a suitable set of weights for a given set of constituent models in a LOP, we may generally use one of methods: manual adjustment or automatic search. Manual search simply means evaluating a handful of possible values against a development set and then selecting the one which gave the highest performance.
Efficient fitting of the per-model weights can be achieved by treating component model predictions as features, with per model weights then taking the role of parameters. We can then apply LMVM as normal. Our results for LOPs containing a few models suggested that there was little advantage to this process. For other settings, this extra step might be useful.
Diversity via the Dataset
After having investigated the feature set as a possible source of diversity in the previous section, we now consider the training data as the source. To do this we create a set of constituent models using the procedure described earlier in section 2.1.2. Table 5 gives F scores for uniformly-weighted LOPs constructed from bagged CRF models (here, the number of bagged replicates varies: each replicate gives another constituent model).
From the tables we can see that bagging as a source of diversity for the creation of constituent models is not as effective as using the feature set. The bagged model LOPs do provide some improvement over the unregularised STANDARD model in some cases, but the results are generally not competitive with those of the regularised STANDARD model.
From the point of view of diversity, these results are to be expected. The feature set experts of the previous section are intuitively more diverse than the constituent Table 5 : F scores for LOPs with uniformly-weighted bagged constituent models. models in this section. For example, the LABEL experts each focus on modelling a different aspect of label distribution, and have very little overlap of their feature sets. In contrast, as we saw above in this section, the bagged CRF models have significant feature set overlap with the STANDARD model, and therefore with each other. Note that bagging the training set and partitioning the feature set are essentially orthogonal approaches for creating constituent models for LOPs, so it would be possible to develop hybrid schemes that combine the two.
Online Diversity
The results presented in the last two sections concerned LOPs created using offline diversity, where the constituent models are trained independently before being combined under a LOP. In this section we present results for our online diversity method, where the constituent models are trained together, co-operatively. In the previous sections we found that LOPs created using the feature set expert sets generally outperformed those created using bagged CRFs. We therefore use the feature set expert sets of section 3.2.1. as a starting point, and investigate whether we can improve performance further using co-operatively trained experts. In each case we create LOPs using unregularised experts and a uniform per-model weight distribution. Table 6 shows results for LOPs created using our online diversity method. Comparing these results to those of the corresponding LOPs trained using offline diversity (in Table 3 ), we see that in every case a performance improvement is obtained. In addition, for those cases marked with an asterisk, the improvement is significant at the p < 0.05 level.
These results show that our online diversity creation approach, where the constituent models are made more diverse during the training process, can lead to better performing LOPs. This is an exciting result and opens up several avenues for future research. Further improvements may be possible with careful refinement to our online diversity setup. For example, here we have considered only LOPs with a uniform a per-model weight distribution. Using a non-uniform distribution, where some experts are weighted more highly than others, could give better results. In addition, use of a more refined objective function may lead to improvements. Here we have used a uniform sum of model log-likelihoods in the objective but we could instead use a weighted sum. It may also be possible to devise an alternative form for the ambiguity penalty term that encourages diversity between the constituent Table 6 : F scores for LOPs with co-operatively trained experts. models in a more effective way.
Conclusion
In this article we introduce an alternative framework for CRF regularisation based on a form of ensemble model called a logarithmic opinion pool (LOP). The model combines a set of CRFs in a weighted product. We show that the LOP is a natural choice for a CRF ensemble due to the exponential form of the CRF distribution. We also demonstrate how the LOP satisfies an ambiguity decomposition, which motivates the need for the models in the LOP to be accurate and/or diverse. Such diversity may be created in a number of ways: in an offline manner, by explicitly creating models that are believed to be diverse from each other, or in an online manner, whereby a given set of component models are made diverse to each other using co-operative training. We explore each of these possibilities. In short, and as expected, taking a traditional CRF and re-factoring it as a set of models can lead to a performance increase. The key is ensuring that the component models are diverse from each other. We believe that this way of thinking about the overfitting problem has advantages over the traditional, prior-based approach, in that there is explicit theory about how to reduce the error rate of a model. Of all the ways to include diversity into a LOP, the easiest, most successful and simplest is to apply linguistic intuitions regarding how feature sets should be initially created. This is in pleasant contrast to the alternative approach of designing an appropriate prior probability, which can be challenging.
We suspect that the choice of feature set has the greatest impact upon LOP diversity, rather than choice of per-model weighting or co-operative training. This suggests that automatically search for good experts would be fruitful. This is a hard task however, as it involves feature selection at the level of the LOP (rather than the individual expert).
The space of possibilities for more thorough investigation of the ideas we have presented here, and extensions to them, is vast. We have really only scratched the surface, and many aspects warrant more thorough investigation. For example, we have not considered using many experts (rather than just a few), nor have we considered using experts which differ drastically from each other in terms of prediction accuracy. In terms of theory, we have not looked at how sample size relates to the ambiguity decomposition. We leave all these issues as possible avenues for future research.
