In this article, the restricted almost unbiased ridge logistic estimator (RAURLE) is proposed to estimate the parameter in a logistic regression model with exact linear restrictions when there exists multicollinearity among explanatory variables. The performance of the proposed estimator over the maximum likelihood estimator (MLE), ridge logistic estimator (RLE), almost unbiased ridge logistic estimator (AURLE), and restricted maximum likelihood estimator (RMLE) with respect to different ridge parameters is investigated through a simulation study in terms of scalar mean square error.
Introduction
Multicollinearity inflates the variance of the maximum likelihood estimator (MLE) in the logistic regression. As a result, one may not obtain an efficient estimate for the parameter β in the logistic regression model. To combat the multicollinearity in logistic regression, several alternative techniques have been proposed in the literature. One of the most famous techniques is to consider suitable biased estimators in place of Maximum likelihood estimator. The biased estimators proposed in the literature, are the Ridge Logistic Estimator (RLE) (Schaefer et al., 1984 [1] ), Liu Logistic Estimator (LLE) (Liu, 1993 [2] , Urgan and Tez, 2008 [3] , and Mansson et al., 2012 [4] ), Principal Component Logistic Estimator (PCLE) (Aguilera et al., 2006 [5] ), Modified Logistic Ridge Estimator (MLRE) (Nja et al., 2013 [6] ), Liu-type estimator (Inan and Erdogan, 2013 [7] ), and Almost Unbiased Liu Logistic Estimator (AULLE) (Xinfeng, 2015 [8] ). Morever, Asar (2015) [9] , proposed some new methods to solve the multicollinearity in logistic regression by introducing new methods of estimating the shrinkage parameter in Liu-type estimators. Only the sample information was used in all the above estimation procedures. An alternative technique suggested to solve the multicollinearity problem is to consider parameter estimation with some linear restrictions on the unknown parameters, which are generally based on prior information of the sample data, and further they may be in the exact or stochastic form. By incorporating linear restrictions to the sample information, different types of biased estimators were introduced in the literature, and some researchers have incorporated these estimators with the logistic regression estimator to improve its performance. In the presence of exact linear restrictions in addition to sample logistic regression model, Duffy and Santer (1989) [10] introduced the restricted maximum likelihood estimator (RMLE) by incorporating the restricted least squares estimator based on exact linear restriction to the logistic regression. Later, Ridge Logistic Estimator (RAURLE). Further, the performance of RAURLE based on estimated ridge parameters using different methods given in the literature was considered, and compared each of these cases with MLE, RLE, AURLE and RMLE. The proceeding sections of the article are organized as follows. The model specification and estimation are discussed in Section 2. The proposed estimator and its asymptotic properties are given in Section 3. Section 4 describes the existing methods related to some ridge parameters. In Section 5, the performance of the proposed estimator by considering different ridge parameters is compared with respect to the scalar mean squared error (SMSE) with MLE, RLE, AURLE and RMLE by performing a Monte Carlo simulation study. Finally, conclusions of the study are presented in Section 6.
Model Specification and Estimation
Consider the following logistic regression model 
In the presence of multicollinearity, Schaefer et al. (1984) [1] proposed to incorporate the Logistic Ridge Estimator (LRE), in place of the MLE in the logistic regression model 
However the LRE is a biased estimator which produces inconsistent estimates for the parameter (Wu and Asar, 2016 [17] ). Consequently, the Almost Unbiased Ridge Logistic Estimator (AURLE) was introduced by Wu and Asar (2016) [17] and it is defined as ( )
where
And the asymptotic properties of AURLE:
As another remedial action for multicollinearity, one may use the exact linear restrictions in addition to the sample logistic regression model (1 
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The Proposed Estimator
To improve the performance of the estimators further, in this section, by combining AURLE and RMLE, we propose a new estimator which is called as the Restricted
Almost Unbiased Ridge Logistic Estimator (RAURLE) and defined as ( ) 
Consequently, the mean square error can be obtained as, 
where ij z are independent pseudo standard normal random numbers and Tables 1-3 . It can be noticed from the Tables 1-3 that the scalar mean square error of the proposed estimator RAURLE is smaller compared to MLE, RLE, AURLE and RMLE, with respect to all the selected values of n, ρ, and k, considered in this research. Further, the new estimator RAURLE has better performance when SRW k is used.
Concluding Remarks
In this paper, we proposed a restricted almost unbiased ridge logistic estimator (RAURLE) in logistic regression with exact linear restrictions when the explanatory variables are highly correlated. Through a Monte Carlo simulation study, we examined 
