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Abstrakt 
Tato bakalářská práce se zabývá umělou inteligencí a jednotlivými metodami, které jsou v umělé 
inteligenci používány pro řešení problému a speciálně hraní her. Vybrané metody jsou poté využity 
při implementaci bota pro hru Ants v soutěži AI challenge. 
 
 
 
 
 
 
Abstract 
This Bachelor’s thesis analyzes artificial intelligence and method, which are used in artificial 
intelligence for problem solving and game playing especially. Chosen methods are used for bot 
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2 Úvod 
Umělá inteligence je věda o vytváření strojů nebo systémů, které budou při řešení určitého úkolu 
užívat takového postupu, který - kdyby ho dělal člověk - bychom považovali za projev jeho 
inteligence. Takto definoval v roce 1967 umělou inteligence Marvin Minsky. I přes četné diskuze se 
stala tato definice nejuznávanější. 
V dnešní době, kdy elektronika zaplavuje svět a například počet mobilních telefonů se téměř 
rovná celkovému počtu lidí na Zemi a osobních počítačů je již více než jedna miliarda, se téměř 
každý obyvatel civilizovaného světa setkává s umělou inteligencí. Ať již ve svém mobilním telefonu 
nebo počítači, které nám při psaní automaticky doplňují či opravují náš text, a které již můžeme 
ovládat hlasem. Tak i v domácnosti, kdy za nás robotický vysavač vysaje celou domácnost, robotická 
sekačka poseče trávník, dokonce lednice automaticky objedná mléko, jakmile dojde. V televizi 
sledujeme Arnolda Schwarzeneggera v roli zabijáckého stroje podobného člověku, Terminátora. 
Pokud hrajeme počítačové hry a naši soupeři nejsou z masa a kostí, opět je řídí umělá inteligence. 
Umělá inteligence nejen, že lidem slouží, ale dokáže již člověka i překonat. Velmi známý je počítač 
s názvem Deep Blue od společnosti IBM. Tento počítač se specializoval na hru šachy. V roce 1996 
sehrál s tehdejším mistrem světa v šachu Garri Kasparovem 6 partií, ve kterých dokázal Kasparova 
dvakrát porazit, ale celkově prohrál čtyři ku dvěma. O rok později již Deep Blue dokázal poměr 
překlopit na svou stranu a vyhrát třemi vítězstvími a jednou remízou opět ve hře na 6 partií.  
Umělá inteligence tedy působí napříč mnoha obory, cílem této práce je přiblížit čtenáři umělou 
inteligenci na obecné úrovni a především v kontextu hraní her. Získané znalosti poté aplikovat při 
použití umělé inteligence v soutěži AI Challenge 2011. AI Challenge je pravidelná soutěž hostovaná 
University of Waterloo (Ontario, Canada) v oblasti umělé inteligence v počítačových hrách 
sponzorovaná společností Google. Pro každé kolo soutěže se vybírá unikátní hra, na které lze 
jednoduše otestovat umělou inteligenci jednotlivých soutěžních aplikací. Já jsem se účastnil kola 
pořádaného na podzim roku 2011. Na toto kolo byla vybrána hra Ants, což je strategická tahová hra 
odehrávající se na symetrickém hracím poli. Všichni hráči mají tedy stejné startovní podmínky. 
Pravidla a podrobnosti této hry jsou popsány v kapitole 4. V kapitole 5 je popsán návrh, 
implementační detaily a strategie. Má práce nekončila s uzávěrkou soutěže, ale po vyhodnocení 
oficiálních výsledků, jsem mého bota1 dále analyzoval a upravoval, tentokrát již neoficiálně. Jako 
testovací soupeře jsem využil jak starší verze svého bota, tak jsem využil i uvolněných kódů mých 
soupeřů. Porovnání a zhodnocení výsledků soutěže z mého pohledu účastníka je v kapitole 6. 
V kapitole 2 jsou popsány přístupy k řešení problémů v umělé inteligenci. V kapitole 3 je rozebráno 
využití umělé inteligence v počítačových hrách a zhodnoceno použití a úspěšnost využití umělé 
inteligence. 
                                                     
1
 Bot (robot) - v počítačových hrách je bot počítačový program hrající hru společně s hráčem nebo proti němu. 
Simuluje hru běžného hráče. 
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2.1 Umělá inteligence 
Umělá inteligence, jakožto obor lidského bádání, je plný pojmů, které nemají přesné definice nebo se 
o ně stále vedou diskuze. Samotné slovo inteligence má dle slovníku spisovného jazyka českého [1] 
význam: schopnost chápání a samostatného myšlení. Kdy má stroj takové chování, aby se dalo 
považovat za inteligentní? 
 Jedním ze základních testů umělé inteligence je Turingův test z roku 1950. Turingův test 
probíhá tak, že rozhodčí komunikuje s člověkem a počítačem uzavřenými v oddělených pokojích. 
Pokud rozhodčí nerozpozná z komunikace, ve kterém pokoji je člověk, je pak jednání počítače 
považováno za inteligentní. Obecně tedy pokud nedokážeme rozpoznat činnost stroje od činnosti 
člověka. Tento test zpochybnil roku 1980 John Searl a jeho Argument čínského pokoje (Chinese 
room argument). Ten zpochybňuje Turingův test tím, že nerozeznatelnost počítače od člověka ještě 
nesvědčí o jeho inteligenci a porozumění konverzaci. Tedy pokud bychom zavřeli do pokoje jako 
v Turingově testu, někoho kdo neumí čínsky, ale má k dispozici databázi teoreticky všech čínských 
vět, a nechali ho komunikovat s Číňanem. Tak za předpokladu, že na každou položenou otázku, by 
tato osoba byla schopna vyhledat připravenou odpověď, by Turingův test vyšel platný. Nedalo by se 
odlišit, zda daný člověk umí čínsky. Tazatel by tak mohl dojít k závěru, že dotazovaný člověk čínsky 
umí, i když ten pouze mechanicky vyhledával předem připravenou odpověď bez jakékoliv znalosti 
čínštiny, což nesvědčí o jeho znalostech a inteligenci. Pokud obstojí i před tímto argumentem, je 
umělá inteligence považována za silnou. Jinak je považována za slabou. 
Definic pojmu umělá inteligence nebo též AI z anglického výrazu Artificial intelligence je 
mnoho, ale žádná nebyla obecně a plně přijata. Toto jsou nejpoužívanější a nejuznávanější definice: 
 
• Umělá inteligence je věda o vytváření strojů nebo systémů, které budou při řešení 
určitého úkolu užívat takového postupu, který - kdyby ho dělal člověk - bychom 
považovali za projev jeho inteligence [Minsky, 1967]. 
• Umělá inteligence se zabývá tím, jak počítačově řešit úlohy, které dnes zatím zvládají 
lidé lépe [Rich, Knight, 1991].  
• Umělá inteligence je vlastnost uměle vytvořeného systému, který má schopnost 
rozpoznávat předměty a jevy, analyzovat vztahy mezi nimi a tak si vytvářet modely 
světa, dělat účelná rozhodnutí a předvídat jejich důsledky, řešit problémy včetně 
objevování nových zákonitostí a zdokonalování své činnosti [Z. Kotek a kol., 1986]. 
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Kritérium BFS DFS DLS IDS BS UCS 
Čas Bd Bm Bm Bd Bd/2 B1+C*/ε 
Paměť Bd Bm Bm Bd Bd/2 BC*/ε 
Optimálnost Ano Ne Ne  Ano Ano Ano 
Úplnost Ano Ne Ne Ano Ano Ano 
Tabulka 1: porovnání neinformovaných metod 
 
3.1.2 Informované metody 
Informované metody na rozdíl od neinformovaných mají informace o ceně přechodu a předpokládané 
ceně z aktuálního stavu do cílového stavu. Dokážou zhodnotit, který z přechodů je výhodnější dle 
stanovených heuristik. Základním algoritmem je Best-first search ten je podobný algoritmu UCS. 
Oproti UCS bere Best-FS v potaz kromě celkové ceny již projitých stavů i předpokládanou cenu k cíli 
pomocí stanovené heuristické funkce. Hodnocení lze zapsat pomocí následujícího vzorce 1. Kde 
funkce )(ng  je cena již provedených přechodů a )(nh je předpokládaná cena heuristické funkce 
rozgenerovávaného stavu. Vybírá se stav s nejnižším součtem těchto dvou funkcí. U metody UCS je  
)(nh
 vždy nulový. Extrémní algoritmus je greedy search ten bere v potaz pouze heuristickou funkci. 
Problém této metody je, že velice často není optimální. Nejznámějším a nejpoužívanějším algoritmem 
je A* search. Tato metoda také využívá vztah z vzorce 1 a heuristická funkce je vždy nejnižším 
možným odhadem ceny mezi aktuálním stavem a cílovým. Hojně se využívá v mapových grafech, 
kde heuristická funkce je cesta takzvaně vzdušnou čarou, tedy přímo, i když tato cesta neexistuje. 
 
)()()( nhngnf +=
 
Vzorec 1: Obecný vzorec informovaných metod  
 
3.1.3 Metody s omezujícími podmínkami 
Speciálním druhem úloh jsou úlohy s omezujícími podmínkami. U těchto úloh nestačí zkoumat, zda 
testovaný stav je stavem cílovým, ale i omezující podmínky jednotlivých stavů. Typickým příkladem 
je problém N dam, problémem je rozestavět dámy na šachovnici tak aby se navzájem neohrožovaly, 
možné řešení pro 8 dam je ilustrováno na obrázku 3.  
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Obrázek 3 Možné řešení problému 8 dam 
 
Pro řešení těchto úloh se využívá algoritmů backtracking (již zmíněný dříve), forward checking a 
min-conflict. Forward checking spočívá v kontrole, zda je možné úlohu úspěšně dokončit při každém 
přiřazení hodnoty proměnné. V případě problému N dam kontrolujeme, zda při položení aktuální 
dámy mají všechny nepoložené alespoň jednu legální pozici, kam mohou být položeny. Pokud taková 
pozice neexistuje, nemusíme pokládat následující dámy, ale rovnou tento stav i všechny jeho 
potomky vyřadit jako neúspěšné. Poměrně novým algoritmem je min-conflict, u tohoto algoritmu 
nebyla matematicky dokázána jeho úplnost, ale v některých typech úloh je velice efektivní. Vychází 
z náhodných stavů jednotlivých proměnných. Následně náhodně vybere jednu proměnou a změní její 
stav na hodnotu, která má nejméně konfliktů (nelegálních stavů) s ostatními. Několik finálních kroků 
tohoto algoritmu můžeme vidět na obrázku 4. V první kroku vybíráme třetí dámu a zjišťujeme počet 
konfliktů na jednotlivých řádcích: Q3 = {1, 2, 2, 2}. V nejvyšším políčku má pouze jeden konflikt, a 
to se čtvrtou dámou. V ostatních polích má konflikty dva. V druhém kroku vybíráme čtvrtou dámu a 
zjišťujeme následující konflikty: Q4 = {1, 3, 0, 2}. Na třetím poli není žádný konflikt, tak vybereme 
tento. Zároveň se dostáváme do jednoho z cílových stavů. 
 
 
       Q     Q  
Q  Q Q  Q   Q  Q    
    →     →    Q 
 Q     Q     Q   
Obrázek 4: Postup řešení problému N dam pomocí algoritmu min-conflict 
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3.1.4 Metody lokálního prohledávání 
Dalším druhem úloh jsou úlohy, ve kterých nám nejde o optimální cestu, ale o cíl. Pro tyto metody se 
využívá algoritmu Hill-climbing, tento algoritmus je podobný algoritmu greedy search, stejně jako 
greedy search vybírá vždy uzel s nejlepším ohodnocením heuristické funkce, tedy odhadované cesty 
k cíli. Ale na rozdíl od greedy search končí, jakmile z aktuálního uzlu nevede uzel s lepším 
ohodnocením, může tedy uvíznout v lokálních maximech/minimech. Jednou metodou jak se vyhnout 
uvíznutí v lokálním extrému je několikanásobné hledání cíle z náhodně vybraných počátečních 
lokací. Následně se z výsledků vybere ten, který vyhovuje lépe. Dalším způsobem jak uniknout 
z lokálního extrému je začít ze stejného bodu, ale mít možnost s určitou pravděpodobností uniknout 
z tohoto extrému, což je přibližná idea metody simulovaného žíhání. Oproti hill-climbing 
rozgenerovává náhodný stav. Stavy s lepším ohodnocením než aktuální stav se provedou vždy a stavy 
s horším ohodnocením se provedou s určitou pravděpodobností. Tato pravděpodobnost exponenciálně 
klesá, podle toho o kolik je stav horší. 
3.2 Metody hraní her 
Tyto metody se soustředí především na řešení problémů mezi dvěma hráči. V drtivé většině problémů 
není možné prohledávat celý stavový prostor, pracuje se pouze s několika tahy dopředu. Tyto metody 
jsou vhodné pro řešení her jako dáma, šachy, go, piškvorky, backgammon (vrchcáby). Aby bot, který 
hraje tyto hry, byl použitelný, je potřeba omezit výpočet maximálně na několik sekund. Počet tahů 
tedy závisí na maximálním času, za který je potřeba problém vyřešit. Každý tah se dělí na půltahy, 
protože musíme při řešení problému brát v potaz kromě našeho tahu i tah soupeře. Pro řešení těchto 
problému se používají algoritmy typu AND/OR, minimax, alfa-beta prořezávání (alpha-beta pruning), 
které jsou popsány v následujících podkapitolách. 
3.2.1 AND/OR grafy 
Tento algoritmus rozděluje problém na dva typy podproblémů. První (OR) je řešitelný, pokud alespoň 
jeden z jeho podproblémů je řešitelný, druhý (AND) je řešitelný, pokud všechny jeho podproblémy 
jsou řešitelné. Stavy AND a OR si lze představit jako půltahy. OR je půltah hráče, stačí jeden možný 
stav k vítězství. AND je půltah protihráče, jsou tedy nutné všechny stavy k možnému vítězství hráče, 
protože předpokládáme, že protihráč je schopen rozpoznat tah, který nám zajistí prohru. Problémem 
tohoto algoritmu je, že musí některý z prohledávaných stavů být cílový (vítězný). V netriviálních 
hrách je v reálném čase téměř nemožné rozgenerovat dostatek stavů k nalezení cílového stavu.  
 3.2.2
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3.2.3 Alfa-beta prořezávání 
Alfa-beta prořezávání získává stejné výsledky jako algoritmus minimax a zabrání prohledávání stavů, 
které s jistotou nebudou mít vliv na konečný výsledek. Vliv alfa-beta prořezávání vidíme na 
obrázku 5. Červeně označené uzly nemohou být nikdy vybrány a díky alfa-beta prořezávání je nebude 
algoritmus prohledávat. Díky čemuž v příkladu na obrázku 5 ušetříme téměř 27% prohledávaných 
stavů, v jiných případech se může tato hodnota výrazně lišit. Předpokládejme, že strom stavů je 
prohledáván pomocí DFS (prohledávání do hloubky). Nejprve se prohledá levá část stromu a získáme 
jako výsledek tah s ohodnocením 4. Při prohledávání pravého podstromu vidíme, že hráč B má na 
výběr ze stavu -2. Protože se snaží hodnotu stavů minimalizovat, nikdy nevybere stav s vyšším 
ohodnocením než -2 a my s jistotou můžeme vybrat z levého podstromu stav s ohodnocením 4, který 
je vyšší. Algoritmus nastaví uzlům proměnné alfa a beta. Kořenovému uzlu přiřadí α= -∞, β= ∞. Dále 
pokud jde o uzly typu OR (jsme na tahu) přiřazujeme do α nejvyšší z ohodnocení potomků. V případě 
uzlů AND (hraje protihráč) přiřazujeme nejmenší ohodnocení z potomků do proměnné β. Jakmile je 
α > β máme jistotu, že tyto stavy nemohou nastat a dále je neprohledáváme. Na obrázku 6 vidíme, jak 
se postupně mění hodnoty α a β. 
 
 
Obrázek 6 Ukázka alfa-beta prořezávání, Zdroj: [4] 
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3.3 Neuronové sítě 
Neuronová síť je výpočetní model založený na chování odpovídacích biologických struktur. 
Základním stavebním prvkem neuronových sítí je formální neuron, který je zjednodušeným obrazem 
biologického neuronu3. Jeho struktura je znázorněna na obrázku 7.  
 
 
Obrázek 7 Popis formálního neuronu, Zdroj: [8] 
 
Formální neuron má n obecně reálných vstupů x1,…, xn, které modelují dendrity4. Vstupy jsou 
ohodnoceny odpovídajícími obecně reálnými váhami w1,…, wn, které určují jejich propustnost a 
mohou být i záporné. Váhy slouží jako paměť neuronu a určuje jeho konfiguraci. Zvážená suma 
vstupních hodnot představuje vnitřní potenciál neuronu. 
    


 
Vzorec 2 Vnitřní potenciál neuronu 
 
Hodnota vnitřního potenciálu  po dosažení prahové hodnoty h indikuje výstup (stav) neuronu 
y, který modeluje elektrický impuls axonu5. Výstupní hodnota y je ovlivněna aktivační přenosovou 
funkcí. Nejjednodušším typem aktivační funkce je tzv. ostrá nelinearita, v takovém případě 
v závislosti na tom zda byl překročen prahový potenciál h, je výstupem 0 (nepřekročen) nebo 1 
(překročen). 
Neuronové sítě se skládají z formálních neuronů, které jsou mezi sebou vzájemně propojené. 
Graf propojení se též nazývá architektura (topologie) neuronové sítě. Z hlediska využití rozeznáváme 
v síti vstupní, pracovní (skryté) a výstupní neurony. Zjednodušeně vstupní neurony odpovídají 
                                                     
3
 Neuron je nervová buňka a základní jednotka nervové tkáně. 
4
 Dendrity jsou krátké výběžky neuronu, které přijímají vstupní informaci. 
5
 Axon je dlouhý výběžek na neuronu, přes který se přenáší vzruchy mezi neurony. 
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receptorům, výstupní neurony efektorům a propojené pracovní neurony mezi nimi vytváří příslušné 
dráhy (cesty). Příklad je ilustrován na obrázku 8.  
Neuronové sítě se typicky využívají tam, kde jsou k dispozici vzorová data. Pro rozpoznávání 
obrazu (například psaného písma) a zvuku, řízení složitých zařízení (například autopilot), 
předpovídání (typicky předpověď počasí, vývoj cen na burze, spotřeba elektrické energie). Dále je 
možné využít neuronové sítě pro kompresi dat, transformaci textu na hlas (například systém 
NETtalk), analýze signálů jako EKG nebo je aplikovat v expertních systémech. 
Vhodným zdrojem pro hlubší studium na toto téma je [5, 8], ze kterého jsem čerpal v této 
podkapitole. 
 
Obrázek 8 Architektura neuronové sítě Zdroj: [8] 
 
3.4 Strojové učení 
Strojové učení je disciplína, jejímž cílem je vytvoření algoritmů, které na základě zkušeností zlepšují 
efektivitu činnosti inteligentních systémů. Strojové učení se využívá v situacích, kdy nejsme schopni 
předvídat všechny možné stavy nebo nedokážeme předvídat možné změny v čase popřípadě, pokud 
neznáme přesné řešení daného problému. Strojové učení dělíme na tyto základní skupiny: 
 
• Učení s učitelem (supervised learning) - V této skupině máme k dispozici vzorovou 
tzv. trénovací množinu dvojic vstup-výstup. Na základě znalostí získaných z této 
množiny se systém rozhoduje a dál učí. Patří sem například metody rozhodovacích 
stromů (decision tree). V této metodě klasifikujeme objekty na základě jejich vlastností 
a vytváříme strom těchto vlastností.  
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• Učení bez učitele (unsupervised learning) - V této skupině také klasifikujeme objekty, 
ale protože nemáme k dispozici vzorové data, jsou objekty rozdělovány na základě 
jejich podobnosti. Využívá se shlukové analýzy (clustering), při této metodě jsou 
objekty klasifikovány podle podobných vlastností jako například vzdálenost od daných 
bodů. 
• Zpětnovazebné (posilované) učení (reinforcement learning) - Tato metoda je založena 
na zpětném ohodnocení daného rozhodnutí. Ohodnocení může být různě velké jak 
kladné tak záporné. Systém si ohodnocení uchovává a uvažuje jej při výběru 
z jednotlivých situací. Nejčastěji se používají pasivní metody ADP (adaptive dynamic 
programming) učení, TD (temporal difference) učení nebo aktivní Q-učení. Pasivní 
metody předpokládají předem danou strategii pohybu a hodnotí pouze stavy, cílem je 
ohodnotit kvalitu strategie. Oproti tomu aktivní metody samy rozhodují, jaký pohyb 
zvolí, učí se tedy strategii. 
 
3.4.1 ADP učení  
Při této metodě se provedou vzorové řešení situace a následně se stavy ohodnotí. Ohodnocení se 
předává od cílového stavu, který je předem ohodnocen. Tato metoda využívá pro ohodnocení stavů 
Bellmanovy rovnice, která je na vzorci 3. 
 
	
   	
     	,

	
, 	
	
 
Vzorec 3: Bellmanova rovnice pro výpočet ohodnocení ADP učení 
Kde: 
	
  je ohodnocení stavu s, za použití strategie pohybu π. 
	
  odměnu za dosažení stavu s. 
	, 	
, 	
 ohodnocení přechodu ze stavu s do stavu 	 při použití strategie π. 
   (discount) faktor - určuje vliv ohodnocení budoucích stavů 	 na  
   ohodnocení stavu s. 
3.4.2 TD učení 
TD zkracuje anglické sousloví temporal difference, které lze přeložit jako dočasný rozdíl, což 
napovídá, že se ohodnocení bude v čase měnit. Tato metoda na rozdíl od ADP definuje ohodnocení, 
které jsou platné pro aktuální stav. Poté při průchodu daného stavu se jeho ohodnocení změní, dle 
následujícího vzorce. 
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Vzorec 4 Výpočet ohodnocení pomocí TD učení 
 
Kde: 
 α  je kvocient učení. Hodnota tohoto kvocientu ovlivňuje paměť systému. Pokud 
   bude kvocient nulový, systém nebude schopen se učit. Naopak pokud bude 
   kvocient roven jedné, bude si systém pamatovat pouze nejnovější hodnoty. 
   Vhodným řešením je klesání s počtem průchodů stavem s. 
 Ostatní symboly jsou shodné s předchozí rovnicí. 
3.4.3 Q učení 
Někdy též nazýván Q-learning, je podobná metodě TD učení. Hlavním rozdílem oproti TD učení je, 
že Q učení je aktivní metodou. Využívá velice podobné rovnice jako TD učení ale hodnotí jednotlivé 
akce. Výhodou Q učení je, že není potřeba znát model prostředí. 
	, 
  	, 
    	
   max

 	, 
   	, 
 
Vzorec 5 výpočet ohodnocení pomocí Q učení 
Kde: 
 	, 
  označuje ohodnocení akce a provedené ve stavu s. 
 Ostatní symboly jsou shodné s předchozími rovnicemi.  
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4 Umělá inteligence v počítačových 
hrách 
Umělá inteligence má v počítačových hrách silně zakotvenu svou pozici. Především díky potřebě 
vytvořit soupeře, případně spoluhráče pro hráče. Bez umělé inteligence by většina dnešních 
počítačových her nebyla schopna existovat. Ať už jde o hry sportovní (série FIFA nebo NHL od 
Electronic Arts), strategické (série Age of Empires od  Ensemble Studios), akční (série Doom od ID 
Software), RPG6 (série Diablo od Blizzard Entertainment), logické (šachy), hry simulující život (série 
The Sims od Electronic Arts) nebo jiné. Zevrubně rozebírá toto téma [9] hlouběji se pak umělé 
inteligenci v počítačových hrách věnují autoři Millington  a Funge [10] nebo Buckland [11]. 
Umělá inteligence v počítačových hrách je velmi specifická. Obecně by měla být umělá 
inteligence schopna konat jako člověk, učit se a dělat ty nejlepší rozhodnutí pro vyřešení dané úlohy. 
V počítačových hrách je po umělé inteligenci především požadována, aby byla hráčovi kvalitním 
protivníkem nebo spoluhráčem. Aby pro hráče její překonání bylo výzvou, kterou dokáže pokořit. 
Proto se umělá inteligence v počítačových hrách někdy omezuje, aby měl hráč vůbec nějakou šanci ji 
porazit. Jindy zase umělá inteligence využívá výhod, které hráč k dispozici nemá. Omezit schopnosti 
umělé inteligence je třeba především ve hrách, ve kterých jde o přesnost a rychlost. Především pokud 
jde o FPS hry7. Počítač dokáže vypočítat nejideálnější akci mnohem lépe než člověk, a to o několik 
řádů rychleji. Člověk je omezen dobou reakce a možnostmi ovládání hry. Reakce člověka na vizuální 
podnět je minimálně 0,4 sekundy a přesnost reakce silně ovlivňují jak možnosti lidského oka, tak 
vlastnosti zobrazovacího zařízení a ovládání hry. Jen těžko amatérský hráč dokáže na 
patnáctipalcovém monitoru svého notebooku s nejlevnější myškou konkurovat přesně mířeným 
střelám počítačem řízeného soupeře (dále jen NPC8) vypočtenou přesnými rovnicemi. Jindy je zase 
potřeba umělé inteligenci pomoct, to především v situacích když má kooperovat s hráčem nebo je 
zapotřebí ke splnění úkolu či pokračování ve hře. Tento problém je velmi častý v RPG hrách, které se 
odehrávají v rozsáhlých herních světech, které mohou být hráčem velmi ovlivněny. Hráč při plnění 
úkolu nemusí jít předem zamýšlenou cestou, nebo se na cestě objeví překážka, kterou NPC nedokáže 
překonat nebo jiná nástraha, díky které NPC nutné pro splnění úkolu není schopné pokračovat. Tento 
problém autoři řeší většinou teleportováním NPC někde poblíž postavy hráče, ideálně mimo hráčův 
zorný úhel. Toto řešení může vést ke komickým situacím. Například když náš společník nešťastnou 
náhodou spadne z útesu o výšce panelového domu do moře, a za pár okamžiků (většinou pro 
průchodu dveřmi nebo po načtení nové lokace) se nám objeví za zády nejen, že zdravý ale i suchý. 
                                                     
6
 RPG (Role-playing game) - česky jako hra na hrdiny nebo rolové hry. Hráč ovládá postavu, za kterou hraje, 
bojuje, plní úkoly a dále ji vyvíjí.  
7
 FPS (First-person shooter) hry - žánr akčních her, takzvané střílečky z pohledu první osoby 
8
 NPC (Non-player character) - postava neovládaná hráčem 
 17 
Nesmrtelnost nebo přehnaně vysoká odolnost je další z velmi častých zvýhodnění NPC. V menší míře 
se stává, že NPC má zvýhodnění v podobě nekonečného množství zásobníků nebo lepšího 
smyslového vnímání takže o nás vždy ví dříve, než ji můžeme zaznamenat my jako hráči. Vše je 
nutné podřídit dobré hratelnosti hry.  
4.1 Deskové hry 
Velmi specifickou úlohou jsou pro umělou inteligenci deskové hry jako dáma, šachy nebo go9 nebo 
jiné. V těchto hrách se umělá inteligence omezuje především na prohledávání stavového prostoru a 
výběru nejoptimálnějšího tahu. Hledání tahu lze dekomponovat na generování možných tahů, jejich 
ohodnocení a výběr nejvhodnějšího. V těchto hrách se většinou využívá algoritmů minimax 
s kombinací s alpha-beta pruning, které jsou zmíněny v kapitole 2.2. 
Zásadní roli hraje právě počet aktuálně možných tahů a počet tahů, které je nutno dopředu 
zhodnotit. Zatímco v dámě se hraje na hracím poli o rozměrech 8x8 až 12x12 dle herní varianty. 
Hrací kameny se pohybují diagonálně o jedno pole nebo vyřazují soupeřovy kameny přeskočením, 
kromě dámy, která se může pohybovat diagonálně i o více polí. Takže počet všech možných 
rozestavení je poměrně malý, pouze 5x1020. Ve hře šachy, která se hraje vždy na hracím poli o 
rozměrech 8x8 je počet možných tahů mnohem vyšší, především díky počtu a typu hracích kamenů. 
Počet možných rozestavení se pohybuje kolem 1046. Ještě složitější situace je ve hře go. Hraje se na 
hracím poli o rozměrech 19x19 průsečíků a hrací kameny mohou být položeny na jakékoliv volné 
místo. Zde je už počet možných rozestavení až 10172. 
Výkon dnešních počítačů stále roste, ale právě počet možných rozestavení a velikost 
rozhodovacího stromu rozhoduje, jak bude umělá inteligence úspěšná. A tak i výsledky 
v jednotlivých hrách jsou velmi rozdílné. Ve hře dáma máme již od roku 2007 jistotu, že nad umělou 
inteligencí, v podobě počítačového programu Chinook, nedokážeme zvítězit. Chinook10 byl vytvořen 
v roce 1989 na University of Alberta (Alberta, Canada). Od této doby postupně prohledával stavový 
prostor. I když nebyly prohledány všechny možné rozestavení, v roce 2007 byl v časopise Science 
[12] otisknut důkaz prokazující, že Chinook již nemůže prohrát. Nejlepší možný výsledek jaký je 
možno proti tomuto programu uhrát je remíza. Ve hře šachy již byl zmíněn úspěch počítače Deep 
Blue firmy IBM z 1997 v úvodu a hlouběji o něm píše jeden z jeho autorů v [13]. Dnes již není 
potřeba specializovaného hardwaru, aby počítačové programy porazily i ty nejzkušenější soupeře, 
příkladem je program Fritz, jehož úspěch je zmíněn v [14]. Zcela odlišná situace vládne ve hře Go. 
Na hracím poli oficiální velikosti (19x19) dosahují počítačové programy nanejvýš úrovně zkušeného 
amatéra, kde slouží spíše jako pomůcka pro osvojení pravidel a strategií. Vysoké úrovně dosahují jen 
                                                     
9
 Go - desková hra pocházející z Asie, hrající se na desce 19x19 průsečíků zvané goban. Základní informace 
jsou k dispozici na http://cs.wikipedia.org/wiki/Go_(hra) nebo na českém serveru věnujícím se této hře 
http://www.hra-go.cz/ 
10
 Oficiální stránky tvůrčí skupiny http://webdocs.cs.ualberta.ca/~chinook/ 
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na menších hracích polích. Na hracím poli o rozměrech 9x9 již dokážou porazit i nejzkušenější hráče. 
Důvodem proč ve hře go nejsou počítače tak úspěšné je samozřejmě počet hracích polí, který je 361, 
což je pětkrát více než ve hře šachy. Navíc umístění kamenů v počáteční fázi ovlivní hru i na více jak 
sto tahů dopředu, což počítač ani zdaleka nemůže vypočítat, bylo by potřeba vytvoření složitých 
heuristik na rozpoznávání počátečních strategií, které se navíc během hry častokrát mění. Dalším 
důvodem proč je člověk v Go stále úspěšnější než počítač, je složité zjišťování hodnoty jednotlivých 
tahů. Jedním z nejúspěšnějších počítačových programů je Fuego11, ten byl vytvořen taktéž na 
University of Alberta. Blíže se umělé inteligenci v této hře věnuje [15]. 
4.2 Hry s neurčitostí 
Zajímavou skupinou her jsou hry s neurčitostí. Jde o hry, ve kterých hraje roli náhoda. Jde o hry 
s kostkami, hracími kartami, ruletou nebo jiným náhodným prvkem. Například populární poker, 
blackjack, mariáš, backgammon, různé verze rulety a jiné.  
V současnosti nejpopulárnější karetní hrou je poker. Z pohledu umělé inteligence na něm je 
zajímavé především to, že má jednoduché pravidla ale velmi složité strategie. Nebudu zde blíže 
rozebírat pravidla a strategie jednotlivých herních variant pokeru, ale budu poker rozebírat na obecné 
rovině. Velmi zajímavou součástí pokeru je blufování, díky kterému může zvítězit i hráč s horší 
karetní kombinací12. Právě díky tomu, že nemusí vyhrát hráč s nejlepší karetní kombinací je tato hra 
tak zajímavá. Dalším faktorem proč je pro umělou inteligenci zajímavá, je že neposkytuje úplné 
informace o hře. Žádný z hráčů nezná soupeřovy karty a neví, které karty budou rozdány. Při 
programování pokerového bota je nutné vypořádat se s mnoha faktory, které v identických herních 
případech mohou vést k radikálně rozdílným výsledkům. Stačí během hry jinak zvolená výše sázky 
nebo dokonce jen doba jak dlouho nad sázkou uvažujeme a pro soupeře to může být dostatečné 
znamení pro zvolení takové strategie, která povede k naší prohře. Právě proto se bot musí vypořádat 
jak se strategiemi, které se během hry často mění na základě náhodnosti v příchodu karet a často 
nepředvídatelné reakci soupeře. Tak se musí vypořádat s napodobením lidského chování. Musí umět 
blufovat, a co je ještě těžší musí umět odhadnout, kdy soupeř blufuje. Vzhledem k popularitě této hry 
se stalo toto téma také velice populární a existuje mnoho nástrojů jak pomocí umělé inteligence 
pomoct hráči hrát tuto hru. Nebo ji hrát dokonce plně za něj, což je v drtivé většině heren zakázáno. 
Toto téma již proniklo i na akademickou půdu a několik univerzit již má výzkumné týmy zabývající 
se právě touto problematikou, například na University of Alberta výzkumná skupina Computer poker 
research group, která o svém výzkumu vydala již řadu publikací [16]. Tato skupina vyvinula boty 
jménem Polaris, Hyperborean a jiné. Další významná výzkumná skupina působí na University of 
Auckland (New Zealand) pod jménem The University of Auckland Game AI Group [17] a jejich bot 
                                                     
11
 Oficiální stránky tvůrčí skupiny http://webdocs.cs.ualberta.ca/~games/go/ 
12
 Výherní kombinace jsou dostupné na http://www.poker24.cz/poker-skola/1319/vyherni-kombinace-v-pokeru 
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se jmenuje Sartre. Obě tyto skupiny se potkávají na turnajích věnovaných speciálně pokeru pro 
umělou inteligenci a umisťují se na předních příčkách [18]. Nejzajímavější porovnání není bot proti 
botu, ale bot proti člověku (anglicky Man versus Machine). Polaris odehrál proti pokerovým 
profesionálům několik her. V prvním turnaji13 celkově prohrál v poměru 2 prohry, 1 výhra, 1 remíza. 
Druhý turnaj14 o rok později zvítězil v poměru 3 výhry, 2 prohry, 1 remíza. Takže dokázal pokořit i 
nejlepší pokerové profesionály, jediným nedostatkem je, že je porazil ve hře jeden proti jednomu 
(heads up). Což je velmi specifická varianta pokeru. Klasicky se hraje v 6 nebo 9 až 10 lidech u 
jednoho stolu. Ve hře s více hráči by Polaris ani ostatní pokeroví boti tak úspěšní proti profesionálům 
nebyli. 
4.3 Další hry zajímavé z hlediska umělé 
inteligence 
Zajímavým počinem je série The Sims, ve které se hráč stará o svou rodinu takzvaných Simů. Simové 
jsou v zásadě lidé a simulují lidské potřeby a chování. The Sims plně simulovalo jak lidské potřeby a 
chování, tak i sociální život, kdy se jednotliví Simové mezi sebou tvoří sociální vazby na základě 
vzájemné komunikace. Hra je ovšem stále omezena na předem definované chování podle, kterého se 
Simové v dané situaci rozhodují [19]. 
Zásadním zvratem v herní umělé inteligence byla hra Black & White (Lionhead Studios, 2001). 
V této hře je hráč bohem, který má svého titána. Právě v umělé inteligenci tohoto titána byl proveden 
zásadní zlom. Titán byl schopný se opravdu učit. Na začátku hry je titán mládětem a od hráče se učí a 
je vychováván a to jak v dobrém, tak špatném směru. Výchova není nijak omezena a právě v tom je 
tato hra tak unikátní, není zde žádný předem pevně daný scénář, titán je vychován tak, jak se o něj 
hráč stará a dle výchovy se následně rozhoduje, které kroky je vhodné provést. Blíže se umělé 
inteligenci v této hře věnoval James Wexler ve své práci [20]. 
Další zajímavou hrou, je hra Façade, která byla vytvořena převážně na Carnegie Mellon 
University v roce 2005 a autory jsou Andrew Stern a Michael Mateas [21]. Façade je jednoaktové 
interaktivní drama. Hráč navštíví manželský pár, Trip a Grace, který právě prožívá krizi. Hráč s nimi 
komunikuje pomocí ručně psaného textového vstupu v angličtině, podobně jako chatterboty15 
zmíněné v kapitole 3.4. Tato hra také nemá pevně danou dějovou linii a hráč může volně měnit téma 
rozhovoru. Hlavní náplní hry je řešení krize mezi Tripem a Grace. I přes poměrně omezené možnosti 
odpovědí nabízí hra mnoho scénářů. Drama dotváří i poměrně slušná mimika. 
Další informace o zajímavých hrách z pohledu umělé inteligence uvádí každoroční žebříček her 
zajímavých z pohledu umělé inteligence [22]. 
                                                     
13
 Dostupné na URL: http://webdocs.cs.ualberta.ca/~games/poker/man-machine/2007/ 
14
 Dostupné na URL: http://webdocs.cs.ualberta.ca/~games/poker/man-machine/ 
15
  Chatterbot je počítačový program, který simuluje inteligentní konverzaci. 
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4.4 Napodobení lidské komunikace 
Dalším zajímavým využitím umělé inteligence jsou chatterboti, někdy taky nazývaní chat boti. Jedná 
se o počítačový program, který se snaží co nejvěrněji napodobit lidskou konverzaci. Důležitou 
vlastností chatterbotů je schopnost učení z konverzace a schopnost univerzálně odpovídat i na otázky, 
které nezná. Jedním z prvních byl program Eliza, který byl představen veřejnosti roku 1966 a jehož 
autorem je Joseph Weizenbaum. Ten simuloval rozhovor psychoterapeuta pacientem. Chatterbot byl 
psychoterapeut, což značně omezovalo témata konverzace a chatterbot tak působil realističtěji, 
především díky tomu, že v situaci, kdy nedokázal najít relevantní odpověď, použil fráze jako „Jak to 
myslíte?“, nebo: „Řekněte mi o tom víc.“ Což v případě terapeuta není až tak neobvyklé, zatímco 
v běžné konverzaci by časté používání těchto frází nevypadalo jako věrné napodobení. Velkým 
překvapením bylo, když nechal program otestovat personálu na Massachusetts Institute of 
Technology (Massachusetts, USA), kde vyučoval. Někteří vůbec nerozeznali, že se jedná o pouhý 
počítačový program a začali se svěřovat i se soukromými záležitostmi. O to více poté byli pohoršeni, 
když zjistili pravdu a navíc, že Weizenbaum má přístup i ke konverzaci, kterou vedli. 
Mezi další úspěšné chatterboty patří Alice16. Tento chatterbot vyhrál v letech 2000, 2001, 2004 
Loebnerovu cenu. Toto ocenění se každoročně uděluje chatterbotu, který nejvěrněji napodobil lidskou 
konverzaci. Bohužel chatterbot Alice není schopen obstát v Turingově testu. 
 
  
                                                     
16
 Dostupný online na http://alice.pandorabots.com/ 
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5 AI Challenge 
V této kapitole budu vycházet především z oficiálního webu soutěže [23] a vlastních zkušeností. Tato 
kapitola rozebírá základní informace o soutěži, pravidla a její jednotlivé součásti, které je možné 
využít. AI Challenge je o vytváření umělé inteligence jak pro začátečníky, tak i pro zkušené 
programátory. Tuto soutěž pořádá University of Waterloo (Ontario, Canada).  Na každé kolo soutěže 
se vypisuje nová hra, vhodná pro porovnání umělé inteligence. Pro kolo, kterého jsem se účastnil na 
konci roku 2011, byla vybrána hra Ants, která je popsána v kapitole 4.2. Hra je vhodná pro 
programátory začátečníky i díky tomu, že je možno využít startovací balíček, který je popsán kapitole 
4.1 a ulehčí první seznámení s hrou. 
5.1 Startovací balíček 
Startovací balíček nebo též starter kit je základní kostra, která slouží jako vhodný způsob jak začít. 
Zajišťuje základní operace jako komunikaci se herním enginem17, zpracování zpráv přicházejících ze 
serveru, zaslání zpráv zpět na server, ovládání mravenců. Pomocí několika jednoduchých úprav, 
popsaných v návodu18 dostupném na oficiálním webu soutěže, lze vytvořit bota schopného pohybu, 
jednoduchého hledání jídla a ochranou proti naražení vlastních mravenců do sebe nebo vstupu do 
vody, které by znamenaly mravencovu smrt.  
Startovací balíček je dostupný ve všech běžných programovacích jazycích jako například 
C/C++, C#, Java, PHP, Python i Python 3, Javascript, Perl, Pascal, Visual Basic a jiné. Krom 
procedurálních byly k dispozici i funkcionální jazyky Common Lisp (rozšíření původního Lispu), 
Haskell, Scala, Ocaml (rozšíření Caml o objektově orientované konstrukce). Takže účastníci v drtivé 
většině nebyli diskriminováni ani výběrem programovacího jazyka.  
5.2 Základní prvky a pravidla hry Ants 
Hra Ants je tahovou strategickou hrou pro více hráčů, odehrávající se symetricky generovaném 
hracím poli z hlíny a vody. Každý hráč má jedno nebo více mravenišť, ve kterých se rodí mravenci. 
Cílem hry je zničit nepřátelské mraveniště. Zároveň si musí bránit vlastní mraveniště a sbírat jídlo, 
díky kterému se rodí noví mravenci.  
 
  
                                                     
17
 Engine je jádro hry, které zajišťuje základní funkčnost jako vykreslování prostředí apod. 
18
 Návod je dostupný na www.aichallenge.org/ants_tutorial.php 
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Základní prvky hry: 
• Hlína: slouží jako aktivní plocha, po které se mravenci mohou pohybovat. Na hlíně 
jsou rozestaveny mraveniště jednotlivých hráčů a během hry se na hlínu náhodně 
generuje jídlo. Na obrázku 9 je znázorněna hnědou barvou. 
• Voda: Slouží jako překážka mravencům. Pokud mravenec vstoupí do vody, je 
automaticky mrtvý. Tato situace se běžně ve hře nevyskytuje, protože způsob jak 
tomuto zamezit je popsán v základním návodu. Na obrázku 9 je znázorněna modrou. 
• Mraveniště: Mraveniště je centrální bod každé kolonie hráče. Každý hráč má na 
začátku minimálně jedno mraveniště. Z mraveniště se rodí noví mravenci. Zničení 
soupeřova mraveniště je základní kámen úspěchu. Za zničení mraveniště získává hráč 
body, dle kterých se stanovuje výsledné pořadí hráčů. Mraveniště je zničeno, jakmile 
na něj vstoupí nepřátelský mravenec. Na obrázku 9 je znázorněna barvou hráče (zde 
světle modrá a oranžová) a zvýrazněním napodobující kopec. 
• Jídlo: Slouží jako zdroj nových mravenců. Jakmile mravenec dojde k jídlu, 
v mraveništi se „narodí“ nový mravenec a jídlo mizí. Mravenec musí k jídlu přistoupit 
na vzdálenost spawn radius, která je specifikována vždy na začátku hry. Pokud 
dva nepřátelští mravenci se pokusí ve stejný čas sbírat shodné jídlo, jídlo se zničí. Na 
obrázku 9 je znázorněno světle hnědou barvou. 
• Mravenci: Jsou základním prvkem hry. Má dvě základní úlohy sbírat jídlo a bojovat 
s mravenci ostatních hráčů. Naprogramování chování mravenců je předmětem soutěže. 
Mravenec se může pohybovat pouze ve čtyřokolí. Na obrázku 9 jsou znázornění 
barvou hráčů v tomto případě modrou a oranžovou. 
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Obrázek 9 Základní prvky hry 
 
5.3 Průběh hry 
Na začátku hry jsou každému botu zaslány informace o hře jako velikost mapy, maximální počet tahů 
a časový limit na jeden tah. Hra začíná, jakmile všichni boti odpoví na tuto zprávu. Na začátku hry 
má každý hráč kromě mravenišť i malý počet mravenců. Jedno kolo hry se skládá z těchto fází: 
 
1. Zaslání stavu hry hráčům. 
2. Přijetí zpráv o tahu od hráčů. Zprávy musí být přijaty před uplynutím časového limitu 
na kolo. Pokud bot nestihne odeslat zprávu, končí. Jeho mravenci zůstanou dále na 
hrací ploše, ale herní engine již jeho zprávy ignoruje. Proto je důležité včas odeslat 
zprávu, i kdyby to mělo znamenat nedokončení výpočtu tahu. Engine ukončí bota 
kromě překročení časového limitu také, pokud nemá žádného žijícího mravence, pokud 
se pokouší provést něco, co je považováno za bezpečnostní riziko nebo jednoduše 
zhavaroval. 
3. Provedení tahu a aktualizování stavu hry. Jednotlivé úkony tahu se vykonávají v tomto 
pořadí: 
a) Pohyb 
b) Útok 
c) Zničení mraveniště (mraveniště je zničeno, pokud na něj vstoupí nepřátelský 
mravenec. Mravenec má stejné souřadnice jako mraveniště) 
d) Zrození nového mravence (maximálně 1 v mraveništi za kolo) 
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e) Sběr jídla 
f) Generování nového jídla (jídlo je generováno symetricky) 
4. Kontrola podmínky pro ukončení hry. Hra končí, jakmile nastane některá 
z následujících podmínek: 
a) Je dosažen maximální počet tahů. (Turn Limit Reached) 
b) Pořadí se stabilizovalo. Nikdo nemůže dosáhnout stejného nebo vyššího skóre, 
než aktuální lídr. (Rank Stabilized) 
c) Přežívá už pouze jeden hráč. (Lone Survivor) 
d) Mravenci neútočí na mraveniště. Ve hře je dominantní bot, který není dost 
inteligentní, aby zaútočil na ostatní. Celkový počet mravenců dominantního 
hráče je vyšší než 90% počtu jídla a mravenců po dobu 150 tahů. (Ants Not 
Razing Hills) 
e) Mravenci nesbírají jídlo. Pokud boti nejsou dost inteligentní, aby sbírali jídlo. 
Celkový počet jídla je vyšší jak 90% jídla a mravenců dohromady po dobu 150 
tahů. 
 
 
 
 
 
 
 
 
 
 
 
5.3.1 Průběh soubojů 
Mravenci spolu navzájem bojují, pokud jsou v dostatečné blízce, která je stanovena hodnotou položky 
„attackradius2“ ten je udán, jako maximální útočný vzdálenost umocněna na druhou příklad výpočtu 
maximálního dosahu vidíme na obrázku 10, mravenec může útočit jen pokud attackradius2 je 
větší než vzdálenost mezi mravenci umocněná na druhou. Důležitý je počet mravenců, který na sebe 
vzájemně útočí. Platí dvě základní pravidla: 
 
• Mravenec A je zabit mravencem B, pokud je B obklopen menším nebo stejným počtem 
nepřátelských mravenců než mravenec A. (A nemusí být jen obklopen jen B, ale například 
hráčem C) 
Obrázek 10: útočný rádius 
attackradius2 = 5 
 
...9... 
.85458. 
.52125. 
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• Mravenec A zabije mravence B, jestliže je B obklopen větším nebo stejným počtem 
nepřátelských mravenců 
 
Některé průběhy soubojů jsou poměrně jednoznačné. 1 mravenec proti 1 končí vždy smrtí 
obou. Naopak velice důležitým faktem v této hře je že 2 mravenci proti 1 končí smrtí pouze 
osamoceného mravence. V následujících příkladech předpokládáme attackradius2 = 5, číslem 
označen počet útočících nepřátel na mravence, x jakožto mrtvého mravence, tečka značí volné pole. 
Na obrázku 11 vidíme, že se ohrožují všichni mravenci navzájem a všichni i umírají. Na obrázku 12 
vidíme takzvaný „sandwich“ krajními mravenci A c C se navzájem neohrožují, umírá pouze B, který 
je ohrožován oběma. Na obrázku 13 vidíme situaci, ze které vyjdou vítězně mravenci A protože 
mravenci B a C se navzájem ohrožují a v součtu  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
...B.    ...2.    ...x. 
.A... -> .2... -> .x... 
...C.    ...2.    ...x. 
 
Obrázek 11:  A vs B vs C 
.....    .....    ..... 
A.B.C -> 1.2.1 -> A.x.C 
.....    .....    ..... 
 
Obrázek 12: Sandwich 
...B.    ...3.    ...x. 
.A.A. -> .2.2. -> .A.A. 
...C.    ...3.    ...x. 
 Obrázek 13: 2xA vs B vs C 
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6 Návrh a implementace bota 
Za vrcholnou implementaci bota ve hrách z hlediska umělé inteligence můžeme považovat například 
program vytvořený týmem Reginy Barzilay z MIT (Massachusetts, USA) [24]. Tomuto programu byl 
předložen manuál ke strategii FreeCiv, odnože populární série Civilization. Program nejen zpracoval 
herní manuál tak že byl schopen hru hrát, ale ve hře se postupně učil ze svých i soupeřových chyb. 
Napodobil tak kompletně postup, kterým by se choval člověk. Zjistil si základní informace nutné ke 
hře a následně na základě svých zkušeností zlepšoval svou hru, což přesahuje rozsah této bakalářské 
práce. V této kapitole rozeberu jednotlivé strategie činností mravenců. Jednotlivé podkapitoly se 
vztahují k implementaci soutěžní verze bota. V poslední podkapitole jsou rozebrány dodatečné 
úpravy. 
6.1 Rozhodovací priority 
Správné nastavení priorit jednotlivých činností bota bylo zásadní pro další fungování celého bota. 
Pokud by byl bot zaměřen příliš obranu, ovlivnilo by to růst kolonie a v delších hrách by bot měl 
menší šanci na úspěch. Naopak pokud by byl bot zaměřen příliš na útok, mohli by cizí mravenci 
jednoduše dobýt jeho mraveniště. Nakonec byly stanoveny priority v následujícím pořadí: 
 
• obrana mraveniště 
• útok na nepřátelské mraveniště 
• sběr jídla 
• útok na nepřátelské mravence 
• prohledávání neprozkoumaných oblastí 
• náhodný pohyb 
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Obrázek 14: Hledání cest - nevýhody 
6.2 Hledání cest a sběr jídla 
Běžné metody pro hledání cest byly již zmíněny v kapitole 2.1, v soutěžní verzi jsem nevyužil žádnou 
z nich. Navrhl jsem si vlastní metodu. Tato metoda není úplná ani optimální, ale má velice malou 
časovou náročnost o což mi šlo především. Tato metoda je založena na 3 jednoduchých způsobech 
hledání cest. První prohledává pouze v diagonálách, další dvě prohledávají v přímých směrech 
s možností pravoúhlého odbočení. Tyto metody jsou ilustrovány na obrázku 14 zelenými šipkami. 
Nevýhodou této metody byla její neúplnost. Pokud jídlo bylo za složitější překážkou, nebyl mravenec 
schopen jídlo najít, tato situace je ilustrována na obrázku 14 červenou šipkou. Naopak výhodou byla 
možnost prohledávání do větší vzdálenosti, než byl mravencům vlastní rádius viditelnosti. Tuto 
situaci ilustruje obrázek 15. Mravenec využívá rádia druhého vlastního mravence a umožňuje tak 
rychlejší sběr jídla a zároveň omezuje možnost nenalezení viditelného jídla. 
 
Obrázek 15 Hledání cest - výhody 
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6.2.1 Úpravy hledání cest a sběru jídla po ukončení soutěže 
Hlavním cílem jak změnit hledání cest a sběr jídla bylo ve využití úplné a optimální metody 
prohledávání stavového prostoru. Vzhledem k malé hloubce prohledávání a větvení jsem využil 
prohledávání do šířky (BFS). Vzhledem k vyšší náročnosti jsem upravil maximální hloubku 
prohledávání, tu jsem po testování stanovil na hloubku 15 polí. Turnajový rádius, který měl mravenec 
viditelný, umocněný na druhou byl 77, takže v přímé cestě viděl maximálně 8 polí. Proto hloubka 
prohledávání byla dostatečná pro nalezení téměř jakéhokoliv jídla. 
Speciální vlastností mé implementace hledání cest je ukládání již nalezených cest do databáze a 
při hledání nové cesty se nejprve prohledává databáze již prozkoumaných cest a v případě nenalezení 
se teprve začíná hledat nová cesta pomocí BFS. Databáze ukládá cesty i v opačném směru než byla 
cesta požadována. Pokud je hledána cesta z A do B uloží se i cesta z B do A, a to jednoduchou 
reverzací cesty. Výjimkou bylo ukládání cest poblíž mraveniště, vzhledem k postavení statické 
obrany během hry nebylo možné ukládat tahy, které vedly přes tyto pozice. 
 
 
 
Obrázek 16: Rozestavení obranného valu 
 
6.3 Obrana a útok 
Obrana vlastního mraveniště byl nejdůležitější úkol, jakmile hráč přišel o mraveniště, ztrácel body. 
Pokud navíc bylo ztracené mraveniště poslední, nemohli se hráčovi rodit další mravenci a neměl šanci 
na další úspěch. V mnoha hrách rozhodl o vítězství jeden mravenec, který se zatoulal tak dobře, že 
nalezl cizí mraveniště a dokázal projít mezi přesilou cizích mravenců a mraveniště dobýt. Proto jsem 
se rozhodl bránit své mraveniště i za cenu zpomalení růstu kolonie. Obranu jsem řešil staticky 
  
    3        3 
       2        2 
      3   2   1        1  2   3 
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umístěnými mravenci kolem mého mraveniště v závislosti na počtu mých mravenců. Val se tvořil tří 
fázově v závislosti na počtu vlastních mravenců (25, 50 a 120 mravenců), na obrázku 16 jsou pro 
ilustraci mravenci ve valu očíslováni dle příslušnosti k jednotlivým fázím vytvoření valu. V případě, 
že klesne počet mravenců pod 25, obranný val se celý rozpadne. Cílem kompletního rozpadu 
najednou je pokus o zvrat v bitvě, kterou bot prohrává, příchodem většího počtu mravenců.  
Útok je prováděn velice jednoduše, jakmile mravenec uvidí nepřítele a nemá prioritnější úlohu, 
začne nepřítele pronásledovat. Stejně jako u hledání jídla je zvětšen rádius viditelnosti mravence na 
dvojnásobek a díky tomu mravenci provádějí útok kolektivněji a častěji se dostávají do situace 2 proti 
1 a zmenšují tak ztráty. Stejným způsobem jakým mravenci útočí na ostatní mravence, útočí i na 
jejich mraveniště. Jediným rozdílem je vyšší priorita pro útok na mraveniště.  
6.3.1 Úpravy útoku a obrany po ukončení soutěže 
Hlavním cílem po skončení soutěže bylo zajištění spolupráce mezi mravenci a implementace 
takového chování, aby mravenec neútočil na přesilu, což by znamenalo jeho smrt bez zabití nepřítele. 
A vyhledávání takových bojů, ve kterých by naopak mí mravenci útočili v přesile na soupeře. Tedy 
využít situací útoku 2 proti jednomu nebo například situací na obrázcích 11, 12, 13. Nejlepším 
způsobem jak vyhodnotit správný tah, je využití metod hraní her. Především tedy metody minimax. 
V mém případě se jednalo o zjednodušenou verzi, která vyhodnocovala jeden tah dopředu. Problém 
oproti klasickým problémům řešených pomocí minimaxu je ve hře Ants, že hráči táhnou zároveň. 
Proto se nejprve vyhodnocuji možné tahy soupeře vůči mým mravencům na pozici z minulého kola 
(simuluje se, že mí mravenci zůstanou stát do dalšího tahu na místě). Z takto získaného nejlépe 
ohodnoceného tahu soupeře se vybírá můj finální nejoptimálnější tah. Aby bylo možné toto 
ohodnocení udělat, je nutné mravence rozdělit do jednotlivých bojových skupin, v mém případě 
maximálně o 4 mravencích kvůli časové složitosti. Skupiny se tvoří jak u mých mravenců tak 
soupeřových. Jakmile je nepřátelský mravenec viditelný vyhledá se nejbližší můj mravenec. Do 
skupin těchto mravenců se přidají všichni mravenci v rádiu viditelnosti. 
Lehce upravena byla i obrana a to snížením počtu mravenců ve statické obraně pouze na dvě 
line a minimální počty pro jejich rozmístění stanoveny na 14 a 38 
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Obrázek 17: Kolmá spolupráce 
 
Ohodnocení kroků se počítá z řady proměnných. Nejdůležitější je situace dvou proti jednomu, 
pokud je tato situace z mého pohledu příznivá získává skupina nejvyšší ohodnocení (10 000), naopak 
pokud by se skupina do této situace měla dostat, stejný počet bodů se jí odečítá. Toto ohodnocení lze 
vyhodnotit, pouze pokud jsou mravenci v útočném rádiu v případě smrti jednoho mravence od obou 
soupeřů je stanoveno ohodnocení na 2000 bodů, jestli bude toto ohodnocení kladné nebo záporné je 
závislé na počtu mravenců. Pokud mám více, jak 80 mravenců akceptuji i situace jeden proti jednomu 
a ohodnocení je tedy kladné. Speciálním případem jsou skupiny o jednom mravenci, v tomto případě 
akceptuji situaci jeden proti jednomu vždy. Důvodem je, že většina botů se situacím jeden na jednoho 
vyhýbá a můj mravenec vyžene nepřítele z území, ze kterého následně další mí mravenci sbírají jídlo. 
Aby mravenci vyhledávali situace 2 proti jednomu je potřeba motivovat je i v ostatních krocích 
k vytvoření formací, které takovýmto situacím napomáhají. Je tedy třeba ohodnotit spolupráci 
mravenců. Pravidla pro vytvoření takovýchto formací jsou jednoduchá: 
 
• Kolmé směry 
♦ Aktuální mravenec je na stejném řádku nebo sloupci jako nepřítel. 
♦ Ohodnoceni jsou mravenci o jednotku vyšší nebo nižší v kolmých směrech oproti 
aktuálnímu mravenci a nepříteli viz obrázek 16. Vidíme, že bílí mravenci 
spolupracují a je možnost přibrat dalšího mravence na pravé straně. 
• Šikmé směry 
♦ Mravenci dostanou ohodnocení za spolupráci, pokud cesta mezi nimi a soupeřem 
je stejně dlouhá (stejný počet polí na cestě k nepřátelskému mravenci). 
♦ Mravenci spolu sousedí v diagonálách, tato situace je znázorněna na obrázku 17 
spolu s dalšími možnými místy pro kooperující mravence v této skupině. 
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Obrázek 18: Diagonální spolupráce 
 
Mravenci musí být motivování k útoku a ten nelze provést jinak než se přiblížit k soupeři na 
dostatečnou vzdálenost. Dalším ohodnocením je součet vzdáleností mezi skupinami soupeřících 
mravenců. Nižší vzdálenost znamená menší penalizaci, toto ohodnocení se tedy od skóre odečítá. 
Nejen útok na mravence je ohodnocen, ohodnocen je i útok na mraveniště a to podstatně vyšší 
hodnotou. Skóre je 500 poděleno vzdáleností mravence od mraveniště za každého mravence. Aby 
mravenci byli více motivování k pohybu, je stanovena penalizace, pokud zůstanou na stejném místě 
jako v minulém kole na deset bodů. Tato penalizace není nijak výrazná, pouze 10 bodů, takže 
neovlivní vyhodnocení důležitých situací, ale zlepšuje pohyblivost skupin.  
6.4 Ostatní činnosti  
Problémem bylo jakou činnost dát mravencům, kteří nemají co dělat. Pokud by neměli žádnou 
činnost, začali by se rychle kupit kolem mraveniště mravenci a kolonie by se velice pomalu 
rozrůstala. Právě zajistit růst je nejdůležitější a to nelze jinak než mít viditelné co největší území a 
rychle sbírat viditelné jídlo. Proto mravenci v situacích, kdy neměli žádnou důležitou činnost, hledali 
neprozkoumané území. Pokud neměli v dosahu žádné neprozkoumané oblasti tak se pohybovali na 
základě feromonových stop. V klasickém případě by mravenci byli feromony přitahováni, pro tento 
případ byli ale odpuzováni a chodili tak do nejméně navštívených míst. Aby mravenci měli šanci na 
objevení činnosti s větší důležitostí, byl tento pohyb plánován na několik kroků dopředu s predikcí 
dosažení cíle. Mravenec tak nalezl cestu na několik tahů dopředu a prozkoumal větší území než, 
kdyby se vybíral směr pohybu jen do příštího kola.  
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6.5 Možné rozšíření a optimalizace 
Soutěžní verze je primitivní, ale plní všechny základní funkce nutné pro chod bota a jeho 
konkurenceschopnost. Nad touto verzí existuje řada způsobů, jakým by šla upravovat a optimalizovat. 
Řadu z nich jsem již provedl. Za důležité považuji především zavedení ohodnocení při řešení soubojů 
a ukládání objevených cest do databáze. 
I po provedených úpravách lze můj bot dále optimalizovat. Jako nejpřínosnější možnou 
optimalizaci považuji alfa-beta prořezávání, díky kterému by se snížily výpočetní nároky, které jsou 
v jazyku Python poměrně vysoké a časový limit na jeden tah malý. Na základě zkušeností a znalostí 
získaných v soubojích lze upravit konstanty pro ohodnocení tahů. Nyní i přes ohodnocení se 
mravenec dostává do situací, které nepředpokládal jako nejvýhodnější, i když tomuto problému se 
nelze nikdy zcela vyhnout. Problémem je, že každý bot se chová jinak a i přesnost ohodnocení je u 
každého jiná. Hledání cest a jídla se dá upravit na některou z informovaných metod, je nutné vzít na 
vědomí, že je nutné si ohodnotit cenu přechodů, protože oficiálně není mapa nijak ohodnocena. 
Ohodnocení lze vytvořit na základě objektů (nepřátelé, jídlo) nebo vlastností daných polí (často 
procházené políčko, pole poblíž vody, pole v uzavřených oblastech) nebo jednoduše ohodnotit 
hodnotu přechodu jednotkově. Omezit náročnost hledání cest by šlo i propojením jednotlivých cest 
uložených v databázi. Zároveň by šlo zorganizovat hromadný útok, jakmile by bylo objeveno 
nepřátelské mraveniště na velké vzdálenosti s minimálním nárokem na délku výpočtu cesty. Velice 
zajímavým rozšířením by bylo plné využití technik strojového učení, genetických algoritmů nebo 
neuronových sítí, pro které jsem nenašel vhodné využití. Nutností pro tyto rozšíření je velký vzorek 
dat, navíc je vysoce pravděpodobné, že oproti deterministickému přístupu by tyto metody nebyly 
úspěšnější.  
Inspirovat se v možných rozšířeních lze i zkoumáním lepších protivníků. Velmi přínosné beru 
udržování co největší viditelné plochy (hráč Xathis). Díky této schopnosti je bot schopen objevit větší 
množství jídla a zároveň rychleji ho sesbírat. Velmi výhodné je i využívat terén ve svůj prospěch. 
Většina map je tvořena úzkými uličkami, které lze s malým počtem mravenců uzavřít tak, že nejsou 
průchozí bez konfrontace s těmito mravenci. Velmi dobře této situace využil hráč se jménem „SDil_“. 
Ten využil terénu a pravidel vyhodnocení tak, že postavil v těchto uličkách oblouk, který se prohýbal 
na stranu, kterou ovládal. Tímto zátarasem nešlo projít s menšími ztrátami, než měl tento hráč. Proto 
se řada botů nepokoušela jít do situace se záporným ohodnocením a pouze udržovala pozici. Důležité 
je, že jakmile se situace ustálila SDil_ odvolal mravence, kteří nebyli nutní pro udržení valu. Většina 
soupeřů odvolat mravence nedokázala a nepokusila se ani val prorazit, kvůli špatnému hodnocení. 
Takto vznikal rozdíl ve využitelných mravencích a tento hráč získával výhodu.  
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7 Výsledky v Google AI Challenge 
Během celé doby vývoje bota je třeba testovat funkčnost nově implementovaných funkcí v reálném 
prostředí. A kontrolovat jestli plní kýžené požadavky. K tomu sloužil oficiální server, který po celý 
průběh soutěže organizoval zápasy, bylo tak možno porovnat funkčnost i s ostatními boty. Bohužel 
účastníků bylo takové množství, že doba mezi jednotlivými zápasy byla průměrně 2 hodiny. Proto 
bylo nutné testovat i lokálně pomocí oficiálně vytvořeného vizualizéru. Ten byl schopen provádět 
zápasy stejně jako oficiální server. Jako vzorové soupeře bylo možno použít několik oficiálních 
triviálních implementací botů a po skončení soutěže i boty, jejichž autoři zveřejnili své zdrojové 
kódy. Výsledky mohu rozdělit na oficiální, ty jsou popsány v kapitole 7.1. A neoficiální, kapitola 7.2. 
Výsledky jsou takto rozděleny, protože AI Challenge vrcholila 19. prosince, kdy byla uzávěrka 
soutěže. Poté následoval hlavní turnaj a vyhodnocení výsledků. Po dohrání turnaje se již další zápasy 
přes oficiální systém nedaly hrát. Musel jsem tedy přistoupit k neoficiálním zápasům, které umožňuje 
vizualizér. Mé další testování tedy pokračovalo offline a jako soupeři mi posloužili jak oficiální 
vzoroví boti, tak starší verze mého vlastního bota, ale především několik soutěžních botů, jejichž 
autoři po ukončení turnaje zveřejnili jejich kódy.  
7.1 Oficiální turnaj 
Hlavní část zápasů přišla až s uzávěrkou hlavního turnaje, která byla 19. Prosince. Před hlavním 
turnajem byly všechny dosavadní výsledky anulovány a všichni začínali od začátku. Vzhledem 
k omezeným časovým možnostem a výkonu zařízení organizátorů nebylo odehráno příliš mnoho 
zápasů a dosažení co nejnižší statistické odchylky. Turnaj probíhal tak, že proti sobě stáli vždy 
podobně úspěšní soupeři. Nehrály se tedy zápasy, které měly jednoznačný výsledek již předem. 
Úspěšnost bota byla hodnocena podle dovedností bota (skill), ty se počítaly podle hodnotícího 
systému TrueSkill™, který vyvinula společnost Microsoft19. Velmi zjednodušeně hodnocení se zvýší, 
pokud jsme úspěšní nebo sníží, pokud jsme neúspěšní a to v závislosti na počtu a dovednostech 
ostatních soupeřů (pokud porazíme zkušenějšího soupeře, zvýší se skill více). Dle dovedností lze určit 
pravděpodobný výsledek zápasu. 
  
                                                     
19
 Detailní popis na URL: http://research.microsoft.com/en-us/projects/trueskill/ 
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1. místo 29 
2. místo 20 
3. místo 16 
4. místo 6 
5. místo 9 
6. místo 7 
7. místo 2 
8. místo 0 
Tabulka 2: Umístění v turnaji při průměrném počtu 5,53 hráčů v zápase 
 
V hlavním turnaji můj bot odehrál celkem 89 her. Statistika výsledků20 je zobrazena v tabulce 
2. Pozitivním výsledkem bylo celkem 29 prvních míst a dokonce 60krát můj bot přežil až do konce 
zápasu. Naopak lehkým negativem bylo celkem 13 posledních míst. Výsledky v jednotlivých druzích 
map byly s mírnou statistickou odchylkou srovnatelné, kromě úmrtnosti v mapách typu maze. 
V těchto mapách můj bot přežil pouze v 57% her. Což bylo zhruba o 20% méně, než v ostatních 
mapách. Výsledky byly ovlivněny systémem výběru protivníků zmíněným výše. Tím, že vždy hráli 
stejně zdatní soupeři proti sobě, odpovídaly i výsledky a přibližovaly průměru. Moje průměrné 
procentuální umístění21 bylo 62% z průměrného počtu hráčů 5,53 na zápas. Tyto výsledky mi 
z celkového počtu 7897 účastníků zajistily místo mezi tisíci nejlepšími, konkrétně 969. místo. Což 
v rámci České republiky (celkově 72 účastníků) byl 11. nejlepší bot turnaje a v rámci VUT v Brně (9 
účastníků) dokonce nejlepší bot. 
7.1.1 Srovnání soutěžní verze s vybranými boty 
V hlavním turnaji nebyl prostor pro rozsáhlejší turnaj, protože by jeho dohrání zabralo dlouhou dobu. 
Po ukončení soutěže řada soutěžících uvolnila zdrojové kódy svých botů. Využil jsem těchto botů a 
otestoval proti nim kvalitu mého bota. V mapách pro více hráčů výsledky korespondovaly 
s umístěním v turnaji, ale v mapách pro dva hráče byly výsledky výrazně odlišné. Rozhodl jsem se 
otestovat chování botů v mapách pro dva hráče na větším počtu zápasů. Vybral jsem náhodně jednu 
mapu z každého druhu map a odehrál s každým z vybraných botů 100 zápasů na dané mapě. Díky 
velkému počtu zápasů se tak výrazně zmenšila statistická odchylka. Dalšími faktory, kromě malého 
počtu her, které mohly mít vliv na zkreslení hodnocení, bylo také postavení hráčů při větším počtu 
                                                     
20
 Detail a záznam všech zápasů je dostupný na http://aichallenge.org/profile.php?user=13930 
21
 Za první místo bylo 100%, za poslední 0% a ostatní byly odstupňovány rovnoměrně podle počtu hráčů. 
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hráčů. Pokud byl hráč vedle nejzkušenějšího hráče v daném zápase, bylo vysoce pravděpodobné, že 
vypadne dřív než vzdálenější hráči, i když tito hráči mohli být horší. Nebo úmyslná taktika útěku před 
konfliktem, která měla za cíl udržet hráče za každou cenu ve hře a získat lepší hodnocení. Ve hře 
jeden na jednoho, tyto faktory neměly vliv na hodnocení. Výsledky jsou v tabulce 2. Skóre ukazuje 
součet počtu bodů získaných v jednotlivých hrách.  Každý hráč má na začátku 1 bod za každé vlastní 
mraveniště, který ztrácí, pokud mu ho soupeř zničí. Za zničení mraveniště hráč získává 2 body. Ve 
vedlejším sloupci je průměrný počet tahů na jednu hru. Na mapě typu maze, měli mravenci 3 
mraveniště, proto je skóre úměrně vyšší. Tato mapa byla vybrána, aby bylo otestováno chování botů 
při větším počtu mravenišť.  
Jak je z tabulky 3 vidět, výsledky jsou dost odlišné oproti pořadí v soutěži. Skóre je z pohledu 
protivníka vůči mému botu a v závorce je počet nerozhodných zápasů. S přehledem porážím bota o 
více jak sto příček lepšího a v některých mapách vedu vyrovnané boje proti botům jejichž umístění 
bylo lepší zhruba 200 až 400 příček. Jako příčinu takto markantního rozdílu oproti oficiálnímu turnaji 
považuji především výše zmíněné faktory. V mém případě mohl hrát částečnou roli při tak malém 
počtu zápasů i prohraný první zápas, který mě posunul v aktuálním hodnocení mezi nejhorší hráče, a 
následujících několik zápasů trvalo, než jsem vystoupal mezi podobně kvalitní soupeře.  
 
Pořadí v 
turnaji Název bota 
Poměr bodů v mapě 
random_walk 
Poměr bodů v mapě 
maze 
Poměr bodů v mapě 
cell_maze 
Skóre Počet tahů Skóre 
Počet 
tahů Skóre 
Počet 
tahů 
1. Xathis 100:0 129 100:0 158 100:0 172 
21. Oldman 100:0 146 100:0 207 100:0 203 
39. Speedy_Consoles 100:0 140 99:1 194 100:0 182 
93. Egreavette 97:3 275 91:7 (2) 380 100:0 306 
100. Ifdef 100:0 135 100:0 209 100:0 247 
127. Codetiger 100:0 163 99:1 250 100:0 221 
205. Agent_Smith 91:9 223 100:0 196 100:0 216 
322. AntsInYourPants 100:0 190 97:0 (3) 461 100:0 275 
564. Salar2k 90:9 (1) 391 38:35 (27) 791 70:29 (1) 498 
574. Tiberiu44 88:12 300 32:61 (7) 592 94:6 435 
726. Utoxin 23:77 243 26:56 (18) 654 57:41 (2) 532 
764. Flux_w42 28:72 200 85:15 348 100:0 219 
813. Nmalbran 4:96 301 12:77 (11) 505 2:98 414 
941. Gakman 25:75 271 3:92 (5) 441 31:64 (5) 570 
993. Ninja-pica-pica 12:88 301 19:73 (8) 729 18:81 (1) 553 
1553. Wraithan 0:100 212 0:97 (3) 420 0:100 339 
Tabulka 3: Statistika výsledků v mapách pro 2 hráče, vůči mému botu 
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7.2 Srovnání finální verze 
Finální verze, jak jsem již popsal v kapitole 6, obsahovala oproti soutěžní verzi řadu úprav a 
vylepšení. Proto jsem očekával i náležitý růst schopností bota. Největším problémem byla náročnost 
výpočtů spojených hlavně s variantou minimaxu použitého pro výpočet ohodnocení. S tím také 
souviselo chování bota. Ten v případě, že se blížil limit pro zaslání zprávy o tahu přerušil svou 
činnost a odeslal zprávu, vyhodnocování tedy nebylo kompletní a vedlo ke zhoršení vlastnostem bota. 
Toto řešení, i když zhoršuje vlastnosti je lepší než nechat bota dopočítat, což by vedlo k vypršení 
časového limitu a ukončení bota. Takto existuje šance, že v dalších kolech nenastane důvod 
předchozího vypršení limitu a bot opět začne fungovat správně. I když výsledky nedopadly dle 
předpokladů má chování finální verze několik pozitiv. Jako nevětší pozitivum hodnotím mnohem 
vyšší počet soubojů s větším počtem mých mravenců proti menšině protivníka (situace dva proti 
jednomu, tři proti dvěma,…). Díky BFS se lépe hledaly cesty jak k jídlu, tak cesty při útoku na 
nepřátele.  
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8 Závěr 
Cílem této bakalářské práce bylo implementovat bota do soutěže AI Challenge sponzorovanou 
společností Google a zúčastnit se této soutěže. Povedlo se bota implementovat i zúčastnit se soutěže. 
Bohužel uzávěrka soutěže byla již v prosinci, a proto bot nebyl na nejvyšší možné úrovni. Testoval 
jsem jak soutěžní tak finální verzi proti botům jejichž autoři zveřejnili svoje zdrojové kódy. Soutěžní 
verze byla velmi triviální s řadou nedokonalostí. Řadu důležitých faktorů úplně ignorovala, jako 
například situaci 2 proti 1 v soubojích mezi mravenci. Hledání cest nebylo úplné ani optimální. I přes 
tyto nedostatky jsem dosáhl velmi dobrých výsledků a umístil jsem se v turnaji mezi první tisícovkou 
účastníků v konkurenci necelých 8 tisíc soutěžících. Bota jsem dále vylepšoval a optimalizoval. 
Snažil jsem se odstranit všechny mě známé nedostatky a využít k další optimalizaci sofistikovanější 
metody. I přes dlouhý čas strávený úpravami se konečná verze s odstraněnými výše zmíněnými 
nedostatky a dalšími optimalizacemi jako ukládání již objevených cest, nedokázala plně vyrovnat 
triviální soutěžní verzi.  
Práce dále rozebírá přístupy k řešení problémů v umělé inteligenci, které měly alespoň 
částečnou spojitost s implementací. Jedná se především o metody prohledávání stavového prostoru, 
které se daly využít například pro hledání cest k jídlu. Dále metody hraní her, které účinné při řešení 
boji mezi mravenci. Navíc metody strojového učení a neuronových sítí, pro které se mi nepodařilo 
najít vhodné uplatnění vzhledem k formátu soutěže a bota, ale neodmyslitelně patří mezi významné 
metody používaných v umělé inteligenci. Dle mého názoru je velmi zajímavá je kapitola 4, která 
rozebírá problémy umělé inteligence v počítačových hrách, především mě zaujalo porovnání 
schopností umělé inteligence s inteligencí lidskou. V některých hrách je na tak vysoké úrovni, že 
člověk jí nemůže konkurovat (FPS, dáma, šachy) a v jiných naopak umělá inteligence je na úrovni 
amatérského hráče (Go).  
Umělá inteligence je natolik obsáhlá oblast bádání, že ji nelze obsáhnout celou. Proto na 
obecné úrovni by se dala dále rozvíjet mnoha směry, například popsáním dalším metod a jejich 
optimalizacemi. Velmi zajímavou metodou hledání cest je urychlení pomocí odstranění symetrických 
cest22. 
 
 
 
 
                                                     
22Více informací je možné získat na http://aigamedev.com/open/tutorial/symmetry-in-pathfinding/ 
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• text - elektronická podoba této bakalářské práce ve formátu pdf a docx 
  
V adresářích jsou soubory README s bližším popisem obsahu a jeho použití, popřípadě způsob 
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