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Zakljucˇna naloga obravnava poblem zaznave cˇloveka z vgradnim racˇunalnikom in ka-
mero, pri tem uporabljamo konvolucijske nevronske mrezˇe in model Posenet. Vzposta-
vili smo sistem s kamero, LED diodo in racˇunalnikom Google Coral, ki je opremljen z
EdgeTPU enoto, ki je posebej namenjena uporabi konvolucijskih mrezˇ. Sistem deluje
tako, da ko kamera zazna prisotnost cˇloveka, LED dioda zasveti. Tehnologija omogocˇa





Detecting the presence of humans using an embedded computer
with a camera
Matej Rostohar






Thesis addresses the problem of human detection using a built-in computer and camera.
Main software structure uses convolutional neural networks in combination with the
Posenet model. We’ve assembled a system for human detection whose main components
are: camera, LED diode and Google Coral computer, equipped with EdgeTPU module
for fast and reliable usage of convolutional neural networks. The working principle
of the system is as follows: when the camera detects a human being, the LED lights
up. Technology allows autonomous robots to have a new method of extracting and
interpreting information from the enviroment.
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RGB sistem prezentacije barv (ang. Red, Green, Blue)
TPU tenzorsko procesna enota (ang. Tensor Process Unit)
LED svetlecˇa dioda, polprevodniˇski element (ang. Light Emitting Diode)
GPIO digitalni in analogni prikljucˇki (ang. General Purpose Input/Output)
LAN lokalno omrezˇje (ang. Local Area Network)
USB univerzalni serijski prikljucˇek (ang. Universal Serial Bus)
USB-C razlicˇica USB prikljucˇka
GB kolicˇina informacij, ki ustreza tisocˇim milijonom bajtov (ang. Giga-
byte)
RAM delovni spomin (ang. Random Access Memory)
OS operacijski sistem (ang. Operating System)
MIPI-CSI standardni industrijski konektor za kamero (ang. Camera Serial In-
terface)
MDT programsko orodje za Google Coral (ang. Mendel Development Tool)




Sodobna industrija poleg znanja strojniˇstva in elektrotehnike vse bolj vkljucˇuje tudi
podrocˇja informacijskih tehnologij. Razvoj in realizacija razvijajocˇe se industrije 4.0
tako ne temelji samo na znanju, ki je prevladovalo preteklo stoletje, ampak zˇeli poleg
tega procese nadgraditi z informacijami in velikim sˇtevilom podatkov, ki skrbijo za
usklajeno in optimalno delovanje strojev in naprav. Kadar govorimo o industriji 4.0,
imamo v mislih pametne tovarne, ki so trenutno vecˇinoma v fazi razvoja, v nekaterih
podjetjih pa lahko opazimo prve poskuse vgradnje pametnih sistemov v zˇe obstojecˇe
tovarne.
Pametna tovarna obicˇajno vkljucˇuje postrojenja, ki so preko digitalnih sistemov pove-
zana v celoto. Razvoj gre v smeri povezljivosti strojev in naprav, z zˇeljo po cˇim vecˇji
produktivnosti, zanesljivosti, prilagodljivosti in dolgi zˇivljenjski dobi pametne tovarne,
ki je sposobna izdelati veliko sˇtevilo kakovostnih izdelkov pri minimalnem vkljucˇevanju
cˇloveka v sam proizvodnji proces.
Glede na to, da roboti v pametnih tovarnah delujejo avtonomno, zˇelimo, da so opre-
mljeni s sistemom za strojni vid. Na ta nacˇin je robot povezljiv z okolico na viˇsjem
nivoju, saj lahko ob uporabi umetne inteligence stroj iz okolice pridobiva pomembne in-
formacije. Zanima nas predvsem detekcija cˇloveka z uporabo strojnega vida, saj s tem
omogocˇimo robotu, da v primeru nekontroliranega posega cˇloveka v proces, pametna
tovarna reagira temu primerno in morebiti vkljucˇi varnostni izklop [1].
1.2 Cilji naloge
Cilj diplomskega dela je povezati vgradni racˇunalnik s kamero in z uporabo primernih
programskih orodij realizirati zaznavo cˇloveka na sliki v realnem cˇasu. Glavni namen
taksˇnega sistema bi bila uporaba v pametnih tovarnah, predvsem je zazˇelena nadgra-
dnja avtonomnih robotov s strojnim vidom.
Zˇelja in cilj je izdelati in raziskati delovanja sistema za prepoznavo cˇloveka na temeljnem
nivoju. V nadaljevanju zˇelimo raziskati tudi mozˇnosti razvoja ali nadgradnje osnovnega
sistema ter potencial te tehnologije na ostalih podrocˇjih industrijske avtomatizacije.
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1.3 Pregled poglavij zakljucˇnega dela
Struktura dela je taksˇna, da najprej obravnava splosˇne teoreticˇne osnove nevronskih
mrezˇ. V nadaljevanju potrobneje raziˇscˇemo njihovo delovanje in pomen. Nato sledi
poglavje o konvolucijskih nevronskih mrezˇah in obdelavi slik z omenjenimi strukturami,
hkrati se seznanimo tudi z modelom Posenet. Po zakljucˇku teoreticˇnih osnov sledi
pregled eksperimentalnega dela, torej vzpostavitve sistema vgradnega racˇunalnika s
kamero za detekcijo cˇloveka. Opisane so metode dela, uporabljene komponente itd.
Izvedena je bila validacija sistema. Za konec sledi sˇe pregled literature.
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2 Teoreticˇne osnove
2.1 Prepoznava cˇloveka s kamero
Podrocˇje racˇunalniˇskega vida se zˇe vrsto let ukvarja z zaznavanjem cˇloveka. Poleg
detekcije sta zazˇeljena tudi sledenje ter prepoznava pozicije cˇlovesˇkih udov, saj ta
tehnologija omogocˇa kakovostno in varno implementacijo avtonomnih robotov v so-
dobno industrijo. V kolikor zˇelimo realizirati strojni vid, je potrebna ustrezna oprema.
Med temeljne strojne komponente sˇtejemo vgradni racˇunalnik in kamero, ustrezna pro-
gramska oprema pa temelji na konvolucijskih nevronskih mrezˇah, ki se uporabljajo za
procesiranje slik. V nadaljevanju bomo pojasnili, kako konvolucijske nevronske mrezˇe
delujejo s strojnim ucˇenjem in kako to tehnologijo uporabimo za detekcijo cˇloveka [1].
2.2 Nevronske mrezˇe
Nevronska mrezˇa (ang. neural network) je racˇunalniˇski program, ki je namenjen obde-
lavi informacij, primer je prikazan na sliki 2.1. Ideja in delovanje nevronskih mrezˇ sta
snovana po vzoru biolosˇkih nevronskih sistemov (cˇlovesˇkih mozˇganih). Podobno kot
biolosˇke nevronske mrezˇe se tudi umetne ucˇijo s procesom ucˇenja na primerih. Model
nevronske mrezˇe je sestavljen iz velikega sˇtevila nevronov, ki so med seboj povezani
s sinapsami. Obicˇajni racˇunalniˇski algoritmi in nevronske mrezˇe ne tekmujejo med
seboj, ampak se dopolnjujejo. Za resˇevanje problemov, kjer je bolj primeren klasicˇni
algoritemski pristop, tako uporabljamo zˇe uveljavljene obicˇajne metode, ostale naloge
pa resˇujemo z nevronskimi mrezˇami. Optimalno resˇitev naloge obicˇajno zagotovimo s
kombinacijo obeh metod, kjer je racˇunalnik uporabljen za nadzor delovanja nevronske
mrezˇe [2–4].
2.2.1 Uporabnost nevronskih mrezˇ
Nevronske mrezˇe imajo za razliko od ostalih racˇunalniˇskih algoritmov izjemno sposob-
nost razlocˇevanja in izlocˇevanja informacij iz nejasnih in kompliciranih vzorcev, zato se
obsezˇno uporabljajo tam, kjer je potrebno iskanje kompleksnih vzorcev, trendov, ki so
prevecˇ kompleksni, da bi jih zaznali ljudje ali ostale racˇunalniˇske tehnike. Nevronske
mrezˇe dajejo odgovor na vprasˇanje ”kaj cˇe”in predvidevajo nove situacije.
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Slika 2.1: Kompleksna nevronska mrezˇa [2].
2.2.2 Glavne prednosti nevronskih mrezˇ
– Adaptivno ucˇenje: zmozˇnost naucˇiti se, kako opraviti neko nalogo glede na dane
vstopne podatke. Nevronske mrezˇe ne moremo sprogramirati tako, da bi opravile
dolocˇeno nalogo. Pomembno je, da izberemo set ucˇnih primerov in skozi iteracije
izvajanja pustimo, da se nevronska mrezˇa naucˇi resˇiti dolocˇen problem. Prednost
tega je, da je naucˇena nevronska mrezˇa sposobna resˇiti mnoge primere, s katerimi
se sˇe ni srecˇala nikoli, v kolikor so ti do neke mere podobni ucˇnim primerom. Pri
izvajanju adaptivnega ucˇenja moramo paziti, da ima nevronska mrezˇa na voljo kva-
litetne ucˇne primere in dovolj cˇasa. V nasprotnem primeru lahko nevronska mrezˇa
deluje nepredvidljivo in vrne nezanesljive rezultate.
– Samoorganizacija: sposobnost nevronske mrezˇe, da lahko informacije, ki jih pri-
dobi med ucˇenjem, ogranizira in reprezentira po lastni presoji. Na ta nacˇin nevronska
mrezˇa sama optimizira delovanje in povezave med nevroni glede na ucˇni primer.
– Operacije v realnem cˇasu: nevronske mrezˇe izvajajo operacije paralelno, saj vsak
nevron deluje relativno neodvisno od ostalih. Prednost tega je, da se lahko nevronske
mrezˇe prilagajajo zapletenemu novemu okolju v realnem cˇasu.
– Nicˇelna toleranca preko obsezˇnega informacijskega kodiranja: gre za la-
stnost nevronskih mrezˇ, ki podaja korelacijo med celovitostjo, izpopolnjenostjo mrezˇe
proti njeni uspesˇnosti. To pomeni, da bolj kot je nevronska mrezˇa izpopolnjena, bolj
gotov rezultat poda in obratno (v kolikor se del mrezˇe posˇkoduje, dobimo manj
zanesljive rezultate).
2.2.3 Delovanje preproste nevronske mrezˇe
Osnovni gradnik vsake nevronske mrezˇe predstavlja nevron, ti se med seboj povezujejo s
sinapsami. Parametri, ki definirajo sinapse, so prilagodljivi, kar omogocˇa spreminjanje
signalov, ki potujejo skozi nevron (sinapse se spreminjajo in preurejajo med procesom
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ucˇenja). Arhitektura in delovanje umetnega nevrona izhajata iz biolosˇkega, kar lahko
vidimo na slikah 2.2 in 2.3. Nevronsko mrezˇo sestavimo po vzoru biolosˇkih, tako
da posnemamo sestavne dele in mehanizem delovanja. Umetni nevroni predstavljajo
idealiziran primer biolosˇkih zaradi sˇe nepopolnega poznavanja biolosˇkih nevronov in
omejitev v racˇunalniˇskem programiranju.
Slika 2.2: Shema biolosˇkega nevrona [2].
Slika 2.3: Shema umetnega nevrona [2].
Preprosto umetno nevronsko mrezˇo matematicˇno ponazorimo kot n-delen, usmerjen,
aciklicˇni graf. Primer je prikazan na sliki 2.4. Kot lahko vidimo, so enostavne nevronske




Vhodna plast je povezana s skrito plastjo, ta pa z izhodno, pri cˇemer je skrita plast
lahko sestavljena iz vecˇ podplasti. Vhodna plast ima toliko nevronov, kolikor informacij
zajamemo, izhodna plast pa ima obicˇajno en izhod, lahko tudi vecˇ. V nevronsko mrezˇo
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Slika 2.4: Enostavna nevronska mrezˇa [4].
tako vstopi veliko informacij, ki se skozi mrezˇo nekoliko spremenijo. Po procesiranju
dobimo set podatkov, katerih vrednost pa je odvisna od vrste nevronske mrezˇe, vhodnih
informacij, nacˇina ucˇenja itd.
Vhodna plast sprejme zgolj informacijo, ki jo vnese v nevronsko mrezˇo. Aktivnost
v skriti plasti je odvisna od informacije in utezˇi posameznih povezav med vhodno in
skrito plastjo. Kako reagira izhodna plast je odvisno od aktivnosti v skriti plasti in od
utezˇi med skrito in izhodno plastjo.
Vsaka nevronska mrezˇa ima dva nacˇina delovanja: ucˇni nacˇin in uporabniˇski nacˇin.
Kadar uporabljamo ucˇni nacˇin, nevronsko mrezˇo ucˇimo, kako naj reagira na dolocˇen
vzorec na vhodu. V delovnem nacˇinu pa v nevronsko mrezˇo vnesemo set podatkov
in opazujemo, kaj dobimo na izhodu. V kolikor so vhodni podatki enaki ucˇnemu
primeru, nevronska mrezˇa zˇe pozna najboljˇso resˇitev. Delovanje mrezˇe je v tem primeru
popolnoma definirano, na izhodu pa dobimo ustrezen signal. Cˇe vhodnega vzorca ni
na seznamu naucˇenih, se za dolocˇitev delovanja uporabijo pravila prozˇenja, izodni
signal je tokrat drugacˇen.
Pravila prozˇenja so zelo pomemben sestavni del nevronskih mrezˇ, saj so vzrok za nji-
hovo veliko fleksibilnost. Pravilo prozˇenja dolocˇi, kako lahko matematicˇno izracˇunamo,
kdaj naj se nevron ob nekem vzorcu sprozˇi in kdaj ne. Pravila se nanasˇajo na vse mozˇne
kombinacije vhodnih vzorcev in ne samo na tiste, s katerimi je bil nevron naucˇen. Pre-
prost primer pravila prozˇenja uporablja tehniko Hammingove razdalje in pravi sledecˇe:
”Iz zbirke ucˇnih vzorcev jih vzamemo nekaj, ki sprozˇijo vozliˇscˇa in nekaj, ki jih ne
sprozˇijo. Potem vzorci, ki niso del prvotne zbirke, povzrocˇijo, da se vozliˇscˇe sprozˇi, cˇe
imajo z vhodnimi elementi vecˇ skupnih lastnosti z najbolj podobnim naucˇenim vzor-
cem, ki vozliˇscˇe sprozˇi, kot s tistim, ki vozliˇscˇa ne sprozˇi. Cˇe ima vhodni vzorec enako
sˇtevilo podobnosti in razlik z naucˇenimi primeri, potem vzorec ostane v nedolocˇenem
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stanju”. Zato je izbira pravih ucˇnih vzorcev izjemnega pomena.
Delovanje nevronske mrezˇe je odvisno od njene prenosne funkcije (povezuje vhod z
izhodom) in utezˇi na povezavah. Cˇe zˇelimo torej ustvariti nevronsko mrezˇo, ki je spo-
sobna opraviti neko nalogo, moramo pred zacˇetkom ucˇenja ustrezno definirati povezave
in utezˇi. Povezave definirajo, kateri izmed nevronov lahko vpliva na naslednjega, utezˇi
pa dolocˇajo, kako mocˇno vpliva trenutni nevron na naslednika. Proces ucˇenja poteka
po naslednjem postopku:
1. Mrezˇi podamo ucˇne primere.
2. Primerjamo, kako se dobljeni izhodni podatki ujemajo z realnim stanjem.
3. Spreminjamo utezˇi na povezavah toliko cˇasa, da dobimo najboljˇsi priblizˇek za zˇeleni
razultat.
Po procesu ucˇenja je nevronska mrezˇa pripravljena, da opravlja zastavljene naloge.
2.3 Konvolucijske nevronske mrezˇe
Konvolucijske nevronske mrezˇe (ang. convolutional neural network) so umetne ne-
vronske mrezˇe, ki se najpogosteje uporabljajo pri procesiranju slik oziroma vizualnih
podatkov. Te so sˇe posebej dobre v prepoznavanju in izlocˇanju vzorcev iz vhodnih
podatkov (slike) ter pri interpretaciji dobljenih rezultatov v smiselne zakljucˇke. Kon-
volucijske nevronske mrezˇe se od obicˇajnih nevronskih mrezˇ razlikujejo v tem, da imajo
skriti nivo, sestavljen iz vecˇ konvolucijskih nivojev [3, 5, 6, 6–8].
2.3.1 Delovanje konvolucijske nevronske mrezˇe
Kot zˇe omenjeno, so konvolucijske nevronske mrezˇe sˇe posebej dobre pri odkrivanju
vzorcev v vhodnem setu informacij, kar jim omogocˇajo sˇtevilni konvolucijski nivoji.
Vsak izmed teh nivojev je sestavljen iz velikega sˇtevila nevronov, ki so dejansko filtri,
s pomocˇjo katerih zaznavamo in izlocˇamo posamezne vzorce iz slik.
Za primer si poglejmo sliko 2.5. Cˇeprav je fotografija preprosta, lahko na njej zaznamo
sˇtevilne vzorce, kot so na primer robovi, oblike, teksture, objekti itd. Vsakega izmed
vzorcev lahko posebej zaznamo z namenskim nevronom oziroma filtrom v konvolucij-
skem nivoju. Prvi nivo, do katerega pride slika, zazna preproste vzorce, kot so robovi,
koti, krogi, kvadrati, preproste geometrijske oblike. Globje kot se spustimo v konvo-
lucijsko nevronsko mrezˇo, bolj kompleksni in specificˇni postanejo filtri. Na ta nacˇin
lahko zaznamo zapletene vzorce, kot so na primer ocˇi, usta, usˇesa, lasje, kljun, perje,
sˇapa itd. V kolikor je konvolucijska nevronska mrezˇa zelo izpopolnjena, lahko filtri v
zadnjih nivojih zaznavajo celo vzorce, kot so osebe, zˇivali, stavbe ipd.
2.3.2 Konvolucija
Vsak izmed konvolucijskih nivojev deluje tako, da nevron v konvolucijskemu nivoju
prejme informacijo, jo na dolocˇen nacˇin transformira in poda naslednjemu konvolucij-
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Slika 2.5: Preprosta 2D slika [9].
skem nivoju, dokler celotna mrezˇa ne poda rezultata v izhodnem nivoju. Transfor-
macija informacije v primeru konvolucijskih nevronskih mrezˇ je posebna matematicˇna
operacija, imenovana konvolucija.
Zamislimo si, da imamo konvolucijsko nevronsko mrezˇo za prepoznavanje rocˇno za-
pisanih sˇtevil. Mrezˇa torej prejme sliko rocˇno napisane sˇtevilke, njena naloga pa je
ugotoviti, katera sˇtevilka je bila napisana. Za lazˇje razumevanje filtrov in konvolucije,
si poglejmo primer na sliki 2.6. Na levi strani vidimo matricˇno reprezentacijo vhodne
slike. Vrednosti v tej matriki so neposredno ovrednoteni piksli iz vhodne slike. Ta ma-
trika predstavlja nasˇ vhodni set podatkov, ki bo posredovan konvolucijskemu nivoju.
Za lazˇje razumevanje si zamislimo, da ima prvi konvolucijski nivo zgolj en filter, ki ga
na sliki 2.6 vidimo na sredi.
Slika 2.6: Elementi konvolucije [10].
Filter predstavlja matrika nakljucˇnih sˇtevil. Vrednosti teh sˇtevil so odvisne od tega,
kaj zˇelimo, da nasˇ filter zazna. Na sliki 2.6 je to filter za zaznavo robov.
Konvolucijo imenujemo matematicˇna operacija, pri kateri matrika filtra, v nasˇem pri-
meru velikosti 3x3, drsi skozi celotno vhodno matriko. Pri tem izvajamo skalarno
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mnozˇenje matrike filtra z matriko velikosti 3x3 iz vhodnih podatkov, kakor je prika-
zano na sliki 2.7. Rezultate vseh mnozˇenj zapiˇsemo v novo matriko, ki predstavlja izhod
iz trenutnega konvolucijskega nivoja. V nadaljevanju se ta matrika posˇlje v naslednji
konvolucijski nivo kot vhod.
Slika 2.7: Prvi matematicˇni korak konvolucije [10].
V izhodni matriki so zbrani sklarni produkti mnozˇenja filtra s podmatrikami vhodne
matrike, kar predstavlja konvolucijo. Ta matrika potuje v naslednji konvolucijski nivo,
nad katero se zopet izvaja konvolucija z naslednjim filtrom. Vsaka izhodna matrika
ohrani informacijo o vhodnih podatkih, le da so ti predstavljeni na drugacˇen nacˇin.
2.4 Zaznava cˇloveka z uporabo konvolucijskih ne-
vronskih mrezˇ
Zaznava cˇloveka in ocena poze, v kateri se nahaja je bistvenega pomena pri razumevanju
dejanj ljudi na slikah in video posnetkih. Za nas je kljucˇnega pomena predvidevanje,
kje in v kaksˇni poziciji se bo cˇlovek nahajal, saj lahko tako zagotovimo varno interakcijo
cˇloveka in robotov v pametnih tovarnah. Gre za kompleksno nalogo, saj se cˇlovek zaradi
fleksibilnosti udov lahko nahaja v veliko razlicˇnih pozicijah. Za to podrocˇje zaznav so
se izkazale najbolj primerne konvolucijske nevronske mrezˇe [6, 8, 10–13].
2.4.1 Posenet
Posenet je model oziroma skupina tehnik strojnega vida, ki se uporablja za detekcijo
cˇloveka in njegove poze na slikah ali video posnetkih. Model ne prepoznava, kdo je na
sliki ali video posnetku, ampak z uporabo njega dolocˇamo le pozo, v kateri se nahaja
cˇlovek. Eden izmed mozˇnih rezultatov je prikazan na sliki 2.8.
Fundamentalno je posenet zˇe naucˇena konvolucijska nevronska mrezˇa, specializirana za
zaznavo cˇlovesˇke poze. Obstajata dve razlicˇici modela. Ena se uporablja preko brskal-
nika, druga pa je nekoliko preurejena in namenjena uporabi z Google Coral vgradnim
racˇunalnikom. Modela se v dolocˇenih detajlih razlikujeta, osnovna zgradba je enaka
in bazira na MobileNet V1 arhitekturi. Uporabili smo tisto verzijo Poseneta, ki se
9
Teoreticˇne osnove
Slika 2.8: Resˇitev, ki jo predlaga Posenet [11].
uporablja z racˇunalnikom Google Coral, saj je cilj te naloge vzpostaviti samostojen
sistem, ki je s kamero sporoben zaznati in reagirati na prisotnost cˇloveka [7, 11,12].
2.4.1.1 Delovanje Posenet modela
Dolocˇitev cˇlovesˇke pozicije s Posenet poteka v dveh korakih:
1. Vhodna RGB slika se prevede skozi konvolucijsko nevronsko mrezˇo. Kot rezultat
dobimo vecˇje sˇtevilo oblakov tocˇk (pikslov) na sliki, ki predstavljajo dolocˇen del te-
lesa, ki ga je konvolucijska nevronska mrezˇa prepoznala (dolocˇeno sˇtevilo pikslov lahko
predstavlja glezˇenj, koleno ipd.). Ta korak se izvaja na Google Coral racˇunalniku in
sicer na EdgeTPU enoti. Vhodni podatki v korak 2 so oblaki pikslov, ki predstavljajo
posamezen del telesa.
2. Zazˇenejo se posebni racˇunalniˇski algoritmi, ki iz oblakov tocˇk in prejˇsnjega koraka
rekonstruirajo cˇlovesˇko pozo. Kot rezultat dobimo tudi oceno zaupanja poze, torej s
kaksˇno gotovostjo je poza ovrednotena. Poleg tega algoritmi vrnejo tudi koordinate
pikslov, kjer se nahajajo posamezni deli telesa ter njihovo oceno zaupanja.
Kakovost delovanja oziroma stopnja zaupanja rezultata zavisi predvsem od delovanja
konvolucijske nevronske mrezˇe, ki predstavlja osnovno ogrodje Posenet. Najvecˇji vpliv
na kakovostno delovanje imajo primeri, na katerih se model ucˇi. K srecˇi je konvolucijska
nevronska mrezˇa uporabljena v Posenet modelu zˇe prednaucˇena [7, 11, 12].
2.4.1.2 Oblaki tocˇk in vektor nahajanja
Za uspesˇno detekcijo cˇlovesˇke poze potrebujemo poleg oblakov tocˇk (ang. heatmaps)
sˇe vektorje nahajanj (ang. offset vectors). Predstavljata osnovo delovanja Posenet
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modela, sta rezultat delovanja konvolucijske nevronske mrezˇe, kot lahko vidimo na
sliki 2.9.
Slika 2.9: Oblaki tocˇk in vektorji nahajanj. [14].
Rezultat posenet modela so torej oblaki tocˇk in vektorji nahajanj. V zacˇetnem koraku
dolocˇanja vhodni set podatkov (sliko) mrezˇimo. Obstaja mozˇnost nastavljanja gostote
mrezˇenja. V fundamentu gre za spreminjanje velikosti slike glede na mrezˇo. Gostota
mrezˇenja vpliva na hitrost delovanja in natancˇnost rezultata, pri tem pa je zveza med
kolicˇinama obratno sorazmerna. Cˇe povecˇamo razmak med tocˇkami se gostota mrezˇe
zmanjˇsa, hitrost delovanja se povecˇa, natancˇnost se zmanjˇsuje, kot prikazuje slika 2.10.
V naslednjih korakih Posenet dolocˇi oblake tocˇk in vektorje nahajanj, sˇtevilo racˇunskih
operacij zavisi od mrezˇenja v predhodnjem koraku. Kot rezultat dobimo oblake tocˇk,
ki predstavljajo obmocˇje kjer se najverjetneje nahaja del cˇloveka. Vaktorje nahajanj
pa Posenet dolocˇi za vsak oblak tocˇk posebej. Cˇe na 2D sliki sledimo v smeri vektorja
nahajanja pridemo do tocˇke, za katero model predvideva da predstavlja del cˇlovesˇkega
telesa 2.11. Oblaki tocˇk in vektorji nahajanj so matematicˇno tenzorji. Po prevajanju




Slika 2.10: Mrezˇenje slike. [14].
Slika 2.11: Uporaba oblaka tocˇk in vektorja nahajanja. [14].
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3 Metodologija raziskave
Zaznava cˇloveka z vgradnim racˇunalnikom in kamero je cilj te zakljucˇne naloge. Za
realizacijo potrebujemo strojno in programsko opremo. Pod strojno opremo sˇtejemo
vgradni racˇunalnik Google Coral in kamero, k programski opremi sodi model Posenet,
natancˇneje obravnavan v poglavju Teoreticˇne osnove. Fundament delovanja je torej
povezava strojne in programske opreme preko programskega jezika Python3.
3.1 Strojna oprema
Jedro sistema na sliki 3.1 je vgradni racˇunalnik Google Coral, ki je preko enega USB-C
prikljucˇka povezan z racˇunalnikom, preko drugega pa na napajanje. Na racˇunalnik je
prikljucˇena kamera, ki je posebej narejena za tovrsten racˇunalnik. Poleg tega imamo
na Google Coral GPIO prikljucˇeno sˇe LED diodo preko ustreznega upora. Celoten
sistem je z vijaki pritrjen na plosˇcˇo iz pertinaksa. Ideja delovanja je naslednja: kadar
kamera zazna prisotnost cˇloveka, zˇelimo, da LED dioda sveti. V nasprotnem primeru
je LED ugasnjena.
3.1.1 Google Coral
Google Coral je vgradni racˇunalnik, namenjen predvsem aplikacijam, kjer se upora-
bljajo konvolucijske nevronske mrezˇe in je tako potrebna velika racˇunska mocˇ. Ena
izmed glavnih prednosti naprave je tudi kompatibilnost Tensor Flow modelov, njihove
uporabe in mozˇnosti lastnega ucˇenja nevronskih mrezˇ. Racˇunalnik je opremljen z Ed-
geTPU modulom, ki je primeren za hitro racˇunanje velikih matrik, saj zmore izvesti 4
trilione racˇunskih operacij v eni sekundi. Racˇunalnik ima prikljucˇke GPIO, s katerimi
lahko upravljamo vecˇino perifernih enot, ki bi jih zˇeleli povezati v sistem. Poleg tega
je plosˇcˇa opremljena z avdio in video prikljucˇki, zagotovljena pa sta LAN in brezzˇicˇna
internetna povezava, kot tudi USB in USB-C vhodi. Naprava je opramljena z 1 GB
RAM in 8 GB Flash spomina. Operacijski sistem je razlicˇica Linux sistema imenovan
Mendel OS, razvit posebej za Google Coral. Poleg vseh mozˇnosti, ki jih razvojna plosˇcˇa
ponuja, ima zelo majhne gabarite.
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Slika 3.1: Vgradni racˇunalnik s kamero in LED diodo.
Slika 3.2: Google Coral vgradni racˇunalnik [15].
3.1.2 Coral kamera
Kamera, ki smo jo uporabili, je narejena s strani istega proizvajalca kot Google Coral in
je bila namensko zasnovana za uporabo s tem racˇunalnikom. Ima 5 milijonov slikovnih
tocˇk, Omnivision senzor, avtomatski fokus ter majhne gabarite. Z racˇunalnikom se
povezˇe preko MIPI-CSI konektorja.
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Slika 3.3: Coral kamera [16].
3.2 Programska oprema
Za delovanje sistema je potrebna uporaba ustrezne programske opreme. Pod to sˇtejemo
operacijski sistem Google Coral racˇunalnika in vsa dodatna orodja, ki jih potrebujemo
[17].
3.2.1 Mendel operacijski sistem
Racˇunalnik Googe Coral uporablja za svoje delovanje poseben OS, ki je optimiziran, da
racˇunalnik najbolje izkoristi vse prednosti EdgeTPU modula. Mendel OS je posebna
razlicˇica Debian Linux operacijskega sistema, kar pomeni, da vsebuje vse prednosti Li-
nux sistemov, ki se jih uporabniki radi posluzˇujemo. Na ta nacˇin je delo z racˇunalnikom
enostavno in ucˇinkovito.
Google Coral racˇunalnik v novem stanju ne vsebuje nalozˇenega OS. Najprej moramo
prenesti in zagnati sliko operacijskega sistema. Da to storimo, potrebujemo osebni
racˇunalnik z Linux operacijskim sistemom, na katerega namestimo serijsko konzolo
Screen, Fastboot orodje in Mendel Development Tool (MDT). Za tem smo pripravljeni
na namestitev OS po vzoru [17].
Ko imamo na racˇunalniku namesˇcˇen OS, je cˇas, da se preko terminal okna povezˇemo
v napravo preko MDT shell serijske konzole. Na ta nacˇin upravljamo Google Coral
preko osebnega racˇunalnika. Seveda je mozˇna tudi samostojna uporaba, v kolikor na
racˇunalnik prikljucˇimo potrebne periferne enote (monitor, tipkovnica, miˇska). Sedaj je
Google Coral pripravljen za uporabo in programiranje, saj se v sklopu Mendel OS na
napravo zˇe nalozˇi Python3 programski jezik.
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3.2.2 Ukazi za Google Coral
Spodaj so zbrani nekateri ukazi za Google Coral racˇunalnik. Vsi ukazi se uporabljajo
v terminal oknu. Goodle Coral sprejema tudi vse ostale Linux ukaze.
mdt shell Koda v terminalu za vzpostavitev serijske konzole.
nmtui Ukaz za vzpostavitev internetne povezave.
nmcli connection show Prikaz internetne povezave.
mdt push filename Ukaz iz MDT orodij, ki kopira izbrano datoteko iz osebnega
racˇunalnika na Coral racˇunalnik.
mdt pull filenameUkaz iz MDT orodij, ki kopira izbrano datoteko iz Coral racˇunalnika
na osebni racˇunalnik.
sudo shutdown now Ukaz za ustavitev Coral racˇunalnika. Kabel za napajanje lahko
odklopimo sˇele, ko LED dioda na racˇunalniku ugasne, v nasprotnem primeru lahko
posˇkodujemo flash spomin.
3.3 Posenet in Google Coral
Prepoznavo cˇloveka na sliki izvajamo s pomocˇjo konvolucijskih nevronskih mrezˇ, ki
jih vsebuje model Posenet. Model najprej prenesemo iz GitHub strezˇnika [18], eks-
trahiramo ter celotno vsebino datoteke kopiramo na Coral racˇunalnik. Preden prvicˇ
uporabimo Posenet, zazˇenemo ukaz sh install requirements.sh, kar nalozˇi dodatna
vizualizacijska orodja za uporabo konvolucijskih nevronskih mrezˇ.
Na nasˇi napravi se zˇe nahaja celoten Posenet model in dopolnjena pose camera.py
datoteka, ki vsebuje glavni program. Poleg tega se na napravi nahajajo sˇe nekateri
demonstracijski primeri, ki pridejo kot del Poseneta [18].
Kadar zˇelimo, da nasˇ sistem deluje moramo zagnati pose camera.py. Kot omenjeno
je to glavni pyton program, ki povezˇe konvolucijsko nevronsko mrezˇo artitekture Mobi-
leNet V1. Modeli nevronskih mrezˇ se v Posenet direktoriju nahajajo v datoteki Models
in imajo koncˇnico .tflite. Gre za TensorFlow modele nevronskih mrezˇ, ki so prav po-
sebej specializirani za delovanje na EdgeTPU modulu. Seveda se modeli pripravijo
tako, da se ustvarijo v TensorFlow arhitekturi, nato pa se prevedejo skozi namenski
prevajalnik, kjer poleg ostalih sprememb dobijo koncˇnico .tflite .
Glavni python program je bil nadgrajen z uvozom knjizˇnice python-periphery, ki je
namenjena upravljanju GPIO prikljucˇkov. Te v nasˇem primeru uporabimo za delovanje
LED diode. Knjizˇnica je napisana v cˇistem Python jeziku, kompatibilna je s Python2
in Python3 ter podpira vsa Linux okolja.
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3.3.1 Zagon pose camera.py
Za zagon programa na Google Coral se moramo postaviti v direktorij, kjer se ta nahaja.
Nato z ukazom python3 pose camera.py zazˇenemo izvajanje. Pomembno je, da sˇe
pred zagonom izvedemo naslednja ukaza:
sudo su
export XDG RUNTIME DIR=/run/user/1000
Pomembno je, da to storimo, saj nam Linux v nasprotnem primeru javi napako. Pro-
gram moramo zagnati s sudo privilegiji (ang. super user), ker drugacˇe program ne
more dostopati do GPIO prikljucˇkov.
Kadar se program izvaja, lahko na serijskem oknu vidimo izpise. Dobimo informacije o
tem, koliko cˇasa zˇe tecˇe program, koliko cˇasa je potrebnega za obdelavo informacij, ter
najpomembneje, sˇtevilo cˇlovesˇkih poz, ki jih je sistem zaznal. Cˇe je sˇtevilo zaznanih
poz vecˇje od 0, zasveti tudi LED dioda.
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4 Rezultati
Konvolucijske nevronske mrezˇe so najbolj primerne za obdelavo slikovnih informa-
cij, kar smo ugotovili s pomocˇjo izdelanega sistema. Socˇasna uporaba dovolj dobrega
racˇunalnika, kamere in programske opreme omogocˇa, da lahko s precejˇsnjo oceno za-
neljivosti kakovostno izlocˇimo informacijo iz slike. Konvolucijska nevronska mrezˇa ne
poda rezultata z najvecˇjo stopnjo zanesljivosti, saj se to zgodi le v primeru, kadar sta
ucˇni primer in resˇevani problem enaka.
Ugotovili smo, da je racˇunalnik Google Coral primeren za tovrstne aplikacije, saj brez
tezˇav izvaja veliko sˇtevilo konvolucijskih operacij v kratkem cˇasu, kar mu omogocˇa
EdgeTPU.
4.1 Validacija sistema
Validacijo sistema izvedemo s preprostim poskusom. Sistem s Coral racˇunalnikom in
kamero prikljucˇimo na racˇunalnik ter zazˇenemo program. V kolikor se oseba pojavi
pred kamero, konvolucijska nevronska mrezˇa posˇlje informacijo o tem racˇunalniˇskim
algoritmom, kar zunanji opazovalec zazna kot prizˇig LED diode.
Testirali smo tudi, kako se sistem obnasˇa, cˇe se pred kamero pojavi vecˇ oseb ter kaksˇen
izhod dobimo, cˇe se pred kamero pojavi le del cˇlovesˇkega telesa in na kaksˇni razdalji.
Zanimivo je, da model Posenet zelo dobro deluje, tudi cˇe je pred kamero postavljenih
vecˇ ljudi. Sistem zazna vecˇ cˇlovesˇkih poz, tudi cˇe se te medsebojno nekoliko prekrivajo.
Spoznali smo tudi omejitve, saj smo testirali, kako dobro sistem prepozna, da je na
sliki cˇlovek, cˇeprav se v vidno polje kamere ne postavi cela oseba, ampak samo dolocˇen
del (npr. roka, noga, obraz). Model je bil pri resˇevanju te naloge delno uspesˇen. V
kolikor je cˇlovek oziroma njegov del preblizu kameri, ga ta ne zazna, prav tako ima
model tezˇave, cˇe je kameri izpostavljenega premalo objekta (cˇloveka). Rezultat je
bil pricˇakovan, saj je glede na idealizacijo konvolucijske nevronske mrezˇe pricˇakovati
taksˇne pomanjkljivosti. Hkrati se je izkazalo, da sta za zaznavo pomembna tudi ozadje
in osvetlitev, torej pogoja pri katerih obratuje kamera. Zanimiva je bila ugotovitev,
da je imel model resne tezˇave, cˇe smo kamero obrnili na glavo. V tem primeru so
bili rezultati porazni, mrezˇa pa je prepoznala zelo malo cˇlovesˇkih poz. Najverjetneje je




4.2 Validacija sistema s PC modelom
Posenet model smo testirali tudi na brskalniˇski razlicˇici. Tensorflow model z enako arhi-
tekturo MobileNetV1, kot se uporablja na Coral racˇunalniku, se izvaja na racˇunalniˇskem
procesorju, namesto na EdgeTPU enoti. Model deluje nekoliko pocˇasneje, vendar je
hitrost obeh izvajanj primerljiva. Kadar model zazˇenemo na racˇunalniku to storimo s
pomocˇjo brskalnika, tako, da obiˇscˇemo [14] . Tensor Flow model se samodejno pricˇne
izvajati, pri tem uporablja kamero prenosnega racˇunalnika. Zaznava cˇlovesˇke poze se
izvaja v realnem cˇasu na zaslonu. Rezultati so prikazani na slikah. Popolnoma enako
se dogaja na Google Coral racˇunalniku, saj uporabljamo model Tensor Flow, kater je v
primeru uporabe na Coral racˇunalniku posebna, prilagojena podrazlicˇica originalnega
Posenet modela.
Slika 4.1: Poza.
Opazimo, da se model PoseNet v vecˇini primerov dobro znajde in opravi nalogo tudi
na tezˇjih primerih. Vidne so omejitve modela, predvsem kadar smo kameri preblizu ali
pa njej izpostavimo le del telesa. Rezultati pokazˇejo, da osvetlitev in barva ozadja v
dolocˇenih primerih zmedeta delovanje Poseneta. Osnovna funkcija zaznave cˇloveka in
vecˇ ljudi na sliki, je uspesˇno izvedena, cˇeprav je v dolocˇenih primerih zaznava nepo-
polna, popacˇena. Pomembno je, da model prepozna pravo informacijo na sliki in vrne
signal.
Validacija je pokazala, da model Posenet dobro deluje, ampak ima kljub temu dolocˇene
pomankljivosti. Kadar se je na sliki pojavil premajhen del cˇloveka, je bila zaznava slaba.




Slika 4.2: (a), (b) Dobra prepoznava kompleksnejˇse cˇlovesˇke poze.
(a) (b)
Slika 4.3: (a), (b) Zanesljiva prepoznava na obeh slikah.
(a) (b)




Slika 4.5: (a), (b) Slike od dalecˇ.
(a) (b)
Slika 4.6: (a), (b) Prepoznava iz hrbtne strani.
(a) (b)




Slika 4.8: (a), (b) Zapletene poze.
(a) (b)
Slika 4.9: (a) Model ne deluje, a cˇe malo spremenimo pozicijo (b) model deluje.
(a) (b)




Slika 4.11: (a) Zaznava prikritega cˇloveka (b) mejni primer.
(a) (b)
Slika 4.12: (a) Slaba prepoznava s strani in (b) neprepoznava cˇlovesˇkega uda.
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Rezultati
Slika 4.13: Zaznava vecˇ poz hkrati.
in ozadje podobno cˇloveku. Zaznava v primeru kompleksnih poz je bila ucˇinkovita,
manj je bila natancˇna. Prepoznava na blizu, dalecˇ in detekcija vecˇ poz so se izkazali




Prepoznavanje in detekcija cˇloveka v pametnih tovarnah prihodnost je potrebna tehno-
logija, ki bo prispevala k dvigu industrije na novo raven. V kolikor so procesi avtoma-
tizirani, obstaja potreba po sistemih, ki ob nepredvidenih situacijah varujejo zdravje
ljudi. Ugodno je, da lahko prisotnost cˇloveka zaznamo s kamero, saj gre za metodo,
ki deluje na razdalji, hkrati pa s pravilno interpretacijo slike dobimo iz okolice veliko
informacij.
Menimo, da se je nasˇa naprava dobro zoperstavila zastavljenim problemom, hkrati pa
bi lahko sistem vseeno izboljˇsali. Z ozirom na zastavljeno nalogo, torej prepoznava-
nje cˇloveka, predlagamo, da bi lahko sledile nadgradnje v smislu programske opreme.
Rezultati bi verjetno bili boljˇsi, cˇe bi konvolucijsko nevronsko mrezˇo modela nadgra-
dili (vecˇ nivojev, filtrov ipd.) ali pa z izbiro naprednejˇsih ucˇnih primerov, ki se bolje
prilagajajo nasˇim zˇeljam oz. potrebam.
Nevronske mrezˇe imajo izjemno sposobnost ucˇenja, ki je klasicˇni racˇunalniˇski programi
nimajo. Pravilno ucˇene se dobro znajdejo tudi v popolnoma novih situacijah, kar jih
naredi edinstvene. Tehnologija je dokaj mlada in se neprestano razvija, vendar menimo,
da ima velik potencial.
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6 Zakljucˇki
Posenet model v povezavi s PC ali Google Coral racˇunalnikom se je izkazal za dobro
orodje pri zaznavi objektov na slikah. Fundament delovanja so konvolucijske nevronske
mrezˇe. Osredotocˇili smo se na zaznavo cˇloveka z vgradnim racˇunalnikom in kamero,
saj lahko s temi opremimo avtonomne robote.
1. Naredili smo racˇunalniˇski sistem, ki je sposoben prepoznati cˇloveka na sliki in
dolocˇiti pozo, v kateri se cˇlovek nahaja.
2. Ugotovili smo, da so konvolucijske nevronske mrezˇe najbolj primerne za obdelavo
slikovnega gradiva.
3. Dobljeni rezultati pomenijo, da je nadgradnja avtonomnih robotov s sistemom
za prepoznavo smiselna, saj s tem povecˇamo varnost in ucˇinkovitost delovanja
robotskih sistemov.
4. Ugotovili smo, da ima nasˇ sistem poleg dobrih lastnosti tudi pomanjkljivosti, ki
jih moramo pri uporabi uposˇtevati.
Doprinos dela je v povezljivosti robotov in cˇloveka v pametnih tovarnah. Za nadgra-
dnjo avtonomnih naprav s strojnim vidom se potencialno mocˇno izboljˇsa varnost v
avtomatiziranih procesih, cˇlovesˇki faktor pri tem izgublja vpliv.
Predlogi za nadaljnje delo
Obravnavana tehnologija ima mnoge iztocˇnice za nadaljnje delo. Sistem, ki je bil zgra-
jen, ponuja mnoge mozˇnosti razsˇiritve, zˇe zaradi same narave vgradnih racˇunalnikov.
Google Coral pa lahko dodatno uporablja tudi nevronske mrezˇe. Poleg prepoznave
ljudi, bi se sistem v prihodnosti lahko nadgradil tako, da prepozna sˇe druge objekte, ki
se lahko pojavijo v pametni tovarni. V kolikor racˇunalnik ob tem generira nek izhodni
signal, lahko tega uporabimo, da dolocˇimo, kako naj se robot obnasˇa v tej situaciji.
Smiselna bi bila tudi natancˇnejˇsa obravnava modela Posenet, saj menim, da so koordi-
nate pikslov, kjer se nahaja dolocˇeni del telesa, prav tako zelo uporabna informacija. Z
nekaj programiranja lahko na ta nacˇin dodamo novo dimenzijo pri detekciji cˇloveka.
26
Literatura
[1] R. SLO: Kako je videti pametna tovarna? Dostopno na: http://tiny.cc/
biywbz, Ogled: 10. 8. 2019.
[2] K. Mramor: Nevronske mrezˇe. (Ljubljana, 2007) str. 1–10.
[3] S. Indolia: Conceptual Understanding of Convolutional Neural Network- A Deep
Learning Approach. Science Direct (2019).
[4] Z. Pusˇnik: Uporaba globokih konvolucijskih mrezˇ na jezikovnih problemih: Diplom-
sko delo, Ljubljana, 2015, .
[5] M. Matsugu: Subject independent facial expression recognition with robust face
detection using a convolutional neural network. Science Direct (2017).
[6] Y. Chen: Adversarial PoseNet: A Structure-aware Convolutional Network for
Human Pose Estimation. Nanjing University of Science and Technology (2018).
[7] V. Belagiannis: Recurrent human pose estimation. IEEE Int. Automatic Face and
Gesture Recognition (2017).
[8] S. Ji: 3D Convolutional Neural Networks for Human Action Recognition. IEEE
Transactions on Pattern Analysis and Machine Intelligence (2013).
[9] Super Mario. Dostopno na: https://www.amazon.com/
Super-Mario-Bros-Gaming-Poster/dp/B00JQB3SV2, Ogled: 11. 8. 2019.
[10] J. Howard: Lesson 4: Practical Deep Learning for Coders. Dostopno na: https:
//www.youtube.com/watch?v=V2h3IOBDvrA, Ogled: 9. 8. 2019.
[11] D. Oved: Real-time Human Pose Estimation in the Browser with TensorFlow.js.
[12] J. Friedhoff: An AI Experiment with Pose Estimation in the Browser using Ten-
sorFlow.js. Dostopno na: http://tiny.cc/fuhtbz, Ogled: 11. 8. 2019.
[13] A. Krizhevsky: ImageNet Classification with Deep Convolutional Neural Networks.
University of Toronto (2018).
[14] Real-time Human Pose Estimation in the Browser with TensorFlow. Dostopno na:
http://tiny.cc/7rhtbz, Ogled: 17. 8. 2019.
27
Literatura
[15] Dev Board. Dostopno na: https://coral.withgoogle.com/products/
dev-board, Ogled: 13. 8. 2019.
[16] Camera. Dostopno na: http://tiny.cc/slywbz, Ogled: 12. 8. 2019.
[17] Google Coral getting started. Dostopno na: https://coral.withgoogle.com/
docs/dev-board/get-started/, Ogled: 14. 8. 2019.
[18] Posenet GitHub. Dostopno na: https://github.com/google-coral/
project-posenet, Ogled: 15. 8. 2019.
28

