We show that a phase-only spatial light modulator can be used to generate non-trivial light distributions suitable for trapping ultracold atoms, when the hologram calculation is included within a simple and robust feedback loop that corrects for imperfect device response and optical aberrations. This correction reduces the discrepancy between target and experimental light distribution to the level of a few percent (RMS error). We prove the generality of this algorithm by applying it to a variety of target light distributions of relevance for cold atomic physics.
A recent area of interest in the field of cold atomic physics is the development of non-trivial spatiallyand temporally-varying optical trapping geometries, with interesting examples already demonstrated using techniques including acousto-optic deflection [1] [2] [3] [4] , amplitude- [5, 6] and phase-modulation [6] [7] [8] [9] [10] [11] [12] [13] of trapping light. Optical traps generally offer increased trap complexity at small length-scales, but at the disadvantage of increased likelihood of small-scale potential roughness [14] . Any local roughness in the intensity of the light pattern creates a varying energy landscape, which could cause heating or fragmentation of the atom cloud [15] .
Fourier-engineered optical traps (those based on phaseonly spatial modulation of the light to tailor the intensity in the Fourier plane of an optical system) have predominantly taken the form of arrays of discrete traps [8, 9] or Laguerre-Gauss beams [10] . Recently, a new calculation method for phase-only holograms of arbitrary complexity directly addressed the issue of roughness. This algorithm, the Mixed-Region Amplitude Freedom (MRAF) [14] variant of the Gerchberg-Saxton iterative Fourier transform algorithm [16] , calculates smooth and accurate light patterns for use as optical atom traps. However, other than in special cases [12] , the output of this algorithm, when applied to real devices, does not give high-quality optical traps and this output must be further adjusted [11, 13] . In this letter, we present a simple, robust and generallyapplicable algorithm to improve the accuracy of optical traps generated by phase-only spatial light modulators (SLMs).
The phase modulation required to produce the optical traps presented in this work is initially calculated using the MRAF algorithm. For a given target pattern T 1 in the Fourier (i.e. output) plane, this algorithm iteratively optimises a proposed phase-only hologram by emphasising accuracy of the electric-field amplitude within a subset of the output plane (known as the Signal Region). This target amplitude should contain the pattern of interest plus a surrounding area with zero amplitude. The amplitude is unconstrained in the remainder of the output plane (the Noise Region). The zero-amplitude region * Corresponding author: dc43@st-andrews.ac.uk between the target pattern and the unconstrained amplitude ensure that atoms trapped in the Signal Region cannot tunnel into whatever intensity distribution is generated in the Noise Region. Calculations of trap quality are performed considering only non-zero pixels within the Signal Region (a subset known as the Measure Region, which contains the target). Upon stagnation of the optimisation routine, the algorithm returns a phase pattern φ 1 and a predicted amplitude P 1 which closely resembles T 1 . Details of our apparatus, which has been introduced in [11, 12] , are shown in Fig. 1 . A free-running diode laser emitting at 1060 nm injects a single-mode optical fibre to give a Gaussian beam profile. This beam profile is expanded to a 1/e 2 waist of 6.04 mm, linearly polarized by a polarising beam splitter and steered onto the SLM with a narrow (6.5
• ) incidence angle. The reflected and phase-modulated light is focussed by a f = 100 mm achromatic doublet and the intensity in the focal plane is collected by a CCD camera. Both the SLM (via a digital to analogue converter) and the camera are interfaced to the same control computer.
The phase φ 1 is applied to the SLM and an image of the resultant Fourier-plane intensity M 1 recorded. This output typically significantly deviates from T 1 , due to aberrations in the optical system and imperfect device response. To solve the problem of this deviation, we have designed a simple iterative feedback algorithm to steer the light pattern within the Signal Region towards the initial target T 1 , as shown in Fig. 2 . The error signal for this feedback loop, the discrepancy D i , is quantified within the Measure Region as D i =T 1 −M i , where the tilde signifies normalisation. We normalise by the mean value of all pixels in the output brighter than 50% of the maximum target value. We choose this normalization as it is resistant to both low-level background noise and particularly bright, single-pixel, noise. A corrected target patternT i+1 =T i + D i is then generated which compensates for the discrepancies, where i denotes the iteration number of the loop. This new target serves as the input for another iteration of MRAF, and generates a new phase φ i+1 . The whole process is repeated until the output pattern reaches a stagnation point, defined to be after three subsequent iterations of feedback which improve the root mean square (RMS) error i by less than a set tolerance value η, i.e. when | i − i−1 | < η for three subsequent values of i. For the examples below we have set η = 0.01%.
In practice we have found that increased accuracy can be achieved by introducing a gain parameter α to the feedback loop which is scheduled such that α > 0.5 for initial iterations to correct for large discrepancies and can be decreased as the improvement between iterations stagnates in order to impart more finely-tuned corrections. Thus,T i+1 becomesT i+1 =T i + αD i where α is empirically optimized and typically ranges from 0.3 to 0.6 for later iterations depending on the pattern.
We test the feedback algorithm on a variety of patterns of interest, including a ring with a restriction, a Gaussian double-well and various arrays of discrete spots. After few iterations of the feedback loop, the measured light profiles shown in Fig. 3 (continuous light patterns) and Fig. 4 (discrete spot patterns) show increased accuracy and more closely resemble their target patterns. A summary of the improvements to these optical traps due to the feedback process, along with the number of iterations required (ι) and the light-usage efficiency (Γ), can be found in Table I . As an evaluation metric we use the RMS error,
where N MR denotes the number of pixels in the measure region. In real optical traps, atoms with thermal energy greater than 10% of the trap depth will quickly evaporate from the trap [18] . Following this, we also include the RMS error (10%) of only those pixels within 10% of the brightest pixel -the trapping minimum -as another figure of merit. Finally, light-usage efficiencies Γ have been calculated for each of the final output patterns. Around 50% of the light incident on the SLM in our experimental set-up is diffracted into the 1st order and goes on to make up the hologram (Signal and Noise regions). To find the overall trap efficiency, we multiply the efficiency of the hologram (the percentage of 1st order light in the Signal Region) with the 50% SLM efficiency.
The measured Signal Region intensity for the indented ring before and after feedback is shown in Fig. 3(a) . The main deviation in the initial output is a left-right intensity gradient due to the SLM reduced diffraction efficiency at larger deflection angles. This initial pattern has = 21.9%, and a (10%) = 9.8% . The feedback process corrects for this intensity gradient and also corrects the width of the ring, improving to 6.7% and (10%) to 2.1%. Along the ring of highest intensity, large fluctuations have been suppressed by the feedback process, as shown in the plot in Fig. 3(a) . A stagnation point is reached after 8 iterations of the feedback loop, as plotted and after (right) feedback. Errors in the trapping minimum decrease from 3.6% to 2.3% for the square lattice and from 2.5% to 1.1% for the ring lattice.
in Fig. 3(b) . In this example the value of α changes from 0.6 to 0.3 after the third iteration. This evolution of the RMS error is typical for most of our feedback optimisations, showing a major improvement in the first iteration, followed by smaller improvements converging to a more accurate pattern. Most patterns are optimised in fewer than 10 iterations of feedback.
The final value of (10%) is sufficiently low for experiments of interest in this atom ring-trap. If a ring with 80µm radius and 12µm width is generated with 3.5mW of laser power, the trap depth U 0 is 69nK. If a Bose-Einstein condensate of 10 5 87 Rb atoms is trapped in this ring at zero magnetic field, the chemical potential is sufficiently low (µ = 6.9nK) that the atoms will be confined. In particular, this trap can be used for studies of superfluid effects; fluctuations of 2.1% in the trap depth are smaller than µ/5, which is sufficiently low that the superfluidity of the gas persists [19] .
A pattern which particularly demonstrates the robustness of the algorithm is the Gaussian double well shown in Fig. 3(c) , which has many uses for investigating fundamental quantum mechanics [17] . Before feedback the initial output is aberrated to the extent it resembles a single-well potential with an of 19.0%. After 10 iterations (during which α is fixed at 0.6) we obtain an of 5.5% and the two wells are clearly distinguishable, (10%) having improved from 5.5% to 0.7%. The graph shows the improvement between the initial and final outputs through the centre of the pattern.
In Fig. 4 the target patterns are different arrangements of simple Gaussian spots of the same intensity. The simple square array is analogous to an optical lattice with the underlying spatially-varying potential removed, while the ring lattice is an experimental geometry which is interesting for quantum simulation [20, 21] , but is an optical lattice which cannot be created using more conventional methods such as standing waves. Our feedback algorithm corrects the size and position of aberrated spots within 10 iterations. We measure a decrease in from 22.0% to 15.3% for the square lattice, and from 13.7% to 10.0% for the ring lattice, whilst (10%) is reduced from 3.6% to 2.3% for the square lattice, and from 2.5% to 1.1% for the ring lattice.
In summary, the feedback algorithm is sufficienty robust to correct for large aberrations in the experimentally generated optical traps within a small number of iterations, bringing optical trap discrepancies to the percent level. Smaller-scale errors such as optical vortices can cause discrepancies in the output plane which are not compensated by the feedback algorithms. However, these can be overcome by combining the feedback algorithm with a hologram-calculation algorithm which can directly penalise optical vortex formation, such as the recently proposed Conjugate Gradient Optimisation algorithm [22] . Indeed, we have already performed initial tests of the compatibility of these two methods, with promising results.
Improvements may be made to the feedback algorithm upon its integration into a cold atoms experiment. The aforementioned sensitivity of cold atoms to any trapping potential roughness means that we envisage continuing to use the feedback loop by taking in-situ images of the trapped atoms [5, 23] rather than directly imaging the light profile. Phase modulation provides precise control of the intensity in the trapping plane, but the behaviour of the intensity out of the focal plane is unpredictable, and does not necessarily diverge quickly enough to provide confinement in all directions. To provide stable three dimensional confinement when we integrate the holographic optical traps into a cold atoms experiment, a light sheet can be applied orthogonal to the trap beam to provide tight confinement. Furthermore, recently there has been significant progress developing high numerical aperture microscope objectives for cold-atoms [3, [24] [25] [26] which could be combined with our approach to produce more finely detailed traps.
