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Abstract
For which error criteria can we solve a nonlinear scalar equation f(x) = 0 where f is a real function on the interval [a,b] ? The information on f consists of n adaptive evaluations of arbitrary linear functionals and an algorithm is any mapping based on these evaluations.
For the root criterion we prove there does not exist an algorithm to find a point x such that Ix-al ~ € where a is a zero of f and e < (b-a)/2. This holds for arbitrary n and for the class of infinitely many times differentiable functions with all simple zeros.
We. do not assume that
For the residual criterion we show almost optimal in formation and algorithm. More precisely, we prove that if x -r is the value computed by our algorithm then f(x) = O(n ) where r measures the smoothness of the class of functions f.
Finally a general error criterion is introduced and some of our results are generalized. where a is a real zero of f and f: is a given nonnegative number.
We study for which error criteria it is possible to find such a number x and, if it is possible, what is an optimal algorithm for finding x.
We assume that f belongs to a class of functions and that we know n adaptive evaluations of arbitrary linear functionals on f.
By an algorithm we mean a mapping depending on these n evaluations; see [61.
For the root criterion we prove that there does not exist an algorithm to find x satisfying (1.1) with f: < (b-a}/2 for the class of infinitely many times differentiable functions with simple zeros and whose seminorm is bounded by one.
(We do not assume that f has opposite signs at a and b.) Note that this result holds for arbitrary large nand independently of which linear functionals are evaluated. The same result holds for the relative root criterion with t < (b-a)/(b+a+26) and a 2 o.
For the residual criterion we deal with the class of functions having zeros and whose (r-l)-st derivative is absolutely continuous and the infinity norm of the r-th derivative is bounded by one, r 2 1. We find almost optimal information and algorithm by the extensive use of the Gel£and n-widths.
This information consists of n nonadaptive function evaluations and the algorithm is based on perfect splines interpolating f.
This algorithm yields a point x such that For small r, we present in section 4 a different algorithm which is also almost optimal and whose computation is much simpler than the computation of the algorithm based on perfect splines.
If n -Vr is large enough, n = e(e ), then the residual criterion is satisfied. By contrast we prove that the relative residual criterion is never satisfied.
In Section 5 we discuss a general error criteria and find a lower bound on the error of optimal algorithm in terms of the Gelfand width. For a given €, € 2 0, we want to find a point z satisfying a root criterion, i.e., such that
To solve this problem we use an adaptive linear information operator N which is defined as follows, see [6] , Let fEe and n n From [6] and [7) we know that 
To prove the reverse inequaln ity we construct for every y, 0 < y < (b-a)/2, two functions 1 and ¥ from F such that N (1) = N (1) and n n dist(S(t),S(~) 2 b-a-2y. Then (2.10) will follow from (2.9) with y tending to zero.
We first construct the function 1. Define the points 
otherwise 00 for i = 1,2, ... ,n+l. Note that hi E C and max Ihi(x) I = 1.
x€(a,b]
Next let d = max(!lllI,maxllh,I!). Take a positive <5 such that n we get the information operator Nn,~' see (2.5),
n,6
,~ n,6
Let C = (Cl, ... ,c n + l ) be a nonzero solution of the homogeneous system of n linear equations with n + 1 unknowns,
(h.) = 0,
j=1,2, ... ,n. max ' c. ,.
Define the function H Let c E (1, 3] . Define the function To construct f we proceed as above with x. replaced by 1 .
.. ,n+l. 
For a given e > a we seek a point x for which the residual criterion is satisfied, i.e., (3. 2 ) If(x) I ~ e.
To solve this problem we use adaptive linear information N and an algorithm ~ using N as defined by (2.4) and (2.6) n n r r
We first show that the radius r(N ) of any information n operator N from 1 is no less than dn+l(Wr,C).
n n 00
Theorem 3.1:
Proof: Let ~ be any algorithm using N . Applying N to the function 6('), n
we get the information operator N , n,6 The spline s has n distinct zeros x*l"" ,x*n and n-r,r n r
Define the information operator
We now define the algorithm ~* using N* as follows.
Let u n and v be perfect splines of degree r with n-r knots ~. and It is known (see [2] and [6] ) that Il f *-fll c The almost optimal algorithm ~* from Section 3 is, in general, nonlinear since the computation of ~* requires the solution of two nonlinear systems of size n -r (see [1] and [6] ). Therefore its combinatory cost may be large. In this section we define the information N** and the algorithm n 0** which are almost optimal and easy to compute. '22r-l n nr n r.
Define the algorithm ~** as 
where L. (.,x):G ~ R is a linear functional, i = 1,2, ... ,k.
1.
Assume that E is of the form
i.e., the dependence on f is through A(f,x). Let This shows that (5.11) is essentially sharp for this case.
Final Remark
We stress that in this paper we do not assume that a function f from the class F has opposite signs at the endpoints of the interval. 
