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Abstract
The goal of quantitative photoacoustic tomography is to determine optical and
acoustical material properties from initial pressure maps as obtained, for in-
stance, from photoacoustic imaging. The most relevant parameters are absorp-
tion, diffusion and Gru¨neisen coefficients, all of which can be heterogeneous.
Recent work by Bal and Ren shows that in general, unique reconstruction of
all three parameters is impossible, even if multiple measurements of the ini-
tial pressure (corresponding to different laser excitation directions at a single
wavelength) are available.
Here, we propose a restriction to piecewise constant material parameters. We
show that in the diffusion approximation of light transfer, piecewise constant
absorption, diffusion and Gru¨neisen coefficients can be recovered uniquely from
photoacoustic measurements at a single wavelength. In addition, we imple-
mented our ideas numerically and tested them on simulated three-dimensional
data.
Keywords. Quantitative photoacoustic tomography, mathematical
imaging, inverse problems
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1 Introduction
Photoacoustic tomography (PAT) is a hybrid imaging technique utilizing the
coupling of laser excitations with ultrasound measurements. Tissue irradiated
by a short monochromatic laser pulse generates an ultrasound signal (due to
thermal expansion) which can be measured by ultrasound transducers outside
the medium. From these measurements, the ultrasound wave’s initial pressure
(whose spatial variation depends on material properties of the tissue) can be
reconstructed uniquely by solving a well-studied inverse problem for the wave
equation. For further information on this inverse problem, see, e.g., Kuchment
and Kunyansky [23].
The obtained ultrasound initial pressure qualitatively resembles the structure
of the tissue (i.e., its inhomogeneities are visible). It is, however, desirable to
image material parameters (whose values can serve as diagnostic information)
instead. That is the goal of quantitative photoacoustic tomography (qPAT).
Mathematically, the problem can be posed as follows. In biological tissue, where
photon scattering is a dominant effect compared to absorption, light transfer can
be described by the diffusion approximation of the radiative transfer equation.
It is valid in regions Ω ⊂ R3 with sufficient distance to the light source and is
given by
− div(D(x)∇u(x)) + µ(x)u(x) = 0. (1.1)
u(x) denotes the fluence (that is, the laser energy per unit area at a point
x), µ(x) the absorption coefficient (the photon absorption probability per unit
length) and D(x) = 13(µ+µ′s)
(where µ′s(x) denotes the reduced scattering coeffi-
cient) the diffusion coefficient. Both µ and D vary spatially and depend on the
wavelength of the laser excitation. For details and a derivation of the diffusion
approximation, we refer to [3, 33].
In the literature, (1.1) is commonly augmented with Dirichlet boundary con-
ditions (which, in practice, might not be known) or, at interfaces with non-
scattering media, Robin-type boundary conditions (see, for instance, [33]).
In this model, the absorbed laser energy E(x) is given by
E(x) = µ(x)u(x). (1.2)
The ultrasound initial pressure Γ obtained by photoacoustic imaging is propor-
tional to the absorbed energy E , so we have
H(x) = Γ(x) E(x) = Γ(x)µ(x)u(x). (1.3)
The (spatially varying) dimensionless constant Γ is called the Gru¨neisen param-
eter, its value corresponds to the conversion efficiency from change in thermal
energy to pressure.
Hence, the goal in qPAT is to find the parameters µ,D,Γ in a domain Ω given
Hk = Γµuk, k = 1, . . . ,K
2
where uk solves (1.1) in Ω (here and in the following, the index k corresponds
to varying laser excitation directions).
Previous work on this problem (and variations of it) can be found, e.g., in
[1, 6, 7, 8, 9, 12, 13, 17, 24, 27, 30, 31, 32, 34, 36]. For a more comprehensive
list, we refer to the review article [14] by Cox et al.
In particular, Bal and Ren showed (see [6]) that unique reconstruction of all
three parameters µ,D,Γ is impossible, independent of the number of measure-
ments Hk. They suggested to overcome this problem by the use of multi-spectral
data (i.e., multiple photoacoustic measurements generated by laser excitations
at different wavelengths). Using these data, unique reconstruction of all three
material parameters (at the respective wavelengths used), becomes possible [7].
In our paper, we take a different approach and propose a restriction to piecewise
constant µ,D,Γ. Similar restrictions (due to the large number of publications
which use this approach we only provide a small selection of references) have
been proposed for Diffusion Optical Tomography (e.g., [4, 19, 22, 35]) and Con-
ductivity Imaging (e.g., [10, 15, 21, 29]).
For our problem, it turns out that the reconstruction problem becomes a lot
simpler and admits a unique solution for all three parameters µ,D,Γ.
The result is based on an analytical, explicit reconstruction procedure consisting
of two steps. First, we recover the regions where µ,D,Γ are constant by finding
the discontinuities of photoacoustic data H and its derivatives up to second
order (see Proposition 1). In the second step, we determine the actual values
of µ,D,Γ from the jumps of H and ∇H · ν (the normal derivatives) across the
obtained region boundaries (cf. Proposition 2). Our result holds under certain
conditions on the parameters µ,D,Γ and the direction of ∇u. We emphasize
that we don’t necessarily require that u|∂Ω is known (which may not be the case
in practice) or that specific boundary conditions hold on ∂Ω. Instead, we use
reference values of the parameters for reconstruction, i.e., values of one of the
pairs (µ(x),Γ(x)) or (D(x),Γ(x)) at a single point x ∈ Ω.
Numerically, the reconstruction method we present heavily relies on an efficient
jump detection algorithm (using a computational edge detection method) and
subsequent 3D-image segmentation, which provides a connection with image
analysis.
The paper is organized as follows. In section 2, we recap some of the non-
uniqueness results for the qPAT problem in literature. In section 3, we prove
unique solvability for piecewise constant µ,D,Γ. In section 4, we give an ex-
ample of how our ideas can be applied numerically. The last section contains
two concrete numerical examples where the reconstruction method is applied to
simulated data (with one data set FEM-generated and one data set generated
by Monte Carlo simulations). The paper ends with a conclusion.
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2 Ill-posedness of qPAT with smooth parame-
ters
In this section, we review some of the non-uniqueness results for quantitative
photoacoustic tomography. For simplicity of presentation, we augment (in this
section only) equation (1.1) with Dirichlet boundary conditions, so we have
− div(D(x)∇u(x)) + µ(x)u(x) = 0 in Ω ⊂ R3
u(x)|∂Ω = f(x).
(2.1)
The boundary values represent the laser illumination of one particular experi-
ment. In this section, we assume f is known, satisfies f > 0 and is sufficiently
smooth.
It is well-known and has been shown numerically (see [12, 31]) that even when
the Gru¨neisen coefficient Γ is known (so the absorbed energy E = µu can be
calculated from H), different pairs of diffusion and absorption coefficients may
lead to the same absorbed energy map E . To see this analytically, for given
smooth coefficients D,µ > 0 let u(D,µ) be the corresponding smooth solution
of (2.1) and E(µ,D) = µu(D,µ) the absorbed energy. By the strong maximum
principle (see [18, Theorem 3.5]), u(D,µ) > 0 in Ω (since f > 0).
Moreover, for fixed E = E(µ,D), let us denote by v(D˜) the solution of
div(D˜(x)∇v(x)) = E(x) in Ω
v(x)|∂Ω = f(x).
(2.2)
Note that v(D) = u(D,µ) > 0. Then, for every D˜ with
∥∥∥D − D˜∥∥∥
1,∞
< ǫ (with
ǫ small enough), we also have v(D˜) > 0. To see this, note that
div(D˜∇(v(D˜)− v(D))) = − div((D˜ −D)∇v(D)) in Ω
(v(D˜)− v(D))|∂Ω = 0
Using a priori bounds [18, Theorem 3.5],∥∥∥v(D˜)− v(D)∥∥∥
∞
≤ C1
∥∥∥div((D˜ −D)∇v(D))∥∥∥
∞
≤ C2
∥∥∥D˜ −D∥∥∥
1,∞
,
which implies v(D˜) > 0 if ǫ is sufficiently small.
Now, taking µ˜ = E(µ,D)
v(D˜)
, we get
div(D˜∇v(D˜))− µ˜v(D˜) = 0.
Hence, v(D˜) = u(D˜, µ˜) and E(µ˜, D˜) = µ˜u(D˜, µ˜) = E(µ,D), which shows that
infinitely many pairs of coefficients may create the same absorbed energy map.
This nonuniqueness can be overcome by varying f (i.e., changing the illumina-
tion pattern), obtaining multiple absorbed energy maps. This approach is called
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multi-source quantitative photoacoustic tomography. Bal and Ren [6] showed
that while this additional information leads to unique reconstruction of µ,D
from E , finding three unknown parameters µ,D,Γ given H = Γµu is still impos-
sible, independent of the number of illuminations (any more than two do not
add any information). In fact, they showed that for any given Lipschitz contin-
uous µ, D or Γ the other two parameters can be chosen such that given initial
pressures Hk = Γµuk (for multiple illumination patterns fk) are generated.
Example 1. Given any set of parameters (µ,D,Γ), for every λ > 0, (λµ, λD, 1
λ
Γ)
generate the same measurements, since (2.1) is invariant under simultaneous
scaling of µ and D.
This simple example shows that even for constant parameters knowledge of f
and H is insufficient to determine µ,D,Γ. Hence, more prior information about
the unknown parameters will be necessary in order to get a unique solution.
3 Reconstruction of piecewise constant parame-
ters
To overcome this essential non-uniqueness, we assume that µ,D,Γ are piecewise
constants. That is, for some partition (Ωm)
M
m=1 of Ω ⊂ R
3,
Ω =
M⋃
m=1
Ωm, µ =
M∑
m=1
µm1Ωm , D =
M∑
m=1
Dm1Ωm , Γ =
M∑
m=1
Γm1Ωm . (3.1)
Since the parameters are discontinuous, we need a generalized solution concept.
Under certain additional conditions (which we explain in detail in Appendix
A) a weak solution u of (2.1) with piecewise constant parameters µ,D can be
characterized by
u ∈ Cα(Ω) (3.2)
for some α > 0 and, for m = 1, . . . ,M ,
um := u|Ωm ∈ C
∞(Ωm)
Dm∆um − µmum = 0 in Ωm
(3.3)
and, almost everywhere on interfaces Imn := ∂Ωm ∩ ∂Ωn,
Dm∇um · ν = Dn∇un · ν (for any normal vector ν). (3.4)
The transmission condition (3.4) is ill-defined on corners and intersections of
multiple subregions, therefore we can only expect it to hold almost everywhere.
For details and a derivation, see Appendix A. The transmission condition (3.4)
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can also be derived physically (rather than starting from a weak solution), it is
accurate within the scope of the diffusion approximation [2, 28].
From now on, we consider um and Hm := H|Ωm = Γmµmum (and their deriva-
tives up to second order) continuously extended (from the inside) to ∂Ωm. We
emphasize that for ∇um and ∇Hm, this may only be possible for almost all
points (with respect to the surface measure), see Appendix A.
We also assume that u is strictly positive and bounded from above in Ω.
In the following Proposition 1, we show that the jump set
⋃
m ∂Ωm of piece-
wise constant parameters µ,D,Γ can be determined from photoacoustic initial
pressure data H = Γµu. For k ≥ 0, denote by
Jk(f) = Ω \
⋃
{B ⊂ Ω
∣∣B is open and f ∈ Ck(B)}
the set of discontinuities of a function f ∈ L∞(Ω) and its derivatives up to k-th
order.
We require an assumption on ∇u and the unknown parameters µ,D,Γ. For all
x ∈ J0(D) \ (J0(Γµ) ∪ J0(
µ
D
)) ⊂ ∂Ωm ∩ ∂Ωn (i.e., interfaces of D which are not
interfaces of Γµ and µ
D
) we require that the fluence u satisfies almost everywhere
(where ν denotes a normal vector on ∂Ωm ∩ ∂Ωn),
|∇un(x) · ν(x)| > 0 (
(3.4)
⇐⇒ |∇um(x) · ν(x)| > 0). (3.5)
Proposition 1. Let µ,D,Γ be of the form (3.1) and u =
∑
m um1Ωm and
H =
∑
mHm1Ωm the corresponding fluence and initial pressure distributions
satisfying condition (3.5) in Ω. Then,
J0(µ) ∪ J0(D) ∪ J0(Γ) = J2(H).
Proof. Let B ⊂ Ω be an open ball with B ∩ (J0(µ) ∪ J0(D) ∪ J0(Γ)) = ∅. Since
u solves an elliptic PDE with constant coefficients in B, we have u ∈ C∞(B)
by interior regularity. Hence H ∈ C∞(B) (since Γµ is constant in B), which
implies J2(H) ⊂ J0(µ) ∪ J0(D) ∪ J0(Γ).
To show the converse, take x ∈ Ω such that x ∈ J0(µ) ∪ J0(D) ∪ J0(Γ) (that is,
one of the parameters jumps at x). We have to show that x ∈ J2(H).
Let m,n be such that x ∈ Imn = ∂Ωm ∩ ∂Ωn. We distinguish three cases:
(1) Γmµm 6= Γnµn: Since u is continuous across Imn (cf. Appendix A), H =
Γµu is discontinuous at x, so we get x ∈ J0(H) ⊂ J2(H).
(2) Γmµm = Γnµn,
µm
Dm
6= µn
Dn
: From (3.3) and u ∈ C(Ω) we get
∆um(x) =
µm
Dm
um(x) 6=
µn
Dn
un(x) = ∆un(x).
Hence x ∈ J2(u), which implies x ∈ J2(H) since Γµ is constant in Ωm∪Ωn.
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(3) Γmµm = Γnµn, Dn 6= Dm: First, let x ∈ Imn be a point where the
transmission condition (3.4) and (3.5) hold (by assumption, this is the
case for almost all points with respect to the surface measure). We have
|∇um(x)−∇un(x)| ≥ |(∇um(x)−∇un(x)) · ν(x)|
≥
∣∣∣∣1− DmDn
∣∣∣∣ |∇um(x) · ν(x)| > 0.
This shows that x ∈ J1(u), which implies x ∈ J1(H) and thus x ∈ J2(H).
By taking the closure, we get x ∈ J2(H) for all x ∈ Imn.
The cases (1)-(3) cover all possibilities, since otherwise all three parameters
µ,D,Γ would be constant in Ωm ∪Ωn.
Proposition 1 shows that we can obtain the parameter discontinuities (in regions
where (3.5) holds) via the set J2(H). In fact, the proof tells us that H, ∇H or
∆H have jumps at discontinuities of µ, D or Γ. That is, images of the gradient
and Laplacian of the data H show material inhomogeneities not visible in H.
In the next Proposition, we show how to recover piecewise constant parame-
ters µ,D,Γ once their jump set
⋃
m ∂Ωm is known (e.g., from Proposition 1).
Knowledge of boundary values of u alone is insufficient to fully determine the
parameters (see Example 1). We also have to require knowledge of the param-
eters in some Ωn ⊂ Ω, n ∈ {1, . . . ,M}. Using the continuity of u, (3.3) and
(3.4), we will show that these reference values combined with photoacoustic
measurements H = Γµu suffice to determine µ,D,Γ everywhere.
For this result, we again need an assumption on ∇u. For every interface Imn =
∂Ωm ∩ ∂Ωn with normal vector ν(x), we require the existence of some x ∈ Imn
with
∇un(x) · ν(x) 6= 0 (
(3.4)
⇐⇒ ∇um(x) · ν(x) 6= 0), (3.6)
that is, on every interface Imn there must exist a point where ∇u is not tangen-
tial.
Proposition 2. Let µ,D,Γ be of the form (3.1) (with the decomposition (Ωm) of
Ω known). Furthermore, let u and H = Γµu be corresponding fluence and initial
pressure distribution which satisfy condition (3.6) on every interface Imn ⊂ Ω.
Furthermore, let (µn, Dn,Γn) be known for some n. Then the parameters µ,D,Γ
can be determined uniquely from H.
Proof. Let Ωm be a neighbouring subregion to Ωn and denote by Imn = ∂Ωm ∩
∂Ωn the interface. By continuity of u and (1.3), we have for all y ∈ Imn
Γmµm =
Hm(y)
Hn(y)
Γnµn (3.7)
so from the reference values and H we can calculate Γµ on neighbouring Ωm.
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Next, let x ∈ ∂Ωm ∩ ∂Ωn such that ∇un(x) · ν(x) 6= 0. Using (3.4) and ∇Hk =
Γkµk∇uk for all k (since the parameters are constant in Ωk) we get
Dm
Γmµm
=
(∇Hn · ν)(x)
(∇Hm · ν)(x)
Dn
Γnµn
. (3.8)
Finally we get for all in z ∈ Ωm, from (3.3) and ∆Hm = Γmµm∆um in Ωm,
µm
Dm
=
∆Hm(z)
Hm(z)
. (3.9)
The equations (3.7)-(3.9) suffice to obtain µm, Dm and Γm, since we have
(µ,D,Γ) =
(
ABC,AB,
1
BC
)
, (3.10)
for A = Γµ, B = DΓµ , C =
µ
D
.
By iterating over all interfaces, we can find µ,D,Γ everywhere in Ω.
Note that in Proposition 2, no knowledge of boundary values of u is required,
values of the parameters µn, Dn,Γn in some Ωn are enough. In fact, knowledge
of two of the three parameters already suffices, as we will show in the following
Proposition.
Proposition 3. For a given n, the constants (µn, Dn,Γn) can be determined
uniquely from photoacoustic data Hn = Γnµnun and knowledge of one of the
pairs (µn,Γn) or (Dn,Γn). If u(x) is known for some x ∈ Ωn, knowing one of
the three constants is enough. If only one of the parameters µn, Dn,Γn, only un,
or the only pair (µn, Dn) is known, (µn, Dn,Γn) cannot be determined uniquely.
Proof. From (3.3) and H = Γµu, we know that in Ωn
Dn∆un − µnun = 0
Γnµnun = Hn,
which is equivalent to
ΓnDn∆un = Hn
Γnµnun = Hn
Γnµn∆un = ∆Hn.
(3.11)
Here, one can immediately see that if u(x) is known for some x ∈ Ωn, we can
calculate un(y) =
1
Γnµn
Hn(y) =
u(x)
H(x)Hn(y) for all y ∈ Ωn and thus also ∆un .
Clearly, (µn, Dn,Γn) can now be determined from (3.11) if one of the parameters
is known.
Likewise, given one of the pairs (µn,Γn) or (Dn,Γn) we can to calculate all
three constants (µn, Dn,Γn).
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Knowledge of (µn, Dn), on the other hand, is insufficient because λun,
1
λ
Γn
satisfy (3.11) for given (µn, Dn) for all λ > 0. Similarly, the system is underde-
termined if only un or Γn is known.
Conditions (3.5) and (3.6) are vital for unique reconstruction. For instance,
using Lemma 2 one can see that, u(x, y, z) = ex is a weak solution of (1.1) in
R
3 for both
µ ≡ 1, D ≡ 1, Γ ≡ 1
and
µ˜ =
{
1 if y ≥ 0
λ if y < 0
, D˜ =
{
1 if y ≥ 0
λ if y < 0
, Γ˜ =
{
1 if y ≥ 0
1
λ
if y < 0
, λ > 0
since u is a classical solution on both sides of the interface {y = 0} and it
satisfies ∇u · ν = 0. Furthermore, both parameter sets generate the same data
H(x, y, z) = ex.
More generally, parts of interfaces where condition (3.5) fails to hold don’t nec-
essarily lie in J2(H) and may thus be invisible to our reconstruction procedure
(depending on the geometry, this may also lead to follow-up errors). If condition
(3.6) fails to hold, it might not be possible to determine µ,D,Γ everywhere.
To overcome this problem, we can use additional measurements (with different
illumination directions) and hope that the location of critical points and gradient
directions change. In particular, if photoacoustic data (Hk)Kk=1 corresponding
to solutions (uk)Kk=1 of (1.1) that satisfy for almost all x ∈ Ω
max
i,j,k
∣∣det(∇ui(x),∇uj(x),∇uk(x))∣∣ > 0 (3.12)
are available, on every x ∈ Imn, one of the measurements satisfies (3.5) (since
∇ui(x),∇uj(x),∇uk(x) form a basis). With a similar argument as in Proposi-
tion 1 one can show that in this case
J0(µ) ∪ J0(D) ∪ J0(Γ) =
K⋃
k=1
J2(H
k),
so unique reconstruction of µ,D,Γ in Ω can be guaranteed. To our knowledge,
no method to force condition (3.12) by boundary conditions or choice of source
is known, however, its validity can be checked by looking at the data (Hk)Kk=1.
4 Numerical reconstruction
In this section, we show how the results in the last section can be utilized
numerically. Our goal is to estimate unknown piecewise constant parameters
µ,D,Γ from noisy three-dimensional photoacoustic data (Hk)Kk=1 (with varying
boundary excitations) sampled on a regular grid.
We propose a two-step reconstruction:
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(1) Detect jumps in (Hk)Kk=1, (∇H
k)Kk=1, (∆H
k)Kk=1 and use the obtained
surfaces to segment the image domain Ω to estimate subregions (Ωˆm)
M
m=1
where the parameters are constant (and thus H is smooth).
(2) Given (Ωˆm)
M
m=1 and reference values (µ1, D1,Γ1), use the jump values of
(Hk)Kk=1 and (∇H
k · ν)Kk=1 across the estimated interfaces and values of
(∆H
k
Hk )
K
k=1 to find µ,D,Γ everywhere in Ω (using equations (3.7)-(3.10)).
4.1 Finding regions where the parameters are constant
In the proof of Proposition 1, one can see that in regions Ω where (3.5) holds, dis-
continuities of the (piecewise constant) parameters µ,D,Γ correspond to jumps
of H, ∇H,∆H. We want to use computational edge detection to find these
jumps.
We start by finding jumps in H. Since they are multiplicative (i.e., Hm
Hn
is
constant on Imn), we apply a logarithm transformation to get constant jumps
along the interfaces. In fact, let Imn = ∂Ωm ∩ ∂Ωn be an interface of the
parameters µ,D,Γ. Since um = un on Imn, we have
|log(Hn)− log(Hm)| = |log(Γnµn)− log(Γmµm)| on Imn,
so jumps in Γµ lead to jumps of equal magnitude in logH.
Next, we show that jumps in D (that are large enough compared to those in Γµ)
lead to jumps in log |∇H|. We restrict our search domain to Ω′ ⊂ Ω such that
|∇H| ≥ d > 0 holds in Ω′. Due to continuity of u we have ∇um · τ = ∇un · τ
(for tangential vectors τ) on parts of Imn that are C
1. Thus, we obtain on parts
of Imn ∩ Ω
′ where (3.4) holds,
|∇un|2
|∇um|2
=
(∇un · ν)2 + (∇un · τ)2
|∇um|2
(3.4)
=
(
Dm
Dn
)2
(∇um · ν)2
|∇um|2
+
(∇um · τ)2
|∇um|2
= 1 +
((
Dm
Dn
)2
− 1
)
cos(αm)
2,
where αm denotes the angle between the unit normal ν and ∇um. Using Dm ≥
Dn (without loss of generality, otherwise we swap indices), we get
|log |∇un| − log |∇um|| ≥
1
2
log
(
1 +
(
e2| logDm−logDn| − 1
)
min
Ω,k
cos(αk)
2
)
:= γ (| logDm − logDn|) .
If minΩ,k cos(αk)
2 > 0 holds in Ω′, the function γ is positive, strictly increasing
and unbounded. Hence, using the reverse triangle inequality,
| log(|∇Hn|)− log(|∇Hm|)| = |log(Γnµn)− log(Γmµm) + log |∇un| − log |∇um||
≥ |log |∇un| − log |∇um|| − |log(Γnµn)− log(Γmµm)|
≥ γ (| logDm − logDn|)− | log(Γnµn)− log(Γmµm)|.
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Finally, since ∆HmHm =
µm
Dm
for all m, we get on Imn∣∣∣∣log
(
∆Hm
Hm
)
− log
(
∆Hn
Hn
)∣∣∣∣ =
∣∣∣∣log
(
µm
Dm
)
− log
(
µn
Dn
)∣∣∣∣
which shows that jumps in log
(
µ
D
)
lead to jumps of equal magnitude in log
(
∆H
H
)
.
To ensure that |∇H| ≥ d > 0 holds, we enforce a minimum for |∇H| (to avoid
creating singularities). We counter failure of minΩ,k cos(αk)
2 > 0 by using
additional measurements.
To estimate (Ωm)
M
m=1 given noisy data H
k, we first look for jumps in log(Hk),
then log |∇Hk| and last in | log(∆Hk) − log(Hk)|. More precisely, we proceed
as follows:
(1) Find Jˆ0 ⊂ Ω, a surface across which logH
k jumps more than some thresh-
old τ0. Segment the domain Ω using Jˆ0 (i.e., find the connected compo-
nents of Ω \ Jˆ0), giving subsets (Ωˆ0i )
I
i=1, an estimate of the regions where
Γµ is constant.
(2) In all Ωˆ0i , search for jumps in log |∇H
k| that are bigger than threshold τ1,
obtaining sets Jˆ i1 ⊂ Ωˆ
0
i . Take Jˆ1 =
⋃
i Jˆ
i
1 ∪ Jˆ0 and segment Ω using Jˆ1 to
get (Ωˆ1i )
I
i=1, an estimate for the regions where Γµ and D are constant.
(3) In all Ωˆ1i , search for jump sets Jˆ
n
2 ⊂ Ωˆ
1
n of | log∆H
k− logHk|, with values
above lower threshold τ2. We get Jˆ2 =
⋃
n Jˆ
i
2 ∪ Jˆ1, our estimate for J(Γµ)
Finally, by segmenting Ω using Jˆ2 we get (Ωˆm)
M
m=1, an estimate for the
regions where Γµ,D, µ
D
(and thus also parameters µ,D,Γ) are constant.
We can take advantage of multiple measurements (Hk)Kk=1 (with different illu-
minations) by detecting edges separately for all Hk (and their derivatives) and
joining the edge sets prior to segmentation in each step (1)-(3), or simpler, by av-
eraging the input data for edge detection in each steps (1)-(3) (we implemented
the second strategy). Using multiple measurements can be vital to counter lo-
cally missing contrast due to failure of condition (3.5) or close to extremal points
of H.
For the actual jump detection, we use Canny edge detection in differential form
as proposed by Lindeberg (cf. [11] and [26]). See Appendix B for a short
description of the method.
4.2 Estimating optical parameters
In the second stage of the reconstruction process, we want to estimate µ,D,Γ
from photoacoustic data (Hk)Kk=1 (sampled on a regular grid) given an estimate
of the sets (Ωm)
M
m=1 (from the previous section) and reference values, for which
we choose (µ1, D1,Γ1) (without loss of generality). For simplicity, we first ex-
plain the procedure for a single measurement H.
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In the proof of Proposition 2, evaluations of Hm,∇Hm · ν and ∆Hm at isolated
points were sufficient to obtain all parameters. In the presence of noise and
discretization error it is, however, better to use all the jump information avail-
able. Rather than calculating µm, Dm,Γm in an arbitrary order using equations
(3.7)-(3.10) we use a least-squares fitting method to calculate Γµ, DΓµ ,
µ
D
in all
Ωm simultaneously.
Since the data H contains noise and is only known on a grid, we can only calcu-
late the values of Hm (whose values may not be known precisely on interfaces),
∇Hm · ν and ∆Hm up to some error. For m = 1, . . . ,M , y ∈ ∂Ωm, z ∈ Ωm and
x ∈ ∂Ωm with |∇Hm(x) · ν(x)| > 0 let hm, gm, lm be the approximations
hm(y) ≈ logHm(y)
gm(x) ≈ log |∇Hm(x) · ν(x)|
lm(z) ≈ log
(
∆Hm(z)
Hm(z)
)
.
(4.1)
From (3.7) and (3.8), we get on Imn
log(Γmµm)− log(Γnµn) = log(Hm)− log(Hn) = hm − hn + ǫ1 (4.2)
and
log
(
Dm
Γmµm
)
− log
(
Dn
Γnµn
)
= log |∇Hn · ν| − log |∇Hm · ν|
= gn − gm + ǫ2,
(4.3)
with ǫ1, ǫ2 denoting error terms. Now, we can estimate
aˆm ≈ log(Γmµm), bˆm ≈ log
(
Dm
Γmµm
)
for m > 2 (a1, b1 can be calculated from the reference values) by choosing values
which minimize the L2-norm of the error terms ǫ1 and ǫ2 over all interfaces, that
is, by solving the least squares problems
(aˆ2, . . . , aˆM ) = arg min
a2,...,aM
M∑
n,k=1
k>n
‖ak − an + hn − hk‖
2
L2(Ink)
(bˆ2, . . . , bˆM ) = arg min
a2,...,aM
M∑
n,k=1
k>n
‖bk − bn − gn + gk‖
2
L2(I˜nk)
,
(4.4)
In the second least squares problem, we restrict the calculation to I˜nk, a subset
of Ink where gn, gk are below some bound (i.e., where |Hn · ν| and |Hk · ν| are
not zero).
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A simple calculation shows that the optimizers aˆ, bˆ satisfy for 2 ≤ m ≤M
∑
k 6=m
(aˆm − aˆk)A(Imk) =
∑
k 6=n
∫
Imk
hm − hk dS
∑
k 6=m
(bˆm − bˆk)A(I˜mk) =
∑
k 6=n
∫
I˜mk
gk − gm dS,
(4.5)
where A(Ink) denotes the area of the interface ∂Ωm ∩ ∂Ωn. Since the corre-
sponding system matrices are irreducibly diagonally dominant, the optimizers
aˆ, bˆ are unique (see, e.g., [20, Theorem 6.2.27] ).
In (4.5), one can see that in the special case where Ω1 is the background and
Ω2, . . . ,ΩM are inclusions with no shared boundaries, our approach is equivalent
to adding to log(Γ1µ1) (respectively log(
D1
Γ1µ1
)) the estimated jump values hk−h1
(respectively g1 − gk) averaged over ∂Ωk.
Now, using (3.8) and (4.1), we have in Ωm, m = 1, . . . ,M
log
(
µm
Dm
)
= log
(
∆Hm
Hm
)
= lm + ǫ3 (4.6)
for some error term ǫ. As before, we can estimate
cˆ = log
( µ
D
)
by minimizing the error term ǫ3. We obtain for m = 1, . . . ,M
cˆm = argmin
c
‖c− lm‖
2
L2(Ωm)
=
1
V(Ωm)
∫
Ωm
lm dx, (4.7)
where V(Ωm) denotes the volume of Ωm, i.e., we take the mean of lm in Ωm.
Finally, from aˆ, bˆ, cˆ, we can calculate µˆ, Dˆ, Γˆ with (3.10).
The use of multiple measurements simply amounts to an additional summa-
tion in (4.5) and (4.7), which corresponds to minimizing over the sum of all
measurements.
4.3 Implementation
We implemented the ideas presented in the last sections in MATLAB. The, pos-
sibly noisy, photoacoustic pressure data (Hk)Kk=1 is given sampled on a regular
3D-grid with sufficiently high resolution.
Following the scheme presented in 4.1, we first estimate subregions (Ωˆm)
M
m=1
where µ,D,Γ are constant by using computational edge detection and then
segmenting Ω using the obtained jump sets.
To detect jumps we use differential Canny edge detection (see Appendix B for
details). The derivatives are estimated via finite differences (after low-pass filter-
ing with a Gaussian kernel). We obtain jump surfaces with sub-voxel resolution
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in the form of a triangular mesh. For segmentation, we applied the MATLAB
image processing toolbox function bwconncomp, which works on a voxel level
(small holes in the jump sets, for instance at corners, can be closed up by in-
creasing the thickness of the voxelized surfaces).
Given the jump surfaces and estimated regions (Ωˆm)
M
m=1, in order to approxi-
mate hm ≈ logHm and gm ≈ |∇Hm ·ν| (cf. (4.1)), we fit for every triangular ele-
ment e (with incenter y) of the surface a log-linear function fem to the dataHm at
nearby grid points (using a Gaussian weight function that gives grid points closer
to y a larger weight). By taking hem = log f
e
m(y) and g
e
m = log |∇f
e
m(y) ·ν(y)| at
y, we get approximations hm and gm that are piecewise constant on the surface
elements e. We obtain aˆ ≈ log(Γµ) and bˆ ≈ log
(
D
Γµ
)
by solving (4.5).
Similarly, we use (4.7) to estimate cˆ ≈ log
(
µ
D
)
. Here, we locally (at grid points
z inside the estimated regions Ωˆm) fit quadratic functions q
z
m to the data Hm,
calculate lm = log
∣∣∣ ∆qzmHm(z)
∣∣∣ ≈ log(∆HmHm
)
and average over z to obtain cˆ (since
the fitting procedure is computationally intensive, this calculation is only per-
formed on a random sample of the grid points, replacing the total average with
the sample average).
5 Numerical examples
In this section, we apply the numerical method described in the last section
to simulated data. We start with a simple example using FEM-generated data
with no added noise.
In the second example, we work with Monte Carlo generated data with added
noise. The Monte Carlo method for photon transfer in random media (which
is physically more accurate than the diffusion approximation) converges to so-
lutions of the radiative transfer equation and thus satisfies our model (1.1) only
approximately (see, e.g., [33] for details).
5.1 Example using FEM-generated data
In the first example, we simulated a single photoacoustic measurement (using
one illumination pattern only) directly in the diffusion approximation, with no
added noise.
We placed, centered at z = 5, four spherical inhomogeneities (cf. Figure 1) into
a cubical grid (x, y, z) ∈ [0, 20] × [0, 10] × [0, 10] with resolution 320 × 160 ×
160. The fluence u is calculated by numerically solving the PDE (1.1) with
homogeneous Dirichlet boundary conditions (simulating a uniform illumination).
For this purpose, we take a self-written MATLAB finite element solver (that
splits the grid into a tetrahedral mesh and then uses linear basis elements). To
get simulated initial pressure data H, we re-sampled u at the grid centerpoints
and built H = Γµu by multiplication with Γµ (see Figure 2).
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Fig. 1: Simulation setup. Spherical inhomogeneities viewed from top left (a) and
their material properties (b).
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Fig. 2: FEM-simulated fluence, photoacoustic initial pressure and derivatives.
The fluence is chosen to be uniform at the boundary. Derivatives are calculated
by finite differences. All images are plane cuts at z = 5.
In Figure 2, one can see how the inhomogeneities affect the data H (cf. Proposi-
tion 1). Spheres 1 and 4 have contrast in Γµ with respect to the background, so
their boundaries are are visible in H. Sphere 2 displays contrast in D, but not in
Γµ, its interface with the background hence can be seen in |∇H|. Since in this
particular example, the field ∇u is never parallel to the sphere’s boundary, the
whole boundary is visible. Sphere 3 has the same Γµ and D as the background,
so it’s only visible in |∆H|.
Figure 3 shows the reconstruction results. As reference values, we used the
values of D and Γ in the background (Region 1). All parameter discontinuities
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(a) Estimated segmentation and jumps
µˆ Dˆ Γˆ
Region 1 0.0995 (0.5%) 1.0000 (0%) 1.0000 (0%)
Region 2 0.1977 (1.1%) 0.9880 (1.2%) 1.0043 (0.4%)
Region 3 0.1105 (10.5%) 0.2759 (10.4%) 0.9072 (9.3%)
Region 4 0.0097 (2.8%) 0.9723 (2.8%) 10.2429 (2.4%)
Region 5 0.6238 (37.6%) 6.2361 (37.6%) 0.0158 (58.4%)
(b) Parameter estimates and relative errors
Fig. 3: Estimated jumps and regions in a plane cut at z = 5 (a), estimated
parameters and their relative errors (b).
were recovered. Without noise, by far the biggest accuracy bottleneck is the
estimation of jumps in D from the normal components of ∇H, in particular for
smaller structures (with respect to the resolution). The estimation of µΓ and
µ
D
works almost perfectly for this type of data.
5.2 Example using Monte-Carlo-generated data
For the second numerical example, we used MMC, an open source 3D Monte-
Carlo photon transfer simulator by Qianqian Fang (see [16] for details), to sim-
ulate photoacoustic measurements.
We again placed four inhomogeneities, centered at z = 5, into a homogeneous
background cubic grid (x, y, z) ∈ [0, 10]× [0, 10]× [0, 10] with resolution 150×
150×150 (cf. Figure 4). Note that two of the structures touch (Regions 2 and 3).
We deliberately chose the material parameters such that there is always enough
contrast in Γµ and D so that edge detection in ∆HH is not necessary (this proved
to be very tricky in the presence of noise since it uses second order differences).
Using MMC, we calculated fluences uk, k = 1, . . . , 6 for 6, for multiple sources
(placed in the center of each of the cube’s faces). We again re-sampled u at
the grid centerpoints, built initial pressure data Hk = Γµuk (by multiplication
with Γµ) and added 5% multiplicative Gaussian noise (which corresponds to a
constant signal-to-noise ratio of about 26 dB).
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(a) Inhomogenities
µ D Γ
Region 1 0.01 0.166 1
Region 2 0.01 0.056 1
Region 3 0.01 0.166 1.2
Region 4 0.02 0.538 0.5
Region 5 0.006 0.111 0.8
(b) Material properties
Fig. 4: Simulation setup. Inhomogeneities viewed from the top right (a) and
their material properties (b).
Figure 5 shows a Monte-Carlo-simulated fluence u1 and initial pressure H1 (for
which the light source at the top of the z = 5 plane cut). Regions 3 and 5 are
are visible in logH1 due to contrast in Γµ. Regions 2 and 4 appear in log |∇H1|.
At some parts of the regions boundaries, the ∇u is parallel to the boundary,
which leads to vanishing contrast. Taking the mean of log |∇Hk| (over the 6
sources), the whole boundary is becomes visible.
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Fig. 5: MMC-simulated fluence, photoacoustic initial pressure (with noise) and
its derivatives. The light source which generated u1 is placed at the top of
the image. Derivatives are calculated by convolution with a Gaussian (with
standard deviation of 1 pixel) followed by finite differences. All images are
plane cuts at z = 5.
µˆ Dˆ Γˆ
Region 1 0.012 (19.8%) 0.166 (0%) 1.0000 (0%)
Region 2 0.014 (41.2%) 0.077 (39.2%) 0.839 (16.1%)
Region 3 0.011 (11.5%) 0.190 (14.7%) 1.284 (7%)
Region 4 0.023 (16.2%) 0.447 (16.9%) 0.511 (2.1%)
Region 5 0.007 (19.2%) 0.128 (15.5%) 0.806 (0.8%)
Fig. 6: Parameter estimates and relative errors.
Figure 6 shows the reconstruction results. As reference values, we again used
the values of D and Γ in the background. All parameter discontinuities were
recovered. As before, errors in the estimation of jumps in D from the normal
components of ∇H were the most significant.
6 Conclusion
Our theoretical analysis shows that in many cases (e.g., if enough measurements
such that (3.12) holds in the region of interest are available), unique reconstruc-
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tion of piecewise constant µ,D,Γ from photoacoustic measurements at a single
wavelength is possible. Our numerical implementation of the analytical recon-
struction procedure works with reasonable accuracy, even with Monte Carlo
generated data (which satisfies the diffusion approximation, which we use for
reconstruction, only approximately). Our numerical method, however, requires
data with very high resolution and large parameter contrast. In addition, due to
the fact that we use second derivatives of the data, our method is very sensitive
to noise, so use with real data might turn out to be challenging.
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A Derivation of transmission formulation
In this section (following the proof in [5]), we prove that under some regularity
assumptions, a function u is a weak solution of
− div(D∇u) + µu = 0 in Ω (A.1)
with piecewise smooth parameters µ,D if and only if
(1) u a classical solution in regions where the parameters are smooth,
(2) u is continuous,
(3) the transmission condition (A.4) holds at the jumps.
Let Ω ⊂ Rn and (Ωm)Mm=1 be piecewise-C
1 domains such that Ω =
⋃M
m=1Ωm.
Denote by T the part of the subregion boundaries that is C1 and in the clo-
sure of at most two subregions. We require that the partition is chosen such
Hn−1(
⋃M
m=1 ∂Ωm \ T ) = 0, i.e., the set junctions where more than three subre-
gions meet or the boundary is not C1 has zero surface measure.
Furthermore, let the parameters µ,D > 0 be bounded and piecewise smooth,
i.e., of the form
µ =
M∑
m=1
µm1Ωm , D =
M∑
m=1
Dm1Ωm
with µm, Dm ∈ C∞(Ωm). For a corresponding solution u of (A.1), let
um := u|Ωm , m = 1, . . . ,M.
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Lemma 1.
Let u be a weak solution of (A.1). Furthermore, let um, m = 1, . . . ,M satisfy
um ∈ C
1(Ωm ∩B) for all B with B ∩ T = ∅. (A.2)
Then u ∈ Cα(Ω) for some α > 0 and um ∈ C∞(Ωm). Additionally, the restric-
tions um satisfy
− div(Dm∇um) + µmum = 0 in Ωm (A.3)
and, almost everywhere on interfaces Imn = ∂Ωm ∩ ∂Ωn,
Dm∇um · ν = Dn∇un · ν (for any interface normal ν). (A.4)
Proof. A weak solution u of (A.1) satisfies u ∈ H1(Ω) and∫
Ω
D∇u · ∇φ + µuφdx = 0 for all φ ∈ C∞c (Ω).
Since the equation is elliptic, we have um ∈ C∞(Ωm) by interior regularity
[18, Corollary 8.11] and hence, from integration by parts,
∫
Ω
− div(Dm∇um)φ+
µmumφdx = 0 for all φ ∈ C∞c (Ωm), which shows that (A.3) holds classically in
Ωm, m = 1, . . . ,M .
From De Giorgi-Nash-Moser theorem [18, Theorem 8.22] we get u ∈ Cα(Ω) for
some α > 0.
Next, let Imn = ∂Ωm ∩ ∂Ωn be the interface between some Ωm and Ωn. For
almost all x ∈ Imn (those in T ), there exists an open ball B ⋐ Ω such that
x ∈ B = Bm ∪Bn = (Ωm ∩B) ∪ (Ωn ∩B) (by the restriction on the partition).
Using integration by parts and (A.3) we get for all φ ∈ C∞c (B) ⊂ C
∞
c (Ω)
0 =
∫
Ω
D∇u · ∇φ+ µuφdx
=
∫
Ωm
Dm∇um · ∇φ+ µmumφdx +
∫
Ωn
Dn∇un · ∇φ+ µnunφdx
=
∫
∂Bm
(Dm∇um · ν)φ+
∫
∂Bn
(Dn∇un · ν)φdS
=
∫
Imn∩B
(Dm∇um · ν −Dn∇un · ν)φdS.
The transmission condition (A.4) follows since ∇um,∇un ∈ C(Imn ∩ B) (by
assumption (A.2)).
For certain partition geometries, weak solutions of (A.1) always satisfy condi-
tion (A.2). For instance, Li and Nirenberg [25, Proposition 1.4] showed that if
(Ωm)
M
m=2 are inclusions with smooth boundaries (which may also touch in some
points) and background Ω1, one gets um ∈ C∞(Ωm).
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For sufficiently regular um (e.g., in the setting just described) we can also derive
the converse of Lemma 1:
Lemma 2. Let um := u|Ωm ∈ C
2(Ωm), m = 1, . . . ,M, satisfy
− div(Dm∇um) + µmum = 0 in Ωm (A.5)
and, on interfaces Imn = ∂Ωm ∩ ∂Ωn with normal ν,
um = un
Dm∇um · ν = Dn∇un · ν.
(A.6)
Then u is a weak solution of (A.1).
Proof. To get u ∈ H1(Ω), we first show that the weak gradient of u is given by
∇u =
M∑
m=1
∇um1Ωm . (A.7)
To see that, note that for all φ ∈ C∞c (Ω)
−
∫
Ω
u∇φdx = −
M∑
m=1
∫
Ωm
um∇φdx =
M∑
m=1
(∫
Ωm
∇umφdx−
∫
∂Ωm
umφν dS
)
.
The interior boundary terms cancel out due to um = un, the exterior boundary
terms vanish since suppφ ⋐ Ω), so the weak gradient of u is given by (A.7).
Hence u ∈ H1(Ω) since
‖u‖2H1(Ω) =
∫
Ω
|u|2 + |∇u|2 dx =
M∑
m=1
(∫
Ωm
|um|
2 + |∇um|
2
dx
)
=
M∑
m=1
‖um‖
2
H1(Ωm)
≤ C
M∑
m=1
‖um‖
2
W 1,∞(Ωm)
<∞
Furthermore, using integration by parts, (A.5) and (A.6) imply
∫
Ω
D∇u · ∇φ+ µuφdx =
M∑
m=1
∫
Ωm
Dm∇um · ∇φ+ µmumφdx
=
M∑
m=1
∫
∂Ωm
Dm(∇um · ν)φdS = 0
for φ ∈ C∞c (Ω) since the boundary terms cancel out due to (A.6) and suppφ ⋐ Ω,
so u is a weak solution of (A.1).
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B Differential Canny edge detection
In differential Canny edge detection as proposed by Lindeberg (cf. [26]), one
starts from a scale space representation fσ = f ∗ gσ of a two-dimensional image
f : R2 → R, where gσ is a Gaussian kernel with standard deviation σ. Edges
at scale σ are then defined (with finite resolution, no natural notion of discon-
tinuity exists) as local maxima of the gradient magnitude |∇fσ| in gradient
direction ∇fσ. Additionally, it is proposed to additionally maximize a certain
functional measuring edge strength in scale space (which allows for automatic
scale selection).
We want to use a similar algorithm to find the discontinuities of a three-dimensional
function f : R3 → R (which will be logHk, log |∇Hk| or log |∆H
k
Hk
|). Jumps of f
that are sufficiently big compared its continuous variation (within a grid step)
lead to sudden changes of intensity (above some threshold) in the corresponding
finite-resolution image. Heuristically, we have a similar situation as in Canny
edge detection. That is, jump surfaces approximately correspond to thresholded
maxima of |∇fσ| in gradient direction, where fσ = f ∗ gσ is the scale-space rep-
resentation of f for a properly chosen scale σ (for simplicity, we will work at a
single, manually chosen scale in this paper).
To estimate the jump set, we thus have to solve for fixed σ and v = ∇fσ
∂v|∇fσ|
2 =
3∑
i,j=1
vivj ∂xixjfσ = 0
∂vv|∇fσ|
2 =
3∑
i,j,k=1
vivjvk ∂xixjxkfσ > 0.
(B.1)
For discrete (voxelized) f , the solution manifold can be calculated with sub-
voxel resolution. To restrict E, the solution surface of (B.1), to parts where the
gradient magnitude (and thus also the jump across the surface) is large enough,
we perform hysteresis thresholding. That is, we first apply a lower threshold ρ1
to the jump strength |∇fσ| to get
E1 = {x ∈ E
∣∣ |∇fσ(x)| ≥ ρ1}.
Then, we remove all connected components C ⊂ E1 for which the jump strength
is never above a higher threshold ρ2, so we get our final jump set E2 with
E2 =
⋃
{C ⊂ E1
∣∣ C is connected ∧ ∃x ∈ C : |∇fσ(x)| ≥ ρ2}.
As a final step, we remove all isolated structures smaller than a certain size
(which are usually due to misdetections and too small for further processing).
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