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1. INTRODUCTION 
In this paper we study the behavior as t -+ 00 of solutions of certain non- 
linear delay-differential equations. We extend the notion of an invariant set to 
almost periodic equations and consider the interaction of this notion of 
invariance with perturbation theory and with the theory of Liapunov func- 
tions (cf. [3-6, 8, IO] for related results). 
Let r be a fixed positive number and let D be a fixed open domain in n-space 
R”. For any subset A of D let C,(A) be the space of all continuous functions 
mapping the interval [- r, 0] into the set A. For any v E C,(A) define the 
norm of 97 by 
II~II=Sup{l~(~)I;--r~uo}. 
Given any continuous function x(t) from an interval [T - I, L) into A, 
define the path xt from [T,L) into the space C,.(A) by the formula 
Xt(U> = x(t + u) for - r<tl<O. 
DEFINITION. A delay-d#erential equation is a relation of the form 
where f is a continuous function from I x C,(D) into D and I = {t; 0 < t < m>. 
A solution of (1.1) with initial values (T, v) is a continuous function x(t) 
defined on an interval [T - r, L) such that xT = v, xt E C,.(D) for T < t < L, 
and x(t) satisjies (1.1) for T < t <L. 
We remark that if f(t, p) is continuous in the pair (t, v), then for each 
(T, v) there is a solution of (1 .l). If f  is locally Lipschitzian in v, then solu- 
tions of (1 .l) are uniquely determined to the right by their initial values. If for 
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each compact subset D* C D, If(t, p) j is bounded on I x C,(D*), then each 
solution x(l) of (1 .l) can be continued to the right for as long as x(t) remains 
in a compact subset of D. See Driver ([2], pp. 403-408) for proofs of the 
above statements. 
In this paper we consider systems of n equations of the form 
x’(t) = Jyt, Xt), 
and perturbations of the form 
(1.2) 
x’(t) = p(t, 4 + R(t, xt) + G(t, xt), (1.3) 
where the following assumptions are made: 
(HI) R and G are continuous on I x C,(D) with values in D. 
(HZ) P is continuous on R1 x C,.(D) and P is uniformly almost periodic in t. 
(H3) For each compact subset D* C D, ) P(t, p) ] is bounded on 
R1 x C,(D*). 
(H4) For any continuous function y(t) defined on I with values in a compact 
set D* C D, for any sequence t, -+ co as m + ~13 and any t E RI, 
l.l$t s t,+t I G(s, rs) I ds = 0. t 
(H5) Let Q be a fixed subset of C,(D). For each compact set D* CD and 
each c > 0 there are fixed numbers 6 > 0 and S > 0 (depending 
only on c and D*) such that whenever t > S, ‘p E C,(D*) and 
d(v, Q) < 6 one has 1 R(t, q~) I < e. 
We shall use the following conventions: if y E P, then 1 y ) is any vector 
norm. The symbols d(x, A) denote the distance from the point x to the set A. 
If x(t) is any function and A any subset of R”, y(t) -+ A as t + co if for each 
E > 0 there is a t(c) > 0 such that d(y(t), A) < F for all t > t(c). The defini- 
tion of yt + U as t + co is similar. 
If y(t) is a continuous function on an interval [T, 00) into D, the pos-itiwe 
limit set ofy(t), denoted by F+(y(t)), consists of all points z for which there 
is a sequence t,,, + co as m --+ co with y(t,,J + o. Similarly the positive limit 
set A+(yt) consists of all functions p E C,(D) such that there is a sequence 
t,-+ co as m-+ 00 with 11 p -yt, I] --+O. 
Remarks on Hypothesis (H2) 
DEFINITION. If P(t, v) is continuous on RI x C,(D) with values in D, 
then P(t, go) is called um&wdy almost periodic in t if and only ;ffor each E > 0 
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and each compact subset U C C,.(D) there is a number L = L(E, U) > 0 such 
that in any interval a < t < a + L of length L one can jind a number to such 
that 
I P(t + to, v) - qt, 9’) I -=c E (1.4) 
uniformly for all t E R1 and all y E U. 
Existing real variable proofs are easily modified to establish the following 
results. 
LEMMA 1. If P(t, p’) is uniformly almost periodic in t and if U is a compact 
subset of C,(D), then 1 P(t, v) 1 is bounded on R1 x U. 
LEMMA 2. If P(t, p’) is uniformly almost periodic in t and if {h,} is any 
real sequence, then there is a subsequence {hmrc} and a uniformly almost periodic 
function P*(t, q) such that 
f’(t+h,,,d+f’*(t,d as k-co (1.5) 
uniformly for all t E R1 and p, on compact subsets of C,(D). 
If P(t, q) is almost periodic, let H(P) be the set of functions 
H(P) = {P(t + h, p)); - co < t < co>. 
Let R(P) be the uniform closure, in the sense of (1.5), of H(P). We shall 
use the space R(P) in the sequel. 
Remarks on Hypothesis (H4) 
The author is indebted to C. C. Conley for the present form of (H4). 
We remark that if the function 1 G(t, yJ I E L,(O, oo) for some p in the inter- 
val 1 < p < co, then (H4) is satisfied. For p = 1 this proof is trivial. If 
p > 1, then from the Holder inequality we see that 
1 j:“’ 1 . 1 G(s, yJ 1 ds 1 < ) t Il-(l’p) * ( 1: I G(s, yJ )P ds 1”‘. 
2. PERTURBED ALMOST PERIODIC SYSTEMS 
A. The Main Result 
THEOREM 1. &et hypotheses (Hl)-(H5) hold for some fixed set Q C C,(D). 
Let x(t) be a solution of (1.3) on T < t < 00 with the range of x(t) in a compact 
set D* CD. If xt +Qast+cqth f en or each point z E F+(x(t)) there cowes- 
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ponds a sequence t, + co as m -+ co, a function y(t) and a function P*(t, p’) 
such that 
(a) y(0) = z and y’(t) = P*(t, yt) for - co < t < CO, 
(b) x(t + tm) *y(t) as m + co uniformly on compact subsets oft E RI, and 
(c) P(t + t, , v) --f P*(t, q~) as m --, co uniformly for all t and for y 
on compact subsets of C,(D). 
Proof. Fix any point z E I’+(x(t)). Pick any L > 0 and any decreasing9 
positive, null sequence {cm}. From the definition of T+(x(t)) there exists a 
sequence t, -+ co as m -+ co with x(t,,J + a. We may assume that 
T+2Y+L<t, and tm -c L+1 for m = 1,2, 3, ... . (2.1) 
From (H4) it follows that we may assume 
s 
t,+L 
I G(s, x,> I ds < cm (m = 1, 2, 3, e-e). (2.2) 
1,-L--c 
From (H5) it follows that there are numbers S, > 0 and 8, > 0 such that 
whenever t 3 S, , q~ E C,(D*) and d(y, Q) < 6, one has 1 R(t, v) 1 < E, . 
Since xt --+Q as t -+ co, the numbers S, may be taken so large that 
d(x, , Q) < 6, for all t >, S, . We assume that t, 3 S, + Y  + L and accord- 
ingly that 
I W, xt) I < cn for all tat,-r-L. (2.3) 
Let M be the number defined by 
M = sup {I P(t, p’) I; - 00 < t < 00, q~ E C,(D*)). 
For any t > T and to > T note that 
(2.4) 
x(t) = x(t,) + j;. W, 4 + R(s, 4 + % x.8 ds. (2.5) 
Define x,(t) = x(t + t,J for - r -L < t <L and m = 1,2,3, ... . Using 
(2.1) and (2.5) we see that 
xm(t) = x(&n) + jt P(s + t, , 
0 
(xm>s) ds + j:I” W, 4 + G(s, 4) ds. 
V-9 
The sequence {x,Jt)> is uniformly bounded by the compact set D*. This 
sequence is also equicontinuous since for any m and for 
- Y-L<s*<s,<L, 
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it follows from (2.2)-(2.4) and (2.6) that 
< (M + 4 (~1 - ~1) + cm . 
This argument also shows that the set 
U, = ((x&; -L < t <L, m = 1,2, 3, **.> 
has compact closure in C,(D). 
There is a subsequenceof {z&t)} h h . g w ic we a ain by m and there is a func- 
tion y(t) such that 
I %n(t) -r(t) I = I 4t + 478) - YW I + 0 (2.7) 
as m + 00 uniformly for - Y -L < t <L. Using Lemma 2 above we may 
assume for the same subsequence and for some P*(t, p) E I?(P) that 
I P(t + 4n 9 v) - p*p, y) I - 0 as rnd co. (2.8) 
Note that for any t in the interval -L < t <L one has 
JO 
Since 
(2.9) 
U, = {(x& -L < t <L, m = 1,2,3, ..*} 
has compact closure, it follows from (2.8) that the first term on the right side 
of (2.9), tends to zero as m + 03. Since P*(t, v) is uniformly continuous on 
compact sets of (t, q), the second expression also tends to zero. Noting (2.2), 
(2.3), and (2.6)-(2.9) one sees that 
~(4 = z + I’ P*(s, us) ds, 
0 
(2.10) 
for - L < t ,< L. 
For L = 1 pick a sequence {tlm} such that (2.10) is satisfied on 
- 1 < t < 1. Pick a subsequence {tzm} of {tr,,J such that (2.10) is satisfied 
on - 2 < t < 2. The same function P* will be obtained in both cases and 
the two functions y(t) will coincide where both are defined. Continue for 
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L = 3,4, 5, ... . The sequence {tm} which satisfies (a), (b), and (c) may be 
chosen as t, = t,, This completes the proof of Theorem 1. 
COROLLARY 1. Let the hypotheses of Theorem 1 hold. Then the positive 
limit set A+(x,) of the path xt is not empty and for each element z,b E A+(x,) there 
is a sequence t, + CO as m ---f 00 and functions y(t) and P*(t, v) such that 
(4 y’(t) = P*k rt) on - co < t < co with y0 = #, and 
(4 II xt+t, - yt I/ --f 0 as m -+ co uniformly on compact subsets of 
-co<t<cO. 
Proof. We know that I’+(x(t)) is not empty. If  z is any point of P+(x(t)), 
then from Theorem 1 there is corresponding function y(t). It is easy to see 
that for each t E R1 the element yt E A+(x,), that is, A+(x,) is not empty. 
Given any element 1c, E A+(x,) there is a sequence t, -+ co as m + co with 
il xt, - # II - 0. Thus x(&J + 4(O) as m + co. Letting z = 4(O) it is clear 
that (d) and (e) follow from parts (a) and (b) of Theorem 1. This completes 
the proof of Corollary 1. 
B. Invariant Sets 
The conclusion of Corollary 1 suggests an invariance property of the set 
A+(x,) which we define as follows: 
DEFINITION. If U is any subset of C,(D), then U is called quasi-invariant 
with respect to the almost periodic system x’(t) = P(t, xt) if and only iffm each 
element I/ E U there corresponds an almost periodic function P*(t, p’) E l?!(P) 
and a solution y(t) of y’(t) = P*(t, yt) such that y,, = # and yt exists and 
remains in a compact subset of Ufor - co < t < co. 
The conclusion of Corollary 1 is that A+(x,) is a nonempty, quasi-invariant 
set with respect to system (1.2). 
COROLLARY 2. Let (HI)-(H5) hold for a jixed set Q. Let Q0 be the largest 
quasi-invariant subset of Q with respect o (1.2). If x(t) is any solution of (1.3) 
with range in a compact subset D* of D, then xt -+ Q,, as t + co. 
Proof. Using Theorem 1 it is easily proved that xt + A+(x,) as t -+ co. 
From Corollary 1 it follows that A+(x,) C Q,, . Therefore xt + Q0 as t -+ co. 
This proves Corollary 2. 
C. The Special Case P(t, F) Periodic in t 
I f  P(t, v) is periodic in t of period 8 > 0, then the space ITi is just the 
set (P(t + h, cp); 0 < h < 01. I f  t,,, + co as m + co is any sequence, then 
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by possibly taking a subsequence we may assume that t, = h + K,,$ + s, , 
where 0 < h < 8, {K,} is an increasing sequence of positive integers ‘and 
s,,, -+ 0 as m---f co. Using these facts one can easily modify the proof of 
Theorem 1 to establish the following result. 
THEOREM 2. Let the hypothesis of Theorem I hold. Let P(t, v) be periodic 
in t of period 8. Then for each x E r+(x(t)) there is an increasikg sequence {K,} 
of positive integers, a number h with 0 Q h < 0, and a function y(t) such that 
(ar) y(h) = z and y’(t) = P(t, yt) for - co < t < cq and 
(b,) x(t + K,#)+y(t) as m + co uniformZy on compact subsets 
-m<t<m. 
3. LIAPUNOV THEORY 
In this section we apply the results of Section 2 to the system (1.2). The 
principle results of this section generalize certain results of Hale [3] and 
Krasovskii [4j. If W(t) is any function, then let 
W(t) = l$-no”+“p -$ (W(t + h) - w(t)). 
For any number h with - Y < h < 0 define the pseudo norm 11 ‘p ]]ci,O1 
on the space C,(D) by 
llv Il[w = SUP {I 44 I; h d u G 01. 
The following result is easily proved by modifying some results of Hale [3]. 
LEMMA 3. Let the function f(t,q) of the system (1.2) x’(t) = f(t, xt) 
satisfy (H3) and let V(t, p) be a continuous function on I x C,(D). Define 
U(L) = ((4 9); qt, v) -c-q. 
Suppose there are constants h and K such that - r < h < 0, 
R={Y; IY I <K)CD, 
andfor all (t, v) C U(L) one has 11 y Il~h,o] < K and V(t, 9) > 0. If v(t, xt) < 0 
for all solutions xt of (IA), then all solutions of (1.1) which start in the set 
U(L) exist and are bounded for all future time. 
Proof. Let x(t) be a solution of (1.1) with initial values (T, xT) E U(L). 
Since v(t, xt) < 0 we see that V(t, xt) <L and x(t) E m for as long as x(t) 
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exists. From the compactness of m and (H3) it follows that x(t) exists and 
remains in m for all t 2 T. This proves the lemma. 
The main result of this section may be stated as follows: 
THEOREM 3. Suppose V E C(R1 x C,(D)) with p(t, xJ < 0 for each soh- 
tion x(t) of (1.2). Suppose P(t, y) and V(t, 9’) are uniformly almost periodic in t 
and P(t, v) satisfies (H3). Let U be the subset of C,(D) consisting of all trajecto- 
ries yt such that corresponding to yt there exist P* E i?!(P) and V* E g(V) 
such that 
(i) y’(t) = P*(t, yt) for - co < t < co. 
(ii) y(t) has range in a compact set D, C D, and 
(iii) 3*(t,yt) = 0 for - co < t < 03. 
If x(t) is a solution of (1.2) which exists for all large t and has range in a compact 
set D* CD, thenx,-+ U, as t+ co. 
Proof. We shall show that the positive limit set A+(x,) is contained in U. 
This will prove the theorem. 
Since the range of x(t) is in the compact set D*, it follows from (H3) that 
the set 
X = {xt; t sufficiently large} 
is equicontinuous and uniformly bounded. Since X has compact closure in 
C,(D), it follows from Lemma I above that 1 V(t, xt) / is bounded. Together 
with v(t, xt) < 0 this implies that limit V(t, xt) = V, as t -+ co exists. 
Note that system (1.2) is a special case of (1.3) with R(t, p’) = G(t, p’) = 0 
so that Theorem 1 applies to (1.2). For any fixed 9 E A+(x,) pick a sequence 
t, -+ co as m --f co such that x~~ -+ #, V(t + t, , v) --+ V*(t, 9) and 
P(t + t, , y) -+ P*(t, p)). The corresponding path yt given by Corollary 1 
above clearly satisfies (i) and (ii) of this theorem. Since V*(t, yJ = V, con- 
stant, (iii) is also satisfied. Therefore A+(x,) C U and Theorem 3 is proved. 
In case P and V are periodic in t Theorem 3 takes the following form. 
COROLLARY 3. Let P(t, 9’) and V(t, q~) be periodic in t of the same period 6. 
Suppose P(t, p’) satisfies (H3) and p(t, yJ < 0 for each solution y(t) of (2.2). 
Let U be the set of solutions yt such that y(t) has compact range and r(t, yt) = 0 
for - co < t < co. If x(t) is a solution of (I .2) zuith compact range, then 
xt-+ U as t-+03. 
By combining Corollary 3 and Lemma 3 we can generalize certain results 
of Hale ([3], Theorem 1) and Krasovskii ([4], p. 153) with the following 
result. 
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COROLLARY 4. Let P(t, p’) be periodic in t of period t9 and let P satisfy (H3). 
Suppose V(t, p) is continuous in (t, y) and periodic in t of period 0. Let there 
exist numbers L, h, and K such that 
(i) - r < h < 0, 
(ii) m=(y~R~;lyl <K}CD, 
(iii) V(t, v> 2 0 and II v  II [h,OI < Kfor each (t, v) in U(L), and 
(iv) V(t, yt) < 0 for all solutions yt of (1.2). 
[ f  U, is the set of solutions yt such that 1 y(t) 1 < K and p(t, yl) = 0 on 
- cg < t < co, the-n all solutions x(t) of (1.2) with initial values in U(L) 
remaininNandx,+ U,,ast+oo. 
An instability result of Krasovskii ([A, p. 69) for ordinary differential 
equations admits the following extension: 
COROLLARY 5. Let P(t, 9’) and V(t, IJJ) be periodic in t of period 0. Let P 
satisfy (H3). Suppose 
(i) r(t, xt) > 0 for each solution xt of (1.2), 
(ii) for each E > 0 there is a S(E) > 0 such that if 11 q 11 < S, then 
1 V(t, y) I < B uniformly for t E R1, and 
(iii) there is no solution y(t) of (2.2) such that y(t) + 0, y(t) has compact 
range and r(t, yt) = 0 on - 00 < t < co. If x(t) is a solution of (1.2) with 
V(T, xT) > 0 for some T > 0, then for each compact subset D* C D there is a 
number t, = t,(D*, x(t)) 3 T such that x(tl) $ D*. 
Proof. Suppose there is a compact set D* such that x(t) E D* for all 
t 2 T. From Theorem 3 and (iii) above we see that zero must be a solution 
of (1.2) and xt + 0 as t + co. From p(t, xt) > 0 it follows that 
V(t, ZQ) 2 V(T, xr) for all t > T. From (ii) there is a 6 > 0 such that if 
I/ xt II < 6, then 1 V(t, xt) I < V(T, xr). Thus xt + 0 and II xt I/ 3 6, a con- 
tradiction which proves Corollary 5. 
Corollary 5 is not quite an instability result in its present form. If it is also 
assumed that x(t) = 0 is a solution of (1.2) and that for each positive integer 
m there exists t, > m and yrn with 11 ym /I < l/m and V(t, , v,,J > 0, then 
it is easy to see that x(t) = 0 is not stable. 
4. EXAMPLES 
As an application of the results of the previous sections we consider the 
behavior as t + 00 of solutions of the equation 
x’(t) = - + j” (r + 4 g(x(t + 4) du, (4.1) 
-T 
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where r > 0 and g(x) E C(- co, co). If x(t) is a solution of (4.1), then with 
y(t) = x’(t) it is easy to see that (x(t), y(t)) is a solution of 
r'(t) = - g(W) + +- j" gW + 4) du. 
--7 
(4.2) 
On the other hand, if (x(t), y(t)) is a solution of (4.2), then x(t) is a solution of 
x’(t) = c - + 1” (I + u)g(x(t + u)) du, 
-7 
1 O = -- 
Y j_, (y + 4 (M + 4) - +) dus (4.3) 
where 
c = y(O) + ; j” (y + 4 g(+)> du. 
--c 
Our analysis of (4.1) and (4.2) will depend heavily on the work of Levin 
and Nohel[7J. We introduce the Liapunov function 
Wt) =GW)) + &jr, [ j; g(4 + UN d”] 2d7 
where xb is a solution of (4.1) and 
G(x) = j;g(u) du. 
A calculation involving integration by parts yields 
%> = - ; [ j y, g(x(t + 4) du] 2. 
LEMMA 4. For each bounded solution x(t) of (4.1), me has 
Proof. Since 
limit j” g(x(t + u)) du = 0. 
+ --P 
Lemma 4 follows by an application of Theorem 3. 
Levin and Nohel [7] have proved the following result in the special case 
where g(x) is locally Lipschitzian. 
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THEOREM 4. Let the hypothesis of Lemma 4 hold. Suppose xg(x) > 0 for 
x # 0 and suppose G(x) --+ cg as 1 x 1 -+ co. Let F E C,.(Rl) be arbitrarily given. 
Then the following statements are true: 
(i) There is a solution x(t) of (4.1) which is continuous on - r < t < 00 
with x(t) = p)(t) on - r < t < 0. 
(ii) 1 x(j)(t) 1 . b d d 2s oun e onO<t<coforj=0,1,2. 
(iii) The positive limit set P+(x(t), x’(t)) is a single closed orbit of the system 
u’(t) = v(t), v’(t) = - g(u(t)). (4.4) 
(iv) If P+(x(t), x’(t)) # (0,O) and rf p is the least common period of the 
solutions of (4.4) which generate P+(x(t), x’(t)), then r = mp for some integer 
m > 1. 
Proof. Statements (i) and (ii) follow exactly as in [A. They may also be 
proved from Lemma 3 above. With G(t, v) = 0, 
and Q = {v; Up, $1 = 0) we apply Theorem 2 to system (4.2). Thus if 
(a, b) E l’+(x(t), x’(t)) and if (u(t, to , a, b), v(t, to , a, b)) is the solution of (4.4) 
which passes through the point (a, b) at t = to, then there are sequences 
t,,,+ co as T,,-t co as m+ co such that 
sup I x(t + t,) - u(t, 0, a, b) I -+ 0 
and 
sup j x’(t + t,J - v(t, 0, a, b) I + 0 as m--t 03. 
-T,,,<t<T,,, 
Also, 
s 
’ g(u(t + s, 0, a, b)) ds = 0 for -co<t<<. 
-T 
The proof may now be completed in exactly the same manner as the proof 
given by Levin and Nohel ([7j, pp. 40-43). 
COROLLARY 6. Let the hypotheses of Theorem 4 hold. Let g(x) be strictly 
increasing with 1 g(x) 1 + to as 1 x 1 -+ co. If v, # E C,(F) are any initial 
values, then the following results are true : 
(i) There is a solution (x(t), y(t)) of (4.2) defined, continuous and bounded 
on-r<t<~withx,=p,andy,=~. 
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(ii) There exist numbers x* andy* such that the set I’+(x(t) - x*, y(t)) is a 
single closed orbit of 
u’(t) = v(t), v’(t) =z - g(u + x*) + y*. (4.5) 
(iii) I f  P(x(i) - x*, y(t)) # (0, 0) and ifp is the Least common paiod of 
the periodic solutions which generate r+(x(t) - x*, y(t)), then r = mp for some 
integer m > 1. 
Proof. System (4.2) with initial values (cp, 9) is equivalent to system (4.3) 
with 
c = $(O) + f I” (r + 4 gbdu)) da 
r 
Let y* = 2c/r and x* be the unique point where g(x*) = y*. Let 
w(t) = x(t) - x* and f(w) =g(w + x*) -y*. 
Then (4.3) is transformed to the equation 
w’(t) = tj (y + u)f(w(t + 4) du, 
-9 
(4.6) 
wheref(0) = 0, wj(w) > 0 if w # 0 and 
I wf(u) du -+ co as w--t co. 
If  we apply Theorem 4 to (4.6) and then use the transformation 
x(t) = w(t) + x* we see that Corollary 6 is established. 
We remark that the hypotheses of Theorem 4 are not generally sufficient 
to establish even the boundedness of solutions of (4.2). For example 
g(x) = exp (x) - 1 and v  and # are picked so that 
then a consideration of (4.3) and Lemma 4 shows that the solution of (4.2) 
with initial values (pl, #) is not bounded as t increases to some finite or infinite 
limit value. 
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