Abstract. This paper is concerned with the strong consistency of the estimators of the autocovariance function and the spectral density function for the autoregressive process in the case where only an amplitude modulated process with missing data is observed. These results will give a simple and practical sufficient condition for the strong consistency of those estimators. Finally, some examples are given to illustrate the application of main result.
Introduction
In this paper, the strong consistency of the estimators of the autocovariance function and the spectral density function for the autoregressive process X t is investigated in the case where only an amplitude modulated process Y t = m t X t is observed.
In order to do this, a few new notations and a proposition are used. Let X t denote the value of the variable at time t, the pth order real valued autoregressive process(AR(p)) with autocovariance function σ X (l) = E[X t X t+l ] and spectral density function f X (λ). The process can be written as However in this autoregressive process, because the parameter β = (β 1 , β 2 , . . . , β p ) t and the variance σ 2 are unknown, the autocovariance function σ X (l) and the spectral density function f X (λ) are unknown. The problem of the time series analysis make inference about β, σ X (l) and f X (λ) in another appropriate way, on the basis of observations X t , t = 1, 2, . . . , N.
When X 1 , X 2 , . . . , X N are all observed, the following two estimators of the autocovariance function σ X (l) are known:
Although only the first one is unbiased the second estimator is normally preferred since, in general, it has a smaller mean square error and is a positive semi-definite function. But C X (l) is not necessarily positive semi-definite. Note that the Fourier Transform of the positive semidefinite functionC X (l) is a nonnegative function [13] . Assume that the process X t is stationary, that is, all the zeros of poly- 
And since spectral density function of autoregressive process of order p is
we can takef X (λ) as an esimator of the spectral density function f X (λ),
are the estimator of β j and σ
2
. Hence in this case the statistical purpose is to find the esimator of the coefficient vector β and a white noise variance σ 2 based on the observations X 1 , X 2 , . . . , X N . Multiplying each side of (1.1) by X t−k , k = 0, 1, . . . , p, and taking expectations, we obtain the Yule-Walker equations,
or, in the matrix form Γ X β = γ X , where
Hence the variance of the whitenoise process satisfies the following
Note that σ X (−k) = σ X (k). The equations can be used to determine σ X (0), σ X (1), . . . , σ X (p) from σ 2 and β. On the other hand, if we replace the covariances σ X (l), l = 0, 1, . . . , p, by the corresponding sample covariancesC X (l), we obtain a set of equations for the so-called Yule-Walker estimatorsβ andσ
In this study the situation can be considered in which those data are missing. This situation sometimes arises, for example, at the time of recording instruments failure intermittently or lost observations due to clerical errors. In the frequency domain the spectral analysis has been tackled by Jones [9] and Parzen [12] . Also Scheinok [15] and Bloomfield [2] consider a spectral analysis when observations are missing at random.
For notational convenience the amplitude modulated sequence are introduced. Define the sequence Y t = m t X t , t = 0, ±1, ±2, . . . , which is called an amplitude modulated version of {X t }. Assume that m t are independent of the X t process. Then since σ Y (l) = σ m (l)σ X (l), the natural type of covariance estimate now has the form
Hence it can be written as
The purpose of this paper is to develope the asymptotic properties of R Y (l), R X (l) and f * X (λ), where
A number of examples of {m t } have been considered in the literature and these reviewed by Dunsmuir and Robinson [4] and [5] . Stochastic {m t } have been considered by Scheinok [15] and Bloomfield [2] . Scheinok considers the case where {m t } is a sequence of independent Bernoulli trials while Bloomfield generalize this to include the dependence in the m t .
Almost all of the papers cited in the previous paragraph are concerned with nonparametric spectral estimation for amplitude modulated processes. And Dunsmuir and Robinson [4] consider the strong consistency of R X (l) under the some conditions.
In this paper, the strong consistency of the estimator f * X (λ) is investigated about the spectral density function f X (λ) under the model (1.1). In order to this, the strong consistency of R X (l) is also investigated under the different conditions. Now the necessicity of basic assumptions and a well-known theorem is stated necessary earlier in this paper. Thus this is used as a proposition without proof. Definition 1.1. A sequence X t will be said to be asymptotically stationary if and only if the following limits exists a.s.:
X t X t+l exists for all integers l. Definition 1.2. If X t is stationary or asymptotically stationary, the time series is said to be ergodic if the sample covariance functionC X (l) is consistent at the quadratic mean estimator of σ X (l) = E[X t X t+l ]. That is, the stochastic process X t is called ergodic if its ensemble average equal appropriate time average(i.e., with probability 1, any statistic of X t can be determined from a single sample X t (ζ)).
In order for this to be the case it is necessary and sufficient that for each l, lim
The following notation is used: σ m (l) = E[m t m t+l ]. Furthermore, throughout this paper the following assumptions are readed for the model (1.1).
Assumptions: A1. {m t }, {X t } are independent A2. m t , t = 1, 2, . . . , is asymptotically stationary with
A3. m t 's are independent and lim 
Strong consistency
In this section the sufficient condition for the strong consistency of R X (l) and f * X (λ) will be proved. It should be first proved that R Y (l) is a strongly consistent estimator of σ Y (l). 
. So by the Cauchy-Schwarz inequality,
Note that lim 
m t m t+l converges to σ m (l) with the probability 1, by A2, we only need to show that
R ij (l) and R ij (l) converges to 0 with probability 1 if i or j = 2. Hence we only need to show that
for sufficiently large M. Here we used the following equations:
But since
α j α j+l → 0 which shows that the last two terms tends to 0 as M goes to infinity. Hence we only need to show that 
And hence by proposition − − → σ m (l). Therefore, by the Slusky theorem, R X (l) is a strongly consistent estimator of σ X (l). This completes the proof.
Next we will prove that f * X (λ) is a strongly consistent estimator of f X (λ). 
To prove this theorem, we begin with the following lemma. 
Proof. See Appendix. 
Proof. See Appendix.
Proof of Theorem 2.2. Note that
Hence, to prove that f * X (λ) is a strongly consistent estimator of the f X (λ), we only need to show that B * (z) a.s.
− − → B(z)
and σ * 2 a.s.
a.s.
− − → B(z).
Furthermore, it is already proved that σ * 2 is a strongly consistent estimator of σ 2 by Corollary 2.4. Hence f * X (λ) is a strongly consistent estimator of f X (λ). If A3 removed, then it is possible to obtain the following theorems. 
Proof. It is only needed to show, in the proof of the Theorem 2.1, that the convergence of (2.1) is the convergence in probability. And hence it is only needed to show that the convergence of (2.2) is the convergence in probability. But, when k = j + l,
Since t are i.i.d. random variables. And if k = j + l,
Since E[ 
as N tends to the infinity. Thus
And by A2 and the Slusky Theorem, R X (l) 
To prove this theorem, it is only need to show the following lemma. For, if the following Lemma 2.7 is proved, then the proof of this theorem is the same as the proof of Theorem 2.2 except the a.s. convergence being replaced by the convergence in probability. Furthermore, the following special amplitude modulated process should be noted. Define the sequence Y t = m t X t , t = 0, ±1, ±2, . . . where 
Therefore, m t is asymptotically stationary. And hence σ * These examples show that if the observations are periodically missing, it is not able to guarantee the strong consistency. 
