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Abstract
Mode interactions arise when two types of bifurcation come closer and meet at a 
codimension 2 point and cross each other on the branch. It happens when multiple 
eigenvalues involving more than one parameter pass through then critical values 
together. A cascade happens when these mode interactions go through, in this 
case, successive period doubling.
In this thesis we study cascades of codimension 2 mode interactions in discrete 
dynamical systems. The underlying focus is on understanding mode interaction 
cascades in iterated maps when their solutions go through successive period dou­
bling.
We consider a large system which has a mode interaction involving a period 
doubling bifurcation and a symmetry breaking bifurcation. If the system is more 
then two dimensional we perform a Centre Manifold reduction to get a two di­
mensional reduced form. We then reformulate the period doubling bifurcation 
as a symmetry breaking bifurcation and use Liapunov-Schmidt reduction to get 
two bifurcation equations which describe the solutions in a neighbourhood of the 
mode interaction.
We give a detailed description of solutions of the bifurcation equations. We 
calculate the values of the parameters for primary and secondaiy bifur cations from 
the trivial solution and primary branches respectively and derive conditions for 
their sub(super) criticality. We also consider whether there is any tertiary Hopf 
bifurcation on the mixed mode solutions and derive conditions for it to exist.
We study the conditions for a mode interaction cascade for a class of iterated 
maps which satisfy a few basic conditions. We list all possible mode interactions 
and carefully study which of these mode interactions go through a cascade and 
categorise them. At higher periods we study the relationship among the bifurca­
tion equations of different points in the cycle and derive equations to find all the 
sets of bifurcation equations from one. We apply these techniques to different 
examples.
We study the limiting behaviour of the cascade using renormalisation theory 
first studying a sequence of one dimensional functions and then a two dimensional 
problem which includes the one dimensional functions. We derive the parameter 
scaling for each function and then for the two dimensional problem.
We used a second parameter /u in the mode interaction cascade. We calculate 
the limiting values /ioo and universal constant for ^  similar to Feigenbaum point 
and Feigenbaum Number.
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Chapter 1
Introduction
In this study we will try to understand mode interactions involving symmetry 
breaking and period doubling bifurcations in discrete dynamical systems. We 
will also try to understand how these dynamical systems behave after the mode 
interactions. Do they undergo through further bifurcations as a result? And if they 
do, is there any universal behaviour? But before going into more comprehensive 
discussion we will introduce period doubling and mode interactions first.
1.1 Period doubling
All systems of physical interest typically have parameters which appear in their 
defining systems of equations. As these parameters vary, changes may occur in 
the qualitative structure of the solutions for certain values of the paiameters in the 
equations. These structural changes in the solutions of a given system are often 
associated with bifurcations and the parameter values for which these changes 
occur are called bifurcation points.
In the theory of dynamical systems there are several ways which lead to the 
onset of chaos. According to Stewart [56], one of the most suggestive scenarios 
to chaos is period doubling (or flip) bifurcation. Many physical systems exhibit 
period doubling bifurcation. During this process, as some control parameter is 
varied, the behaviour of the system changes from simple to complex [54]. More 
precisely, for some range of parameter values, the system exhibits an orderly peri­
odic behaviour but this behaviour gets more and more complex when the parame-
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Figure 1,1: Bifurcation diagram for the logistic map showing period-doubling.
ter values increase until the system becomes chaotic beyond a particular parameter 
value called the Feigenbaum point. During this change under the slow variation of 
the system parameter, every time a supercritical period doubling bifurcation gen­
erates a stable oscillation with twice the period of its precursor as shown in Fig. 
1.1. Only branches up to period 8 can be seen in this diagram as the intervals for 
higher periods get successively shorter. In many systems a cascade of such period 
doubling bifurcations is a common route to chaos.
The first and most studied simple system that exhibits period doubling bifurcation 
is the logistic map having only one degree of freedom x and one system parameter 
A, given by
^n+l A37^  (1 Xn) • (1.1.1)
The time scale of this map is discrete: n = 1 ,2 ,3  Starting at an aihitrary point
ojo in the interval [0, 1] and applying this map again and again yields a series of 
values which either converge to a fixed point in the interval or alternate periodi­
cally between several points or even could exhibit completely irregular or chaotic 
behaviour, depending on the value of the parameter.
Successive values of A at which period doubling bifurcations occur- can be la­
belled as Ai, A2, As, At each such point double the number of initially stable
periodic points are bora from the previous fixed point which itself becomes un­
stable [48]. As the parameter value increases, period doubling bifurcations come 
faster and faster and the distance between two period doubling bifurcations be­
comes shorter and shorter along the parameter axis. It means there is a limit for 
A, Aoo =  limn-^oo An. Feigenbaum discovered that indeed, there is such a limit 
at Aoo — 3.5699456... which is known as the Feigenbaum point [24]. More 
importantly Feigenbaum also discovered the way this period doubling process ap­
proaches the Feigenbaum point, that if we measure the distance between any two 
succeeding period doubling bifurcations along the parameter axis, then their ratio 
turns out to be approximately the same number which we will denote here by 6. 
This is not only the case in the logistic map but many other iterations follow the 
same rule and have the same value of ô which suggests the universal behaviour 
of period doubling bifurcation [24]. The universal number associated with such 
period-doubling sequences is the “Feigenbaum Number”. The expression for 5 
can be written as
Ô = lim ~  (1.1.2)k-^oo  A fc + I  —  Afc
The value of 6 is approximately 4.669201....
A natural question will be, what happens in this scenar io if there is more than 
one parameter? So far more than one parameter has been used for different pur­
poses. Midorikawa et al [49] considered two coupled logistic maps and used cou­
pling strength as a second parameter. They observed several curious features such 
as the appearance of quadrupling of the period, occurrence of isolated periodic 
attractors and coexistence of the Hopf and pitchfork bifurcations.
Lou et at [46] used a second parameter to design the hybrid control strategy 
in which the parameter perturbation and state feedback are combined and used 
to control the period-doubling bifurcations and chaos and to stabilise unstable 
periodic orbits embedded in the chaotic attractor of a discrete chaotic nonlinear 
dynamical system.
In a slightly different study Ambika and Sujatha [5] reported bubbling and 
bi-stability in two parameter discrete systems of the form
-^n+l ~  f  (-^nj G,; "b
They observed that if a is varied for a given b, the usual period doubling route 
to chaos is observed. But when a is kept beyond the first period doubling point 
say ai, at a point inside the stability window of the 2-cycle and b is varied, the 
first period doubling is followed by a period halving forming a closed loop-like 
structure. If a is inside the stability window of the 4-cycle and b is varied then 
secondary bubbles appear on the arm of the primary bubble and so on. They call 
this bubbling and bi-stability.
Oldeman et al [50] used a second parameter for a homoclinic doubling cas­
cade which in simple terms is destroying the period doubling cascade. A primary 
periodic orbit at the head of a period doubling cascade collides with a saddle equi­
librium with real eigenvalues to form a homoclinic orbit. The same then happens 
to each subsequent orbit in the cascade, resulting in the death of the cascade in its 
entirety. A scond parameter is varied to control the period of the orbits. When the 
second parameter is changed, the period of each limit cycle approaches infinity 
and in the limit a homoclinic-doubling cascade is obtained.
The inclusion of more parameters naturally suggests to look into mode inter­
actions and the bifurcations as a result. In Section 1.4 we will introduce mode 
interactions briefly.
1.2 Period doubling with AUTO
Different methods can be used to detect the period doubling bifurcation points. We 
have used AUTO to find the period doubling bifurcation points. Period doubling 
bifurcation points are solutions of the following two equations
X) = X
=  -1 ; n =  2 ,4 ,8 ...
These are two equations with two unknowns. It is easy to solve these equations 
for lower periods. To get to higher periods (say) 8 we have to iterate the equations 
8 times. After 8 iterations the algebraic equations will get very complicated and 
eiTors can very rapidly accumulate if we use numerical iterations. With AUTO 
we can use an alternate approach. Instead of iterating 8 times we can use eight
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Figure 1.2; With the steepness of huinp the slope of the fixed point decreases 
through towards —1 where a two point cycle is bom.
algebraic equations
f{x i,X)~Xi+i = 0,
f { x s , X ) - X i  =  0.
With this approach we can push as far as 32 equations to find the period dou­
bling bifurcation pomts of the logistic map. AUTO can find fixed points of DDEs 
and discrete dynamical systems, periodic solutions, folds and period doubling 
bifurcation points of a variety of dynamical systems [50]. Table 1.1 shows a sum­
mary of the bifurcation points, and the bifurcated solutions of the logistic map 
which we found with AUTO.
In the Table 1.1 BR stands for branch, PT for point, BP for bifurcation point, 
LAB for label and EP for end points. Only one bifurcating branch has been 
recorded in every period doubling bifurcation. We can observe from the table 
that the bifurcation points are approaching towards the Feigenbaum point with in­
creasing period and they are accurate up to three significant digits. Since AUTO 
considers the dimension of the problem and after 32 equations it becomes difficult
for AUTO to handle it. To go even further in finding period doubling bifurca­
tion points we have to look for other approaches. Different methods have been 
used to calculate bifurcation points and up to now 11 bifurcation points have been 
reported in the literature [1].
1.3 Finding superattractive points: a more accessi­
ble approach
Finding the bifurcation sequence Ai, A2, A3 . , .  beyond period-eight is a formidable 
job because the equation of iterative maps becomes very large and grows very 
rapidly with increasing period. We can use an alternate way to understand the pe­
riod doubling process by finding super attractive points of the logistic map instead 
of period doubling bifurcation points.
The diagram on the left in Fig. 1.2 shows that the single humped graph of the 
logistic map becomes more steep when the system parameter A increases or in 
other words the slope at tlie fixed point decreases. If we further increase the value 
of A the slope at the fixed point will keep decreasing until it becomes -1. At this 
stage two points are bom and the solution alternates between these two points in 
a stable cycle of period 2 [48]. The stability of these period-2 cycles depends on 
the slope of p{x, A) evaluated at these points. This stability-determining slope 
has the value m =  4-1 at the birth of the period-2 cycle and decreases through 
zero towards m = —1 where the period-2 cycle becomes unstable and as a result 
bifurcates to give an initially stable cycle of period 4. This process continues 
through an infinite sequence of such period doublings until the system becomes 
chaotic.
To find a period-n cycle (xq, Xi , . .  Xn) of the logistic map at a particular value 
of A =  Ao we can solve the following equation numerically by using Newton’s 
method
/ ” (æ, Ao) — a; =  0 n  =  2 , 4 , 8 . . .
r
0 2.0000000000000000 - -
1 3.2360679774997896 4.7089430135405033 2.6547448198
2 3.4985616993277015 4.6807709980106953 2.5318376989
3 3.5546408627688248 4.6629596111141025 2.5087183813
4 3.5666673798562685 4.6684039259184002 2.5041133468
5 3.5692435316371103 4.6689537409676227 2.5031644670
6 3.5697952937499446 4.6691571813288434 2.5029681978
7 3.5699134654223485 4.6691910022525586 2.5029078640
8 3.5699387742333054 4.6691994718660297 2.5029102726
9 3.5699441946080649 4.6692011334997998 2.5029083856
10 3.5699453554864685 4.6692015096012288 2.5029079840
11 3.5699456041110784 4.6692015874501251 2.5029079037
12 3.5699456573588564 4.6692016045121818 2.5029078930
13 3.5699456687628999 4.66920160811593522 2.5029075391
14 3.5699456712052968 4.6692016088920690 2.5029086423
15 3.5699456717283834 - -
Table 1.2: Superattractive points, Feigenbaum Constant and a  values.
The stability of the period-n cycle is determined by the slope |m| < 1 where
n—1m = Ao) =  J J  Ao)-dx'
Superattractive points occur when m  = 0. Clearly m  = 0 iff^/(æ^, Ao) ~  0 for
I for some i. Sincesome i, which implies in the case of the logistic map that x 
Ao) =  0, the convergence to the fixed points will bw 
much faster than the usual rate of convergence. Using Xi = ^ the above equation 
becomes
^(A) =  / " Q , a ) - i  =  0 ; JV =  2' - \
which can be solved for the value of A numerically using Maple up to 500 sig­
nificant digits. Table 1.2 records the values of n, the values of the superattractive
points Sn and the approximation to the Feigenbaum constant ôn where
Sn — Sn-1
On — •5n+l ^n
Each value is calculated after 10 iterations of Newtons’ method. The convergence 
is very rapid because of the quadratic convergence after choosing an approximate 
starting point for the superattractive points. The major computational burden for 
higher periods lies in the number of iterations of the logistic map. For example 
for 515 we have to iterate the logistic map 32768 times. This method calculates 
the superattractive points Sn and up to n =  15 very easily and accurately. After 
n =  15 the error starts growing again and the superattractive points seem not 
to be converging any more. This is because the difference between two successive 
period-doublings becomes so small that computer could not handle it further with 
accuracy.
The cycles of period doubling follow a universal scaling as well. It means that 
the separation of adjacent elements of each period doubling, after the period is 
doubled, reduces by a constant value from one period doubling to the next. As we 
took a; =  I as the periodic point, let dn be the distance from a; =  |  to the nearest 
element of the 2"-cycle at Sn which is the iterate of a; =  | .  Then this distance 
will be scaled down by a positive number say a  in the 2 '^ '^^-cycle at Sn+i- So we 
have
dfi — — 2 » A  — 2"
We define
dfan =
d n - \ - l
and the universal constant a can then be calculated by using the relation
1.a = lim - — .
n - * o o  d n + l
The values of are also recorded in Table 1.2. We calculated all possible values 
of Œn using all available values of the superattractive points s„. The Table clearly 
shows that the value of the a'^s are converging to a  — 2.502907.., before n =  15 
[24].
1.4 Mode interactions
It is well known that any nonlinear dynamical system exhibits qualitative changes 
when the system parameter passes through critical values known as bifurcation 
points. In real world applications, it is natural that dynamical systems have more 
than one parameter in their defining equations.
So naturally a question arises here, what happens to the dynamical systems 
and how does the bifurcation process change when more than one parameter starts 
changing? Do the existing simple bifurcations, as a result of changes in a single 
parameter, remain the same? Do the existing bifurcations, period doubling in our 
case, still occur for the same critical values, or do the critical values change if 
we vary a second parameter? Does the variation in more parameters produce new 
types and possibly novel types of bifurcations?
In continuous dynamical systems simple bifurcation is associated with a sim­
ple eigenvalue of a linearised operator passing thr ough zero and Hopf bifurcation 
is associated with a complex conjugate pair of eigenvalues crossing the imagi­
nary axis. In discrete dynamical systems simple bifurcations occur when a simple 
eigenvalue crosses the boundary of the unit circle along the real axis and Hopf 
bifurcation occurs when a pair of complex conjugate eigenvalues cross the unit 
circle [59].
Mode interactions arise when two types of bifurcation come closer, meet at a 
point and then cross each other on the branch. It happens when multiple eigenval­
ues involving more than one parameter pass through their critical values together. 
What happens to both types of bifurcations and what kind of novel situations can 
occur as a result of this interaction between two types of bifurcations can be stud­
ied with mode interactions. One case of mode interactions that we will study in 
detail is when a symmetry brealcing bifurcation and a period doubling bifurcation 
coincide at the same point of (A, i^) parameter space where A and }jl are system 
parameters.
In a steady-state/Hopf mode interaction the bifurcating steady-state and peri­
odic modes can interact and produce new bifurcations. These interactions include 
the linking of the two bifurcating branches, the absorption of the periodic mode 
by the steady-state, the secondary bifurcation of a new family of periodic solu­
10
tions and the secondaiy bifurcation of an invariant torus from the original periodic 
mode [43]. Some other cases of mode interactions are steady-state/steady-state 
and Hopf/Hopf mode interactions.
Bauer, Keller and Reiss [14] studied a similar problem for plate and rod buck­
ling. They considered the primary bifurcation points as a function of a second 
parameter and found that multiple bifurcation points occur when the second pa­
rameter (say) /i passes through a critical value ii — fiQ. Further variation in ji from 
causes the multiple bifurcation point to split into two or more primary bifurca­
tion points and several secondary bifurcation points. These secondary bifurcation 
pomts move along one or more of the primary branches as ijl varies. Langford and 
looss [44] considered degenerate bifurcation points for two or more parameters 
formed by the coalescence of simple bifurcations of a stationary solution from a 
trivial solution and the Hopf bifurcation of a periodic solution from a stationary 
solution. Kuznetsov et al did similar studies for codimention 2 analysis [40] and 
fold-flip bifurcation [4]. For codimension 2 bifurcations [40] they derived explicit 
formulas for the normal form coefficients to verify the nondegeneracy of eight 
codimension 2 bifurcations of fixed points with one or two critical eigenvalues. 
These include all strong resonances and degenerate flip and Hopf bifurcations. 
They also applied their results to n —dimensional maps.
For fold-flip bifurcation [4] they calculated explicit normal forms for a map 
when it has a fixed point with multipliers 4-1 and —1. Both local and global bi­
furcations of the unfolding are analysed by exploring a close relationship between 
the derived normal form and the truncated amplitude system for the fold-Hopf 
bifurcation of ODEs.
In a different study Kuznetsov and Meijer [41] studied codimension 2 bifurca­
tions of fixed points of dissipative diffeomoiphisms with a pair of complex critical 
eigenvalues together with either an eigenvalue of —1 or another such a pair. They 
investigated normal forms with higher than cubic terms.
During the mode interaction process of dynamical systems, in addition to the 
primary bifurcations, there are also secondary bifurcations as well. These sec­
ondary bifurcations occur on the primary branches giving rise to mixed mode so­
lutions. In some cases, in addition to these secondary bifurcations a tertiary Hopf
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bifurcation also occurs [44]. Castro [17] reported Hopf bifurcation along mixed 
mode branches in dynamical systems with ^ 2-symmetry. She also observed the 
death of limit cycles through homoclinic connections arising from the Hopf bifur­
cation.
Different methods have been adopted to study mode interactions. For example 
Amdjadi and Aston [7] considered numerical methods for dealing with steady- 
state/Hopf mode interactions using extended systems. But sometimes numerical 
methods can be more laborious and expensive in some cases. In a different study 
Amdjadi and Aston [6] used the geometric structure of primary and secondary 
branches to predict the existence of the tertiary Hopf bifurcation.
The idea to develop more general equations, for mode interactions dining pe­
riod doubling bifurcation in discrete dynamical systems, still has not got much 
attention except for a few studies. Aston [II] considered mode interactions in iter­
ated maps with %2-symmetiy involving a period doubling and symmetry breaking 
bifurcation of fixed points. We will build upon these ideas to understand the mode 
interactions of discrete dynamical systems at local and global level using iterated 
maps. Armbruster and Dangelmayr [8] studied mode interactions in equations 
with 0(2) symmetry. Golubitsky and Schaeffer developed the singularity theory 
for mode interactions with x symmetry [26] and with 0(2) symmetry [27].
1.5 Renormalisation
Renormalisation is a basis for understanding many problems in mathematics and 
other sciences which exhibit the property of scale invariance or self-similarity. 
It has been used to study the limiting behavior in dynamical systems for quite a 
while now.
Feigenbaum used this approach in his seminal work to understand the onset 
of chaos through period doubling. He used a renormalisation approach to find 
the universal constant and rescaling parameter for the logistic and other similar 
maps [24]. Feigenbaum also derived a fixed point equation for similai' maps and 
calculated the nonlinear operator whose largest eigenvalue is the universal con­
stant 6 [23]. Greene et al. [28] used similai* renormalisation methods to study the
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dynamics of area preserving maps and obtained different universal constants.
Kuznetsov and Sataev [37, 39] used renormalisation to discuss critical phe­
nomena in two dimensional dissipative systems with more than one parameter. 
They looked at whether there are distinct types of dynamics at the onset of chaos 
and listed one-dimensional and two-dimensional multi-parameter maps which 
represent distinct classes of period doubling universality. Similarly Kim et al 
[32, 33] studied the critical behaviour of period doubling in symmetrically cou­
pled maps and calculated scaling for parameters. They found three kinds of fixed 
maps of the period doubling renormalisation operator. Each of the fixed maps has 
a common relevant eigenvalue associated with scaling of the nonlinearity param­
eter of the uncoupled one dimensional map. In a different study [31] he computed 
rescaling par ameters for quadratic maps with linear and nonlinear* coupling.
In Chapter 2 we use Liapunov-Schmidt reduction to reformulate period dou­
bling bifurcation as a symmetry breaking bifurcation. In Chapter* 3 we derive 
reduced and bifurcation equations gover*ning the mode interactions involving a 
period doubling bifurcation and symmetry breaking bifurcation. With the help of 
bifurcation equations we derive different conditions to understand the situations 
before and after* any mode interaction. We also derive equations and conditions for* 
the existence of a Hopf bifurcation. In Chapter 4 we study some coupled systems 
using the techniques we developed in Chapter 3.
In Chapter 5 we study the global phenomenon of mode interaction cascades 
and the solution structures as a result of these mode interactions. In this chapter 
we also discuss the stability of the solutions. In doing so we use topological 
conjugacy to find a relationship between the reduced and bifurcation equations 
for* each single point in the cycle of higher period.
In Chapter 6 we study the limiting behaviour of a mode interaction cascade 
thr ough renormalisation. Here we derive fixed point equations and calculate the 
scaling parameters for individual scalar functions. Then we use this information 
to derive two dimensional fixed point equations and scaling parameters.
We will assume throughout the thesis that the maps we consider are smooth 
functions.
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Chapter 2 
Liapunov-Schmidt Reduction
Most of the problems in applied mathematics are quite high dimensional. These 
problems can be reduced to low dimensional problems with the help of different 
methods. The discussion here centres around Liapunov-Schmidt reduction [26, 
52, 57] to derive a one-dimensional bifurcation equation associated with a period 
doubling bifurcation of an iterated map
where x  G and A G R^. We choose Liapunov-Schmidt reduction rather than 
Centre Manifold reduction because it preserves the symmetries of the system dur­
ing the reduction irrespective of the order of the terms involved which is important 
once a period doubling bifurcation has been reformulated as a symmetry breaking 
bifurcation. In the following section we will explain Liapunov-Schmidt reduction 
for a period doubling bifurcation using a similar approach as in [53] and closely 
following [26]. In Section 2.2 we explain period doubling bifurcation in systems 
with Z 2 symmetry.
2.1 Liapunov-Schmidt reduction
Suppose we have the iteration
=  p A) (2.1.1)
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where g : R ’™ x R^ R ’^ . In order to study period doubling bifurcation, steady 
state bifurcation theory can be applied to the algebraic equation [11]
x = g{g{x,X)).
However, this does not put a period doubling bifurcation in the framework of a 
symmetry breaking bifurcation. A system of 2m-equations in the framework of 
symmetry breaking bifurcation can be written as
G(%,A) = ( ) _ o ,  X  = {x,y)eK^'^,  (2.1.2)
where G : R^’” x R^ —> R^’” . This system has the reflectional symmetry
that is
G(6'X, A) =  A), with 5"^  =  T,
so that period doubling bifurcation can be formulated as a symmetiy breaking 
bifurcation. Thus symmetric solutions of (2.1.2) correspond to fixed points of 
(2 .1.1) and non-symmetric solutions of (2 .1.2) correspond to period-2 solutions 
of (2.1.1). Liapunov-Schmidt reduction can be used to reduce (2.1.2) to a one­
dimensional equation at a period doubling bifurcation point..
To make the Liapunov-Schmidt reduction more easily applicable when we use 
it in the following chapters we perform a change of basis and define u = ^  and 
V = The inverse of this change of basis is a: =  w -f r; and y =  u ~  v. The 
syrmnetry then becomes
=  f “
V I y —
In the new variables the system (2.1.2) can be written as
I g ( u - v , X ) ' ' - g { u + v A )  y  J  U =  {u, v) E  Z  = .
(2.1.3)
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Using this symmetry, Z  — can be written as a direct sum of symmetric and 
anti-symmetric spaces
Z ~  Zs® ZA
where
Zs = {z Ç: Z  \ Sz  — z}, (2.1.4)
Za = \ z  ^  Z  \ Sz  ■= —z}. (2.1.5)
It is easily verified that for all Zg e Z^ and Zq G z^Zg =  0. The Jacobian of 
the system (2.1.3) is given by
/  ffa;( u - V , A ) + g a ! ( u + V , \ )  _  j  ~ g 3 ; { u - V , X ) - \ - g ^ { u - [ - V , X )^  ^Tj \ \ _ 1 2  2
'  I g x ( u — V f X ) — g x ( u + v , X )  - • g x { u ~ v , X ) — g x { u - [ - V t X )    t\  2 2 ^
If (a;o, Ao) is a fixed point of g, then (Uq, Aq) =  (^o, 0, Aq) is a symmetric solution 
of (2.1.3). In this case
G u { U q , Ao) =
5'æ(3ÎO) Aq) — /  0
0 —gx{xQ,Xo) — I
Eigenvalues of the above Jacobian are —1 and —cr^  — 1 where <Ji, z =  1 ,2 ,. . . ,  n 
are the eigenvalues of Aq). At a period doubling bifurcation gx{xo, Aq) has 
a simple eigenvalue of —1. If it has no other eigenvalues of +1 or —1, then 
= Gu{Uo, Ao) has a one-dhnensional nullspace. If 0 and ^  are the right 
and left eigenvectors respectively of =  gx{xoi A o )  corresponding to the simple 
eigenvalue —1 then
gl(j) =  -(f), 'ijj' g^^  =
It follows that =  (0, ^ )^  and 0  =  (0, cj))'^  are the antisymmetric left and right 
eigenvectors of the zero eigenvalue of G^  respectively.
Let M  and AT be the vector space complements to the kernel and range of 
Gu{Uo, A o )  respectively. Then Z  can be decomposed in two ways as
Z  = ker G^ ® A4, dim AI — 2 n — l, (2.1.6)
Z  = A/* © range dimA/* =  1. (2.1.7)
We define E  = I  — where N  € J\f and = 1. This is a projection 
of Z  onto the range of G°. The complimentary projection I  — E  = is a
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projection onto the one-dimensional space J\f. Since W G Za, it is convenient to 
choose N  € Za also. Then the equation G{U, A) =  0 is equivalent to
EG([/,A) =  0, (2.1.8)
(7 - E) G( U, A)  =  0. (2.1.9)
The vector U — Uq can be decomposed using (2.1.6) as U — Uq = -i-W where 
a e  R, ^  e  ker and W  e M .  Settmg 0  =  (0, 0)^, W  = (wi, and X = Xq + pjÛiQ system (2.1.3) then takes the form [26]
(g ( æ p 1 -■u;2- Aq+fi) + 9 (æp+ w i  + W 2 + o :^ ,A p+ ff) _  g { x o + w i-W 2 - g 0 ,A q + /3 ) - g (æ p + w i +W2+q:<^,Ap +P)  _
The bifurcation equation (2.1.9) is given by
Tr^G {Uo +  a 0  +  W;Ao +  /)) =  0. (2.1.10)
Substituting for and G and after some simplification this equation takes the
form
-{- Wi — W2 — Oi(j), Aq +  /3) — gixQ +  +  W2 +  CK(^ , Ao +  0)
—2 (X(j) — 2W2] — 0.(2.1.11)
Expanding terms involving g in a Taylor expansion, substituting them in tlie above 
equation and collecting the terms in powers of a  and /?, we get2
~ ‘^9x'^2 — 2^2 — 2 g^^WiW2 — gpLæ^2W2W2 — g^^^WiWiW2 
[—2 g^^Wi(/) -  gxxx'^T^'^i^ ~  9Îxx'^2W2(f] 
[—2 gl^W2 -  2 g^^^wiW2] 
[~2 g^^^ -  2 g^^^wi4 >] 
[9xxx' 2^<l>(f\
+  h.o.t. = 0.
The linear map
1
Gy : A4 ^  range(Gy)
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is invertible. Thus it follows from the Implicit Function Theorem that equa­
tion (2.1.8) is uniquely solvable for W  in terms of a  and 0  near the origin. We 
can write this solution as VF — {a, 0), The Taylor expansion of VF =  VF (a, 0)
is given by
W{a, P) =  +  h.o.t. (2 .1.12)
where
VF°'^  = py2,0 W
2,0
W2,0 e t c .
Substituting this expansion into the above bifurcation equation, recollecting the 
terms in powers of a  and 0  and after some simplifications using the fact that 
=  —“0^ the equation becomes
a 0 'ijj^  V  -  ' 9^xx4>] +  P V  -  2 gxxw^/]
-\-a i) +  h . o . t  — 0. (2.1.13)
The values of and in the above equation are unknowns. To find
these unknowns we will solve the remaming (2n — 1) equations given by
EG{Uq -V CK$ +  VF, Aq +  /3) =  0
which can be written as
(2.1.14)
Expanding G in a Taylor expansion we get
G(Uo +  a $  +  TV, À0 +  /?) =  G°uW +  '^C^uu^W +
+ a
+ a ‘
+  P
+P'
+ ap[G°u>.^ + Glu>.W^]
T  [ ^ G y y y ^ ^ ^ ]  -f- H.O.t .
since G{Uq, Aq) =  0 and G y# =  0. Substituting the expression for VF given by 
equation (2.1.12) in the above equation and including the projection operator E
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we obtain
P{I -  [G°uW°'^ + GS]
W ( i  -  Ig ^ tv ^ '"  +  1 g 2,u $ $
+«/?(/ -  AfW^) [GgfTV '^' +  Ggr;^$ +  Gg,j,TV“'‘çE>]
+ P \ I  -  JVW )^ +  lGg,^TV°''TV°': +  ^G^, +  G'^yW"'^
W { I  -  TVW^ ) +  h.o.t = 0.
(2.1.15)
Let A  =  (0, n)^ where =  1. Then in the above equation 
/  0 \ / pO -T  0j _ ^ ^ r  _
0 I  — n'ijF (% = 0
( /  -  G l  = I 0 a l - 1  0
0 /  -  n iF  j  [ 0 -g °  - /
The terms of 0(0)  in (2.1.15) then simplify to
( /  -  N ^ ^ )  +  Gl] = 0
0 — 9 x  ~  ^
Since GyW°4 ~G l  and Gl e  Z^, (% : Z, -y Z, then clearly g 
This also implies that =  0. For tlie above equation then becomes
Similarly, the terms of O(a^) in (2.1.15) are given by
(2.1.16)
(I -  iV#^)
+ _  ( /  _  G°r^$0 .
Here Gg,^$$ € % and so =  0. Therefore ( /  -  =
G yy## — (Qxx^^^ 0)^. Similarly this implies that =  0. Thus =  wl'^ 
can be found uniquely by solving
(2.1.17)
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Substituting =  0 into the bifurcation equation (2.1.13) we can see that the 
term involving 0"^  vanishes. With these simplifications the bifurcation equation
(2.1.13) reduces to
T aL<hu^'° +  laLx<l><P<l>
-{-h.o.t — 0. (2.1.18)
This bifurcation equation is non-degenerate [26] if
+ gL^] f  o, ^ T
In the above equation we considered the terms involving a0  and and neglected 
all higher order terms because singularity theory [26] shows that these two terms 
are required to find the normal form. This equation was also derived by Peckham 
and Kevrekidis [52].
Example 2.1.1. We can test the above bifurcation equation for a special case. We 
consider the logistic map
g(x, A) =  Ax(l — x)
at the point (æo, Aq) =  (§, 3). This is the first period doubling bifurcation point 
from period 1 to period 2. We first calculate the required derivatives at this point, 
which are given by
pæ(g, 3) =  —1, , 3) =  —6, 5'xææ(3>3) — 0,
PaCIjS) — | ,  PæA(§) 3) — —
To find the values of and we can solve a scalar version of (2.1.16) and
(2.1.17). The values are given by
Substituting these values in (2.1.18) gives the scalar bifurcation equation
[sL sa +  2g°A] +  + iffSxx] +  =  0- (2.1.19)
Substituting for all the derivatives in (2.1.19) we get
—2 oi0  -f- ISg:  ^-b h.o.t. = 0
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Ignoring higher order terms this equation has two solutions given by
û; =  0, 0  = 9a^.
We can find W  =  [w, 0] using equation (2 .1.12) giving
1 _ 3 2 ,w  —  Q  —  2 ^  - [ - •••
So the solution in (u, -u)-coordinates for the nontrivial solution 0  =  can be 
written as
U = l7o + a^ + T'V= f  M  + a  f  M   ^ | + 0 ( a^) .
A =  Ao +  /? =  3 - f -  9 q ;^.
The above solution in the original coordinates can be written as
X = Xü + a<t> + W =  \  ^ \ + a [   ^ j - l a d   ^ I + O(a^),
I  / \ - 1
A =  Aq +  /? =  3 +  9cK^ .
The two period 2 solutions are obtained by taking a  positive or negative.
We can get the same points of the period 2 solutions if we solve
for X, substitute A =  3 +  /? in the solutions and then replace 0  with 9or^  in the two 
solutions.
2.2 Period doubling bifurcation in systems with 
symmetry
In this section we briefly consider period doubling bifurcation in systems which 
have Z 2 symmetry. Suppose we have a system with Z 2 symmetry generated by S  
with = I  given by
Xn+i =  g{^n, A), g : Y  X R  Y, (2.2.1)
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where Y  = and
Sg{x,X) = g{Sx,X).
The space Y  can be written as a direct sum of its symmetric subspace and 
antisymmetric subspace Ya given by
where
Yg =  {æ G y  : Sx = æ},
=  {a; G y  : Sx = —æ}.
Let ( x q ,  A o) G be a symmetric fixed point of g .  The Jacobian of the system 
evaluated at this fixed point is given by
9x{p^0i  Aq) —
where gl = gx[xQ, Ao)|^ :Ys ^ Y s  and =  g^ixo, Ao)|x, : Ya Y^ . If gl has 
an eigenvalue of 1 then there is a symmetry breaking bifurcation point provided 
that a non-degeneracy condition holds [58].
Using the approach described in the previous section we now consider an en­
larged system with Zg x %g symmetry in which a period doubling bifurcation of 
g coiTesponds to a Z 2 symmetry breaking bifurcation, given by
G (X ,A )=  I ^ 1 = 0 ,g{y, X ) - x (2.2.2)
where X  = [x,y). Then G : y  x R  —> y  where Y  = Y  x Y.  This system 
inherits the ^ 2-symmetry which acts on X  =  [x, y) as
X
y
It also has the additional reflectional symmetry
% X
y
s i
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as discussed in the previous section. The x Z^ symmetry generated by 5i and 
8 2  can be used to decompose the space Y  as
where
Ÿ  — Y s s  ©  Y sa  ©  J G s  ©  Ÿ aa
=  { X G y :5 'i%  =  X, 5"2X =  X},
= {X E y  : 5"iX = X, ^gX =  - x } ,  
vL = { X e y : 5 ' i X  =  -X , %X =  X}, 
iL  =  {X e y  : SiX =  -X , % x =  -X } .
The Jacobian of the system (2 .2 .2) evaluated at a solution (æq, Aq) eYss x  R  can 
be decomposed as
G x { X q , A q) —
G3f 0 0 0
0 G;^ 0 0
0 0 G ^ 0
0 0 0 G ^
where Gg : y  n s a  . y  J-ss» '^X ' s^i soj '^X and G ^  : %, y,,
We use the notation Fix(5i) to denote the fixed point space associated with the 
group generated by Si etc. Assume Xq G Fix(5i, %). Then there will be a sym­
metry breaking bifurcation if GJf or G^  or G^ has an eigenvalue of zero, assum­
ing that the non-degeneracy condition holds. Let the coiTesponding eigenvector 
be (j) then, keeping in view the Equivariant Branching Lemma, the three cases are 
as follows [27]:
1. When 0 G Yga the bifurcating branch is in Fix(5i) which corresponds to a 
period doubling bifurcation within the space of Zg-symmetric solutions for
2. When (56 G Y^ g the bifurcating branch is in Fix(5'2) which corresponds to a 
symmetry breaking bifurcation of fixed points for g\
3. When ÿ G Yaa the bifurcating branch is in Fix(S'i5'2) which coiTesponds to 
a symmetry breakmg period doubling bifmcation for g, where æ„+i =  Sxn.
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In the fourth case when (f) G Yss there will be no bifurcation. This case coiTesponds 
generically to a turning point on the path of y 2-symmetric fixed points.
In the following chapters we will apply these concepts to derive the bifurcation 
equations of the dynamical systems in question.
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Chapter 3 
Local Aspects of Period 
Doubling/Symmetry Breaking Mode 
Interactions
In this chapter we will consider dynamical systems which have a mode interaction 
involving both a period doubling and a symmetry breaking bifurcation. We will 
derive the bifurcation equations and conditions for a tertiary Hopf bifurcation to 
exist for general and specific dynamical systems. We will also try to understand 
the behaviour of the systems in the neighbourhood of a mode interaction.
3.1 Equations governing mode interactions in iter­
ated maps
In this section we will consider a large system which has a mode interaction. We 
then perform Centre Manifold reduction to get a two-dimensional reduced form 
[30]. We prefer Centre Manifold reduction because the reduced system inherits 
the dynamics of the full system. Once the system is reduced we use the method 
described in the previous chapter to reformulate a period doubling bifurcation as 
a symmetry breaking bifurcation and then we use Liapunov-Schmidt reduction 
to get the bifurcation equations. In this way we gain more rigour in terms of 
maintaining symmetries although we lose control over the dynamics [27].
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Consider the following system
=  F {Xn^Yn, 0 )  ^
^ 1 + 1  =  G  ( X n ,  Y n ,  A , H )  , (3.1.1)
X X
Y - Y
where (F, G) \ V x B ?  ^  V,  where V  C and F  and G are smooth functions.
In specific cases we only consider examples with m  =  1. We assume that the
system given by (3.1.1) has Zg symmetry generated by the reflection S  which acts 
as
S
With a reflectional symmetry in Y,  the subspace defined by Y — 0 is invariant. 
We define
fb(X,A) =  ]^(X,0,A,/2), (3.1.2)
which we assume is independent of g,. The dynamics in the invariant subspace is 
then given by
•ATn+l =  Fo{Xn, X). (3.1.3)
Suppose that (3.1.3) has 2^  branches of points of period 2 ^  given by X(^) (A), fc =  
0 ,1 ,2 , . . . ,2 ^  — 1 which can be found by solving the equation
X(A) =  F^ (X(A),A). (3.1.4)
Suppose that there is a mode interaction in (3.1.1) on a branch of period 2^  at 
(A, 0) = (Ao, Mo). We can reduce the system (3.1.1) to two dimensions by per­
forming a Centre Manifold reduction about the point (X, Y, A, m) =  (X(^) ( Ao), 0, Ao, Mo) • 
The new equations after this reduction are given by
^ n + l  =  f k { x l , v t o : , P )  ,
where /fc, : R^ —  ^R, =  0 ,1 ,. . . ,  2^ — 1 and
ex = A — Ao 
0  =  f i  — Mo-
(3.1.5)
(3.1.6)
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If m =  1 this involves only a simple change of origin. In this case
V n  = fc =  0 , l ,2 ........2 " - l ,  (3.1.7)
We refer to (3.1.1) as the global equations and to (3.1.5) as the local or reduced 
equations. The Zg symmetiy of the equations (3.1.1) is inherited by the reduced 
equations (3.1.5) [19]. Note that 2^  iterations for F  and G are compared to one 
iteration of fk and gk in the neighbourhood of a periodic point. This means that 
2^ iterations in the global system are same as one iteration in the local system.
To study the local aspects of a period doubling/symmetry breaking mode in­
teraction here we consider a dynamical system with reduced equations given by
^n+l — f  {FntUni^) 0 ) •)
V n + l  —  M (^n>  ?/nj CK,/3) , (3.1.8)
where { f , g ) \ D x E ? - ^ D  where D is a neighbourhood of the origin in R^. We 
assume that these equations have the trivial fixed point (æ, y) = (0,0) for all a 
and 0  together with a Yg symmetry generated by the reflection S  which acts as
S X
-y
The symmetry gives rise to an invariant subspace defined by y = 0 and in this 
subspace the dynamics is given by
^n+l “  foi^n^X),
where /o(a:, A) =  f{x ,  0, A, 0) which we again assume does not depend on ji. 
We now use the approach described in Section 2.1 for reformulating the period 
doubling bifuication as a symmetry breaking bifurcation. Thus we consider a 
system of four equations given by
f  {x2 ,y 2 ,(x,0 ) ~ x i  = 0,
g{x 2 ,y 2 ,oi,0 ) ~ y i  = o ,
f  (x i ,y i ,a ,0 )  -  X2 =  0, (3.1.9)
g { x i , y i , a , 0 ) ~ y 2 = 0.
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Solutions of these equations conespond to fixed points and period 2 points of 
equations (3.1.8). The equations have x Z 2 symmetry generated by S\ and S2 
as described in Section 2.2 which act as
To put the S 2 symmetry in more standard form, we perform a change of basis 
and define
U =
X i X i X i X2
yi - y \ % Vi 2/2
X2 X2 X2 X i
-  ^2 , - 2 / 2  _ .  3/2 _ .  3/1 _
U i l ( ^ l  +  ^2)
U2 K 2/1 +  2/2)
U 3 l ( ^ l  — X 2 )
U i _ i(2/i -  2/2) _
The inverse transformation is given by
X i U i  +  U 3
2/1 U 2 T  U i
X 2 U i  -  U 3
.  3/2 _ U 2 — U i
The Si and S 2 symmetries act on U as
U i U i U i U i
U 2
—
—U 2
, %
U 2 — U 2
U 3 Uz Uz - U z
U i —U i U i —U i
In the new coordinates, the equations (3.1.9) can be expressed as
l [ f { U i - U s , U 2 - U i , C X , P ) F  f { U i + U 3 , U 2 + U i , a , 0 ) ] - U i  =  0 ,
^[g{ui — Us,U2 — U4 , a, 0 ) g ( u i U 3 , U 2 U 4 , a ,  0 )] — U2 = 0,
l[ f {u i -U s ,U 2~U 4ya ,0 )  -  f{ui-bU3,U2-{-U4,,a,0)]-Us =  0,
^[g{ui-U3,U2-UA,a,0)  -  g{ui + U3,U2-[-U4,a,0)]-U4 = 0,
which we also express in the form
G { U , a , 0 ) - U  = 0, (3.1.10)
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where G : x  ^ R^. We now suppose that there is a path in the two
parameter plane of period doubling bifurcation points from the trivial symmetric 
fixed point to symmetric period 2 points of equations (3.1.8). The reflectional 
symmetry of equations (3.1.8) implies that the Jacobian of these equations at a 
symmetric fixed point is diagonal and this path is then defined by /°  — — 1 where 
zero denotes evaluation at the trivial fixed point. The mode interaction occurs at 
a point on this two parameter path when the other diagonal entry of the Jacobian, 
namely Qy has the value +1. We assume that this occurs at (o:, 0) = (0,0).
We now want to reduce the four equations (3.1.10) to a system of two equa­
tions using Liapunov-Schmidt reduction which we developed in Chapter 2 and 
is given in [26] at a mode interaction. Now the Jacobian of equations (3.1.10) 
evaluated at the trivial fixed point is diagonal given by
Gij — I = diag{f^  — 1, — 1, — — 1, —gy — 1).
Thus if /°  =  - 1  and =  +1 then Gy -  I  has a two dimensional null space 
given by Null{Gy — I) — span{(f)i,
where
(pi =
f o \  
1 
0
V » /
f  o \  
0 
1
V O /
So the natural coordinates for this null space are itg and u^. Thus we write
ui =  hi{u2 , u z ,a , 0 ),
U4  = hi{u2 , u z ,a , 0 ),
where hi and hi contain quadratic and higher order terms in ug and us and satisfy 
the syimiietry relations
hi{u2 , - u s , a , 0 ) == hi{-U 2 , u z ,a , 0 ) = /ii('iig, W3, a , /?),
hi{u2 , - u z , a ,0 )  = hi{-U 2 yUz,a,0 ) == -h i { u 2 ,uz,a,  0). (3.1.11)
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The corresponding left eigenvectors of Gy — I  associated with the two zero eigen­
values are
01 = 02 =
^ o \  
0 
1
V O /
/  0 \
1 
0
V O /
The bifurcation equations are given by
0fG(f/o +  W201 +uz(f) 2  + u}{u2,us,a,0),a,0) = 0, (3.1.12)
0 | ’G(C/o +  U201 Uz(p2 F w{u2 ,Uz,a, 0 ), a, 0) = 0, (3.1.13)
where Go =  0  and w{u2 yUz,a,0 ) =  {hi{u2 ,Uz,a, 0 ),O,O,hi{u2 ,Uz,a, 0 )f ' .  
These naturally correspond to the second and third equations. The first and last 
equations of (3.1.10) are used to find the low order terms of hi and hi and these 
are then substituted into the second and third equations to give a system of two 
equations in U2 and Uz witli %g x Zg symmetry.
To be more precise, consider the equations
Xn+l — f  Oi, 0)
= —Xn — a,2 Xna — Q>zXn0 +  +  (^ dVn +
Vn+l =  g{Xn,yn,Oi,0)
— Vn l^iXn'F b20ib^0- \-b ix ‘^ -{-b^yl^ , (3.1.14)
which have the required symmetry and satisfy the conditions that / °  =  — 1, p, 
+1. In 16-coordinates, the equations (3.1.10) are given by
—2 ui — ugorui — az0 Ui -{- ai{ul +  lig) +  +  ul)
+ 0 6 ( 3 1 6 1 1 6 3  +  161 )  +  0 7 ( 1 6 1 1 6 3  +  I6 1 I6 4  +  2 l6 g 1 6 3 l 6 4 )  =  0 ,
6 l ( l 6i 16g  +  I 6 3 I 6 4 )  +  6g 16gO ; +  6 3 1 6 g /?
+64(161162 + 16g16g + 2I61I63I64) + 65(8162164 + I63) = 0,
O2I63O; +  O3I63/? — 2O4I61I63 — 205l6g164 — 0 6  (3I61I63 +  I63)
—07(2l6i16g164 +  I63I62 +  I63I64) =  0,
— 2 I 6 4  —  6 1  ( l6 g 1 6 3  +  I 6 1 I 6 4 )  —  6g164Q ! —  6 3 I 6 4 /?
— 64(164164 +  I63I64 +  2l6i16g163) — 65(8163164 +  I64) =  0 .
0 _
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The symmetry constraints of (3.1.11) imply that the functions hi and 6-4 are 
given by
hi{u2 , U3 , a, 0) = ciu\ +  C2W3 +  O ((lig, 263)^) ,
^4('162, '663, OL, 0) =  0 3 1 6 2 %  +  o  ( ( 1 6 2 , 163 )^) ,
where Ci =  C i { a , 0) , i  =  1,2,3. Substituting these for i6i and I64 in the first and 
last equations, equating powers and solving for the Q coefficients gives i6i and 164 
to the lowest order as
u i =  ^(05163 +  04I 63) ,  ( 3 . 1 . 1 5 )
164 =  — ^ 61'662*663. ( 3 . 1 . 1 6 )
Substituting these into the second and third equations leads to the two bifurcation
equations which up to cubic order are given by
16 [— ( 0 4  +  0 3 ) 1 6 ^  +  (66561 —  (64(65 —  (67)16^ +  0>20i +  (63/?] —  0,
=  0, (3.1.17)1 1—(—61 +  264 +  (6461)16^  +  —((6561 +  265)1;^  +  62 a  +  63/?
where we used 16 =  % and 1; =  %. Any higher order terms in equations (3.1.14) 
will not change the coefficients in the bifurcation equations (3.1.17). The above 
equations can be written in simplified form as
16 [Ai6^  +  +  (62CK +  az0 ] =  0,
V j^ Gi6^  +  +  6gCK +  63/?j — 0, (3.1.18)
where
A ~  —((64 +  (65)5 B  =  (6561 — (64(65 — (67,
C  =  ^(—61 +  264 +  (6461), D = (^(6561 +  265). (3.1.19)
The above mode interaction problem is nondegenerate [26] if all the following
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c o n d i t i o n s  a r e  s a t i s f i e d :
A =  —(a| +  de) 7^  0, D = -(ds^i +  265) 7  ^0, % 7  ^0, 62 7^  0,
AD — BC =  ——((64 + d6)(%6i + 265)
\——((6561 — (64% — (67)(—64 +  264 +  C6461) 7^  0,
6 2 A  —  (6 2 G  ”  —  2  [ ^ ^ 2 ( 6 6 4  +  clq) +  ( 6 2 ( — 6 4  +  2 6 4  +  0 .4 6 1 ) ]  7^  0 ,
6 2 -B  — d g - D  =  — [ 2 6 2 ( 0 5 6 1  —  0 4 0 5  — 0 7 )  — 0 2 ( 0 5 6 1  +  2 6 5 ) ]  7^ 0 ( 3 . 1.20)  
T h e  s e c o n d  p a r a m e t e r  0  i s  a n  u n f o l d i n g  p a r a m e t e r  i f  6 2 0 3  —  0 3 6 3  7^ 0.
Here we will introduce a few general constants which will help us to keep the 
equations simple
Dq =  0263 — 0362, A =  AD  — BC,
Di =  OgG — 6gA, D2 ~  ogG — 62G,
=  03G — 63A; Z?2 =  a^D — 63G. (3.1.21)
We now give a detailed description of the solutions of the bifur cation equations
(3.1.18).
1. The trivial solution is given by
u •— Qj v Oj
and exists for all values of a  and 0 ,
2. The primary -o—branch of solutions is given by
XX 0. (3.1.22)
3. The primary 1;—branch of solutions is given by
„  =  0, +  W  (3.1.23)
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4. The mixed mode solutions can be found by solving equations (3.1.18) si­
multaneously giving
(3.1.24)
=  (3,1.25)
where G f, G f, G f and Gg are given by (3.1.21).
From the solutions in terms of i6 =  % and v = U2 tlie functions ui  and % can 
be obtained from (3.1.15) and (3.1.16). Then by using the inverse transformations 
^1=161 +  %, rcg =  til — Us, y i = u 2 -\- Ui and y2 = U2 ~  %, the solution branches 
can be expressed in terms of rci, æg, Vi and i/g,
1. Clearly the trivial solution u =  i; =  0 coiTesponds to xi — X2 = yi = y2 = 
0
2. On the primary ii-branch (3.1.22), we have
U\ = —0416^ , Ui =  0.
So using u — u^ and w — ug =  0 the solutions for the primary w-branch in 
{x, y)-coordinates are given by
(ogo; +  as0 )X-j — A
2 (OgOfXo =
+  0 ( ( a , / 3 ) l ) ,
2/1 =  V2 = 0. (3.1.26)
Note that xf  and are the same for small a  and /?, that is up to first order, 
but they are different for higher orders of a  and /?. Also Xi and rcg will 
have opposite signs as they are period two points. Thus these solutions are 
symmetric period 2 points. This branch bifurcates from the trivial solution 
at Q! =  — This bifurcation is supercritical if OgA < 0 and subcritical if 
ogA !> 0.
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3. On the primary u-branch (3.1.23), we have
ui =  Ui — 0.
So using 16 =  163 =  0 and d =  i6g the solutions for the primary i;-branch in 
(x, y)-coordinates are given by
05(620: +  63/?)X \  —  X2 — 2G
yl  =  yl =  (3.1.27)
Here yi = % since it is a branch of fixed points. Thus these solutions are 
non-symmetric fixed points. This branch bifurcates from the trivial solution 
at a  =  — This bifurcation is supercritical if 62G < 0 and subcritical if 
6gG >  0.
4. On the mixed mode solutions we have
161 =  5 (0416^  +  051)^ ), 164 =  —~biuv.
So using 16 =  163 and u =  i6g the mixed mode solutions in {x, y)-coordinates 
are given by
A
■DSa -  DÎPXo —
y \  =  +  +
vl  =  +  ( ( a , /?)§). (3.1.28)
Note that again x\  and x\  are the same to first order in a  and 0  but they are 
different for higher orders of a  and 0 . xi  and X2 will have opposite signs as 
they are period two points, y  ^ and yf are also different at higher orders, yi 
and yg have the same signs and there is a second conjugate solution where 
yi and yg both change sign. Thus, these solutions are non-symmetric period 
2 points.
+  0 ( ( a , / 3 ) i ) ,
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Setting =  y | =  0 implies that the secondary bifurcation on the branch of 
symmetiic period 2 points occurs at
a = a^ = when pDoD^ < 0. (3.1.29)
We obtain the condition PD^Df  < 0 by substitutmg this value of a  into the 
first or second equation in (3.1.28). This bifurcation is a symmetry breaking 
bifurcation of period 2 points. This bifurcation is supercritical if A G “ > 0 
and subcritical if A G f < 0.
Similarly, setting x\ = xl = 0 implies that the secondary bifurcation on the 
branch of non-symmetric fixed points occurs at
G^a = Œy = —j ^ P  when PDqD^ < 0. (3.1.30)
We obtain the condition PDqD^ < 0 by substituting this value of a into the 
third or fomth equation in (3.1.28). This bifurcation is a period doubling 
bifurcation. This bifurcation is supercritical if AGg < 0 and subcritical if 
AG^ > 0.
Using (3.1.29) and (3.1.30), (3.1.28) can be written in the form
=  = A z 0 m  + o { ( a , 0 ) i ) ,
4  =  A g - ^ + P r + 0  ( ( a , /?)§),
yl  =  + 0  {{a, P ) i y  (3.1.31)
The inequalities in (3.1.29) and (3.1.30) imply that these bifurcations occur 
for the same sign of P if and only if G f Gg > 0 . Also the two secondary 
bifurcations occur for opposite signs of P if and only if GfGg < 0. Thus, 
mixed mode solutions only exist for one sign of /? if G“ Gg > 0 but they 
exist for both signs of p  if GfGg < 0.
We have been defining equations at three different levels: the global problem, 
the reduced equations and the bifurcation equations. The reduced equations are
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Global Problem Reduced Eqs. Bifurcation Eqs.
Coefficients A i ,  B i CLi, hi A, G, C, G
Parameters A, f-L a, P a, P
Variables XriJ yri U ,  V
Table 3.1: List of different variables and constants used in different situations.
obtained from the global problem by Centre Manifold reduction and then we use 
Liapunov-Schmidt reduction to get the bifurcation equations from the reduced 
equations. We use different variables, constants and parameters in each type of 
equation for clarity. Table 3.1 summai'ises which variables, constants and param­
eters will be used at what level.
3.2 Mode interaction governing equations when g y  =
- 1
We said in Section 3.1 that because of the reflectional symmetry of the system 
(3.1.8) the Jacobian of the system
X n + l  f  ( ^ n ,  2/n, CK; P )  j
V n + l  ~  9  i X n , y n , O L ,  P )  , (3.2.1)
at a symmetric fixed point is diagonal and the path of period doubling bifurca­
tions is defined by =  —1. The mode interaction occurs at a point on the two 
parameter path when the other diagonal entry of the Jacobian, which is has the 
value +1. Here a natural question arises as to what happens when = —1 which 
corresponds to a symmetry breaking period doubling bifurcation.
Suppose in (3.2.1) gy{0, 0,0,0) =  —1. We define % =  (—1)^%. Then it is 
easy to show that
Xn+l = f  {Xn,yn^Oi,P) ,
ÿn+l ~  ^ (^n, 2/n, 63;,/?) , (3.2.2)
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yFigure 3.1: The two pairs of iioii-symmetric period 2 points when =  — 1 and
=  +1 respectively.
where g(x, ÿ, a, P) = ~g{x, y, a, /?). Then gÿ{0,0,0,0) =  +1 which is the case 
we have been studying. In both cases the solution structures are the same but 
the inteipretation of the solutions is different. In the case when — — 1 the 
symmetry breaking bifurcation will also be period doubling. Also, the mixed 
mode solutions given by (3.1.28) will have yi and 1/2 with opposite signs in this 
case. This is illustrated in Fig. 3.1.
3.3 Behaviour in the neighbourhood of a mode in­
teraction
In this section we will study the behaviour of the solutions in the neighbourhood 
of a mode interaction. Consider the system of reduced equations
^n+l — /(^n> 2/nj / )^j 
V n + l  , ~  P ) ) (3.3.1)
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where
f{Xn, Vn, P) = ~Xn ~  “  CL^ ^nP +  a^xl +  +  üqxI  +  ajXnî/l,
g{xn, Vny O!, P) = t/n [1 +  +  h a  +  bsP +  64%^  +  hvl]  . (3.3.2)
The system has the symmetry
X
- y
(3.3.3)
The bifurcation equations for the above system of equations are given by
XL +  BxP +  Q>2 a  "T =  0,
V [Cu^ +  Dv"  ^4- 62CK +  hP] = 0, (3.3.4)
as described in the previous section. Due to the symmetry (3.3.3), the æ-axis 
in (3.3.1) coiTesponds to a fixed point space and is therefore invaiiant under it­
eration. However, the y-axis is not invariant in general. This is different from 
the standard Z 2 x Z 2 mode interaction problem where the x and y axes are both 
invariant.
For the above system we now show that there is always a curve which passes 
through the trivial fixed point which is invariant and is tangent to the y-axis at the 
origin. We also show that if a non-symmetric fixed point exists for particulai* small 
values of a  and /?, then this invariant curve passes through these points, giving rise 
to a heteroclinic comiection.
Suppose that the invariant curve is given by
X = h{y).
The above curve must pass through the origin. Since h{y) is invariant under re­
flection in y it must be an even function of y. Thus
h{y) =  diy"  ^+  ^23/^  +  0 ( / ) . (3.3.5)
This curve is tangent to the r/-axis at the origin. We want this curve to be flow 
invariant. Thus for given values (%,r/o), let rci =  f { x o , y o , a , P )  and y i  =
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p(æo, 2/0, a, P). The curve is then invariant if æo =  /i(2/o) implies that Xi =  h{yi) 
which is equivalent to
f{h{yo)^yo,a,p) =  h{g{h{yo),yo,a,p)). (3.3.6)
Equation (3.3.6) is invariant under the transformation r/o —yo and yo = 0 is 
a solution of this equation. Thus substituting for h{y) using (3.3.5) and equating 
powers of y^, we can calculate the coefficients di,i = 1,2. The iteration on this 
curve is then given by the single equation
2 /n + r  =  g{h{yn),yn^a,P), (3.3.7)
and for any value r/n+r we have, using (3.3.6),
Xn+l =  h{yn+l) =  f{h{yn),yn,Oi,P) =  f{Xn,yn,a,P).
If a non-symmetric fixed point exists, then we must have
y = g{h{y),y,a,p)  (3.3.8)
if it lies on this curve. One solution of this equation is 2/ =  0. A second solution of 
this equation is sufficient to establish the existence of the heteroclinic connection.
We now apply this method to equations (3.3.2). The lowest order term in
(3.3.6) is the g/g term and equating powers of y^ gives an equation which can be
solved for di giving
agdi = 2  -\- a 2 0 i  -h  a ^ P  - f  2 ( 6 2 0 ;  +  6 3 /? )  +  ( 6 2 o; +  6 3 /? )^  ’
— ~^~i~0{a,P) (3.3.9)
To find non-trivial solutions of (3.3.8) we divide it by y. The simplified form of 
low order terms in powers of 2/^  after the division are given by 
.2 _P(3/ y
=  62a;-h 63/?-i-(65-b di6i)2/^ -1- 0 (2/^) 0. (3.3.10)
This equation has one solution y"^  = a = P = Q and so, by the Implicit Function 
Theorem, it can be solved for 2/^  as a function of a  and p if (0,0,0) ^  0. 
Substituting for di from (3.3.9) gives
p y 2 ( 0 , 0 , 0 )  =  6 5  - b  - a g 6 i .
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We know that 65 4- ^a^bi — D 0 which is one of non-degeneracy conditions 
for the mode interaction problem. Thus, (3.3.10) can be solved uniquely for =  
y^{a,p) with y^(0,0) =  0. This implies that (3.3.8) has two non-symmetric 
fixed points which collapse down to the trivial solution of the mode interaction as 
a, /? —> 0. Hence, these must be the non-symmetric fixed points that arise from 
the mode interaction.
Substituting the value of di from (3.3.9) into (3.3.10), truncating the higher 
order terms and solving for gives
=  +  (3.3.11)
This is the same solution obtained from the bifurcation equation in (3.1.27) up 
to first order. For this solution to be valid we require that y  ^ > 0 which further 
implies that 2^ ^+%  ^ — 0 otherwise the non-symmetric fixed point does not exist.
The constant term in the Taylor expansion of di m terms of a  and /? is given 
by Thus, after taking only the lowest order terms in the coefficient of y ,^ 
equation (3.3.5) becomes
X = h{y) = ~ y ^  + 0{ay'^,py^,y'^). (3.3.12)
Substituting for y  ^at the non-trivial fixed point given by (3.3.11) gives
^ ^ _ a,{h,a + h,P)
This solution is also in agreement with equation (3.1.27). The iteration on the 
invariant curve is given by (3.3.7). Substituting x =  h{y) given by (3.3.12) in
(3.3.2) gives
2/n+ l =  V n 1 -H 62G; 4- 63/? H   y.Û561 4- 265  ^22 + 0{ayi,l3yl,yl) .  (3.3.13)
Including more higher order terms in /  and g defined by (3.3.2) will have no effect 
on these low order terms, and so this result holds for more general functions /  and 
g as well.
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3.4 General equations for mode interactions after 
change of origin
In previous sections we derived bifurcation equations with constants A, B, C and 
D. These constants were expressed in terms of the coefficients of the reduced 
equations. In this section we will consider a specific system for the global prob­
lem with general coefficients and derive the reduced and bifurcation equations for 
mode interactions. To do this we first need to develop the required theory for the 
change of origin associated with the Centre Manifold reduction. Suppose we have 
the following two dimensional system
-^n+l “  ^  (-^n) A, /i) ,
=  G y) i (3.4.1)
with a refiectional symmetry in Y,  which means that the subspace defined by y  =  
0 is invariant. The dynamics in the invariant subspace is then given by (3.1.3). 
Suppose that (3.1.3) has 2^ branches of points of period 2^ given by {X),k — 
0 , 1 ,2 , . . . , 2 ^  — 1 which can all be found by solving equation (3.1.4).
Suppose that there is a mode interaction in (3.4.1) on a branch of period 2^  at 
(A, fi) — (Aq, fio). Performing a Centre Manifold reduction at this point involves 
only a change of origin, as our system is already two dimensional. The new 
equations of the system (3.4.1) after the change of origin are given by
^n+\ = fk{x ty t ,0 l , l3)  ,
Vn+ 1  =  9k{xn ,y to i ,P) ,  (3-4-2)
where x^, y^, a  and /? aie given by (3.1.6) and (3.1.7) . The link between the 
global equations (3.4.1) and the reduced equations (3.4.2) is that 2^ iterations for 
F  and G are equivalent to one iteration of fk and in the neighbourhood of a 
periodic point. This means that 2^ iterations in the global system are the same as 
one iteration in the local system.
We now use this approach to derive the reduced and bifurcation equations for
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mode interactions of the dynamical system given by (3.4.1) where
X,  jJ,) =  A % ^ (1  — %1^) +  ] ^ ( A g  +  A y A f i ) ,
G{X„, y„, A, n) = y„ [Bo +  B iXn + B 2 X +  Bom + B^X^  +  B ji^ ] .
(3.4.3)
Note that the dynamics in the invariant subspace defined by Y =  0 is given by 
the logistic map. Next we derive general equations for mode interactions using 
the numerical values of fixed point equations for logistic map and its bifurcation 
points.
1. Period-1
In the invariant subspace (Y =  0) the first period-doubling bifurcation point 
can be found by solving the equations
F(% ,0,A,/.) =  X,
Fx{X,O^X,fj.) = —1. (3.4.4)
The solution to these equations is given by A — Aq =  3  and X  = Xq ~  2/3. 
The value of fj, at the mode interaction point can be found by solving
Gy {Xq, 0, Ao, f-i) = +1. (3.4.5)
The solution of this equation is given by
95q -)- 6B\ -\- 2 7 B 2 +  4J54 — 9 /n Afi = fio = ------------------ ---------------------• (3.4.6)
The branch of fixed points X{X)  for period-1 solutions can be obtained by 
solving
% ( A )  =  F o ( ; r ( A ) , A ) ,  ( 3 . 4 . 7 )
where
A )  =  F ( % ,  0 ,  A ,  ju )  =  A % ( 1  -  X ) .
X (A) for this system is given by
X{X)  — 1 — (3.4.8)A
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The reduced equations for period-1 solutions after the change of origin ac­
cording to (3.1.6) and (3.1.7) are given by
^n+l ■Xn — OLXn ~  3>X^  -f (Ag + +  AyXnVni
Vn+l — 2/n [l +  (-^ 1 +  ^B^Xn  +  +  ^2 +  ■^B4 )a + B^P
+B^x\  +  Bgy^] . (3,4.9)
Maple code to obtain (3.4.9) from (3.4.3) is given in Appendix A. Com- 
parmg equations (3.4.9) and (3.3.2) gives the coefficients of the reduced 
equations in terms of the general coefficients as
0.2 ~  1, 0^3 ~  0, 0.4 =  "^3, 0.5 — Ag "b g Ay, OrQ =  0, 0.7 — Ay, — 
Bi  -b 3-^4) 62 =  ^Bi  “b B 2 +  ^ -^ 4} 63 =  J&3, 64 =  B 4 and 6g =  B^. 
Using (3.1.19) we can easily calculate the coefficients of the bifurcation 
equations A, B, C and D as
A — —9,
•^ 1 +  —.84 -b 3
~ B i  -
+
B i -
4
' 3 B 4
Ay,
— B 4 -b 1 
+  B g .
4B4,
(3.4.10)
Using the above coefficients we can easily find the bifurcation equations.
2. Period-2
Following the same process as in the case of period-1, we can find the re­
duced and bifurcation equations for period-2 for the general system (3.4.3). 
In this case the system (3.4.1) will become
(3.4.11)
The second period-doubling bifurcation point can be found by solving the 
following equations
F \ X , 0 , \ , n )  =  AT.
A, fi) ■1 . (3.4.12)
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The second period doubling bifurcation occurs at A =  Aq =  3.449489. The 
two period 2 solutions at that point are Xq — 0.439960 and X i  — 0.849937.
The mode interaction point can be found by solving
Gy(Xo, 0, Aq, y.) = + 1  (3.4.13)
for fi — iiQ. This is a quadratic equation given by
T (6.8990^2^3 T +  1.2899^1 .Bg +  0.91595g.H4)/.io 
+Bl  +  0.1398B| +  0.3739^2 +  11.899B| +  6.8990^0^2 +  0.4823^1^4 
+ 3.I596B 2B4 +  1.2899BoBi +  0.9159Bog4 +  4.4496^1^2 =  1
For period-2 solutions, there will be two branches of fixed points. These 
branches (A) and (A) can be obtained by solving
fJ(%(A),A) =  X(A). (3.4.14)
The two branches of fixed points are given by
j  ^A +  i  +  i v A 2 - 2 A - 3  
a:<‘)(A) =  iA —A 4- — — — VA  ^— 2A — 3
As there are two branches of fixed points so there will be two sets of reduced 
and bifurcation equations as well. The reduced equations up to cubic order 
for (A) after the change of origin for the general equations are given by
X n + i  —  — X n  — 4 .8989ü .'iC n  — 21.5339cc  ^— 57.4533cc  ^4~ B i y ^  T  Z /2 ^ n 2 /n  
Vn+l =  Vn [1 +  B^Xn +  ,^4 !^ +  L^P +  Lqx'^ +  -^ 7?/^ ] s (3,4.15)
where Li, i — 1 ,2 ,. . . ,  7 are calculated using the Maple code given in 
Appendix A and are given by
Z /i  =  ( O .4399A 7 “b Aq)B^/j,^ +  ( (^2Bq ~b 6 . 8 9 9 . 0 2  “f 1 . 6 9 9 9 0 1  +  1.4 4 4 8 0 4 ) A g  
+ ( 0 0  +  1 . 4 4 4 8 0 4  +  6 . 8 9 9 0 0 2  +  1 . 6 9 9 9 0 i ) A 7 )  +  0 3 //O  +  ( ( 2 . 1 9 2 8 0 4  
+ 2 . 5 7 9 8 0 1  +  3 . 035200)02  +  ( 0 . 3 1 7 8 0 1  +  O . 7 4 7 8 8 0 Q  +  0 . 5 4 0 2 0 4 ) 0 1  
+ 0 . 6 3 5 6 0 0 0 4  +  0.229604  +  O . 4 3 9 9 0 Q  +  0 . 3 5 2 0 )  A y  +  ( ( 0 o  +  1 . 4 4 4 8 0 4  
+ 6 . 8 9 9 0 0 2  +  1 . 6 9 9 9 0 i ) 0 o  +  ( 4 . 9 8 3 8 0 2  +  1 . 2 2 8 0 0 1  +  0 . 521804)04  
+ 5 . 8 6 3 6 0 1 0 2  +  0 . 7 2 2 4 0 ^  +  1 1 . 8 9 9 0 ^  +  0 . 4 1 4 2 ) ,
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Z/2 — —2 .4 1 4 2 6 3 ^ 7 Mo 4“ ( —I .9 9 2 3 B 4 .4 7  — 1 6 .656^ 2.47 +  2B 1 .A 5  
-4.8284Bo^7)B3Mo +  I 6.656/I5 +  (-28.728B| -  2.4142Bg 
- I 6 .6 5 6 B 0B 2 +  14.570)/47 +  (-6.8724B2.47 +  11.727B2.45 
+ 3.3998B0A5 -  1.9923BoA7)S4 +  (-O .I793A7 +  2.4560A5)B|
4- ( — 3 .2 2 4 O B 0 A 7  — I I . I 2 I B 2 A 7  +  6 .8 9 9 O B 2 A 5  4“ 2B q A 5) B i  
+ ( — O .996 I A 7 4 “ 1 . 6 9 9 9 A 5 ) B 4  4 “ ( — 1 . 0 5 7 7 A 7  4 ~  4 . 3 3 4 4 A 5 ) B i B 4 ,
Lz =  -1.6120B^ -  I.2056B2 -  2.6O8B1B4 4- ( - I .4142B3M0 -  1.4142Bo 
-4.8784B2)Bi 4- (-1.4641B2 -  0 . 4 2 4 4 4 B 3 M o -  0.42444Bo)B4,
B4 =  6.899B2 4" (2Bo 4“ I.O84B4 4" Bi 4“ 2B3M0) Bg — O.O992B4
4" (O.20268B1 4” 0.0487Bo 4* 0.0487B3M0) F4 — O.O84OB4B3M0 
-0.0840BoBi -  0.1327S^,
L15 =  6.899OB2B3 4~ 2B0B3 4“ O.9I59B3B4 4~ I.2899B4B3 4" 2B3MO)
Lo =  - 5.9O6OB1B4 4- ( - 3.4496B3M0 -  11.8899B2 -  3.4496Bo)Bi
4 - ( 3 . 7 9 3 2 B 3 M o 4- 3 . 7 9 3 2 B q 4- 13.084B2)B4 -  5.3460B^ -  1.3998B|.
7.7 =  (O.6356B4 4“ O.8799B0 4" 3.O352B2 4" 0 . 8 7 9 9 m o ) F 4 A 5  4~ ( 0 . 7 4 7 8 mo 
4-O.5402B4 4- 0.74788Bo 4- 2.5798B2)B4A7 +  (7.4756B2 
4-2.I672B3M0 4- 1.5656B4 4- 2.1672Bo)BsB^ 4- (0.7224^7 
4-0.8499A5)Bj 4- 0.614Bf B5 4- 0.3769BgB^) 4- (B3M0 + 1.4703B4 
4~Bo 4“ 3.4496B2)A5Bi 4" (2.9320B2 4~ 1.2496B4 4~ 8.4999B3Mo 
4 “0 . 8 4 9 9 B q) A 7 B i  4~ ( 1 . 5 6 5 6 B q +  5.40B2 4“ 1 . 5 6 5 6 B 3 M o) B 5 B 4  
4-(2.5498Bg 4- 17.591BoB2 4- I7.59IB2B3M0 4- 30.340B| 4- 0.4399 
4-1.3306BJ 4- 3.684OB3M0B4 4- 3.684OB0B4 4- I2.7O8S 2B4 
4-5.O996B0B3M0 4- 2.5498B^Mo)-BiS5 4- ( 1 4 . 9 5 1 B qB 2  4- 2 . 1 6 7 2 B ^ M o 
4-I4.95IB2B3M0 4- 25.788B^ 4- 2.1672Bg 4- 4.3344BoB3Mo 4- 0.1935) 
B5B4 4“ (35.696B0B2 4~ IO.348B0B2 4" B3M0 4- B3M0 4" IO.348B2B3M0 
4"Bq 4* 2O.696B0B2B3M0 4  35.696M0B2 4  3B0B3M0 4“ 3B0B3M0 
4 B q 4  3.4496B2 4  41.044B^)Bs.
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Similarly the second set of reduced equations up to cubic order with X  (A) 
(A) are given by
X n+ i ~  - X n  -  4.8989cKCCn +  7.7360x1  +  9.8574æ^ +  M iy ^  +  M 2 X n v l 
Vn+l — 2/n [l +  M^ Xn +  M4 OL +  Mg/? +  MqX^  +  My] (3.4.16)
where M i, i  =  1 ,2 , . . . ,  7  are calculated using the Maple code given in 
Appendix A and are given by
M l =  ( 0 . 8 4 9 9 A y  +  A s ) B l i4  +  ( ( 2 0 o  +  0 . 3 8 7 1 0 4  +  0 . 8 7 9 9 0  -  1
+ 6 . 8 9 9 O 0 2 ) A g  +  ( 0 . 3 2 9 0 0 4  +  5 . 8 6 3 7 0 2  +  0.74780% +  1 . 6 9 9 9 0 q )
A y ) 0 g / 2 o  +  ( 1 . 1 3 5 0 0 4  +  2 . 5 7 9 8 0 %  +  5 . 8 6 3 7 0 o ) 0 2 A y  +  ( 0 . 1 6 4 5 0 %  
+ 0 . 144704 ) 0 % A y  +  ( 0 . 3 2 9 0 0 0 0 4  +  O.84990g +  lO.113O0^)Ay 
+ ( 0 . 8 7 9 9 0 %  +  0 . 3 8 7 1 0 4  +  6 . 8 9 9 0 0 2  +  0o)0o^5 +  (0.17030%
+ 0 . 0 3 7 4 0 4  +  1 . 3 3 5 4 0 2 ) 0 4 A g  +  (-2.4142 +  0 . 1 9 3 5 0 ?
+ O . 3 O 3 5 0 % 0 2 ) A g ,
Mg =  O.41420?AyMo +  (2.O6440iAy +  20%Ag +  1.759804Ag +  1.656104Ay 
+2.857702Ay +  O.82840oAy)03^o +  (0.87990? +  6.89900% 02 
+1.75980004 +  2000% +  1.16140104 -  2.8577 +  6.07060204 
+O.34O60?)Ag +  (0.30500? +  0.41420? +  l.O5770%04 +  4.92870? 
+2.0644000% +  0.82800? +  7.121O0%02 +  5.71270204 +  1.656100
0 4 ) A y ,
Mg -  1.86020104+ 1.4142000%-4.87840102 +  5.46400204+ 1.03220?
+1.58400004 +  1.41420% 0g/.io +  1.584O0g04/io +  0.77190?,
M 4 =  2 0 2 0 3 , 1 6 0  -  0 . 1 3 2 7 0 ?  +  0 . 0 4 8 7 0 0 0 4  -  0 . 0 9 9 2 0 ?  +  0 % 0 2  +  6 . 8 9 9 0 0 ?
—0.0840000% +  1.08400204 +  O.O4 8 7 0 g0 4 /io — O.O84O0%0g/io 
+ 2 0 0 0 2  — 0.20260% 0 4 ,
M g  =  1 . 2 8 9 9 0 % 0 g  +  6 . 8 9 9 0 0 2 0 g  4 -  2 0 0 0 3  +  2 0 ? /^ o +  O . 9 1 5 9 0 g 0 4 ,
M q =  -3.44960001 -4 .6 9 4 0 0 0 0 4 -1 1 .8 9 9 0 1 0 2 -  16.1850204
—1.25350%04 — 3.4 4 9 6 0 %0 3 /io — 4 .692O0 g0 4 /^o — 1.10340? +  0.24010?,
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M? =  (0.193SB[' +  O.4142B1B4 +  I.5176B1B2 +  2.5798B2B4
+ O . 7478B 4 +  0 . 4 3 9 9 B o B i ) A 7  +  ( 0 . 0 0 7 2 5 B J  +  O .9414B 1B 4 
+ I . 6999B 0B 4 +  3 .4496B 1B 2 H" B qB \  +  5 . 8636^ 2^ 4)^5 
+ 3 .4496B 2B 5 +  O .7224B 4S 5 +  O .8499B 1B 5 +  0 . 4 3 9 9 B j A s  
+ 4 I . 044B 5B 2 H~ O .O 85 I B 4B 5 +  B 0B 5 B s B q  4"  B g M o ^ s  
+ O . 3877B 2B 5B I  +  2 , 0 0 3 2 B ^ B 5 B 2 l . 3 1 9 9 B 5 B ^ B i  +  0 , 1 1 2 4  
B z B lB i  +  0 . 5 8 0 6 B ^ B g B o  +  0 . 1 1 2 4 B o B 6 B |  +  O .O 494B 1B 5B I  
+ 0 . 5 8 0 6 B 5 B ^ B 4  +  I 5 .705B 1S 5B I  +  35 . 696B 5S 0B I  +  6 . 9 0 9 6  
B ^ B lB i  +  1 0 . 3 4 8 B 6 B ^ B 2  +  ( 3B 0B 5 +  O .58O6 B 4B 5 +  1 0 . 3 4 8  
B 2B 5 +  1 . 3 1 9 9 B i B 5 ) B g M o  +  ( 9 . I O 58B 2B 5B 1 +  B g  4 -  O . I I 24B 5B 4 
4 “B 2 A g  4~  3 B 5B Q  4 *  2 0 . 6 9 6 B g B o B 2  4~  4 .O O 62B 2B 4B 5 +  1 . 1 6 1 4 B q  
B 5B 4 4 -  O .7478B 4A 7 4-  O .5 I O 96B 1B 5B 4 4-  0 . 5 8 0 6 B g B f  4- 0 . 4 3 9 9  
B 4A 7 4 “ I . 6999B 4A 5 4~  35 .696B 5B 2 4" 2 . 6 3 9 8 B o B g B i ) M o B 3  
4 - 0 . 3 2 9 0 B ^ A g  4 -  0 . 1 4 4 7 B ^ A 7  4 -  9 . I O 58B 1B 5B 0S 2 
4- O .5I O 9B 0B 5B 1B 4 4 -  4 .O O6 B 0B 5B 2B 4 4 -  I . 7626B 1B 2B 4B 5.
Using the above reduced equations and other relations, we can easily find
the values of the coefficients A , B , C ,  and D  in the bifurcation equations.
3.5 Tertiary Hopf Bifurcations
In this section we derive conditions for tertiary Hopf bifurcations. Suppose we 
have the following system of reduced equations
^n+l “  f  {Xniyu) a, pi),
2 /n+ i =  g { x n , y n , a , P ) .  ( 3 .5 .1 )
Tertiary Hopf bifurcations can occur on mixed mode solutions in Zg x Zg mode 
interactions for vector fields [6]. To derive conditions for a possible tertiary Hopf 
bifurcation on the period 2 mixed mode solutions in the discrete case, we consider
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the dynamical equations associated with two iterations of equations (3,5.1) which 
are given by
Xn+2 ~  F(^Xji,yni a, P),
Vn+2 = G{xn,yn,a,p).  (3.5.2)
where
F{x, y, a, P) =  f { f{x ,  y, a, /?), g{x, y, a;, /?), a, /?),
G{x, y, a, p) =  y(/(æ, y, a, P),g{x, y, a, /?), a, P),
Suppose that (3.5.2) has period 2 points (rc(i),y(i)) and (o;(2),y(2)) on a mixed 
mode branch. Suppose that J ^ q denotes the Jacobian of equations (3.5.2) eval­
uated at (^(i),y(i), a,p).  Then the eigenvalues cri^ g of this matrix are given by 
[59]
0^1.2 =  i^tr(J>G^)^ -  4det(J}g).
If the Jacobian has two complex conjugate eigenvalues cri and erg then Hopf bi­
furcation will occur when |cr%| =  |crg| =  1. The eigenvalues will be complex 
if
tr(jJ._g)^ — 4det(J^Q) < 0. (3.5.3)
Now det{Jpo) is equal to the product of the eigenvalues of JpQ. Therefore the 
first condition for Hopf bifurcation in iterated maps will be [59]
det(J^g) =  1. (3.5.4)
Using this information inequality (3.5.3) becomes
- 2  < tr(J^c) < 2. (3.5.5)
Now to use these conditions we will find out the determinant and trace of the 
Jacobian of equations (3.5.2). Usually to find the determinant and trace could be 
a challenging task but in this case the iterative nature of the system will help in 
finding the determinant and trace of equations (3.5.2) using the fact that
Jf,g (æ(i),y(i),û;,/?) =  (x(2),y(2),a,/?) Jf,g ( % ,y ( i ) ,a ,^ ) , (3.5.6)
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where Jf^g is the Jacobian of equations (3.5.1). The Jacobian of the particular 
equations (3.1.14) is given by
—1 — Oj2a — Q-sP T 2q,4X 2y(ci5 +  d'jx)
y(6i +  2h4x) 1 +  6iæ +  62a  +  h P
+ 643;^  +  36gy^
From (3.5.6), it follows that
det(Jp,c) =  det(J?_g) det(j)^^),
where =  Jf^g{x{i), y i^), a, p) for % =  1,2. Using the solutions of (3.1.18) we 
can easily express the terms involving a  and p in the entries of the above matrix in 
terms of u and v. Using the inverse transformations æi =  +  ug, X2 = ui — ttg,
yi =  W2 +  U4 and y2 =  ^2 — ^4 and relations (3.1.15) and (3.1,16) all other terms 
involving x and y in the above matrix can be expressed in terms of powers of 
u — and v = itg- Then we can find det(J?g) and det(Jj g) separately. Both 
these determinants are extremely large expressions in u and v but by using Maple 
they can be easily calculated. To simplify them we only retain low order terms in 
u  and V.  As det(J^ g) — 1 so the Hopf bifurcation occurs when
det(4,(j) -  1 =  4(Au^ +  Dv'^) + O ((«, v)^) = 0, (3.5.7)
where A  and D are given by (3.1.19). Equation (3.5.7) gives the expression for 
the determinant in terms of powers of u and v. We can solve this equation for 
in terms of u^. To do this we substitute
=  CiU^  +  C2"W^ +  0{u^)
in equation (3.5.7) and then compare the powers of u to find the values of c% and 
C2. After substituting back the values of ci and cg the solution looks like
=  +  (3.5.8)
For V to have real solutions for small u, we require AD < 0.
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To calculate the trace is more laborious. In the absence of any easy alternate 
way, we have to multiply both Jacobians, Jjg and J^ g, and then find the trace of 
the resultant matrix giving
»(4 ,g ) =  2 +  4(A«2 +  Dv' )^ + O ((«, v f )  . (3.5.9)
Note that in all the above results fourth order terms could be included but they 
do not affect the final result for the Hopf bifurcation. We use equation (3.5.8) to 
express all terms in the trace m powers of u only, after which second order terms 
vanish. The trace is then given by
t r ( 4 e )  =  2 +  i ^ u ^  +  0(îi'^). (3.5.10)
For the existence of Hopf bifurcation in the system the trace should be less tlian 2 
by (3.5.5), and since AD < 0 this implies that
A > 0.
Substituting the mixed mode solutions (3.1.24) and (3.1.25) into (3.5.7) implies 
that the Hopf bifurcation occurs when
a = aji = —— /? (3.5.11)
where
03  =  0 0 f  -  AD^ , 04 =  D D f -  A d I
Substituting a  =  in the mixed mode solutions (3.1.28) gives
DoD
yl = vl = - p - l 3  + 0 { { a , P ) i ) .  (3.5.12)DoAh
If 0 “02 > 0 then according to (3.1.29) and (3.1.30) mixed mode solutions only 
exist if PDqD i < 0 or equivalently if PDqD^ < 0. Since A 0  < 0, it is then easy 
to verify that PADqD^ > 0 and so PDDqDz < 0. Therefore Hopf bifurcation 
only occurs when PADqDz > 0. For D fD^  < 0 the mixed mode solutions exist 
for both signs of P but the Hopf bifurcation always exists for only one sign of P
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which can be determined from the condition pAD^Dz > 0. Thus, in both cases, 
the tertiary Hopf bifurcation exists only for one sign of P which can be determined 
from the condition PADqDz > 0
In certain dynamical systems it is possible for the eigenvalues to touch the unit 
circle but not actually cross it so there is an eigenvalue crossing non-degeneracy 
condition associated with Hopf bifurcation. In particular* a nonzero derivative of 
|<7i,2l^  with respect to a  at the Hopf bifurcation point will ensure that the eigen­
values cross the unit circle, where
ki,2|^ =
Using equation (3.5.7)
k i,2p =  1 +  4(Au^ +  Dv^) +  O {{u, f)^) .
It can be shown that
d|o-i,g|2 4 ( 0 0 ^ -A D g')
doi A -\-0{a,p).  (3.5.13)
Therefore 0 0 “ — A0g ^  0 guarantees that complex conjugate eigenvalues cross 
the unit circle for a  and P sufficiently small.
Therefore a tertiary Hopf bifurcation from period 2 mixed mode solutions 
exists in the discrete dynamical system (3.1.14) if
A 0 < O , A > 0 ,  0 0 ^  -  A 0^ f  0. (3.5.14)
It occurs at
a  =  — when PADqDz > 0.L>z
Remark: According to Arrowsmith and Place [9], in a small neighbourhood of 
the origin, the map can be approximated by a two- dimensional autonomous vector 
field where equilibria of the vector field correspond to fixed points of the map and 
periodic orbits of the vector field correspond to invariant circles of the map. Thus, 
the existence of a tertiary Hopf bifurcation for the map would be expected as there 
is a tertiary Hopf bifurcation in the vector field but this correspondence does not
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Figure 3.2: Phase portrait for a — 0.0683 and (5 — —0.1.x-fixed points, o-period 
2 points.
provide the detailed conditions for this Hopf bifuication to occur, which we have 
just worked out. We have shown that, the conditions for this Hopf bifurcation in 
discrete dynamical systems are in fact the same as for the related vector field given 
by [6, 44]
Û = u [Au^ + +  02a  +  ,
i) =  V [C u ^  +  6 2 CK + bsP] . (3.5.15)
Example 3.5.1. For the reduced equations (3.1,14) we take og =  1, U3 =  0, 
04 =  2, 05 =  2, 06 =  0, 07 =  0, 61 =  62 =  63 — 1> 4^ == 5, &5 — 1. We also 
include two higher order terms involving x  in the second equation to make the 
Hopf bifurcation nondegenerate. The reduced equations then become
Xn+l = -Xn -  Xna +  2x^ +  2y^,
V n + l — Vn X n  +  Oi P  bx"^ — l O a æ ^  +  b p X n  +  Vn] -
The bifurcation equations for this system are
u{—Au^ — 2v^ +  q:) — 0,
-b 2v^ + a-\- p) — 0.
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In this case A  =  —4, B  =  —2, C = ^ ,  D — 2, D f  = y  Dg — 4. So 
AD  =  —8 < 0 and A =  3 > 0 and DDi — AD 2 =  35 ^  0. This means 
that the system fulfils all the necessary conditions for a Hopf bifurcation to exist.
The Hopf bifurcation occurs set a = —~ P  . The invariant circles arising from the 
Hopf bifurcation are shown in Fig. 3.2. The four invariant circles come in two 
pairs with the iterates jumping back and forth between the two invariant circles 
which have the same sign of y.
The equation of the invariant manifold thiough the trivial fixed point is given 
by X = y “^ -\- 0{y'^) as explained in Section 3.3. On the manifold, the dynamics 
according to (3.3.13) is given by
Vn+l =  2/n [1 +  «  +  /? +  2?/n] +  0{ay\^ yj). (3.5.16)
As expected it can be seen in Fig 3.2 that this manifold passes through the two 
non-symmetric fixed points.
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Chapter 4
Applications
Many problems have symmetry with the possibility of a period doubling cas­
cade in the refiectional mvariant subspace. There could be many applications, 
however, we study coupled maps in detail. Before moving on to coupled maps we 
introduce horizontally forced spherical pendulums briefiy because they have been 
studied by a similar approach.
4.1 Spherical pendulum
A horizontally forced spherical pendulum is one example where we can study 
mode interactions using the theoiy we developed in the previous chapters. A 
Poincare map is used to transform the problem into an iterated map. This problem 
has a %2 symmetry which consists of refiection in the plane defined by the vertical 
and the horizontal direction of the forcing. Symmetric solutions then correspond 
to planar motion of the problem. So symmetry breaking bifmcation is possible 
when the pendulum breaks the symmetry resulting in non-planar oscillations.
Bryant and Miles [16] considered the phase-locked solutions of the differential 
equation governing planar motion of a weakly damped pendulum driven by hori­
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zontal periodic forcing which correspond to symmetric solutions for the spherical 
pendulum problem. They found period doubling cascades for certain values of the 
parameters.
Aston [13] found period doubling bifurcations and symmetry breaking bifur­
cations together for the spherical pendulum which suggests that there could be a 
cascade of mode interactions in a certain region of parameter space.
4.2 Coupled maps
In this section we will try to understand the bifurcations that can occur when 
two identical one-dimensional maps are coupled in different ways with symmetric 
coupling. Suppose we have two iterations of the form
=  f i ^n ,  A), /  : — > R, (4.2.1)
which are symmetrically coupled and hence have a refiectional symmetiy. One 
way of looking at them could be to find out whether they have synchronised be­
haviour or not? Can a similar approach, as in the previous chapter, be used to 
understand mode interactions in these systems which have refiectional symmetry? 
To understand that we consider the coupled systems given by
Z U i  = f { Z l \ )  + H { Z l Z l c , X ) ,
Z'+ i =  f { Z l X )  + H { Z l Z l c , X ) ,  (4.2.2)
where H  is the coupling function which can take different forms. Thiee different 
forms of H  are often used [27,12, 45]:
1. Linear coupling given by H{Z^, Z^, c, A) =  c{Z^ -  Z^);
2. Coupling of outputs given by H{Z^, c, A) =  c [/(Z^, A) -  f{Z^,  A)];
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3. Coupling of inputs in which the iteration is given by = f{Z}p where 
Z\  = Z^-{-c{Zl — Z^) and similarly for the second equation =  f i^n )
where Z^ = Z^-\- c(Z\ — Z'^. In this case
In all the thiee couplmgs H{Zny Zn, c, A) =  0 and this condition ensures that the 
synchronised state Z^ =  Z^ exists for all n. Next we substitute each form of the 
above coupling in system (4.2.2) and perform a change of variables to put them 
in a similar form to the systems we have been studying in the previous chapter. 
Equations (4.2.2) have refiectional symmetry defined by
Symmetric solutions correspond to the synchronised state Z^ = Z ‘^.
4.2.1 Linear coupling
System (4.2.2) with linear coupling becomes
Z U i  = f ( Z l X )  + c{Z^„-Zl),
Z^+I = f { Z l \ )  + c { Z l - Z l ) .  (4.2.3)
Here we define and with inverse transformations Z^ =
4- Yn and Z^ — Xn — Yn ’ Adding and subtracting the two equations in (4.2.3) 
gives
=  i[jr(x ^  +  y;,A) +  jr(X ^-% ,,A )],
=  |[/(% ^ +  y ; ,A ) -y (% » -} ; ,A ) -4 c y » ] .  (4.2.4)
The symmetry in these variables is given by
(4.2.5)- y  ■
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which is in the form we have used in the previous chapter. The symmetric syn­
chronised subspace now coiTesponds to the invariant subspace y  =  0. In this 
subspace the iteration is given by
A T n + i =  A ) ,
which is independent of the coupling parameter c.
Suppose we have a path of fixed points of this system given by {X, Y)  = 
(AT(A),0) on which there is a period doubling bifurcation at A =  Aq. We can 
perform a change of origin using
X n  = %(A) -b 
Y n  =  V m
A — Aq +  o:. (4.2.6)
We can expand X(A) in a Taylor series about Aq given by
(A o ~b û :)  — XT (A o ) +  X  (A q )o :  -b  0 (o :^ ) .  (4 .2 .7 )
As X (A) is a path of fixed points we can find the value of the constant X '  (Aq) by 
substituting (4.2.7) into the fixed point equation
-X^ (Aq +  a) =  f{X{Xo +  a), Aq +  ck).
Expanding the above equation, comparing the powers of a  and using /(Xq, Aq) =  
X q and fz{Xoy Aq) =  —1 for a period doubling bifurcation, we get
-X(Ao +  q:) =  X q "b -b 0(q:^), (4.2.8)
where X q — X{Xq) and superscript 0 represents evaluation at (Xq, Aq). With the 
above expansion after ignoring terms of 0{a^)  equations (4.2.4) become
-^ 0  +  +  37^+1 — 2 ^ ( - X o  -b  ^ O i +  3^ 71 +  J/n> Aq +  O')
+ / (-X^o +  ~ 2/nj Aq +  a)
Vn+l “  I  / ( -X o 4 - -b  +  Vn^ i Ao +  (Y)
~ f  (-X^o +  -^o: +  a^n — 2/n) Aq -b  O ') ~  4 c 2/n J  •
(4.2.9)
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Expanding /  about (Aq, Aq) in the above equations and simplifying gives the 
reduced equations up to cubic order as
Xn+l — —Xn +  [ |Æ /a  + fzx] +  Vn)
Vn+l =  Un [(—1 — 2c) +  fzz^n +  {\fzzfx +  fzx) ^
Y^fzzzi^^n +  VD] • (4.2.10)
A mode interaction involving a symmetry breaking period-doubling bifurcation 
occurs at the degenerate value of c =  cq =  0. However, a mode interaction 
involving a symmetry brealcing bifurcation of fixed points will occur if c =  cq =  
—1. In this case we define c =  — 1 +  /3. The above reduced equations with cq =  1 
ai e given by
a^ n+l = -Xn + [^fzzfx + fzx] +  |Æ (^n  +  Vn)
Vn+l =  2/n [l + fzz^n +  {^fzzfx +  fzx) OL — 2p
+  +  2/D] • (4.2.11)
Comparmg equations (4.2.11) with equations (3.1.14) gives the coefficients of
the reduced equations. Using (3.1.19) we can calculate the coefficients of the 
bifurcation equations given by
^  " A  P(Æ )^ + = 4 [(Æ)^ “  ,
C = - \  [(Æ)= -  2/»J . D [3(Æ)  ^+ 2/»J
^2 =  “ ( |Æ /a  +  fzx)^ ^3 =  0, 62 =  \ fzz fx  +  /°A) 3^ =  “ 2-
Using the above coefficients the corresponding bifurcation equations are given by
^ [-è (3 (Æ )' + 2Æ j^' + |((Æ )^ -2 /L )^ '
-  {hfzzfx + fzx) Q:] = 0,
^ [ -1  ( (Æ ) ' -  2Æ J  ^  (3(Æ)2 +  2 /L )
+  ilfzzfx +  fzx) « -  2/?] =  0. (4.2.12)
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The nondegeneracy conditions defined by (3.1.20) are given by
^  =  " A  [3(Æ)^ +  2 Æ J f  0, ^  = U [3(Æ)^ +  2 / ° J  f  0
“2 =  - ( l Æ / f + f  0, 62 =  i / i / n / “a ^  0 ,
^  — “ 9 [3(Æ)^ ■“ 2/ ° ^ J 7  ^0,
-  ngC =  “ I [ |Æ /a  +  Æa] 7^  0 
62B - U 2D =  |[ i Æ y ^  +  Æ A ] [ 3 ( Æ ) '- 2 /L ] f o .  (4.2.13)
These conditions are all satisfied if
3 (Æ b  +  2 / L  f  0 , l Æ / f  +  A  #  0 ,
3 ( Æ ) " - 2 / L  f  0, / L  f  0. (4.2.14)
If all the above nondegeneracy conditions are satisfied we can study mode in­
teractions in coupled systems using the techniques we developed in the previous 
chapter.
4.2.2 Coupling of outputs
System (4.2.2) with the coupling of outputs becomes
Zl+I =  f { Z l X ) + c [ f [ Z l \ ) - f { Z l X ) ] ,
=  f { Z l X )  + c [ î ( Z l X ) - f ( Z l , X ) ] .  (4.2.15)
We define Xn =  and Yn = with inverse transformations —
and Z^ = Xn — Yn. Adding and subtracting the two equations in (4.2.15)
gives
%.+! =  ( |- c ) [ / ( x ^ - b y ; ,A ) - ; ( % 7 ,- y ;„ A ) ] .  (4 .2 .16)
This system again has the refiectional symmetry defined by (4.2.5). With the
change of variables (4.2.6) and the help of (4.2.8) the above equations ignoring
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terms of 0{a^) can be written as
toX q +  -yCK +  a7n.-t-l I  / { ^ 0  +  +  Un, Aq +  Oi)
+ / (“X q +  ^ o ;  +  Aq +  o:)
Vn+l — ~ Y) f  { X q +  ^ O :  +  +  J/nj Aq +  o ;)
“ /(X q +  +  rc„ ~ 2/ti, Aq +  ck) . (4.2.17)
Expanding /  about (Xq, Aq) in the above equations and simplifying gives the re­
duced equations up to cubic order as
V n + l  — (1 -  2c)yn [-1  4- fzz^n +  ( |Æ /a  +  fzx) ^  
Y^fzzzi^^ l  Y  y l ) ] . (4.2.18)
A mode interaction involving a symmetry brealcing period-doubling bifurcation 
occurs at the degenerate value of c =  Cq =  0. A mode interaction involving a 
symmetry brealcing bifurcation of fixed points will occur if c =  Cq =  1. In this 
case we define c =  1 + p. The above reduced equations with cq =  1 are given by
î^'n+l —
V n + l
~^n + [ |Æ /a  +  / “a] +  yl)
+ ïfzzzi^l+3yl)=^n,
Vn [l -  fL ^n  -  ( îÆ /a  +  /°a) a + 2 0
+ 2 / n ) ]  ■ (4.2.19)
Comparing equations (4.2.19) with equations (3.1.14) gives the coefficients of 
the reduced equations. Using (3.1.19) we can calculate tlie coefficients of the 
bifurcation equations given by
o>2 =  “ ( |Æ /a  +  fzx)  ^ as =  0 , 62 =  -  ilfzzfx 4- fzx) > h  = 2
^  ^  ~12 ^  =  - y  [3 (/i)^  +  2 / ° J  ,
C =  - ] [ 3 ( & r  +  2 / L ] ,  D J l12 [3(Æ)^ 4- 2 /L ]  .
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The corresponding bifurcation equations are given by 
1
Ï2u % (3(Æ)^ +  ‘^ fLz)
2 ^ / a  Y  fzx] Oi =  0,
(3 (Æ )' +  2 /L )  " ' - 4  (3(/0j 2 +  2 /“„ )
= 0. (4.2.20)“  Q Æ / a  +  f z ^  a  +  2/?
The nondegeneracy conditions defined by (3.1.20) are given by
 ^  ^ P(Æ)^  + ‘^ f z z z l f 0, ^  =  “Ï2 P(Æ)^  + 2/°J  ^0
<^2 = - ( k f z z f x + f z x ) f 0, 62 = -(|Æ/a + /°a) f O'
A =
2^^4 - U2C = -| [|Æ/a + f z x ]  f L z f 0
bgB -agD  =  | [ |Æ / g  +  & ] [ 3 ( Æ ) '- 2 Æ J f O . (4.2.21)
These conditions are all satisfied if
3 ( / : r + 2 / L  f  0, K / ^ + / ^ A f o ,
3 ( Æ ) ' - 2 / L  f  0, (4.2.22)
If all the above nondegeneracy conditions are satisfied, we can apply the tech­
niques we developed in the previous chapter to study the mode interactions.
4.2,3 Coupling of inputs
In case of the coupling of inputs the system (4.2.2) is given by
=  / ( % ,
=  /(^ :) , (4.2.23)
where
g :  =  z^ -b c (z ;i-z^ ). (4.2.24)
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Again we define Xn = and Yn = with inverse transformations
Z^ = Xn-\- Yn and = X n ~  Yn. Adding and subtracting the two equations in 
(4.2.23) gives
-^n+l =  2 [/(^ n  +  (1 — 2c)lÇi, A) + /(X n “  (1 ~  2c}lÇi, A)] ,
%i+i =  I [/(Xn +  (1 — 2c)lÇj,, A) — /(X n — (1 — 2c)y^, A)] .(4.2.25)
This system again has the reflectional symmetry defined in (4.2.5). With the 
change of variables (4.2,6) and the help of (4.2.8) the above equations ignoring 
terms of O(a^) can be written as
X q +  ^ o ;  +  iC n + i  —  i  / ( X o  +  ^ q ; +  a^n +  ( 1  —  2 c ) y n »  A q +  û i )f t
Y f{Xo  +  +  a^ n ~ (1 ~  2c)yn, Aq +  ck)
/(X q +  +  a^ n +  (1 ~  2c)yn; Aq +  a)Vn+l — 2
/ (Xq +  +  rCn — (1 ~ 2c)yn, Aq +  o;)
(4.2.26)
We expand /  about ( X q , A q)  in the above equations. After some simplification 
and ignoring 0{a^) terms, the reduced equations up to cubic order are given by
^  ~ ^ n  +  [ | / L / a  +  fz x ] +  | / i ^ n  +  | ( l  ”  2c)^/^y^ +
+ i( l  -  2c)=^ /j|g^ a;nt/n,
Vn+l =  ( 1  -  2c)yn [—1  +  fzz^n +  Hfzzfx +  fzx) ^
+|/°z2^n +  1(1 “  2c)^/^^y^] . (4.2.27)
Again a mode interaction involving a symmetry breaking period-doubling bifur­
cation occurs at the degenerate value of c — co — 0. A mode interaction involving 
a symmetry brealcing bifurcation of fixed points will occur if c =  Cq =  1. In this 
case we define c =  1 +  /?. The above reduced equations with Cq =  1, ignoring 
terms of 0(/?^), are given by
Xn+l = -Xn  +  [ | / ° J a  +  /°a] + ^fzz i^l  +  vl)
+ i/L (a ^ S  +  3y^)æ»,
Vn+I =  2/n [l -  fL^n ~ (Ifzzfx +  fzx) o: +  2/3 -  |/^^^(3a;  ^+  uD] .
(4.2.28)
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Comparing equations (4.2.28) with equations (3.1.14) gives the coefficients of 
the reduced equations. Using (3.1.19) we can calculate the coefficients of the 
bifurcation equations given by
^2 = - { I f z z f x + Æa)> ^3 = 0; h  =  -  (|Æ/a + f z x ) , ^3 = 2,
~ 1 2  ‘^ f z z z ]  5 ^  [3 (Æ )^  +  2 / ° J  ,
C =  - 1  [3 (/rj^  +  2 /L ]  , ^  =  [3{/°J^ +  2 / ° J  .
The coiTesponding bifurcation equations are given by
u ~  (3(Æ)^ +  2 /L )  + 2 /L )
-  I 2 ^ / “ +  /"a I » = 0,
(3(Æ)^ +  2 /L )  (3(Æ)^ +  2 /L )
-  ( 5 Æ / A  +  / “a )  «  +  2 /3 =  0. (4.2.29)
The nondegeneracy conditions defined by (3.1.20) are given by
^  =  “ è  P(Æ )^ +  2 / ° J  7^  0, D =  — X [3( / o^ )2 q -2 /° J  7^  0
2^ = — i l f z z f x + f z x ) 7  ^0) 2^ = -(^Æ/a + Æa) ^ 0.
 ^ I H f z z ) ' ^  ~  2ÆJ f z z z f 0,
62A — ngC — — I [ |Æ /a  +  Æa] Æ z f  0 
tg B -n g D  =  i [ i Æ / f  +  Æ ] [ 3 ( Æ ) ' - 2 / L ] f o .
These conditions are all satisfied if
3 ( Æ r  +  2 / L  f  0, |Æ /^  +  /^A7^o,
3 ( Æ ) " - 2 / L  f  0, / L f o .
(4.2.30)
(4.2.31)
If all the above nondegeneracy conditions satisfy, we can apply the techniques we 
developed in the previous chapter to study the mode interactions.
We note that these four* nondegeneracy conditions are the same in all three 
cases and that if /  is the logistic map, the last nondegeneracy condition is not 
satisfied and so our results do not apply to two coupled logistic maps.
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Chapter 5
Mode Interaction Cascades
In the previous chapter we developed general equations for mode interactions for 
generalised dynamical systems. In this chapter we will apply these ideas to study 
mode interaction cascades when we go through period doubling. Then we study 
the conditions under which a cascade is possible and apply these conditions to 
different examples.
When two bifurcations come closer to each other and pass through, many pos­
sible scenarios of mode interactions could emerge. After the mode interaction in 
some cases a secondary symmetry breaking bifurcation will move with changing 
values of ^  and be involved in another mode interaction with the next period dou­
bling bifurcation as primary symmetry breaking bifurcation. If this phenomenon 
continues there could be mode interaction cascades of different types depending 
on the nature of the bifurcations. Sometimes the bifurcations after a mode inter­
action will not continue to move up a branch with varying p, to be involved in the 
next mode interaction. In that case the cascade will stop. In this chapter we will 
look at cascading mode interactions and try to understand when the cascades are 
possible and how they behave at different stages.
To know when a cascade could happen, it is important to know the nature of 
the solutions before and after each mode interaction. In our case we consider all
64
period doubling bifurcation cascades of symmetric solutions to be supercritical. 
There will be three lines of investigation depending on whether the symmetry 
breaking bifurcations are subcritical, supercritical or whether they have closed 
loops after each mode interaction. We will discuss these investigations in the 
following sections but first we study how a cascade occurs and derive the corre­
sponding bifurcation equations using an example.
5.1 Mode interaction cascade
Consider the following example
Xn+I =  F{Xn^ p) — AX^(1 — Xn) +
Y n + 1  =  G { X n , Y n X ^  p )  — IÇi [2 - f  — 7A +  4/x +  3T^] . (5.1.1) 
In this case
fb(%,A) =  A X ^ ( l - X j ,  
is the logistic map and does not depend on p.
1. Period-1
The first period doubling bifurcation occurs at Aq =  3 on the branch of 
period-1 solutions given by X(A) =  1 — y- This coiTesponds to a mode 
interaction at After the change of origin using (3.1.6) and (3.1.7),
the reduced equations are given by
V n + l  =  V n 1 -f — —a  +  4/? 4- 3y^ -fO(a^) (5.1.2)
Comparing these equations with (3.3.2), the values of the coefficients are 
Qi2 — 1, U3 ~  Oj ^4 ~  3, U5 =  4j ÙQ — Oj Ojf =  0, — 5, 62 ~
— 63 =  4, 64 =  0 and 65 =  3. The constants A, B, C and D in the
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Figure 5.1: Solutions before the hist mode interaction at ju = 3.7 and after the 
hrst mode interaction at /.i =  4.3.
bifui'cation equations (3.3.4) can then be calculated as
A  =  —(^4 +  cie) =  B = a^bi — a4«5 — ay =  32,
C — +  264 +  a46i) — —20,
= CL2 C  — 63^ 4 =  —78,
D — ^(as^i +  265) — 13 
=  agD -  62B =
(5.1.3)
The bifurcation equations for the system aie then given by
u [— +  32"U^  -\-a] = 0 ,
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■ 2 0 i i  -j- 1 3 v  — — CK +  4 / ? =  0 . (5.1.4)
All the non-degeneracy conditions listed in (3.1.20) are satished in this case. 
The above bifur cation equations have
AD =  -117 < 0, A =  623 > 0, Dg = DD^ -  AD^ f  0 (5.1.5)
Therefore a tertiary Hopf bifurcation occurs on the mixed mode period 2 
solutions of (5.1.1) and it occurs at a  — 0.71324/3. Since D fD ^ < 0, the 
mixed mode solutions exist for both signs of (3 but the Hopf bifurcation al­
ways exists for only one sign of /3 which can be determined by the condition
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PADqDs > 0. Since AD qDs < 0, the Hopf bifurcation occurs for /3 < 0. 
Solutions before and after this mode interaction are shown in Fig. 5.1. The 
diagrams are created using AUTO, Fortran and then Matlab respectively. 
We obtained the solution structure using AUTO. Since AUTO also writes 
detailed comments in the solution file, we put this file through a Fortran 
progamme and obtained pure data. We then imported this data into Matlab 
to draw.
2. Period-2
The symmetry breaking bifurcation on the period 2 branch moves up as 
increases and gives another mode interaction with the next period doubling 
bifurcation. In the same way as period-1 we can find the bifurcation equa­
tions at the mode interaction for period-2 solutions as well. For period-2 
solutions, we consider the equations
Xn+2 “  Xy jl),
(5.1.6)
where F  and G are defined by (5.1.1). The two branches of fixed points 
(A) and (A) corresponding to period-2 solutions of (3.4.1) are found 
by solving the equation
X(X)  = F^{X{X),X), (5.1.7)
and are given by
X<°)(A) =  A  [a +  1 +  VA2 -  2A -  32 A  -
X<‘>(A) =  A  [•’' +  1 -  VA2 -  2A -  32 X  L
The second period doubling bifurcation for the logistic map occurs at A =  
Ao — 1 4- \/6 =  3.449489743. This coiTesponds to a mode interaction at 
IJL = 1.lq = 5.0884109032. We use the same change of vaiiables given by
(3.1.6) and (3.1.7). Since there are two solutions of (5.1.7), therefore after
the change of origin, we have two sets of reduced equations. The first set of
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Figure 5,2: Solutions before and after the second mode interaction at /^  =  4.3 and 
^  =  5.17 respectively.
reduced equations taking X  (A) =  (A) to cubic order is given by
0 I OK onoo/.,.0\2 0 \ 3-  4.8989aa;|; -  21.5339(æ|;)" +  25.8023(3/%) -  67.4533(æ%) 
+164.8986x°(î/“) '
1 -  27.6223æ“ -  22.6133a +  11.4556^ -  102.7306(x“)^l/“+i y°
+94.8515(3/”) (5.1.8)
Solutions before and after this mode interaction are shown in Fig. 5.2. 
Again, all the non-degeneracy conditions listed in (3.1.20) are satisfied in 
this case. We can calculate all the coefficients defined in (3.1.19) needed 
to define the conditions for the existence of a tertiaiy Hopf bifurcation. 
These coefficients are given by A =  —406.2563, B  — —321.9932, C  =  
—186.8193, D = —261.5097. The bifurcation equations are then given by
w[-406.2563w^-321.9932^;^ +4.8989a] =  0,
V [-186.8193'u^ -  261.5097?,^ -  22.6133a +  11.4556/5] =  0.
(5.1.9)
In this case A =  46,085.418 > 0 and AD  =  1.0662399 x 10® > 0. 
Since AD  is positive there is no Hopf bifui’cation arising from this mode
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interaction. Also D f D" > 0 which means that there are closed loops of 
solutions after the mode interaction and so this mode interaction is different 
from the previous one. The set of equations regarding the second solution 
of period-2 can be obtained using the technique we developed in Section 5.2
3. Period-4
The symmetry breaking bifurcation on tlie period 4 branch moves up and 
gives another mode interaction with the next period doubling bifurcation. 
Following the same process as in the case of period-1 and period-2, we can 
find the reduced and bifurcation equations for period-4. In this case we 
consider the equations
- ^ n + 4  —  ^  ( A y i ,  % !,,
(5.1.10)
where F  and G are defined by (5.1.1). The branches of fixed points (A), 
%(^)(A), %(^)(A) and %(®)(A) of equations (5.1.10) which correspond to 
period-4 solutions of equations (5.1.1) are given by the solutions of the 
equation
X{X) = F^{X { \ ) , \ ) .  (5.1.11)
The third period doubling bifurcation for the logistic map occurs at Aq =  
3.5440903595. This corresponds to a mode interaction at /io =  5.2868867308. 
The four solutions obtained by solving equation (5.1.11) aie listed below. 
The important terms in tliese solutions are the constant and the first order 
terms in a  =  A — A q . The actual calculations in finding these solutions are 
carried out with 150 digit accuracy but below they are given with ten signif­
icant digits to save space. The four branches of fixed points after the change 
of origin in terms of a  aie given by
X^ °'>{a) =  0.3632903374-0.3739877862a+ 0(a^),
=  0.8197852002-0.1310922215a+ 0(a^),
%(^)(a) =  0.5235947861 + 0.4448835469a+ 0(a^),
X ® (a) =  0.8840495454 + 0.1750391339a+ 0(a^). (5.1.12)
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Figure 5.3: Solutions before and after the third mode interaction showing only 
solutions ai'ound the upper period 2 branch.
These solutions are related to each other. The relationship among different 
solutions is defined by
X «(A ) =  Fo(X('»(A),A), 
a:(2>(A) =  Fo(a:« (A ).a),
X®(A) =  i?o(X(^)(A),A),
XW(A) =  Fo(X®(A),A). (5.1.13)
Since there are foui* period-4 solutions of equation (5.1.11), therefore we 
have four sets of reduced and bifurcation equations after the change of ori­
gin. The first set of reduced equations with % (A) =  is given by
4+1 =  - 4 -2 2 .7 6 5 2 a 4  + 48.2098(4)^-5 .1205(4)’“-1 41 .7741(4 )’ 
+282.19334(4)",
1 +  23.35804 -  67.4413a +  33.0163/3 -  328.1964(4)"4+1 — 4
•14.9647(4 ) ’ (5.1.14)
All the non-degeneracy conditions listed in (3.1.20) are satisfied. Using (3.1.19) 
we can easily calculate that A = —2182.4174, B  = —154.9375, C = 
-37.9514, D =  -74.7678, AD = 1.631746733x 10  ^and A =  1.57294566x
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10 .^ The corresponding bifurcation equations are given by
u [-2182.4174'u^ -  154.9375u^ +  22.7652a] =  0,
V [-37.9514ti^ -  74.7678u^ -  67.4413a +  33.0163/?] =  0. (5.1.15)
The reduced and bifurcation equations regarding the other three period 4 
points can be obtained by using the technique discussed in Section 5.2.
We note that AD > 0 which implies that there is no tertiary Hopf bifurcation 
aiising from this mode interaction. Also D fD ^  > 0 which means that there 
aie closed loops of solutions after the mode interaction. This mode interaction is 
shown in Fig. 5.3. This process can continue thiough the period doubling cascade.
5.2 Relationship among bifurcation equations of dif­
ferent periods
In the previous section we derived the bifurcation equations to study the bifur­
cation in the neighbourhood of a mode interaction. This process becomes more 
laborious when we deal with higher periods.
In this section we will show how to obtain all the bifurcation equations of a 
given period if we have the bifui'cation equations of any one point of the cycle. In 
this way we can derive the coefficients of the reduced and bifurcation equation of 
the next point in terms of the coefficients of the reduced and bifurcation equations 
we already have. Suppose we have the following system
n^+l = Yn, A, l^),
=  G(x»,y»,A,/,), (5.2.1)
which has 2^ branches of period 2^ points given by k — 0, 1, , 2 ^ —1,
which are all found by solving the equation
X (A ) =  F o" " W A ) ,A ) .
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Figure 5.4: Relationship among the cycles of period 2^, where A  =  1 ,2 ,3 ,... at 
global level.
Let (Ao, To) be a point near (%(°)(A), 0). Then
(F, G) : ( A k , ^  (Ajk+i, Yik+i), A: =  0 ,1 ,2 . . . ,  2^ -  1.
Each {F, G) maps the point (A&, Y^) to the next point (A&+i, ?t+i) which is in 
the neighbourhood of (A(^+^)(A), 0). This process continues until {F, G) maps 
back the point (A2yv_i,T^w_i) to a point in the neighbouihood of (A(°)(A), 0) 
again. Note that (F, maps a neighbourhood of (A(^)(A),0) to itself. The 
whole process of iteration for period 2^, where N  = 1,2,3 ...,  at the global level 
is summarised in Fig. 5.4.
The relationship between the reduced equations after the change of origin is 
given in Fig. 5.5, This is a similar general diagram for the local equations after
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Figure 5.5: Relationship among cycles of the reduced system.
the change of origin. The reduced system is defined by
=  (rc^ +  A^^ (^Ao +  a ) ,  3/^, Ao +  Cl',/io + /?) — A*'^ (^Ao +  a )  ,
(^ n + A^^^ (Ao + a),3/n; Aq + a, /io + /?)) )
“  {^{^n A^^ (^Ao +  a), y^, Aq +  a, /.to +  /?) — +  a) ,
"h A^^ (^Ao +  <Y),yni Aq +  a, /iQ +  /?)) (5.2.2)
where /c =  0 ,1 ,2 , . . . ,  2^ — 1, n =  0,1,2, —  In general for a point of period
2^ there will be 2^  sets of reduced equations. The function Hjc = {hi, h^) relates 
the variables of kth  set of reduced equations to the variables of {k +  l)th  set of 
reduced equations. For example if A  =  3, then we have equations for period- 
8 and as a result we will have eight sets of reduced equations. Hq will relate the 
variables of the first set to the variables of the second set and so on. Hk is obtained 
by using the functions F  and G given by (5.2.2) and so inherits the reflectional
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symmetry of the system. From Fig. 5.5 it is obvious that
^k+iHk = (5.2.3)
To find the inverse of we will consider similar general equations for and 
then use the fact that gives the identity. To do that we need Hk to be
invertible. The Inverse Function Theorem [2] gives conditions for this to hold.
Theorem 5.2.1. (Inverse Function Theorem) [34] Let /  : —> R” be a contin­
uously differentiable function. Let E  be an open subset of R*^  and let S  = f{E).  
If, for some point a E E, Ûic determinant of the Jacobian of / ,  det(J/(a)) , is 
non-zero, then there is a uniquely defined function g and two open sets X  c  E  
and Y  c  S  such that
1. CL E X ,  /(n ) E Y  ;
2. y  =  /(A );
3. /  : A  y  is one to one;
4. g is continuously differentiable on Y  and g{f{x)) — x  for all x 6 A.
Lemma 5.2.2. Hk has a continuous inverse in some open neighbourhood of the 
origin for sufficiently small values of a  and /?.
Proof. We first note that Hk{0,0,0,0) =  (0,0). For a  — ^  =  0 tlie Jacobian of 
the map Hk is given by
where F x  =  F x { X ^ ^ \ X q ) ,  0 , Aq, yUo) etc. Because of the symmetry of the system 
Fy — 0 and Gx  =  0 in the above Jacobian. Thus is non-singulai- iff F^ ^  0 
and Gy 0. Because of the diagonal nature of above matrix, the product of such 
matrices will also be diagonal and so
/  2^-1 \  2^  ^ r r  T7>k A
n  * . ( 0 ,0 ,0 ,0 ) =
k=0
n  0k=0 2^-10 n Gf. ,\ A:=0 /
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- 1  0
0 1
2^-1 2^-1This shows that Yl =  —1 which means that 0. Similarly Gy =  1k=Q k~0which means that Gy 0 for all /c =  0 ,1 ,2 . . . ,  2^ — 1. So 0,0,0) is
non-singular for all A; =  0 ,1 ,2 , . . . ,  2^ — 1 and Hk has a continuous inverse on 
some open neighbouihood of the origin by the Inverse Function Theorem. The 
same argument holds for a sufficiently small neighbourhood of a  =  /? =  0. □
Since Hk is invertible by Lemma 5.2.2, then equation (5.2.3) can be written as
$ i , + i  =  fc =  0 , l , . . . , 2 " - l .  ( 5 . 2 . 4 )
In this way we can derive one set of reduced equations from the previous set.
Definition 5.2.3. (Topological Conjugacy) [54] If X  and Y  are two subsets of 
R ” and let / i  and /g be transformations, f i  : X  X  and /g : Y Y.  Then f i  
and /2 are said to be topologically conjugate if f i  and /g are continuous and there 
is a homeomorphism h : X  Y  such that the functional equation
K f i i ^ ) )  = f2{h{x))
holds for all x E X .
Clearly the two sets of reduced equations ^k  and ^k+i related by (5.2.3) are 
topologically conjugate, smce Hk has a continuous inverse by Lemma 5.2.2. This 
implies that they have the same topological properties as they are related by an 
invertible, nonlinear change of coordinates Hk.
To be more precise we will now explain the whole process of deriving one 
set of reduced equations from the other for period-2 by the help of a system with 
general equations. Let the first set of reduced equations for period-2, which in 
Fig. 5.5 are represented by =  (/o, go) for A; =  0, be given by
=  -  « 2 4 »  -  «3®^^ +  -I- +  a6(æ%)^  +  a^xl{y l f ,
= 2/n + 63/? -H 64(3;%)^  + ’ (5.2.5)
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S i m i l a r l y  t h e  s e c o n d  s e t  o f  r e d u c e d  e q u a t i o n s  f o r  p e r i o d - 2 ,  w h i c h  i n  F i g .  5 . 5  a r e  
r e p r e s e n t e d  b y  =  ( / i ,  g i )  a r e  g i v e n  b y
4+1 =
=  - 4  -  C 2 4 < ^  -  C 3 4 / )  +  C 4 ( 4 ) ^  +  C 6 ( 4 ) ^  +  C 6 ( 4 ) ^  +  c ? 4 ( 4 ) ^
4 + 1  =  ^ i ( 4 , 4 , o : , ^ )
=  4  [ 1  +  C ^ i 4  +  ^ 2 û !  +  c^a/? +  4 ( 4 ) ^  +  4 ( 4 ) ^ ]  • ( 5 . 2 . 6 )
T h e  r e l a t i o n  H q — { h \ ,  h g )  w h i c h  t a k e s  t h e  f i r s t  s e t  o f  r e d u c e d  g e n e r a l  e q u a t i o n s  t o  
t h e  s e c o n d  s e t  o f  r e d u c e d  g e n e r a l  e q u a t i o n s  c a n  b e  d e r i v e d  u s i n g  ( 5 . 2 . 2 ) .  S u p p o s e  
t h a t  t h e  f u n c t i o n  H q =  { h \ ,  H f )  i n  l o c a l  v a r i a b l e s  i s  g i v e n  b y
4  =
= ei4 + e2x'^ a + egæg/? + ^4(4)^ + eg (4)^ + ee(4)^ + e?4(4)^ + 0((4,4)^), 
Vq ~  4 ( 4 :  4 )
=  4  H o  +  m i 4  +  r n 2 a  +  m s / ?  -j- m ^ { x ^ y  +  m g ( 4 ) ^ ]  +  0 ( ( 4 , 4 ) ^ ) ,  ( 5 . 2 . 7 )
w h e r e  e i  0 ,  m o  ^  0  w h i c h  e n s u r e s  t h a t  H q i s  i n v e r t i b l e  f o r  s m a l l  a  a n d  /? . L e t  
t h e  g e n e r a l  e q u a t i o n s  f o r  H q ^ b e  g i v e n  b y
rco =  /ci4  +  ^2x l a  +  h x l P  4 - /c4 (4 ) ^  +  h i v l f  +  h { x l f  +  k j x K y l f  +  0 ((4 , 4 / ) ,  
4  =  4  [^0 +  ^ l 4  +  kOL +  k ( 5  +  ^ 4 ( 4 ) ^  +  ^ 5 ( 4 ) ^ ]  +  0 ( ( 4 :  4 ) ^ ) ,  ( 5 . 2 . 8 )
w h e r e  /c i  y^ 0 ,  Zq y^ 0  w h e n  a ,  /?  a r e  s u f f i c i e n t l y  s m a l l .  T h e  r e l a t i o n s h i p  a m o n g  
t h e  c o e f f i c i e n t s  o f  t h e  t w o  e q u a t i o n s  u s i n g  H qH q  ^ =  I  a r e  g i v e n  b y
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m g e i ’ 
egCi ~  264
e i C y m o  — 2 e i m i e 5  — 2 e 4 m o e 5  
e f m o
(5.2.9)
1ki = /cs =e i ’
k2 = 62 2 ) ko —61
ks = 63 2 : k76l64K4 = - i f ’
and , _  1Iq —  , h mi . m2h . —0 ) 9 )mo eimo ttIq
. _  ms _  eimom4 — eim? — C4momi ^ m§ ’  ^ ef mo ’
Zs =  (5.2.10)eimg
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From the Fig. 5.5 it is obvious that
^ iHq — Hq^ q. (5.2.11)
By using equation (5.2.11) we can find the second set of reduced equations 
from the first set of reduced equations 0Q. Since Hq satisfies the conditions of 
the Inverse Function Theorem by Lemma 5.2.2 and so is invertible, then equa­
tion (5.2.11) can be written as
(5.2.12)
With the help of equation (5.2.12) we can find the coefficients of equation (5.2.6) 
in terms of the coefficients of equation (5.2.5), which will give the second set of 
reduced equations in terms of the first set of reduced equations. The coefficients 
of the second set of reduced equations in terms of first set of reduced equations 
are given by
62 — 0,2 , C3 =  Us, C4 =  —2 [eifl4 +  264] ,1^
65 =  —2 +  SiUs] ,mg
Ce =  -4 [ — 40,46164 — 464 -f- 0,661] ;
67 m§6i —20465--------------264O5 H- 2656161 H - - - 3mx (I7TÏIQ —
4esmi
61 205ml , 
(5.2.13)
and
di  =  [6imo -  2 m i] , <?2 =  62, =  63,6imo
c?4 =  —efmo 04ml 4-
2m\
05ml
?72o 
265ml
61
+  65 mo —
61
bie^ rriQ (5.2.14)61 61
With the help of (5.2.12), and relations (5.2.13) and (5.2.14) between the coef­
ficients of the two sets of reduced equations, now we can obtain all the reduced 
equations of a given period if we have the reduced equations of any one point of 
the cycle.
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In the same way the bifurcation equations for the second set of reduced equa­
tions can also be obtained from the coefficients of the bifurcation equation of the 
first set of reduced equations, og, 03, 6g and 63 remain the same in both sets 
of bifurcation equations. The remaining coefficients of the bifurcation equation 
of the second set of reduced equations in terms of coefficients of the bifurcation 
equations of the first set of reduced equations are given by
Ag — -"Y, -Bg — —Y Cg — —Y, D2 = —Y (5.2.15)e f  m o  e f  m g
To investigate the bifurcation process, the signs of Ag, Dg, AgDg and A =  
AgDg — B 2 C2 in the bifurcation equations are crucial. If these coefficients in 
the second set of bifurcation equations have the same signs as in the bifurcation 
equations of the first set of reduced equations and fulfil the following nondegen­
eracy conditions [26]
(1) A 0, D f  0,
(2) ag y^  0, 62 f  0,
( 3 )  6 g A  —  CL2C  y^ 0 , 6 g B  —  U g D  y^ 0 ,
(4) A D - B C ^ O ,  (5.2.16)
then the bifurcation process of the two bifurcation equations will be same. From
(5.2.15)
Ai 2 7?! 2
A 2 D 2 — B 2 C2 = -g—2 [AiDi — B iC i \ , e f m g
6g A g  —  u g C g  =  —2 [62A i  —  ^ 26^1] ,
62-Bg — agZJg =  —2 [^ 2-^ 1 ~  a,g£)i]. (5.2.17)mo
The above relations show that coefficients and their signs in both the bifurcation 
equations fulfil the same set of sign related conditions, therefore according to
(3.1.26) and (3.1.27) the direction of branching and all other qualitative features 
will be the same in the two systems.
Example 5.2.4. In this example we will apply the above technique to get the 
second set of reduced and bifurcation equations in terms of the first set of reduced
78
and bifurcation equations in a period 2 iteration. Suppose we have the following 
system
^n+2 — F  [Xn,Yn, X, f.l),
F„+2 =  G"(X„,y„,A,Ai). (5.2.18)
where
=  A X „ ( l - X j  +  4i;^,
G(X„,y„,A,M) =  y„[2 +  5 X „-7 A  +  4/Li +  3y;2] .
The first set of reduced equations, given in Section 5.1 and denoted by $o in 
(5.2.21) derived from the two period-2 branches at Aq =  3.4494 and /.to — 5.0884 
are given by
x° =  - x l  -  4.8989«æg -  21.5339(æg)^ +  25.8023(ÿg)'^ -  57.4533(æg)^ 
+164.8986æg(2/g)^ 
y°i = î/„[l-27 .6223æ g-22.6132a +  11.4556/3-  102.7306(æS)^
+94.8515(2/“) ]^ , (5.2.19)
The related bifurcation equations are given by
u [-406.2563u^ -  321.9932 ;^  ^+  4.8989a] =  0,
t)[-1 8 6 .8 1 9 3 u "-261.5097);"-2 2 .6 1 3 3 a+  11.4556/3] =  0. (5.2.20)
The relationship between the two sets of reduced equations of period 2 is given 
by the following diagram
(4:4) (4:4)
Ho Ho (5.2.21)
(4 :4) (4:4):
where #o =  (/o, 9o) , =  (/i, 9i) and Hq = (/t?,
To find 01 we need the equations for # o ,  H q and ( H q) 0 q is given by 
(5.2.19). Equations for H q can be obtained using the definition (5.2.2) and is
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4 ( 4 : 4 )  n:,/?)
given by
 ^ + A^^^ (Ao + a),yo4o + Q-',/io +/?) ^
— — A^^ (^Ao +  a) ,
\  ^ ( 4  4~ (-^ 0 +  O'), 2/q5 “^0 +  a, /j,Q +  /?) /
where A(°)(A) and A^^ (^A) are the two branches of period 2 points given in 
(5.1.7). The functions and are then given by
4 ( 4 )  4 )  o ;, / ? )  =  — 2 . 4 1 4 2 4  ~  1 7 3 2 0 4 o :  — 3 . 4 4 9 4 ( 4 ) ^  +  4 ( 4 ) ^
4 ( 4 )  4 ,  « ,  / ) )  =  4  [2.4569 +  5 4  -  6.2519a +  4j6 +  3(4)^] . (5.2.22)
There are two routes from ( 4 , 4 )  1° (æ},yj) as shown in diagram (5.2.21). In 
functional terms these routes can be given by
0ii7o =  Hq^ q. (5.2.23)
Therefore with (i7o)~^ being the inverse of Hq, equation (5.2.23) can be written 
as
01 =  Hq^ q[Hq) (5.2.24)
where {Hq)~^ in reduced form using the coefficients of Hq and with the help of
(5.2.9) and (5.2.10) is given by
( 4 ) ' X 4 , 4 ,  o :, P )  =  - 0 . 4 1 4 2 4  +  0 . 2 9 7 2 4 a  -  0 . 2 4 5 1 ( 4 ) ^  +  + 0 . 2 7 4 5 ( 4 ) ^
- 0 . 2 9 0 2 ( æ ; ) ^  +  0 . 7 8 7 7 4 ( 4 ) ^
( 4 ) " X 4 ,4 ,a : , / ) )  =  4  [0.4070 +  0.34304  +  1.0357a -  0.6626/? 4-0.4923(4)2
-0.3097(4)2] . (5.2.25)
With the relation between two sets of reduced equations given by (5.2.24) We 
can find the coefficients of the second set with the help of the coefficients of the 
first set given in (5.2.13) and (5.2.14). The second set of reduced equations is 
given by
x \  =  - x l  -  4 , 8 9 8 9 a x J  +  7 . 7 3 5 9 ( æ J ) "  -  8 . 9 9 4 2 ( 2 / ^ ) "  +  9 . 8 5 7 4 ( æ J ) "  
+ 4 . 8 5 0 0 x J ( t / o ) " ,  
y \  =  2/J  [ 1  +  1 3 . 1 2 7 4 x ;  -  2 2 . 6 1 3 3 a  +  1 1 , 4 5 5 6 / 3  +  3 . 3 3 5 3 ( 4 ) "
+15.7133(4)"] ■ (5.2.26)
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More importantly we can find the second bifurcation equation using (5.2.15) if we 
have the first bifurcation equation. The bifurcation equations regarding the second 
sets of reduced equations are given by
u [-69.7025^2 -  53.34421/2 +  4.8989a] =  0,
V [-32.0531^2 -  43.3222^2 _  22.6133a +  11.4556/?] =  0.
(5.2.27)
The above two bifurcation equations fulfil the conditions given by (5.2.16) and
(5,2.17) which means that they will go under similar bifurcation process. The 
reduced and bifurcation equations are the same as those derived in Section 5.1.
5.3 Basic assumptions for a cascade
The bifurcation equations obtained from (3.1.14) are given by
u [Ati2 -j- T uga +  ug/?] =  0,
V [C7ti2 +  “h 6ga -f- 63/?] =  0, (5.3.1)
where the coefficients A, B, C and D are given in (3.1.19). Langford and looss 
[44] studied these equations at a mode interaction. We will use these equations to 
obtain conditions for a mode interaction cascade. The following assumptions will 
set the framework for the mode interaction cascade.
1. We choose ug > 0, 6g >  0 in the original equations (3.1.14) and hence 
also in the bifincation equations (5.3.1) to fix the sign of the coefficients 
uniquely. Langford and looss [44] made these assumptions as well;
2. There is a period-doubling cascade with increasing A, with all the period- 
doubling bifurcations being supercritical in the symmetric solution space. 
This implies that the coefficient A  in the bifurcation equation (5.3.1) must 
satisfy A < 0;
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3. The period-doubling cascade in the symmetric solution space does not de­
pend on the second parameter /x. This implies that as =  0 in the bifurcation 
equation (5.3.1);
4. There is a symmetry breaking bifurcation on the period-1 branch before the 
first period-doubling bifurcation and this bifurcation moves up the branch 
and passes thiough the first period-doubling bifurcation as ji increases. This 
implies that 6263 < 0 and since 62 > 0, we must have 63 < 0;
5. All symmetry breaking bifmcations do not change from subcritical to su­
percritical or vice versa between any two mode interactions;
6. The symmetry breaking bifurcations always move up a branch of symmetric 
solutions as increases.
Regarding the above assumptions we note that:
1. If the period-doubling cascade occurs for decreasing A then replacing A with 
—A ensures that assumption 2 will hold;
2. If the condition in the third assumption holds then /i is called a normal 
parameter;
3. We replace 11 with —f.i if the condition in the fourth assumption does not 
hold;
4. The fifth and sixth assumptions eliminate possible codimension 2 phenom­
ena between the mode interactions.
5.4 Conditions for cascades
The important point during a mode interaction is whether it will lead to a cas­
cade. For a cascade to happen there should be a secondary symmetry breaking
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Type 7. D < 0 Type I L D > 0
7(n)+ < 0, < 0, A > 0 77(a) 7)f < 0, 7)^ < 0, A > 0
7(a)- < 0, 7)g“ < 0, A < 0 77(6)+ Di < 0, Dg > 0, A > 0
7(6) < 0, D- > 0, A < 0 77(6)- < 0, > 0, A < 0
7(c)+ TJf > 0, 7J? < 0, A > 0 77(c)+ 7)f > 0, < 0, A > 0
7(c)- > 0, < 0, A < 0 77(c)- D f > 0, < 0, A < 0
7(d)+ 7>f > 0, 7)g“ > 0, A > 0 77(d)+ > 0, > 0, A > 0
7(d)- > 0, Dg > 0, A < 0 77(d)- TJf > 0, Dg > 0, A < 0
Table 5.1: Complete classification of solution structures studied by Langford and 
looss [44] for A < 0. A, and Dg are defined in (3.1.21).
bifurcation from the symmetric solutions after each mode interaction. These sec­
ondary symmetry breaking bifurcations after the mode interactions will move up 
the branch as }i is varied and will interact with the next period doubling bifur­
cation in tlie cascade. If there aie no secondary symmetry brealcing bifurcations 
after any mode interaction then the cascade will stop.
Langford and looss [44] classified the different solution structures for mode 
interactions with Z 2 x Z 2 symmetry in a small neighbourhood of the origin be­
fore and after the mode interaction. We summarise their complete classification 
in Table 5.1. Note that case I{h) with A > 0 and case II{a) with A < 0 are not 
possible. By a careful analysis of all possible cases we found eight possible sce­
narios where there are symmetry breaking bifurcations after the mode interactions 
and so a cascade can continue. These aie all determined by the single condition 
D f > 0 and are given by
l./(d )+ , 2 ./(c)+ , 3 . /(d )" , 4 .7(c)-,
5. 77(d)+, 6.77(c)+, 7.77(d)-, 8. 7 7 (c )- .
Note that vDq > 0 in Langford and looss [44] represents tlie situation before the 
mode interaction which corresponds to /? < 0 in our case. In the following section 
we will discuss the details of how the mode interaction cascade could continue.
83
5.5 Different scenarios in cascading mode interac­
tions
Suppose we have a dynamical system of the form
An+l =  F{Xn,Yfi) X, /f),
(5.5.1)
The coiTesponding reduced and bifurcation equations are given by (3.1.14) and
(3.1.18) respectively. The constants of the bifurcation equations A, B , C  and D 
are given by (3.1.19). The constants which are used to decide tlie nature of the 
cascade aie D, A  — AD  — B C  and D^ = agD — h^B.
Before going into detail we would like to define two similai' but different terms 
which will come up frequently in the following discussion.
1. period: Number of points in a repeating cycle of iterates of (5.5.1).
2. Period: Number of steps in a repeating cycle of mode interactions in a cascade.
The eight possible scenarios during any mode interaction of tlie system (5.5.1) 
can be classified by using the signs of the three constants D, A and D^. Let
5i -  -sgn(D ),
Ô2 = sgn(A),
3^ =  sgii(Dg). (5.5.2)
How different signs of ôi, Ô2 and 6 3  give rise to different types of bifurcations after 
each mode interaction, taking account of the fact that D f  > 0, can be summarised
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Mode interaction at level-(TV +  1)
1 2 3 4 5 6 7 8
+++ + -4- +-- - + - —+ — *---
1 + + + / / / / X X X X
2 + + - / / / / X X X X
Mode 3 + - + X X X X / / / /
interaction 4 + - - X X X X / / / /
at 5 “ H* + / / / / X X X X
level 6 --h — / / / / X X X X
N 7 -  -  + X X X X / / / /
8 ----- X X X X / / / /
Table 5.2: Mode interaction cascade through different levels of period-doubling. 
The three +  and — signs refer to the signs of Si, Ô2 and S^  respectively.
as follows:
> 0 (< 0)
> 0 (< 0)
(^ 3 > 0
63 < 0
primary symmetry breaking bifurcation is 
supercritical (subcritical); 
secondary symmetiy breaking bifurcation is 
supercritical (subcritical);
there are closed loops of mixed mode solutions after the 
mode interaction;
there are no closed loops of mixed mode solutions after the 
mode interaction, but mixed mode solutions exist both 
before and after the mode interaction.
Now we have enough information to summarise in Table 5.2 the eight possible 
scenarios when a mode interaction cascade can continue after each mode interac­
tion. In Table 5.2 a tick in the i — th row and j  — th column means that a mode 
interaction of type i at level-A, on a branch of period 2^, could be followed by a 
mode interaction of type j  at level-(TV -I-1) on a branch of period 2^+^; while a
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cross means that a mode interaction of type i at level-iV cannot be followed by a 
mode interaction of type j  at level-(TV +  1). In the tliird row and third column of 
the Table, (■+•) and (—) represent the signs of 5i, 8 2  and 63 respectively.
During the cascade the secondary symmetry breaking bifurcation at level—TV 
becomes the primary symmetry breaking bifurcation at level— (iV-fl). This means 
that 2^ at level—A  acts as (^ 1 at level—(TV 4-1). In Table 5.2 there is a tick in the 
(z, j ) —th position if the first sign in column j ,  which is the sign of (5i, is the same 
as tlie second sign in row i, the sign of Ô2 .
During the cascade there could be other scenarios of mode interactions which 
do not give rise to a cascade. We aie not interested in them. Here we only consider 
those bifurcations, and the related constants, which may give rise to a cascade after 
them. The number of mode interaction cascades of different Periods are given in 
the following Lemmas.
Lemma 5.5.1. From the criteria of Table 5.2 there are four possible Period-1 
cascades.
Proof. During the cascade process only some mode interactions can be followed 
by a mode interaction of the same type. These can be found from Table 5.2 as 
those values of i for which there is a tick in the (i, z)-th entry. It is clear from 
Table 5.2 that there are four of them. They are (1), (2), (7) and (8).
Later in Examples 5.6.1-5.6.4 we will show figures to explain how the four Period- 
1 cascades could be possible. □
Lemma 5.5.2. From the criteria of Table 5.2 there are six possible Period-2 cas­
cades.
Proof During the cascade some mode interactions will return to the same type 
of mode interaction only after going through two successive stages. We call them 
Period-2 cascades.
A Period-2 mode interaction cascade can be traced in Table 5.2. If the first 
mode interaction is of type-1, then from Table 5.2 tliere are four possible mode
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interactions at level 2 given by
(1) (1), (2), (3), (4)
We are only interested in (2), (3) and (4) because we want the second mode 
interaction to be different from the first. Each of these three mode interactions 
can then followed by fom* more mode interactions but only (2) can be followed 
by (1):
(2) (1), (2), (3), (4).
Thus a Period-2 cycle of mode interactions given by (1 ,2 ,1 ,2 ,1 ,...)  is possible. 
We denote this by (1,2). Other Period-2 mode interactions can be detemiined in a 
similar way. In total there are six possible Period-2 cascades which can be derived 
from Table 5.2. These six cascades are (1,2), (3,5), (3,6), (4,5), (4,6) and (7,8). 
Here the permutations of a cycle are considered as similar sequences. Thus, the 
(1,2) cascade could begin with a mode interaction of either type-1 or of type-2. 
So the sequence (2,1) of mode interactions is the same as (1,2) and is not listed 
separately. Later in Example 5.6.5 we will show figures to explain how a Period-2 
cascade could be possible. □
Lemma 5.5.3. From the criteria of Table 5.2 there are twenty possible Period-3 
cascades.
Proof. Similar to Period-2 some mode interactions will return to the same mode 
interaction after going through three successive stages. We call them Period-3 
cascades. The twenty possible distinct Period-3 cascades arising from Table 5.2, 
excluding the permutations of the cycles, are as follows
(1,1,2) (1,2,2) (1,3,5) (1,3,6) (1,4,5)
(1,4,6) (2,3,5) (2,3,6) (2,4,5) (2,4,6)
(3,7,5) (3,7,6) (3,8,5) (3,8,6) (4,7,5)
(4,7,6) (4,8,5) (4,8,6) (7,7,8) (7,8,8)
□
In the same way cascades of higher Periods can also be found.
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To confirm the number of Period-n cascades, where n =  1 ,2 ,3 ,.. .,  Table 5.2 
can be written in the form of a transition matrix given by
/ l l l l O O O O \
1 1 1 1 0 0 0 0  
0 0 0 0 1 1 1 1  
0 0 0 0 1 1 1 1  
1 1 1 1 0 0 0 0
1 1 1 1 0 0 0 0  
0 0 0 0 1 1 1 1
\ o o o o i i i i y
A 1(0) in the (%,j) position of the above matrix means that a mode interaction 
of type i can (cannot) be followed by a mode interaction of type j.  The trace 
of B  gives the total number of Period-1 cascades. Clearly this is 4 which is in 
agreement with the result of Lemma 5.5.1. The trace of is 16. This includes 
Period-1 cascades as well. So the number of Period-2 cascades is 12. We do not 
list cascades 1 ^  2 ^  1 and 2 1 —> 2 as separate cascades, rather we list one
as a distinct cascade to represent both of them. So the number of distinct Period-2 
cascades is six as shown in Lemma 5.5.2.
Similarly the trace of B^ is 64. Excluding Period-1 cascades makes it 60. 
To get distinct Period-3 cascades we have to divide by 3 which gives 20. So we 
have 20 distinct Period-3 cascades as shown in Lemma 5.5.3. Applying the same 
method gives 60 distinct Period-4 cascades and so on.
We can arrange the possible mode interaction cascades given in Table 5.2 in 
two categories with respect to how the cascades continue:
1. Closed loop cases (<^3 > 0): In closed loop cases secondary symmetry 
breaking bifurcations produce a closed loop of solutions after the mode 
interaction. No secondary bifmcations before the mode interaction are re­
quired. Once we have closed loops then we do not need to have further 
branches on the loops to trigger the mode interaction of the next level. The 
same closed loop will cascade through the levels every time giving twice
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Figui’e 5.6: Paths of bifurcation points and mode interactions.
the number of solutions than the previous level. This cascade continues 
until the system becomes chaotic. In this type of cascade we need only a 
symmetry breaking bifurcation on the period 1 branch for the cascade to 
happen. This situation arises in Examples 5.6.1 and 5.6.2.
2. Cases without closed loops ((5s < 0): This category of mode interaction 
needs a secondary bifurcation from the non-symmetric primary branch to 
exist before the mode interaction. For the cascade to continue, this requhes 
a period-doubling cascade of non-symmetric solutions to exist before the 
mode interaction cascade starts. At any level a pair of bifurcations on non- 
symmetric solutions moves towards the mode interaction when ^  is varied. 
When they pass through the mode interaction, secondary symmetry break­
ing bifurcations appear. So we need secondary bifurcations every time to 
trigger the next mode interaction. In this type of cascade we need a pe­
riod doubling cascade of non-symmetric solutions to exist for the cascade 
to continue. This situation arises in Examples 5.6.3 and 5.6.4.
Out of the eight cases listed in Section 5.4 for a mode mteraction cascade, only 
numbers 5 and 6 fulfil the conditions to have a tertiary Hopf bifurcation.
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By repeated use of Table 5.2, there are many infinite sequences of mode inter­
actions which are possible in an infinite cascade. However, there is no guarantee 
that a system of equations exists for every such sequence of mode interactions. 
Next we explain mode interaction cascades with different examples.
5.6 Examples of mode mteraction cascade
In this section we will illustrate several possible mode interaction cascades with 
different examples. We use a colour scheme to distinguish different periods of 
solution branches. The colour scheme is as follows:
Yellow : period-1 solutions, Red : period-2 solutions. Green : period-4 solu­
tions, Blue : period-8 solutions. Magenta : period-16 solutions and Black : Non- 
symmetric solutions.
All examples have the logistic map given by
^n+l = AA^(1 — Xn),
in the symmetric subspace. The period doubling bifurcations of symmetric so­
lutions occur at Ai =  3, A2 =  3.44949, A3 =  3.54409, A4 =  3.56441 and so 
on. Since these do not vary with /j,, they give rise to straight vertical lines in the 
(A, )u)-plane as shown in Fig. 5.6.
Example 5.6.1. Consider the equations
X n + l  =  A A „ ( 1  —  X n )  +  4 1 ^ ,
Yn^i — IÇi (2 -f-5X^ — 7A-h 4/U-h 3T ^). (5.6.1)
These aie the same equations given by (5.1.1) where we considered them to study 
individual mode interactions. The path of symmetry breaking bifurcations of pe­
riod 1 solutions of the whole system intersects the first vertical line at a mode 
interaction point at A =  3, ^  which is shown by a solid dot in Fig. 5.6.
This path also intersects all other vertical lines but it has no significance in this
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Figui-e5.7: Enlai-ged portion of Fig. 5.6.
case. The path of symmetry breaking period 2 solutions which come from the 
mode interaction intersects the second vertical line at a mode interaction point at 
A =  3.44949 , fi = 5.08841.
Similarly all solid dots represent the mode interaction points on the path orig­
inating from the previous mode interaction point. After period 2 solutions the 
bifurcation paths come very close in Fig. 5.6. An enlarged portion shows that 
they follow the similar pattern to the period 1 and period 2 solutions as shown in 
Fig. 5.7.
In Fig. 5.7 lines between two mode interaction points represented by two solid 
dots, look exactly on top of each other. But actually they are two separate bifur­
cation paths for period 4 and period 8 solutions as can be seen clearly in Fig. 5.8. 
A few values of at the mode interaction points have been calculated so far and 
they have been summarised with the corresponding A values in Table 5.3. Here a 
natural question arises, whether the ratio of the distances for the jj, values between 
any two mode interactions converge to any universal constant. The initial two val­
ues of this ratio (say 8) are <5i =  4.6390 and <^2 =  4.73036. Taking into account 
the possible numerical error, these values suggest that this ratio may converge to
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Figure 5.8: Mode interaction points of period 4 and period 8 solutions.
the “Feigenbaum Constant” S = 4.669201 but this will be considered in detail in 
the next chapter.
A mode interaction of the system given by (5.6.1) occurs at Ao =  3 and fxo = 
^  on the branch of symmetric period-1 solutions given by X(A) =  1 — ^ and 
y  =  0. After the change of origin we can find the reduced equations and from 
these reduced equations we can then find the bifurcation equations given by
u [— 4 -  3 2 u ^  +  a ]  =  0 ,
5820%/ -  13%^  +  --Û! -  4/? =  0 . (5.6.2)
The constants which are relevant to determine the nature of the mode interaction 
are D — —13, A — —523, Dg =  —219.2222. As D < 0 it means that <5i > 0
Period A
1 3 4.16667
2 3.44949 5.08841
4 3.54409 5.28688
8 3.56441 5.32835
Table 5.3: Mode interaction points.
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Figure 5.9: Mode interaction point of period 8 solutions.
and the primary symmetry breaking bifurcation is supercritical, A < 0 means 
that (^ 2 < 0 and the secondaiy symmetry breaking bifuication is subcritical and 
£>2 < 0 means that (5s < 0 and so there are no closed loops of non-symmetric 
solutions after the mode interaction. The example has a type-4 mode interaction 
at this level.
Similarly with the help of the reduced equations we can derive the two sets of 
bifurcation equations regarding period-2 solutions. The mode interaction occurs 
at Ao =  3.44949 and ixq = 5.08841 on the two branches of symmetric period-2 
solutions. The first set of equations associated with the period-2 solutions on the 
upper half of the branch is given by
u [-406.256316^ -  321.9932'U  ^-f 4.8989a] =  0, 
t; [I86.8193ti^ + 261.50971)2 + 22.6133a- 11.4557/9] ^  q (5.6.3)
The constants which are relevant to determine the nature of the mode interaction 
in this case D =  261.5079, A =  —46085.418, Dg =  8562.4. In this case < 0 
which means that the primary symmetry breaking bifurcation is subcritical, <^2 < 0 
means that the secondary symmetry breaking bifuication is also subcritical and 
3^ > 0 means that there are closed loops of non-symmetric solutions after the
93
mode interaction. Thus this mode interaction is of type-7. Similarly we could 
deteimine the natuie of the mode interactions for period-4, period-8 and so on.
Numerical results are shown in Figs, 5.10-5.13. These figures indicate that 
this example has the first mode interaction of type-4 and all subsequent mode 
interactions of type-7. Thus, after the first mode interaction the cascade seems to 
be of Period-1.
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Example 5.6.2. Consider the equations
r„+i =  y„[2 +  5 X „-7 A  +  4/u +  3y„^ ] . (5.6.4)
These are the same equations as in the previous example. These equations have 
two different symmetry breaking bifurcations from symmetric period I solution. 
They go through two independent mode interaction cascades. Here we study how 
the second bifurcation goes through a mode interaction cascade. In this case, 
the symmetry breaking bifurcation is also period doubling and so we modify the 
equations as described in Section 3.2.
A mode mteraction occurs at Aq — 3 and /^ o “  y  on the branch of symmetric 
period-1 solutions given by X(A) =  1 — y and y  =  0 as shown in Fig. 5.14. 
After the change of origin we can find the reduced equations and by the help of 
these reduced equations we can then find the bifurcation equations given by
u [—Qu  ^— -ha] =  0,
58—5u^ — 13u  ^-h — a  — 4/3 =  0 . (5.6.5)
In this example the symmetry breaking bifurcation is also a period doubling one 
because the gy derivative of the second equation in the reduced set of equations
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Figure 5.15: Enlarged portion, of Fig. 5.14.
with respect to y evaluated at the bifurcation point is —1 instead of 1 as is the case 
in other examples. This case has been discussed in Section 3.2.
The constants which are relevant to determine the nature of the mode interac­
tion are =  “ 13, A =  77, Dg =  38.5556. As D < 0 , it means that (5i > 0 
and the primary symmetry breaking bifurcation is supercritical, A  > 0 means 
that 62 > 0 and so the secondary symmetry breaking bifurcation is supercritical 
and Dg > 0 means that 3^ > 0 and so there are closed loops of non-symmetiic 
solutions after the mode interaction. The example has a type-1 mode interaction 
at this level.
Similarly with the help of the reduced equations we can derive the bifur cation 
equations regarding period-2 solutions. The mode interaction occurs at Aq =  
3.44949 and iiq — 4.37245 on the two branches of symmetric period-2 solutions 
as shown in Fig. 5.15. The bifurcation equatioris associated with the period-2 
solutions on the upper half of the branch is given by
u [-406.2555^2 -  17.4791^2 +  4.8989a] =  0,
V [ - 1.13752^2 _  24.0833^2 4- 18.6868a -  11.4566/?] =  0. (5.6.6)
The constants which are relevant to determine the natur e of the mode interaction
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in this case are D = —24.0833, A =  9764.1, D f =  208.6472. In this case <5i > 
0, which means that the primary symmetry breaking bifurcation is supercritical, 
(^ 2 > 0 which means that the secondary symmetiy breaking bifurcation is also 
supercritical and 63 > 0 which means that there ai*e closed loops of non-symmetric 
solutions after the mode interaction. This example has a type-1 mode interaction 
at this level. Similarly we could determine the nature of the mode interactions for 
period-4, period-8, period-16 and so on.
The first two mode interactions suggest that the mode interaction cascade is 
of Period-1. Numerical results shown in Figs. 5.16-5.19 show that the mode in­
teraction at period-4 and period-8 are also of type-1, which fuither supports the 
suggestion that this example has a Period-1 cascade.
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Figure 5.20: Paths of bifurcation points and mode interactions.
Example 5.6.3, Consider the equations
■^n+l
K. 1 +  — A +  —fj, -f 2Y^ +  2Ay^
A mode interaction occurs at Aq =  3 and
1
(5.6.7)
5 on the branch of symmetric
period-1 solutions given by % (A) =  1 — A and F  =  0 as shown in Fig. 5.20. 
After the change of origin we can find the reduced equations and by the help of 
these reduced equations we can then find the bifurcation equations given by
u [—9u  ^+  lOf^ -ha] — 0,
lOf^ -h %a — ~(3 =  0 . (5.6.8)9 3'
The constants which are relevant to deteimine the nature of the mode interaction 
aie D =  —10, A =  —40, Dg =  —17.7778. As D < 0 it means that > 0 and the 
primary symmetry breaking bifuication is supercritical, A > 0 means that 62 >  0 
and so the secondary symmetry breaking bifurcation is supercritical and Dg < 0 
means that (^ 3 < 0 and there are no closed loops of non-symmetiic solutions after 
the mode interaction. This example has a type-2 mode interaction at this level.
Similarly with the help of the reduced equations we can derive the bifur-
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Figui*e5.21: Enlarged portion of Fig. 5.20.
cation equations regarding period-2 solutions. The mode interaction occurs at 
A =  3.44949 and (i =  6.72112 as shown in Fig. 5.21. The bifurcation equations 
associated with the period-2 solutions on the upper half of the branch are given by
u [-406.2555^6^ H- 8.5531^^ +  4.8989a] =  0, 
[-25.9654^2 -  1.1755?;  ^+  2.6574a -  0.7205/?] =  0. (5.6.9)
The constants which are relevant to determine the nature of the mode interaction 
in this case are D =  —1.1755, A =  699.6553, Dg =  —28.4880. In this case
> 0 which means that the primaiy symmetry breaking bifurcation is super­
critical, (?2 > 0 which means that the secondary symmetry breaking bifurcation 
is also supercritical and (?3 < 0 which means that there are no closed loops of 
non-symmetric solutions after the mode interaction. The mode interaction in this 
example is of type-2. Similarly we could determine the nature of the mode inter­
action for period-4, period-8, period-16 and so on.
The first two mode interactions suggest that the mode interaction cascade is 
of Period-1. Numerical results shown in Figs. 5.22-5.25 show that the mode in­
teraction at period-4 and period-8 aie also of type-2, which further supports the 
suggestion that this example has a Period-1 cascade.
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We can see in Figs. 5.22-5.25 that there is a period doubling cascade of non- 
symmetric solutions in addition to the period-doubling cascade of symmetric solu­
tions. As increases the non-symmetric solutions move towards the first period- 
doubling bifurcation and are involved in the first mode interaction. As a result 
we can see the two non-symmetric solutions coming out of period-2 symmetric 
solutions. In the same way at the next mode interaction the next branches of the 
non-symmetric cascade will meet with the period-4 symmetric branches. As a 
result they will move on to period-4 branches of the symmetric period-doubling 
cascade and will produce the required conditions for the next mode interaction. 
This process will continue and we can find mode interactions at higher periods of 
symmetric solutions.
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Figure 5.26: Period-1 cascade with type-8 mode interactions.
Example 5.6.4. We had three examples each explaining Period-1 mode interac­
tion cascades with a certain type of mode interaction out of the total foui" we 
discussed in Lemma 5.5.1. We can explain the fourth one which is a Period-1 cas­
cade with a type-8 mode interaction from Table 5.2. We do not have equations but 
we can easily constnict the pictures to explain it. A type-8 mode interaction has 
<5i < 0, <52 < 0 and <53 < 0. The results are shown using constructed figures in Fig. 
5.26. This example is similar to Example 5.6.3 except that there is a subcritical 
period doubling non-symmetric cascade instead of a supercritical period doubling 
non-symmetric one.
Example 5.6.5. As defined earlier, some mode interactions could return to the 
same type of mode interaction after going through two successive levels. We call 
them Period-2 cascades. At this stage we do not have equations which exhibit 
Period-2 cascades. However we can constnict some figures to explain what a 
Period-2 cascade with a particular type of mode interaction will look like. Fig. 
5.27 shows a Period-2 cascade with a mode interaction of type (3,5).
During one example of a Period-2 cascade the primaiy symmetiy breaking 
bifui'cation produces a closed loop when it goes through the first mode interac­
tion. This closed loop then produces more closed loops when it goes through
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subsequent mode interactions. As we can see in Fig. 5.27 that during a Period-2 
cascade the solutions, closed loops in this case, alternate between subcritical and 
supercritical after each mode interaction.
114
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5.7 Stability of the solutions
The stability of the solutions is important as we go through different levels of 
the mode interaction cascades. We use (—) and (+) as a pair for stable and un­
stable peiturbations respectively. On symmetiic solutions the two signs refer to 
eigenvalues associated with pertmbations which are symmetric and antisymmet­
ric respectively. There will be two main different cases of stability changes when 
the solutions will go through the mode interactions. We choose the initial stability 
of the period-1 solutions before the all bifurcation points and the stability of all 
other branches follows from there. We discussed three examples to understand 
the mode interaction cascade but to illustrate the stability process we consider 
only Example 5.6.3 here.
Case I. In Fig. 5.28 we choose the signs of the eigenvalues initially to be (— ) 
and we show how the solutions remain stable or become unstable when the bi­
furcations go through different levels of the mode interaction cascade. The two 
symmetric period-2 solutions become unstable with period-1 symmetric solution 
after the first period doubling during the symmetric period doubling cascade. This 
process continues after each period doubling. The non-symmetric solutions which 
are stable initially will become unstable when they go through the first mode in­
teraction. Two stable non-symmetric solutions will appear on period-2 symmetric 
solutions. This process will continue during the following mode interactions.
We can get the behaviour for the signs of the eigenvalues initially (-1--I-) by 
swapping every (—) and (+) in Fig. 5.28.
Case II. In Fig. 5.29 we choose the signs of the eigenvalues initially to be 
(—h) and then the symmetric solutions are symmetric ahead of non-symmetric 
solutions. When the non-symmetric solutions move they make the symmetric 
solutions unstable as well. This process continues after each symmetric period 
doubling. The non-symmetric solutions which are unstable initially will remain 
unstable when they go through the first mode interaction. Two unstable non- 
symmetric solutions will appear on the period-2 symmetric branches. This process 
will continue during the following mode interactions.
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We can get the behaviour for the signs of the eigenvalues initially (4— ) by 
swapping every (—) and (+) in Fig. 5.29.
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Chapter 6 
Limiting Behaviour of Mode 
Interaction Cascades Through 
Renormalisation
In this chapter we will consider tlie limiting behaviour of cascading mode inter­
actions using renormalisation theory. In a large class of nonlinear systems the 
behaviour of the system changes from simple to chaotic when a system parameter 
changes. In some nonlinear systems this transition happens through successive 
period doubling [24].
Feigenbaum [24] calculated the universal constant given by =  4.669201... 
for a certain class of maps. He also calculated the universal value of the separation
of adjacent branches of each period doubling given by a — 2.50290 Collet,
Eckmami and Koch [20] calculated the same constants and indicated the main 
steps of a proof for n —dimensional analytical maps whose restriction to is 
real. We want to extend this analysis to mode interactions cascades in R^.
So far critical phenomena in two dimensional systems have been studied in a 
variety of situations. Kuznetsov and Sataev [37, 39] discussed critical phenom­
ena in two dimensional dissipative systems with more than one parameter. They
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looked at whether there are distinct types of dynamics at the onset of chaos and 
listed one-dimensional and two-dimensional multi-parameter maps which repre­
sent distinct classes of period doubling universality, Ivanova et al [3] studied 
dynamics of globally coupled maps with a pacemaker. With the help of renor­
malisation group they showed for a case of two mutually coupled bicritical maps 
with a pacemaker that ther are two types of coupling: dissipative and intertial. 
Kuznetsov et al [38] reported on a type of scaling behavior in quasiperiodically 
forced systems. Similarly Kim [32] studied the critical behaviour of period dou­
bling in coupled maps and calculated different possible scalings for the parame­
ters. We work on similar lines to obtain the fixed point equations and the scaling 
for the extia parameter.
In the limit of this periodic behaviour there is a unique and universal function 
common to all systems undergoing period doubling. In the limit of mode interac­
tions through symmetry breaking bifurcations, there is also a universal function. 
In the following sections we explain how these limits are reached and how we 
find fixed point equations for this function and numerical values for the rescaling 
parameters.
6.1 Limiting behaviour of f { X ,  A)
In this section we review the standard renormalisation theory described by Feigen­
baum [24] for a period doubling cascade arising in the one-dimensional iteration
n^+l == / ( ^ n ,  A),
and find the parameter scaling. We note that this iteration arises in the invariant 
subspace K =  0 of our two-dimensional problem.
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6.1.1 Universal functions
Consider the iteration
( 6 . 1. 1)
where /  belongs to a class of functions described by the following properties [54]:
1. /  is a smooth function from [0,1] into the real numbers.
2. /  has a quadratic maximum at X  = X*,
3. /  is monotone in [0, X*)  and in (%*, 1],
4. /  has a negative Schwarzian derivative, i.e., Sd{X) < 0 for all X  in [0,1]
where
r m  3 ( n x ) V
The first superattractive point occurs when X* is a period-1 pomt at A — Aq. As A 
increases /  will go through a period doubling and X* will become a period-2 point 
at the second superattractive point at A =  Ai. After the second period doubling, 
X* will become a period-4 point at the next superattractive point at A =  Ag and so 
on. During this process the distance between X*  and its nearest point in the cycle 
reduces and this nearest point, as we go through the cascade, alternates from one 
side of X*  to the other. The nearest point to X* in the 2^—cycle at A^ , the 
superattractive point, is A^ ) because these two points were coincident
before the period doubling.
The superattiactive points A^  are the values of A such that X*  is a period-2’’ point 
and so are defined by
P' ' {X \ Xr )  = X ' ’, r  =  0 , l ,2 , . .„  (6.1.2)
Let dr be the distance between X* and the point of the 2^— cycle at Ay nearest to 
X* as shown in Fig. 6.1. Then
dr =  P' ' ~ \ x* ,  Xr) - X - ,  r  =  1,2....... (6.1.3)
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0 X
Figui'e 6.1: Sketch in the (X, A)—plane showing period doublhig and superattrac- 
tive points.
To make it simple without loss of generality we can translate X* to the origin by 
defining X  = X  ~  X*.  The iteration (6.1.1) in the new variable is given by
-^n+l — A), (6.1.4)
where
/(% , A) =  /(%  +  %*, A)
The maximum of /  is now at the origin. (6.1.2) can then be written as
(0 ,  Ar-) =  0 , r  =  0 , 1 , 2 , . . .
and (6.1.3) now becomes
4  =  f  XO,Ar).
It is found that
or equivalently, that
1 .lim - —  =  —a,d.r + l
D
( - a ) ' as r œ ,
(6.1.5)
(6 .1.6)
(6.1.7)
(6 .1.8)
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where ck — 2.502907... is a universal constant which does not depend on the 
par ticular map / .
The rescaled distance (—a )’’dr+i =  (— (0, A^+i) will then converge as 
r  —5- cx). In particular
lim (—o;)^dr+i =  lim (— (0, A^+i) =  ——. (6.1.9)r-^ oo r-^oo (X
Magnifying Xn+2  ^ and Xn  by (—a)^ gives the iteration
^n+2r _  pr  /  Xn \ A ( _ 0 , ) r - ;  (^(_a)r,'^r+r;
or equivalently
^ n + 2 ' - = / l r ( ^ n )  =  ( - 0 : ) V ' ' ' ( ( ^ , A r t l ) ,  r  =  0 ,  1 ,  2  . . , . ( 6 . 1 . 1 0 )
Setting X  =  0 in the second iteration of f ir{X)  and using (6.1.5) gives
fUO)  =  { - a Y f ' * \ 0 ,Xr+i)
=  0 , (6 .1.11)
and so X  =  0 is a period-2 pomt of fir for all r. Clearly by (6.1.9)
lim /ir(0) =  lim (-o:)^/^'’(0,Ar+i)r —>oo r —>oo
=  . (6.1.12)a
Since this limit exists at X  — 0, it is a reasonable hypothesis that it will also exist 
for X  7  ^0. Thus we define
Â(X) =  lim Ar(X) =  lim ( - a ) V ' '  ( n & i  . (6.1.13)r —>oo r —loo /
Similar to f ir{X)  we can define
f 2r(.X) = ( - a y f "  ( ( ^ ,  Xr+2)  , r  =  0 ,1 ,2 ...  (6.1.14)
and it is easily shown that X  =  0 is a period 4 point of f 2r{^ )  for all r. This can 
further be generalised by defining
fkr{X) = { - a Y f  [ j : ^ , X r + k ) ,  r = 0 , 1 , 2 .... (6.1.15)
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fkr r = 0 r = 1 r 0 0
A: =  0 
k = l  
k — 2
f (X,Xo)
f {X,X i )
f{X,X2)
( -ü ;) /^ (~ , A2) . 
( -a ) jF ^ (^ , A3) .
. /o(X) -  hmr_oo( O i f f  ( (_«)r , K)
. ^ (X )  =  hm^_oo( Ar+i) 
. j^(X) =  hn4.^oo( , Ar+2)
k 0 0 f{X,Xoo) {—Oi)P{~,Xoo) . . /(X )  =  hmr_oo( a Y f
Table 6.1: Limits approaching the universal function / .
We note that, in addition to the positive integer values of k, as suggested by the 
above approach, this definition also makes sense for k = Q, and so we consider
this definition for A: =  0,1, 2 , Note that X  =  0 is a period 2  ^point for fkr{^)
for all r  =  0 ,1, 2, . . . .  This means that we can define sequences /or(X), / i r ( X ) ,  
f 2r{X), f 3r {X) , . . . ,  /oor(^) for r  =  0,1,2, . . .  Stalling at Ao, Ai, Ag, A3, . . . ,  Aoo 
respectively, where Aoo — linir^oo Ay. The limits of all these sequences on letting 
r 0 0  form a separate sequence of universal functions defined by
M X )  =  lim M X )  =  lim (-ar)7 -^ ( A , X r + k )  ■r—>00 r—>00 /
The limit of /^(X) as A: 00 will be a universal function given by
(6.1.16)
/(X )  =  hmK—+00 (6.1.17)
The two indices k and r in (6.1.15) both go to infinity when deriving /(X ). This 
two dimensional limit gives the universal function /  irrespective of which limit 
we take first [24]. Table 6.1 explains how the limits fk(X)  approach the universal 
function /(X ).
Remark 6.1.1. If we define
then
fkr{X) — ^krf'^
=  JlSÿfkr (4^ ^ ) ,
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r Ar r Xr
0 2.0000000000000000 8 3.5699387742333054
1 3.2360679774997896 9 3.5699441946080649
2 3.4985616993277015 10 3.5699453554864685
3 3.5546408627688248 11 3.5699456041110784
4 3.5666673798562685 12 3.5699456573588564
5 3.5692435316371103 13 3.5699456687628999
6 3.5697952937499446 14 3.5699456712052968
7 3.5699134654223485 15 3.5699456717283834
Table 6.2; Superattractive points for the logistic map.
and so X  =  0 is also a period 2  ^point of It is common practice to choose 'y^ r 
such that Ar(0) =  1. Now
and so /fcr(O) =  1 if
Ikr ( - a ) ’ (6.1.18)p-{o,K+k) fUoy
for k ^  0. For the theory we use a scaling factor of {—a Y  but for the examples 
we use the scaling factor of jkr — Note that this scaling factor does not
work for & =  0 since A^ ) =  0 by (6.1.5).
Example 6.1.2. The classic example of a period doubling cascade is for tlie Lo­
gistic map. The Logistic map is given by
;(X ,A ) =  A X ( 1 - X ) , (6.1.19)
which has a quadratic maximum at X* =  | .  Changing variable to X  =  X  — |  
gives
/ ( X ,  A) =  A(J — X ^) — i .
The superattractive points are given in Table 6.2 and the Feigenbaum Point is 
given by Aoo — 3.5699456 —  Figs. 6.2a and 6.2b show fir and jFgr for r  =  
0,1,2,3 respectively. Similarly Fig. 6.2c shows / i , / 2,/3 and / .
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The essence of the whole scaling process is captured by the operator T  defined 
by [24, 22]
T(f}{X) — -a(j)((f){-^)) (6.1.20)
for all continuous functions (j). The effect of the operator T  on the function fkr  is 
given by
T f k r { X )  — —Otfkr { f k r { - ^ ) )
=  - a { - a y r
=  A (r+ 1 )+ (A ;_ 1 ))
and so
T f k r  =  /(A:-l)(r+l)- (6 .1 .2 1 )
Taking the limit as r  oo it follows that
" ^ f k i X )  = f k - i ( X ) ,  =  0 ,1 ,2 ,..., (6.1.22)
where f k { X )  is defined by (6.1.16). Similaily taking the limit as /c —> oo in 
(6.1.21) gives
'^foor — foo{r+l) ' (6.1.23)
Taking the limit as k oo in (6.1,22) it follows that there exists a fixed point /  
of the nonlinear operator T  [24, 22] given by
(6.1.24)
where /  is defined by (6.1.17). The solution of (6.1.24) is not unique. If f { X )  
is a solution of this equation then so is 7 / ( ^ )  for all 7  7^  0. We can choose a 
particulai' value of 7  such that
7(0) =  1. (6.1.25)
This is consistent with the scaling used for the examples, which is described in Re­
mark 6.1.1. Equation (6.1.24) together with the normalisation condition (6.1.25) 
can be solved for f { X )  and a. We note that since /  is an even function of X ,  then 
fkr{X) is also an even function for all k and r and so f { X )  will be even.
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We used a Chebyshev Galerkin method to solve the fixed point equation where 
/  is expressed in terms of the even Chebyshev polynomials T2j { X ) , j  =  0 ,1 ,2 ,.. .,  
[47] as n
f { X )  = Y , a j T 2j(.X). (6.1.26)
3=0
The aj coefficients j  =  0 , 1 , are found by solving the equations
< T f  -  f , T 2i >= 0, 2 = 0, (6.1.27)
where the inner product is defined by
1
< f , g > =  J  f {X)g{X)w{X)dX,  (6.1.28)
-1
where w{X) — is a weight function. The normalisation condition in terms
of the Œj coefficients is given by
n
Y ^ a j { - i y  = l. (6.1.29)
3=0
Solving (6.1.27) and the normalisation condition (6.1.29) with n =  5 gives the 
value of a  =  2.502907996..., with f { X )  given by
f { X )  = 1 -  1.528359X2+  0.108447X^ +  0.020911X®
-0.000675%^ +  0.000140X1°. (6.1.30)
More accurate calculations for /  (X) have been performed by Kuznetsov [37] and 
Briggs [15] which give a  = 2.502907876... and
/(X ) =  1 -  1.527633X2+ 0.104815X^-1-0.026706X®
-0.003527X^ +  0.000082X1° +  0{X^^).  (6.1.31)
6.1,2 Parameter scaling
We move on to find the scaling of the superattractive parameter values Xr, r —
1 ,2 ,  Varying values of A causes period doubling, so it is important to find a
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scaling for this parameter in the route to chaos by period doubling. It is observed 
numerically that linir^oo A^+t7\r+i — ^ ~  4.669201... which is a universal con­
stant that does not depend on /  within the general constraints described in the 
previous section. If Aoo — linv_oo A^  then this implies that
Ar =  Aoo +  (6.1.32)
where B is a constant which depends on / .  To find 6 , we require the Frechet 
derivative J /  of the operator T  at f  which is defined by the linearisation of T  
about /  as
T { f  + e i , ) = T f  + eJi'^ + 0{€'^). (6.1.33)
For all continuous functions 'ip we can find J /  by expanding
T { f  + eilj) = - a { f +  e i p ) { f ( ^ )  + eil>{^))
= - a f  +  # ( ^ ) )  -  ( / ( ^ )  +  # ( : ^ ) )
=  - « / ( / ( ^ ) )  -  a e f  { f { ^ ) ) i p { ^ )  -  ae tp{ f {^ ) )  + O(e^)
=  - « / ( / ( ^ ) )  +  ( [ - “ / ( / ( ^ ) ) V '( ^ )  -  a i/)( /(^ ) ) ]  +  0(e'^).
Thus J  ftp is defined by
JfiP = - a f ' { f { - ^ ) ) 3p{-X) -  a ip{ f {^) ) .  (6.1.34)
To determine the parameter scaling we start by setting k = r  and r  =  0 in (6.1.15) 
which gives
U ( X )  =  f { X , K )
= f  {X, Aoo +  (Ar — Aoo))
— / ( ^ ) - ^ o o )  +  (Ar — Aoo) / a ( - ^ 3-^oo) +  O  ((<^r ~  Aoo)^)
=  /ooo(X) +  (Ar — Xoo)fx{X, Aoo) +  O ((Ar — Aoo)^ ) (6.1.35)
Thus
T / ,o ( X )  =  T  [/o o o (X ) +  (Ar -  A oo)A (% , Aoo) +  O ((Ar -  A oo)')]
— T f o o o { X )  +  (Ar — X o o ) J f ^ o f x { X ,  Aoo) +  O  ((Ar ~  Aoo)') •
(6.1.36)
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Generalising this result gives
r/ro(^ ) = r - f^ {x)+{x , -Xoo)  ( n  j  A(%, AJ+O ((A, -  x ^ f ) .
(6.1.37)
Using (6.1.21) and (6.1.23) then gives that
= for, T^fooO = /oor-
Thus (6.1.37) simplifies to
f o r { X )  =  f o o r { X )  +  (Ar ~  Aoo) Tfooj'^  f x ( X ,  Aoo) +  O  ((Ar — Aoo)') •
(6.1.38)
Now liiHr^oo foor ~  f  and so /oor =  /  +  o(l). Thus
/or(% ) =  7 ( ;^ )  +  (A r-A oo) ( J / ) '  A (;^ 1 Aoo) +  0  ((Ar -  A o o ) ' ) + o ( l ) .  (6 .L 3 9 )
Equation (6.1.39) can be simplified by considering the eigenvalue problem
Jfa = uu. (6.1.40)
Assuming that J j  has a complete set of continuous eigenfunctions {wj } on [—1,1] 
where Vj is the eigenvalue corresponding to the eigenfunction uj, then we can 
write
oo
3=1
for some constants bj. Therefore
oo
{ j f Y h { x , x ^ )  =
~  biiylui{X) as r  —^ oo, (6.1.41)
assuming that bi ^  0 and that |r/i| > \iyj\ for j  =  2 ,3 , Then talcing 5 = i>i
and Ui{X) = biUi{X), (6.1.39) becomes
M X )  = f { X )  + {Xr -  X^)5'-Ui{X) + O {{Xr -  A_)") +  0 ( 1). (6.1.42)
By (6.1.5) the left hand side of (6.1.42) evaluated at X  =  0 gives
A .(0 )  =  ( - a ) T " ( 0 ,A , . )  =  0.
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Now evaluating (6.1.42) at X  =  0 gives
/(O) +  {Xr -  X ^ )5 ' -U i{0 )  +  O  {{Xr -  X „ Y )  +  o(l) =  0, 
which shnplifies to
Ar “  Aoo ~~§r^ (0)  ^—> 00. (6.1.43)
With c = — we can write the above equation as
Ar — Aoo =  c5 ’ +  o(<5 ^). (6.1.44)
This shows that tlie difference Ar — Aoo scales as as r  —> oo, where Ô is the 
largest eigenvalue in magnitude of the linear operator Jy. Note that this implies 
that Ar+i — Ar also scales as ô~' .^ If Ar, r  =  0 ,1 ,2 ..., are the period doubling 
bifurcation points, it can be shown that Ar+i — Ar scales as 5~'  ^ also [23].
As a  and /  are lorown, we can numerically find the Jacobian matrix of the 
discrete set of equations given by (6.1.27). We then find the largest eigenvalue of 
this matrix with n =  5 which gives 5 =  4.66928271.... A more accurate value is 
given by Kuznetsov [37] as <5 =  4.669201609....
Having shown that converges to ^ as r  oo, we can investigate the
nature of this convergence by including more terms in (6.1.41). As far as we are 
aware this has not been looked at before. Including more terms, (6.1.41) can be 
written as
oo
J j f x { x , x ^ )  =
~  biului{X)-\-b2 i'2 U2 {X)  as r  —> oo, (6.1.45)
if we assume that 6i, 62 f  0 and that \ui\ > jt/gl > \i/j\ for j  = 3 ,4 , Then
taking =  z/i(= 6 ), 6 2  = 1^2 and f/i(X) =  biUi{X) , Ü2(X) =  62222(X), (6.1.42) 
becomes
f o r { X )  =  f { X )  + {Xr -  Aoo) KC/l(%) +  S W i i X ) ]  + O  ((Ar -  A„)") +  o(l).
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Setting X  =  0, neglecting higher order teims and solving for A,, — A^ gives
7 ( 0 )
ai[/i(o) +  a:%(o)
m
SlUiiO)
m
1 _l_ f ^+  u  J  u m
%(o)
. \ _  a, o 7 2^A r - A o o - - + C 2 ( ^ ^
5 i J  Ui{0)
+  0 |  I
- 1
5(t/i(0)
Simplification after the expansion up to first order terras gives
■5? (6.1.46)
where Ci =  and Cg =  Similarly
A r - i  -  A « .  =  ^  +  C2 ( I )  + ° ( ( |
1'
(6.1,47)
Using (6.1.46) and (6.1.47) and neglecting the higher order terms we can write 
. . Cl ( 5 M  cxAr-Ar_l -
0 2 '"' (6.1.48)
where ki = Ci{l — 5i) and k2 = 0 2 ( 1  — Now we can write the ratio
Ar — Ar ~ l | f +  /C2(I)’
ArJ ' + l At
(1)^61 + fc2^1fcl
r + l
1^ + h  \Si
— Ô1 {5i — <^2) J  +  • ■ •
Since the second largest eigenvalue of J f  is 62 =  1 and after substituting the 
values of k± and k2 the final equation is given by
5,r =  A — ^  =  5l +  -(<5? -  1) V  +ClAr + l At (6.1.49)
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r Ar 5lr log \6 ir — 6 i
0 2.0000000000000000 - -
1 3.2360679774997896 4.7089430135405033 -3.225361701587
2 3.4985616993277015 4.6807709980106953 -4.459392555300
3 3.5546408627688248 4.6629596111141025 -5.076454958874
4 3.5666673798562685 4.6684039259184002 -7.133799063271
5 3.5692435316371103 4.6689537409676227 -8.3026137044876
6 3.5697952937499446 4.6691571813288434 -10.021645958122
7 3.5699134654223485 4.6691910022525586 -11.454033334623
8 3.5699387742333054 4.6691994718660297 -13.055384593203
9 3.5699441946080649 4.6692011334997998 -14.561020513120
10 3.5699453554864685 4.6692015096012288 -16.122306922309
11 3.5699456041110784 4.6692015874501251 -17.651919485415
12 3.5699456573588564 4.6692016045121818 -19.201321125973
13 3.5699456687628999 4.66920160811593522 -20.746150232182
14 3.5699456712052968 4.6692016088920690 -22.326514980851
15 3.5699456717283834 - -
Table 6.3: Superattractive points, approximation to the Feigenbaum Constant and 
the difference between the actual Feigenbaum Constant and its approximate value 
for each r.
0i when r oo. Also a plot of log |Jir — 6i| against
oo. Numerical
+-+1—Xr
r should tend towards a straight line with slope — log 6 i as r 
values of log |6ir — 6i| derived from the logistic map are given in Table 6.3 and 
a plot of this quantity against r is shown in Fig. 6.3. The slope of the line is 
—1.5803 which is close to — log 6% =  —1.54098.
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Figure 6.3: Plot of t = log |5ir — Ji| against r.
6 .2  Renormalisation for the two-dimensional prob­
lem
In the previous section we discussed the standard one dimensional renonnalisation 
theory. In this section we extend this to two dimensional problems which have a 
cascade of mode interactions.
Clearly two dimensional problems are more difficult to handle. To avoid this 
difficulty we express our problem as a sequence of one dimensional problems. 
Suppose we have the following system
T^+1 =  G{Xn,Yn, n), (6.2.1)
which has a reflectional symmetry in Y , so that F  and G can be expressed as
F{Xn,Yn,X,^)  =  f {X„,X)+h{Xr, , \ ,p. )Y^ + 0{Y^)  
G{Xn,Yn,X,iJ.) =  g{Xn,X,t^)Yn + p{X^,X,iJ.)Y^ + OiY^).  (6.2.2)
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We write higher iterates of F  and G as
Xn+, = F\X„,Y„,X,IJ.) =  /*=(;(:„, A )+  A. (U)y„2 +  0(y„^)
y„+fc =  G*^(A:„,y„,A,/.) =  s ''= '(^n,A ,/i)y„+p«(x„,A ,/i)y„^ +  o(y„=).
(6 .2 .3 )
where the superscript {k) represents the appropriate function obtained after iter­
ation. Clearly in the invariant subspace defined by Y =  0, the iteration reduces 
to
^ n + l  =  /  ' (6 .2 .4 )
We assume that the standard renormalisation theory applies in this case, as de­
scribed in the previous section. In particulai" we assume that /  has a quadratic 
maximum at X  =  0.
For the full two-dimensional problem, we define a single sequence of points 
in the two-dimensional parameter space given by (Ar, f.ir), r = 0 ,1 ,2 ,.... The 
Ar values are again the superattractive points on the branch of period 2^—points 
in the period doubling cascade arising in the one-dimensional iteration (6 .2 .4 )  and 
so are defined by (6 .1 .5 ). The fir values are defined as the values of fi at which 
these superattractive points are also symmetry breaking bifurcation points for the 
two-dimensional problem which can be found by solving
2’"-l
A r,/ir) =  J J  (0, Ar), Ar,/4") =  + 1 ,  (6 .2 .5 )
J=0
for fir, r  =  0,1,2, —
All the functions / ,  h, g and p in (6 .2 .2 ) influence our problem in certain 
ways. We study the limiting behaviour of all four functions in separate sections 
and compare the results of their limiting behaviour with Example 6 .2 .2 . We first 
state a requirement of the function g{X, X,fi).
Lemma 6.2.1. A necessary condition for the mode interactions to exist is that 
g{0 ,X,fi) is not identically zero .
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Proof. If p(0, A, )U) =  0 for all A and fi then we can write
A, /i) =  GiX +  GgX" +  O(X^), 
where the coefficients are functions of A and /x. In this case
T'-l
%% 9  A r) ; \ r t  /j>) =  0 ,
j =0
since the first term with j  =  0 is given by ^(0, A^ , /ir) =  0 which means that
(6.2.5) has no solution. In this ease there will be no bifurcation and we cannot 
find the values of □
Example 6.2.2. As an example we consider the two-dimensional problem studied 
in Example 5.6.3. Assume that the change of variable X  — X  — ^ has already 
been made so that /(X , A) has a quadratic maximum at X  =  0. After the change 
of variable the iteration is given by
X n + I  =  A ( ^  “  X ^ )  -  I  +
^ + 1  =  ^  [2 +  2X^ — A +  +  (2 +  2A)}^] , (6.2.6)
where f {X ,  A) =  A(^ — X^) — h{X,  A, ii) = 2, g{X,  A, /.i) =  2 +  2X — A -f- j^j, 
and p(X, A, /Li) =  2 +  2A. The sequence of (A^ , jJ>r) values for this example aie 
given in Table 6.4. The A^  values are simply the superattractive points for the 
logistic map, for which standard Feigenbaum theory gives that
lim ^  ~  =  5.r—>oo Af.-^ i — Ap
In the Table, we also show a similar sequence of values related to the /i values 
and it appears that the same limit is obtained in this case also. We will prove this 
result in the next section.
6.3 Limiting behaviour of g { X ,  A, g )
In the following two sections we derive the universal function for p(X, A, ff) and 
find the parameter scaling for /j,r guided by numerical results from Example 6.2.2.
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r Aj. Hr ^ —A^ r-l
0 2.0000000000000000 3.000000000000000000
1 3.2360678774997896 5.921124848183931224 3.04519516201949373
2 3.4985616993277015 6.880381872041383326 5.235348371489086139
3 3.5546408627688248 7.063608842968747107 4.476974203588161625
4 3.5666673798562685 7.104535362219296466 4.771204625722304668
5 3.5692435316371103 7.113113179030989710 4.619301167855973845
6 3.5697952937499446 7.114970130223387195 4.694947803709471993
7 3.5699134654223485 7.115365651381456367 4.656164030625654165
8 3.5699387742333054 7.115450596697463942 4.675970412285042483
9 3.5699441946080649 7.115468763525547537 -
Table 6.4: Superattractive points A^ , symmetry breaking bifurcation points (ir and 
an approximation to the Feigenbaum Constant 6  ^using values,
6.3.1 Universal function
We consider the renormalisation problem for ^ in an analogous way to the renor­
malisation of / .  In particular we rescale the X  vaiiable in the same way as we 
did for / .  As in the previous section, we rescale X  by (—a)’’ in theory and by 
p'"(ôV+fc) example, as described in Remark 6.1.1. Thus, by analogy with 
/i,.(X) defined by (6.1.10), we consider the sequence of functions
2 * '- l
9^   ^ Î Mr+l^ — 22 ^ ; Ar+l^ j Ar+i, /i-r+1^  ; T =  0, 1, 2, .
These functions aie shown in Fig. 6.4 for r  =  0,1,2, 3 based on the function 
g in Example 6.2.2. We note that these functions aie converging to the constant 
value 1 for all X  and oscillate either side of this value. Thus, we subtract 1 and
rescale the functions by (—a^)^ in order to construct a process that may converge
as r  oo. This approach suggests that we define
9i r {X)  =  - l )
= (-“a)'
'2 ^ -1
n  9 ( f (,J=0
X ■j <^r+ l)>  Aî’- j - i , / i r + l )  1
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Figure 6.4: The functions A^+i, Mr+i) for r = 0,1,2,3 where 7^^ , is
given by (6.1,18).
for r  =  0 ,1 ,2 ,.... Taking ag = a  = 2.502907..., the first few terms in this 
sequence of functions is shown in Fig. 6.5 which seem to be converging. We will 
later prove that cKg =  a  is the correct scaling for this limiting process. The limit 
of gir{X) as r  —5- 00 is given by
gi{X)  =  lim gir{X)
= lim {—agY J_J_ d{f^i(^—a)r 1 ^r+l)^ ^r+1) l^r+l) 1Li=o
.(6.3.1)
We can define a similar sequence g2r(X)  starting at (A2, /^ 2). %he general term for 
this sequence is
%% ^r+2)} K+2, Mr+2) — 1
_ J = 0
g2r { X )  =  {—agY
for r  =  0,1,2, —  The limit of this sequence as r  —> 00 is given by 
g2(%) =  lhng2r(%)
=  lim (—CKg)^
2^-1
- r^+2), Ar+2) Mr+2) “  1
. j = 0
(6.3.2)
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Figure 6.5: The functions gir{X) for r  =  0,1,2,3.
We can define another similar sequence staiting at (A3, ^ 3) and so on. Thus we 
define the general function gkr as
2 9{f^{(^—aY ) ^r+k)^ ^r+k  ^Mr+fc) 1 ) (6.3.3)
1 3=0
gkr{X) = (-CKg)'
for r  =  0 ,1 ,2 ,.... Again, this approach suggests that k should be a positive 
integer. However, the definition also makes sense for A: =  0 and so we consider
this definition for A; =  0 ,1 ,2 , The limit of the sequence gkr{X) as r  —» oo is
a universal function given by
gk{X) = lim gkr{X)r—KX>
=  lim {-agY
2 ^ - 1
p(/'^ ( ) Ar+fc), Ar-|-^ , g>r+k) 1
L j = o
.(6.3.4)
The limits of all these sequences will form a separate sequence {gk}^ The limit of 
this resultant sequence as A; oo will be the universal function g{X)  defined by
g{X)  =  lim gk{X).k—*cx) (6.3.5)
Table 6.5 shows how these two dimensional limits approach the universal function
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g k r r  =  0 r — 1 r . r  —> oo
A: =  0 A: =  1 i f 0 0 , g o o )  i f i o , g i o )  
i f 2 0 , g 2o)
i f o i , g o i )
i f i i , g i i )
{ f 2 i , g 2 i )
{ f o r , g O r )
{ f l r , g i r )
{ f 2 r , g 2 r )
• ( / l > P l )
• ( / 2 , P 2 )
k { f kO,  g k o ) f k l , g k l ) { f k r , g k r ) . (Â ,W
k oo (/ooO s gooo) {fool, gooi) { f o o r ,  Poor) • {Ÿ9)
Table 6.5: Limits approaching the universal function g{X).  
g{X).  We can also take the limits in reverse order as
g{X) = lim lim gkr{X)r—>00 fc—>00
— lim goor{X). (6.3.6)
The limiting function g{X)  is the solution of a fixed point equation. We can 
obtain this fixed point equation by finding a recursive relation and taking limits. 
This recursive relation will give us the operator of the fixed point equation.
From (6.3.3) we have that
r+1 ■2r+i_iPJ Î Ar-|-/c), ^r+ki g-r+k) 1. 3=0 (6.3.7)
The right hand side of (6.3.7) can be written as two products given by
1 +
2 -^1
7_X\ ^ 9 ) j=o
27'+! _l
^ } Ar+fc)) ^r+ki Mr+fc)’ (6.3.8)
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Setting I — j  — 2  ^ in the second product gives
2 -^1
^  Y %  d { f  i f  ( (_ Q ,) r + i  ) ^ r + /c ) î  ^r+k), ^r+k,  M r+fc)*Z=0
(6.3.9)
By (6.3.3) and (6.1.15) the above equation then becomes
1 I 9{k-l){r+l){X)  _  ( l  \ A  f  -j I 9 k r { fk r {_ a ) ) \  o  i q \
By simplifying we get
-  %  k r ( ^ ) + 9 / ^  ( / . r ( ^ ) ) ]  .
(6.3.11)
Note that tliis is a coupled problem involving both fkr  and pjtr- So we extend the 
definition of T  to be
r  I (  -O^fkri fkri-^))
9kr J  y  ( - a g ) ^ - i  [9kr 9kr ( A r ( : ^ ) ) ]  ~  Oig [Pfcr +  9kr ( A r ( l ^ ) ) ]
(6.3.12)
or equivalently by (6.1.21) and (6.3.11)
T  \ =  I I . (6.3.13)
9kr J y 9{k-l)(r-\-l)
Taking the limit as r  —> oo, assuming that g^r remains bounded and that |cKg| > 1, 
(6.3.11) can be written as
—O^g [pA:(^) +Pfc (/fc(^))] =  gk~l{X), (6.3.14)
where gk{X) is defined by (6.3.4). When /c -h- oo we can write a fixed point
equation from (6.3.14) given by
—(^ g [ p (^ )  +  9  ( / ( ^ ) ) ]  =  9 {X),  (6.3.15)
where g{X)  is defined by (6.3.5) The solution of (6.3.15) is not unique. Clearly if
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Figure 6,6: a. A plot of the universal function g{X),  b., c. and d. show a compar­
ison of the universal functions gu g2 and g  ^derived from (6.2.6) respectively with
s { x ) .
g{X) i sâ  solution, then so is cg{X) for any constant c. We add an extra condition 
to normalise g{X)  given by
p(0) =  -1 . (6.3.16)
This extra condition apart from fixing the solution, will allow us to mclude the 
renormalisation parameter ag when we solve the fixed point equation.
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In (6.3.15) /  and a are known. We express ^ as a linear combination of Cheby- 
shev polynomials and use the Chebyshev Galerkin method described in Section 
6.1.1 to get a system of equations which we solve to find values of the parameters 
and cKg. Note that g{X)  must involve all the Chebyshev polynomials, not just the 
even ones. Talcing twelve Chebyshev polynomials g{X) i s  then given by
g{X) = - 1 + X  +  1.5279944X^ -  0.9542784 x 10~^X^ -  0.1047974%^ 
+0.6242923 x 10"^%^ -  0.0282666%^ -  0.1264482 x
+0.0054277X® +  0.1323835 x 10~^X^ -  0.0008469X^° 
-0.4980442 x 1Q~^X^ \  (6.3.17)
with Œg = 2.502907... which seems to be the same as a. The universal function 
g is shown in Fig. 6,6, together with the functions gk, k =  1,2,3, which have 
also been scaled so that gk{0) — —1.
In (6.3.17) the coefficients of odd powers of X  are all quite small except for 
the coefficient of X . To understand this we can look at the contributions of even 
and odd parts of using its decomposition.
Lemma 6.3.1. One solution of the fixed point equation (6.3.15) has tlie form 
g{X)  =  ge{X) +  aiX,  where ^g(%) is an even function. Moreover =  a  in this 
case.
Proof. We can write g{X)  as
p(X) =  p ,(X )+ g ,(% ), (6.3.18)
where “e” stands for even and “o” stands for odd. The even and odd parts of the 
function are given by
p,(%) =  |[ g (X )+ ^ ( -X )]  (6.3.19)
p,(%) =  |[ ^ ( % ) - ^ ( - % ) ] .  (6.3.20)
Replacing X  with —X  in equation (6.3.15) and adding the two equations gives
[ ^ e ( ^ )  +  ^ ( / ( : ^ ) ) ]  =  ge{X) ,  ( 6 . 3 . 2 1 )
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since f { X )  is an even function. Similarly subtracting the two equations gives
— 9o{X).  (6.3.22)
We can write 9o{X)  in terms of a Taylor series as
+  03%' +  (15%^  +
If we substitute this Taylor series into (6.3.22) and compaie powers of X  we get
X  : =  Oi
= «3 (6.3.23)
■ «5 ^  =  0.5
From (6.3.23) we can get many solutions depending on which parameter we allow 
to be non-zero. If oi 7  ^ 0 then a = ag and =  0 for i =  3,5, 7 ,....  This solution 
is an interesting one because it agrees with the the fact that ag = a  which was 
the case in solving the fixed point equation for g{X)  and because the only odd 
power in g{X)  with a non-zero coefficient is X.  Similarly we can get many other 
solutions if we choose a parameter other than ai to be non-zero and these will give 
rise to different values of CKg. □
Lemma 6.3.2. A necessary condition for lim gkr{X) — g{X)  =  ge(X) +  aiXk,r-^oo
is that gx{0, A, /Li) is not identically zero.
Proof. If px(0, A, /.i) — 0 for all A and ji then
p(%, A, ff) = Œq +  0 (% '),
where the coefficients are functions of A and /.i. In this case
=  Oo + a 2 ( f { X , \ ) Ÿ  + ...
= âo + â^X^ + OiX^),
since /  is an even function. Thus
2^-1
n  9  ( f i x ,  A), A, Ai) =  Co +  +  0 ( X %
3=0
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which has no X  term and so
'T ' - l
gkr{X) =  (-Ck)  ^ [f{j^^>^r+k),K+k,l^r+k) ~  1
cannot converge to g{X) = ge{X) +  a i X  as /c, r  oo. □
6.3.2 Parameter scaling
Similar to the universal constant 5 associated with the scaling of the A values we 
now show that ô is also associated with the scaling of the second parameter /u in 
the two dimensional problem as suggested by the numerical results in Table 6.4. 
We follow a similar process to that of Section 6.1.2. The coupled operator T as 
defined in (6,3.12) is given by
- « / ( / ( - f  ))
(-a)r-i [ 9  ( ^ )  9 ( /  ( ^ ) ) ]  - ^ [ 9  ( i )  +  9 ( y (^ ) ) ]
(6.3.24)
Since we proved in Lemma 6.3.1 that ag — a, we use only a  in the definition of 
T. The Frechet derivative J{f,g) of T at (/, g) which is defined by the linearisation 
of T about (/, g) is given by
T =  T +  e 0
t2 1  t 22g -{-€(/)
For all continuous functions ijj and f  we can find by expanding 
/
+  0(e^). (6.3.25)
T
\
- a { f  +  eip){ f{-^)  +
{(Z-âyr-ï +  60(^)}{(p  +  e 0 ) ( / ( ^ )  +
-Oi [g ( ^ )  +  e 0 (^ )  +  to +  e0) ( / ( ^ )  +  e '0 (^ ))]  }
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After expanding and collecting the similar terms in powers of e the above equation 
becomes
T
(_a)r-i [9{é^)g{f{~))] -  û; +  9{f{-^))]
+ ^ ( / ( ^ ) ) 0 ( :^ ) ]
+  O(E^)
/
 ^ 9
/ \
where J /  is defined by (6.1.34). Setting f  = fkr^ g = gkr and taking the limit as 
r, /c —> oo assuming that all the above terms remain bounded, we get
+  e + o ( a ,
T y +€"0
g + 4^>
=  T
+  O(e').
+  6 j f i )
■a [<^(^) +  5 '(/(^ ))V '(= ^ ) +  <^{/(;^))]
Thus, in (6.3.25) for continuous functions ip and 0
J|20  =  - a  [(p{'~) +  0 ( / ( ^ ) ) ]  . (6.3.26)
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Note that does not depend on g. To determine the jj, scaling we start by setting 
k = r and r — 0 in (6.3.3) which gives
gro{X) = g{X^Xr, fJ.r) — ^
~  Q ( .X , A o o )  M o o ) 1  +  ( A r  A ( x > ) ^ a ( % > A q o ) M o o )
+ (Mr Moo)^ (^%) Aoo, Moo) “b O  ({(Ar Aqo), (Mr Moo)}" )
5^o oo(% ) “b  (A r  A o o )5 'a (% >  A oo, f-^ oo)
+ (Mr ~ Moo)f/^ (%, Aoo, Moo) + O  ({(Ar — Aoo), (Mr — A^oo)}^) •
(6.3.27)
Thus from (6.1.35) and (6.3.27) we have that
^ fooo{X) +  (A r — A o o ) /a ( % ,  A oo) ~b O  ((A ,. — A oo)^ ) ^  ^ o^oo(%) “b (Ar Aoo)PA(%, Aoo, Moo)\ -b(Mr — Moo)p^(%, Aoo, A^oo) + O ({(Ar — Aoo), (Mr ~ Moo)}^) /
T  ^  =
y  P r o ( % )
^  rp (  fooo{X) (Ar Aoo) /  A(%,Aoo)
4 - (Mr ~  Moo) 
Generalising this result gives
^  /ro (% ) \  ^  /  /ooo(% )
P / i ( % ,  A o o , Moo)
y  Pa (% , Aqo, Moo)
+  0  ( { ( A r  — Aoo), (A4 ~  M oo)}^) •
4 —1
T ( A r  —  A o o ) A(%,Aoo)
+ (Mr ~ Moo)
It follows from (6.3.13) that
frO \ f  fo r
0
g f i { X , Aoo, Moo) 
fooO
Pa(%, Aoo, Moo) 
+  O ( { ( A r  — A o o ) ,  (Mr — Moo)}^) •
PrO POr /  \  PooO
and so the above equation becomes
M X )  \  ^  f  f M X )  ^
POr (% ) V 9 M x ) j
/oorPoor
(Ar Aoo)
(6.3.28)
+ (Mr — Moo) 0
P/ti(% , A oo , Moo)
Pa(%, Aoo, Moo)
+  O  ( { ( A r  —  A o o ) ,  (Mr — Moo)}^)
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Now linir^oo foor =  f  and linv->oo Poor = P which implies that foor = / +  o(l) 
and Poor =  p +  0(1). Thus
(  M X )  \  (  ! { x )  \
i  i  , (X)  I +
(\  — \ \ I ‘^ 00)
 ^ '  PA(%,A_Moo)
+ (Mr - Moo) 1
9(x v-^ > '^0 0, Moo )
+ O ({(Ar — Aoo), (Mr ~  A^ oo)}^ ) +  0(1), (6.3.29)
where
J(fn\ -- Jf(/.5) 1 2^1 722
To simplify this equation, we need the eigenvalues of We assume that
J(f^g) has a complete set of continuous eigenvectors {{uj,Vj)} on [—1, 1] with 
conesponding eigenvalues Uj. These can be found as solutions of the eigenvalue 
problem
4 )  ^
The eigenvalues of J(f^g) can be divided into two sets consisting of the eigenval­
ues of and the eigenvalues of J ^ ,  due to the lower triangular structure of the 
operator. If i>ij is an eigenvalue of J f  with coixesponding eigenfunction uij, then 
the corresponding eigenfunction of is (uij, vij) where vij is defined by
(6.3.31)
assuming that uij is not also an eigenvalue of J|^. Similarly, if j/2j is an eigenvalue 
of with coiTesponding eigenfunction then (0,%;) is the corresponding
eigenfunction of Clearly the eigenvalues of (t/(/j))^' are given by (z/y)^
and {i^ 2j Y  with the same eigenfunctions. Then we can write
/ a (%, Aoo) \  (%) \  ,
gx i X , Mr . oo )  )  &  '  \  vij{X) j  ^
(6.3.32)
The largest eigenvalue in magnitude of Jy is i^n — ô. We will show later in 
Lemma 6.3.3 that \i/n\ < \u2 i\ where z/21 is the largest eigenvalue in magnitude of
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J f .  Thus
&2i(ï^2i)^ I I as r  —i- OO. (6.3.33)
%i (%)
Similarly
° f °(%, Aoo, A^oo) j  jz=\ I r/2j(%)
and so
(^^(X.AocAIoo) )  ( u 2i(X)
~  C2i(i^2i)'’ I ^ I as r  O. y r'2i(%) j
(6.3.34)
For these results, we assume that &2i,C2i ^  0 and that ^ 21! > 2^^ 1 for j  =
2,3, —  We take a ~  U21 and define Va(%) =  621%!(%) and T^(%) =  C2ii;2i(%). 
Then (6.3.29) becomes
( / . m ' j   ^ Z /M L  /  »
V i . . m  j  V s ( x ]  I  (  K(x)
+  O ({(Ar — Aoo), (Mr ”  A^ oo)}^ ) +  o(l). (6.3.35)
By substituting X  = 0 into the above equation, its left hand side according to
(6.1.5) and (6.2.5) becomes zero. After neglecting the higher order terms the 
second equation for the jj, scaling can be written as
p(0) +  (Ar — Aoo)cr’^ Vx(O) +  (Mr “  A^oo)fT^ (^O) ~  0. (6.3.36)
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Solving for (^r — Moo) after substituting the value of (Ar — Aoo) from (6.1.43) we 
obtain
^  "  “ S ' " " '  S S V " ' '
As Œ > 6 therefore on taking the limit as r  ^  oo, approaches zero faster than 
6~^. The final scaling is therefore given by
It is clear from this that the scaling for m is the same as for A as was observed 
in the example given in Table 6.4. It remains to verify tliat |i/2i| > Wii\ — ^ as 
claimed.
Lemma 6.3.3. The linear operator has two eigenvalues given by z/21 =  —2a 
and z^22 =  1-
Proof. The eigenvalue problem for is given by
-o; [0 ( ^ )  +  0 ( /  (“ ))] =  Z^0(%)
If we take 0(%) =  1 then the corresponding eigenvalue is zv =  1/21 — —2o;. 
Similarly if we take 0(A) =  p(A) then the coiTesponding eigenvalue is ly —
1/22 = 1, where g{X)  is defined by (6.3.15). □
Using a similar approach to that used in the proof of Lemma 6.3.1 , it can be 
shown that n =  0 ,1, 2, . . .  are eigenvalues of with eigenfunctions which 
aie odd functions of X ,  which aie all less than one in magnitude except for the 
first when n — 0. We calculated the other eigenvalues numerically and they are 
also less than 1 in magnitude. This indicates that z/21 and 2^22 in Lemma 6.3.3 are 
the largest eigenvalues in magnitude of Jj"^ .
Similar to the nature of A—convergence we can study the nature of m~convergence 
by including the second largest eigenvalue in (6.3.33) and (6.3.34). The next 
largest eigenvalue in (6.3.33) is Un = ô and in (6.3.34) is z/22 =  1 (see Lemma 6.3.3). 
With these eigenvalues we can write (6.3.36) as
s(0) + (A, - Aoo) Kyx(O) + 5’-K2a(0)] + ilXr -  tXoo) k%(0) + %^(0)] = 0,
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where V2a W  =  &ii^ii(-^) and V2/i(-^) =  022^ 2(^ ) . Substituting /^(O) =  -1 , 
and Xr “  Aoo, cj and cg from (6.1.46) and solving for fir — /.too gives
1 — [ci^  +  C2 (^ )  ] [cscr’ +  C4(5’’]l r^ 1^00 — C5 O - ’’ +  Cq
1 — [c i^  +  C2 ( ^ )  ] [c^a  ^+  C4<5’’]
cscr"
1
Cscr"
i+sar
1 / I [C3(J^  +  C4<5^] ? S 1 4- Cq C6 \ (7
where C3 =  14(0), 04 =  14a(0), cs =  1^(0) and cq = 14/i(0). After expansion and 
simplification the final value of /.t^  — Moo is given by
c? , cg/4 ” Moo — TT "1 T + • • • 5a' (6.3.39)
where C7 =  c^(o^(o) Cg =  ' Using the same approach we can
write
Ui{Q)V^ {0) 
r —1Mr—1 Moo ^7 +  Cg (7r—1 (6.3.40)
Now we can find
Mr ~ Mr-1 — C? C? r—1+  Cg ( — ] — Cg r—1
3^ . ^  "cv ~7îC'
where ^3 =  07(1 — ô) and =  cg(l — cr). Now we can find the ratio
ks kiMr Mr—1Mr+1 /^r & 3  I fc4  r^+1 “ o-r+l
1 + 1
/C3 \ c r
k4 f  5
k^  Vcr
r+1
fi, fly-l
' k^ O- \(T J 
y 5 3iS r 0 0 . So the leading term converges to ô as canAs -  < 1a  ^  ’ /lir+l-Mr
be seen in Table 6.4. Unlike A—convergence the m~convergence is quite slow 
because ^ =  0.9327 is close to 1. Also a plot of log |<5^. — S\ against
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Figure 6.7: Plot of t  =  log against r.
r should tend towards a stiaight line as shown in Fig. 6.7 with slope log 111 as 
r —^ oo. The slope of the line is —0.6766. However log |^| =  —0.0696 and so the 
theoretical prediction does not agree with the numerical results. We have not yet 
resolved this issue. One possibility is that the coefficient of |  is zero and we have 
to include the next term to see whether it agrees with the theoretical result.
Finally we estimate the value of yUoo- (6.3.38) can be written to leading order
as
— A^oo “b c6
Similarly
jUr+l =  AAoo +
From (6.3.41) and (6.3.42) we can find c as
_ _  (/^r+l —
( i - 1 )
(6.3.41)
(6.3.42)
(6.3.43)
Using the values in Table 6.4 for r  =  8 we can find c =  —5.222702400. Substi­
tuting the value of c in (6.3.41) gives /ioo =  7.1154737146....
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Figure 6.8: (— Ar,  /Ur) for r  =  0,1,2,3 where '-y^ r is given by (6.1.18)
6.4 Limiting behaviour of h ( X ,  A, /n)
In this section we discuss the limiting behavioui' of h(X,  A, ja) which is the co­
efficient of in the first equation of (6.2.2). We can see in (6.2.6) that for the 
example this coefficient is 2 initially but we find that it grows very fast as we go 
through the iterations. We rescale X  as we did for / .  Fig. 6.8 shows the plots of 
Ar, /ir) for r  =  0,1,2,3, where 'ykr is defined in (6.1.18). Because 
of the rapid growth it is difficult to find beyond r =  3. We can see that 
grows with increasing r, so it needs to be scaled down to get a converging 
sequence of functions. Table 6.6 shows the values of (0, Ar, jiir), which we 
calculated by using a finite difference approximation, and given by
(r) _  A r , ^ r )a (6.4.1)h(2"+')(0,Ar,A4.)'
We can use Aitken’s process [21] to get a better approximation for given 
by (8)\2 _(9)_(7)CKL ' ah
2 a (8) _.(7)h (9)
=  0.5361091429. (6.4.2)
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r h(2')(0,Ar,)Ur) 4 ')
0 2.0000000000 0.6868667160
1 -2.9117730610 1.9767159872
2 1.4730356206 0.2178239791
3 -6.7625044258 0.7795504888
4 8.6748767559 0.4299032393
5 -20.1786726936 0.5996219702
6 33.6523237888 0.5038765579
7 -66.7868841448 0.5538865579
8 120.5785561795 0.5266721769
9 -228.9442303141 0.5411186636
10 423.0943149395 -
Table 6.6: Finite difference approximation to Ar, / r^) and defined by
(6.4.1).
This suggests that we can define a sequence of functions hkr similai* to the 
sequences fkr and gkr in the previous sections given by
hkr{X) = {—Oih)  ^ ) \+k^ l-h+k  ^ ) r  =  0 ,1 ,2 ,.. .
/c =  0 ,1 ,2 ,.. .  (6.4.3)
Setting r  =  0 gives
hko — h(2T, Afc, g>k)' 
The next term in the sequence for r  =  1 becomes
(6.4.4)
hki i ^ )  =  —0 £hh^ ‘^ ^{-~^Xk+i)P‘k+i)
= (—CK/i.) Afc+i,/ifc+i)/ ( / ( — , Afc+i), Afc+i)
+  h  A f c + i ) ,  A f c + i ,  / . i f c + i )  g { ~ ,  A f c + i ,  / A f c + i ) ]  . (6.4.5)
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9kr r  = 0 r  — 1 r r  —» OO
k =  Q 
k =  1
i f 00 ) Poo5 hoo)  
i f iO)  9i0)  h i o )
(/oi)Poi) hoi) 
( / i i ) P i i ) h i i )
(/o)') POr ) h>Or) 
{ f i r ) Plr> hir) (/o)Po>ho)■ (A, Pi, hi)
k i fkO) 9k0) hko) (/fci) Pfci) hfci) { f k r ) 9 k r ) h k r ^ { f k)  9k) h k )
k oo (/ooOj PooO) hooo) (/ool) Pool) hool) (/ooD Pood hoor) i f )  9) h)
Table 6.7: Limits approaching the universal function h. 
The general term for this sequence for any period 2^  is given by
2»'-l
hkr{X) — (—Ct/i) ^  ] h ) ^r+k}i ^r+ki /^ r+fc^
j=0
2 -^1
i=i+i
j - i
X
.m = 0
(6.4.6)
with the convention that riiLm( ) =  1 if m > n. Taking the limit of hkr as
r  —» 00 gives
hk{X) =  lim hkr{X). (6.4.7)
The limits of these sequences will form a sepaiate sequence {hk}- The limit of 
this resultant sequence as /c —^ oo will be the universal function h{X),  Table 6.7 
shows how these limits approach the universal function.
Next we define an operator T similar to (6.3.12) which expresses h(^k-i){r+i) { ^ )  
in terms of fkr{X),  9kr{X)  and hkr{X).  Replacing r with r  +  1 and k with k ~ l
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in hfcr(-^) gives
h ( & - l ) ( r + l )  ( - ^ )  — ^   ^ h  ^ A ( ( _ ^ r + i  ) A r+ fc ), A r+fcj /^ r+ fe j
A=02r+l_i
^ n  ^  ( (-£+'+1 ) -^ r+ fc), \ +k^
=3+1
9  ( (_o;)r+i 5 ^r+k) )  \ ' + k )  f-h+k.71=0
By splitting the summation on the right hand side into two sums and splitting 
appropriate products we can write the above equation as
2’' - l
^   ^h (_Q,)r+i ) ^r+k)) ^r+k) Mr+fcJ{-an) r + 1 j ~0
2 » '- l
X
+
X Y% / ((_a)r+i : /^r+A:)) A^+A;^
Z=j+1
2r+l_i
^ %% /  ( (_c^r+i ) ^r+k)  ) -^r+fc^
f=2’’
7-1J[J[ P (^/ ((_q,)7-+i , -^r+fc)) ^ r+Zc, 9‘r+ kJ
.777=0 
•+ i_ l ^  ^ h ( (_o;)r+i ) r^+k); «^r+fc) Mr+fc^j=2r
2r+l_i
^ %% /  ( (_(^r+i J ^r+k) ) Ar+fc^
=j+l 
r - 1l i ^  Y  A— ’ \ + k ) )  Ar+fc, }J>r+k)j ^
_ 7 n = 0
J-1
Y% 9 \+k)) ^r+k) hr+l^
777=2»'
, (6.4.8)
again using the convention that 1[%^^(-------- ) =  1 if ?n > M. We now change
some of the indices in the above equation. If % =  j  — 2 ,^ n =  1 — 2^  and p = m —2^
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then (6.4.8) becomes
j = 0
2»’- l
X  n  / '  ( / (  ( - c ^ r + l  , K + k ) ,  K + k )
l ~ 3 + l
2»'-l
X n  /  A.+,), A,+,)Ar+,)
=0
3-'  ^ . '
%% 9 y f  ( ( _ q ; )7 ’+ i  ) ^T+k)) ^r+k) hr+kjm= 0  
—1
"b ^  ] h y f  { f  ( )  -^ ï'+fc), -^ r+fc), ^r+k) Mt’+Zc^  7=0 2»'-l
X n  /  ( / " ( / '" ( f + t. A..+,), A.+,), A,+fc)=7+1
H  9  ( r  ( f + t ,
777=0  
7 - 1
%% P (^f^if ( (_q,)7-+1 )'^ 7’+fc),- r^+fc))'^7’+fcj Mr+fc^
p = 0
Using the definitions of /^r, 9 kr and h^r and the fact that =  a  the above 
equation simplifies to
h(fc-l)(r+l)(^) — —Oik [ hkr ( l^ )  fkr {fkr{-^)) +  hkr (/fcr(^)) Pfcr(^)1 + (-CK)^
(6.4.9)
Since this involves fkr, 9 kr and hkr, we extend the definition of the nonlineai' 
operator T  to be
/  —Oifkr{fkr{~~))
Pfcr 9 kr { f kr{^) )  ~  O' [p&r ( ^ )  +  9 kr (/fcr(“ ))]f  h r  \T 9 kr =
 ^ hkr J V-Û-'/7 hkr ( ^ )  fkr { f k r i ^ ) )  +  hkr { fkr{~)) 1 +
fffcr
i-ay
(6.4.10)
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or equivalently
T
(  h r  \
9kr\ h/jr J
 ^ / ( f c - l ) ( r + l )  ^  
P ( f c - l ) ( r + l )
V  h{k-l){r-l) J
When r  —» oo, assuming that hkr remains bounded, (6.4.9) becomes
hk ( :^ )  fk ( f k i ^ ) )  +  hk {fk{-^)) — hk-i{X).
When h -+ oo we can write the fixed point equation as
'0£h h ( ^ )  A ( f ( ^ ) )  +  h ( / ( ^ ) )  =  h(%), (6.4.13)
where
h(%) =  lim h&(%).k—*oo
Lemma 6.4.1. h{X)  is an even function.
Proof . The odd and even parts of h(X) aie given by
K { X )  = 1 [h{X) -  Â(-X)] ,
with the decomposition
h«(X) =  l [ %  +  h (-% )] ,
h (X )= h « (X ) +  h,(%).
(6.4.11)
(6.4.12)
(6.4.14)
(6.4.15)
(6.4.16)
Replacing X  with ~ X  in (6.4.13) and subtracting the two equations gives
-O^hho ( ^ )  /  ( /  { ^ ) )  = ha{X). (6.4.17)
We can write ho{X) in terms of a Taylor series as
h^(%) =  +  ^3%^ +  05%^ +  O(X^).
If we substitute this Taylor series into (6.4.17) and compare powers of X  we get
a i ^ F { f { 0 )) = ai.
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Figure 6.9: Plot of h{X).
Since /(O) — 1, we obtain
Now /  (1) < 0  and so (1) — 1 < 0, which implies that ai = 0. By considering 
the terms with exactly the same aigument we can show that <33 =  0 and so on. 
This means that ho[X) — 0 and ^oh{X)  is an even function. □
It is interesting to note that the fixed point equation for h[X)  does not depend 
on g{X).  The solution of (6.4.13) is not unique. Clearly if h{X)  is a solution, 
then so is ch{X)  for any constant c, We add an extra condition to normalise 
h{X).  This extra condition apart from fixing the solution allows us to include the 
renormalisation parameter ah when we solve the system. In (6.4.13) /  and a  aie 
known. We express /i as a linear combination of even Chebyshev polynomials 
with an extra concjition to fix its normalisation given by
h{Q) = 1. (6.4.18)
This condition allows us to solve the system including the scaling parameter ah. 
We then use the Chebyshev Galerkin method to get a system of equations which
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we solve to find values of the parameters. Taking six Chebyshev polynomials 
h(X) is then given by
h{X) = 1 ~  0.3260025X2 -  0.0501082%^ +  0.0142858X®
-0.8180534 X IQ-^X^ -  0.7262630 x (6.4.19)
with ah = 0.5360640922. This function is shown in Fig. 6.9. Note that ah is in 
good agreement with the approximate value given in (6.4.2)
Lemma 6.4.2. A necessary condition for lim hkr{X) = h{X)  is that h{X,  A, (i)r,k—^oo
is not identically zero for all X.
Proof. If /i(X, A, ff) = 0 for all X  then from (6.4.6) hkr{X) = 0 for all k, r and 
so the limit ofh{X)  will not be attained. □
Theorem 6.4.3. ah — j  and ^(X) is the eigenfunction associated with the largest 
eigenvalue 5  of J f .
Proof. From equation (6.4.12) we have
-CXfi
Using (6.1.34) we can write the above equation as
Oih
a
With /fc =  /  +  o(l) we can write the above equation as
which implies that
Let
- Xj jhk  = hk-\ +  o(l),
“ )  {JfŸhk = hQ + o{l).
hk{X) ^  ']^j,k'^j{X), 
J=1
where Uj{X) are the eigenfunctions of J f .  Then
ho{X) ^  ai,fc  ^2ti(X) +  o(l) as A —> oo .
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Now fk{X) f { X )  as A; —> 00, which implies that ai^k —^ <^ i,oo as A: —> oo. 
Since ho is independent of k we must then have
a^ô a— 1, 01 CX}i — .a à
Now we can write the fixed point equation for h as eigenvalue problem
(6.4.20)
Thus h{X) is the eigenfunction of corresponding to the eigenvalue 5. □
6.5 Limiting behaviour o t p { X ,  X ,  fj,)
In this section we discuss the limiting behaviour of p(X, A, jj) which is the coef­
ficient of in the second equation of (6.2.2). We can see in (6.2.6) that for the 
example this coefficient is 2 4- 2A initially, but we find that it grows very fast as 
we go through the iterations. Here again we rescale X  as we did for / .
Since A^ , Pr )  grows very fast, it is difficult to plot it. Fig. 6.10 shows
the first three plots, which hardly suggest any behaviour. However, Table 6.8 
shows the values of (0, A,., p r ) ,  which are calculated by using a finite differ­
ence approximation, and given by
We can use Aitken’s process [21] to get a better approximation for ctp given 
by
= 0.5167902321, (6.5.2)2cKp — dp — cxp
The values of (0, A^ , Pr )  and their ratios suggest that we can define a sequence 
of functions iii a similar way to Çkr and hkr in the previous sections given 
by
P k r { X )  =  {dpYp '^^"  ^ ( ( ^ ’ P r + k )  ■ (6.5.3)
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Figure 6.10: Plot of for r = 0,1,2 where 'y^ r is defined in
(6.1.18).
In fkr, Qkv and hkr we included the values of the parameters A and p, within the 
equations as we went through the iterations. Here we mention the relevant pa­
rameters for successive iterations before the equations. The reason for doing so is 
that the equations are very long. With parameters inside it will be quite difficult 
to write them in the available space. The first term in the sequence for r  =  0 at 
(\k,Pk) is given by
PkQ{X) = p{X).
The next term in the sequence for r = 1 for the parameter values (A^+i, Pk+i) 
becomes
P k i { X )  =  ( : ^ )
K - ^ ) q ( / ( ^ ) )  9 { ^ )  ( / ( i ) )  +P  b ( :^ ) ]
(6.5.4)
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r p( '^ )^(0, Ar,jUr)
0 6.0000000000 0.3345144120
1 17.8363932951 0.5908051884
2 30.1899740297 0.3532019793
3 85.4750986573 0.7096080518
4 120.4539582501 0.3624856981
5 332.2998917193 0.6876077628
6 483.2695464694 0.3722691590
7 1298.1723969519 0.6604759078
8 1965.5105986198 0.3853537495
9 5100.5358092205 0.6370217650
10 8006.8470015469 -
Table 6.8: Finite difference approximation to A,., pr) and defined by
(6.5.1).
The general term for this sequence for any period 2^  at the parameter values 
(Ap+fe, Pr +k )  is given by
P k r { X )  — (cKp) ^
wo \.7=0
2 -^2
k=i
0
^ 2^-1 \  k
y  ? n = i + l
2’’- l
i = 0  3=0 Lfc=0\ j# i  /
with the convention that nr=m( } =  1 if m > n .  The limit of this sequence
when r ^  oo is given by
P k { X )  =  lim p k r { X ) . (6.5.5)
The limits of these sequences form a separate sequence {pk}- The limit of this 
resultant sequence will be the universal function p{X).  Table 6.8 shows how 
these limits approach the universal function.
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Pkr
k  =  0
k  =  l
00
r  =  0
foo 9 oo 
hoo Poo 
fio 9io 
hio Pio
fkO 9 k0 
hkO PkO
fooO 9oo0 
hooO PooO
r — 1
foi 9 oi 
hoi Poi 
f i i  9ii 
hn  pii
fkl 9 kl 
hkl Pkl
fo o l pool 
hool Pool
fo r  90r 
hor POr
f l i '  9 lrI^r P lr
f k r  9kr  
^ k r  Pkr
r —^ O
fo 90 
ho Po
f i  9i 
hi Pi
Table 6.9: Limits approaching the universal function p.
Next we define an operator T  similai" to (6.4.10) which expresses p(A;_i)(r+i) 
in terms of f k r ,  Qkr,  hk r and pkr- Replacing r  with r  +  1 and k  with /c — 1 in p kr it 
becomes
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or equivalently
T
(  f kr  ^
9 kr 
hkr 
\  Pkr j
 ^ / ( f c - l ) ( r + l )  ^  
P(fc—l)(r+l) 
h(k—l){r—l)
\  P ( f c - l ) ( r + l )  /
(6.5.9)
From the numerical examples we can guess quite reliably that ^  < 1. We also
know that o; > 1. So when r oo, assuming that the pkr terms remain bounded,
(6.5.7) becomes
O f  [Pfc ( : ^ )  +  A  {fk ( : ^ ) ) ]  = P k - i { X ) .  (6.5.10)
As  ^oo we can write the fixed point equation as
“ p [p (^ ;)  + p ( / ( ^ ) ) ]  (6.5.11)
where
p { X )  =  lim Pk{X).fc—»oo (6.5.12)
We note that this equation is essentially the same as the fixed point equation for 
g{X)  given by (6.3.15), except that the scaling parameter is positive in this case.
Lemma 6.5.1. p{X)  is an even function.
Proof. The odd and even parts of the function are given by
p , ( X )  =  ^ \ p { X ) - p { - X ) ] ,
P e { X )  =  l \ p { X ) + P { - X ) ] ,
with the decomposition
(6.5.13)
(6.5.14)
(6.5.15)
Replacing X  with —X  in (6.5.11) and subtracting the two equations gives
OpPo ( ^ )  =  P o { X ) .  (6.5.16)
We can write Po{X) in terms of a Taylor series as
Pa(X) =  a i X  + +  asX^ +  0 { X ’).
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If we substitute this Taylor series into (6.5.16) and compare powers of X  we get
Now ^  > 0 and so — ^  — 1 < 0, which implies that % =  0. With the same 
argument we can show that as =  0 and so on. This means that po{X) = 0 and 
according to (6.5.15) p{X)  is then an even function. □
Similar to h{X)  the fixed point equation for p{X)  does not depend on g{X) 
as well. The solution of of (6.5.11) is not unique. Clearly if p{X)  is a solution, 
then so is cp{X) for any constant c. We add an extra condition to normalise 
p{X).  This extra condition apart from fixing the solution allows us to include the 
renormalisation parameter ap when we solve the system. In (6.5.11) /  and a  are 
known. We express p as a linear combination of even Chebyshev polynomials 
with an extra condition to fix its normalisation given by
p(0) =  1. (6.5.17)
This condition allows us to solve the system including one more paiameter ap. We 
then use the Chebyshev Galerkin method to get a system of equations which we 
solve to find values of the parameters. Taking six Chebyshev polynomials p(X)  
is then given by
p{X)  =  1, (6.5.18)
with ap — ^ and it is easily verified that this is also an exact solution of (6.5,11).
Note that ap is close to the approximate value given in (6.5.4). Also if p(A, A, p) 
is identically zero, thenp(^) (0, A, p) 0 as in (6.5.4) assuming that h{0 , A, p) 7^  0,
Px(/(Oj A), A,p) ^  0 and (see Lemma 6.2.1) p(0, A, p) 7  ^ 0. The same scaling 
will be obtained in this case also.
For future reference when we define a two dimensional problem linking all !
fkr, hkr, 9kr, Pkr and SO on, wc need to have a scaling paiameter which follows a j
consistent pattern for all the coefficients of terms involving powers of X  and Y.  i
It seems that the scaling parameter in p{X)  behaves differently compared to all
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the others. To explain this we consider the behaviour of the next order term in 
( ( ^ ’ Pr+k). Thus we define
(6.5.19)
for some constant c. This implies that
q k r ( X )  =  { - a q Y  ( p ^ , A r + k , P r + k )  “  2 ’ c )  .
This equation can be written as
P k r { X )  =  C +  ^ -2aq  )  Q k r {X ) .
Substituting the value of pfc,.(X) from (6.5.20) into (6.5.7) gives
9kr(^fkri^Ÿj 
^  ^  (-a)’
(6.5.20)
P(fc-l)(r+l)(^ ) - Q k r i ^ )
Z^ ) Pkr (/kr(“ ))+
+
H- c
CXr
- 0 th
1 _ | _
^kr(“ )Pkr { fkr{^ ) ) 1 + ! ; #
Pkr(/kr((^ )) i T ; r------ + 1 +
With Ofp =  some terms involving c will disappear. After some simplifications 
we can write the above equation as
Q{k- l ) { r+l ) {X)  — CX.q ^ Ç k r ( _ Q . )
+ Pkr { f k r { ^ ) )
9 k r1 +
1 + 9kr ( ^ )( - « y
+ CKqt hkr{^)9kr  ( /k r (^ ) ) 1 + (-a)^
/  o  Y  ( 9kr {fkr { - ^ ) )  ^ 9 k r { ~ )  3  ( P k r  ( ^ ) ) ^  ( P k r  ( ^ ) ) '. +  C[— Z a g )  ----- ;---- n - - - - - 1- - - ;---- —---- r  - ---;---- z z ------ry { -a y  ' { - ay  ' (-a)2^ ' (-a)^^
The dominant term for increasing r is , which suggests that we should
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Figure 6.11: Plot of q{X),
take Œg = ail = In this case taking the limit as r  ^  oo gives
Qk-i{X) =  =f- [g/c ( ^ )  +  Qk {fk ( i^ ) )  +  ( Â (^ ) ) ]  ) (6.5.21)
where
Çfc(X) =  lim QkriX).r—*oo
Finally taking the limit as /c ^  oo, the fixed point equation is given by
g{X) = =t  [ H ^ ) + H f { ^ ) ) + H i ) 9  ( / ( ^ ) ) ]  , (6-S.22)
where
q{X) = lim qk{X),fc—>o
Lemma 6.5.2. If we assume that defined in (6.3.26) is a compact operator, 
then the fixed point equation (6.5.22) has a unique solution q{X) which is an even 
function.
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r 3(S')(0, Ar,)Ur)
0 0.0000000000 0.0000000000
1 12.0532838971 -0.1326276556
2 -90.8806224035 0.2129142276
3 -426.8414723102 -0.1050036548
4 4065.0153846732 -0.0865689775
5 -46956.952695405 -0.1095167601
6 4.287649912x10^ -0.1112971860
7 -3.852433348x10® -0.1136639869
8 3.389317452x10^ -0.1142523367
9 -2.966519152x10® -0.1145879941
10 2.588856865x10® -
Table 6.10: Finite difference approximation to ) (0, A,., ) and as  ^ defined by
(6 .6 .1).
Proof. We can write (6.5.22) as
J}=^g(%) -  ,^g(%) =  afi ( :^ )  p' ( f  ( ^ ^ ) ) . (6.5.23)
The homogeneous equation
has only the trivial solution g(X) =  0 since Ô according to Lemma 6.3.3 is not 
an eigenvalue of J|^. Assuming that Jj^ is a compact operator, the Fredholm 
alternative then says that (6.5.23) has a unique solution q{X) [28].
In (6.5.22) /  is an even function. According to Lemma 6.4.1 h is also an even 
function. So the even and odd decomposition of (6.5.22) gives
qo{X) =
Using methods similar to those in Lemma 6.4.1 shows that qo{X) =  0 and so 
q{X) is an even function. □
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We know the values of a  and 5. Therefore, we can solve (6.5.22) uniquely for 
q(X)  using six even Chebyshev plynomials and is given by
q{X)  =  - 1  +  0.3249701X^ +  0.0517840X^ -  0.0160152X®
+0.0017309X® -  0.0001273X“ . (6.5.24)
This function is plotted in Fig. 6.11.
6.6 Limiting behaviour of s(JV, A, i i )
In this section we approximate the scaling parameter of s(X, A, ^) which we de­
fine to be the coefficient of in the first equation of (6.2.2). Table 6.10 shows 
the values of A,>, /Ur), which are calculated by using a finite difference ap­
proximation, and given by
« f  -  <“ ■ «
We can use Aitken’s process [21] to get a better approximation for ctg given 
by
 ^ ” =-0.1150338514. (6.6.2)2c(® — — af^
This value suggests that the value of the scaling parameter ag =  — We define
Skr{X) = (CKg)  ^ ^ (—o:)'" ’ pr+I^ •
We will use this in Section 6.8.
6.7 Limiting behaviour of t { X ,  A, fj,)
In this section we try to approximate the scaling parameter for t{X,  A, fj) which 
we define to be the coefficient of Y® in the second equation of (6.2.2). Table
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r f(2'')(0,Ar,/4')
0 0.0000000000 0.0000000000
1 151.0531306319 0.0973415241
2 1551.785140034 0.1894475412
3 8191.107308284 0.4862596442
4 16845.13079448 0.0700229695
5 2.405657870x10® -0.3987413618
6 -6.0331284x10® -0.0522825916
7 1.153945949x10’^ -0.1504952564
8 -7.667656620x10'^ -0.0996668668
9 7.693285508x10® -0.1216495293
10 -6.324139144x10® -
Table 6.11 : Finite difference approximation to )(0, Ar, /J-r) and defined by 
(6.7.1).
6.11 shows the values of A^ ,/Ur), which are calculated by using a finite
difference approximation, and given by
(r)  ^ f(^ '")(0,Ar,/4-)
'* Ar,;Ur)' (6.7.1)
We can use Aitken’s process [21] to get a better approximation for at given by
2q;?^  — =  -0.1150126598, (6.7.2)
This value suggests that the value of the scaling parameter at = —p  also. We 
define
'^kr{X) = {atYt^^  ^ (J^)r ) ^r+k} Mr+/c^  •
We will use this in Section 6.8.
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6 . 8  Renormalisation in two dimensions
In previous sections of this chapter we looked at fixed point equations for f {X) ,  
h{X),  g{X) andp{X)  and calculated their scaling parameters individually. In this 
section we look at the two dimensional problem as a whole following the approach 
we have used previously. We define
F , r { X , Y )  =
G ^ r { X , Y )  =  [ j ^ , X \ r + k , t ^ r + k ) .
(6 .8 .1)
(6 .8.2)
The limiting functions are defined by
F ( X , Y )  =  lim F k r { X , Y )r,fc->oo
G { X , Y )  =  lim G k r { X , Y ) .r,fc—>o
(6.8.3)
(6.8.4)
We can write the above problem in terms of f k r { X ) ,  h k r { X ) ,  S k r { X ) ,  g k r { X ) ,  
P k r { X )  and t k r { X )  given by
F k r { X , Y )  =  { — a y   ^ ^
 ^ Pr+k^ ^  +  o(y®)
=  Ar (%) +  (%) y '  +  (%) Y" +  0(y ')(6 .8 .5)
Gkr  { X ,  Y) — /Y  ^ ( f ^ F ’ ^r+k,  Mr+fc)  ^ ( f ^ F ’ Pr+k^  ^
 ^ ((_^)r ) K + k ,  P r+k^  +  0(y'^)
2 -^1
f l  9 (/'^  ^ i~OùY ’ ’ ^r+fc) /tr+ ft) ^  "b ^ PkriX) 3^,.
y  +  Pkr{x)Y^ + [ ^ J t k A x ) Y ^  + o(y^).
(6 .8.6)
IT
.j~o
1 + gkr{X)(-a)^
Clearly a  is known, but we do not yet have a value for p. By considering the 
O(Y^) term in (6.8.5) an obvious choice would be =  6 . If we also talce as = 
CKi =  as suggested by the numerical results in Sections 6.6 and 6.7 then we
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obtain
(6.8.7)
G , r (X ,y )  = 1 + 9 k r { X ^( - a /  J y  +  P k r { X ) Y ^  +  (z^) t k r { X ) Y ^  +  0 { Y ^ ) .
(6 .8.8)
Next we will derive the fixed point equations for F { X ,  Y )  and G { X ,  Y ) .  From 
(6.8.1) we can write
F'{k—l ) ( r + l ) { X ^ Y )  — { ~ 0 p  F   ^(_Q,)»'+r > r^+i 5 '^ r+fcj Pr+fc^
=  ( - a r + '  F"" ( f ^ ’' ^ , K + k ,  Pr+k) ,
G  6 —a)’’+i ’ ) -^ r+fe) A^ r+k) i-^ r+fc) •
We can express this equation in terms of Fkr  and Gkr  as
F(t_l)(r+1)(%, Y )  =  - a F k r  (F k r  ( ^ ,  . G kr  f  ) )  • (6.8.9)
Taking the limits r, /c —> oo gives the fixed point equation
F ( X , Y )  = - a F ( F ( i  | ) , G ( ^ , y ) ) .  (6.8.10)
Similarly the second fixed point equation is given by
G{X,Y)  = P G  (^F (6.8.11),
We now consider the fixed point equations where the functions are expanded in 
powers of Y . Substituting the Taylor series for Fkr  and Gkr  given by (6.8.5) and
(6.8.6) respectively into (6.8.9), we get
F ( k - l ) ( r + l ) { X ,  Y )  =  - a  f k r  (^fkr ( ^ )  +  ( “ )  ^  +  S/cr fr  +  0(Y®)^
+  h k r  ( f k r  ( ~ )  +  h k r  ( ~ )  ^  +  0 ( Y ^ ) ^  X
1 + + 2 P k r  ( l ^ )  W  +  0 { Y ^ )
+  Skr ( fk r  ( ^ )  +  hkr ( ^ )  ^  +  «fcr ( ^ )  ^  ^
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The above equation after expanding fkr, hkr and Skr in Taylor series simplifies to
F { k ~ l ) { r + 1) { X , Y )  =  —afkr  {fkr { ' ^ ) )
+  i w ) h k r  ( ^ )  f k r  { f k r  ( ^ ) )  +  h k r  { f k r  { ^ ^ )  U  +
+  ( ^ )  I  fkr {fkr  ( : ^ ) )  +  fkr {fkr { - ^ ) )  Skr ( ^ )
d-hkr ( ^ )  /^fcr {fkr { ^ ) )  ^
+2 hkr {fkr ( ^ ) )  f l  +  Pkr ( ^ )
y
d-Skr {fkr  ( ” ) ) Y^ +  o(y®).
Taking the limit as r  —> oo, with lim Fkr{X, Y) =  Fk{X, Y), the above equationr—>o
becomes
Fk- i {X,Y)  =  - a f k { f k { ^ ) )
+ h { ^ ) r k { f k { ^ ) ) + h { f k { ^ ) ) y-
+  ( ^ )  [I { h  ( a ) '  f'k {fk ( ^ ) ) + hk ( a  K  {fk a ) )
+  Sk {fk  ( ^ ) )  +  f k  {fk  ( ^ ) )  Sk { è ^ )  Y ^  +  0 ( Y ® ) .
Similarly talcing the limit as /c —^ oo, with lim Fk { X^  Y)  =  F { X ,  Y) givesk~*oo
F { X , Y)  =  - a / ( / ( ^ ) )
+ { w ) [ H ^ ) n n i ) ) + ~ H f { ^ ) ) ] y ^
+ ( w )  [I ( a ) '  /" (/ ( ^ )) + ^ ( ^ )  h' ( /  ( i ) )
+ H f  { ^ ) )  +  f  { f  { i ) )  +  0 { Y %  (6.8.12)
We define
F(X,  Y)  =  f { X )  +  h{X)Y^  +  s(X )y^ +  O(y^). (6.8.13)
If we substitute this into (6.8.12) and equate powers of Y we get the fixed point 
equations for f {X) ,  h{X)  given by (6.1.24) and (6.4.12) which we obtained pre­
viously with the coiTesponding scaling parameters —a  and ^  respectively. Again
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Figure 6.12: Plot for s{X),
choosing — 8  ensures that the scaling parameters agree with previous results. 
In (6.8.12) equating the 0{Y"^) terms gives the fixed point equation for a(%) as
—a
+ s i f  ( a ) + r  i f  m  ^ ( : ^ ) 1 =
We can express the above equation
jfs(x) - 5 ^ - s ( x ) r  if m + h  ( ^ )  ( /  ( ^ ) )
(6.8.15)
The homogeneous equation
J f s ( X )  -  6^s{X) = 0,
has only the trivial solution s{X)  =  0 since 5^ is not an eigenvalue of J f  because 
the largest eigenvalue of is 5 . As Jÿ is a compact operator if we choose an
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appropriate space [42] , the Fredholm alternative then says that (6.8.15) has a 
unique solution s(A) [29].
Lemma 6.8.1. s(X ) is an even function.
Proof. The odd and even decomposition of (6.8.14) gives
Using methods similar to those in Leimna 6.4.1 shows that So(X) = 0 and so 
g(%) is an even function. □
We Imow the values of a  and /? in (6.8.14). Therefore, we can solve the 
equation uniquely for s{X) which is given by
s{X) =  0.1864584 +0.02840366X2-  0.0268015A^ +  0.0053951X^
-  0.0006237%^ +  0.0000379X^°. (6.8.16)
Fig. 6.12 shows a plot of s{X).
In the two dimensional problem we can now safely suggest that the next scal­
ing parameters will be ^  and so on. Fig. 6.13 shows a plot of F(X, y ). 
where terms of up to 0 (Y''^ ) have be used.
Similarly from (6.8.8)
G (X ,y )=  lim Gkr(X ,y) =  y. (6.8.1?)r,k^oo
F {X ,Y )  given by (6.8.13) and G(X, y )  =  y  is a solution of the equations 
(6.8.10) and (6.8.11). In this case, the fixed point equation for F(X , y )  simplifies 
to
F (X ,y )  =  - a F ( F ( i , f ) , ^ ) .  (6.8.18)
The solution of the above equation is not unique. If F{X, Y )  is a solution then so
is 7 F  =^7 , for some constants 7  and 5. To obtain a unique solution we need
two extra conditions. We choose
F(0,0) =  1, (6.8.19)
i& y (0 ,0 )  =  1, (6.8.20)
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Figure 6.13: Plot of F(X , Y).
which are equivalent to /(O) =  1 and h(0) = 1 which we used previously. How­
ever all the information contained in g{x), p{x) in (6.8.18) is lost in this case. 
Before addressing this issue, we find G(t_i)(r+i) (X, y ) in terms of fkr, 9 kr etc. 
given by
G (,_i,(,+i,(X ,y) =  + T , Ar+t, Ar+t)
=  (f^" (p + T T , + T , \^k ,iir+ k)  ,
^ ((_a)r+i Î r^+1 ) -^ r+fct f^r+k \ . ^r+k. t^r+k\ ■
We can express this equation in terms of Fkr and Gkr as
6? ( f c - l ) ( r + l ) ( X ,  y )  =  •
Substituting the Taylor series for Fkr and Gkr given by (6.8.7) and (6.8.8) respec­
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tively, we get
G(fc_i)(r-i-i)(X,y) =
9 k r  ( / f e r  ( : ^ )  +  h k r  ( : ^ )  ^  +  S k r  ( : “ ) ^  +  0 { Y ^ Ÿ )  \P 1 + (-a)^ I
X Y  1 +
+
I  +  ( ^ T p . r  ( ^ )  P  +  ( ^ )  P  +  0 ( r n( _ 0 ; ) r  j  P  ^  \ P ^ J  \ - a /  i33
Pkr (^fkr ( l ^ )  +  ^fcr ( : ^ )  ^
9 kr ( ~ )X 1 + (-a):- ^  +  (j&J Pkr ^  +  0 {Y^)
+ (i)’' 4r {hr (i) + o(y^) f (^1 +  ^+ o(r^)j + o+)
The above equation after Taylor expansion becomes
1 +
G(A;-l)(r+l)( ,^ =
9kr {fkr ( " ) )  + 9kr {fkr ( ^ ) )  h r  ( j^ )  ^
( - « y
{9'kr {fkr ( ^ ) )  Skr (” ) + ^kr {fkr (“ )) {hkr ( ^ ) ) ^ )  ^
( - « y
P
+ o(y^)
^^(-aY  )  ^  ( ^ )  P  + { -^y^kr  ( ^ )  ^  +  Û(y'^)
+  P k r  { f k r  ( l ^ ) )  +  ( ^ )  P k r  { f k r  ( z ^ ) )  h k r  ( ^ )  ^  +  < ^ ( ^ ^ ) )
XI I 1 +  ^+ UYPkr ( ^ )  p + 0 ( y ' ) l
+ {hr  ( ^ ) ) + o m )  ( ( 1 + K o m )  + o ( n
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After some simplifications the above equation can be written as
<^(fe-l)(r+l)(^)^) —
9 kr 9 kr {fkr  ( : ^ ) )  9 kr ( ” )  9 kr ( / f c r ( z ^ ) )
( - « y  ( - a y  (-a)2 r y
+ 1 + ( -a ) r ( - a ) '
+ (]&) P k r i^ ) 1 + 9kr(j"kr(^_^y^ +  ( ^ )  Pkr {fkr  ( ^ ) )  +  ■ ( - aÇ ^
+
Y '
9 kr{^ ) \  9kr {fkr ( j^ ))  f^cr ( j^ )  + {fkr (j^ ) )  { k^r ( :^ ))1 + ( - a ) ’ (-ck)"
+ f  2 Y  9 k r { fk r { ~ ))h k r { -^ )p k r { -^ )  ,  ^ A , 9kr {fkr { ^ ) )IW ---------------- ( Z ^ --------------------------  ^ + ........( - a ) r
+3 Pkr {fkr (“ )) Pkr (“ )
+ (J2) Pkr {fkr {'^)) hkr ( ^ )  f  1 + ^(} ~ y
+ {-r^y^kr {fkr (” )) ( 1 + 9 kr {■— )( - a y
( - a ) '
yG +  o ( y l .
(6.8.21)
By definition
G(fc_i)(r+i)(x,y) =  f i  +  ^  +  (]&) P(k-i)(r+i)(^)^'
(6 .8.22)
Comparing powers of Y in (6.8.21) and (6,8.22) gives the equations for g(^ k~i){r+i) (AT) 
and p(k_i)(r+i) (X) which we obtained previously given by (6.3.11) and (6.5.7) 
respectively. We can also derive the equation for t(k~i){r+i)(^) by considering 
terms of 0(y®). To obtain a limit as r  ^  oo for all terms, we substitute
Pkr{-^) =  C + % Z )  , 
defined in (6.5.20) into (6.8.21). The fixed point equation for t(X)  with aq —
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Figure 6.14: Plot of t{X). 
and when r  —> oo is then given by
y  9 ( / (^;)) ® (^ )  + 29 ( /  ( i ) )  (:^))^
We can write (6.8.23) as
= t(X ). (6.8.23)
j f t ( X )  -  5H{X)  =  a  g' ( /  ( ^ ) )  â ( i )  +  \g" ( /  ( ^ ) )  {h { ^ ) f
(6.8.24)
The homogeneous equation
has only the trivial solution t{X ) =  0 since <5^ according to Lemma 6.3.3 is not 
an eigenvalue of J'p, Assummg that Jj^ is a compact operator, the Fredholm 
alternative then says that (6.8.24) has a unique solution t{X ) [28].
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Lemma 6.8.2. t{X ) is an even function.
Proof. The even and odd decomposition of (6.8.23) gives
ÿïoC ” ) =  ïo{X).
Using methods similar to those in Lemma 6.4.1 shows that ^ (% ) =  0 and so t{X) 
is an even function. □
We know the values of a  and /?. So we can solve (6.8.23) uniquely for t(X )  
and is given by
t{X) = -0.1877348-0.0242121X2+  0.0231618X^-0.0042872X®
+0.0006458X® -  0.0000962X1°. (6.8.25)
Fig. 6.14 shows a plot of t{X).
The solution of equation (6.8.11) is g{X, Y ) = Y  which is clearly not useful 
in determining the /x—scaling. Thus we derive another universal function using 
the fact that
Gkr(X ,y) =
(6.8.26)
We know from (6.5.19) that
 ^ (  (_^)f ) K+ky Pr+/o) =  C2^  +  % r(^) +  • • • (6.8.27)
The reason we include the function qkr (X) is that the scaling in p{X) does not 
follow the same pattern as all other universal functions do. This is because there is 
constant part of the function which dominates the overall function for large r. We 
separate this constant part given by (6.5.19). The scaling paraineter for the fixed
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Figure 6.15: Plot of G{X, Y).
point equation of the new function q{X) given by (6.5.22) now follows the same 
pattern and has scaling parameter given by ^  with =  6 . Substituting (6.8.27) 
into (6.8.26) we get
G ^A X,V) =  ( i  +  +  +  0 ( y l ,
(6.8.28)
since at = ^ .  We can arrange the above equation as
( - « r  Y ) - Y - c  ( ^ ) ’’ y^) = gkr{X)Y + qkr{X)Y^ + h r {X )Y ^  + O(y^).
Taking the limits as r, k —> oo, we obtain a new universal function given by 
G ( X , Y )  =
=  g (X )Y  + q(X)Y^ + t{X )Y^ + 0 ( Y ’), (6.8.29)
where g{X), q{X) and t{X) are the individual universal functions for their re­
spective powers of Y  derived previously. The scaling parameters for them are
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—a, ^  respectively which fit well in the overall two dimensional problem.
The universal function (5(X, Y) defined by (6.8.29) is plotted in Fig. 6.15, where 
terms up to O(Y^) have been used.
We now try to explain why the constant term in the Y° term is important. We 
define
G (y) =  y  +  csy= +  csy® +  o(y^).
Then
G"(Y) = y  + nc^Y^ + (ncs + |(n  -  l)nc^)Y^ + O(Y^), 
which implies that
G^{Y)  =  y  +  2 ’'c3y^ +  (2 ’’c5 + |{2>' -  l)2’'c|)y^ +  0 ( Y ’)
and so
=  y  +  i ^ Y c Y ^  + y^ +  o(y^).
Including the terms that depend on X, we get at 0(Y°) and at O(Y^) 
as we can see in (6.8.28). Now ^ w 0.4, and so at 0(Y°), ^  and so the
constant term dominates for large r. At O(Y^), ^  < ~ and so the 4 r term 
dominates the constant term for large r.
Finally we derive an equation which the new universal function G{X, Y )  sat­
isfies. From (6.8.29)
G U X , Y )  = ^ ^ l ^ ^ + Y  + c [ -§ ,y  Y \  (6.8.30)
From (6.8.29) we can also write
r+rr+r G ( fc - x ) ( r + i ) ( x ,y ) -y - c ( |r )  y"
(6.8.31)
Substituting G(&_i)(r+r) (X, Y )  from (6.8.21) the above equation becomes
r+r
G^{fc-r)(r+r)(X‘, y )  — (—O')r+r PGkr (Xfcr , Gkr ~  ^   ^( ^ )
191
- 1.0
-0.5
0.0
0.5
1.0
0.2 - 1.0
- 0.1
- 0.2  1.0
Figure 6.16: Plot of G(X, F).
After substituting the value of Gkr{X, Y )  and rearranging we can write 
g(fc-l)(r+l)(^,y) , y  , „ /  2 -
0 Gkr ( ^ ,  Ÿ ) '  ^ '
Replacing the outer Gkr in terms of Gkr we get
G ( t - l ) ( r + l ) ( ^ , y )  y  y 3  _
(_Q,y+l ^ "
/?
+ c ( |r )
y 3
~w
y 3
~F
G k r { X ,  F )  y  /  2 Y Xl/33(-a )^  ' ^
We expand and simplify the above equation. After taking limits r ,k  oo it
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becomes
Ô (X ,y )  -  -O'
If we substitute G{X, y )  =  F G(X, F), we get
where
(6.8.32)
()(X, F ) =  p(X) +  g(X)F^ 4- f(X)F^ +  0(F °).
Solution of (6.8.33) is not unique. If G(X, F ) is a solution then so is ^G(X, F) 
for some constant 7 . To obtain a unique solution we need an extra condition given 
by
(6.8.34)
which is equivalent to
p(0) =  “ 1- (6.8.35)
The universal function C5(X, F ) defined by (6.8.33) is plotted in Fig. 6.16, where 
terms up to O(F^) have been used.
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Chapter 7
Future Work
At different points during this study we stated certain assumptions to keep it at its 
present course. In this chapter we summarise those possibilities which could be 
explored in futme.
7.1 Bifurcation points instead of superattractive points
Finding a series of bifurcation points is of central importance in the study of mode 
interaction cascades of iterative systems. We used two different methods to find 
the period doubling bifurcation points. First we solve the two equations given by
g "{x ,\)  =  X,
=  -1 ; n  =  2 ,4 ,8 .... (7.1.1)
But the problem with these equations is they grow very fast as we go through the 
iterations and become very difficult to solve. We tried to simplify the equations 
by transforming (7.1.1) into a set of algebraic equations given by
^i+r “  0; 2 =  1, 2, . . . , 1
g{Xn, \ ) - X i  =  0.
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The condition on derivatives will also be transformed accordingly. We used AUTO 
to find the period doubling bifurcation points and related solutions, but this ap­
proach did not go far enough. At this stage we decided to switch to superattractive 
points, because many more of them can be calculated easily. In a future similar 
study, more bifurcation points can be calculated and use them instead of superat­
tractive points to study the mode interaction cascades in iterative systems.
7.2 More parameters
In this study we have dynamical systems with two parameters A and /j,. A is the bi­
furcation parameter. Certam iterated maps described in Section 6.1.1 have period 
doubling bifurcations with varying values of A. We vary the second parameter, 
f.L in this case, for the mode interaction to happen. For increasing values of fi 
we have mode interactions between period doubling bifurcations and symmetry 
breaking bifurcations. There might be other phenomenon between two mode in­
teractions but by certain assumptions given in Section 5.3, we eliminate possible 
codimension 2 and other phenomena.
A future study could be done with more than two parameters. In this case 
there could be other bifurcations points between the the two mode interactions. 
This may lead to different and possibly more than one mode interaction cascades.
7.3 Period-2 cascades
It is explained in Table 5.2 that iterated maps described in Section 6.1.1 go through 
different types of mode interactions. Certain mode interactions come back to the 
same type each time they go through a mode interaction. We call this case a 
Period-1 cascade. Examples 5.6.1-5.6.3 have Period-1 cascades.
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According to Lemma 5.5.2 there are six possible Period-2 cascades. We tried 
to understand in Example 5.6.5 how one particular Period-2 cascade would look 
like, but we do not have equations so far. In future, systems which go through 
Period-2 cascades can be studied and particular examples can be found. Adapt­
ing the renormalisation theory in this case would also be interesting. Similarly 
according to Lemma 5.5.3 there are twenty possible Period-3 cascades. Systems 
going through Period-3 cascades can also be studied in future.
7.4 Condition on Lemma 6.3.2
A necessary condition for lim gkr{^) = p(X) =  pe(X)-|-aiX isthatpx(0,fc,r—>cx)
is not identically zero. What happens if p%(0, A,//) =  0 for all A and /U. In this 
case
s (X )= fc (X )  +  a2„+iX2’"+i,
for some m > 1. How the universal function would look like and what kind of 
parameter scaling will be needed, could be explored in future.
Moreover, we have not defined the class of two-dimensional functions that 
give these universal functions. We would have lilced to define them more precisely.
7.5 Condition on Jf
In Lemma 6.5.2 we assumed that is a compact operator. It will complete the 
Lemma if we prove that is in fact a compact operator.
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7.6 More examples
The last thing we would have liked to do is to apply this study to some physical 
systems. There could be phenomena in nature which go through mode interaction 
cascades. It will be quite interesting to find some physical examples and study the 
mode interaction cascade in them.
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Appendix A
Maple Code
For the equations
^n+l ~  AXn.(l ~  ^n )  +  +  AyX^)
y„+i = Yn[Bo + BiX„ + B2X + B3fi + BiXl + B^ Y^ ]
the Maple code to find the reduced equations is given by
> egl := subs(X(n) =  X, F (n) =  F, X (n +  1)) ;
> eç2 :== subs (F  =  0, egl) :
> eg3 := eg2 — X  ;
> eg4 := diff(eg2, X) +  1 =  0 :
For bifurcation point we solve eqS and eq4.
> eg5 ;= solve(eg3, eg4, [lambda, X]) :
> eg6 := subs(X(n) =  X, F (n) =  F, F (n  +  1)) :
> eg7 := subs(X =  2/3, lambda — 3, eg6) :
> eqS := diff(eg7, F ) — 1 =  0 :
> eg9 := solve(eg8, mu) :
> eglO
> egll
> egl2
> egl3
=  solve(eg3,X) :
=  eg 10 [2] ;
— subs(Zam6da =  3 +  alpha, egll) : 
=  series (egl 2; alpha, 2) :
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For mathematical operations we need to have the above equation without the term 
[> egl3a 2/3 +  1/9 * alpha :
[> egl4 := subs(X(n) =  æ(n)-l-egl3a,F(n) — y{n), lambda =  3-\-alpha,X{n-h 
1)) — egl3a :
[> egl5 := expand(egl4) :
[> egl6 subs(X(n) =  æ(n)+egl3a, F(n) =  y{n), lambda = 3-\-alpha,mu =  
eg9 +  beta, F (n +  1)) :
We will keep terms up to cubic order in the reduced equations.
[> egl7 expand(egl6) ;
Again we will keep terms up to cubic order in the reduced equations. With the 
same approach we can calculate the reduced equations for higher iterates of the 
logistic map.
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