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Abstract
In this article we give a detailed discussion of the mass perturbation theory
of the massive Schwinger model. After discussing some general features and
briefly reviewing the exact solution of the massless case, we compute the
vacuum energy density of the massive model and some related quantities. We
derive the Feynman rules of mass perturbation theory and discuss the exact
n-point functions with the help of the Dyson-Schwinger equations. Further
we identify the stable and unstable bound states of the theory and compute
some bound-state masses and decay widths. Finally we discuss scattering
processes, where the resonances and particle production thresholds of the
model are properly taken into account by our methods.
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I. INTRODUCTION
The massless and massive Schwinger models are two-dimensional QED with one mass-
less or massive fermion. Both models have been subject to intensive study in the last
decades. First of all, the exact solubility of the massless Schwinger model was discovered by
J. Schwinger more than 30 years ago [1]. Later on, Lowenstein and Swieca [2] constructed a
complete operator solution of the massless model. By carefully investigating the role of large
gauge transformations they found that these large gauge transformations have the effect of
changing the vacuum (”instanton vacuum”), and therefore a superposition of all these vacua
(”θ vacuum”) has to be introduced as a new, physical vacuum in order to render the theory
sensible (requirement of vacuum clustering). In the usual terminology of gauge theories, the
occurrence of instanton-like gauge-field configurations can be traced back to the fact that
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the boundary of Euclidean space-time is a S1, and, further, that the first homotopy group
of the gauge group is nontrivial, Π1(U(1)) = Z.
In addition, the chiral anomaly and Schwinger terms are present in these models, and
all these nontrivial field-theoretical features were one reason for the rising interest in the
Schwinger model [7,8], [11] – [14], [17,41].
However, there is another reason for the study of the Schwinger model, namely its simi-
larity to some aspects of QCD. All the above-mentioned features are present in QCD, too.
In addition, a fermion condensate is formed both in QCD and in the massless and massive
Schwinger models [3,4,18,21], and confinement is realized in the latter models in a quite
understandable way. In both models there are no fermions in the physical particle spec-
trum. The lowest physical state is a massive mesonic fermion-antifermion bound state, the
Schwinger boson. In the massless model this boson is free, and higher states are trivial free
n-particle states. In the massive model these states turn into n-boson bound states, because
the Schwinger boson is an interacting particle there [25,28,34,35].
When confinement properties are tested with external charges, the two models behave dif-
ferently, too. In the massless model widely separated probe charges are completely screened
via vacuum polarization, and the potential between the external charges approaches a con-
stant.
For the massive model this screening takes place as long as the probe charges g are
integer multiples of the fundamental fermion charge e. When g 6= ne, the potential between
the probe charges rises linearly for large distances. So ”screening” is realized in the massless
model, whereas true confinement takes place in the massive model (this feature was first
discovered in [24] within a bosonization approach, and is further discussed e.g. in [44,11,39];
see also Section 6). Therefore, the Schwinger model was studied in order to get more insight
into the phenomena of quark trapping and confinement [11,15,16].
Instanton physics was studied, too, in the Schwinger model [22,23].
In addition, because of its simplicity, the Schwinger model is often used for testing
some new methods of QFT, like light-cone quantization [46] – [51], semi-classical methods
[11,33,44] or lattice calculations [52] – [57].
As mentioned, the massless Schwinger model was first completely solved within the
operator formalism [2], and the operator approach and the specific two-dimensional method
of bosonization were mainly used in the subsequent years [15,16,24,25,9]. It took some time
until a path integral approach to the Schwinger model arose (mainly because of the problems
with the nontrivial vacuum structure) [10], [36] – [38], [3] – [6], [18] – [20].
In this article all computations are based on the path integral formalism in flat Euclidean
space-time.
This article is organized as follows:
After fixing our conventions we discuss some general features and the physical meaning of
the vacuum angle θ. Then we turn to the massless model, because it will be the starting
point for a mass perturbation theory. We discuss the relevance of the instanton vacuum
and briefly review the exact path integral solution of the massless model to the accuracy we
need in the sequel.
In a next step we compute the vacuum functional and vacuum energy density of the
massive model in mass perturbation theory by a method that is analogous to the cluster
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expansion of statistical physics. Further we prove the IR finiteness of the mass perturbation
theory and comment on the UV regularization.
With the help of the vacuum energy density we compute the fermion and photon con-
densates and the scalar and topological susceptibilities and generalize (to arbitrary order
mass perturbation theory) some recent path integral computations [44] on screening and
confinement in the massive Schwinger model.
Then we develop the Feynman rules for the mass perturbation theory, which we need
in the sequel. Actually, because of the chiral properties of the model these Feynman rules
acquire a matrix structure.
Further we compute the mass of the Schwinger boson by a direct application of this mass
perturbation theory.
From the equations of motion we derive, in Section 9, the Dyson-Schwinger equations
of the model and use them to re-express the exact n-point functions in a way that is more
suitable for the subsequent discussion of bound states, decays and scattering. From the
exact two-point function we will be able to infer the complete bound-state spectrum of the
model and find that it contains, in addition to the n-boson bound states, some further bound
states (Section 10).
Further, this exact two-point function provides information on the decay widths of all
the unstable bound states. As an illustration, we will compute the masses and decay widths
of the lowest bound states.
At last, we discuss the scattering processes of the model, where we take properly into
account all the resonances and higher production thresholds. All this may be derived from
a resummed mass perturbation theory, without further approximations.
We will use the following conventions,
gµν = δµν , ǫ01 = −i , ǫµνǫνλ = gλµ (1)
γµγ5 = ǫµνγ
ν , trγ5γµγν = −2ǫµν , γ5 = −iγ0γ1 (2)
γ0 =
(
0 i
−i 0
)
, γ1 =
(
0 1
1 0
)
, γ5 =
(
1 0
0 −1
)
(3)
and we find it convenient to keep the notation (x0, x1) in Euclidean space-time. As a
consequence, the dual field strength pseudoscalar
F =
1
2
ǫµνF
µν =
1
e
2β (4)
is imaginary (β is defined in (6)). The Lagrangian of Euclidean QED2 is
L = Ψ¯(i∂/− eA/+m)Ψ− 1
4
FµνF
µν (5)
and we use the following representation for the gauge field
Aµ(x) =
1
e
(∂µα(x) + ǫµν∂
νβ(x)). (6)
3
The pure gauge part, α, is unimportant for gauge invariant VEVs (as we deal with through-
out the article) and may therefore be set equal to zero, α ≡ 0 (Lorentz condition). Using
the electric charge e (which has the dimension of mass in two space-time dimensions) we
define the Schwinger mass
µ20 =
e2
π
(7)
which is the mass of the Schwinger boson in the massless Schwinger model. Further we need
the currents
Jµ = Ψ¯γµΨ , J
5
µ = Ψ¯γµγ5Ψ = ǫµνJ
ν
S = Ψ¯Ψ , P = Ψ¯γ5Ψ
S± = Ψ¯P±Ψ , P± =
1
2
(1± γ5) (8)
and define the Schwinger boson field, Φ, by
Jµ =:
1√
π
ǫµν∂
νΦ. (9)
On the quantized theory the following equations of motion hold (more precisely, they hold
on the physical subspace, see the remark after (103)),
∂µF
µν = eJν (10)
∂µJ5µ =
e
π
F − 2imP, (11)
which are the Maxwell and anomaly equations. In addition, the Dirac equation holds, but
we do not need it.
We use the following Feynman propagators:
massless scalar propagator
D0(x) =
1
4π
ln(x2 − iǫ) , 2D0(x) = δ(x) (12)
massless fermion propagator
G0(x) =
xµγµ
2π(x2 − iǫ) = ∂/D0(x), (13)
massive scalar propagator
Dµ(x) = − 1
2π
K0(µ|x|) , D˜µ(p) = −1
p2 + µ2
(14)
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and K0 is the McDonald function with the properties
K0(z) → −γ − ln z
2
+ o(z2) for z → 0
K0(z)→
√
π
2z
e−z for z →∞ (15)
where γ is the Euler constant.
In the sequel we will have to distinguish between two types of VEVs, namely VEVs
with respect to the massless and massive Schwinger models. The former VEVs are always
denoted by 〈〉0, the latter ones sometimes by 〈〉m and sometimes without a subscript, 〈〉.
Here we should add a last comment on our Euclidean conventions. They are chosen in
such a way that they are as similar as possible to their 1+1 Minkowski-space counterparts.
However, for this advantage we have to pay the prize that in the intermediate Euclidean
computations some quantities are unphysical (e.g. imaginary field strength F and vacuum
angle θ).
II. THE θ VACUUM
Let us briefly recall the way the vacuum angle θ enters the theory. The key observation
is the existence of large gauge transformations Gi that do not leave the vacuum invariant
and therefore give rise to an infinite number of vacua,
G1|0〉 =: |1〉 , Gn|0〉 = (G1)n|0〉 =: |n〉 (16)
and n is restricted to integer values by the requirement that gauge transformations must
act uniquely on the matter fields (here the fermion). As a consequence, gauge fields may
exist that tend to different pure gauges Gn± for the time t → ±∞. They have instanton
number k = n+ − n−, and this instanton number may be computed from the Pontryagin
index density ν(x),
ν =
∫
dx ν(x) = − ie
2π
∫
dxF (x) = k. (17)
These instantons induce transitions between different, gauge equivalent vacua (16). There-
fore, a superposition of these vacua has to be introduced as a new, physical vacuum,
|θ〉 =
∞∑
n=−∞
einθ|n〉 , Gn|θ〉 = e−inθ|θ〉 (18)
〈θ′|Oˆ|θ〉 = δ(θ − θ′)
∞∑
k=−∞
eikθ〈0|Oˆ|k〉 (19)
and in (19) we used 〈m|Oˆ|n〉 = 〈0|Oˆ|n −m〉, which holds for gauge invariant operators Oˆ.
Because all θ vacua are invariant with respect to large gauge transformations, up to a phase,
(18), the angle θ has to be included as a new physical parameter into the theory.
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From (19) we find that within the path integral approach the vacuum angle θ may be
included, e.g. for the vacuum functional of the massive Schwinger model, like
Z(m, θ) =
∞∑
k=−∞
eikθ
∫
DAµkDΨ¯DΨe
∫
dx[Ψ¯(i∂/−eA/+m)Ψ− 1
4
FµνFµν ] (20)
=
∞∑
k=−∞
∫
DAµkDΨ¯DΨe
∫
dx[Ψ¯(i∂/−eA/+m)Ψ+ 1
2
F 2+ eθ
2pi
F ] (21)
(where we used (17)) and Aµk has instanton number k. Due to the anomaly there is a third
representation for Z(m, θ). By performing a constant chiral transformation on the fermions,
Ψ→ eiβγ5Ψ , Ψ¯→ Ψ¯eiβγ5 , (22)
the change of the fermionic path integral causes the anomaly,
A = − e
π
β
∫
dxF, (23)
and in the action only the mass term is changed by this transformation. Choosing β = −θ
2
,
the θF term is cancelled and we find
Z(m, θ) =
∞∑
k=−∞
∫
DAµkDΨ¯DΨe
∫
dx[Ψ¯(i∂/−eA/)Ψ+m cos θΨ¯Ψ+im sin θΨ¯γ5Ψ+ 12F 2] (24)
Rewriting the θ-dependent part of (24) like
m(cos θS + i sin θP ) = m(eiθS+ + e
−iθS−) (25)
we conclude that general VEVs will not be holomorphic in meiθ but depend on its complex
conjugate, too, 〈〉m(meiθ, me−iθ).
There is a nice physical interpretation of θ that was extensively discussed in [25], which
we want to present now. Ignoring the fermions at the moment and treating F as the
fundamental field in (21), we find the equation of motion
F = − eθ
2π
. (26)
So θ may be interpreted as a constant background electric field.
[Remark: There is a simple and very instructive way of discussing this feature in the
Schro¨dinger picture, which we want to describe briefly (this was shown to us by R. Jackiw).
The Hamiltonian of the theory without fermion reads, in the gauge A0 = 0 (remember that
A0 has no conjugate momentum; F = ∂0A1; we temporarily introduce a finite length L for
the space direction x1)
H =
1
2
∫ L
0
dx1F
2
The quantum theory is described in the Schro¨dinger picture by operators A1(x) and F̂ (x) ≡
i δ
δA1(x)
acting on wave functionals Ψ[A1]. The Gauss law for physical states simply reads
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∂1F̂ (x)Ψ[A1] ≡ ∂1i δ
δA1(x)
Ψ[A1] = 0
with the general solution
Ψ[A1] = f(a) , a :=
∫ L
0
dx1A1(x)
where f is an arbitrary function. So there remains only one degree of freedom (the zero
Fourier component of A1). The Schro¨dinger equation reads (E . . . energy)
1
2
∫ L
0
dx1F̂
2(x)f(a) ≡ −1
2
∫ L
0
dx1
δ2
δA21(x)
f(a) = Ef(a)
with the solution
f(a) = e−iFa , E =
∫ L
0
dx1
F 2
2
= L
F 2
2
,
where F is the eigenvalue of F̂ ,
F̂ f(a) = 〈F̂ 〉f(a) =: Ff(a)
So F is just a constant field with energy density F
2
2
. Finally, when we perform a large gauge
transformation eA1 → eA1 − ∂1λ, λ(L) = λ(0) + 2πn, Ψ[A1] changes according to
Ψ[A1 − 1
e
∂1λ] = Ψ[A1]e
2piin
e
F
Therefore, the state vector Ψ[A1] changes under large gauge transformations precisely like
the θ vacuum (18), provided we make the identification F = − eθ
2π
, equ. (26), which again
shows that θ is a constant background field.]
When matter is included, it was shown in [25] that whenever θ > π (θ < −π), it is
energetically favourable to create a real particle-antiparticle pair (with fundamental charge
±e) that partially screens the background field (26). This explains the angular character of
θ.
Quantum effects further change the picture. For the massless Schwinger model (m = 0)
it is obvious from (24) that the background field is completely screened. The anomaly (23)
stems from the vacuum polarization graph in QED2 (for a lengthy discussion and explicit
computation of the QED2-anomaly see e.g. [17,19]), therefore the screening is due to vacuum
polarization. In the massive case this screening is not complete and we will find (see Section
6)
〈F 〉m ∼ −m sin θ + o(m2). (27)
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III. INSTANTON VACUUM AND ZERO MODES
The following two sections are devoted to a short review of some properties of the massless
Schwinger model which we need in the sequel. First we remember that the exact fermion
propagator in an external gauge field may be given explicitly,
Gβ(x, y) = eiγ5(β(x)−β(y))G0(x− y) (28)
(more precisely, (28) is correct for gauge fields with vanishing instanton number, k = 0.
For k 6= 0 Gβ acquires an additional term. This term, however, does not contribute to the
path integral computations which we want to perform and may therefore be omitted, see
the remark after (32)).
Further we should recapitulate some wellknown properties of the Dirac operator in an
instanton field. For sufficiently simple space-time manifolds the Dirac operator
D/ = ∂/+ ieA/ (29)
in a gauge field with instanton number k has precisely |k| zero modes, which have positive
chirality for k > 0 and negative chirality otherwise. For the Schwinger model these zero
modes may be computed explicitly (see [18,19]),
Ψβki0 =
1√
2π
(x−)i0eiβk
(
1
0
)
, k > 0 , i0 = 0 . . . k − 1,
Ψβki0 =
1√
2π
(x+)i0e−iβk
(
0
1
)
, k < 0 , i0 = 0 . . . |k| − 1, (30)
x+ = x1 + ix0 , x
− = x1 − ix0.
Next let us investigate the pure fermionic part of the path integral in an external gauge field
(for a proper treatment of the zero modes we keep a small fermion mass m that we set equal
to zero at the end of the computation).
Because of the identity
Z[Akµ] = limm→0
∫
DΨ¯DΨe
∫
dxΨ¯(iD/+m)Ψ
= lim
m→0 det(iD/ +m) = limm→0m
|k|det′(iD/+m) (31)
the vacuum functional obviously vanishes for k 6= 0 (the prime indicates omission of the zero
eigenvalues).
This remains true for VEVs of operators containing only gauge fields, because they
do not influence the fermionic integration. On the other hand, fermionic VEVs may get
contributions from nontrivial instanton sectors.
By the use of Grassmann integration rules a general fermionic VEV may be written like
〈Ψα1(x1)Ψ¯β1(y1) . . .Ψαn(xn)Ψ¯βn(yn)〉0[Akµ] =
8
lim
m→0
∑
π(1...n)
(−)σ(π)
n∏
i=1
∑
li
ψαili (xi)ψ¯
βpi(i)
li
(yπ(i))
iλli +m
m|k|
∏
l
′
(iλl +m). (32)
Here ψl(x) and λl denote eigenfunctions and eigenvalues of the Dirac operator, and the sum
just means summation of all possible Wick contractions (for a more detailed discussion see
e.g. [3,18,19]).
This expression may give a nonvanishing result when in precisely |k| Green functions
only zero modes contribute, because then the m|k| factor is cancelled by a factor m−|k|. Of
course, every zero mode has to occur exactly once because of the Pauli principle (the Pauli
principle is not explicitly written down in (32); however, because of the permutation sign
factor (−)σ(π) there is a pair-wise cancellation of all terms with identical eigenfunctions).
Therefore, a VEV of n fermion bilinears, like (32), may get contributions from instanton
sectors k = −n, . . . , n.
[Remark: for a nontrivial instanton sector k 6= 0, the remaining Green functions in (32)
(the exact fermion propagators (28)) in principle should be constructed on the subspace that
is orthogonal to the zero modes, i.e. they should satisfy
D/βkx G
βk(x, y) = 1δ(x − y)−
|k|−1∑
i0=0
ci0Ψ
βk
i0 (x)Ψ¯
βk
i0 (y)
and, consequently, read
Gβk(x, y) = eiγ5βk(x)G0(x− y)eiγ5βk(y) − eiγ5βk(x)
|k|−1∑
i0=0
ci0χ
βk
i0 (x)Ψ¯
βk
i0 (y)
= eiγ5βk(x)G0(x− y)eiγ5βk(y) −
|k|−1∑
i0=0
ci0Ψ
βk
i0 χ¯
βk
i0 (y)e
iγ5βk(y)
where
∂/xχ
βk
i0 (x) = e
iγ5βk(x)Ψβki0 (x) , ∂
µχ¯βki0 (y)γµ = Ψ¯
βk
i0 (y)e
iγ5βk(y)
(the ci0 are related to the zero mode normalizations and are unimportant for our argument).
The important point is, of course, that the additional term for Gβk contains the zero modes
and, therefore, does not contribute to the fermionic path integral (32) due to the Pauli
principle. As a consequence, in our computations we may use the simple form (28) of the
exact fermion propagator for all instanton sectors (this argument can be found e.g. in [31]).]
For further conclusions we have to specify the types of fermionic bilinears. E.g. pure
vector-like VEVs get contributions only from the trivial sector k = 0 for the following reason:
the zero modes contribute like Ψi0Ψ¯i0 ∼ P+ (for k > 0), the exact propagators are given in
(28), and therefore all vector-like VEVs look like (for k > 0)
trP+γµ1G
β
2γµ2G
β
3γµ3 . . . = 0
trP+γµ1P+γµ2G
β
3γµ3 . . . = trP+P−γµ1γµ2 . . . = 0 , etc.
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and therefore vanish.
On the other hand, VEVs of scalar or chiral bilinears do get contributions from the k 6= 0
sectors.
For densities, like S(x) = Ψ¯(x)Ψ(x) (which are the only objects we need in the sequel),
this may be inferred in a very easy fashion from the various representations of the vac-
uum functional, (20) - (24). Suppose for the moment that the fermion mass is space-time
dependent. Then the scalar VEVs of the massless model are given by (see (20))
〈
n∏
i=1
Ψ¯(xi)Ψ(xi)〉0 = 1
Z(0, θ)
n∏
i=1
δ
δm(xi)
Z[m(x), θ]|m=0 = 〈
n∏
i=1
(eiθS+(xi) + e
−iθS−(xi))〉θ=00
= einθ〈
n∏
i=1
S+(xi)〉θ=00 + ei(n−2)θ
n∑
j=1
〈S−(xj)
n∏
i=1
i6=j
S+(xi)〉θ=00 + · · ·+ e−inθ〈
n∏
i=1
S−(xi)〉θ=00 (33)
where we used (24), (25) in the first line.
Further we know from (20) that a factor eikθ indicates that the term stems from the
instanton sector k. Therefore, we may draw the conclusion that for a n-scalar VEV the
sectors k = n, n− 2, . . . ,−n contribute. In addition, we find that for a VEV of n+ positive
chirality densities S+ and n− negative chirality densities S− only the sector k = n+ − n−
contributes and that “instanton number equals chirality”.
[Remark: we gave a quite explicit construction of the vacuum structure of the massless
Schwinger model, because we need it for our further calculations. However, if one is only
interested in the vacuum structure itself, it may be shown to be an almost trivial consequence
of gauge invariance. First, imposing the Lorentz gauge condition α = 0 in the representation
(6) of the gauge field does not uniquely fix the gauge. There remains a residual gauge freedom
to introduce functions β that fulfill the condition 2β = 0. Of course, a constant β = c is a
possible choice. Requiring gauge invariance and using the anomaly result (23) (for a constant
chiral rotation c) we find for the vacuum functional∫
DΨ¯DΨDβeS[Ψ¯,Ψ,β] ≡
∫
DΨ¯DΨDβeS[Ψ¯e
icγ5 ,eicγ5Ψ,β] =
∫
DΨ¯DΨDβeS[Ψ¯,Ψ,β]−2ic
−ie
2pi
∫
dxF
and conclude ν = −ie
2π
∫
dxF = 0. Therefore, for the vacuum functional only the sector
k = 0 may contribute. The conclusion remains the same for gauge field VEVs and for vector
current VEVs. For scalar and chiral VEVs, however, things change. E.g. for the positive
chiral VEV 〈S+(x)〉0 we find∫
DΨ¯DΨDβΨ¯(x)P+Ψ(x)e
S[Ψ¯,Ψ,β] ≡
∫
DΨ¯DΨDβΨ¯(x)eicγ5P+e
icγ5Ψ(x)eS[Ψ¯,Ψ,β]−2icν
and conclude (γ5P+ = P+γ5 = P+) that ν = 1. Therefore, here only the sector k =
1 may contribute. The generalization to higher VEVs is straight forward, and we may
indeed conclude that the vacuum structure of the Schwinger model is a consequence of
gauge invariance. (For the massive model the same gauge invariance requirement leads to
the equivalence of the different representations (21), (24) for the vacuum functional Z(m, θ).
A similar discussion can be found in [26], and more about instantons and θ vacua e.g. in
[58].)]
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IV. SOLUTION OF THE MASSLESS MODEL
The key observation for the exact solution of the massless model is the fact that the
interaction term in the fermionic Lagrangian may be transformed away by a chiral rotation
(Aµ = ǫµν∂
νβ),
LΨ = Ψ¯(i∂/− eA/)Ψ = Ψ¯e−iβγ5i∂/e−iβγ5Ψ. (34)
In the fermionic path integral such a chiral rotation causes the chiral anomaly. In the model
at hand this anomaly may be computed for finite chiral rotations, too, leading to the result
for general VEVs (for θ = 0; N is the path integral normalization)
N
∫
DΨ¯DΨDβOˆ(Ψ, Ψ¯, β)eS =
N
∫
DΨ¯fDΨfDβe
∫
dxΨ¯f i∂/Ψf Oˆ(eiβγ5Ψf , Ψ¯fe
iβγ5 , β)eSeff (35)
where
Seff =
1
2e2
∫
dx[(2β)2 − e
2
π
β2β] =:
∫
dxβDβ (36)
D =
2
e2
(2− µ20) , G(x) = π(Dµ0(x)−D0(x)) , DxG(x− y) = δ(x− y). (37)
The first term in Seff is the ”photon” kinetic energy, the second one stems from the anomaly;
Ψf is the free fermion spinor.
For a further evaluation the presence of zero modes for k 6= 0 has to be taken into account.
In Oˆ(Ψ, Ψ¯, β) all Wick contractions among the fermions Ψ = eiβγ5Ψf have to be done and
the corresponding number of k zero modes and remaining n− k exact propagators have to
be inserted, according to our discussion in the last section. All this may be written down in
a compact way by introducing the generating functional for fermions in the instanton sector
k,
Zk[η¯, η] = e
ikθN
∫
Dβk
k−1∏
i0=0
(η¯|Ψβki0 )(Ψ¯βki0 |η)e−i
∫
dxdyη¯(x)Gβk (x,y)η(y)eSeff , (38)
where η, η¯ are Grassmann-valued external spinor sources.
Both exact propagator (28) and zero modes (30) depend exponentially on β, therefore
they add linear β terms to Seff , rendering thereby the β path integral Gaussian. As a
consequence, all VEVs may be computed explicitly, as we now demonstrate briefly.
E.g. for the chiral density 〈S+(x)〉0 only the k = 1 sector contributes; we have to insert
one zero mode (30) and find
〈S+(x)〉0 = eiθN
∫
Dβ trP+
1
2π
ei(β(x)+β(x))P+e
∫
dzβDβ =
11
eiθ
2π
e2G(0) = eiθ
eγµ0
4π
=: eiθ
Σ
2
(39)
where we completed the square and performed the β integration in the first step; further we
introduced the fermion condensate
Σ ≡ 〈Ψ¯(x)Ψ(x)〉θ=00 =
eγµ0
2π
. (40)
Analogously we find for the two-point functions
〈S+(x)S−(y)〉0 = −N
∫
Dβe
∫
dzβDβ ·
·tre2iγ5(β(x)−β(y))P+G0(x − y)P−G0(y − x) =
e4(G(0)−G(x−y))
4π2(x− y)2 = (
eγµ0
4π
)2e−4πDµ0 (x−y) (41)
(here only one of the two possible Wick contractions contributed due to trP+G = 0) and
〈S+(x)S+(y)〉0 = . . . = e2iθ (x− y)
2
4π2
e4(G(0)+G(x−y)) = e2iθ(
eγµ0
4π
)2e4πDµ0 (x−y). (42)
(the details of all these computations can be found e.g. in [18,19]).
Observe that in both cases the massless propagator part of G(x − y) is cancelled by a
contribution steming from the free fermion propagator or from the zero modes, respectively.
This feature remains true for all physical VEVs and shows that the only physical particle
in the Schwinger model is the massive Schwinger boson.
Further it may be seen easily that all VEVs fulfill the vacuum clustering property, e.g.
lim
x−y→∞〈S±(x)S±(y)〉0 = 〈S±(x)〉0〈S±(y)〉0. (43)
In fact, vacuum clustering is another reason that makes it necessary to introduce an instanton
vacuum.
The above calculations may be easily generalized to higher VEVs of chiral densities. The
general formula reads (see e.g. [31])
〈SH1(x1) · · ·SHn(xn)〉0 = eikθ
(Σ
2
)n
exp
[∑
i<j
σiσj4πDµ0(xi − xj)
]
(44)
k =
n∑
i=1
σi = n+ − n−
where σi = ±1 for Hi = ±. This result we need for the mass perturbation theory.
Further VEVs that may be easily found are the field strength VEV
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〈F (x)F (y)〉0 = 1
e2
2x2y〈β(x)β(y)〉0 = −µ20Dµ0(x− y)− δ(x− y) (45)
and the vector current correlator. For the latter it is most efficient to introduce a vector
current source into the path integral,
eBµ = ǫµν∂
νb (46)
eBµJ
µ =
1√
π
ǫµν∂
νbǫµλ∂λΦ =
1√
π
Φ2b =: Φλ (47)
where λ = 1√
π
2b is the source for the Schwinger boson Φ. Now the inclusion of the source
consists in the substitution β → β + b in the second (anomaly) term of the effective action
(36) and in the exact fermion propagators (28) and zero modes (30). The remaining path
integral computation is similar to the one which we discussed previously and leads to the
following VEVs (for n chiral densities, which are at the same time generating functionals
for the Schwinger boson)
〈SH1(x1) · · ·SHn(xn)〉0[λ] = eikθ
(Σ
2
)n
exp
[∑
i<j
σiσj4πDµ0(xi − xj)
]
·
· exp
[
−
∫
dy1dy2λ(y1)Dµ0(y1 − y2)λ(y2) + 2i
√
π
n∑
l=1
σl
∫
dyλ(y)Dµ0(y − xl)
]
(48)
(for an explicit computation see [33]).
Observe that, although b was needed in the intermediate computations, the final result
can be expressed entirely in terms of λ, and only massive propagators occur. This again
shows that the massive Schwinger boson is the only physical particle of the theory.
After this short discussion and formulae collection of the massless Schwinger model we
are prepared for the mass perturbation expansion of the massive model. This will be done
in the forthcoming sections.
V. VACUUM FUNCTIONAL AND VACUUM ENERGY DENSITY
By simply expanding the mass term in (20), em
∫
dxΨ¯Ψ, the Euclidean vacuum functional
for the massive Schwinger model may be traced back to VEVs of the massless model and
some space-time integrations ( [27]),
Z(m, θ) =
∞∑
n=0
mn
n!
∫
dx1 . . . dxn〈
n∏
i=1
Ψ¯(xi)Ψ(xi)〉0 (49)
where 〈∏ni=1 S(xi)〉0 = 〈∏ni=1(S+(xi) + S−(xi))〉0 may be inferred from (44). There, all
contractions among SHi(xi)SHj(xj) produce exponentials of the massive propagatorDµ0(xi−
xj). For a first, rough approximation we may use the fact that the massive scalar propagator
Dµ0(x) vanishes exponentially for large argument. Therefore, when integrating over space
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time and expanding the exponential, all contributions from Dlµ0 will be ignored for the
moment, supposing that the space time volume V is sufficiently large. In this case the
integrations in (49) just produce factors of V . Further, when inserting (44) into (49) we
have to sum over all possible distributions of n+ = n−n− pluses and n− minuses on n scalar
densities S. This results in a factor
(
n
n−
)
. Therefore we find for the n-th order term
〈
n∏
i=1
∫
dxiS(xi)〉 ∼
(Σ
2
)n
V n
n∑
n−=0
(
n
n−
)
ei(n−2n−)θ = (ΣV cos θ)n (50)
and for the normalized vacuum functional
Z(m, θ)
Z(0, 0)
∼ exp(mΣV cos θ) (51)
(we ignored terms like mnV n−1 in this approximation compared to mn−1V n−1, therefore (51)
is the first order result in m). This result is wellknown, and its consequences for the vacuum
structure and spectrum of the Dirac operator are discussed in great detail in [42].
As we have seen, the exponentials e±4πDµ0 (x) produce volume factors V upon integration,
and, consequently, they will not lead to an IR-finite perturbation expansion for V → ∞.
Therefore, we have to expand the (products of) exponentials in (49) into the functions E±(x)
E±(x) := e±4πDµ0 (x) − 1
E
(n)
± (x) := e
±4πDµ0 (x) −
n∑
l=0
1
l!
(±4πDµ0(x))l
E˜
(n)
± (p) =
∫
d2xeipxE
(n)
± (x) , E± :=
∫
dxE±(x) (52)
(where we defined some related functions for later convenience). The E±(x) decay exponen-
tially for large |x|.
Inserting the exact VEVs (44) into (49) and using the notation (52), we obtain for the
vacuum functional Z(m, θ), order by order
n=1:
m
1!
Σ
2
∫
dx(eiθ + e−iθ) =
m
1!
Σ
2
V (eiθ + e−iθ) (53)
n=2:
m2
2!
(Σ
2
)2 ∫
dx1dx2
[
e2iθe4πDµ(x1−x2) + 2e−4πDµ(x1−x2) + e−2iθe4πDµ(x1−x2)
]
=
m2
2!
(Σ
2
)2[
V 2(e2iθ + 2 + e−2iθ) + V (E+e2iθ + 2E− + E+e−2iθ)
]
(54)
n=3:
14
. . . =
m3
3!
(Σ
2
)3[
V 3(e3iθ + 3eiθ + 3e−iθ + e−3iθ)+
V 2
(
3E+e
3iθ + 3(E+ + 2E−)eiθ + 3(E+ + 2E−)e−iθ + 3E+e−3iθ
)
+
V
(
(3E2+ + E+ × E+ × E+)(e3iθ + e−3iθ) + 3(2E+E− + E2− + E+ × E− × E−)(eiθ + e−iθ)
)]
(55)
n=4:
. . . =
m4
4!
(Σ
2
)4[
V 4(e4iθ + 4e2iθ + 6 + 4e−2iθ + e−4iθ)+
V 3
(
6E+e
4iθ + 12(E+ + E−)e2iθ + 12(E+ + 2E−) + 12(E+ + E−)e−2iθ + 6E+e−4iθ
)
+
V 2
(
(15E2+ + 4E+ × E+ × E+)(e4iθ + e−4iθ)+
4(3E2+ + 9E+E− + 3E
2
− + E+ × E+ × E+ + 3E+ × E− × E−)(e2iθ + e−2iθ)+
+ 6(E2+ + 8E+E− + E
2
− + 4E+ × E− × E−)
)
+ . . .
]
(56)
. . .
where the cross indicates convolutions, e.g.
E+ × E+ × E+ ≡
∫
dy1dy2E+(y1)E+(y1 + y2)E+(y2) (57)
and we displayed the result up to the accuracy we need. Observe that the result is not
obtained by just expanding polynomials like (1 + E+(xi))
l, because e.g. a third power in
E+(xi) may contribute to V
n−3E3+ or to V
n−2E+ × E+ × E+. Concerning the dimensions,
observe that E±(x) is dimensionless and, therefore, e.g. [E±] ∼ [V ], [E±×E±×E±] ∼ [V 2],
etc.
In a next step we rearrange the terms (53) – (56) in rising powers of V :
V
1!
[
m
Σ
2
(eiθ + e−iθ) +
m2
2
(Σ
2
)2
(E+e
2iθ + 2E− + E+e−2iθ)+
m3
6
(Σ
2
)3(
(3E2++E+×E+×E+)(e3iθ+e−3iθ)+3(2E+E−+E2−+E+×E−×E−)(eiθ+e−iθ)
)
+. . .
]
+
V 2
2!
[
m2
(Σ
2
)2
(e2iθ + 2 + e−2iθ) +m3
(Σ
2
)3(
E+(e
3iθ + e−3iθ) + (E+ + 2E−)(eiθ + e−iθ)
)
+
15
m4
12
(Σ
2
)4(
(15E2+ + 4E+ × E+ × E+)(e4iθ + e−4iθ)+
4(3E2+ + 9E+E− + 3E
2
− + E+ × E+ × E+ + 3E+ × E− × E−)(e2iθ + e−2iθ)+
6(E2+ + 8E+E− + E
2
− + 4E+ × E− × E−)
)
+ . . .
]
+
V 3
3!
[
m3
(Σ
2
)3
(e3iθ + 3eiθ + 3e−iθ + e−3iθ)+
m4
2
(Σ
2
)4(
3E+(e
4iθ + e−4iθ) + 6(E+ + E−)(e2iθ + e−2iθ) + (E+ + 2E−)
)
+ . . .
]
+
V 4
4!
[
m4
(Σ
2
)4
(e4iθ + 4e2iθ + 6 + 4e−2iθ + e−4iθ) + . . .
]
+ . . .
=:
V
1!
ǫ+
V 2
2!
ǫ2 +
V 3
3!
ǫ3 + . . . (58)
This result indicates an exponentiation of the exact vacuum functional, too,
Z(m, θ)
Z(0, 0)
= eV ǫ(m,θ) (59)
where
ǫ(m, θ) = m
Σ
2
2 cos θ +
m2
2!
(Σ
2
)2
(2E+ cos 2θ + 2E−)+
m3
3!
(Σ
2
)3(
(3E2+ + E+ × E+ × E+)2 cos 3θ + 3(2E+E− + E2− + E+ × E− × E−)2 cos θ
)
+ . . .
(60)
This exponentiation, equ. (59), is, of course, very important, because it guarantees that
physical VEVs do not depend on the space-time volume V and are therefore IR-finite.
Therefore, it would be nice if equ. (59) could be proven generally. This is indeed possible
and shall be discussed next.
For this purpose, let us write Z(m, θ) as a double sum,
Z(m, θ) =
∞∑
l=0
ml
l!
l∑
n=0
V ncl,n, (61)
where the factorial has been introduced as in the perturbation expansion (49).
Because of the multinomial formula
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(ǫ(m, θ))n = (mc1,1 +
m2
2!
c2,1 + . . .)
n =
∞∑
l=0
mn+l
n∑
ki=0∑
i
ki=n,
∑
i
iki=n+l
n!
k1! . . . kn+l!
(c1,1
1!
)k1 · · · ( cn+l,1
(n + l)!
)kn+l
(62)
the exponentiation condition reads (the 1
n!
stems from the factor V
n
n!
)
cn+l,n
(n+ l)!
=
1
n!
n∑
ki=0∑
i
ki=n,
∑
i
iki=n+l
n!
k1! . . . kn+l!
(c1,1
1!
)k1 · · · ( cn+l,1
(n + l)!
)kn+l
or
cn+l,n =
n∑
ki=0∑
i
ki=n,
∑
i
iki=n+l
(n+ l)!
k1! . . . kn+l!
(c1,1
1!
)k1 · · · ( cn+l,1
(n+ l)!
)kn+l
. (63)
Next we have to answer the question where the volume factors V come from. The first power
V stems from the fact that all “propagators” E±(xi− xj) depend on coordinate differences.
Higher powers occur when the corresponding “Feynman graph” is disconnected. Let us show
a graphical example in Fig. 1.
Fig. 1
Here each wavy line represents a E±(x) and their endpoints represent “vertices” mΣ2 e
±iθ.
These Feynman rules will be discussed in detail in Section 7.
Obviously, Fig. 1 is of third power in V and of 8th power in m (8 vertices). In general,
cl,n is just the sum of all graphs of l-th order that consist of n connected pieces.
Therefore, we just have to prove that (63) is the correct combinatorial formula for the
distribution of n connected graphs of total order n + l on n+ l vertices.
But this is easy to understand. Consider e.g. a graph cl1+l2,2 consisting of two connected
pieces cl1,1, cl2,1. There are (l1 + l2)! possibilities to distribute the two connected graphs on
l1 + l2 vertices. However, l1! (l2!) ways exist to rearrange cl1,1 (cl2,1) on a given subset of l1
(l2) vertices, therefore these factors must be divided out. This leads to
cl1+l2,2 = (l1 + l2)!
cl1,1
l1!
cl2,1
l2!
and easily may be generalized to explain (63) up to the ki factors. When some connected
subgraphs ci,1 occur more than once, ki > 1, there is an additional symmetry factor
1
ki!
that
counts for the fact that an exchange of identical subgraphs ci,1 leads to the same contribution
to cn+l,n. This explains formula (63).
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So we have proven the exponentiation of the vacuum functional, (59) and, as a conse-
quence, the IR-finiteness of the mass perturbation theory. In fact, the expansion of e±4πDµ0 (x) =
(1 + E±(x)) into E±(x) is analogous to the cluster expansion of statistical physics models.
There, our result correspond to the fact that the free energy is an extensive quantity. A
more rigorous discussion of these features can be found in [29,30].
Before ending this section we want to give an explicit (numerical) formula for the lowest
orders of the vacuum energy density, ǫ(m, θ), and, as a consequence, we will meet the
problem of UV regularization. For a numerical evaluation of order m2 we have to compute
the coefficients E+ and E−. First, both E+ and E− are proportional to 1µ20
. Scaling µ0 out,
we find
µ20E+ = µ
2
0
∫
d2xE+(x) =
∫
d2x(e−2K0(|x|) − 1)
= 2π
∫ ∞
0
drr(e−2K0(r) − 1) = −8.9139 (64)
E+(x) is well behaving (E+(0) = −1), so the numerical integration is straight forward.
E−(x) is singular at x = 0, E−(x) ∼ 1x2 for x → 0, but this singularity can easily be
understood and removed in a unique way. Indeed, this singularity is just the free fermion
singularity, as can be seen by rewriting E−(x) like (see e.g. equ. (41))(Σ
2
)2
(E−(x) + 1) = 〈S+(x)S−(0)〉0 = G20(x)e4π(G(0)−G(x))
|x|→0−→ G20(x) =
1
4π2x2
. (65)
This singularity may be isolated by a partial integration:
µ20E− =
∫
d2x(e2K0(|x|) − 1) = 2π
∫ ∞
0
dr
r
(e2K0(r)+2 ln r − r2)
= 2π
[
(ln r)(e2K0(r)+2 ln r − r2)
]∞
ǫ→0 +
2π
∫ ∞
0
dr2(ln r)((K1(r)− 1
r
)e2K0(r)+2 ln r + r) (66)
(K
′
0 = −K1). Observe that the first term precisely leads to the free fermionic singularity at
the lower boundary (and vanishes at the upper boundary). So the second term is the unique
and finite result we are looking for. The numerical integration gives
µ20E− = 9.7384 (67)
In the literature there exist other UV regularizations as, e.g. the introduction of an
additional Thirring-type interaction ( [30,33]). Of course, when this Thirring-type coupling
constant is set equal to zero at the end of the computations, the result agrees with our
regularization.
With the help of (64), (67) the vacuum energy density reads
ǫ(m, θ) = mΣcos θ +
m2
µ20
(Σ
2
)2
(−8.9139 cos 2θ + 9.7384) + o(m3). (68)
Higher order contributions to ǫ(m, θ) (and to bosonic n-point functions to be discussed in
later sections) may contain logarithmic singularities like in (66) and may be regulated in a
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similar manner. However, one may perhaps hope for an even better UV behaviour in higher
order computations. After all, the model is known to be super-renormalizable (in ordinary
electrical coupling perturbation theory this feature is obvious, as the vacuum polarization
graph (= a loop of two fermions) is the only divergent diagram). So one might expect
cancellations of divergencies in higher order computations. And, indeed, for the o(m2)
contribution to the Schwinger mass precisely this happens (see Section 8, (99)). A more
detailed discussion of this problem will be given elsewhere.
VI. CONDENSATES, SUSCEPTIBILITIES AND CONFINEMENT
In this section we will try to extract some physical information from our results obtained
so far. The simplest task is the computation of the fermion condensate,
〈S(x)〉 = 〈Ψ¯(x)Ψ(x)〉 = 1
V
1
Z(m, θ)
∂
∂m
Z(m, θ) =
∂
∂m
ǫ(m, θ)
〈Ψ¯(x)Ψ(x)〉 = Σcos θ + m
2
Σ2(E+ cos 2θ + E−) + o(m2). (69)
Of course, the order zero result is the condensate of the massless Schwinger model. From
this result the pseudoscalar VEV 〈P (x)〉 may be obtained, e.g. by the substitution cosnθ →
i sinnθ (n = 0, 1, . . .),
〈P (x)〉 = 〈Ψ¯(x)γ5Ψ(x)〉 = iΣ sin θ + im
2
Σ2E+ sin 2θ + o(m
2). (70)
Another quantity that may be easily obtained is the field strength condensate (see equ. (21))
〈F (x)〉 = 2π
e
∂
∂θ
ǫ(m, θ) = −2π
e
mΣ sin θ − π
e
m2Σ2E+ sin 2θ + o(m
3). (71)
Therefore, as discussed in Section 2, whenever there is a classical background field, F ∼ θ,
there remains some effect on the quantum level and the screening is not complete in the
massive model.
Observe that there is a relation between 〈P 〉 and 〈F 〉. This is due to the anomaly
equation (11),
0 = ∂µ〈Jµ5 〉 =
e
π
〈F 〉 − 2im〈P 〉 (72)
(one-point functions are always constants because of translational invariance).
By performing a second derivative on ǫ(m, θ) one may infer the susceptibilities. For the
scalar susceptibility we get
χs =
∫
dx〈S(x)S(0)〉c = ∂
2
∂m2
ǫ(m, θ) =
1
2
Σ2(E+ cos 2θ + E−) + o(m) (73)
(the subscript c indicates the connected component; our discussion of the last section ex-
plains why only connected components may contribute to ǫ(m, θ)). For the pseudo-scalar
susceptibility the mixed contractions S+, S− get a minus sign,
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χp =
∫
dx〈P (x)P (0)〉c = 1
2
Σ2(E+ cos 2θ − E−) + o(m). (74)
The topological susceptibility is
χtop =
(−ie
2π
)2 ∫
dx〈F (x)F (0)〉c = − ∂
2
∂θ2
ǫ(m, θ) =
mΣcos θ +m2Σ2E+ cos 2θ + o(m
3). (75)
There is a relation between χp and χtop; however, this and related questions will be discussed
in a later section, where the Dyson-Schwinger equations corresponding to the equations of
motion (10), (11) are derived. More on the physical meaning of susceptibilities in two-
dimensional models may be found e.g. in [43].
A further physical feature that we are able to discuss by using our results obtained so far
is the confinement behaviour of the massive Schwinger model. This was recently discussed
in [44] in first order mass perturbation, and we follow their approach and generalize their
result to arbitrary order.
A usual way to derive the confinement property is the computation of the string tension
from the Wilson loop. The Wilson loop for a test particle of arbitrary charge g = qe is defined
as (the additional factor i in Stokes’ law is due to our Euclidean conventions (imaginary F ),
see e.g. [19,17])
WD = 〈eig
∫
∂D
Aµdxµ〉 = 〈eg
∫
D
F (x)d2x〉 = 〈e2πiq
∫
D
ν(x)d2x〉 (76)
where ν(x) is the Pontryagin index density. Further ∂D is the contour of a closed loop and
D the enclosed region of space-time. We are interested in the string tension for very large
distances; further we are able to explicitly separate the area dependence, therefore we may
set D → V in the sequel.
For the VEV of an exponential the following formula holds,
〈e2πiqν〉 = exp
[ ∞∑
n=1
(2πiq)n
n!
〈νn〉c
]
(77)
where 〈〉c denotes the connected part of the n-point function. These VEVs are given by
〈νn〉c = V
∫
dx2 . . . dxn〈ν(0)ν(x2) . . . ν(xn)〉c = V (−i)n ∂
n
∂θn
ǫ(m, θ) (78)
as is obvious from the vacuum functional (21) (as usual, disconnected VEVs are of higher
order in V ). The vacuum energy density of arbitrary order may be written like
ǫ(m, θ) =
∞∑
l=0
ǫl cos lθ (79)
where we used the symmetry of ǫ(m, θ) with respect to positive and negative instanton num-
ber, and ǫl acquires contributions from instanton sectors k = ±l. Performing the derivatives
(78) we have to separate even (∼ cos lθ) and odd (∼ sin lθ) powers of derivatives. We find
for the Wilson loop
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W = exp
[
V
∞∑
n=1
(2πq)2n
(2n)!
∞∑
l=0
(−1)nl2nǫl cos lθ + V
∞∑
n=1
(2πq)2n−1
(2n− 1)!
∞∑
l=0
(−1)nl2n−1ǫl sin lθ
]
= exp
[
V
∞∑
l=0
ǫl cos lθ
∞∑
n=1
(−1)n (2πql)
2n
(2n)!
+ V
∞∑
l=l
ǫl sin lθ
∞∑
n=1
(−1)n (2πql)
2n−1
(2n− 1)!
]
= exp
[
V
∞∑
l=0
ǫl cos lθ(cos 2πql − 1)− V
∞∑
l=0
ǫl sin lθ sin 2πql
]
. (80)
The string tension is defined as
σ := − 1
V
lnW =
∞∑
l=0
ǫl
(
cos lθ(1− cos 2πql) + sin lθ sin 2πql
)
(81)
and may be interpreted as the force between two widely separated probe charges g = qe,
where all quantum effects are included.
We find that, whenever the probe charge is an integermultiple of the fundamental charge,
q ∈ N, the charges are screened, and the Wilson loop does not obey an area law. Observe
that this result is exact !
For noninteger probe charges there is no complete screening and the string tension may
be computed perturbatively,
σ = mΣ
(
cos θ(1− cos 2πq) + sin θ sin 2πq
)
+ o(m2) (82)
showing that in the massive Schwinger model and for noninteger probe charges there re-
mains a constant force (linearly rising potential) for very large distances. So in the massive
Schwinger model true confinement is realized instead of charge screening in the general case.
Observe that this formation of a long range force is a strictly nonperturbative phenomenon
in the sense of conventional perturbation theory, because only nontrivial instanton sectors
(k 6= 0) contribute to the string tension, as is obvious from (78).
On the other hand, in the massless model arbitrary probe charges are screened. (Discus-
sions of screening and confinement in the massive Schwinger model within other approaches
may be found e.g. in [11,24,38,40,45], and the behaviour found there agrees with our result.)
VII. FEYNMAN RULES FOR MASS PERTURBATION THEORY
The interaction Lagrangian for the mass perturbation expansion reads LI = mΨ¯Ψ, see
(49). On the other hand, the formulae (44), (48) for VEVs of the massless model, that we
need for the perturbation expansion, contain chiral currents S± instead of the scalar one in
LI. As a consequence, each vertex corresponding to LI contains in fact two vertices,
m〈S(x)〉0 = m〈S+(x)〉0 +m〈S−(x)〉0 = mΣ
2
eiθ +
mΣ
2
e−iθ (83)
corresponding to the two chiralities.
Further, these two types of vertices are connected by two types of propagators, namely
S+(x)S+(y) and S−(x)S−(y) by E+(x − y), and S+(x)S−(y) and S−(x)S+(y) by E−(x −
y). Further, because all vertices may be connected to each other (see (44)), up to n − 1
21
lines E±(x − yi) may run from one vertex x to the other vertices yi for a n-th order mass
perturbation contribution.
As a consequence, the Feynman rules acquire a matrix structure. More precisely, the
propagator corresponding to the E±(x) is a matrix, which in momentum space reads
E(p) =
(
E˜+(p) E˜−(p)
E˜−(p) E˜+(p)
)
(84)
where the individual entries correspond to the individual 〈Si(x)Sj(y)〉0, i, j = ±, propaga-
tors.
Each vertex, where n propagator lines E(pi) meet, is a n-th rank tensor G0. Only two
components of this tensor are nonzero, namely
G0++···+ = mΣ
2
eiθ , G0−−···− = mΣ
2
e−iθ (85)
(corresponding to S = S+ + S−). E.g. the vertex where two propagators meet is a matrix
G0 =
(
mΣ
2
eiθ 0
0 mΣ
2
e−iθ
)
. (86)
Internal lines must be E(p) propagators; external lines, however, may be boson lines, too,
when we treat bosonic n-point functions 〈iΦ(x1) . . . iΦ(xn)〉m. In (48) we see that each boson
that is connected to a S− vertex acquires a minus sign. Therefore, the rule for a boson line
is that each vertex S = S+ + S−, where a boson line meets, is multiplied by 2
√
π times the
boson propagator −1
p2+µ20
times the pseudoscalar vector P , where
P =
(
1
−1
)
, S =
(
1
1
)
. (87)
When n bosons meet at one vertex, one may, instead of contracting that vertex with n
vectors P , contract it with one P (S) if n is odd (even). Of course, the number of indices
of the vertex must be reduced accordingly.
These Feynman rules may be given by the graphs of Fig. 2 (we display them in momen-
tum space).
...
...
...
.
...
...
Fig. 2
G
G0
1
E(p)
D˜µ0(p)
Here G denotes the renormalized coupling that may be found like follows. The bare
couplings are m〈S±〉0 = mΣ2 e±iθ, therefore the renormalized couplings are defined as
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gθ = m〈S+(x)〉m , g∗θ = m〈S−(x)〉m (88)
and G is constructed out of gθ, g∗θ like G0 out of mΣ2 e±iθ, see (85). Graphically, G is just the
sum of all graphs that may be attached to the bare vertex G0, see Fig. 3,
. + + + ...= +
Fig. 3
i.e. the sum of all graphs where a line of propagators either starts and ends at the same
point, or it ends in the vacuum with zero momentum. gθ may be easily computed to be
gθ =
mΣ
2
eiθ +
(mΣ
2
)2
(e2iθE+ + E−) + o(m3)
=: g1 + g2 + o(m
3) (89)
In fact, because of gθ = m〈S+〉m, it is related to the vacuum energy density, see (69),
gθ + g
∗
θ = m
∂
∂m
ǫ(m, θ). (90)
Further, because each vertex may be connected to all the other vertices in our theory, the
contributions to the renormalized coupling, Fig. 3, may be attached to each vertex of an
arbitrary graph and, therefore, all the vertices of the theory may be renormalized from G0
to G.
As a further example of these Feynman rules we will investigate the bosonic two-point
function in the next section (we will compute it explicitly there). In addition, we will use
these Feynman rules extensively in Sections 9 – 11.
VIII. THE SCHWINGER MASS
As usual, in order to compute VEVs for the massive Schwinger model one has to insert
the corresponding operators into the path integral (20) and divide by the vacuum functional
Z(m, θ) (see (59), (60)),
〈Oˆ〉m = 1
Z(m, θ)
〈Oˆ
∞∑
n=0
mn
n!
n∏
i=1
∫
dxiΨ¯(xi)Ψ(xi)〉0 (91)
We will find that via the normalization all volume factors cancel completely, as it certainly
has to be.
The Schwinger mass may be inferred from the Schwinger-boson two-point function. There-
fore, as a starting point for the mass perturbation computation we need the following n-point
functions of the massless model,
〈iΦ(y2)iΦ(y1)
n∏
i=1
SHi(xi)〉0 = eikθ
(Σ
2
)n
e4π
∑
k<l
σkσlDµ0 (xk−xl)·
23
·
[
Dµ0(y1 − y2) + 4π
( n∑
i=1
(−)σiDµ0(xi − y2)
)( n∑
j=1
(−)σjDµ0(xj − y1)
)]
(92)
k =
n∑
i=1
σi
which may be easily computed from the generating functionals (48).
For a perturbative computation of the Schwinger boson propagator we simply have to
insert successive orders of (92) into the perturbation formula (91). Doing so, we find up to
second order
〈iΦ(y1)iΦ(y2)〉m = 1
Z(m, θ)
[
Dµ0(y1 − y2) +m
Σ
2
(eiθ + e−iθ)V Dµ0(y1 − y2)+
4πm
Σ
2
(eiθ + e−iθ)
∫
dxDµ0(x − y1)Dµ0(x − y2)+
m2
2!
(Σ
2
)2
(e2iθ + e−2iθ)
∫
dx1dx2[Dµ0(y1 − y2) + 4π(Dµ0(x1 − y1) +Dµ0(x2 − y1))·
·(Dµ0(x1 − y2) +Dµ0(x2 − y2))]e4πDµ0 (x1−x2)+
m2
2!
(Σ
2
)2
2
∫
dx1dx2[Dµ0(y1 − y2) + 4π(Dµ0(x1 − y1)−Dµ0(x2 − y1))·
· (Dµ0(x1 − y2)−Dµ0(x2 − y2))]e−4πDµ0 (x1−x2)
]
. (93)
Inserting Z(m, θ) up to second order (see (59), (60)) and expanding the denominator in the
usual perturbative fashion, we arrive at
〈iΦ(y1)iΦ(y2)〉m = Dµ0(y1 − y2) + 4πmΣcos θ
∫
dxDµ0(x− y1)Dµ0(x− y2)+
4πm2
(Σ
2
)2
cos 2θ
∫
dx1dx2[2Dµ0(x1 − y1)Dµ0(x1 − y2) + 2Dµ0(x1 − y1)Dµ0(x2 − y2)]·
·(E+(x1 − x2) + 1)− 8πm2
(Σ
2
)2
cos 2θ V
∫
dxDµ0(x− y1)Dµ0(x− y2)+
4πm2
(Σ
2
)2 ∫
dx1dx2[2Dµ0(x1 − y1)Dµ0(x1 − y2)− 2Dµ0(x1 − y1)Dµ0(x2 − y2)]·
·(E−(x1 − x2) + 1)− 8πm2
(Σ
2
)2
V
∫
dxDµ0(x− y1)Dµ0(x− y2)
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= Dµ0(y1 − y2) + 4πm
Σ
2
cos θ
∫
dxDµ0(x − y1)Dµ0(x − y2)+
8πm2
(Σ
2
)2 ∫
dx1dx2Dµ0(x1 − y1)Dµ0(x2 − y2)[cos 2θE+(x1 − x2)− E−(x1 − x2)]+
8πm2
(Σ
2
)2
(cos 2θE+ + E−)
∫
dxDµ0(x− y1)Dµ0(x − y2)+
8πm2
(Σ
2
)2
(cos 2θ − 1)
∫
dx1dx2Dµ0(x1 − y1)Dµ0(x2 − y2) (94)
where E±, E±(x) are given in (52) and we used the x → −x symmetry of all occurring
functions. The last term stems from a disconnected part of (93) and must be subtracted.
Observe that, as claimed, all volume factors V have dropped out.
We may easily check that (94) is the right expression by depicting the corresponding
Feynman diagrams in Fig. 4
+ 4pi ( + +
+ + ... )
Fig. 4
and find that (94) and Fig. 4 coincide. Again, the last graph is disconnected and must
be subtracted.
In order to obtain the second order result for the Schwinger mass, we rewrite expression
(94) in momentum space and substitute all functions by their Fourier transforms (thereby
the convolutions turn into products; the disconnected term in (94) is omitted),
˜〈iΦiΦ〉cm(p) = −1p2 + µ20 + 4πmΣcos θ
1
(p2 + µ20)
2
+
2πm2Σ2
1
(p2 + µ20)
2
[cos 2θ(E+ + E˜+(p)) + E− − E˜−(p)] =
−1
p2 + µ20
(
1− 4πmΣcos θ 1
p2 + µ20
− 2πm2Σ2[cos 2θ(E+ + E˜+(p)) + E− − E˜−(p)] 1
p2 + µ20
)
=
−1
p2 + µ20 + 4πmΣcos θ + 2πm
2Σ2[cos 2θ(E+ + E˜+(p)) + E− − E˜−(p)] + (4πmΣcos θ)2 1p2+µ20
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+ o(m3) (95)
Therefore, for finding the mass pole, p2 has to obey the equation (after a rescaling p′2 = p
2
µ20
,
E ′± = E±(µ
2
0 ≡ 1) = µ20E± etc.)
p′2 = −1 − 4πmΣ
µ20
cos θ − 2πm
2Σ2
µ40
cos 2θ[E ′+ + E˜
′
+(p
′) +
4π
p′2 + 1
]−
2π
m2Σ2
µ40
[E ′− − E˜−(p′) +
4π
p′2 + 1
]. (96)
The second order part (the term in square brackets) may be further evaluated like (for the
cos 2θ term)
[· · ·] =
∫
d2x[e−2K0(|x|) − 1 + eip′x(e−2K0(|x|) − 1 + 2K0(|x|)] =
∫ ∞
0
drr[2π(e−2K0(r) − 1) +
∫ 2π
0
dθei|p
′|r cos θ(e−2K0(r) − 1 + 2K0(r))] =
2π
∫ ∞
0
drr[e−2K0(r) − 1 + J0(|p′|r)(e−2K0(r) − 1 + 2K0(r))] (97)
where J0 is the Bessel function of the first kind. This expression behaves well around |p′| = i
and therefore we may set |p′| = i because deviations from this value are of higher order in
m. Using I0(r) = J0(ir) we find
1
2π
[. . .] =: A =
∫ ∞
0
drr[e−2K0(r) − 1 + I0(r)(e−2K0(r) − 1 + 2K0(r))] = −0.6599 (98)
Analogously we find for the other second order term (containing the E−)
1
2π
[. . .] =: B =
∫ ∞
0
drr[e+2K0(r) − 1 + I0(r)(−e+2K0(r) + 1 + 2K0(r))] = 1.7277 (99)
In this expression (99) the nice feature of cancellation of UV divergencies occurs. Indeed,
both e2K0(r) and I0(r)e
2K0(r) diverge like 1
r2
for small r (this divergency corresponds to the
free fermion field divergency of the underlying theory that we discussed in Section 5, see
(65)), but obviously the divergencies cancel each other. In fact, this cancellation was already
observed twenty years ago in [16] within a bosonization approach.
Collecting all results we find for the Schwinger mass in second order
− p′2 ≡ µ
2
2
µ20
= 1 + 4π
m
µ0
Σ
µ0
cos θ + 4π2
m2
µ20
( Σ
µ0
)2
(A cos 2θ + B) (100)
or, inserting all numbers (remember Σ
µ0
= e
γ
2π
, equ. (40))
µ22 = µ
2
0(1 + 3.5621 ·
m
µ0
cos θ + 5.4807 · m
2
µ20
− 2.0933 · m
2
µ20
cos 2θ). (101)
For the special case θ = 0 our result (101) precisely coincides with the result in [46], where
the second order correction for θ = 0 was computed within bosonization and using near light
cone coordinates. In the same article this result was compared to a lattice calculation ( [52]),
and a good agreement is obtained within the range of the expansion parameter m
µ0
where
the lattice calculations were performed.
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IX. DYSON-SCHWINGER EQUATIONS AND EXACT N-POINT FUNCTIONS
The Schwinger boson – which we discussed in the last section – is an interacting particle
in the massive Schwinger model. As a consequence, we will find that it forms n-boson
bound states. In principle, their masses could be computed analogously to the previous
section, by a computation of the corresponding Schwinger-boson 2n-point functions and by
the determination of their mass poles.
Here we will adapt a slightly different method. We will discuss the Dyson-Schwinger
equations that follow from the equations of motion (10), (11), acquiring thereby a deeper
insight into the structure of the model. With the help of these Dyson-Schwinger equations
we will be able to re-express the n-point functions of the model in a way that is more suitable
for our discussion. We will find in this way that the spectrum of the theory is even richer
than expected. There is a second stable particle in the theory in addition to the Schwinger
boson, namely the two-boson bound state, and unstable higher bound states may be formed
out of both these stable particles. Further, we will find that both particles may occur in
final states of decays and scattering processes (see also [62–64]).
When we use the generating functional for Schwinger bosons (48) for a computation of
the Schwinger boson 2n-point function in lowest order in m, we find a contribution that may
be depicted graphically like in Fig. 5,
n n
Fig. 5
and the vertex corresponds to a coupling constant c, where
c = (4π)nmΣcos θ. (102)
Therefore, this lowest order coupling mediates an attractive force for |θ| < π
2
, and in this
range of the vacuum angle θ the formation of bound states has to be expected, at least for
sufficiently small fermion mass m. The restriction |θ| < π
2
shall be assumed in the sequel.
In the introduction we wrote down the two equations of motion that relate the field
strength operator and the fermionic vector current operator, namely the Maxwell equa-
tion (10) and the anomaly equation (11). By introducing the Schwinger boson (9) and by
eliminating the field strength we may derive the equation (expressed in real fields P , iΦ)
MxiΦ(x) := (2x − µ20)iΦ(x) = 2
√
πmP (x). (103)
(where we introduced the operator Mx for convenience).
[Remark: there is a slight difference between the equations (10), (103) and equation (11).
Whereas the anomaly equation (11) holds as an operator relation, and consequently on all
states, (10) and (103) are only true on physical states (i.e. on states that are invariant with
respect to small and large gauge transformations; for a deeper discussion of this feature see
e.g. [2,11]). However, the introduction of the θ vacuum within our path integral approach
precisely corresponds to the introduction of the physical vacuum (see Section 2). Therefore,
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for our physical VEVs we may use equ. (103), as we will verify by explicit perturbative
computations.]
Next we define the amputated, connected bosonic n-point functions (FT. . . Fourier trans-
form)
M (n)(p1, . . . , pn) = FT(Mx1 . . .Mxn〈iΦ(x1) . . . iΦ(xn)〉cm). (104)
A. Two-point function
So let us study e.g. the connected two-point function 〈iΦ(x1)iΦ(x2)〉cm. Graphically it
may be depicted like in Fig. 6.
= + 4pi ( + +
+ + + + ... )
Fig. 6
We find the following behaviour: all graphs where both boson lines meet at one and the
same vertex contain just the corrections that change this vertex from the bare one G0 to the
exact (renormalized) vertex G, see Fig. 3. In all the other graphs, each individual vertex is
renormalized in the same way, too.
So let us re-express Fig. 6 in terms of the renormalized coupling, and, in addition,
amputate the two external boson lines (and the pseudoscalar vectors P , see (87)). We
obtain Fig. 7, where we introduced the exact propagator that is defined in Fig. 8.
= +/ / / / 4pi
Fig. 7
= + + + +
+ + + + ...
Fig. 8
Here it is understood that the left and right vertices of each graph in Fig. 8 are the initial
and final ones where we amputated the bosons. We introduce for the above exact propagator
of Fig. 8 the name GΠ(p) in momentum space (matrix multiplication is understood, see the
Feynman rules of Fig. 2), because we will need it frequently
GΠ(p) := G + GE(p)G + GE(p)GE(p)G + . . . (105)
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This exact propagator Π(p) consists of a constant part (the sole vertex in Fig. 8 without
E(p) lines) that is a scalar (because two boson lines meet on this one vertex), and of a true
two-point function (depending on p), where the initial and final vertices are pseudoscalars.
Inserting all factors properly, Fig. 7 may be written like (M (2)(p, p) ≡M (2)(p))
M (2)(p) = −(p2 + µ20) + 4πm〈S〉m + 4πm2 ˜〈PP 〉cm(p) (106)
where
m〈S〉m ≡ P TGP = SiGi = gθ + g∗θ (107)
m2 ˜〈PP 〉cm(p) ≡ P TG(Π(p)− 1)P (108)
where P T = (1,−1) is the transpose of the vector P , (87), and matrix multiplication is
understood (the single vertex G we may interpret either as a two-component object that is
contracted by two vectors P or as a one-component object that is contracted by one vector
S).
This is just the momentum space version of the Dyson-Schwinger equation for the two-
point function,
My1My2〈iΦ(y1)iΦ(y2)〉 = My1δ(y1 − y2)+
4πm〈S(y1)〉mδ(y1 − y2) + 4πm2〈P (y1)P (y2)〉cm. (109)
Observe that the 〈P (y1)P (y2)〉 propagator includes an arbitrary number of bosons propa-
gating from y1 to y2, even in least order. This will be important in the sequel.
The key observation for the computation of bound states is the fact that the exact
propagator Π(p) may be resummed. This resummation relies on the following observation.
All diagrams that fall into two pieces when they are cut at a vertex, factorize in momentum
space, i.e. they are a product of two functions of p, see Fig. 8. The opposite type graphs
are called non-factorizable (n.f.).
Here we should be more precise about the cutting. We stated in Section 7 that the
vertices are tensors, so how to cut such a vertex? Suppose e.g. we have a vertex where three
lines meet and we want to cut it in a way that two wavy lines belong to the left hand side,
and one line to the right hand side. Then we rewrite the vertex like
Gijk = δijlGll′δl′k , i, j, k, l, l′ = ± (110)
where Gll′ is the vertex matrix (85,88) and the δi1···in are generalizations of the Kronecker
delta δij , i.e.
δ++···+ = δ−−···− = 1 , δi1···in = 0 otherwise (111)
Therefore, we may write for the sum of non-factorizable graphs, which we call A (see Fig.
9)
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Fig. 9
Aij(p) = Eij(p) +
∫
d2q
(2π)2
δikk′Ekl(q)Gll′El′m(q)Ek′m′(q − p)δjmm′ + . . . (112)
The matrix A(p) may be rewritten like
A(p) =
( ˜〈S+S+〉n.f.(p) ˜〈S+S−〉n.f.(p)˜〈S−S+〉n.f.(p) ˜〈S−S−〉n.f.(p)
)
(113)
The entries of this matrix are, however, related (e.g. ˜〈S−S−〉n.f.(gθ, p) = ˜〈S+S+〉n.f.(g∗θ , p),
as may be checked from the perturbative expansion) and, therefore, we find for the product
GA(p) (which we need in the sequel)
GA(p) =:
(
α(gθ, p) β(gθ, p)
β(g∗θ , p) α(g
∗
θ , p)
)
(114)
α(gθ, p) = gθ
˜〈S+S+〉n.f.(gθ, p) , β(gθ, p) = gθ ˜〈S+S−〉n.f.(gθ, p). (115)
Now we may collect all n.f. graphs in (105), Fig. 8, e.g. on the left hand side, and find that
they are again multiplied by all graphs that occur in Fig. 8. Therefore we may write for
GΠ(p) of equ. (105)
GΠ(p) = G(1+A(p)GΠ(p)). (116)
Equation (116) may be solved for Π(p) by a matrix inversion and has the solution
Π(p) =
1
N(p)
(
1− α(g∗θ , p) β(g∗θ , p)
β(gθ, p) 1− α(gθ, p)
)
(117)
where N(p) is the determinant of the matrix that had to be inverted,
N(p) = det(1− GA(p)) = 1− α(gθ, p)− α(g∗θ , p) + α(gθ, p)α(g∗θ , p)− β(gθ, p)β(g∗θ , p). (118)
We will find that the zeros of the real part of the denominator N(p) will give us all bound-
state masses, whereas its imaginary parts at the bound-state masses are related to the decay
widths.
B. Higher n-point functions
Dyson-Schwinger equations for higher n-point functions may be derived in a way that
is similar to the case of the two-point function. Before showing them we need some more
graphical rules (see Fig. 10),
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Π (p) ...
Tn.f.(p1+p2 ,p1 ,p2) ...
Rn.f.(p1 ,p2 ,p3 ,p4) ...
M(n) (p1 ... pn ) ...
/ /
/ /
Fig. 10
where M (n), of course, should have n external (amputated) boson lines.
For the three-point function e.g. we find the Dyson-Schwinger equation (in momentum
space)
M (3)(p1 + p2, p1, p2) = (2
√
π)3[m〈P 〉m +m2 ˜〈SP 〉cm(p1 + p2)
+m2 ˜〈SP 〉cm(p1) +m2 ˜〈SP 〉cm(p2) +m3 ˜〈PPP 〉cm(p1 + p2, p1, p2)] (119)
where m〈P 〉m and m2 ˜〈SP 〉cm(p) are analogous to (107), (108) whereas the last term is given
by
m3 ˜〈PPP 〉cm(p1 + p2, p1, p2) = PiPjPkGii′Gjj′Gkk′Ti′j′k′(p1 + p2, p1, p2) (120)
and Tijk is just the exact three-point function for general chiral indices and external couplings
equal to 1, see Fig. 11.
+ + + ...
Fig. 11
The essential point is that M (3), again, may be reexpressed entirely in terms of non-
factorizable n-point functions, namely
M (3)(p1 + p2, p1, p2) = (2
√
π)3PiPjPkΠii′(p1 + p2)Πjj′(p1)Πkk′(p2)·
·
(
Gi′j′k′ + Gi′lGj′mGk′nT n.f.lmn(p1 + p2, p1, p2)
)
(121)
or, graphically (see Fig. 12; we ignore an overall factor (2
√
π)3 on the r.h.s. of Fig. 12),
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Fig. 12
where the non-factorizable three-point function Tn.f. is given by Fig. 13.
= + + ...
Fig. 13
The actual validity of (121), Fig. 12, has to be checked by a closer inspection of the
Feynman graphs (it is just tedious combinatorics).
We find that the non-factorizable n-point functions in our theory play a role analogous
to the 1PI Green functions in other theories.
The four-point function M (4) may be treated along similar lines. Again, the Dyson-
Schwinger equation allows to expressM (4) in terms of 〈P . . .〉cm and 〈S . . .〉cm n-point functions
(which we show in coordinate space this time),
My1My2My3My4〈Φ(y1)Φ(y2)Φ(y3)Φ(y4)〉c =
16π2
[
m〈S(y1)〉δ(y1 − y2)δ(y1 − y3)δ(y1 − y4)+
m2δ(y1 − y2)δ(y3 − y4)〈S(y1)S(y3)〉c + perm. +
m2δ(y1 − y2)δ(y1 − y3)〈P (y1)P (y4)〉c + perm. +
m3δ(y1 − y2)〈S(y1)P (y3)P (y4)〉c + perm. +
m4〈P (y1)P (y2)P (y3)P (y4)〉4
]
(122)
Further, M (4) may be reexpressed in terms of non-factorizable n-point functions and
reads
M (4)(p1, . . . , p4) = (4π)
2PiPjPkPlΠii′(p1)Πjj′(p2)Πkk′(p3)Πll′(p4)
[
Gi′j′k′l′
+Gi′mGj′m′Gk′nGl′n′Rn.f.mm′nn′(p1, p2, p3, p4)
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+
(
Gi′j′m(Πmm′(p1 + p2)− δmm′)δm′k′l′ + perm.
)
+
(
Gi′j′mΠmm′(p1 + p2)T n.f.m′nn′(p1 + p2, p3, p4)Gnk′Gn′l′ + perm.
)
+
(
Gi′mGj′m′T n.f.mm′n(p1 + p2, p1, p2)Gnn′Πn′r(p1 + p2)T n.f.rr′s(p3 + p4, p3, p4)Gr′k′Gsl′ + perm.
)]
(123)
where momentum conservation requires p1+ p2 = p3+ p4. Graphically, this identity may be
depicted like in Fig. 14 (again we suppress an overall factor (2
√
π)4 in Fig. 14).
= + +
( - )+ perm +
+ perm +
+ perm
/ /
/ /
Fig. 14
The permutations in Fig. 14 contain all attachments of the external Π(pi) lines that are
topologically distinct (i.e. 3, 6 and 3 permutations).
Observe that in each of the third type diagrams of Fig. 14 the lowest order diagram
has to be subtracted in order to avoid an overcounting (this is so because Π(p) contains the
lowest order, GΠ(p) = G + o(g2θ)).
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X. BOUND-STATE MASSES AND DECAY WIDTHS
A. General bound-state structure
We claimed at the end of Subsection 9.1 that we could infer all the boson states and
decay widths from the two-point function Π(p), (117), which we want to discuss now. First,
observe that the Π(p) propagator also occurs in higher bosonic n-point functions. E.g. for
M (4) (Fig. 14), when one takes the third type of diagrams and inserts the lowest order
(Π ∼ 1) for the four external Π(pi) lines, there remains precisely an internal Π(p1 + p2)
propagator (times G). Therefore it is not a surprize that we can provide information on
higher bosonic states, too, from Π(p). In fact, most of the information may be inferred
from the denominator N(p), (118), of Π(p). The zeros of the real part of N(p) will give all
the bound-state masses of the theory – at least the leading order contribution – and the
imaginary parts will give the corresponding decay widths ( [35,62,63]).
This denominator N(p) reads, in lowest order
N(p) = 1− α(gθ, p)− α(g∗θ , p) (124)
where, again in lowest order
α(gθ, p) = gθE˜+(p) , β(gθ, p) = gθE˜−(p) , gθ = m
Σ
2
eiθ (125)
and the E˜±(p) are the exponentials of bosonic propagators,
E˜±(p) =
∞∑
n=1
(±1)ndn(p) , dn(p) := (4π)
n
n!
D˜nµ0(p). (126)
The dn(p) are just n-boson blobs (see Fig. 15 for d2, d3)
,
Fig. 15
and have the following properties: at s = −p2 = (nµ)2, dn(p) has a singularity (real
particle production threshold), and above this threshold it has an imaginary part. Therefore,
slightly below the threshold (nµ)2, dn(p) is large enough to balance the coupling constant
and make the real part of N(p), (124), vanish,
mΣcos θdn(p) ∼ 1 + o(m) (127)
and, therefore, causes an n-boson bound state. At the position of the two-boson bound state,
s =M22 = 4µ
2−∆2, N(p) has no imaginary part and, therefore, the two-boson bound state
is stable. At the three-boson bound-state mass M3, d2(s = M
2
3 ) has an imaginary part and,
therefore, a decay into two Schwinger bosons (with mass µ) is possible. For higher n-boson
bound states the functions d2, . . . , dn−1 have imaginary parts at M2n , therefore decays into
2, . . . , n− 1 Schwinger bosons are possible.
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So far this is a lowest order reasoning, but we will find that we have to take into account
some higher order effects, too, in order to obtain the physical spectrum of the theory.
One higher-order effect may be understood easily. Remember that the α(gθ, p) of (124)
stems from the non-factorizable two-point functionA, (114), (in fact, α is the ++ component
of GA). To get more insight, let us rewrite A in terms of internal bosons, see Fig. 16.
+ + ... + + ... + + ...
Fig. 16
We find that the one-boson line propagating from the initial to the final external vertex
acquires no correction, because such corrections would be factorizable and are, therefore,
excluded from α. On the other hand, all the higher dn(p), n ≥ 2, do get corrections.
This means that for the computation of the lowest pole mass (the Schwinger mass)
one needs the bare Schwinger mass as an input, and the renormalized Schwinger mass is
provided by the computation. For the higher bound states, on the other hand, one needs the
renormalized Schwinger mass as an input in order to compute the bound-state mass poles.
The reason is that the mass corrections for the bosons just shift the position of the threshold
singularity and are therefore important in lowest order. There are other corrections present,
too (internal boson interactions), however, they are unimportant in lowest order.
This result is very plausible physically: the higher bound states should consist of physical
Schwinger bosons with their physical masses µ (not the bare masses µ0).
Therefore we redefine the dn(p) (n ≥ 2) for the rest of the paper to be
dn(p) :=
(4π)n
n!
D˜nµ(p). (128)
So we found, up to now, bound states composed of an arbitrary number of Schwinger
bosons, where µ and M2 are stable, and the higher bound states are unstable.
However, this can not yet be the whole story. To understand why, look at the lowest
order contribution to the three-point function, Fig. 12, with one incoming Π(p1), one vertex
and two outgoing Π(p2), Π(p3). Suppose the incoming Π(p1) is at the mass −p21 = M2n of a
sufficiently heavy unstable bound state. For a decay into stable final particles all the stable
mass poles of Π(p2), Π(p3) are possible. But by our above arguments the mass pole of the
stable M2 particle is present in Π(pi) as well as the mass pole of the Schwinger boson µ.
Therefore, Fig. 12 describes decays into M2 particles as well as µ particles. On the other
hand, we did not find imaginary parts (up to now) in N(p) that describe decays into some
M2, so obviously something is missing.
The M2 bound state itself was found by a resummation, therefore it is a reasonable idea
to use the higher order contributions to α, β for a further resummation. α and β are just
components of the non-factorizable propagator A(p), (114), so let us investigate it more
closely.
By a partial resummation we may find the following contribution to A(p),
Hii′(p) :=
∫ d2q
(2π)2
δijkAjj′(q)Gj′lΠll′(q)Al′k′(q)Akm(q − p)δi′k′m. (129)
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This is just a blob where A(q − p) runs along one line, the other terms run along the other
line. We want to discuss the µ-M2 contribution, therefore we substitute A(q − p) by its
lowest order, one-boson part,
A(q − p) ∼ 4πD˜µ(q − p)
(
1 −1
−1 1
)
(130)
and the two further A(q) by their lowest order contribution
A(q) ∼
(
E˜+(q) E˜−(q)
E˜−(q) E˜+(q)
)
(131)
The resummation that we need in (129) is taken into account by Π(q). With these restrictions
H(p) corresponds to the graph of Fig. 17.
Fig. 17
Observe that all internal bosons may be renormalized to their physical masses µ, because
this does not spoil non-factorizability in Fig. 17. The two factors A(q) in (129) are necessary
in order to avoid an overcounting, but they cannot influence the presence of higher poles in
Fig. 17.
Now suppose that H(p) is at the M2 + µ-threshold, s = −p2 = (M2 + µ)2. Then
D˜µ(q− p) is at its µ-singularity and Π(q) at its M2-singularity, and Fig. 17 corresponds (up
to a normalization) to a µ-M2 two-boson loop, i.e. Fig. 17 may effectively be substituted
by Fig. 18,
+ + ...=
Fig. 18
where the double line represents the two-boson bound-state propagator.
Therefore, H(p) is singular at −p2 = (M2 + µ)2, and has a large real part slightly
below and a large imaginary part slightly above this threshold. As a consequence, when the
contribution of H(p) to α(p) is taken into account in the denominator N(p), (118,124), it
will give rise to a further µ-M2 bound state slightly below s = (M2 + µ)
2. Further it will
open the µ-M2 decay channel at s = (M2 + µ)
2.
Now suppose we put Π(q) in (129) on a higher (unstable) bound-state mass Mn, n > 2.
Then in the denominator N(q) of Π(q) the real part again vanishes, but there remains an
imaginary part. Therefore, H(p) is finite and imaginary at s = −p2 = (Mn+µ)2 and cannot
give rise to a µ-Mn bound-state formation.
Further, because there is no threshold singularity at s = (Mn + µ)
2, this means that no
new decay channel opens at that point (i.e. the imaginary part of H(p) varies smoothly
around s ∼ (Mn+ µ2)), which simply means that the unstable higher n-boson bound states
are no possible final states (of course, they are possible as intermediate resonances).
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We could substitute the one-boson line in Fig. 17 by another AGΠA line and would find
that this graph behaves like aM2-M2 blob near s = (M2+M2)
2, and we could allow for even
moreAGΠA lines. The physical picture that evolves from these considerations is like follows:
in addition to the unstable n-boson bound states there exist further (unstable) bound states
that are composed of Schwinger bosons µ and (stable) two-boson bound states M2. Further,
the unstable bound states may decay into all combinations of µ and M2 particles that are
possible kinematically. The imaginary parts of the corresponding n-particle blobs (where
particle means µ or M2) are large near their thresholds, therefore there is a kinematical
tendency to rise the decay probabilities for decays with small kinetic energy. This is not so
surprizing, because in 1+1 dimensions the phase space ”volume” does not grow with kinetic
energy.
Further we want to emphasize the following point for later convenience. We found, by
a further resummation, contributions to N(p) that may be substituted by a n-particle blob
that contains µ and M2 bosons (or only M2), near their respective n-particle thresholds.
This is true for the real parts. The imaginary parts are given precisely by the threshold
singularities which stem solely from the n-particle blobs. Therefore, the imaginary parts of
these resummed contributions may be substituted by the corresponding imaginary parts of
the n-particle blobs for arbitrary values of p.
Finally let us briefly comment on the special case θ = 0. Here parity is conserved
and we have to investigate scalar (SGΠ(p)S) and pseudoscalar (PGΠ(p)P ) propagators
separatly. We find a partial cancellation between numerator and denominator in (117)
(α(gθ=0, p) ≡ α(g∗θ=0, p), etc.)
SGΠ(p)S = mΣ
1− α(gθ=0, p)− β(gθ=0, p)
PGΠ(p)P = mΣ
1− α(gθ=0, p) + β(gθ=0, p) (132)
and, therefore, using the lowest order expression (125), we find that the odd (even) n-boson
blobs dn(p) are cancelled in SGΠ(p)S (PGΠ(p)P ), so that only even (odd) mass poles remain.
Of course, these parity considerations may be generalized easily to the mixed bound states
(where each µ is odd and each M2 is even).
B. n-boson bound-state masses
The mass pole equation of the n-boson bound state in lowest order is given by (see (127))
fn(p) := 1−mΣcos θdn(p) = 0 (133)
For the Schwinger boson (n = 1) this equation reads
1 = mΣcos θ
−4π
p2 + µ20
(134)
with the solution
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− p2 =: µ21 = µ20 + 4πmΣcos θ =: µ20 +∆1 (135)
(we will denote the lowest order corrections to all the pole masses M2n by ∆n).
When we want to recover the second order result for the Schwinger mass of Section 8 we
have to include all terms of N(p), (118). The mass pole equation up to second order reads
1 =
−4π
p2 + µ20
(g1 + g
∗
1 + g2 + g
∗
2) + (g1 + g
∗
1)E˜
(1)
+ (p)−
g1g
∗
1
[
(E˜
(1)
+ (p) +
−4π
p2 − µ20
)2 − (E˜(1)− (p)−
−4π
p2 + µ20
)2
]
(136)
where g1 (g2) are the first (second) order contributions to gθ (see (89)) and E˜
(1)
± (p) are the
exponentials E˜±(p) without the one-boson term, see (52). In (136), the g1g∗1(E˜
(1)
± (p))2 parts
are, in fact, o(m3), and may be omitted. The solution to (136) is
µ22 := −p2 = µ20
[
1 + 4π
Σm
µ20
cos θ + 2π
m2Σ2
µ40
(
(E+ + E˜
(1)
+ (1)) cos 2θ + E− − E˜(1)− (1)
)]
(137)
and, indeed, coincides with (96) of Section 8 that was obtained by a direct perturbative
calculation.
For the two-boson bound state mass in lowest order we have to solve
1 =
1
2!
(g1 + g
∗
1)16π
2 ˜(D2µ)(p) (138)
where now µ is the physical Schwinger mass (137) including fermion mass corrections. (D˜2µ)(p)
is just the two-boson blob of Fig. 15 and may be evaluated by standard methods:
(D˜2µ)(p) =
∫ d2q
(2π)2
−1
q2 + µ2
−1
(q − p)2 + µ2 =
∫ d2q
(2π)2
∫ 1
0
dx
[q2 + 2pq(x− 1) + p2(1− x) + µ2]2
=
1
4π
∫ 1
0
dx
p2x(1− x) + µ2 =
1
π(−p2)
∫ 1
0
dy
y2 + ( 4µ
2
−p2 − 1)
=
1
π(−p2)
1
R(p2)
arctan
1
R(p2)
, (139)
R(p2) :=
√
4µ2
−p2 − 1 (140)
where we used the fact that, for the bound state, −p2 has to be beyond the threshold,
−p2 < 4µ2.
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Now we simply have to insert this result into (138) in order to get the mass pole:
1 =
8πmΣcos θ
(−p2)
1
R(p2)
arctan
1
R(p2)
. (141)
For small fermion mass m R(p2) is very small, too. Therefore, the leading order result
will stem from a matching between these two factors, where we may set 1−p2 =
1
4µ2
and
arctan 1
R(p2)
= π
2
. Doing so we get
R(p2) =
π2mΣcos θ
µ2
(142)
or
M22 := 4µ
2 1
1 + (π
2mΣcos θ
µ2
)2
≃ 4µ2(1− π
4m2Σ2 cos2 θ
µ4
) =: 4µ2 −∆2, (143)
M22 = 4µ
2(1− 7.83m
2
µ20
cos2 θ + o(
m3
µ30
)) (144)
which is of second order in m. Again, this result coincides with the one from a direct
perturbative calculation ( [34]).
For the computation of the three-boson bound-state mass M3 we need the three-boson
propagator d3 and find, in lowest order (see (133))
1 =
1
3!
mΣcos θ · 64π3D˜3µ(p) (145)
or, after a rescaling p→ p
µ
to dimensionless momenta
1 =
64π3
6
mΣ
µ2
cos θ D˜3µ(p). (146)
D˜3µ(p) is given by the three-boson loop of Fig. 15 (in the sequel we introduce positive squared
momentum s = −p2 > 0)
D˜3µ(p) = −
∫ d2q1d2q2
(2π)4
1
(p+ q1 + q2)2 + 1
1
q21 + 1
1
q22 + 1
=
−2
∫ 1
0
dx
∫ x
0
dy
∫
d2q1d
2q2
(2π)4
1[
q21 + 1 + (q
2
2 − q21)x+ ((p+ q1 + q2)2 − q22)y
]3 =
∫ dx
(4π)2
∫ x
0
dy
s(xy − x2y − y2 + xy2)− x+ x2 − xy + y2 =
∫
dx
8π2(1− s(1− x))
∫ x
2
0
dz
z2 + T 2(s, x)
=
39
∫ 1
0
dx
8π2(1− s(1− x))
1
T (s, x)
arctan
x
2T (s, x)
, (147)
T 2(s, x) =
x2 − sx2(1− x) + 4x(1− x)
4(s(1− x)− 1) , (148)
where, as usual, we introduced Feynman parameter integrals and performed the momentum
integrations. Further, the first Feynman parameter integral could be done analytically. The
numerator of T 2 has a double zero at s = 9:
9x(x− 2
3
)2. (149)
This double zero is in the integration range of x and is precisely the threshold singularity.
Setting
s = 9−∆3 (150)
in the numerator of T 2 in the factor 1
T
, and s = 9 everywhere else, where it is safe, one
arrives at:
1
12π2
∫ 1
0
dx√
|9x− 8|
arctan
√
x|9x−8|
3(x− 2
3
)√
(x− 2
3
)2x+ ∆3
9
x2(1− x)
=: I(∆3). (151)
The mass-pole equation reads
1 =
64π3
6
mΣcos θI(∆3) (152)
and must be evaluated numerically. It gives rise to an extremely tiny mass correction ∆3.
For sufficiently small m it is very well saturated by
∆3(mΣcos θ) ≃ 6.993 exp(− 0.263
mΣcos θ
) (153)
and is therefore smaller than polynomial in m. (I checked the numerical formula (153)
for 30 < 1
mΣcos θ
< 1000, corresponding to 10−2 < ∆3 < 10−100, but I am convinced that
it remains true for even larger 1
mΣcos θ
; however, there the numerical integration is quite
difficult because of the pole in (151).)
We conclude that the three-boson bound state mass is nearly entirely given by three
times the Schwinger boson mass (we change back to dimensionfull quantities now),
M23 = 9µ
2 −∆3 , ∆3 = 6.993µ2 exp(−0.263 µ
2
mΣcos θ
) (154)
or, differently stated, that the binding of three bosons is extremely weak.
Therefore it holds that M3 > µ +M2, and, consequently, a decay of M3 into µ +M2 is
possible. This has the consequence that the three-boson bound state is unstable even for
θ = 0.
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C. A mixed bound-state mass
For our further discussion we will need the residues of the propagator Π(p) at its various
mass poles. The n-boson mass poles were, in leading order, the zeros of the functions fn(p),
see (153). Therefore, we need the first Taylor coefficient cn of each fn(p) at its mass pole
M2n = (nµ)
2 −∆n (n ≥ 2) or M21 = µ20 +∆1,
fn(s) ≃ cn(s−M2n) , cn =
d
ds
fn(s)|s=M2n (155)
where s = −p2. The cn may be easily obtained from our mass computations. From (134)
and (141) we find for c1 and c2
c1 =
1
4πmΣcos θ
=
1
∆1
(156)
c2 =
µ2
8π4(mΣcos θ)2
=
1
2∆2
(157)
For the computation of c3 we observe that because of formulae (150), (153) mΣcos θd3(s)
may be written, in the vicinity of s =M23 , like
mΣcos θd3(s) ∼ mΣcos θ
0.263
ln
6.993µ2
9µ2 − s . (158)
Therefore, we find the Taylor coefficient
c3 =
mΣcos θ
0.263∆3
. (159)
Further we need, for the computation of the lowest mixed bound-state mass M1,1 (which
is composed of one M2 and one µ ≡ M1), the residues of the propagator Π(p) at the two
lowest mass poles. The denominator N(p), (118), is given by (155), and for the numerator
of Π(p), (117), we use α(gθ, s ∼ M2n) ∼ gθE˜+(s ∼ M2n) ∼ gθgθ+g∗θ , etc., which holds near the
pole, see (124) – (127), and find (here n = 1, 2)
Π(s ∼M2n) ∼
1
(gθ + g
∗
θ)cn(s−M2n)
(
gθ (−1)ng∗θ
(−1)ngθ g∗θ
)
(160)
For the computation of the µ-M2 bound state we need, in addition, the matrix A, (113), at
the n-boson mass poles (here n 6= 1, because there A itself has a pole like (160)),
A(s = M2n) =
1
gθ + g∗θ
(
1 (−1)n
(−1)n 1
)
(161)
Now we are prepared for the computation of theM1,1 mixed bound-state mass. In Subsection
10.1 we claimed that we could substitute the resummed contribution H(p) to N(p), see (129)
and Fig. 17, near its threshold by a two-particle blob consisting of one µ and oneM2 (times a
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not yet specified factor), see Fig. 18. This we achieve by inserting expression (160) for Π(p)
near its two poles µ, M2, into (129), and by using (161) for the remaining A(−q2 ∼ M22 ).
Althogether we find for H(p) near its threshold
Hii′(−p2 ∼ (M2 + µ)2) ∼
∫
d2q
(2π)2
δijk
1
gθ + g
∗
θ
(
1 1
1 1
)
jj′
(
gθ 0
0 g∗θ
)
j′l
1
(gθ + g
∗
θ)c2(−q2 −M22 )
·
·
(
gθ g
∗
θ
gθ g
∗
θ
)
ll′
1
gθ + g
∗
θ
(
1 1
1 1
)
l′k′
1
(gθ + g
∗
θ)c1(−(q − p)2 − µ2)
(
1 −1
−1 1
)
km
δi′k′m =
δijk
(
1 1
1 1
)
jj′
(
1 −1
−1 1
)
kk′
δi′j′k′
∫
d2q
(2π)2
1
(gθ + g
∗
θ)
2c1c2(−q2 −M22 )(−(q − p)2 − µ2)
(162)
The contribution of Hii′ to α(gθ) + α(g
∗
θ) in the denominator N(p), (124), is
gθH++(p) + g
∗
θH−−(p) =: (gθ + g
∗
θ)d1,1(p) =
(gθ + g
∗
θ)
∫
d2q
(2π)2
8π4mΣcos θ
µ2(q2 +M22 )
4π
(p− q)2 + µ2 =
32π5m2Σ2 cos2 θ
2πµ2w¯(s,M22 , µ
2)
(
π+
arctan
2s
w¯(s,M22 , µ
2)− 1
w¯(s,M22 ,µ
2)
(s + µ2 −M22 )(s− µ2 +M22 )
)
(163)
w¯(x, y, z) := (−x2 − y2 − z2 + 2xy + 2xz + 2yz) 12 (164)
where s = −p2 ∼ (µ+M2)2. The µ-M2 bound-state mass fulfills the equation
1 = (gθ + g
∗
θ)d1,1(p) (165)
with the solution in leading order (here M1,1 denotes the µ-M2 bound-state mass)
M21,1 = (µ+M2)
2 −∆1,1 , ∆1,1 = 32π
10(mΣcos θ)4
µ6
(166)
which is valid for sufficiently small ∆1,1. M1,1 was computed from a two-boson blob (Fig.
18), like M2, therefore the Taylor coefficient of (s−M21,1) is analogous to c2, equ. (157),
c1,1 =
1
2∆1,1
=
µ6
64π10(mΣcos θ)4
. (167)
Further, the above equ. (162) shows that the µ-M2 blob d1,1(p) enters into the functions α,
β of A, (113), like any other odd n-boson blob dn(p).
In principle, even higher mixed bound-state masses could be computed along similar
lines, but we want to change now to the computation of the decay widths of the lowest
unstable bound states.
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D. Decay width computations
In order to find the decay widths of some bound states, we have to examine the imaginary
parts of the denominator N(p) in the vicinity of the corresponding mass poles. Using the
first order approximation (125) for α, β we find for N(p) ( e.g. in the vicinity of s ∼M23 for
definiteness)
N(p) ≃ 1−mΣcos θE˜+(p) + m
2Σ2
4
(E˜2+(p)− E˜2−(p))
= 1−mΣcos θ(d1(p) + d2(p) + d1,1(p) + d3(p) + . . .) +
m2Σ2
(
d1(p)(d2(p) + d4(p) + . . .) + d1,1(p)(d2(p) + d4(p) + . . .) +
d3(p)(d2(p) + d4(p) + . . .) + . . .
)
(168)
where we included the µ-M2 blob d1,1, as discussed above, because we need it for the subse-
quent discussion (we ignore, for the moment, higherM2 blobs that are, in principle, present).
Near s = M23 the real part of (168) is given by c3(s−M23 ) and we find
N(s ∼M23 ) ∼ c3(s−M23 )− imΣcos θ(Imd2(s ∼M23 ) + Imd1,1(s ∼M23 )) +
im2Σ2d3(s ∼M23 )Imd2(s ∼M23 ) + o(m2)
= c3(s−M23 )− imΣ(cos θ −
1
cos θ
)Imd2(M
2
3 )− imΣcos θ Imd1,1(M23 ) + o(m2)
(169)
where we used d3(M
2
3 ) ∼ 1mΣcos θ , see (133).
This computation may be generalized and tells us that parity forbidden imaginary parts
(decay channels) acquire a factor (cos θ− 1
cos θ
), whereas parity allowed imaginary parts have
the usual cos θ factor.
[Remark: There seems to be something wrong with the sign of the parity forbidden
imaginary part (the d2 term). Actually the sign is o.k. and the problem is a remnant of the
Euclidean conventions that are implicit in the whole computation (see Section 1). In these
conventions θ is imaginary and therefore (cos θ− 1
cos θ
) ≥ 0. Of course, this is not a reasonable
convention for a final result. When performing the whole computation in Minkowski space
and for real θ, roughly speaking, the roles of E+ and E− are exchanged in (168). This gives
an additional relative sign between parity even and odd n-boson propagators and, therefore,
changes the factor of d2 to (
1
cos θ
− cos θ), which is ≥ 0 for real θ. We will keep this remark
in mind and express the final results in Minkowski space and for real θ.]
Now we may find the M3 decay widths by comparing the inverse of (169) to the general
formula
G(p) ∼ const.
s−M2 − iMΓ , (170)
where Γ is the decay width. We find (for real θ)
1
N(s ∼M23 )
≃ const.
s−M23 − imΣc3
[
( 1
cos θ
− cos θ)Im d2(M23 ) + cos θIm d1,1(M23 )
] . (171)
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Next we need the imaginary parts Im d2, Im d1,1. Both of them stem from a two-boson blob,
so let us write down the general result (which is standard) (s = −p2)
Im ˜(DM1DM2)(s) = Im ∫ d2q(2π)2 −1q2 +M21
−1
(p− q)2 +M22
=
1
2w(s,M21 ,M
2
2 )
, (172)
w(x, y, z) = (x2 + y2 + z2 − 2xy − 2xz − 2yz) 12 . (173)
Therefore we can write for (171) (where the normalization factors of d2 and d1,1 are
c21
2
and
c1c2, respectively)
const.
s−M23 − imΣc3 ( 1cos θ − cos θ) 4π
2
w(M23 ,µ
2,µ2)
− i (mΣ cos θ)2
c3
16π5
µ2w(M23 ,µ
2,M22 )
(174)
and therefore, by using the approximations
w(M23 , µ
2, µ2) ≃ w(9µ2, µ2, µ2) = 3
√
5µ2 (175)
w(M23 ,M
2
2 , µ
2) ≃ w(9µ2,M22 , µ2) = 2
√
3µ
√
∆3 + o(m
2), (176)
we find the following results:
ΓM3→2µ = 0.263
4π2∆3
9
√
5µ
(
1
cos2 θ
− 1)
≃ 3.608µ( 1
cos2 θ
− 1) exp(−0.929 µ
m cos θ
) (177)
and
ΓM3→µ+M2 = 0.263
4π3∆3
3
√
3µ
≃ 43.9µ exp(−0.929 µ
m cos θ
) (178)
where we inserted the numerical value Σ = e
γµ
2π
= 0.283µ.
The ratio of the two partial decay widths does not depend on the approximations that
were used for the M3 computation,
ΓM3→2µ
ΓM3→µ+M2
=
1
cos2 θ
− 1√
15π
. (179)
Analogously we may compute the decay width of the mixed bound state M1,1, starting from
N(s ∼M21,1) ≃ c1,1(s−M21,1)− imΣ(
1
cos θ
− cos θ)Imd2(M21,1) (180)
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which leads to the decay width
ΓM1,1→2µ =
28π12(mΣcos θ)5
9
√
5µ9
(
1
cos2 θ
− 1) ≃ 21340µ(m cos θ
µ
)5(
1
cos2 θ
− 1) (181)
for the decay M1,1 → 2µ. This decay is parity forbidden, and therefore M1,1 is stable for
θ = 0.
In principle, we could have computed the above decay widths by another method, too,
namely by the use of the resummed three-point function of Fig. 12. Choosing the first
graph on the r.h.s. of Fig. 12 (consisting of three exact propagators and one pure vertex),
we could precisely rederive our results (177), (178), and (181).
XI. SCATTERING
A. Two-dimensional kinematics
For a discussion of scattering processes we need some basic facts about two-dimensional
kinematics. We will restrict our discussion to elastic scattering. Suppose we have two
incoming particles with masses M1, M2 and momenta p1, p2, and two outgoing particles,
again with masses M1, M2, and with momenta p3, p4. Momentum conservation requires
p := p1 + p2 = p3 + p4 (182)
and all momenta are Minkowskian in the sequel. In the center of mass system we may write
p1 =
(√
k2 +M21
k
)
, p2 =
(√
k2 +M22
−k
)
p3 =
(√
k2 +M21
±k
)
, p4 =
(√
k2 +M22
∓k
)
(183)
where in p3, p4 the first sign is for transmission, the second sign is for reflexion. For the
kinematical variables we find for transmission
s = (p1 + p2)
2 = 2k2 +M21 +M
2
2 + 2
√
(k2 +M21 )(k
2 +M22 )
tT = (p1 − p4)2 = −2k2 +M21 +M22 − 2
√
(k2 +M21 )(k
2 +M22 )
uT = (p1 − p3)2 = 0 (184)
and for reflexion
s = (p1 + p2)
2 = 2k2 +M21 +M
2
2 + 2
√
(k2 +M21 )(k
2 +M22 )
tR = (p1 − p4)2 = 2k2 +M21 +M22 − 2
√
(k2 +M21 )(k
2 +M22 )
uR = (p1 − p3)2 = −4k2 (185)
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When the two masses are equal, the two particles are identical in our theory and the discrim-
ination between transmission and reflexion does not make sense. The kinematical variables
turn into
s = (p1 + p2)
2 = 4(k2 +M2)
t = (p1 − p4)2 = −4k2
u = (p1 − p3)2 = 0 (186)
The elastic scattering cross section of two particles is given by
σMaMb→MaMb(s) =
Csym|M(s)|2
2w2(s,M2a ,M
2
b )
(187)
where w is defined in (173), M is the transition matrix element and Csym is a symmetry
factor that takes into account identical particles in the final state (Csym =
1
n1!n2!
for n1
particles M1 and n2 particles M2 in the final state). As it stands, expression (187) holds
provided that the initial and final particle propagators are normalized in the usual fashion
(∼ 1
s−M2i
). Otherwise, (187) is multiplied by the normalization factors (the residues of the
propagators).
B. Scattering processes
Finally we are prepared for a discussion of scattering. Let us focus for the moment on the
lowest order graph of Fig. 14 for the four-point function (123). It consists of four external
exact propagators Π(pi) and a simple vertex as the lowest order transition matrix element.
The Π(pi) contain two stable-particle mass poles, µ and M2, therefore this graph describes
µ and M2 scattering (this remains true for higher order contributions; as a consequence, the
same transition matrix elements contribute to µ and M2 scattering processes, and they may
only differ by some kinematical and normalization factors).
Let us consider elastic scattering of two Schwinger bosons for definiteness. Then each
external Π(pi) propagator is odd and contributes to the graph like (si = −p2i )
Πjk(si = µ
2)Pk =
4π(gθ + g
∗
θ)
si − µ2
(
1
−1
)
j
(188)
Here we face the problem that the first graph of Fig. 14 is already of fifth order, because
each propagator Π(si) has an external vertex. We just omit these external vertices (i.e. we
omit the factor (gθ+g
∗
θ) in (188) for each propagator), because we want to discuss first order
scattering. Doing so, we find for this graph
Pj1Pj2Pj3Pj4δj1j2k1Gk1k2δj3j4k2
4∏
i=1
4π
si − µ2 = (gθ + g
∗
θ)
4∏
i=1
4π
si − µ2 (189)
i.e. each µ propagator has a residue 4π. In order to obtain the transition matrix element
one has to amputate the external boson propagators in the usual LSZ fashion. When the
propagators are normalized by r1 = 4π, the bosons themselves are normalized by
√
4π, which
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has to be divided out for each amputation. This leaves a factor
√
4π for each external boson
in the transition matrix element. However, the squared transition matrix element enters the
scattering cross section, therefore the net effect on the cross section is a multiplication by
the corresponding propagator residue ri for each external line.
Therefore, we find for the lowest order boson-boson elastic scattering
σµ+µ→µ+µ(s) = r41
1
2
(mΣcos θ)2
2w2(s, µ2, µ2)
(190)
where we have for the propagator residues (they may be inferred from (160), ri =
1
ci(gθ+g
∗
θ
)
)
r1 = 4π , r2 =
8π4mΣcos θ
µ2
. (191)
(190), of course, coincides with a naive computation using the first order bosonic four-point
function 〈Φ(x1) . . .Φ(x4)〉cm (the latter may be inferred immediately from (48)). Observe
that (190) is singular at the real particle production threshold s = 4µ2 (w(4µ2, µ2, µ2) = 0).
In a next step we want to consider the second order contribution of Fig. 14 (the third type
graphs). There are three graphs of this type, namely s, t and u channel, but we will consider
only the s channel (annihilation channel) for the moment. In this diagram the lowest order
graph must be subtracted in order to avoid overcounting (see Fig. 14), therefore the graph
of Fig. 19
p1
p2
p3
p4
Fig. 19
contains the lowest order graph and the second order s channel contribution.
Actually we will allow for arbitrary final states in the sequel, µ + µ → f , because this
enables us to use the optical theorem, which may be written for the current problem like
σtotab→f (s) =
rarb
w(s,M2a ,M
2
b )
ImMab→ab(s) (192)
where Mab→ab is the forward elastic scattering amplitude. w(s,M2a ,M2b ) is an initial state
velocity factor; the final state factors must be produced by Mab→ab, as we will find in the
sequel.
Specifically we choose a = b = µ, and, therefore, both vertices of M are contracted by
scalars S (we use matrix notation)
M2µ→2µ(s) = STGΠ(s)S (193)
Before starting the computations, we want to make some comments. First, as is obvious
from Fig. 19 and our discussion, in (192) all combinations of n1µ and n2M2 are allowed as
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final states. Consequently, they must exist as intermediate states in M2µ→2µ, too, in order
to saturate the optical theorem (192). Therefore, we are forced to include the M2 particle
into the two-point function Π(p), as we did in the previous section, in order to maintain
unitarity.
Secondly, in finite order perturbation theory the optical theorem relates graphs of differ-
ent order. However, we use a resummed perturbation series in (192) and, therefore, we will
find a relation that holds for the whole, resummed two-point function Π(s).
In a first step we want to discuss the special case θ = 0, because it is much easier and
shows the relevant features without technical complications. For θ = 0 the amplitude (193)
reads (see (132))
Mθ=02µ→2µ(s) =
mΣ
1− mΣ
2
(E˜+(s) + E˜−(s))
=
mΣ
1−mΣ(d2(s) + d2,0(s) + d4(s) + . . .) (194)
where we inserted the lowest order (125) and expanded the exponentials E˜±(s) like in (126).
Again, we include the M2 particle (which is found by a further resummation) into E˜±,
because this is absolutely necessary, as we have just argued. Actually d2,0 describes the M2-
M2 blob, and in (194) only parity even contributions may occur. For the optical theorem
(192) we need the imaginary part
ImMθ=02µ→2µ(s) =
m2Σ2(Imd2(s) + Imd2,0(s) + Imd4(s) + . . .)
[1−mΣ(Red2(s) + . . .)]2 +m2Σ2(Imd2(s) + . . .)2 (195)
We find the following physical picture: at s = 4µ2 the elastic scattering threshold (f = 2µ)
opens, at s = 4M22 the 2µ→ 2M2 threshold is added, at s = 16µ2 the 2µ→ 4µ threshold, etc.
The dn(s) were defined as dn(s) =
rn1
n!
D˜nµ(s), therefore their imaginary parts are precisely the
final state factors for the corresponding cross section, including the phase space integration
(the cutting of the D˜nµ(s)), the propagator normalizations r1 = 4π, and the final state
symmetry factors for n identical particles, Csym =
1
n!
. For the multi-M2 propagators dm,0(s)
(and, more generally, for dm,n(s)) the first two points (propagators with their residues) are
obvious, the third one (correct 1
m!
final state symmetry factor) may be checked by a closer
inspection of the mass perturbation series. We show it for the lowest order contribution to
theM2-M2 propagator d2,0(s), where we depict in Fig. 20 this lowest order contribution and
the perturbation expansion graph where it stems from.
,
Fig. 20
The second graph in Fig. 20 is a second order mass perturbation, therefore it contains a
factor m
2
2!
. Further there exists precisely one diagram of this kind in the perturbation series,
therefore the 1
2!
factor remains in d2,0(s) as the required final space symmetry factor. Via
some combinatorics this argument may be generalized to higher order contributions to the
M2-M2 loop d2,0(s) and to higher multi-M2 loops.
48
For the total cross section (192) we get
σtot,θ=02µ→f (s) =
r21m
2Σ2(Imd2(s) + Imd2,0(s) + Imd4(s) + . . .)
w(s, µ2, µ2)
(
[1−mΣ(Red2(s) + . . .)]2 +m2Σ2(Imd2(s) + . . .)2
) (196)
Imd2(s) =
r21
2!
1
2w(s, µ2, µ2)
etc. (197)
which we want to evaluate for some specific values of s. At the elastic scattering threshold
s = 4µ2, Imd2(s) is singular and we find
σtot,θ=02µ→f (4µ
2) = 4. (198)
Therefore, the singular behaviour of the lowest order cross section at s = 4µ2 is cancelled
by higher order contributions. This behaviour is, however, further changed by the t and u
channel contributions.
In an intermediate range, far from all thresholds and bound state masses, 4µ2 < s < 4M22 ,
σtot is well described by the lowest order result (190), because there mΣdn(s) is small
compared to 1,
σtot,θ=02µ→f (s) ≃
r21m
2Σ2Imd2(s)
w(s, µ2, µ2)
=
1
2!
r41m
2Σ2
2w2(s, µ2, µ2)
. (199)
At the first bound-state mass, s = M22,0 < 4M
2
2 , a resonance occurs. There the real part
contribution to the denominator of (196) vanishes by definition and we find
σtot,θ=02µ→f (M
2
2,0) =
r21m
2Σ2Imd2(M
2
2,0)
w(M22,0, µ
2, µ2)m2Σ2(Imd2(M
2
2,0))
2
= 4 (200)
and the resonance height does not depend on the coupling constant (of course, the width
does).
At the 2M2 production threshold s = 4M
2
2 the scattering cross section goes down to zero
(here d2,0 is singular)
σtot,θ=02µ→f (4M
2
2 ) ≃
r21m
2Σ2
w(4M22 , µ
2, µ2)
Imd2,0(4M
2
2 )
m2Σ2(Imd2,0(4M22 ))
2
= 0. (201)
In addition, at this point the 2µ → 2M2 production channel opens. At the four-boson
bound-state mass s =M24 we find the next resonance
σtot,θ=02µ→f (M
2
4 ) =
r21(Imd2(M
2
4 ) + Imd2,0(M
2
4 ))
w(M24 , µ
2, µ2)(Imd2(M24 ) + Imd2,0(M
2
4 ))
2
(202)
Again, the resonance height does not depend on the coupling constant, and, in addition,
here already two decay channels are open for the M4 resonance.
At the 2µ → 4µ real production threshold s = 16µ2, σtot again vanishes, and for even
higher s the above pattern repeats.
49
Observe that, because σtot has a local maximum (resonance) at the bound-state masses,
whereas it is zero at the real particle production thresholds, the resonance widths (decay
widths) must be bounded by the binding energies. For the M1,1 and M3 decay widths this
may be seen from the explicit results (177), (178) and (181).
The t and u channel contributions do not change this pattern (they have no imaginary
parts and are small for all t, u).
Next let us turn to the θ 6= 0 case. There parity forbidden transitions are possible, and
therefore we will find M1,1 and M3 resonances, too. The forward scattering amplitude (193)
reads
M2µ→2µ(s) = gθ + g
∗
θ − 2gθg∗θ(E˜+(s)− E˜−(s))
1− (gθ + g∗θ)E˜+(s) + gθg∗θ(E˜2+(s) + E˜2−(s))
=
gθ + g
∗
θ − 4gθg∗θ(d1(s) + d1,1(s) + d3(s) + . . .)
1− (gθ + g∗θ)(d1(s) + d2(s) + d1,1(s) + . . .) + 4gθg∗θ [d1(s)(d2(s) + d2,0(s) + . . .) + . . .]
(203)
Please observe the presence of only odd di in the numerator and of only odd×even di × dj
in the second term of the denominator. Therefore, the 4gθg
∗
θ terms in the numerator and
denominator do not contribute to parity allowed transitions, and the discussion of such
parity allowed transitions is analogous to the θ = 0 case that we discussed above.
Again, we want to discuss the scattering cross section
σtot2µ→f (s) =
r21
w(s, µ2, µ2)
ImM2µ→2µ(s) (204)
for some specific values of s. At s = 4µ2 we find again
σtot2µ→f (4µ
2) =
r21
w(4µ2, µ2, µ2)
(gθ + g
∗
θ)
2Imd2(4µ
2)
1 + (gθ + g∗θ)2(Imd2(4µ2))2
= 4 (205)
At the first parity forbidden resonance s = M21,1 we find (Red1,1 =
1
gθ+g
∗
θ
)
σtot2µ→f (M
2
1,1) ≃
r21
w(M21,1, µ
2, µ2)
Im
gθ + g
∗
θ − 4gθg∗θRed1,1(M21,1)
−i(gθ + g∗θ)Imd2(M21,1) + 4igθg∗θRed1,1(M21,1)Imd2(M21,1)
=
r21
w(M21,1, µ
2, µ2)
(
gθ + g
∗
θ − 4gθg
∗
θ
gθ+g
∗
θ
)2
Imd2(M
2
1,1)(
gθ + g
∗
θ − 4gθg
∗
θ
gθ+g
∗
θ
)2
(Imd2(M
2
1,1))
2
= 4 (206)
and, therefore, the same resonance height as for the first parity allowed resonance in the
θ = 0 case (200).
At the parity forbidden threshold s = (M2 + µ)
2, where Imd1,1((M2 + µ)
2) is singular,
we find
σtot2µ→f ((M2 + µ)
2) ≃ r
2
1
w((M2 + µ)2, µ2, µ2)
·
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·Im gθ + g
∗
θ − 4igθg∗θImd1,1((M2 + µ)2)
1− i(gθ + g∗θ)(Imd2 + Imd1,1)− 4gθg∗θImd2Imd1,1
=
r21
w((M2 + µ)2, µ2, µ2)
(gθ + g
∗
θ)
2(Imd2 + Imd1,1)− 4gθg∗θImd1,1(1− 4gθg∗θImd2Imd1,1)
(1− 4gθg∗θImd2Imd1,1)2 + (gθ + g∗θ)2(Imd2 + Imd1,1)2
→ r
2
1
w((M2 + µ)2, µ2, µ2)
4gθg
∗
θ(Imd1,1)
2Imd2
(gθ + g∗θ)2(Imd1,1)2
→
( 4gθg∗θ
gθ + g∗θ
)2 r21Imd2((M2 + µ)2)
w((M2 + µ)2, µ2, µ2)
(207)
where we performed the limit Imd1,1 → ∞ and kept only the lowest order contribution in
gθ. Therefore, in contrast to the parity allowed case, the parity forbidden thresholds do not
give zero in σtot.
The reason for this behaviour may be easily understood. In the limit of θ → 0 there
should not remain any effect of resonances or thresholds in σtot for parity forbidden transi-
tions, and σtot should be described by the lowest order result (190).
Precisely this happens: Although the resonance height at M21,1 remains unchanged for
θ → 0, (206), its width tends to zero, (181). This means that the resonance M1,1 still exists
but is stable against M1,1 → 2µ decay for θ → 0. Actually the M1,1 bound state is a stable
particle at all for θ = 0. Further, at threshold s = (M2 + µ)
2, σtot tends to the first order
result (190) for θ → 0,
lim
θ→0
( 4gθg∗θ
gθ + g∗θ
)2
= m2Σ2 + o(m3) (208)
as it should hold.
For even higher s, when both parity allowed and parity forbidden final states are possible,
we again have the problem that the relative sign of the parity forbidden process is ”wrong”
due to our conventions (see the remark after equ. (169)). E.g. at the M3 resonance we find
from (203)
σtot2µ→f (s = M
2
3 ) ≃
r21
w(M23 , µ
2, µ2)
·
Im
gθ + g
∗
θ − 4gθg∗θRed3(M23 )
−i(gθ + g∗θ)(Imd2(M23 ) + Imd1,1(M23 )) + 4igθg∗θRed3(M23 )Imd2(M23 )
=
r21
w(M23 , µ
2, µ2)
gθ + g
∗
θ − 4gθg
∗
θ
gθ+g
∗
θ
(gθ + g∗θ − 4gθg
∗
θ
gθ+g
∗
θ
)Imd2(M23 ) + (gθ + g
∗
θ)Imd1,1(M
2
3 )
≃ r
2
1
w(M23 , µ
2, µ2)
mΣ(cos θ − 1
cos θ
)
mΣ(cos θ − 1
cos θ
)Imd2(M23 ) +mΣcos θImd1,1(M
2
3 )
→ r
2
1
w(M23 , µ
2, µ2)
1
cos θ
− cos θ
( 1
cos θ
− cos θ)Imd2(M23 ) + cos θImd1,1(M23 )
=
r21
w(M23 , µ
2, µ2)
sin2 θ(sin2 θImd2(M
2
3 ) + cos
2 θImd1,1(M
2
3 ))
[sin2 θImd2(M
2
3 ) + cos
2 θImd1,1(M
2
3 )]
2
(209)
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where the last two lines are for real θ (the last line may be easily checked by a low order
reasoning, in case somebody does not trust our imaginary θ convention).
Again, the resonance height (containing two partial decay channels) does not depend on
the coupling constant.
For even higher s the above pattern repeats.
The last thing to be discussed is the contribution of the t and u channel diagrams. There
the lowest order diagram must be subtracted (see Fig. 14),
M′2µ→2µ(t) = STG(Π(t)− 1)S (210)
where t = 4µ2 − s ≤ 0, u ≡ 0.
It is a wellknown fact that the t and u channel amplitudes in the case at hand have
no singularities on the physical sheet of the complex s plane, and, therefore, no imaginary
parts (see e.g. [65]). They are, themselves, imaginary parts of some higher order graphs
(in fact, of the non-factorizable four-point function of Fig. 14). As a consequence, the
M′(t), M′(u = 0) contributions are small for all t and cannot change the above-discussed
behaviour. The only point where M′(t), M′(u) cause a qualitative change is the elastic
threshold s = 4µ2, t = 0. There the lowest order singular behaviour, equ. (190), that
was cancelled by the s-channel contribution, equ. (205), is retained, but with a different
coefficient. We find indeed
σ2µ→2µ(s ∼ 4µ2) = r
4
1
w2(s ∼ 4µ2, µ2, µ2) |M2µ→2µ(s ∼ 4µ
2) + 2M′2µ→2µ(0)|2
≃ r
4
1
w2(s ∼ 4µ2, µ2, µ2) |2M
′
2µ→2µ(0)|2
≃ r
4
1
w2(s ∼ 4µ2, µ2, µ2)4
(2gθg∗θE˜−(0) + (g2θ + g∗2θ )E˜+(0)
1− (gθ + g∗θ)E˜+(0)
)2
(211)
→∞ for s→ 4µ2
where M2µ→2µ(4µ2) is given by (193) (including the lowest order), andM′2µ→2µ(0) is given
by (210) (without lowest order). The E˜±(0) are just the E± of Section 5 (see (64), (67)).
Further, whenever the s-channel cross section vanishes (at parity allowed higher pro-
duction thresholds), its value is changed from zero to a small nonzero number (of order
(mΣ)4)).
All the other features of the s-channel scattering cross section remain unchanged.
XII. SUMMARY
It is our hope that the discussion of the previous sections has convinced the reader that
the massive Schwinger model exhibits quite a rich quantum-field theoretic structure and,
therefore, is worth studying.
The mass perturbation theory – which was the basic ingredient of our approach – is
similar to the derivation of a low-energy effective theory in realistic models like QCD. In
our approach only bosonic states (fermion-antifermion bound states) are present as physical
states. The (dimensionfull) coupling constant e plays a role similar to ΛQCD within our
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model. In fact, because of the small number of degrees of freedom (Nf = 1) this model
mimicks, up to a certain extent, the η′ dynamics of QCD.
A further advantage of the mass perturbation expansion is the fact that – in contrast to
ordinary perturbation theory – nontrivial phenomena, like instanton vacuum and fermion
condensates, may be discussed quite straight forwardly (actually, all the computations through-
out the article are for general vacuum angle θ).
A first major point in the discussion of the model was the computation of the vacuum
functional and vacuum energy density. As a consequence, the mass perturbation theory
could be shown to be IR-finite.
After deriving the matrix-valued Feynman rules of the mass perturbation theory, we
could actually give quite a complete description of the physical properties of the model. We
were able to compute the condensates and susceptibilities and to give an exact description
of the confinement behaviour.
Further we succeeded in performing a resummation of the perturbation series for the n-
point functions with the help of the Dyson-Schwinger equations. These resummed n-point
functions turned out to be very useful for a further discussion of the physical properties of
the model. We could infer the whole spectrum of (stable) particles and (unstable) bound
states from the two-point function. Further we were able to identify all the partial decay
channels of all bound states. As an illustration, we computed some bound-state masses and
decay widths.
At last we discussed scattering processes and found that all the unstable bound states
turn into resonances of the scattering cross section, as has to be expected. Further, with
the help of unitarity we were able to identify all the possible final states that may exist for
the scattering of a given initial state.
As a result, the following physical picture emerged: there exist two stable particles in
the theory, namely the Schwinger boson µ and the two-boson bound state M2. Higher
(unstable) bound states may be formed out of an arbitrary number of µ and M2. Further,
these unstable bound states may decay into all combinations of µ and M2 that are possible
kinematically. (For the special case θ = 0 the lowest mixed bound state, composed of one
µ and one M2, is stable, too, because of parity conservation, and is therefore present both
in final and intermediate states, analogous to our discussion of the M2 particle; however,
we treated the generic θ 6= 0 case throughout the article and, therefore, did not discuss this
straight-forward generalization in detail.)
For scattering processes we found that far from all resonances and particle production
thresholds the scattering cross section is well described by a lowest order computation.
Whenever the squared momentum s is near a bound-state mass, the scattering cross section
has a local maximum, i.e. a resonance occurs. Moreover, for all values of s where a new final
state becomes possible kinematically, the corresponding real particle production threshold
indeed occurs.
We want to emphasize that all these features result from our resummed mass perturbation
theory, and that we did not have to impose further assumptions or use further approxima-
tions in order to find this physical structure.
There are (at least) two directions of further study within this field that we believe to be
important. On one hand, an increase of the number of fermions (Nf > 1) further enriches
the complexity of the model and makes it possible to mimick the light field dynamics (pions)
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of QCD, too. There exists some work on the massive multi-flavour Schwinger model that
uses bosonization and/or semiclassical methods ( [25,33,21,60,61,59]). It would be very
interesting to discuss this model analogously to our discussion in the previous sections;
however, a direct application of the mass perturbation expansion is not possible there,
because it fails to be IR-convergent [33]. Therefore, more elaborate methods should be
developed for a further study.
On the other hand, the properties we found hold for sufficiently small fermion mass m
(strong coupling e). Of course, it would be interesting to understand whether and how the
physical structure of the model changes when the fermion mass is increased. Perhaps a
discussion similar to this article for the massive Schwinger model within ordinary (electrical
charge) perturbation theory and a comparison of the two approaches could be a first step
towards getting more insight into this question.
In any case, QED2 remains a fascinating subject of study that will offer further insight
into general concepts of quantum field theory as well as into some deep problems of QCD.
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