Robust localization and segmentation of normal anatomical objects in medical images require (1) methods for creating descriptive object models that adequately capture object shape and expected shape variation across a population, (2) methods for combining such shape models with unclassified image data, and (3) means for localizing and extracting corresponding objects from the image data using the model. A Bayesian approach is well suited as a general analytic framework for such a process; object shape models are associated with the prior, image information is associated with the likelihood function, and the posterior provides a means for combining models with images in a way that makes it possible to localize and segment normal figural shapes.
INTRODUCTION
A variety of model-directed methods have been developed to address the increasing clinical need for more reliable and automatic means for segmenting objects in medical images. One popular class of models incorporates some form of a priori information about characteristics of the object boundary, requiring (for example) that the extracted boundary be sufficiently smooth [e.g., Kass et al., 1987] . Another class of techniques attempts to model a priori object information in the form of some kind of local consistency constraint(s) on the image intensities, requiring (for example) that the local intensities within a segmented object vary smoothly from pixel to pixel [Leahy et al., 1989] . More powerful methods exhibit some combination of the two approaches [e.g., Cootes et al., 1993; Chakraborty et al., 1995] , wherein both boundary-based and regional intensity properties of the object are taken into account during the modeling process. In all cases, the model serves to constrain the final segmentation, which is driven by certain measurements obtained from the unclassified image data.
A shortcoming, we believe, of many such methods is their lack of use of important, global properties of object shape and their failure to recognize the importance of measurement scale during model construction and during the segmentation process wherein the model is combined with image information. For example, models based on only local boundary information are unable to take advantage of higher order figural information that manifests itself at multiple, object-relevant scales. Without such figural information, such methods often require that the model be initialized very close to the actual object boundary to avoid convergence to undesired local extrema and are notoriously sensitive to image disturbances, such as intensity noise and blurring.
As we demonstrate in this paper, a more complete representation of shape -one that recognizes the object and its component figures as a unit -can serve as a powerful basis for automatic localization 1 and segmentation of anatomical objects in medical images. In building shape-based models, which will ultimately be used to segment similar objects, we have considered three aspects of object shape we believe are necessary and sufficient for these two processes: a) figural shape, b) inter-figural shape relations (the relative position, size, and orientation of figures that comprise an object), and c)
boundary shape. Measures of medial strength called medialness [Fritsch, 1993; Morse, 1993; capture figural shape directly from the image intensities, and do so in a way that exhibits great insensitivity to image disturbances such as intensity and boundary noise, and blurring . In addition, medial loci extracted using medialness permit the specification of inter-figural relations and stably allow for determination of figural boundaries [McAuliffe, 1996] .
In this paper we report on a method of modeling such aspects of object shape in order to generate prior shape probability distributions which can then be applied, using a formal Bayesian framework, to an unclassified image to robustly locate and segment similar objects. This method has in common many of the attractive features of other deformable loci (active contour) methods, but introduces and integrates several particular strengths. Some of these strengths, which are elaborated upon in later sections, include the following:
1. A rich prior model of object shape based on the formality of Markov random fields and related statistical methods.
2. A means for incorporating more stable, object-related information into the model fitting process.
3. Computational efficiency via use of local neighbor relations.
4. Means for recognizing local object shape abnormalities.
Bayesian Approaches to Model-Based Image Segmentation
Many of the model-based approaches to image segmentation may be cast in a Bayesian framework, wherein the model prescribes a prior distribution on allowable shape deformations and wherein the likelihood function describes how well measurements derived from the image accord with a given geometric state of the model. Let Θ be a parameter vector describing a particular object model configuration and let I be an image known to contain an instance of that object. Bayes rule allows us, given a particular image I, to relate the prior probability (a model of what we expect to see) to the a posteriori probability (what the image data supports given the model configuration) through the equation
Where is the a posteriori probability (posterior),
Θ is the state-conditional probability density function for I (the likelihood function), is the a priori probability (prior), and is a constant with respect to Θ. In Bayesian, model-based image analysis the prior term assigns a probability to a given configuration of the model and, when combined with the likelihood function, permits one to perform recognition and/or segmentation through maximization of the posterior.
Taking the logarithm on both sides of equation (1) yields
where the constant . Hence, maximizing the posterior probability may be accomplished through maximization of the sum of the log likelihood and log prior terms. In such a Bayesian framework, the problem becomes one of how to (a) model and encode object shape information in the prior term in a way that adequately captures normal object shape and its variabilities and that (b) permits the model to be combined with the image (via the likelihood term) through appropriate choice of image information consistent with the model representation.
Placing Active Contours within a Bayesian Framework
In the classical papers on deformable contours, or active contours (snakes), an initial contour is deformed to optimize an objective function that is the sum of an image energy term, measuring the degree to which the contour matches the image data, and an internal energy term, measuring the degree to which the contour is smooth. 2 This objective function, except for an additive constant, can be interpreted as the logarithm of the posterior probability p I ( | ) Θ of the location of the set of boundary sites Θ, given the image data I; the image energy can be interpreted as proportional to the log of the likelihood ; and the internal energy can be interpreted as the log of the prior
Summarizing the above,
where the boundariness at a location is the degree to which image intensities around that location in the image behave like a boundary at that point (for example, the gradient magnitude of intensity at the point is a commonly used measure of boundariness) and k image and k internal are constants which weigh the relative importance of the two energy terms.
2 For a thorough review of deformable contour techniques and their medical applications, see McInerney and Terzopoulos [1996] .
The prior is intended to measure the degree to which the contour has the location, size, orientation, and shape of the family of objects that are to be extracted, e.g., of a particular organ. Wilson [1995] , , and have argued that such object properties are captured more richly by a linked locus of medial and boundary sites than by a locus of only linked boundary sites. Medial sites have not only a position, but also a width and yield two directions normal to the boundary at a scale proportional to the width. With such a locus, the agreement of the locus with the image, i.e., the image energy, involves not only the boundariness at the boundary sites but also the medialness at the medial sites, where medialness measures the degree to which the medial site, with its width and link directions, behaves as being medial between a pair of boundaries. Also, the log prior measures the variation of the inter-site links from a model. Therefore, the relations defining the objective function change as follows:
Objective function = log likelihood
The method which we have implemented involves creating such a model from a training image, and deforming the model to optimize the objective function.
THEORY OF DEFORMABLE SHAPE LOCI
In this section, we lay out the basic principles for deformable shape loci (DSLs) and describe the construction of the prior (or external energy term) and the likelihood function (or image energy term) and the means for combining each to permit segmentation of an object via optimization of the posterior (the objective function). To motivate the discussion to follow, consider the three pairs of similar objects in Figure 1 . We wish to capture, in a model, a means for describing how such shapes are similar and how they differ.
In the first case (left panel in Figure 1 ), note that both shapes appear tube-like and hence appear similar at the global, or figural, level. Yet, one of the shapes has a smooth boundary while the other has a wiggly boundary. We argue, and will make or case in later sections, that a model-driven approach to segmentation should allow for recognition (at the figural level) of both of these instances of a similar object, while also providing for determination of differences in their local boundary shapes.
In the second case (middle panel in Figure 1 ), we again have the situation where the overall shapes are similar and the objects may be described as being teardrop shaped. That is, they have a straight figural axis and a narrow top and increase in width from top to bottom. The overall boundary shape is also quite similar (i.e., the boundaries are relatively smooth), but these objects differ in that the position, size, and orientation of the protrusion relative to the tear-drop is different and in the appearance of a wiggle on a small portion of the boundary. If one considers the protrusion as an attached "subfigure" on the larger teardrop, then the natural way to describe the shape difference is to characterize how the shape of the subfigure varies in relation to the parent figure. We call this kind of shape relationship inter-figural shape and will show that it is possible to directly capture such aspects of object shape in a probabilistic model.
Finally (right panel in Figure 1 ) we have similar objects in the sense that they both has similar (smooth) boundaries, yet differ in the sense that the one of the objects appears straight while the other is curved at the figural level. In the sections to follow, we first describe how we encode such aspects of object shape in a prior model called a shape template (section 2.1). We then discuss the construction of the likelihood function (section 2.2), which uses image measurements as to both figural (medial) and boundary features to allow for the stable extraction of objects from unclassified images via optimization of the posterior probability (section 2.3).
The Prior (Shape Templates): Modeling Normal Object Shape
Shape may generally be defined as the set of measurable properties of an object that remain unchanged, i.e., that are invariant to, a given set of geometric operations; for example, translation, rotation, and magnification. As discussed previously, object shape, as we consider it in this paper, has three important aspects: In the following subsections, we describe a means for integrating such global and local aspects of object shape into a rich shape model, or template. There are two essential aspects to these models: (1) The discrete, sparse set of points, the template sites, which serve as landmarks at which certain image features are to be measured, and (2) the local relations between these sites, the template links, which serve to constrain the possible deformations that the template can undergo when it is applied to an image (see Figure 2 ).
Specifying template sites in the prior
The template sites for our object shape models consist of an orderly arrangement of landmarks at which certain important image features are to be measured when the template is applied to an unclassified image. In general, these image features may be considered to be either multilocal (figural) or local (boundary) features, which are captured by medial measurements or boundary-based measurements, respectively. Each figure is represented by a set of linked medial sites, sampled from the core of that figure. The medial sites establish both the position and local width of the figure and specify a set of scaled medialness measurement apertures, each of which responds most strongly to centers of objects of similar width. In turn, each medial site is associated with a pair of boundary sites to which we associate a scale value proportional to the scale of the linked medial site. The scale value serves to establish the width of boundariness measurement apertures.
Specifying and using template links in the prior
Our objective function has a log prior term that measures the difference in location, orientation, size (relative to a parent figure), and shape between a deformed model and the model itself. This measure is expressed in terms of differences in the links illustrated in Figure 2 . The measure has a basis in the theory of Markov random fields and Gibbs priors [Wilson, 1995] , but for the purposes of this paper, we will take the pragmatic point of view that, except for the multiplicative constant (k internal in Equation 4), the log prior term is simply the sum over the links of the norm-squared of the difference of that link in the deformed model from the same link in the training image:
Using Figure 2 as an example, the links labeled MM are the medial-medial links; those labeled MB are the medial-boundary links; those labeled BB are the boundary-boundary links; and those labeled FF are the figure-figure links.
The remainder of this section covers two issues. The first is the process by which one specifies the links in the model, whose deformation will form the links in the deformed locus. The second is the measures of link difference which we use in the above formula to calculate the prior term in the objective function.
The k th link connects two neighboring template sites, i and j. The model loci, and thus the links, are established through interaction by a user who understands the shape in question and thus is able to specify which figures are of importance in the model (see section 2.1.3). These figures might include not only portions of the anatomical object to be extracted but also those containing the object of interest (e.g., the whole abdomen when the object of interest is the liver), those in objects neighboring the object of interest (e.g., the gall bladder when the object of interest is the liver), or those made from the gap between the object of interest and a boundary of a neighboring object (e.g., the chest wall when the object of interest is the liver). For each figure that is to appear in the model, a medial locus must be extracted, and we provide tools for aiding the model definer to do this. We frequently use stimulated core extraction in this process, which is described in more detail in section 2.1.3. We also provide tools that, given a figure's medial locus, calculate associated boundary points in the training image. These tools also are also described further in section 2.1.3. Finally, the figure-figure links are determined by the model definer by defining which figure is a child of which parent figure.
In the program we have implemented to deform a model locus by optimization of the objective function, the norm of a link difference that we use is the same for each link type. Each link l is a vector in scale space specifying both k 1) the vector r v k in image space (2D in this paper) that indicates the change of location between the i th and j th positions r x i and r x j , and
2) a pair of scales, σ i and σ j , indicating the change in widths between the i th and j th positions.
The difference between a link's position and width of changes in the model and the corresponding pair of changes in the deformed model, is measured by the magnitude of the difference, in scale space geometry, between the two scale space
vectors. This can be computed [Wilson, 1995] from a scale space distance function d ss on two scale space points and a scale space cosine function cos ss on two scale space vectors, both of which are defined in [Eberly, 1994] : 
This formulation provides invariance under the operations of translation and zoom (magnification) of the template, but relaxes the requirement for rotation invariance due to the angle-preserving term in the cos SS function. We are investigating means, using 3-neighbor, triangular cliques, of restoring rotational invariance.
Automating the formation of and editing of the prior shape template
In this section, we briefly describe how we make use of existing algorithms and programs for extraction of the medial loci called cores to permit efficient construction of object shape templates on a training image (see Figure 3) . As described in , core extraction can be initiated, under user control, by the selection of an approximate middle and width of an object in question. From such a "stimulus" point, a nearby point on track in scale space that is the core is first found, and then the core itself is tracked. Using such an approach, we have been able to compute cores in a variety of imaging modalities and for a variety of objects in a few to tens of seconds, with the user having control of the endpoint positions.
Given a set of extracted cores, one for each of the figures which comprise the object in question, we have developed and implemented automated methods for extracting associated, approximate object boundaries. For each figural core, we compute the boundary at the scale of the core (BASOC), defined as the boundary of an object whose medial axis is the core (see Blum, 1978) . The BASOC, in many cases, closely conforms to the actual figural boundary, or at the very least yields a good starting locus from which we subsequently apply an active contours approach [McAuliffe, 1996] .
To further automate the model building process, a figural core is first coarsely sampled to yield the set of linked medial sites.
We currently use a user-specified, equidistant spatial sampling of the core, but we are investigating other means of sampling that take into account the shape of the figure as represented by the core (e.g., its width, curvature, etc.). The linked medial sites serve to establish a model for the global figural shape, and thus capture figural width and positional changes.
For each medial site, there exist a pair of opposing boundary points (called medial involutes) which lie on the BASOC and to which we establish links to that medial site. These boundary points become the boundary sites in the model. To provide for zoom-invariance in both the model and in the likelihood function, each boundary site is assigned a scale value (i.e., a
Gaussian measurement aperture) proportional by a factor less than one to the scale of the medial site. These medial-toboundary site links model the expected location of the boundary relative to the stable figure, and thus provide for stable boundary localization in the model fitting process.
Finally, the adjacent figural boundary sites are linked. These boundary-boundary site links serve to establish a model for expected boundary shape. These connections also serve to define the coarsely sampled contour that will be used to produce the segmentation of a figure after posterior optimization.
At any point in the automated model building stage, the user may wish to edit the site configurations. To facilitate user interaction, we have developed a model editing tool which incorporates the automatic model generation discussed above and which allows for insertion, deletion, and movement of sites and links. The example models of structures in the brain in shown in Figure 3 were generated in a few minutes using this tool. The model building tool communicates directly with a relational database stored on a centralized server for convenient access, storage, and management of model data. 
The Likelihood Function: Capturing Image Information on Shape
Just as the measurement of shape change of the deformed template from the model template, producing the internal energy (prior), is intended to have built-in invariances to translation, rotation, and magnification, so should the image energy (likelihood) function, so that the segmentation can be unaffected by overall translations, rotations, and magnifications of objects in the image space. That is, for a given mapping of the model template to a given image, producing a posterior value, that posterior value should not change if the same transformation is applied to both the template and the image. Such measurement invariances can be obtained if (1) the measurement at a given site is based on a differential invariant (e.g., gradient magnitude), and (2) such a measurement is obtained with a Gaussian aperture that scales in size in proportion to object zoom (see also Lindeberg [1994a Lindeberg [ , 1994b for detailed discussions of Gaussian scale space and differential invariants).
In the construction of the likelihood function we make use of two types of features, boundaries and middles, each of which is measured using scale-space differential invariants (as described in sections 2.2.1 and 2. to-be-determined hyperparameters.
Medialness at points on the medial locus
The medialness at a point and width is intended to accumulate boundariness contributions at a distance from the point equal to the width and in normal directions associated with rays emanating from the point. Magnification invariance requires that the scale of measurement of these boundariness contributions are proportional to the width; this leads to medialness values that are produced from boundariness measurements at a significant scale when the object has significant width. This large scale, together with the accumulation of multilocal boundariness contributions, has the property of producing a measurement that is much more stable against a variety of image disturbances than boundariness at the somewhat smaller scale at which it is typically measured. Figure 4 illustrates this effect, which is proven at some length in , for a simple object in a noise-free image and in an image with a significant amount of additive noise. The effect is that an objective function optimization that includes medialness optimization stabilizes the computation as compared to deformable contours methods that only use boundariness information at a small, object-width-independent scale. In effect, when we perform optimization of the posterior in the model fitting process, the boundary locus localization is guided by the more stable medial locus localization. 
where L the scale-space representation of the original image,
where G is a unit-normalized Gaussian kernel of standard deviation σ m . In equation 8 
Boundariness at points on the boundary locus
Boundariness, at a much smaller scale than that typically used for medialness measurement, is needed to guide each boundary point from its position relative to the medial locus in the model to the position which the image information indicates. This allows the boundary locus to reflect details while limiting its ability to deviate too much, relative to the figural width, from the location predicted by the model.
In our method boundariness measurements are computed at an image location r b that is linked to a single medial point r m .
The boundariness is computed at a scale σ b that is a fixed fraction of the scale σ m of the medial point to which it is linked.
The boundariness B b b ( , )
r σ is computed as a directional derivative of the image intensity in the direction of the link r r r u b m = − . That is, 
Optimizing the Posterior: Localization and Segmentation via Deformable Shape Loci
This section describes the process whereby the model (the prior or internal energy component) is combined with the image information (the likelihood or image energy component) such that the deformation of the model template results in a segmentation of a modeled object in an unclassified image (a relative maximum in the posterior or objective function).
Specifically, we describe how our method uses large-scale, figural information captured by the medial locus to allow for the stable localization of the model in the image (section 2.3.1) and for the subsequent local optimization of the posterior to allow for segmentation (section 2.3.2).
To summarize the discussion in the previous sections, to perform a segmentation we wish to optimize an objective function, the log posterior, that consists of an image energy term, the log likelihood, and a model or internal energy term, the log prior:
log posterior = log likelihood + log prior
where the hyper-parameters, k bound , k med , and k internal , can be estimated from training data obtained from human observers [Wilson, 1996] .
Initialization of the shape template for object localization
Like most deformable contour methods, we require that the model be initially positioned "close" to the object to be segmented in order to avoid convergence to an incorrect local maximum during the optimization process (e.g., a model for the kidney will not segment the desired object in a candidate image if it is initialized in the brain). To avoid such convergence problems in other deformable contour methods, which can occur with even modestly poor initializations, several authors have chosen an implementation using coarse-to-fine schemes in which either the most "salient" features are first considered [e.g., Radeva, 1995] or using multi-resolution images (pyramids) in a top-down fashion where the output at a lower resolution image is used as the input to the next highest-resolution image [e.g., Leymarie and Levine, 1993] . Because we use a prior that reflects shape richly and explicitly recognizes figural width as an important descriptor of shape, we believe our method has advantages, both computationally and theoretically, over other approaches. That is, we are able to perform initialization via saliency of figures, captured by the statistics of the object or figural hierarchy (see section 3.3) and via use of multiscale and multilocal information, in the form of the medial sites which carry with them figural width information.
In our current implementation, initialization of a model to a candidate image containing an object to be segmented occurs in three stages ( Figure 5 ). In the first stage, the model template is mapped to the image space of the candidate image. We currently perform a coarse registration of the training image and the candidate image to establish the approximate location of the object in question. In the second stage, an optimization procedure is initiated which attempts to fit the collection of medial sites to their respective positions in the candidate image via maximization of the sum of the medialness in the candidate image at the template medial sites as a function of a global translation, rotation, and scaling applied to the template.
This process is exactly the same as the registration method proposed and implemented by Fritsch [1995] and, due to the invariance properties built into the prior, does not change the value of the prior (internal energy) from its mean. Due to the use of relatively large scale medial information, this stage is remarkably robust in the presence of small-scale image disturbances (e.g., boundary and/or intensity noise) and exhibits a region of convergence for translation on the order of the average scale (half-width) of the figures comprising the object. In the third stage of initialization, each of the individual figures is allowed to deform rigidly (with magnification) in order to optimize the same functional as with global initialization. This step allows for any small adjustments in the position, orientation, and size of the figures relative to the global object shape. In the case where the figures comprising an object are linked, this stage can produce small changes in the prior term as figure-subfigure links (if present) are deformed from the mean. We have found that initialization, using an optimization strategy called simplex optimization [Press et al., 1995] , takes on the order of a few seconds per figure. In Figures 6b-e , a warped image with the model template (shown in the form of the segments connecting the boundary sites) in various stages of initialization is shown. This image was generated by warping the image from which the model was generated (see section 3.5.2 for a discussion of the warping procedure). In Figure 6b , the model template is displayed in its initial configuration in the warped image. Figure 6c shows the result of optimizing the integrated medialness in the warped image at all of the core sites in the model as a function of a global rotation, translation, and scaling of the template. In Figures 6d and 6e , each of the individual figures have been initialized in the warped image using the same criterion of maximizing integrated medialness. 
Optimization of the shape template for object segmentation
Once an object in localized and the template is initialized, the template links are allowed to deform locally, via movement of the individual template sites, in order to optimize the objective function (the log of the posterior probability). Again, we take advantage of the stability properties of the relatively large-scale medial sites by first performing sequential, local optimization over all medial sites with associated boundary sites moving in concert so as to maintain the deformation energy (link difference) in the medial-boundary links at its post-initialization level. This allows the template links for each individual figure to deform based on the most stable features, the medial points, and thus to adjust to slight variations in figural shape from the prior mean.
Following this step, all of the template sites are allowed to move, in a sequential fashion, in an attempt to optimize the posterior probability. During this stage the boundary sites, which have been approximately aligned with the image features by the initialization process and by the previous step, move toward regions of high boundariness subject to the stabilizing constraints imposed by the prior links in the model. Fig. 7 shows a plot of the posterior probability versus iteration (over all sites) and the final configuration of the linked boundary sites after the last iteration. Typically, convergence toward a maximum in the posterior occurs in a number of iterations on the order of 10-20, and on an ordinary workstation the entire optimization process takes on the order of tens of seconds to several minutes (depending on the total number of sites in the model). Again, we use simplex optimization [Press, 1995] to optimize each point as a function of its scale space position. 
RESULTS
This section presents results of Monte Carlo studies undertaken to investigate the effectiveness of the segmentation method and to test its robustness in the presence of image disturbances (section 3.1). Also presented are recent results demonstrating the applicability of this method to clinical MR and CT images (sections 3.2-3.4), including a discussion of how object hierarchies may be used to facilitate object localization (section 3.4).
Monte Carlo Investigations
To test the effectiveness of our proposed segmentation methods, we have performed a pair of pilot studies to examine the robustness of the method under increasing object deformation and under increasing levels of intensity noise. The methodologies and results of these studies are described in sections 3.1.1 and 3.1.2.
Deformation
To be clinically useful, a model-based segmentation method must be able to handle the normal variability seen in object shape across a population of patients. To test the robustness of our method in the presence of such variability, we have devised a method for deforming, in a random way, a test object in an image on which we have defined a model template. In the procedure, we take the model image and define a warping on that image which displaces a set of fixed reference points by a random distance drawn from a uniform bivariate normal distribution with standard deviation σ warp . Given the reference points and their respective randomly perturbed positions, we apply Bookstein's [1989] thin-plate-spline warping algorithm to produce a new image containing a warped version of the test object. The same warping function is applied to the model template to generate "truth" in the warped images.
Following application of the initialization and posterior optimization method to each of the warped images (see Figure 8 for representative examples), the final template is compared to the warped model to give a measure of segmentation quality. We currently use the mean distance between the polygonalized model template and warped template boundary points as our error measure. Results of this study are shown in the plot in Figure 9 . Note that rather "large" warps still lead to subpixel mean errors. Moreover, the outliers with the higher errors for any level of warp have most of their error at figural ends, where we
have not yet implemented measures of figural endness to attract the boundary. 
Noise
One of our major claims is that our methods are able to robustly handle image disturbances because of the stabilizing effects of large-scale, medial measurements. To illustrate this robustness, we have repeated the experiment above using increasing amounts of additive, Gaussian-distributed white noise. In this study, a sample warped image near the mean in the middle group in figure 9 (with σ warp = 8) was used as the unclassified test image. Shown in figure 10 are the final optimized boundaries for representative samples from the Monte Carlo runs with signal-to-noise levels of approximately 6, 3, and 1.5. The plot of the results in figure 11 shows that even with noise levels much greater than one would expect to find in clinical images, the method is able to yield segmentations of the ventricle with sub-pixel errors. This model was applied to a series of axial MR images, taken at approximately the same slice depth in the head, from a population of patients using a hierarchical localization scheme. First, the template sites for only the parent figure were matched to the images in order to optimize the sum of the boundariness and medialness at these sites as a function of global translation, rotation, and scaling. Following this initial mapping, each of the subfigures was placed relative to the parent figure such that the inter-figural link differences were zero, and each of the sites for the subfigures were then optimized over the individual figural parameters of translation, rotation, and scaling. Finally, sequential optimization over all template sites was performed to yield the results shown in Figure 13 . Such a hierarchical approach provides for more flexible localization, as each of the subfigures is allowed to adjust for slight differences in size, position, and orientation relative to the larger scale, more stable parent figure. As Figure 13 illustrates, a model generated from a single training image is capable of yielding segmentations of objects with a variety of subtle shape differences. Experience has shown that removal of the medial sites results in very few successful segmentations, as the medial sites are needed to help guide the boundary sites to their approximate locations in the initialization stage and provide stability during the local optimization stage. 
External Models
While the ventricle examples shown thus far have made use of only the figural information in the object (internal medial sites), we are investigating the possibility of using external structures, such as indentations, neighboring objects, and the spaces between objects, as means for defining models. When gaps between the anatomical object to be segmented and a neighboring object are narrow, the use of the gaps to guide the segmentation by the correspondingly narrow medialness apertures can avoid problems of inter-object interference. A recent example of such an approach applied to a liver in an axial CT slice through the abdomen is demonstrated in Figure 14 . In this study, an external model was generated, using the interactive model building tool, on a characteristic slice. The model consists of 4 figures corresponding roughly to the gap between the liver and the chest wall, the gap between the liver and the kidney, the anterior tip of the liver (the only internal structure used), and a structure identified as the gall bladder. A boundary was defined by choosing a set of connections between certain boundary sites in the model and is shown superimposed on the adjacent CT slices from the same scan, above and below the model slice, in the left and right image in the top row of Figure 14 . The optimization process was applied to the full model on all slices and the resulting boundary is shown for each of the three images in the bottom row of Figure 14 . 
Use of an Object Hierarchy
As a final example, we present an application of a DSL approach utilizing multiple objects organized in an object hierarchy.
Similar to the use of figural hierarchies (for multi-figure objects), where subfigures are located relative to more stable parent figures, this approach seeks to utilize the most stable objects to establish the relative location of other objects. In this example, a model was constructed on an axial CT slice through the abdomen on five objects: the entire abdomen cross section, each of the kidneys, the vertebra, and the spinal cord where the linked boundary loci are shown in Figure 15 . Using the strategy outlined below, the hierarchy of object models was fit to another slice (from the same CT scan) approximately 1.6 cm away from the model slice.
Because the model of the abdomen contains the largest-scale information in its medial sites, and hence is little-affected by the presence of smaller-scale information in the image, the localization approach is first applied to the template points in only the abdomen template. The shift, rotation, and scaling needed to match the abdomen template is then applied to all of the models such that the initial position of each of the sub-objects (kidneys, vertebra, and spinal cord) is defined relative to the abdomen. Next, the localization process is applied to all of the sites in the kidneys, vertebra, and spinal cord and they move as a collection to optimize the image energy as a function of their overall position, orientation, and scaling. This establishes the approximate location of the group of sub-objects. Finally, the localization process is applied to each of the individual sub-objects, after which the local optimization process commences. In the current implementation, we have defined no interobject links which could potentially constrain the shape of a sub-object conditional upon the shape and position of a parent object. How to introduce such inter-object links and how to most effectively make use of hierarchies of object models is a subject of ongoing work. 
DISCUSSION AND CONCLUSION
We have described a method which takes a deformable loci approach to segmentation but uses a prior richly describing shape in terms of both figural and boundary aspects, and an image energy that stabilizes by its use of medialness that has a scale significant relative to figural width and yet sensitively locates the boundary using smaller-scale measurement of boundariness. The model is formed through a user's appreciation of what are the stable figures of the shape of a target object, so the model formation involves interaction, aided by core-extracting methods. On the other hand, the segmentation of the object for a new patient is intended to be fully automatic in most cases. The method, as initially programmed, requires only from several seconds to a few minutes to segment a multifigure object on an ordinary workstation. The fact that for N boundary sites there are only O(N) model sites and only O(N) links means that the method only requires O(N) time. When applied to relatively high contrast objects such as the ventricle in MR brain images, the method has been shown to produce subpixel accuracy in the presence of deformations of the model and large amounts of intensity noise. It has also been shown able to follow quite a range of normal clinical variation in ventricle shape.
We believe that the method has some additional advantages to be explored in future research:
1. The locality of the links allows it to localize shape anomalies or locations in which the intensity relations in clinical image deviates from what is expected.
2. The availability of links allows the method to imply directions in which intensity derivatives reflecting boundariness should be taken.
3. The locality of the model allows one to designate the intensity properties reflecting boundariness as a function of boundary site. Thus luminance change polarity, intensity range, contrast range, and the choice of type of edge: e.g., outline vs. luminance edge vs. texture edge, can be designated with boundary site.
Additional features that we expect to be added in the future include the following:
