Abstract. We investigate the role of cycles structures (i.e., subsets of clauses of the forml1 ∨ l2,l1 ∨ l3,l2 ∨l3) in the quality of the lower bound (LB) of modern MaxSAT solvers. Given a cycle structure, we have two options: (i) use the cycle structure just to detect inconsistent subformulas in the underestimation component, and (ii) replace the cycle structure withl1, l1 ∨l2 ∨l3,l1 ∨ l2 ∨ l3 by applying MaxSAT resolution and, at the same time, change the behaviour of the underestimation component. We first show that it is better to apply MaxSAT resolution to cycle structures occurring in inconsistent subformulas detected using unit propagation or failed literal detection. We then propose a heuristic that guides the application of MaxSAT resolution to cycle structures during failed literal detection, and evaluate this heuristic by implementing it in MaxSatz, obtaining a new solver called MaxSatzc. Our experiments on weighted MaxSAT and Partial MaxSAT instances indicate that MaxSatzc substantially improves MaxSatz on many hard random, crafted and industrial instances.
Introduction
The lower bound (LB) computation method implemented in branch and bound MaxSAT solvers (e.g. [4, 6, 10, 12, 13] ) is decisive for obtaining a competitive solver. The LB of MaxSatz [10] and MiniMaxSat [4] -two of the best performing solvers in the 2008 MaxSAT Evaluation-has two components: (i) the underestimation component, which detects disjoint inconsistent subformulas and takes the number of detected subformulas as an underestimation of the LB, and (ii) the inference component, which applies inference rules and, in the best case, makes explicit a contradiction by deriving an empty clause which allows to increment the LB. Both components are applied at each node of the search space, and cooperate rather than work independently.
A MaxSAT instance may contain different structures that influence the behavior of the two components of the LB. In this paper we investigate the role of the so-called cycles structures (i.e., subsets of clauses of the forml 1 ∨ l 2 ,l 1 ∨ l 3 ,l 2 ∨l 3 ) 4 in the quality of the LB. Given a cycle structure, we have two options: (i) use the cycle structure just to detect inconsistent subformulas in the underestimation component (note that a cycle structure implies a failed literal l 1 ), and (ii) replace the cycle structure with l 1 , l 1 ∨l 2 ∨l 3 ,l 1 ∨ l 2 ∨ l 3 by applying MaxSAT resolution [2, 5] , which amounts to activate the inference component and, at the same time, change the behaviour of the underestimation component. We first show that it is better to apply MaxSAT resolution to cycle structures occurring in inconsistent subformulas detected using unit propagation or failed literal detection. We then propose a heuristic that guides the application of MaxSAT resolution to cycle structures during failed literal detection, and evaluate this heuristic by implementing it in MaxSatz, obtaining a new solver called MaxSatz c . Our experimental investigation on weighted MaxSAT and Partial MaxSAT instances shows that MaxSatz c substantially improves MaxSatz on many hard random, crafted and industrial instances.
This paper extends the results of [7] to Weighted MaxSAT and Partial MaxSAT, and includes experiments with random, crafted and industrial instances of the last MaxSAT Evaluation (in [7] , the results are only for unweighted MaxSAT, and experiments are limited to Max-2SAT instances). The implementations in [7] were performed on top of an optimized version of MaxSatz for unweighed MaxSAT that was first used in the 2007 MaxSAT Evaluation, but the implementations of this paper were performed on top of an optimized version of MaxSatz for Weighted Partial MaxSAT that was used in the 2008 MaxSAT Evaluation. This paper also contains two new lemmas (Lemma 1 and Lemma 2), a formal proof of Proposition 1, an example (Example 2) that shows that applying MaxSAT resolution to cycle structures not contained in an inconsistent subformula may lead to worse LBs, and a deeper analysis of the experimental results. For the sake of clarity, we explain our work for unweighted MaxSAT, but the implementation and experiments include Weighted MaxSAT and Partial MaxSAT.
Preliminaries
We define CNF formulas as multisets of clauses because, in Max-SAT, duplicated clauses cannot be collapsed into one clause, and define weighted CNF formulas as multisets of weighted clauses. A weighted clause is a pair (C i , w i ), where C i is a disjunction of literals and w i , its weight, is a positive number. The weighted clauses (C, w i ), (C, w j ) can be replaced with (C, w i + w j ). A literal l in a (weighted) CNF formula φ is failed if unit propagation derives a contradiction from φ ∧ l but not from φ. An empty clause cannot be satisfied and is denoted by .
The (Unweighted) MaxSAT problem for a CNF formula φ is the problem of finding a truth assignment that maximizes (minimizes) the number of satisfied (unsatisfied) clauses. 5 MaxSAT instances φ 1 and φ 2 are equivalent if φ 1 and φ 2 have the same number of unsatisfied clauses for every complete assignment of φ 1 and φ 2 . A MaxSAT inference rule is sound if it transforms an instance into an equivalent instance.
The Weighted MaxSAT problem for a weighted CNF formula φ is the problem of finding an assignment that minimizes the sum of weights of unsatisfied clauses. A Partial MaxSAT instance is a CNF formula in which some clauses are relaxable or soft and the rest are non-relaxable or hard. Solving a Partial MaxSAT instance amounts to find an assignment that satisfies all the hard clauses and the maximum number of soft clauses.
Related Work

Underestimation Component
The underestimation in LB UP [8] is the number of disjoint inconsistent subformulas that can be detected with unit propagation. UP works as follows: it applies unit propagation until a contradiction is derived. Then, UP identifies, by inspecting the implication graph created by unit propagation, a subset of clauses from which a unit refutation can be constructed, and tries to derive new contradictions from the remaining clauses. The order in which unit clauses are propagated has a clear impact on the quality of the LB [9] . Recently, Darras et al. [3] and Han et al. [11] have developed two versions of UP in which the computation of the LB is made more incremental.
UP can be enhanced with failed literal detection (UP F L ) [9] : Given a MaxSAT instance φ to which we have already applied UP, and a variable x, UP F L applies UP to φ ∧ x and φ ∧x. If UP derives a contradiction from both φ ∧ x and φ ∧x, then the union of the two inconsistent subformulas identified by UP respectively in φ ∧ x and φ ∧x is an inconsistent subformula of φ, after excluding x andx. Since applying failed literal detection to every variable is time consuming, it is only applied to the variables which do not occur in unit clauses, and have at least two positive and two negative occurrences in binary clauses. Once an inconsistent subformula γ is detected, γ is removed from φ, the underestimation is increased by one, and UP F L continues in the modified φ.
In this paper, when we say an inconsistent subformula, we mean an inconsistent subformula detected using unit propagation or failed literal detection.
Another approach for computing underestimations is based on first reducing the MaxSAT instance one wants to solve to an instance of another problem, and then solving a relaxation of the obtained instance. For example, Clone [12] and SR(w) [13] solve the minimum cardinality problem of a deterministic decomposable negation normal form (d-DNNF) compilation of a relaxation of the current MaxSAT instance.
Inference Component
An alternative to improve the quality of the LB consists in applying MaxSAT resolution. In practice, competitive solvers apply some refinements of the rule for efficiency reasons. In contrast to SAT resolution, a MaxSAT inference rule replaces the clauses in the premises with the clauses in the conclusion in order to preserve the number of unsatisfied clauses. If the conclusion would be added to the premises as in SAT resolution, the number of unsatisfied clauses might increase.
MaxSatz [10] incorporates the following rules (also called Rule 1, Rule 2, Rule 3, Rule 4 in this paper) capturing special structures in a MaxSAT instance:
(1)
(4) Max-DPLL [6] incorporates several rules for weighted MaxSAT, including chain resolution (which is equivalent to Rule 2 in the unweighted case) and cycle resolution. Cycle resolution, which captures the cycle structure, is implemented for 3 variables:
MiniMaxSat incorporates LB UP and, once a contradiction is found, it applies MaxSAT resolution to the detected inconsistent subformula if the largest resolvent in the refutation has arity less than 4; otherwise, it just increments the underestimation.
Max-DPLL applies MaxSAT resolution, via the cycle resolution inference rule, to all the cycle structures occurring in a MaxSAT instance, and does not combine its application with the underestimation component. MaxSatz and MiniMaxSat both select cycle structures to which MaxSAT resolution can be applied. MaxSatz applies MaxSAT resolution, via Rule 3 and Rule 4, just when unit propagation detects a contradiction containing the cycle structure. MiniMaxSat applies MaxSAT resolution to cycles structures which are contained in an inconsistent subformula detected by UP provided that the largest resolvent in the refutation of the subformula has arity less than 4.
Cycle Structures and Lower Bounds
Exploiting cycle structures has proved very useful in Max-DPLL, MaxSatz, and MiniMaxSat. In this section, we study why and when exploiting cycle structures is useful.
The operation of Rule 3 and Rule 4 of MaxSatz can be analyzed as follows. Given an inconsistent subformula {l 1 ,l 1 ∨ l 2 ,l 1 ∨ l 3 ,l 2 ∨l 3 } detected using unit propagation, Rule 3 applies MaxSAT resolution to transform the subformula into {l 1 ,l 1 , l 1 ∨l 2 ∨l 3 ,l 1 ∨ l 2 ∨ l 3 }, and then into { , l 1 ∨l 2 ∨l 3 ,l 1 ∨ l 2 ∨ l 3 } (since {l 1 ,l 1 } is equivalent to ). The benefit of the transformation is twofold: (i) the empty clause does not need to be re-detected in the subtree rooted at the current node because it remains in the transformed formula, and (ii) the transformed subformula includes two new ternary clauses, and such liberated clauses may be used to detect further inconsistent subformulas, allowing to compute better LBs. The case of Rule 4 is similar.
The next example illustrates the usefulness of applying MaxSAT resolution to cycle structures in scenarios where there is no unit clause.
Example 1.
Assume that a MaxSAT instance φ contains
Rule 3 and Rule 4 are not applied since there is no unit clause. Failed literal detection on the variable x 1 finds the inconsistent subformula in the first line. After removing this subformula, it cannot detect further inconsistent subformulas. The underestimation is only incremented by 1. However, if MaxSAT resolution is applied tō
in the first line, these clauses are replaced with
and then the underestimation component detects 2 inconsistent subformulas instead of 1. The first with failed literal detection on the variable x 1 :
and the second with failed literal detection on the variable x 8 :
Example 1, together with the analysis of Rule 3 and Rule 4, suggests that one should apply MaxSAT resolution to cycle structures contained in an inconsistent subformula to improve the quality of LBs. In fact, generally speaking, let φ be a MaxSAT instance and l a literal of φ, we have Lemma 1. Let l be a failed literal in φ (i.e., UP(φ ∧ l) derives an empty clause), and let S l be the set of clauses used to derive the contradiction in UP(φ ∧ l). If S l contains the cycle structurel 1 ∨ l 2 ,l 1 ∨ l 3 ,l 2 ∨l 3 , then l 1 was set to true in the unit propagation.
Proof. Except the empty clause, every clause in S l becomes unit when it is used for propagation, meaning that every clause in S l is satisfied by at most one literal in the unit propagation. If l 1 was set to false in the propagation, then at least one of the three clausesl 1 ∨ l 2 ,l 1 ∨ l 3 ,l 2 ∨l 3 would be satisfied by two literals and could not belong to S l . So, l 1 was set to true in the unit propagation.
Lemma 2.
If l is a failed literal, and S l contains the cycle structurel 1 ∨l 2 ,l 1 ∨l 3 ,l 2 ∨l 3 , then l 1 was assigned a truth value before l 2 and l 3 in UP(φ ∧ l).
Proof. Except the empty clause, every clause in S l was unit when it was satisfied in the unit propagation. We assume that l 2 was assigned a truth value before l 1 and show that this is impossible. If l 2 was assigned true, clausel 1 ∨l 2 would be satisfied without being unit; if l 2 was assigned false, then l 3 would be assigned true before l 2 was assigned false, since otherwise clausel 2 ∨l 3 would be satisfied before being unit. But in the latter case, clausel 1 ∨ l 3 would be satisfied without being unit.
Lemma 2 also means that if S l contains a cycle structure, then the cycle structure must be the last three binary clauses in the implication graph detecting S l , which makes the identification of the cycle structure in S l fast and easy.
Proposition 1. Let l be a failed literal in φ (i.e., UP(φ ∧ l) derives an empty clause), and let S l be the set of clauses used to derive the contradiction in UP(
Proof. By Lemma 1 and Lemma 2, l 1 was assigned true in UP(φ ∧ l) independently of the three clausesl 1 ∨ l 2 ,l 1 ∨ l 3 ,l 2 ∨l 3 , which are replaced with {l 1 , l 1 ∨l 2 ∨l 3 ,
empty clause from the unit clausel 1 .
Proposition 1 means that, if both l andl are failed literals, and S l contains the cycle structurel 1 ∨ l 2 ,l 1 ∨ l 3 ,l 2 ∨l 3 , we can apply MaxSAT resolution in φ (replacing these three binary clauses with one unit clausel 1 and two ternary clauses l 1 ∨l 2 ∨l 3 and l 1 ∨ l 2 ∨ l 3 ) to obtain S ′ l , and then transform the inconsistent subformula S
So, apart from incrementing the underestimation by 1, this transformation liberates two ternary clauses from S ′ l ∪Sl -{l,l} that can be used to derive other disjoint inconsistent subformulas, allowing to obtain better LBs.
In Example 1,
which is transformed by applying MaxSAT resolution to the cycle structurex 2 ∨ x 3 ,x 2 ∨ x 4 ,x 3 ∨x 4 into a smaller inconsistent subformula
So, after incrementing the underestimation by 1, we have two additional ternary clauses (x 2 ∨x 3 ∨x 4 andx 2 ∨ x 3 ∨ x 4 ) liberated from the cycle structure which can be used to detect further inconsistent subformulas. The benefit of applying MaxSAT resolution to a cycle structure not contained in an inconsistent subformula is not so clear. The next example suggests that this application may lead to a worse LB.
Example 2.
Without activating the inference component, unit propagation detects an inconsistent subformula {x 2 ∨ x 3 ,x 4 , x 4 ∨x 2 ,x 3 ∨ x 5 ,x 5 } Then, after removing this subformula from φ, failed literal detection on x 1 (i.e., unit propagation in φ ∧x 1 and in φ ∧ x 1 respectively) finds the second inconsistent subformula
Note that the first three clauses of φ form a cycle structure but do not belong to a same inconsistent subformula detected using unit propagation or failed literal detection. If MaxSAT resolution is applied to the cycle structure, φ becomes
Once unit propagation detects the inconsistent subformula
φ becomes (after removing the inconsistent subformula)
and is consistent. So, only one inconsistent subformula is detected when MaxSAT resolution is applied to the cycle structure, making the LB worse.
Heuristics for Applying MaxSAT Resolution in Cycle Structures
From the previous analysis, we observe that it is better to apply MaxSAT resolution to cycle structures contained in an inconsistent subformula in order to transform the inconsistent subformula and liberate two ternary clauses from the subformula. In practice, when we identify a cycle structure at a node of the search tree, we distinguish three cases:
1. The cycle structure is contained in an inconsistent subformula. 2. The cycle structure is not contained in an inconsistent subformula at the current node, but probably belongs to an inconsistent subformula in the subtree below the current node. 3. The cycle structure is not contained in an inconsistent subformula at the current node and probably will not belong to an inconsistent subformula in the subtree.
We define a heuristic that applies MaxSAT resolution in the first two cases. As we will see, the benefit of applying MaxSAT resolution in the second case is twofold: two ternary clauses are liberated in advance, and the probable inconsistent subformula containing the cycle structure will be easier and faster to detect in the subtree with the application of MaxSAT resolution. This heuristic is implemented in Algorithm 1, where occ2(l) is the number of occurrences of literal l in the binary clauses of φ.
Between the two literals of a variable x that have reasonable probability to be failed (since their satisfaction results in at least two new unit clauses), Algorithm 1 detects first the literal l with more occurrences in binary clauses. Note that l has a smaller probability of being failed thanl since its satisfaction produces fewer new unit clauses than the satisfaction ofl.
If l is a failed literal and S l contains a cycle structure, the cycle structure is replaced to obtain S ′ l before detectingl. Ifl also is a failed literal, the inconsistent subformula S ′ l ∪Sl -{l,l} is transformed into a smaller inconsistent subformula to liberate two ternary clauses. Ifl is not a failed literal in the current node, failed literal detection does not detect an inconsistent subformula containing the cycle structure of S l , but S l is now smaller thanks to MaxSAT resolution because it becomes now S ′ l -{l 1 ∨l 2 ∨l 3 , l 1 ∨ l 2 ∨ l 3 } by Proposition 1, and it will be easier to re-detect in the subtree. Note thatl has reasonable probability to be a failed literal in the subtree, i.e., the cycle structure in the original S l has reasonable probability to be contained in an inconsistent subformula in the subtree. As soon asl fails in the subtree, Algorithm 1 will detect the smaller inconsistent subformula S l ∪Sl -{l,l} with smaller cost (recall S l is now smaller).
On the contrary, if l is not a failed literal, Algorithm 1 does not detect an inconsistent subformula,l is not detected and no inference is applied to Sl even ifl is a failed literal, MaxSAT resolution is applied to all the cycle structures appearing at the root node, and is applied as in MaxSatz c to the cycle structures appearing in the rest of nodes. In other words, MaxSAT resolution is exhaustively applied to cycle structures as a preprocessing. Notice that this preprocessing has no effect on problems not containing cycle structures in the input formula (e.g., Max-3SAT). In this case, MaxSatz p c is just MaxSatz c . Although all cycle structures at the root node are replaced, new cycle structures can be created in the rest of nodes. Cycle structures may appear because (i) non-binary clauses may become binary clauses during the search, and (ii) Rule 1, Rule 2, Rule 3, and Rule 4 applied in UP, before failed literal detection, may transform binary clauses and add ternary clauses.
It is a variant of MaxSatz in which MaxSAT resolution is applied to all the cycle structures appearing at the root node, and in the rest of nodes, it is just MaxSatz.
-MaxSatz c * : It is a variant of MaxSatz in which MaxSAT resolution is applied exhaustively to all cycle structures at each node after applying UP and inference rules (Rule 1, Rule 2, Rule 3, and Rule 4), and before applying failed literal detection. The application is exhaustive because no subset of binary clauses matching a cycle structure remains in the current instance.
MaxSatz c * is related to Max-DPLL when replacing every cycle structure with one unit clause and two ternary clauses. MaxSatz c extends MaxSatz and MiniMaxSat in that MaxSatz c additionally applies MaxSAT resolution to cycle structures contained in an inconsistent subformula detected using failed literal detection. Moreover, differently from MiniMaxSat, MaxSatz c replaces these cycle structures no matter if the refutation has arity less than 4 or not.
Recall that a weighted clause (C, w 1 +w 2 ) is equivalent to two weighted clauses (C, w 1 ) and (C, w 2 ). The difference between MaxSatz c and MaxSatz c * should be bigger for Weighted MaxSAT than for unweighted MaxSAT. For example, if a weighted formula contains a cycle structure (l 1 ∨l 2 , 3), (l 1 ∨l 3 , 4), (l 2 ∨l 3 , 5), MaxSatz c * replaces entirely this cycle structure with (l 1 , 3), (l 1 ∨l 2 ∨l 3 , 3), (l 1 ∨ l 2 ∨ l 3 , 3), and leaves two clauses (l 1 ∨ l 3 , 1), (l 2 ∨l 3 , 2) in the formula. On the contrary, MaxSatz c only replaces the part of this cycle structure contained in an inconsistent subformula. If the minimum clause weight in the inconsistent subformula is 2, MaxSatz c replaces this cycle structure with (l 1 , 2), (l 1 ∨l 2 ∨l 3 , 2), (l 1 ∨l 2 ∨l 3 , 2), and leaves the cycle structure (l 1 ∨l 2 , 1), (l 1 ∨l 3 , 2), (l 2 ∨l 3 , 3) in the formula, which is different from the unweighted case where MaxSatz c never partly replaces a cycle structure.
Experimental Results and Analysis
We conducted experiments to compare the performance of the different versions of MaxSatz described in the previous section (MaxSatz, MaxSatz c , MaxSatz p c , MaxSatz p , and MaxSatz c * ).
As benchmarks for Weighted MaxSAT, we considered random weighted Max-2SAT, random weighted Max-3SAT, and random weighted Max-CUT instances, and all the crafted instances of the 2008 MaxSAT Evaluation (the evaluation did not include industrial instances for Weighted MaxSAT). As benchmarks for Partial MaxSAT, we considered random partial Max-2SAT and random partial Max-3SAT instances, and all the industrial and crafted instances of the 2008 MaxSAT Evaluation. We did not solve the random instances of the Weighted MaxSAT and Partial MaxSAT categories of the 2008 MaxSAT Evaluation because they are easily solved with the different versions of MaxSatz. We selected instances which are harder and allow to analyze the scaling behavior of the solvers.
We do not include the experimental results with other solvers in this section for three reasons: (i) the purpose of the experiments is to show the effectiveness of the heuristic replacement of cycles structures given in Algorithm 1, while keeping other things equal in a solver; (ii) for randomly generated (weighted or partial) instances, other solvers are too slow to be displayed in the figures; (iii) for crafted and industrial instances of the 2008 MaxSAT Evaluation, the performance of other solvers can be checked in the web page of the evaluation (http://www.maxsat.udl.cat/08/).
Experiments were performed on a MacPro with two 2.8GHz Quad-Core Intel Xeon processors and 4Gb of RAM. For every instance, besides the run time, we compute the total number k of cycle structures replaced by applying MaxSAT resolution (in addition to Rule 3 and Rule 4), and divide k by the search tree size t. The ratio k/t roughly indicates the average number of cycle structures replaced (in addition to the applications of Rule 3 and Rule 4) at a search tree node. For the 2008 MaxSAT Evaluation instances, we set a cutoff of 30 minutes. These instances generally include no or very few cycle structures in their initial formulas, so that the preprocessing is not significant. We do not include MaxSatz p c and MaxSatz p in the comparison for them for the sake of clarity.
The experimental results for Weighted MaxSAT are shown in Figure 1 , Figure 2 , Figure 3 , and Table 1 . Figure 1 shows the mean time (left plot) and the mean ratio k/t (right plot) to solve sets of 100 randomly generated Weighted Max-2SAT instances with 100 variables and an increasing number of clauses. MaxSatz is not included in the right plot, because cycle structures replaced by Rule 3 and Rule 4 are not counted in k, so that k is always 0 for MaxSatz. We observe a clear advantage of MaxSatz c and MaxSatz p c , which are up to one order of magnitude better than MaxSatz and MaxSatz c * . The search tree size (not shown for lack of space) follows the same ordering. It can be observed that, it suffices to replace three or four cycle structures contained in an inconsistent subformula at a search tree node to obtain an important gain, and the gain grows with the number of cycle structures replaced. However, if the cycle structures not contained in an inconsistent subformula are also replaced as in MaxSatz c * , the LB becomes substantially worse and the search tree larger, and the more replacements there are, the worse the LB. Figure 2 shows the mean time (left plot) and the mean ratio k/t (right plot) to solve sets of 100 randomly generated Weighted Max-3SAT instance with 60 variables and an increasing number of clauses. Since weighted Max-3SAT instances do not include cycle structures, the preprocessing has no effect. Therefore, Figure 2 does not include MaxSatz p c and MaxSatz p . We observe that MaxSatz c is clearly better than the rest of solvers. Note that all cycle structures are dynamically created during search. Figure 3 shows the mean time (left plot) and the mean ratio k/t (right plot) to solve sets of 100 random Weighted Max-CUT instances generated from random graphs of 100 nodes and an increasing number of edges. MaxSatz c * is better than MaxSatz because a cycle structure easily belongs to an inconsistent subformula due to the special structure of the Max-CUT problem. Nevertheless the heuristic application of MaxSAT resolution to cycle structures contained in an inconsistent subformula makes MaxSatz c significantly better than MaxSatz c * . Table 1 contains the results for the crafted instances of the Weighted Max-SAT category of the 2008 MaxSAT Evaluation. For each group of instances, we display the number of instances I in the group, and for each solver, the number of instances solved within the cutoff of 30 minutes (in brackets) and the mean time in seconds to solve these solved instances. MaxSatz c is the best performing solver, which solves 4 instances more than MaxSatz and 2 instances more than Maxsatz c * .
The experimental results for Partial MaxSAT are shown in Figure 4 , Figure 5 , Table 2, and Table 3 . Figure 4 shows the mean time (left plot) and the mean ratio k/t (right plot) to solve sets of 100 randomly generated partial Max-2SAT instance with 150 variables, 150 hard clauses as in the 2008 MaxSAT evaluation, and an increasing number Figure 5 shows the mean time (left plot) and the mean ratio k/t (right plot) to solve sets of 100 randomly generated partial Max-3SAT instance with 80 variables, 80 hard clauses, and an increasing number of soft clauses. Note that there are very few cycle structures replaced at a search tree node, but the gain of MaxSatz c and the loss of MaxSatz c * are very significant. Table 2 contains the results for the industrial instances of the Partial Max-SAT category of the 2008 MaxSAT Evaluation. MaxSatz c solves 25 instances more than MaxSatz, and 40 instances more than MaxSatz c * . Table 3 contains the results for the crafted instances of the Partial Max-SAT category of the 2008 MaxSAT Evaluation. MaxSatz c solves 7 instances more than MaxSatz c * . There are very few cycle structures contained in an inconsistent subformula during search for these instances. Their exploitation still makes MaxSatz c the best performing solver in general.
Conclusions
We have studied why and when is useful to apply MaxSAT resolution to cycle structures in MaxSAT LB computation. We found that the exhaustive application of MaxSAT resolution is not so effective in general, and that MaxSAT resolution is effective if it is applied to cycle structures contained in an inconsistent subformula detected using unit propagation or failed literal detection. The benefit is twofold: (i) the inconsistent subformula can be transformed into a smaller one to liberate two ternary clauses for detecting other inconsistent subformulas, (ii) the smaller inconsistent subformula is easier and faster to detect or re-detect in subtrees. Experimental results suggest that the solver becomes much slower when MaxSAT resolution is applied to cycle structures not contained in an inconsistent subformula. We defined a heuristic that guides the applications of MaxSAT resolution to cycle structures. The implementation of this heuristic provides empirical evidence that it is very effective on many hard instances of Weighted MaxSAT and Partial MaxSAT, independently if they are random, crafted or industrial, as soon as few inconsistent subformulas contain a cycle structure.
In the future, we will study the exploitation of other structures in MaxSAT instances. It is remarkable that a relevant exploitation of few structures at a search tree node can result in a substantial speed-up in the solving of a MaxSAT problem.
