Multiplication is one of the important operation in digital signal processors. 
INTRODUCTION
Multiplication is one of the fundamental function in arithmetic operations. In a Digital Signal Processors multipliers are the key components. Since multiplication dominates the execution time of many DSP algorithms, so there is need of high speed multiplier. The demand of high speed processing is increasing in computer and DSP applications. Efficient arithmetic operations are important to achieve the desired performance in many real-time signals.
Hence continuous efforts are taken to improve the performance of multiplier by reducing the speed. There are several methods have been used for multipliers such as Braun-array, Baugh-Wooley method of two's complement and Booths algorithm. Booth's algorithm is the most successful method for multiplication.
In this paper a simple 16X16 bit multiplier is proposed which is based on Urdhva Tiryagbhyam sutra of Vedic mathematics and on Booth's algorithm. The two numbers of 16 bit each are multiplied by using Vedic maths. The main concept behind this is that to reduce the propagation delay of the architecture which is the drawback of Booth's algorithm. As the number of bit increases in the Booth's algorithm delay increases noticeably and for Vedic mathematics as number of bit increases delay increases slightly. In the end we have compared the two algorithms on the basis of certain parameters and proved that Vedic mathematics is the best way to multiplication of higher number of bits like 16X16 bit.
BOOTHS MULTIPLIER
The previous method for multiplier is the Booth's multiplier [5] based on Booth's algorithm. This method is given by "Andrew Donald Booth". The given flowchart describes the method. The Booth's multiplier scans the three bits at a time to reduce the number of partial products. These three bits are the two bits from the present pair and third bit from high order bit of an adjacent lower order pair.
From above flow chart we have algorithm as follows: 1. The multiplier and multiplicand are placed in Q and B registers respectively. 2. A one bit Q(-1) register is placed at the least significant bit of Q (0) In earlier days this Booth's multiplier is very suitable for multiplication. This will give the accurate result of multiplication. But this multiplier has some drawback.
The drawbacks can be overcome by designing a suitable multiplier for 16X16 bit multiplication. We will design the new multiplier as Vedic multiplier by using the concept of Vedic mathematics.
VEDIC ALGORITHM
Vedic multiplier is based on the Vedic mathematics [1] . Vedic mathematics is the ancient method of mathematics. It was rediscovered from Vedas in between 1911 to 1918 by Sri Bharti Krishna Tirthaji (1884-1960). Who was mathematician and Sanskrit scholar. The Vedic mathematics is based on the 16 sutras of Urdhva Tiryagbhyam. It simply means that "vertically and crosswise multiplication".it involves minimum number of calculations, it reduces the space, save the computational time and it is applicable in all cases of multiplication. This method is most efficient when the number of bit increases in multiplication.
The structure of this method is shown in the figure from this we get clear idea of "vertical and crosswise multiplication" For multiplication of two 4 bit numbers the multiplication process is divided into 7 steps. The first number is a3a2a1a0 which is multiplier and second number is b3b2b1b0 which is multiplicand as shown in the step1 of the figure. The LSB (least significant bit) of multiplier is multiplied with LSB of the multiplicand and the result of this multiplication is stored as the LSB of the final result. Then as shown in the step2 of the above figure The LSB of multiplier is multiplied with second higher bit of multiplicand and second higher bit of multiplier is multiplied with LSB of multiplicand and then these two partial products are added, after adding these two numbers the LSB of addition is taken as the second higher bit of the final result and remaining bits of the addition are taken as carry bit and this carry can be of multi-bit. Then follow the steps which are given in the above figure and after that we get the result of the 4 bit multiplication.
In this paper we have done 16 bit multiplication and for that we require different modules of the 2 bit, 4 bit, 8 bit Vedic multiplier. The different modules of multiplier and their architectures are explained below.
THE PROPOSED MULTIPLIER ARCHITECTURE
This method can be used for any N X N bit multiplication and this Vedic multiplier is independent on clock frequency because partial product and their sum calculated in parallel. And because of we don't require high clock frequencies for multiplication and that's why less switching takes place, because of less switching delay and power minimizes and the result of this we get an efficient processor in delay and power. In this paper we are presenting 16 bit multiplication and for that we require 2 bit, 4 bit, 8 bit multiplier. The detail explanation of these architectures is given below. After implementation of basic 2X2 multiplier it is easy to implement 4X4 multiplier. In the diagram a0, a1, a2, a3 are the bits of first digit while b0, b1, b2, b3 are the bits of second digit. For 4X4 bit multiplication we require four 2X2 multiplier, three adders. After doing the procedure as shown in figure 4 we can implement the 4X4 Vedic multiplier. The result obtain is of 8 bits.
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Vedic Multiplier for 4X4 Bit Module
Vedic Multiplier for 8X8 Bit Module Fig 5: Vedic multiplier for 8X8 bit
This multiplier is implemented from the previous 4X4 multiplier. In this diagram a0 to a7 are the bits of first digit and b0 to b7 are the bits of second digit. For 8X8 multiplier we require four 4X4 multiplier and three 8 bit ripple carry adder after doing the procedure as shown in figure 5 we will get the result of 8X8 multiplier and the result obtained is of 16 bits.
Vedic Multiplier for 16X16 Bit Module Fig 6: Vedic multiplier for 16X16 bit
This is the last module of the Vedic multiplier, this multiplier is implemented from the 8X8 multiplier. In this diagram a0 to a15 are the bits of first digit and b0 to b15 are the bits of second digit. For 16X16 multiplier we require four 8X8 multiplier and three adders after doing the procedure as shown in figure 6 , we will get the result of 16X16 multiplier and the result obtained is of 32 bits. The programming is divided into 4 parts. For developing the multiplier of 16X16 bit, we have to first develop the multiplier of 2X2, 4X4 and 8X8.
HARDWARE IMPLEMENTATION
After the programming is done in the XILINX software the hardware part comes into account. To see easily the output of multiplication we have executed the output on FPGA (Field Programmable Gate Array) kit. The kit is having many LED's which we are using for input and output purpose.
For downloading the program we require to join the JTAG (Joint Test Action Group) cable. One port is attached to the kit and the other port is attached to the CPU. After the program is downloaded we will see different combinations of 16X16 bit multiplication.
The use of this FPGA kit is that the user will see the output easily.
RESULTS
The result of the 16X16 Vedic multiplier is given in the figure's below in which 16 bit number is in binary and decimal form. Also the RTL schematic of Vedic and Booth multiplier is given. From the above RTL schematic it is clear that the hardware requirement for the Booths algorithm is much more than the Vedic multiplier, and that's why the hardware complexity of Vedic algorithm is less than the Booth's multiplier.
COMPARISON OF DEVICE UTILIZATION BETWEEN BOOTH'S AND VEDIC
MULTIPLIER
We have compared Booth's and Vedic multiplier on the basis of device utilization which is as given below. From that we can clearly conclude that the efficiency of Vedic multiplier is greater than Booth's multiplier. As no of bit increases booth become more efficient. Hence for that reason it is very important to use Vedic multiplier instead of Booth's multiplier.
4x4 Booth's and Vedic Multiplier
CONCLUSION
In this paper we have developed the suitable architecture for multiplication using Vedic multiplier. This multiplier is suitable for multiplication of large number of bits. We compared Vedic multiplier over Booths multiplier and successfully show that Vedic multiplier is more convenient than Booths multiplier. The simulation results clearly shows that the Vedic multiplier is having minimum path delay as compared to the Booth's multiplier also hardware complexity of Vedic algorithm is less than the Booth's algorithm.
