Abstract. This paper presents a real time interactive conferencing system that allows people to communicate via animated images. The employed distant cameras act as a remote vision system. The cameras simulate the movement of an observer and return images covering the surrounding view of the pictured person. This paper also describes the neuro-command system that controls a robot with two joints (degrees of freedom) that carries the used camera. This neural system translates the head movements. A methodology from image processing has been adopted for the classification, and facilitation of the phase of neural network learning process.
Introduction
Picture analysis through image processing requires substantial development on all levels of operation. Namely, the initial state of the picture taken, its compression, recognition and also its interpretation. The data-retention time (delay) of these phases influences incontestably the quality of processing tasks and the time of execution. However, the quality of service and the processing time are often the major concern of real-time applications. A successful computer vision system should account for granting these requirements. The analysis and interpretation of pictures is subject of important research and scientific studies [7-9, 11, 12] .
Researches in this domain bypass the simple setting of compression to the classification, since it is about extracting high-level structured information. It allows us to recognize and to index pictures. The complexity of processing required by these applications motivated several researchers to focus on the particular problem resolution [10, 13, 14] . Although the literature in image processing is abundant by classic methods of segmentation [1, 6, 12, 15] , no general approaches are known to exist.
The neural technique already used to command robots [2] [3] [4] [5] is used for head orientation recognition: this includes the Face, Down, High, Right and Left. After the acquisition of the observer's picture, a processing technique has been developed to extract the minimum necessary information to make neural network learn. The learned network will be used to transmit the command to a remote camera.
The intelligent system capable of recognizing some pictures is used to command a robot with two joints to carry another distant camera. As all the scenes that take place in front of us, where the received picture changes according to the movement of the head, a distant camera will be commanded (controlled) according to the movement of the head of the client at the other side. This work can be integrated into the development of the visual conference technology. Several applications have already been developed. "Videovu" (Video and Audio over the Internet and over LAN. Integrate tools), "ShowMe" (Video and Audio over the Internet, "Integrate wb" (WhiteBoard)), "Picture Window" (Video and Audio over the Internet) are examples of such applications.
Our application, which enables remotely controlling to a camera held by a robot with two joints, may lead to more interactive instruments. In fact, our system allows people from different sites to monitor themselves remotely, in real time, at the same time communicating parties will be exchanging animated pictures under a supervising controller. The distant camera works as human eyes and the picture transmitted by the network changes according to the orientation of the observer's head, such a property makes, visual conferencing a more interactive and dynamic process. This paper treats two problematic aspects: the pre-processing of pictures acquired and the recognition of the orientation of the head for the purpose of improving the quality of classification, facilitating the neural training, and minimizing the turnaround time of the neural system.
Our final objective is to present our intelligent system in a visual conference to improve the quality of the interaction among different communicating sites. To reach this objective, we present a robot with two degrees of freedom allowing to direct the camera in four directions. This robot with two joints has been assembled using two stepper-motors with an electronic controller (Driver).
We will describe the implementation and functionality of the robot in Sections 2 and 3. We will then propose the configuration and the preparation of the neural network. The different aspects of computer programming will be presented in Section 4. Final comments and the general conclusion are provided in the last section.
Robot Construction
The implementation of the robot with two joints (Figure 1 ) is done using two stepmotors. Every motor is equipped with a gear system to drive the two joints. At the tip of these two joints, a wrist carries the camera and directs it in the four directions. A system of electronic command Driver (Figure 2 ) constitutes the interface between the parallel port of the PC and the motors of the robot. Once the support of the robot is manufactured, we construct the command circuit of the two motors. This interface joins the information transmitted through the parallel port and transforms it to signals that drive the motors of the robot.
Combining the robot and its command circuit brings us to the system as illustrated in Figure 3 . 
System Function for the Robot Guidance
The relative data of the picture coming from the camera of the observer's (server side) must undergo an intelligent processing phase. This phase is used to deduct the decision made by the neural system (or the command) to transmit (via the computer network joining the two sites). It will be translated into a numeric command, then transmitted toward the robot with two distant joints at "client side". The general structure of our system is depicted in Figure 4 .
This robot follows the movement of our head which we can, through this robot, visualize in real time a remote scene. Also we can control the vision field with the orientation of our head which, in turn, determines the orientation of the remote camera (installed on the robot) in an appropriate way. Note that a user can orient his/her head in 4 directions.
The computer captures the image with its camera and analyzes the situation of the head. It formulates the command which is then transmitted to the second camera located on the remote robot. Accordingly, we state five different cases ( Figure 5 ):
(1) When the user looks directly to the PC, the user visualizes the distant scene transmitted by the network and taken by the other camera carried by the robot. (2) When the user turns his head to the left, the robot will directly turn the camera to the left and the user will visualize a new distant scene to the left of the previous scene. (3) Same movement as in (2) with an orientation to the right instead. The following section will present the programming aspects and components of our system.
Programming Implementation (data processing)
This section is of twofold: the first part involves the configuration and preparation of the neural network undergoing a phase of training; and the second part executes concurrently achieving the following tasks:
(1) Reading of connection weights (results of the first part). 
programming of neural network
The neural network was implemented using the "MATLAB" software package. Learning is the phase of development of the neural network which is modified by the behavior of the network. Throughout the greater part of process described by the algorithm (Section 4), the modified variables during the training are the weights of connections. Learning is the modification of weights of the network in response to respond to the examples and experiences obtained. It is often impossible to decide a priori the values of weights of connections of a network for a particular set of application data. After the learning process, weights are fixed: so it is also in the phase of utilization.
The neural network used includes 3 layers: an input layer, a middle layer, and an output layer. It is a multilayer network having in the first layer, the input layer, equivalent to 1291 neurons representing a picture, i.e. a matrix of 1291 pixels. Every pixel is represented by a neuron. The second layer, the middle layer, contains 100 neurons. Increasing the number of neurons in the middle layers, it increases the efficiency of the network in phases of learning and recognition. The last layer is the output layer; the number of neurons in this layer and in the input layer depends on the processed application. For example, our first test recognizes five pictures (orientation face Up, Down, Right, Left, or Face). It is sufficient to have 5 neurons or 5 bits for the output. We only have 5 prototypes to learn. Actually, these 5 neurons of output permit to code (in binary) not only 5 prototypes, but 32 prototypes (i.e. 2 * * 5). Yet it is preferable to have 5 orthogonal codes as a basis of training.
For example, for the 5 bits of output of the network we will choose: 00001 for orientation "Up" 00010 for orientation "Down" 00100 for the right orientation 01000 for the left orientation 10000 for an other picture or face Before proceeding to the phase of training (the one prepared under Visual Basic), a database containing 50 pictures representing several shapes of a face of high orientation and 50 pictures representing shapes of low orientation, and similarly for the remaining cases. These pictures undergo two operations: 1 -reduction of the size (to limit the size of our neural network), 2 -quantification of values of every pixel to shades. This data constitutes the basis of training of our multilayer network.
Learning Phase
The neural network chosen must learn to distinguish the customer's face in its five positions (high, low, right, left, face). For a good generalization, the training set must include several samples for every position.
There is no fixed number of samples. Consequently, there is no fixed number of neurons of the network. The different tests bring us to a multilayer network composed of 100 neurons for the middle layer which includes 5 neurons in the output layer, corresponding to the number of cases to recognize (face, Up, Down, right and left).
The learning phase is done once under "MATLAB", which possesses libraries of neural networks. Synaptic weights of the network are taken randomly at the beginning.
Learning, using the method of "Levenberg-Marquardt", assures a convergence toward the desired value with error of approximately 10 −6 . The training set includes the following stages:
1. Capture of images from the digital camera. We prepare the basis of training for the different cases of the face. Once the decision is taken, for the captured pictures in line, by the neural network, the command should be sent from the client to the server to position the distant robot.
server side programming
In this section, we take care of the server that is connected to the robot with two joints carrying the camera. This stage includes the following tasks:
• Initialization of the parallel port ( Figure 6 ).
• Initialization of the socket so that we can receive the numeric data of "client" (Figure 7 ). This data represents the five different commands that we must transmit to the robot carrying the camera at the "server side".
We must note that the address of the parallel port is displayed on "text box" and it differs from one Windows version to the other. We must avoid modifying the two joints by hand which might affect the circuit's electrometric strength. 
client side programming
Once the learning phase of the neural network is finished (Section 4.1.1.), the phase of recognition must be implemented on the "client side". It permits the recognition of the orientation of the present face to transmit (client ➔ server) the numeric command via the computer network to order the robot at the "server side". In addition, the server redirects the robot's camera to transmit in the opposite direction (Server ➔ Customer) the new scene according to the orientation of the client's head.
The face recognition phase permits taking the following decision (or the appropriate command word to transmit). From the client side, a graphics interface permits the visualization of the distant scene with the supplementary information: The five outputs of the neural network and the face at the client side.
In this mode, there are several stages to follow:
Outputs ofneural network according to the orientation of the head Figure 8 . Outputs of neural network according to the orientation of the head. We notice that when the face is in the position "face", s (0) is near to 1 whereas s (1) , s (2) , s (3) and s (4) are near to 0. When the face turns to the right, it is s (1) that will be near to 1 and all other outputs will be near to 0.
• START: To begin capturing the picture from the digital camera "client side"
• Input Lw and Iw: For the acquirement of synaptic values of neural network after the learning phase.
• Recognition: After that we take the picture and directly compress it, we feed it into the function of neural network simulator to take the decision. At the end Position of the camera Before moving the head to the right.
Moving the head to left side
Moving the camera According to the orientation of the head Figure 9 . The camera (server side), carried by the robot with two joints, orientates itself according to the orientation of the head "client side".
we transmit the data to the server. Figure 8 , we notice that the results of the neural network appear to us on the notice board.
• Connection: It is necessary to be connected to the server i.e. to the robot to transmit the appropriate command via the computer network. Figures 9 and  10 show how the decision influences the command of the robot carrying the camera and the scene received "client side" changes according to this decision taken by the neural network. All the computer programs presented will be illustrated in the form of an organization chart in Figures 11, 12, 13 and 14 . . Scenes transmitted to the server become dynamic i.e. a scene that changes according to the orientation of the client head. At the top, it is a scene transmitted by the distant server and when we descend the head client side, a new scene is gotten automatically since the distant camera orientates itself to the low. 
Conclusions
We have designed and developed robotics system with two joints provided with a camera transferring a scene (image) from one site to another. The distant camera is oriented according to the orientation of the client's head supervising the scene. An intelligent system of treatment and analysis of pictures is used to order the two joints of the robot. When implementing the robotic intelligent system, we faced the following problems:
(i) The mechanical construction of the robot with two joints while respecting the mechanical norms (gearings -rubbing...). (ii) The research and design of the electronic command circuit Driver based on the utilization of transistors. (iii) The development of the interface circuit of the PC -motors that must include an opto coupler permitting to protect the parallel port against high voltages and to increase the applied voltage to boundary-marks of motor spools. The opto-coupler must be used since the parallel port of the PC provides the strength (5 V to 5 mA) that is incapable of saturating the transistor in the driver circuit. (iv) The modeling of the neural network that permitted us to recognize the learned pictures. The training has been done under MATLAB and the real-time recognition in real time has been performed under Visual Basic.
A lot of tests were needed and the results obtained were very satisfactory. The turnaround time of the system is very acceptable. In the context of a visual conference, we constructed a neural model of visual picture processing which was implemented on a robotic system. With the developed system, we succeeded in delivering back a remote image transmitted on a dynamic network i.e. a "server side" picture that changes its orientation according to the movement of the head of the observer "client side". It has been achieved by utilizing an intelligent system of processing and image analysis using a learned neural network. The demonstrated interactive system of visual conferencing presents obvious advantages, such as the economy of time and money. Typically, remote teaching and similar applications can now be economically envisaged.
