ABSTRACT. We consider Hankel operators on the Segal-Bargmann space H 2 (C n , dµ). Our main result is a necessary and sufficient condition for the simultaneous membership of H f and Hf in the Schatten class C p , 1 ≤ p < ∞. We will explain that, since this condition is valid in the case 1 ≤ p ≤ 2 as well as in the case 2 ≤ p < ∞, this result reflects the structural difference between the Segal-Bargmann space and other reproducing-kernel spaces such as the Bergman space L 2 a (B n , dv).
INTRODUCTION
Let dµ be the Gaussian measure on C n centered at 0 and normalized so that µ(C n ) = 1. In terms of the standard volume measure dV on C n R 2n we can write dµ as dµ(z) = π −n e −|z| 2 dV (z).
Recall that the Segal-Bargmann space (also called Fock space) H 2 (C n , dµ) is defined to be the subspace {f ∈ L 2 (C n , dµ) | f is analytic on C n } of L 2 (C n , dµ).
Throughout the paper, we let P : L 2 (C n , dµ) → H 2 (C n , dµ) be the orthogonal projection. It is well known that H 2 (C n , dµ) is the L 2 (C n , dµ)-closure of the polynomials in the variables z 1 , . . . , z n . Therefore
is an orthonormal basis in H 2 (C n , dµ). Thus P has e z,w as its kernel function, i.e., is called the reproducing kernel for the Segal-Bargmann space H 2 (C n , dµ), which simply reflects the fact that (P ϕ)(z) = ϕ, K z , ϕ ∈ L 2 (C n , dµ). Later on we will also need the normalized reproducing kernel k z = K z / K z .
For each ζ ∈ C n , let τ ζ : C n → C n be the translation (1.1)
Define
It is easy to see that a measurable function f on C n belongs to T (C n ) if and only if the function w f (w)e w,ζ belongs to L 2 (C n , dµ) for every ζ ∈ C n . This in particular means that, if f ∈ T (C n ), then the set {h ∈ H 2 (C n , dµ) | f h ∈ L 2 (C n , dµ)} is a dense, linear subspace of H 2 (C n , dµ).
Recall that the Hankel operator
with symbol function f is defined by the formula
Thus if f ∈ T (C n ), then H f has at least a dense domain in H 2 (C n , dµ). When considering Hankel operators on the Segal-Bargmann space H 2 (C n , dµ), one always needs to impose some growth condition on the symbol function. This is due to the fact that, unlike other reproducing-kernel Hilbert spaces, there are no bounded functions in H 2 (C n , dµ) other than constants. There is another kind of Hankel operators, i.e., the so-called small Hankel op-
Such operators were studied extensively in, e.g. [6, 12] and are not the concern of the present paper. In other words, in this paper we will deal with H f only.
The compactness of Hankel operators with bounded symbols on the SegalBargmann H 2 (C n , dµ) was characterized by C. Berger and L. Coburn in [2] and by K. Stroethoff in [7] (also see [3] ). Normally one would expect that a characterization of the membership of such operators in the Schatten p-classes would soon follow. A search of the literature reveals, however, that the latter characterization is still lacking. The purpose of this paper is to fill this void.
Recall that, for any 1 ≤ p < ∞, the Schatten class C p consists of operators T with T p < ∞, where the p-norm is defined by the formula
In this paper we will completely determine the membership H f ∈ C p and Hf ∈ C p in terms of the symbol function f . Given a ϕ ∈ L 2 (C n , dµ), let SD(ϕ) denote its standard deviation with respect to the probability measure dµ. Recall that the formula for standard deviation is 
where, as we recall, dV denotes the standard volume measure on C n R 2n .
Theorem 1.1 is motivated by K. Zhu's characterization [11] of Schatten class Hankel operators on the Bergman space L 2 a (B n , dV ) of the unit ball of C n . A detailed comparison of our result with Zhu's is appropriate at this point. However, since such a comparison cannot avoid technical definitions associated with the Bergman space, definitions which have nothing to do with the rest of the paper, we will defer it until Section 6 at the end of the paper.
We close this section with a brief sketch of the ideas involved in the proof of Theorem 1.1. It is fairly easy to show (Lemma 3.1 below) that, when 1 ≤ p ≤ 2, the simultaneous membership H f ∈ C p and Hf ∈ C p implies and Hf ∈ C p . The opposite directions in the cases 1 ≤ p ≤ 2 and 2 ≤ p < ∞, which will be taken care of in Section 5, are both easy. Indeed the material contained in Section 5 is simply a specialization to the Segal-Bargmann space of what is well known for reproducing-kernel Hilbert spaces [10] . Hankel operators on the Fock space by K. Stroethoff, which also contained the same generalization of Theorem 1.3 to all complex dimensions n ≥ 1. In view of these developments, and of the fact that our method only covered the case n = 1 and was rather ad hoc, the authors have decided not to include Theorem 1.3 in the present version of the paper. But we would like to mention that, for all values p ≠ 2 and n ≥ 1, the problem stated above remains open and appears to be rather challenging.
PRELIMINARIES
We begin with the lattice Z 2n in R 2n C n . A subset s = {p 0 , . . . , p k } of Z 2n with k ≥ 1 is said to be a discrete segment in Z 2n if there exist a j ∈ {1, . . . , 2n} and a z ∈ Z 2n such that
where e j is the vector in Z 2n whose j-th component is 1 and whose other components are 0. Furthermore, in this setting we will say that p 0 
In other words, the length of the discrete path Γ (v) is simply the sum of the lengths of the discrete segments which make up Γ (v) . This defines the discrete path Γ (v) and its length |Γ (v)| in the case v ≠ 0.
In the case v = 0, we define the discrete path form 0 to 0 to be the singleton set Γ (0) = {0}. Naturally, the length |Γ (0)| of Γ (0) is defined to be 0.
We will consider Z 2n as a lattice in C n in the obvious sense. That is, we will identify
We conclude this section with a few more conventions which will be used in the rest of the paper. The symbol S will denote the unit cube in C n . That is,
The symbol Q is also reserved to denote a particular cube in C n :
As we will see in the next two sections, this notation saves a lot of writing. For example, with this notation, condition (1.3) is now simply
Finally, if E is a Borel set with 0 < V (E) < ∞, we will denote the mean value of f on E by f E . That is, (2.4)
In particular, f S = S f dV since V (S) = 1. We emphasize that the measure which appears in (2.3) and (2.4) is dV , not dµ.
The purpose of this section is to establish that the simultaneous membership H f ∈ C p and Hf ∈ C p implies (1.2) in the case 1 ≤ p ≤ 2.
where τ v is the translation defined by (1.1).
Proof. Given f as above, for each v ∈ Z 2n we define the operator
Let us first consider the case 1 < p ≤ 2. In this case we set q = p/(p − 1). It is obvious that K v ∈ C 2 for every v. Since q ≥ 2, we have
Q+v Q+v
To prove (3.2), let us introduce the subset
of the additive group Z 2n . It is clear that λ∈Λ {(3Z) 2n + λ} = Z 2n and that 
where the second = follows from the definition of α v and from the fact that
2) follows from (3.3), (3.4) and the fact that card(Λ) = 3 2n .
z,w as its kernel function, for
where the ≥ follows from the fact that |w − z| ≤ 3 √ 2n for any z, w ∈ Q. Hence
Combining this with (3.2), we now have
Since this holds for any finite subset F ⊂ Z 2n , we conclude that, in the case
Let us now consider the case p = 1. 
where Γ (v) is the discrete path in Z 2n from 0 to v and |Γ (v)| is the length of Γ (v) as defined in Section 2.
Proof. The case v = 0 is trivial. Suppose that v ≠ 0. Then by Section 2 we can enumerate the points in Γ (v) as a 0 , a 1 , . . . , a in such a way that = |Γ (v)|, a 0 = 0, a = v, and
Obviously,
2V(Q)
.
Thus, by (3.6),
We have
and, by (3.7),
Thus, upon noting that = |Γ (v)|, (3.5) follows from (3.8) and (3.9).
Ë

Lemma 3.3.
There exists a constant 0 < C 3.3 < ∞ such that
Proof. For any z ∈ S, we have
Obviously, |v| dominates the length of every segment in Γ (v). This means that |Γ (v)| ≤ 2n|v|. Therefore
where C 3.3 depends only on n. Applying (3.5) and this inequality in (3.11), (3.10) follows.
Ë
The main result of the section is the following.
Proof. 
Proof. We first show that there is a c > 0 such that
For this we recall the well-known fact that |ϕ − ϕ dν| 2 dν = inf α∈C |ϕ − α| 2 dν if dν is a probability measure and ϕ ∈ L 2 (dν). By the definition (2.4), we have
Obviously there is a δ = δ(n) > 0 such that e −|w| 2 ≥ δ for every w ∈ Q − S. Since dµ(w) = π −n e −|w| 2 dV (w), we see that c = δ/2π n V (Q) will do for (4.1). But from (4.1) it follows immediately that
where Γ (v) is the discrete path in Z 2n from 0 to v. Letting g = f • τ u in the above and recalling (4.4), we now have
Since p/2 ≥ 1, we can apply Hölder's inequality in the above to obtain
) Thus, combining this with (4.3), we find that 
Proof. Since {SD(g)} 2 = g 2 − | g, 1 | 2 and | g, 1 | 2 ≤ P g 2 , we have
To prove the other inequality, let us write {SD(g)} 2 = (1 − P )g 2 + { P g 2 − | g, 1 | 2 }. It suffices to show that (5.1)
LetP (respectively P 0 ) denote the orthogonal projection from L 2 (C n , dµ) ontō H 2 (C n , dµ) = {φ | ϕ ∈ H 2 (C n , dµ)} (respectively C, the subspace of constant functions in L 2 (C n , dµ)). It is obvious thatPḡ is the complex conjugate of P g. That is, P g 2 = Pḡ 2 . Also, | g, 1 | 2 = | ḡ, 1 | 2 = P 0ḡ 2 . Therefore P g 2 − | g, 1 | 2 = (P − P 0 )ḡ 2 . Thus (5.1) follows from the obvious fact that P − P 0 ≤ 1 − P .
Recall that K z (w) = e w,z is the reproducing kernel for H 2 (C n , dµ), i.e., Since K z (z) dµ(z) = π −n dV (z), Lemma 5.2 below is well-known. In fact its proof is simply an adaptation of the proof of, e.g., [10, Proposition 6.3 .2] to the Segal-Bargmann space in the obvious way. 
