Abstract. In this paper, some new forms of the Cheeger's inequalities are established for general (maybe unbounded) symmetric forms (Theorem 1.1 and Theorem 1.2), the resulting estimates improve and extend the ones obtained by Lawler and Sokal (1988) for bounded jump processes. Furthermore, some existence criteria for spectral gap of general symmetric forms or general reversible Markov processes are presented (Theorem 1.4 and Theorem 3.1), based on the Cheeger's inequalities and a relationship between the spectral gap and the rst Dirichlet and Neumann eigenvalues on local region.
Introduction
The Cheeger's inequalities 1] are well known and widely used in geometric analysis, they provide a practical way to estimate the rst eigenvalue of Laplacian in terms of volumes. These inequalities were then established for bounded jump processes by Lawler and Sokal 7] (in which, a detail comment on the earlier study and references is included). The rst aim of the paper is to establish the inequalities for general (maybe unbounded) symmetric forms.
Let (E; E) be a measurable space with reference probability measure . Recall that for a given reversible jump process, we have a q-pair (q(x); q(x; dy)): q(x; E) q(x) 1 for all x 2 E. Throughout the paper, we assume that q(x) < 1 for all x 2 E.
The reversibility simply means that the measure (dx)q(x; dy) is symmetric, which gives us automatically a measure J. Then, the killing measure is given by K(dx) Theorem (Lawler & Sokal) . Take J(dx; dy) = (dx)q(x; dy) and suppose that kJ( ; E)+ K=2k op M < 1. Then, we have In what follows, we consider directly the general symmetric measure J whenever it is possible. In other words, we do not require the existence of a kernel of a modi cation of J(dx; )= (dx), for which some extra conditions on (E; E) are needed.
We now turn to discuss our general setup. Note that the lower bounds given in (1.6) and (1.7) decrease to zero as M " 1. So the results would lost their meaning if we go directly from bounded case to the unbounded forms. More seriously, when we adopt a general approximation procedure to reduce the unbounded case to the bounded one (cf. 2; Theorem 9.12]), the lower bounds given above usually vanish as we go to the limit. To overcome the di culty, one needs some trick. Here we propose a comparison technique. That is, comparing the original form with some other forms introduced below.
Take and x a non-negative, symmetric function r 2 E E and a non-negative function s 2 E such that kJ (1) ( ; E) + K (1) k op 1; L For jump processes, one may simply choose r(x; y) = q(x) _ q(y) = maxfq(x); q(y)g and s(x) = d(x):
We remark that when < 1, the operator J Therefore, for the lower bounds, (1.9) improves (1.6) and (1.11) improves (1.7). More essentially, the lower bound (1.11) is often good enough so that the approximation procedure 2; Theorem 9.12] mentioned above becomes practical. However, we will not go to this direction. In the context of Markov chains on nite graphs, (1.12) was obtained before by Chung 5] . Applying (1.12) to J (1) , we get Up to now, we have discussed the lower bound of 1 by using the Cheeger's constants. However, Theorem 1.3 is indeed a modi cation of the second approach we are going to study. That is, estimating 1 in terms of local 0 and 1 on subsets of E. The last method has been used recently in the context of di usions by Wang 9] and it indeed works for general reversible processes. The details of the next two results for general situation are delayed to Section 3. Here, we restrict ourselves to the symmetric forms introduced above.
It is the position to state our rst criterion for 1 > 0. (1.14)
As we mentioned before, usually, 1 (B) > 0 for all compact B. Hence the result means that 1 > 0 i 0 (A c ) > 0 for some compact A. Because, we can rst x such an A and then make B large enough so that the right-hand side of (1.14) becomes positive. We mention that the study on the leading eigenvalue of a bounded integral operator is indeed included in our general setup. Consider the operator P on L 2 ( ): Pf(x) = R p(x; dy)f(y), generated by an arbitrary kernel p(x; dy) with M := sup x p(x; E) < 1.
Let (dx)p(x; dy) be symmetric for a moment. Clearly, the spectrum of P on L 2 ( ) is determined by the one of M ? P. Note that
Thus, the largest (non-trivial) eigenvalue of the integral operator P can be deduced from 0 or 1 treated in the paper. Finally, by using a symmetrizing procedure, all the results presented here can be extended to the non-symmetric forms. Refer to 2; Chapter 9] or 7] for instance.
The remainder of the paper is organized as follows. Section 2 is devoted to the proofs of Theorems 1.1|1.3. At the end of the section, a di erent approach to handle the unbounded symmetric forms is presented. A general existence criterion for spectral gap is presented in Section 3, which also contains the proofs of Theorems 1.4 and 1.5. All the results concerning with the spectral gap are illustrated by Markov chains in the last section. Because " is arbitrary, we obtain the required conclusion. Hence, h B B = 1 (').
To conclude this section, we discuss a di erent way to deal with the general symmetric forms. In contrast to the previous approach, we now keep (J; K) to be the same but change the L 2 -space. To do so, let p be a measurable function and satisfy p := ess inf p > 0, R (dx)q(x) < 1, since we require that (p) < 1.
Except this point, the approach is not comparable with the previous one (see Example 4.5 and Example 4.7 given below). To state our main criterion, we need some preparation.
Let E be a locally compact separable metric space with Borel eld E and supp( ) = E.
Denote by C b (E) (resp. C 0 (E)) the set of all bounded continuous functions (resp. with compact support) on E. ? B c : (3.6) The assertion of the theorem now follows from (3.6) and Lemma 2.2. Theorem 3.1 is e ective for di usions was shown in 9] with a more direct proof (in this case the Dirichlet form is explicit). We now apply the theorem to jump processes. Proof Clearly, conditions (2) and (3) Next, let u n ( 0) be the rst Dirichlet eigenfunction of on E n n B. Set = infft 0 : x t = 2 E n n Bg. Then, by conditions (2) and (3), there exists c 1 > 0 such that u(x t^ ) c 1 '(x t^ B ) and so u n (x)e ? 0 (E n nB)t = E x u n (x t^ ) c 1 E x '(x t^ B ) c 1 '(x)e ? t ; x 2 E n n B: This implies that 0 (E n n B) . Finally, because the Dirichlet form is regular, it is easy to show that 0 (B c ) = lim n!1 0 (E n n B) and so the required assertion follows.
For the remainder of this section, we turn to study the upper bound of 1 The conclusion now follows from Theorem 3.3 with ("; ') = 1 4 2 (').
Existence of Spectral Gap for Markov Chains.
Usually, the power of a result for general jump processes should be justi ed by Markov chains.
Let E be countable and (q ij ) be a regular and irreducible Q-matrix, reversible with respect to = ( i ). The next two examples show that the two approaches used in the paper for the Cheeger's inequalities may all attain sharp estimates but they are not comparable (remember that Theorem 2.5 is not suitable for Example 4.5). We mention that as far as we know, no optimal estimate provided by the Cheeger's technique ever appeared before. Thus, the lower bound is equal to 1=2 = 1 i q 0 1=2.
The following counterexample shows the limitation of the Cheeger's inequalities. Of course, the example can be easily handled with the help of some comparison technique. However, this suggests us that sometimes it is necessary to examine a model carefully before applying the inequalities. Note that the choice r ij = q i _ q j (i 6 = j) is usually not optimal in the sense for which (1.8) often becomes inequality rather than equality. However, the improvement provided by an optimal r ij is still not enough to cover this example and so the problem is really due to the limitation of the technique. 
