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Περίληψη
΄Ενας αpiό τους κλάδους της μηχανικής μάθησης, ο οpiοίος piαρουσιάζει μεγάλη piρόοδο
τα τελευταία χρόνια, είναι η βαθιά ενισχυτική μάθηση. Προγράμματα piου στοχεύουν στη
μεγιστοpiοίηση κάpiοιας σωρευτικής ανταμοιβής αpiοδεικνύονται ελpiιδοφόρα στην piροσpiάθεια
να εpiεκταθεί το εύρος των εpiιλύσιμων piροβλημάτων μεγάλης piολυpiλοκότητας. Ωστόσο, το
εκάστοτε piεριβάλλον με το οpiοίο αλληλεpiιδρά κάpiοιος piράκτορας βαθιάς ενισχυτικής μάθησης,
ενδέχεται να piεριέχει μια ευρύτερη piοικιλία piιθανών σημάτων ανταμοιβής κατά την εκpiαίδευση.
΄Ενα piαράδειγμα συνδυαστικού piροβλήματος με αραιές ανταμοιβές αpiοτελεί και ο φημι-
σμένος κύβος του Ρούμpiικ. Η αντιμετώpiιση των αραιών ανταμοιβών καθώς και το γεγονός
ότι δεν υpiάρχει εγγύηση τερματισμού του piροβλήματος, είναι μια αpiό τις μεγαλύτερες piρο-
κλήσεις στην βαθιά ενισχυτική μάθηση.
Στόχος της διpiλωματικής εργασίας είναι η εισαγωγή της έννοιας της εντροpiίας του κύβου
του Ρούμpiικ, και η μερική χρήση του σαν οδηγό αpiό έναν piράκτορα, ο οpiοίος χρησιμοpiοιεί
έναν αλγόριθμο αυτοδιδασκόμενης εpiανάληψης κατά την εκpiαίδευση του, με αpiώτερο σκοpiό
την αpiοδοτικότερη λύση του κύβου.
Λέξεις Κλειδιά
Βαθιά Ενισχυτική Μάθηση, Αυτοδιδασκόμενη Εpiανάληψη, Ελαχιστοpiοίηση Εντροpiίας,
Αναζήτηση Δέντρων Μόντε Κάρλο, Νευρωνικά Δίκτυα, Κύβος Ρούμpiικ
i

Abstract
One of the most promising types of Machine Learning called Deep Reinforcement
Learning has advanced to the point where we’re seeing computers do things that would
have been considered science fiction just a few years ago. Deep Reinforcement Learning
agents have achieved state-of-the-art results by directly minimizing cumulative reward.
However, many environments contain a plethora of possible training signals.
In particular, for many combinatorial optimization environments (such as the famous
Rubik’s Cube), rewards are sparse and episodes are not guaranteed to terminate. Lear-
ning goal-directed behavior in environments with sparse feedback is a major challenge for
reinforcement learning algorithms.
The goal of the thesis is to introduce the concept of cube entropy and let the agent
take advantage of entropy minimization, while using an autodidactic iteration algorithm,
in its pursuit of finding God’s Numnber.
Keywords
Deep Reinforcement Learning, Auto-didactic Iteration, Entropy Minimization, Monte
Carlo Tree Search, Neural Networks, Rubik’s Cube
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Κεφάλαιο 1
Εισαγωγή
Το ταίριασμα ενισχυτικής και βαθιάς μάθησης είναι γνωστή ως βαθιά ενισχυτική μάθηση
(Deep Reinforcement Learning ή DRL. Η βαθιά ενισχυτική μάθηση στοχεύει στη δημιουρ-
γία ευφυών piρακτόρων οι οpiοίοι piροσαρμόζονται σε κάpiοιο piεριβάλλον μέσω ανάλυσης των
εμpiειριών τους κατά την αλληλεpiίδραση τους μ΄ αυτό. Οι piράκτορες ενισχυτικής μάθησης
έχουν ήδη γίνει καλύτεροι αpiό τον άνθρωpiο σε ένα μεγάλο εύρος piαιχνιδιών [19]. Η piρόσφα-
τη εpiιτυχία των piρακτόρων είναι piροϊόν κατάλληλης συνεργασίας της κλασικής ενισχυτικής
μάθησης, της βαθιάς μάθησης και της δενδρικής αναζήτησης Monte Carlo (MCTS)[6].
Παρόλο piου οι αλγόριθμοι βαθιάς ενισχυτικής μάθησης έχουν δείξει εντυpiωσιακά αpiο-
τελέσματα σε piολλούς διαφορετικούς τομείς, τα αpiοτελέσματα αυτά βασίζονται σε μεγάλο
βαθμό στη δυνατότητα του piράκτορα να λαμβάνει piεριοδικά ανταμοιβές αpiό μία αρχικά τυχαία
piολιτική.
Οι σύγχρονοι αλγόριθμοι DRL δυσκολεύονται σε piεριβάλλοντα με μεγάλο αριθμό κα-
ταστάσεων και μικρό αριθμό ανταμοιβών όpiως στα piαιχνίδια Sokoban και Starcraft. ΄Αλλα
piεριβάλλοντα, όpiως piροβλήματα εξετάσεων σύντομης αpiάντησης, piαραγοντοpiοίηση piρώτων
αριθμών, καθώς και ο κύβος του Ρούμpiικ έχουν ένα piολύ μεγάλο χώρο καταστάσεων και
μόνο μία τελική κατάσταση στην οpiοία υpiάρχει αμοιβή.
Συγκεκριμένα, το σύνολο των διαφορετικών καταστάσεων στις οpiοίες μpiορεί να βρεθεί ο
κύβος του Ρούμpiικ είναι:
S ≈ 4 ∗ 1019 (1.1)
Ωστόσο, αpiό όλες αυτές τις καταστάσεις, μία μόνο έχει το σήμα ανταμοιβής, η κατάσταση
στην οpiοία ο κύβος θεωρείται λυμένος. Συνεpiώς, ξεκινώντας αpiό τυχαίες καταστάσεις και
εφαρμόζοντας γνωστούς αλγορίθμους βαθιάς ενισχυτικής μάθησης piου δουλεύουν καλά σε
άλλα piεριβάλλοντα (όpiως ο αλγόριθμος A3C) ενδεχομένως να μην έλυναν piοτέ τον κύβο και,
συνεpiώς, να ήταν αδύνατον να λάβουν σήμα ανταμοιβής.
Για την αντιμετώpiιση του piροβλήματος της αραιής ανταμοιβής, χρησιμοpiοιείται η αυτοδι-
δασκούμενη εpiανάληψη [17] για τη δημιουργία αυθαίρετης piοσότητας δειγμάτων εκpiαίδευσης.
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Ο αλγόριθμος αυτός, εμpiνευσμένος αpiό τεχνικές αναζήτησης βέλτιστης piολιτικής, υpiολο-
γίζει ένα policy και value μέσω μίας εpiαναληpiτικής διαδικασίας εpiοpiτευόμενης μάθησης. Στη
συνέχεια, γίνεται χρήση της αναζήτησης Monte Carlo για την αpiοτελεσματική εpiίλυση του
κύβου. Ως εpiιpiρόσθετη piληροφορία κατά την αναζήτηση, εισάγεται η έννοια της εντροpiίας και
δίνεται κίνητρο στον piράκτορα να κινηθεί piρος χαμηλότερη εντροpiία για την αpiοδοτικότερη
λύση του κύβου.
1.1 Οργάνωση του τόμου
Η διpiλωματική εργασία είναι οργανωμένη σε έξι κεφάλαια.
Στο Κεφάλαιο 2 δίνεται το θεωρητικό υpiόβαθρο των βασικών τεχνικών piου χρησιμοpiοιούνται
στη διpiλωματική αυτή. Περιγράφεται η θεωρία της ενισχυτικής μάθησης καθώς και η χρήση
των νευρωνικών δικτύων στη βαθιά ενισχυτική μάθηση.
Στο Κεφάλαιο 3 γίνεται εισαγωγή των ιδιαιτεροτήτων του κύβου του Ρούμpiικ και η ανάλυσή
του αpiό την σκοpiιά της εpiιστήμης υpiολογιστών. Περιγράφονται γνωστοί αλγόριθμοι εpiίλυ-
σης καθώς και το piρόβλημα αναζήτησης του “αλγορίθμου του Θεού”, ένα ανοιχτό ακόμη
piρόβλημα.
Στο Κεφάλαιο 4 γίνεται η ανάλυση της piειραματικής διαδικασίας piου χρησιμοpiοιήθηκε για την
εpiίλυση του κύβου με μία νέα μέθοδος αυτοδιδασκόμενης εpiανάληψης. [17]
Στο Κεφάλαιο 5 εισάγεται η έννοια της εντροpiίας του κύβου και piαρουσιάζεται η ιδέα χρήσης
της εντροpiίας για εύρεση αpiοδοτικότερων λύσεων του κύβου.
Στο Κεφάλαιο 6 γίνεται η piαρουσίαση των συμpiερασμάτων και εξετάζονται κατευθύνσεις για
piεραιτέρω βελτίωση του αλγορίθμου.
Κεφάλαιο 2
Θεωρητικό Υpiόβαθρο
Στο κεφάλαιο αυτό piαρουσιάζεται αναλυτικά η θεωρία της βαθιάς ενισχυτικής μάθησης, η
οpiοία αpiοτελεί και τον piυρήνα του αλγορίθμου αυτοδιδασκόμενης εpiανάληψης.
2.1 Εισαγωγή
΄Ενας αpiό τους piιο ενδιαφέρον κλάδους της τεχνητής νοημοσύνης, “piαντρεύει” τη δύναμη
και τη δυνατότητα των βαθιών νευρωνικών δικτύων για αναpiαράσταση και κατανόηση του
piεριβάλλοντος με τη δυνατότητα ενέργειας piάνω σε αυτήν την κατανόηση.
Η βαθιά ενισχυτική μάθηση χρησιμοpiοιεί τη δύναμη της βαθιάς μάθησης η οpiοία βρίσκε-
ται στη δυνατότητα κωδικοpiοίησης της αναpiαράστασης ενός piεριβάλλοντος με έναν τρόpiο
piου εpiιτρέpiει την δυνατότητα λήψης αpiοφάσεων μέσω κατάλληλης δειγματοληψίας και εpiίβλε-
ψης/piροσαρμογής της συμpiεριφοράς του δικτύου στο piεριβάλλον.
2.2 Βαθιά Ενισχυτική Μάθηση
2.2.1 Ορισμός Βαθιάς Ενισχυτικής Μάθησης
Με μία piρόταση, μpiορούμε να ορίσουμε το reinforcement learning ως μία χαρτογράφηση
καταστάσεων σε αpiοφάσεις με κίνητρο την μεγιστοpiοίηση κάpiοιας αριθμητικής ανταμοιβής.
Στη διαδικασία εκμάθησης δεν piαρέχεται αpiό την αρχή η piληροφορία και η γνώση για το piοιες
αpiοφάσεις είναι piροτιμότερες. Ο piράκτορας (όpiως θα ορίσουμε και αργότερα) οφείλει να ανα-
καλύψει μόνος του μέσω αλληλεpiίδρασης με το piεριβάλλον piοιες είναι οι καλύτερες ενέργειες.
Στις piιο ενδιαφέρουσες και δύσκολες piεριpiτώσεις, μάλιστα, οι ενέργειες αυτές ενδεχομένως
να εpiηρεάζουν όχι μόνο την άμεση ανταμοιβή αλλά και ανταμοιβές στο μέλλον. Οι δύο αυ-
τές έννοιες (αναζήτηση trial-and-error και η καθυστερημένη ανταμοιβή) χαρακτηρίζουν το
reinforcement learning.
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Ο φορμαλισμός του piροβλήματος του reinforcement learning κληρονομεί ιδέες piου υpiάρ-
χουν στη θεωρία δυναμικών συστημάτων. Πιο συγκεκριμένα, η μαθηματική θεωρία piου χρησι-
μοpiοιείται κατά κόρον είναι ο βέλτιστος έλεγχος μιας μη-γνωστής (αpiό την αρχή) διαδικασίας
Markov, και αυτό γιατί οι διαδικασίες Markov συμpiεριλαμβάνουν τις τρεις piιο σημαντικές
piτυχές του reinforcement learning - αίσθηση, δράση, στόχος - στις αpiλούστερες δυνατές
μορφές τους. Οpiοιαδήpiοτε μέθοδος κατάλληλη για την εpiίλυση piροβλημάτων τέτοιας φύσης
ονομάζουμε μέθοδο εpiίλυσης piροβλημάτων reinforcement learning.
2.2.2 Στοιχεία Βαθιάς Ενισχυτικής Μάθησης
Πέρα αpiό τον piράκτορα και το piεριβάλλον, εντοpiίζονται τέσσερα βασικά στοιχεία ενός
συστήματος ενισχυτικής μάθησης [13].
• Πολιτική - Policy
Η piολιτική ορίζει τον τρόpiο εκμάθησης του piράκτορα οpiοιαδήpiοτε χρονική στιγμή. Σε
γενικές γραμμές, η piολιτική είναι μία χαρτογράφηση καταστάσεων του piεριβάλλοντος
σε κατάλληλες ενέργειες piου δρουν συναρτήσει αυτών των καταστάσεων. Αντιστοι-
χεί σε μία αλληλουχία ταιριασμένων ερεθισμάτων και δράσεων στα ερεθίσματα, όpiως
εμφανίζεται και στον κλάδο της ψυχολογίας.
Σε ορισμένες piεριpiτώσεις, η piολιτική ενδέχεται να είναι μία αpiλή συνάρτηση ή piίνα-
κας αναζήτησης, ενώ σε άλλες ενδεχομένως να είναι αρκετά piολύpiλοκη με σημαντικές
υpiολογιστικές αpiαιτήσεις. Συμpiερασματικά λοιpiόν, η piολιτική είναι ο piυρήνας του
piράκτορα RL με την έννοια ότι είναι αρκετή αpiό μόνη της να ορίσει την συμpiεριφορά
του piράκτορα. Οι piερισσότερες αpiό τις piολιτικές σήμερα piου piαρουσιάζουν ερευνητικό
ενδιαφέρον είναι στοχαστικές.
• Σήμα Εpiιβράβευσης/Ανταμοιβής - Reward Signal
Το σήμα εpiιβράβευσης (κάpiοια αριθμητική τιμή / μονόμετρο μέγεθος) ορίζει το στόχο
σε ένα piρόβλημα RL. Σε κάθε χρονική στιγμή, το piεριβάλλον στέλνει στον piράκτορα
μία piοσότητα ανταμοιβής για την εκάστοτε ενέργειά του. ΄Ετσι ο piράκτορας σχηματίζει
μία ιδέα για την αξιολόγηση γεγονότων βάση της αλληλεpiίδρασής του με το piεριβάλ-
λον. Υpiάρχει αναλογία του σήματος εpiιβράβευσης με τα βιολογικά συστήματα καθώς
μpiορούμε να θεωρήσουμε τα σήματα αυτά ως εμpiειρίες ευχάριστες ή εpiίpiονες.
Βλέpiουμε λοιpiόν ότι το reward signal αpiοτελεί την κύρια βάση για την τροpiοpiοίηση της
piολιτικής. Αν η εpiιλογή ενέργειας αpiό την piολιτική οδηγήσει σε χαμηλό reward signal,
η piολιτική ενδεχομένως να αλλάξει. Η αλλαγή αυτή γίνεται με σκοpiό την αναζήτηση
piιο ελpiιδοφόρας κίνησης/ενέργειας, piάντα με οδηγό την μεγιστοpiοίηση του συνολικού
σήματος εpiιβράβευσης. ΄Οpiως και οι piολιτικές, έτσι και τα σήματα εpiιβράβευσης εν-
δεχομένως να είναι στοχαστικές συναρτήσεις των καταστάσεων του piεριβάλλοντος και
των ενεργειών σε κάθε κατάσταση.
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• Συνάρτηση Αξίας - Value Function
Το reward signal όpiως αναφέρθηκε piαραpiάνω, piληροφορεί τον piράκτορα για την piοι-
ότητα της άμεσης ενέργειάς του. Η συνάρτηση αξίας υpiοδεικνύει την μακροpiρόθεσμη
αξία της άμεσης ενέργειας του piράκτορα.
Γενικά, η αξία μιας κατάστασης είναι το συνολικό piοσό ανταμοιβής piου ένας piράκτο-
ρας εκτιμά ότι θα συσσωρεύσει στο μέλλον ξεκινώντας αpiό τη δοθείσα κατάσταση. Τα
σήματα εpiιβράβευσης καθορίζουν piοιες είναι οι άμεσες, εγγενείς εpiιθυμητές καταστάσεις
του piεριβάλλοντος. Οι αξίες σε κάθε κατάσταση ορίζουν piοιες καταστάσεις είναι μα-
κροpiρόθεσμα εpiιθυμητές, αφού ληφθούν υpiόψη οι καταστάσεις piου θα ακολουθήσουν
καθώς και η συνολική εpiιβράβευση piου λαμβάνεται αpiό τον piράκτορα ακολουθώντας το
συγκεκριμένο μονοpiάτι.
Παραδείγματος χάρη, μία κατάσταση ενδεχομένως piάντα να αpiοφέρει μικρή ανταμοιβή
στον piράκτορα αλλά να έχει υψηλή αξία διότι συνήθως ακολουθούν καταστάσεις piου
κρύβουν δώρα για τον piράκτορα (large accumulated reward). Θα μpiορούσε φυσικά να
ισχύει και το αντίστροφο. Κάνοντας και εδώ την αναλογία στα βιολογικά συστήματα, η
αξία piου piροσδίδεται σε κάθε κατάσταση αντιστοιχεί σε μία piιο εκλεpiτυσμένη και ολο-
κληρωμένη μακροpiρόθεσμη εκτίμηση της συνολικής αξίας του να βρίσκεται ο piράκτορας
σε αυτήν την κατάσταση.
Η σωστή εκτίμηση του value function είναι το κεντρικό μας μέλημα κατά την εκpiα-
ίδευση διότι οι εpiιλογές των ενεργειών γίνονται βάση της εκτίμησης της συνάρτησης
αξίας. Εpiιδιώκουμε αpiοφάσεις piου μας οδηγούν σταδιακά σε καταστάσεις με υψηλότε-
ρη αξία διότι οι αpiοφάσεις αυτές μακροpiρόθεσμα μας εpiιφέρουν τη μεγαλύτερη δυνατή
ανταμοιβή. Δυστυχώς, είναι δύσκολη καμιά φορά η σωστή εκτίμηση της αξίας της κάθε
κατάστασης. Οι αξίες κάθε κατάστασης ανανεώνονται και υpiολογίζονται ξανά κάθε φο-
ρά piου εκτελούμε μία αλληλουχία ενεργειών. Στην piραγματικότητα, ο piιο σημαντικός
στόχος σε σχεδόν ολόκληρο το piεδίο του RL είναι η εύρεση σωστής μεθόδου για την
αpiοτελεσματική εκτίμηση του value function.
΄Ενα βασικό ερώτημα piου τίθεται κατά τον υpiολογισμό του value function είναι αν
υpiάρχει piεpiερασμένος ορίζοντας ή άpiειρος ορίζοντας για τη λήψη αpiοφάσεων. Πεpiε-
ρασμένος ορίζοντας σημαίνει ότι υpiάρχει ένας σταθερός χρόνος Ν μετά τον οpiοίο δεν
λαμβάνουμε τίpiοτα υpiόψιν. Συνεpiώς,
V ([s0, s1, . . . sN+k]) = V ([s0, s1, . . . , sN ])∀k > 0 (2.1)
Αξίζει να σημειωθεί ότι υpiάρχει piιθανότητα μεταβολής με το χρόνο της βέλτιστης ε-
νέργειας συναρτήσει της κάθε κατάστασης, σε αντιδιαστολή με τις piολιτικές άpiειρου
ορίζοντα κατά την οpiοία ο piράκτορας συμpiεριφέρεται με τον ίδιο τρόpiο στην ίδια κα-
τάσταση.
Αν υpiοθέσουμε ότι οι piροτιμήσεις ενός piράκτορα είναι στάσιμες, υpiάρχει μαθηματική
αpiόδειξη ότι υpiάρχουν αpiοκλειστικά δύο τρόpiοι ορισμού της αμοιβής.
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Additve Rewards: Η αξία μιας ακολουθίας καταστάσεων είναι:
V ([s0, s1, s2, ...]) = R(s0) +R(s1) + . . . (2.2)
Discounted Rewards: Η αξία μιας ακολουθίας καταστάσεων είναι:
V ([s0, s1, s2, ...]) = R(s0) + gR(s1) + g
2R(s2) + . . . (2.3)
όpiου ο συντελεστής γ ορίζεται ως ο piαράγοντας ελάττωσης. Ο αριθμός γ έχει piεδίο
τιμών μεταξύ 0 και 1 και piεριγράφει το ισοζύγιο μεταξύ piροτίμησης βραχυpiρόθεσμων ή
μακροpiρόθεσμων ανταμοιβών.
• Μοντέλο Περιβάλλοντος - Environment Model
Το τέταρτο και τελευταίο στοιχείο ενός συστήματος RL είναι το μοντέλο του piεριβάλλο-
ντος. Ως το μόνο piροαιρετικό αpiό τα τέσσερα στοιχεία, το μοντέλο ενός piεριβάλλοντος
μιμείται τη συμpiεριφορά του piεριβάλλοντος, η αλλιώς εpiιτρέpiει την εξαγωγή συμpiε-
ρασμάτων για τη συμpiεριφορά του. Για piαράδειγμα, δεδομένης της κατάστασης και
ενέργειας, το μοντέλο μpiορεί να piροβλέψει την piροκύpiτουσα κατάσταση και ανταμοιβή.
Μέθοδοι piου piεριέχουν μοντέλα του piεριβάλλοντος και χρησιμοpiοιούνται για την εpiίλυ-
ση piροβλημάτων RL λέγονται μέθοδοι με χρήση μοντέλου και έρχονται σε αντιδιαστολή
με αpiλούστερα “model free” μοντέλα τα οpiοία λειτουργούν καθαρά με trial-and-error.
2.2.3 Διεpiαφή Πράκτορα - Περιβάλλοντος
΄Οpiως αναφέρθηκε και piροηγουμένως, ο μαθητευόμενος στο piρόβλημα της ενισχυτικής
μάθησης ονομάζεται piράκτορας. Η αλληλεpiίδραση του piράκτορα γίνεται με το piεριβάλλον. Ο
piράκτορας και το piεριβάλλον αλληλεpiιδρούν συνεχώς, καθώς ο piράκτορας εpiιλέγει τις ενέρ-
γειες και το piεριβάλλον ανταpiοκρίνεται στις ενέργειες αυτές και piαρουσιάζει νέες καταστάσεις
στον piράκτορα.
Το piεριβάλλον εpiίσης, piαράγει τις ανταμοιβές (rewards) piου τροφοδοτεί στον piράκτορα,
ειδικές τιμές piου piροσpiαθεί ο piράκτορας να μεγιστοpiοιήσει.
Ο piράκτορας και το piεριβάλλον αλληλεpiιδρούν σε κάθε μία αpiό τις διακριτές χρονικές
μεταβάσεις, t = 0, 1, 2, ... . Περιοριζόμαστε στο διακριτό χρόνο για αpiλούστευση, piολλές αpiό
τις ιδέες της ενισχυτικής μάθησης μpiορούν να γενικευτούν και σε συνεχή χρόνο [4].
Σε κάθε χρονική στιγμή t, ο piράκτορας δέχεται κάpiοια αναpiαράσταση της κατάστασης
του piεριβάλλοντος, St ∈ S, όpiου S το σύνολο των δυνατών καταστάσεων, και εpiιλέγει μία
ενέργεια, At ∈ A(St), όpiου A(St) το σύνολο των ενεργειών διαθέσιμο στην κατάσταση St.
Την εpiόμενη χρονική στιγμή, ως αpiοτέλεσμα της piροηγούμενης ενέργειας, ο piράκτορας
λαμβάνει την ανταμοιβή του με τη μορφή ενός αριθμού Rt+1 και piηγαίνει σε μία νέα κατάσταση
St+1. Το piαρακάτω σχήμα piαρουσιάζει την αλληλεpiίδραση piεριβάλλοντος και piράκτορα:
2.2 Βαθιά Ενισχυτική Μάθηση 7
Σχήμα 2.1: Τρόpiος αλληλεpiίδρασης piράκτορα και piεριβάλλοντος. Τα βέλη δείχνουν τη ροή
piληροφορίας μεταξύ τους [13]
Σε κάθε χρονική στιγμή, ο piράκτορας piροσpiαθεί να χαρτογραφήσει καταστάσεις σε κατα-
νομές piιθανών κινήσεων εpiιλέγοντας κάθε δυνατή κίνηση. Αυτή η χαρτογράφηση ονομάζεται
piολιτική και συμβολίζεται με pit, όpiου pit(s|a) ορίζεται ως η piιθανότητα At = a για St = s. Οι
μέθοδοι ενισχυτικής μάθησης ορίζουν το piως ο piράκτορας τροpiοpiοιεί την piολιτική του βασι-
ζόμενος στην αλληλεpiίδραση με το piεριβάλλον. ΄Ενας piετυχημένος piράκτορας μεγιστοpiοιεί
τη συνολική ανταμοιβή piου δέχεται στο βάθος του χρόνου.
Το piλαίσιο αυτό, ως αφηρημένο και ευέλικτο, έχει τη δυνατότητα εφαρμογής σε piολλά δια-
φορετικά piαραδείγματα και με διαφορετικούς τρόpiους. Για piαράδειγμα, τα χρονικά βήματα δεν
είναι αναγκαστικό να αντιστοιχούν σε σταθερά βήματα piραγματικού χρόνου. Ενδεχομένως
να αναφέρονται σε αυθαίρετα διαδοχικά στάδια λήψης αpiοφάσεων και ενεργειών. Ενέργειες
μpiορούν να θεωρηθούν χειρισμοί αpiό χαμηλού εpiιpiέδου, όpiως pi.χ. τάσεις piου εφαρμόζονται
σε κινητήρες ρομpiότ, μέχρι αpiοφάσεις υψηλού εpiιpiέδου, όpiως pi.χ. η εγγραφή σε μεταpiτυ-
χιακό piρόγραμμα. ΄Ομοια, οι καταστάσεις εμφανίζονται σε μία piοικιλία διαφορετικών μορφών.
Ενδεχομένως να piροσδιορίζονται αpiό χαμηλού εpiιpiέδου αισθήσεις, όpiως άμεσες ενδείξεις
αισθητήρων, μέχρι υψηλού εpiιpiέδου αφηρημένες έννοιες, όpiως για piαράδειγμα συμβολικές
αναpiαραστάσεις αντικειμένων σε ένα δωμάτιο. Ορισμένες αpiό τις οντότητες piου ορίζουν μία
κατάσταση ενδεχομένως να λαμβάνουν υpiόψη στοιχεία αpiό το piαρελθόν. Σε γενικές γραμμές
λοιpiόν, οι ενέργειες αντιpiροσωpiεύουν οpiοιαδήpiοτε αpiόφαση εpiιτρέpiεται να piάρουμε και οι
καταστάσεις αντιpiροσωpiεύουν οpiοιοδήpiοτε ερέθισμα λαμβάνεται έτσι ώστε να βοηθήσει στη
λήψη αpiοφάσεων.
Συγκεκριμένα, το όριο μεταξύ piράκτορα και piεριβάλλοντος δεν ταυτίζεται συνήθως με το
φυσικό όριο του ρομpiότ. Συνήθως, το όριο μετατοpiίζεται piιο κοντά στον piράκτορα. Για
το piαράδειγμα του ρομpiότ, οι κινητήρες και οι μηχανικοί σύνδεσμοι θα piρέpiει συνήθως να
θεωρούνται τμήματα του piεριβάλλοντος και όχι τμήματα του piράκτορα. Οι ανταμοιβές piα-
ρόμοια, υpiολογίζονται εντός των φυσικών ή τεχνητών σωμάτων των συστημάτων μάθησης,
αλλά θεωρούνται εξωτερικά ως piρος τον piράκτορα. Ο γενικός κανόνας piου ακολουθείται στην
οριοθέτηση μεταξύ piράκτορα και piεριβάλλοντος είναι η ακόλουθη: “Οτιδήpiοτε δεν ελέγχεται
άμεσα αpiό piράκτορα θεωρείται piεριβάλλον”.
Δεν υpiοθέτουμε ότι το piεριβάλλον είναι άγνωστο στον piράκτορα καθώς ο piράκτορας
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συχνά γνωρίζει αρκετά καλά piως υpiολογίζονται οι ανταμοιβές του ως συνάρτηση των ενερ-
γειών του και των καταστάσεων στις οpiοίες εκτελούνται οι ενέργειες αυτές. Παρ’ όλα αυτά,
θεωρούμε piάντα ότι ο υpiολογισμός της ανταμοιβής είναι εξωτερικός για τον piράκτορα. Ου-
σιαστικά ο υpiολογισμός αυτός ορίζει το piρόβλημα piου καλείται ο piράκτορας να λύσει και
αpiαγορεύεται να αλλάξει αυθαίρετα αpiό τον piράκτορα. Σε ορισμένες piεριpiτώσεις, όpiως και
στη διpiλωματική αυτή εργασία, ο piράκτορας γνωρίζει όλες τις λεpiτομέρειες για το piως λει-
τουργεί το piεριβάλλον αλλά και piάλι έρχεται αντιμέτωpiος με ένα αρκετά δύσκολο piρόβλημα
ενισχυτικής μάθησης. Ο piράκτορας γνωρίζει ακριβώς piως λειτουργεί ο κύβος του Ρούμpiικ
αλλά αντιμετωpiίζει μεγάλο piρόβλημα κατά την εpiίλυση του το οpiοίο θα αναλυθεί αρκετά στα
εpiόμενα κεφάλαια. Το σύνορο piράκτορα-piεριβάλλοντος αλλάζει φυσικά ανάλογα με τη χρήση.
Σε ένα piερίpiλοκο ρομpiότ συναντάμε piολλούς διαφορετικούς piράκτορας οι οpiοίοι λειτουργούν
σε διαφορετικά αφαιρετικά εpiίpiεδα.
2.2.4 Διαφορες με Supervised Learning
Το reinforcement learning διαφοροpiοιείται αpiό την εpiοpiτευόμενη μάθηση piου αpiοτελεί
piιο διαδεδομένη piεριοχή μηχανικής μάθησης. Η εpiοpiτευόμενη μάθηση ορίζεται ως η εκμάθη-
ση αpiό ένα σύνολο εpiισυναpiτόμενων piαραδειγμάτων piου piαρέχονται αpiό έναν εξειδικευμένο
εξωτερικό εpiόpiτη. Κάθε piαράδειγμα αpiοτελεί έναν συνδυασμό μιας κατάστασης και μιας piρο-
διαγραφής (ταμpiέλας) η οpiοία υpiοδεικνύει τη σωστή ενέργεια στην εκάστοτε piερίpiτωση. Ο
σκοpiός αυτής της διαδικασίας είναι να γίνει γενίκευση των ενεργειών έτσι ώστε να ενεργεί σω-
στά ακόμα και σε καταστάσεις piου δεν έχει ξανασυναντήσει κατά τη διαδικασία εκpiαίδευσης.
Το reinforcement learning συνιστά ένα τρίτο piαράδειγμα μηχανικής μάθησης, piαράλληλα με
την εpiοpiτευόμενη και μη-εpiοpiτευόμενη μάθηση.
2.2.5 Προκλήσεις του Reinforcement Learning
Μία αpiό τις piροκλήσεις piου υpiάρχουν στο Reinforcement Learning είναι το trade-off
μεταξύ exploration και exploitation.
Η ιδέα αυτή εξηγείται piαρακάτω. ΄Ενας piράκτορας, κατά την αλληλεpiίδραση με το piερι-
βάλλον του, θέλει να μεγιστοpiοιήσει την ανταμοιβή του για τις piράξεις piου εκτελεί. Κατά τη
διαδικασία αυτή είναι αpiαραίτητο να piροτιμήσει ενέργειες piου έχει δοκιμάσει στο piαρελθόν
και βρέθηκαν αpiοτελεσματικές. Για να ανακαλύψει piαρόλα αυτά τέτοιες ενέργειες, οφείλει να
δοκιμάσει ενέργειες piου δεν έχει εpiιλέξει στο piαρελθόν. Το δίλημμα είναι ότι ούτε η εξερε-
ύνηση ούτε η εκμετάλλευση μpiορούν να λειτουργήσουν αpiοκλειστικά χωρίς να αpiοτύχουν.
Ο piράκτορας οφείλει να δοκιμάσει μία piληθώρα ενεργειών και σταδιακά να piροτιμάει αυτές
piου φαίνονται καλύτερες. Σε μία στοχαστική διαδικασία, κάθε ενέργεια piρέpiει να δοκιμαστεί
αρκετές φορές έτσι ώστε να διαμορφωθεί μία αξιόpiιστη εκτίμηση της αναμενόμενης ανταμοι-
βής της. Το exploration-exploitation trade-off έχει μελετηθεί έντονα αpiό μαθηματικούς για
piολλές δεκαετίες και piαραμένει άλυτο.
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Σχήμα 2.2: Εικονογράφηση τριών εννοιολογικών διαστάσεων του exploration - exploitation.
Συμpiεριφορικά piρότυpiα του piράκτορα, τιμές και στοχαστικότητα η οpiοία συσχετίζεται με το
σύνολο εpiιλογών και τα λαμβανόμενα αpiοτελέσματα
2.2.6 Ιδιαιτερότητες του Reinforcement Learning
΄Ενα άλλο βασικό χαρακτηριστικό του reinforcement learning το οpiοίο έρχεται σε αντίθε-
ση με άλλες piροσεγγίσεις μηχανικής μάθησης είναι ότι λαμβάνει υpiόψιν όλο το piρόβλημα
ενός piράκτορα piου έχει σαν στόχο τη μεγιστοpiοίηση κάpiοιο σήματος εpiιβράβευσης αλλη-
λεpiιδρώντας με ένα αβέβαιο piεριβάλλον. Για piαράδειγμα, piαρόλο piου υpiάρχουν εφαρμογές
εpiοpiτευόμενης μάθησης ευρέως γνωστές, δεν είναι ξεκάθαρο piως η εκμάθηση αυτή θα είναι
χρήσιμη σε μεγαλύτερα και piιο ολοκληρωμένα piροβλήματα. Παρόλο piου οι εφαρμογές του
supervised/unsupervised learning έχουν αpiοφέρει piολλά χρήσιμα αpiοτελαματα, η εστίαση
σε μία αpiομονωμένη εφαρμογή αpiοτελεί σημαντικό piεριορισμό.
Το Reinforcement Learning έχει διαφορετική φιλοσοφία. ΄Ολοι οι Reinforcement Learn-
ing (RL) piράκτορες έχουν καλώς ορισμένους στόχους, αισθάνονται το piεριβάλλον με το
οpiοίο αλληλεpiιδρούν και εpiιλέγουν ενέργειες οι οpiοίες εpiηρεάζουν το piεριβάλλον. Εpiιpiλέον,
θεωρείται συνήθως δεδομένο ότι ο piράκτορας θα λειτουργεί με υψηλή την αίσθηση αβεβαι-
ότητας για το piεριβάλλον με το οpiοίο αλληλεpiιδρά. ΄Ενας piλήρης, διαδραστικός piράκτορας
piου θέτει στόχους και τους εpiιτυγχάνει, ενδέχεται να είναι κομμάτι κάpiοιου άλλου μεγαλύτε-
ρου συμpiεριφορικού συστήματος. ΄Ενας piράκτορας piου piαρακολουθεί το εpiίpiεδο φόρτισης
μιας μpiαταρίας και στέλνει εντολές στην αρχιτεκτονική ελέγχου ενός ρομpiότ είναι ένα τέτοιο
piαράδειγμα.
Μία αpiό τις piιο συναρpiαστικές piτυχές του RL είναι οι καρpiοφόρες αλληλεpiιδράσεις του
με διαφορετικούς εpiιστημονικούς κλάδους όpiως η στατιστική, η βελτιστοpiοίηση, ο βέλτιστος
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έλεγχος και άλλα piεδία μαθηματικών. Για piαράδειγμα, η ικανότητα κάpiοιων αλγορίθμων
RL να μαθαίνουν με διαδοχικές piροσεγγίσεις, συνεισφέρει στην κλασσική θεωρία ελέγχου
με το να αντιμετωpiίζει piροβλήματα piου piάσχουν αpiό το γνωστό “curse of dimensionality”.
Ακόμα, η ενισχυτική μάθηση εμpiλέκεται έντονα σε θέματα ψυχολογίας και νευροεpiιστήμης με
σημαντικά αμφίδρομα οφέλη. Αpiό όλες τις μορφές μηχανικής μάθησης, αυτή piου piλησιάζει
piερισσότερο την ανθρώpiινη διαδικασία εκμάθησης είναι το Reinforcement Learning, και αυτό
γιατί piολλοί αpiό τους βασικούς αλγορίθμους RL αρχικά εμpiνεύστηκαν αpiό τα συστήματα
βιολογικής μάθησης.
Τέλος, η ενισχυτική μάθηση αpiοτελεί μέρος μιας ευρύτερης τάσης στην τεχνητή νοη-
μοσύνη να βασιστεί σε γενικότερες αρχές. Μέχρι τη δεκαετία του 1960 piολλοί ερευνητές
piίστευαν ότι δεν υpiάρχουν γενικές αρχές piίσω αpiό την έννοια της γνώσης και ότι εναλλακτι-
κά η γνώση είναι αpiλά μία άφθονη συλλογή μεμονωμένης piληροφορίας. Υpiήρχε η piεpiοίθηση
ότι αν μpiορούσε κανείς να συλλέξει αρκετή piληροφορία, θα γινόταν ευφυής. Μάλιστα, μέθο-
δοι piου βασίζονταν piάνω σε γενικές αρχές θεωρούνταν “ασθενείς μέθοδοι” ενώ εκείνες piου
βασίζονταν σε piιο συγκεκριμένες γνώσεις ονομάστηκαν “ισχυρές μέθοδοι”. Η σύγχρονη τε-
χνητή νοημοσύνη βασίζεται σε γενικές αρχές για εκμάθηση, αναζήτηση και λήψη αpiοφάσεων
σε συνδυασμό με την piροσpiάθεια ενσωμάτωσης τεράστιων piοσοτήτων piληροφορίας.
2.2.7 Μέθοδοι υpiολογισμού Action - Value
Ξεκινάμε εξετάζοντας piροσεκτικά ορισμένες αpiλές μεθόδους για την εκτίμηση της αξίας
κάθε δυνατής ενέργειας, και για τη χρήση των εκτιμήσεων αυτών για τη λήψη αpiοφάσεων.
Σαν σύμβαση, αναpiαριστούμε την αληθινή αξία μιας κίνησης/ενέργειας ως q(a) και της εκτι-
μώμενης αξίας τη χρονική στιγμή t ως Qt(a). Θυμίζουμε ότι η piραγματική αξία μιας ενέργειας
είναι η μέση ανταμοιβή piου λαμβάνεται όταν εpiιλέγουμε αυτή η ενέργεια. ΄Ενας τρόpiος να
εκτιμηθεί η αξία είναι κάνοντας χρήση του μέσου όρου όλων των ανταμοιβών. Με άλλα λόγια,
συμβολίζουμε με Nt(a) το piλήθος των χρήσεων της κίνησης α μέχρι τη χρονική στιγμή t. Οι
ανταμοιβές μέχρι το t είναι R1, R2, . . . , RNt(a) οpiότε η συνολική αξία υpiολογίζεται ως:
Qt(a) = (R1 +R2 + ...+RNt(a))/Nt(a) (2.4)
Στην piερίpiτωση piου Nt(a) = 0, αρχικοpiοιούμε την Qt(a) με μία τιμή (pi.χ. 0) Καθώς το
Nt(a)ß και σύμφωνα με τη θεωρία μεγάλων αριθμών, η Qt(a) συγκλίνει στην q(t) [3].
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2.3 Χρήση Νευρωνικών Δικτύων στο RL
2.3.1 Τεχνητά Νευρωνικά Δίκτυα
Τα τεχνητά νευρωνικά δίκτυα είναι υpiολογιστικά μοντέλα piου piροσpiαθούν να piροσομοι-
άσουν την συμpiεριφορά και τα piροσαρμοστικά χαρακτηριστικά των βιολογικών νευρωνικών
δικτύων. Αυτά τα μοντέλα υλοpiοιούνται είτε με την χρήση λογισμικού, είτε χρησιμοpiοιώντας
ηλεκτρονικά στοιχεία (hardware). Τα τεχνητά νευρωνικά δίκτυα χρησιμοpiοιούνται συχνά για
την εpiίλυση piροβλημάτων όpiου είναι δύσκολο ή αδύνατο να δοθεί μια αναλυτική λύση.
΄Ενα τεχνητό νευρωνικό δίκτυο αpiοτελείται αpiό εpiιμέρους μονάδες piου καλούνται νευ-
ρώνες, οι οpiοίοι είναι διασυνδεδεμένοι μεταξύ τους με σταθμισμένες συνδέσεις. Οι νευρώνες
είναι συνήθως χωρισμένοι σε εpiίpiεδα και ο αριθμός των εpiιpiέδων εξαρτάται αpiό την αρχιτε-
κτονική του δικτύου.
Σχήμα 2.3: Γενική μορφή τεχνητών νευρωνικών δικτύων.
Τα εpiίpiεδα μpiορούν να χωριστούν σε εpiίpiεδο εισόδου, κρυφά εpiίpiεδα και εpiίpiεδο εξόδου.
Οι νευρώνες στο εpiίpiεδο εισόδου δέχονται piληροφορίες αpiό το piεριβάλλον, ενώ οι νευρώνες
στο εpiίpiεδο εξόδου piαράγουν ένα σήμα εξόδου. Οι ενδιάμεσοι νευρώνες δεν αpiοτελούν μέρος
ούτε της εισόδου, ούτε της εξόδου, για αυτό χαρακτηρίζονται ως κρυφοί. Τα piερισσότερα
τεχνητά νευρωνικά δίκτυα έχουν ένα ή piερισσότερα κρυφά εpiίpiεδα, ενώ είναι δυνατή και η
ύpiαρξη δικτύου χωρίς κανένα κρυφό εpiίpiεδο. Παραpiάνω piαρουσιάζονται δύο γενικευμένες
μορφές δικτύων piρόσθιας τροφοδότησης. ΄Ενα χωρίς κρυφό εpiίpiεδο, και ένα με ένα κρυφό
εpiίpiεδο.
2.3.2 Χαρακτηριστικά Νευρωνικών Δικτύων
Τα νευρωνικά δίκτυα piου χρησιμοpiοιήθηκαν έχουν τα εξής χαρακτηριστικά
• ΄Ενα σύνολο συνδέσεων (συνάψεις), κάθε μία αpiό τις οpiοίες χαρακτηρίζεται αpiό ένα
βάρος. Οι συνάψεις αpiοτελούν την είσοδο των διαφόρων σημάτων στον νευρώνα και
μpiορεί να piροέρχονται αpiό άλλους νευρώνες ή το piεριβάλλον του δικτύου. Τα βάρη των
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συνάψεων λειτουργούν piολλαpiλασιαστικά στα σήματα και μpiορούν να έχουν οpiοιαδήpiο-
τε piραγματική τιμή.
• ΄Εναν αθροιστή, για την άθροιση των σημάτων εισόδου, piολλαpiλασιασμένων με τα βάρη
των συνάψεων.
• Μία συνάρτηση μεταφοράς. Αυτή είναι μία μαθηματική συνάρτηση (γραμμική, κατω-
φλίου, σιγμοειδής κ.α.) piου δέχεται ως είσοδο την έξοδο του αθροιστή και το α-
piοτέλεσμα αpiοτελεί την έξοδο του νευρώνα στο υpiόλοιpiο σύστημα ή στο εξωτερικό
Περιβάλλον.
2.3.3 Αρχιτεκτονική Νευρωνικών Δικτύων
Η αρχιτεκτονική των τεχνητών νευρωνικών δικτύων εpiηρεάζει την λειτουργικότητά τους.
Οι piιο συνήθεις αρχιτεκτονικές είναι τα δίκτυα piρόσθιας τροφοδότησης, και τα δίκτυα με
ανάδραση.
1. Τα δίκτυα piρόσθιας τροφοδότησης είναι χωρισμένα σε εpiίpiεδα όpiου η ροή της piληροφο-
ρίας ρέει μόνο piρος την μία κατεύθυνση. Ο κάθε νευρώνας τροφοδοτεί μόνο νευρώνες
piου ανήκουν στο εpiόμενο εpiίpiεδο. Αυτή είναι η αpiλούστερη μορφή ΤΝΝ.
2. Τα δίκτυα με ανάδραση μpiορεί να έχουν συνδέσεις μεταξύ των νευρώνων του ιδίου
εpiιpiέδου, καθώς και piροηγούμενων. Η piαρουσία αναδράσεων έχει μεγάλη εpiίpiτωση
στις δυνατότητες μάθησης του δικτύου καθώς και στην εpiίδοση του.
Η έξοδος του νευρωνικού δικτύου όταν δέχεται piληροφορίες αpiό το piεριβάλλον εξαρτάται
αpiό την συνάρτηση μεταφοράς των νευρώνων, τις συνδέσεις μεταξύ αυτών και τα βάρη των
συνδέσεων.
Μία αpiό τις βασικότερες δυνατότητες ενός ΤΝΝ είναι ότι μpiορεί να μαθαίνει αpiό το
piεριβάλλον και μέσα αpiό την διαδικασία αυτή να βελτιώνει την αpiόδοσή του. Χρησιμοpiοιώντας
μεθόδους εκμάθησης μpiορούν να piροσαρμοστούν οι συνδέσεις μεταξύ των νευρώνων έτσι
ώστε να βελτιωθεί η αpiόδοση του και έτσι να “μάθει”. Οι piερισσότερες μέθοδοι εκpiαίδευσης
ΤΝΝ χρησιμοpiοιούν piαραδείγματα και μpiορούν να χωριστούν σε εκpiαίδευση με εpiίβλεψη -
supervised learning και εκpiαίδευση χωρίς εpiίβλεψη - unsupervised learning.
Οι μέθοδοι εκpiαίδευσης με εpiίβλεψη, όpiως για piαράδειγμα ο αλγόριθμος backpropaga-
tion [15], βασίζονται στην σύγκριση της εξόδου του ΤΝΝ με μία εpiιθυμητή έξοδο, για έναν
δοσμένο σετ αpiό εισόδους. Στην συνέχεια η διαφορά των δύο εξόδων (εpiιθυμητής και piραγ-
ματικής) θεωρείται η τιμή σφάλματος, και αυτό το σφάλμα διαδίδεται piρος τα piίσω μέσα αpiό
το δίκτυο piροσαρμόζοντας στην piορεία τα βάρη των συνάψεων βάση του κανόνα εκμάθησης
piου χρησιμοpiοιεί.
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2.4 Μαρκοβιανές Αλυσίδες Αpiοφάσεων
2.4.1 Αλυσίδες Markov
Η Μαρκοβιανή αλυσίδα είναι μια στοχαστική διαδικασία με τη μαρκοβιανή ιδιότητα για ένα
piεpiερασμένο ή μετρήσιμο χώρο καταστάσεων. Ο όρος ¨Μαρκοβιανή αλυσίδα’ αναφέρεται στην
αλληλουχία (ή αλυσίδα) των καταστάσεων μέσω των οpiοίων κινείται μια τέτοια διαδικασία.
Συνήθως μια Μαρκοβιανή αλυσίδα ορίζεται για μια διακριτή συλλογή χρόνων (Μαρκοβιανή
αλυσίδα διακριτών χρόνων), piαρόλο piου μερικοί συγγραφείς χρησιμοpiοιούν την ίδια ορολο-
γία για να αναφερθούν σε Μαρκοβιανή αλυσίδα συνεχούς χρόνου. Η χρήση του όρου στη
μεθοδολογία Μαρκοβιανής αλυσίδας Μόντε Κάρλο καλύpiτει piεριpiτώσεις όpiου η διαδικασία
βρίσκεται σε διακριτό χρόνο (διακριτά αλγοριθμικά βήματα) με ένα συνεχή χώρο καταστάσε-
ων. Οι piληροφορίες piου ακολουθούν εpiικεντρώνονται στην piερίpiτωση διακριτού χρόνου και
διακριτού χώρου καταστάσεων.
Μια τυχαία διαδικασία διακριτού χρόνου piεριλαμβάνει ένα σύστημα piου βρίσκεται σε μια
συγκεκριμένη κατάσταση σε κάθε βήμα, με την κατάσταση να μεταβάλλεται τυχαία μεταξύ
των βημάτων. Τα βήματα συχνά θεωρούνται ως στιγμές στο χρόνο αλλά μpiορούν εξίσου να
αναφέρονται σε φυσική αpiόσταση ή οpiοιαδήpiοτε άλλη διακριτή μέτρηση: τυpiικά τα βήματα
είναι οι ακέραιοι ή φυσικοί αριθμοί και η τυχαία διαδικασία είναι η χαρτογράφησή τους σε
καταστάσεις. Η Μαρκοβιανή ιδιότητα δηλώνει ότι η δεσμευμένη piιθανότητα κατανομής του
συστήματος στο εpiόμενο βήμα (και κατά βάση, σε όλα τα μελλοντικά βήματα) εξαρτάται μόνο
αpiό την piαρούσα κατάσταση του συστήματος και όχι αθροιστικά αpiό την κατάσταση του
συστήματος σε piροηγούμενα βήματα.
Πιο αυστηρά, μια Μαρκοβιανή Αλυσίδα είναι μια ακολουθία τυχαίων μεταβλητών X1, X2,
X3, . . . με τη Μαρκοβιανή Ιδιότητα, δηλαδή με δεδομένη την piαρούσα κατάσταση, οι piαλαι-
ότερες και οι μελλοντικές καταστάσεις είναι ανεξάρτητες. Ορίζουμε
Pr(Xn+1 = x|X1 = x1, X2 = x2, ..., Xn = xn) (2.5)
Οι piιθανές τιμές των Xi σχηματίζουν ένα αριθμήσιμο σύνολο Σ piου ονομάζουμε χώρο-
καταστάσεων της αλυσίδας
Σχήμα 2.4: Παράδειγμα κατευθυνόμενου γραφήματος Markov.
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Οι Μαρκοβιανές Αλυσίδες συχνά piεριγράφονται αpiό ένα κατευθυνόμενο γράφημα piου οι
άκρες του piεριγράφουν τις piιθανότητες μετάβασης αpiό τη μια κατάσταση στις άλλες.
Καθώς το σύστημα μεταβάλλεται τυχαία, είναι γενικά αδύνατο να piροβλεφθεί με βεβαιότη-
τα η κατάσταση μιας Μαρκοβιανής αλυσίδας σε ένα δεδομένο μελλοντικό σημείο. Παρ΄ όλα
αυτά, οι στατιστικές ιδιότητες του μέλλοντος του συστήματος μpiορούν να piροβλεφθούν. Σε
piολλές εφαρμογές, είναι αυτές οι στατιστικές ιδιότητες piου είναι σημαντικές.
Οι αλλαγές κατάστασης του συστήματος ονομάζονται μεταβάσεις και οι piιθανότητες piου
σχετίζονται με τις διάφορες μεταβατικές καταστάσεις ονομάζονται piιθανότητες μετάβασης. Η
διαδικασία χαρακτηρίζεται αpiό ένα χώρο καταστάσεων, μια μήτρα μετάβασης piου piεριγράφει
τις piιθανότητες μιας συγκεκριμένης μετάβασης και μια αρχική κατάσταση ή αρχική κατανομή
στο χώρο καταστάσεων. Κατά συνθήκη, θεωρούμε ότι όλες οι δυνατές καταστάσεις και μετα-
βάσεις έχουν συμpiεριληφθεί στον ορισμό των διαδικασιών, ώστε υpiάρχει piάντα μια εpiόμενη
κατάσταση και η διαδικασία συνεχίζεται για piάντα.
Αυτό piου διαφοροpiοιεί μία MDP με μία αλυσίδα Markov είναι η piρόσθεση κινήσεων και
ανταμοιβών. Σε μία MDP, κάθε μετάβαση κατάστασης piαράγει μία ανταμοιβή για το σύστημα
(το οpiοίο μpiορεί να χρησιμοpiοιηθεί για έλεγχο). Η ανταμοιβή αυτή ως αριθμητική τιμή
ενδεχομένως να είναι θετική, αρνητική ή και μηδέν. Μερικές ή ακόμα και όλες οι καταστάσεις
είναι καταστάσεις στις οpiοίες piαίρνουμε αpiοφάσεις και τα αντίστοιχα χρονικά σημεία τους
ονομάζονται “decision epochs”. Οpiοτεδήpiοτε ένα σύστημα βρίσκεται σε ένα σημείο piου piρέpiει
να piάρει μία αpiόφαση, ο piράκτορας οφείλει να αpiοφασίσει μεταξύ των διαθέσιμων εpiιλογών.
΄Ολες οι δυνατές εpiιλογές/κινήσεις ονομάζονται “χώρος εpiιλογών” ή αλλιώς “action-space”
της MDP. Η εpiιλεγμένη ενέργεια θα εpiηρεάσει την piιθανοτική κατανομή του συστήματος
στην εpiόμενη κατάσταση. Μια διαδικασία Markov λοιpiόν με διακριτό χώρο καταστάσεων
ονομάζεται αλυσίδα Markov.
Αυστηρά, μία Μαρκοβιανή Διαδικασία MDP αpiοτελείται αpiό:
1. Σύνολο Καταστάσεων - State-space
S (εpiιτρέpiεται να συμpiεριλαμβάνονται αρχικές και τελικές καταστάσεις)
2. Σύνολο Ενεργειών - Action-space
A ≡ ⋃s∈S A(s)
3. Συνάρτηση Μετάβασης - Transition Function
T (s, a, s′) = Pr(St+1 = s′|St = s,At = a)
4. Συνάρτηση Ανταμοιβής - Reward Function
R(s, a, s′)
• s,s’∈ S
• a∈ A(s)
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• St, τυχαία μεταβλητή piου δηλώνει την κατάσταση S την χρονική στιγμή t
• At, τυχαία μεταβλητή piου δηλώνει την ενέργεια A την χρονική στιγμή t
Σχήμα 2.5: Μία αpiλή Μαρκοβιανή Διαδικασία με 3 καταστάσεις και 4 διαφορετικές ενέρ-
γειες. Η αρίθμηση των ακμών αντιpiροσωpiεύει τις piιθανότητες μετάβασης. Οι ανταμοιβές δεν
φαίνονται στο piαραpiάνω σχήμα.
Οι ανταμοιβές είναι piιθανοθεωρητικές. Είναι σημαντικό να piροσδιοριστεί αν ευθύνεται για
αυτή τη στοχαστικότητα η στοχαστική φύση της υλοpiοίησης ή το γεγονός ότι οι μεταβάσεις
είναι piιθανοτικές αλλά οι ανταμοιβές εξαρτώνται ντετερμινιστικά αpiό αυτές. Συνήθως για
αpiλοpiοίηση θεωρούμε ότι ισχύει το δεύτερο. Με άλλα λόγια, για μία μετάβαση (s,a,s’) η
οpiοία συμβαίνει τη χρονική στιγμή t, η άμεση ανταμοιβή ορίζεται ως: R : St ∗ At ∗ St+1.
Εpiομένως, κανείς αρκεί να λάβει υpiόψη του τις κατανομές μετάβασης των καταστάσεων διότι
η κατανομή της ανταμοιβής (συναρτήσει των ενεργειών) εξαρτάται μόνο αpiό αυτές. Θεωρείται
εpiίσης ότι οι piιθανότητες μετάβασης των καταστάσεων δεν μεταβάλλονται με το χρόνο.
Η ιδιότητα Markov μpiορεί να εκφραστεί ως εξής:
Pr(St+1 = s
′|St = st, At = at, St1 = st1, At1 = at1, ..., S0 = s0, A0 = a0)
≡ Pr(St+1 = s′|St = st, At = at)
υpiονοώντας έτσι ότι ο τρόpiος με τον οpiοίον καταλήξαμε στην κατάσταση piου βρισκόμαστε
δεν εpiηρεάζει την piιθανοτική κατανομή των εpiόμενων καταστάσεων.
Ως αpiοτέλεσμα της διαδικασίας Markov, η piεριγραφή της piαρούσας κατάστασης (η οpiο-
ία ουσιαστικά είναι η κατάσταση στην οpiοία ανήκει το σύστημά μας) οφείλει να είναι τόσο
λεpiτομερής έτσι ώστε να εpiιτρέpiει την MDP να μοντελοpiοιεί την εξέλιξη της piραγματικής
διαδικασίας. Με άλλα λόγια, η piεριγραφή της κατάστασης οφείλει να piεριέχει όλες τις piτυχές
του κόσμου piου μpiορούν να εpiηρεάσουν τον piροσδιορισμό της έκβασης μιας ενέργειας, αλλιώς
το μοντέλο μας δεν έχει τη δυνατότητα να μοντελοpiοιήσει το piραγματικό piεριβάλλον.
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Σχήμα 2.6: ΄Εχοντας υpiοθέσει ότι η άμεση ανταμοιβή κάθε μετάβασης είναι σταθερή, οι
ανταμοιβές μpiορούν τώρα να αναpiαρασταθούν στο γράφημα του piροηγούμενου σχήματος.
2.4.2 Το piρόβλημα αpiόφασης Markov
Η piολιτική μιας MDP είναι μία αλληλουχία συναρτήσεων: pi = m0,m1, ... όpiου τα mt
αναφέρονται στις χρονικές στιγμές t και αpiοτελούν μία αντιστοιχία ζευγών “κατάστασης-
ενέργειας” και κατανομής piιθανοτήτων των ενεργειών piου καλείται να εpiιλέξει ο piράκτορας
σε κάθε κατάσταση. mt : S x A → [0, 1]. Μία piολιτική ονομάζεται στατική αν δεν εξαρτάται
αpiό το χρόνο: pi = m,m,... και στην piερίpiτωση αυτή, η piροαναφερθείσα χαρτογράφηση μpiορεί
να θεωρηθεί piολιτική: pi : S x A → [0, 1] και pi(s,a) = Pr(At = a|St = s), ∀s ∈ S, ∀a ∈ A(s).
Με άλλα λόγια, σε μία στατική piολιτική, η κατανομή των ενεργειών εξαρτάται μόνο α-
piό την piαρούσα κατάσταση. Εpiιpiλέον, στην piερίpiτωση piου η στατική piολιτική είναι και
ντετερμινιστική, τότε η αντιστοιχία αpiό το σύνολο καταστάσεων στο σύνολο ενεργειών είναι:
pi : S → A, pi(s) ∈ A(s),∀s ∈ S (2.6)
Εpiομένως, μία ντετερμινιστική και στατική piολιτική ορίζει piοιες ενέργειες να εpiιλεγούν
σε κάθε κατάσταση. Η συνάρτηση εpiιστροφής λειτουργεί ως μία μετρική της αpiόδοσης του
piράκτορα έτσι ώστε να διαφοροpiοιηθούν οι καλές αpiό τις κακές piολιτικές. Συνήθως μία
τέτοια μαθηματική συνάρτηση συνυpiολογίζει τις άμεσες ανταμοιβές piου έχει συλλέξει σε ένα
piεpiερασμένο ή και άpiειρο βάθος χρόνου. Αυτή ακριβώς αpiοτελεί και η μαθηματική έκφραση
του στόχου του piράκτορα. Το piρόβλημα της διαδικασίας Markov ορίζεται ως το piρόβλη-
μα εύρεσης piολιτικής η οpiοία βελτιστοpiοιεί τον piροκαθορισμένο αυτό στόχο, δοθείσας μιας
MDP.
Η συνάρτηση αυτή δίνει τη δυνατότητα στον piράκτορα να ενσωματώσει όλες τις piληροφο-
ρίες piου θεωρεί χρήσιμες και να αντιμετωpiίσει τα piολλαpiλά και piολλές φορές αντικρουόμενα
κριτήρια για την εύρεση βέλτιστης λύσης.
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Η συνάρτηση τιμής/αξίας (value function) υpiολογίζει την βέλτιστη αξία για την συνάρτη-
ση στόχου ή οpiοία γράφεται συναρτήσει κάθε κατάστασης, δηλαδή, V∗(s) είναι η αναμενόμενη
συνολική αξία, ξεκινώντας αpiό την κατάσταση s ∈ S δεδομένης βέλτιστης συμpiεριφοράς αpiό
την κατάσταση s και ύστερα.
΄Ομοια, η συνάρτηση Q-value είναι η βέλτιστη συνάρτηση αξίας της αντικειμενικής μας συ-
νάρτησης, γραμμένη ως μια συνάρτηση των Q-states. Ορίζουμε ως Q*(s,a) την αναμενόμενη
συνολική αξία, ξεκινώντας αpiό την κατάσταση s και εpiιλέγοντας κάpiοια αpiό τις διαθέσιμες
ενέργειες a ∈ A(s), δεδομένης βέλτιστης συμpiεριφοράς αpiό την κατάσταση s και ύστερα.
Προκύpiτει αpiό τους 2 piροηγούμενους ορισμούς ότι:
V ∗(s) = max
a∈A(s)
Q∗(s, a) (2.7)
Q∗(s, a) =
∑
s′∈S
T (s, a, s′)[R(s, a, s′) + γV ∗(s′)] (2.8)
Η αντικατάσταση του ενός όρου στον άλλον δίνει μία αναδρομική έκφραση της συνάρτησης
αξίας γνωστή και στη βιβλιογραφία ως Bellman Optimality Equation[3]:
V ∗(s) = max
a∈A(s)
∑
s′∈S
T (s, a, s′)[R(s, a, s′) + γV ∗(s′)] (2.9)
καθώς και την αναδρομική έκφραση της συνάρτησης Q-value
Q∗(s, a) =
∑
s′∈S
T (s, a, s′)[R(s, a, s′) + γ max
a′∈A(s)
Q∗(s′, a′)] (2.10)
Τέλος, η συνάρτηση piολιτικής είναι η βέλτιστη ενέργεια συναρτήσει της κάθε κατάστασης:
pi∗(s) = argmax
a∈A(s)
Q∗(s, a) (2.11)
Αξίζει εδώ να σημειωθεί η δυϊκότητα μεταξύ του χώρου των συναρτήσεων αξίας και piο-
λιτικής. Αναλυτικότερα, ακολουθώντας μία σταθερή piολιτική εντός κάpiοιας MDP piαράγεται
μία αλληλουχία ενεργειών οι οpiοίες piαρέχουν ανταμοιβές. Προφανώς, ο στόχος της βελτι-
στοpiοίησης της συνάρτησης στόχου οδηγεί σε piροτιμήσεις όσον αφορά τις αλληλουχίες των
ενεργειών. Για piαράδειγμα, στο piαρακάτω σχήμα, ο piράκτορας ο οpiοίος έχει σαν στόχο τη
μεγιστοpiοίηση του αθροίσματος των ανταμοιβών σε κάθε κίνηση θα piροτιμούσε μία piολιτική
η οpiοία θα του έδινε (7,6,2) σε σύγκριση με (3,4,2)
Ως εκ τούτου, οι piροτιμήσεις σε σχέση με τις piολιτικές μpiορούν να θεωρηθούν ως piρο-
τιμήσεις σε σχέση με τις αλληλουχίες ανταμοιβών. Τυpiικά, είναι χρονικά αμετάβλητες αν για
οpiοιεσδήpiοτε δύο piεριοδικές ροές ανταμοιβών: (r1,r2,...,rT) και (r1, r2’,...rT’)
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Σχήμα 2.7: MDP με 5 διαφορετικές ενέργειες. Υpiάρχουν μόνο δύο ντετερμινιστικές piολιτικές,
οι οpiοίες αντιστοιχούν σε δύο ενέργειες διαθέσιμες στην κατάσταση s0.
Εpiίσης, ισχύει ότι
(r1, r2, ..., rT ) > (r1, r′2, ..., r′T ) ⇐⇒ (r2, ..., rT ) > (r′2, ..., r′T ) (2.12)
Ισοδύναμα, συναρτήσει του utility function, piαραμένουν σταθερές με το χρόνο αν για
οpiοιεσδήpiοτε δύο piεριοδικές ροές ανταμοιβών ισχύει:
U(r1, r2, ..., rT ) > U(r1, r′2, ..., r′T ) ⇐⇒ U(r2, ..., rT ) > U(r′2, ..., r′T ) (2.13)
Διαισθητικά, η ακινητοpiοίηση σημαίνει ότι εάν τα piρώτα n στοιχεία των δύο συνολικών
ανταμοιβών συσσωρευτικά είναι ίδια, τότε η διαφορά στη χρησιμότητά τους είναι δυνατόν να
piροσδιοριστεί αpiό τις υpiόλοιpiες ανταμοιβές. Μία συνέpiεια της στατικότητας αυτής είναι ότι:
Ut(r1, r2, ..., rT ) = U(r1, r2, ..., rT ) = V (r1, U(r2, ..., rT )) (2.14)
piου σημαίνει ότι η ταξινόμηση piροτίμησης γίνεται ανεξάρτητα με το χρόνο. Ως συνέpiεια αυτού,
οι εpiιλογές είναι εpiίσης χρονικά ανεξάρτητες. Με αpiλά λόγια, αν ο piράκτορας piροτιμά μία
piολιτική pi1 έναντι μιας άλλης pi2, τότε θα την piροτιμά piάντα (ανεξάρτητα αpiό το piέρασμα του
χρόνου).
΄Οpiως συζητήθηκε και piριν, εάν κάθε φορά piου εpiισκέpiτεται ένας κόμβος και βρισκόμαστε
σε κάpiοια κατάσταση, η piολιτική καθορίζει ντετερμινιστικά μία εpiιλεγόμενη ενέργεια, τότε
piρόκειται για ντετερμινιστική και στατική piολιτική.
Αν αpiό την άλλη, κάθε φορά piου βρισκόμαστε σε μία κατάσταση η piολιτική piροσδιορίζει
την piιθανοτική κατανομή όλων των διαθέσιμων ενεργειών, τότε piρόκειται για στατική αλλά
στοχαστική piολιτική.
Οι στατικές piολιτικές είναι σημαντικοί για τους ακόλουθους λόγους: Ο David Blackwell
έδειξε ότι αν οι ίδιες ενέργειες είναι διαθέσιμες σε κάθε κατάσταση, τότε υpiάρχει μία βέλτιστη
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ντετερμινιστική στατική piολιτική [5]. Εpiίσης, στη διδακτορικη του διατριβή ο Ralph Strauch
έδειξε ότι σε οpiοιοδήpiοτε piρόβλημα δυναμικού piρογραμματισμού με αρνητική ή μειούμενη
ανταμοιβή, εάν υpiάρχει βέλτιστη piολιτική τότε υpiάρχει και βέλτιστη piολιτική η οpiοία είναι
στατική.
Ο Backwell στη συνέχεια έκανε γενίκευση αυτής της ιδέας για όλα τα piροβλήματα δυνα-
μικού piρογραμματισμού. Ο Sheldon Ross στη συνέχεια αpiέδειξε ότι για κάθε piρόβλημα MDP
υpiάρχει μία στατική βέλτιστη piολιτική [14].
Το τελευταίο αυτό αpiοτέλεσμα piηγάζει αpiό το γεγονός ότι, λόγω της ικανοpiοίησης της
ιδιότητας Markov, η piεριγραφή της piαρούσας κατάστασης στην οpiοία βρίσκεται ο piράκτορας
εμpiεριέχει όλη την αpiαραίτητη piληροφορία για την λήψη αpiοφάσεων. Εpiομένως, δοθείσας
της κατάστασης, υpiάρχει piάντα μία χρονικά ανεξάρτητη βέλτιστη ενέργεια. Εφόσον αυτή η
ιδιότητα ισχύει για όλες τις καταστάσεις, η βέλτιστη piολιτική θα είναι piάντα η ίδια.
Η σημασία του piαραpiάνω συμpiεράσματος είναι εμφανής κατά την εύρεση λύσης στο
piρόβλημα αpiόφασης Markov (Markov Decision Problem). Η αναζήτηση βέλτιστης piολιτικής
η οpiοία είναι piεριορισμένη σε ένα σύνολο στατικών piολιτικών δεν βλάpiτει τη γενικότητα.
Ως εκ τούτου, είναι εύκολο να εpiιλέξουμε μία συνάρτηση η οpiοία οδηγεί στη στασιμότητα
των piροτιμήσεων με την piάροδο του χρόνου. Δύο ειδών συναρτήσεις υpiοστηρίζουν στατικές
piροτιμήσεις:
• Additive utility: U(r0, r1, r2, ..., rn) = r0 + r1 + r2 + ...+ rn
• Discounted utility: U(r0, r1, r2, ..., rn) = r0 + γ ∗ r1 + γ2 ∗ r2 + ...+ γn ∗ rn
Ο λόγος piου η δεύτερη εξίσωση οδηγεί σε στατικές piροτιμήσεις είναι εpiειδή η καθυ-
στέρηση έχει το ίδιο αντίκτυpiο στη χρησιμότητα ανεξάρτητα αpiό το σημείο εκκίνησης. Η
piρώτη εξίσωση είναι ειδική piερίpiτωση της δεύτερης για γ=1. Γενικά το discounted utility
αυξάνεται με εpiιβραδυνόμενο ρυθμό και εpiομένως είναι φραγμένη συνάρτηση. Ως μοντέλο
συμpiεριφέρεται “καλύτερα” σε σχέση με τη μη-φραγμένη αθροιστική χρησιμότητα (utility).
Θεωρώντας μία αρχική κατάσταση s, ενέργεια a και θεωρώντας ότι ακολουθείται η piολιτική
pi σε έναν άpiειρο χρονικό ορίζοντα, χρησιμοpiοιούνται δύο μετρικές όσον αφορά την αpiόδοση
του utility function:
1. Αναμενόμενο άθροισμα discounted rewards
ψpi(s) = lim
l→∞
E[
l∑
k=1
γk−1r(xk), pi(xk), xk+1|x1=s] (2.15)
2. Αναμενόμενος μέσος όρος ανταμοιβής:
ρpi(s) = lim
l→∞
E[
l∑
k=1
γk−1r(xk), pi(xk), xk+1|x1=s]/l (2.16)
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όpiου:
0 < γ < 1 είναι ο συντελεστής έκpiτωσης/μείωσης
xk είναι η κατάσταση piριν την κ-οστή μετάβαση
Ε είναι ο τελεστής αναμενόμενης τιμής
Εpiομένως, το λεγόμενο “Markov Decision Problem” μεταφράζεται στην εύρεση της
κατάλληλης piολιτικής pi* έτσι ώστε:
ψ∗pi(s) > ψpi(s), ∀s ∈ S, ∀pi (2.17)
και
ρ∗pi(s) >,∀s ∈ S,∀pi (2.18)
Οι μετρικές υpiολογισμού μέσου όρου ανταμοιβών σταθμίζουν εξίσου την κάθε ανταμοιβή
ανεξάρτητα αpiό το piότε εμφανίστηκαν. Οι μετρικές υpiολογισμού ανταμοιβής piου φθίνουν με
το χρόνο θεωρούν τις βραχυpiρόθεσμες ανταμοιβές σημαντικότερες αpiό της μακροpiρόθεσμες.
Αυτό piροέρχεται αpiό την χρηματοοικονομική έννοια της αpiόδοσης και στηρίζεται στην ιδέα ότι
η κατοχή χρήματος στο μέλλον αξίζει λιγότερο αpiό το ίδιο piοσό χρήματος αυτήν την στιγμή,
λόγω του κόστους ευκαιρίας. Συγκεκριμένα,ο συντελεστής γ υpiοδηλώνει τον piαράγοντα με
τον οpiοίον piολλαpiλασιάζεται μία μελλοντική τιμή για τον piροσδιορισμό της τιμής της.[7]
2.4.3 Value Iteration
Η εpiαναληpiτική μέθοδος υpiολογισμού αξίας υpiολογίζει την βέλτιστη συνάρτηση αξίας
βελτιώνοντας την εκτίμηση του V(s) με μία εpiαναληpiτική μέθοδο. Ο αλγόριθμος αρχικοpiοιεί
την V(s) με αυθαίρετες τυχαίες τιμές. Εpiαναλαμβάνει την ανανέωση των Q(s,a) και V(s) μέχρι
να συγκλίνουν οι τιμές τους. Ο αλγόριθμος αυτός εμφανίζεται στον piαρακάτω ψευδοκώδικα:
Σχήμα 2.8: Ψευδοκώδικας αλγορίθμου Value Iteration. [1]
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2.4.4 Policy Iteration
Η εpiαναληpiτική μέθοδος υpiολογισμού αξίας συνεχίζει να βελτιώνει τη συνάρτηση τιμών
σε κάθε εpiανάληψη μέχρι να εpiέλθει σύγκλιση. Ο piράκτορας, piαρόλα αυτά, ενδιαφέρεται
αpiοκλειστικά για την εύρεση βέλτιστης piολιτικής η οpiοία ενδεχομένως να συγκλίνει piριν την
σύγκλιση της συνάρτησης αξίας. Συνεpiώς, ο αλγόριθμος αναζήτησης βέλτιστης piολιτικής
αντί να εpiαναλαμβάνει τη βελτίωση της εκτίμησης της συνάρτησης αξίας, εpiαναpiροσδιορίζει
την piολιτική σε κάθε βήμα και υpiολογίζει την αξία σύμφωνα με τη νέα piολιτική έως ότου
εpiέλθει η σύγκλιση. Η εpiαναληpiτική μέθοδος υpiολογισμού piολιτικής εγγυάται σύγκλιση και
αpiαιτεί συχνά λιγότερες εpiαναλήψεις αpiό την εpiαναληpiτική μέθοδο υpiολογισμού συνάρτησης
αξίας. Ο αλγόριθμος αυτός εμφανίζεται στον piαρακάτω ψευδοκώδικα:
Σχήμα 2.9: Ψευδοκώδικας αλγορίθμου Policy Iteration. [1]
2.4.5 Temporal Difference Learning
Η διαδικασία μάθησης TD συνδυάζει ιδέες αpiό Monte Carlo και δυναμικό piρογραμματισμό.
΄Οpiως και στις μεθόδους Monte Carlo, οι μέθοδοι Temportal Difference μαθαίνουν αpiευθείας
αpiό εμpiειρία χωρίς την ανάγκη μοντέλου της δυναμικής του piεριβάλλοντος. ΄Οpiως και στον
δυναμικό piρογραμματισμό, οι μέθοδοι TD ανανεώνουν τις εκτιμήσεις τους βασιζόμενοι εν μέρη
σε άλλες εκτιμήσεις χωρίς να piεριμένουν το τελικό αpiοτέλεσμα. Η σχέση μεταξύ μεθόδων
TD, DP και Monte Carlo καθώς και η σύγκριση μεταξύ τους γίνεται συχνά στη θεωρία
του Reinforcement Learning. Συγκεκριμένα, ο αλγόριθμος TD(λ) συνδιάζει τα τρία αυτά
μεταξύ τους. Ως συνήθως, εpiικεντρωνόμαστε στο policy evaluation ή αλλιώς στο piρόβλημα
piρόβλεψης, εκείνου του piροβλήματος δηλαδή της εκτίμησης της συνάρτησης αξίας upi για
μία δεδομένη piολιτική pi. Για το piρόβλημα ελέγχου (δηλαδή εύρεσης βέλτιστης piολιτικής),
οι μέθοδοι DP, TD και Monte Carlo όλες χρησιμοpiοιούν κάpiοια piαραλλαγή της γενικής
εpiαναληpiτικής μεθόδου υpiολογισμού piολιτικής (generalized policy iteration). Οι διαφορές
στις μεθόδους είναι κυρίως διαφορές στις piροσεγγίσεις τους στην piρόβλεψη.
Εμειρία χρησιμοpiοιείται και αpiό τις δύο μεθόδους (TD και Monte Carlo) για την εpiίλυση
του piροβλήματος της piρόβλεψης. Δεδομένης κάpiοιας εμpiειρίας και ακολουθώντας την piολι-
τική pi, οι μέθοδοι TD και Monte Carlo ανανεώνουν τις εκτιμήσεις υ της upi τις μη-τελικές
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Σχήμα 2.10: Ψευδοκώδικας TD για τον υpiολογισμό upi
καταστάσεις St piου εμφανίζονται σε αυτήν την εμpiειρία. Σε γενικές γραμμές, οι μέθοδοι
Monte Carlo piεριμένουν έως ότου γίνει γνωστή η εpiιστροφή μετά την εpiίσκεψη γίνει γνωστή
και στη συνέχεια χρησιμοpiοιούν αυτήν την εpiιστροφή ως στόχο της V (St). Μία piολύ αpiλή
’every-visit’ μέθοδος Monte Carlo κατάλληλη για ένα δυναμικό piεριβάλλον είναι:
V (St)← V (St) + a[Gt − V (St)] (2.19)
όpiου Gt είναι η piραγματική εpiιστροφή μετά τη χρονική στιγμή t, a είναι μία σταθερά
της piαραμέτρου step-size. Ας αpiοκαλέσουμε αυτή τη μέθοδο ’constant-a’ MC [13]. Ενώ οι
μέθοδοι Monte Carlo piρέpiει να piεριμένουν μέχρι το τέλος του εpiεισοδίου για να αpiοφανθούν
για την μεταβολή στο V (St) (μόνο δηλαδή όταν είναι γνωστό το Gt), οι μέθοδοι TD χρειάζεται
να να piεριμένουν μόνο μέχρι το εpiόμενο βήμα. Τη χρονική στιγμή t+ 1 σχηματίζουν αμέσως
έναν στόχο και piραγματοpiοιείται ενημέρωση χρησιμοpiοιώντας την piαρατηρούμενη ανταμοιβή
Rt+1 και τις εκτιμήσεις V (St+1). Οι piιο αpiλή μέθοδος TD, γνωστή και ως TD(0) ορίζεται:
V (St)← V (St) + a[Rt+1 + γV (St+1)− V (St)][13]. (2.20)
Ο στόχος λοιpiόν στο Monte Carlo είναι Gt, ενώ ο στόχος στη TD είναι Rt+1+γV (St+1).
Λόγω του ότι η μέθοδος ΤΔ βασίζει την αναβάθμιση της piρόβλεψης μερικώς στην piαρούσα
κατάσταση, λέμε ότι είναι μία μέθοδος bootstrapping, όpiως και στον δυναμικό piρογραμματι-
σμό. Παρακάτω piαρουσιάζεται ο ψευδοκώδικας του αλγορίθμου TD(0):
Κεφάλαιο 3
Ο Κύβος του Ρούμpiικ
3.1 Εισαγωγή
Ο κύβος του Ρούμpiικ (Rubik’s Cube) είναι ένα τρισδιάστατο piαζλ piου εφευρέθηκε το
1974 αpiό τον Ούγγρο γλύpiτη και καθηγητή Erno Rubik. Μέχρι το 2009 έχουν piουληθεί
piαγκοσμίως 350 εκατομμύρια κύβοι και ως εκ τούτου, θεωρείται ευρέως το κορυφαίο piαιχνίδι
σε piωλήσεις piαγκοσμίως.
Στον αρχικό κλασικό κύβο του Ρούμpiικ, κάθε μια αpiό τις 6 έδρες καλύpiτεται αpiό εννέα
αυτοκόλλητα με τα εξής χρώματα: λευκό, κόκκινο, μpiλε, piορτοκαλί, piράσινο και κίτρινο. Η
τρέχουσα έκδοση του κύβου έχει piάντα αντιδιαμετρικά τα χρώματα piου γειτνιάζουν στο ορατό
φάσμα. ΄Ενας εσωτερικός μηχανισμός piεριστροφής εpiιτρέpiει σε κάθε piλευρά να piεριστρέφεται
ανεξάρτητα, αναμιγνύοντας έτσι τα χρώματα. Για να θεωρείται λυμένο το piαζλ, κάθε εpiιφάνεια
θα piρέpiει να έχει αυτοκόλλητα μόνο ενός χρώματος. Λόγω της διαχρονικότητας του ως
piαζλ, ο piαγκόσμιος οργανισμός του κύβου του Ρούμpiικ (World Cube Association), ο οpiοίος
θεωρείται το διεθνές κυβερνητικό σώμα για σχετικά θέματα, εξακολουθεί να διοργανώνει
διαγωνισμούς και αναγνωρίζει piαγκόσμια ρεκόρ.
Ο κύβος του Ρούμpiικ, αν και φαινομενικά αpiλός ως piρος τη μηχανική του και τον στόχο
(να ταιριάξουμε κάθε piλευρά με τα σωστά χρώματα) κρύβει piαγίδες ως piρος την αντιμετώpiισή
του στον τομέα του reinforcement learning. Αξίζει να τονιστεί ξανά ότι ο χώρος καταστάσεων
στον οpiοίο κινούμαστε είναι σχεδόν άpiειρος, οpiότε δεν υpiάρχει ελpiίδα εύρεσης λύσεων με
brute force.
Υpiάρχουν αρκετοί κλάδοι μαθηματικών piου εξετάζουν τέτοιου είδους piροβλήματα. Τα
αφηρημένα μαθηματικά και η άλγεβρα εξετάζουν αφηρημένα σύνολα αντικειμένων piάνω στα
οpiοία δρουν τελεστές και μετασχηματισμοί. Ο κύβος λοιpiόν του Ρούμpiικ αpiοτελεί ένα piα-
ράδειγμα θεωρίας ομάδων. ΄Αλλες γνωστές αλγεβρικές δομές, όpiως οι δακτύλιοι, τα σώματα,
και οι διανυσματικοί χώροι, μpiορούν να αντιμετωpiιστούν σαν ομάδες piου έχουν εφοδιαστεί με
εpiιpiρόσθετες piράξεις και αξιώματα. Οι ομάδες συναντώνται εpiανειλημμένα σε όλο το φάσμα
των μαθηματικών, και οι μέθοδοι της θεωρίας ομάδων έχουν εpiηρεάσει piολλούς τομείς της
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άλγεβρας.
Το piρόβλημα με τον κύβο δεν είναι οι διαδοχικοί μετασχηματισμοί καταστάσεων αλλά
ότι ο στόχος είναι να φέρουμε τον κύβο στην αρχική (λυμένη) διάταξη, ανεξαρτήτως αρχι-
κών συνθηκών. Προβλήματα τέτοιου τύpiου μελετώνται στον κλάδο μαθηματικών piου λέγεται
συνδυαστική βελτιστοpiοίηση. Η Συνδυαστική βελτιστοpiοίηση είναι η μελέτη της βελτιστοpiο-
ίησης σε διακριτά και συνδυαστικά αντικείμενα. Ξεκίνησε ως ένα μέρος της Συνδυαστικής και
της Θεωρίας Γραφημάτων, αλλά θεωρείται piλέον ως κλάδος των εφαρμοσμένων μαθηματικών
και της εpiιστήμης των υpiολογιστών piου σχετίζεται με την εpiιχειρησιακή έρευνα, τη θεωρία
αλγορίθμων και τη θεωρία piολυpiλοκότητας. Εφαρμόζεται σε αρκετά διάσημα piροβλήματα
όpiως
• Το piρόβλημα του piλανόδιου piωλητή
• Προσομοίωση αναδίpiλωσης piρωτεϊνών
• Προβλήματα κατανομής piόρων - Αλυσίδες εφοδιασμού
Κοινός piαρονομαστής όλων αυτών των piροβλημάτων είναι ο τεράστιος χώρος καταστάσεων
piου καθιστά σχεδόν αδύνατο τον έλεγχο όλων των συνδυασμών για την εύρεση βέλτιστης
λύσης. Ο κύβος του Ρούμpiικ ανήκει στην ίδια αυτή κατηγορία.
3.2 Μαθηματική Ανάλυση
3.2.1 Διατάξεις
Ο κλασικός 3x3x3 κύβος του Ρούμpiικ έχει οκτώ γωνίες και δώδεκα piλευρές. Ως σύμβαση
θα ονομάζουμε τα γωνιακά κομμάτια ως corner-cubelets και τα κομμάτια στις ακμές του κύβου
ως edge-cubelets. Υpiάρχουν λοιpiόν 8! τρόpiοι να διατάξουμε τα corner-cubelets. Κάθε γωνία
έχει τρεις piιθανούς piροσανατολισμούς στο χώρο. Παρ’όλα αυτά, μόνο τα 7 αpiό αυτές μpiορούν
να piροσανατολιστούν ανεξάρτητα. Ο piροσανατολισμός της 8ης γωνίας piροκύpiτει συναρτήσει
των άλλων piροσανατολισμών. ΄Ετσι, έχουμε 2187 διαφορετικούς συνδυασμούς piροσανατολι-
σμών. Υpiάρχουν εpiίσης, 12!/2 (239,500,800) τρόpiοι να τοpiοθετήσουμε τα corner-cubelets.
Περνώντας στα edge-cubelets, οι έντεκα αpiό τους δώδεκα piροσανατολισμούς ορίζονται α-
νεξάρτητα και η τελευταία piροκύpiτει συναρτήσει των άλλων έντεκα. Μας δίνεται λοιpiόν η
ελευθερία για την αντιμετώpiιση 2048 piεριpiτώσεων. Το σύνολο λοιpiόν των δυνατών διατάξεων
συνδυάζοντας τα piροηγούμενα είναι:
8! ∗ 37 ∗ (12!/2) ∗ 211 = 43.252.003.274.489.856.000
Για να γίνει η σύλληψη του μεγέθους του αριθμού αυτού, αν υpiήρχε ένας piραγματικός
κύβος για κάθε δυνατή διάταξη, θα μpiορούσαν συνολικά να καλύψουν την εpiιφάνεια της γης
275 φορές. Αξίζει εδώ να σημειωθεί ότι ο piροηγούμενος αριθμός αντιpiροσωpiεύει όλες τις
δυνατές διατάξεις piου μpiορούν να αναpiαρασταθούν αpiό διαδοχικές piεριστροφές του κύβου
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ξεκινώντας αpiό την λυμένη κατάσταση. Αν ληφθούν υpiόψη οι διατάξεις piου μpiορούν να
κατασκευαστούν μέσω αpiοσυναρμολόγησης του κύβου, ο αριθμός αυτός γίνεται piερίpiου 12
φορές μεγαλύτερος.
8! ∗ 38 ∗ 12! ∗ 212 = 519.024.039.293.878.272.000
Αυτό σημαίνει ότι μόνο 1/12 αpiό αυτές τις διατάξεις είναι εpiιλύσιμες. Αυτό συμβαίνει εpiει-
δή δεν υpiάρχει αλληλουχία κινήσεων η οpiοία μpiορεί να αλλάξει τον piροσανατολισμό μονάχα
ενός cubelet. Υpiάρχουν λοιpiόν δώδεκα piιθανά σύνολα piροσβάσιμων διατάξεων, αpiοκαλο-
ύμενα μερικές φορές “universes” ή “orbits” μέσα στα οpiοία μpiορεί να τοpiοθετηθεί ο κύβος
μέσω αpiοσυναρμολόγησης και εpiανασυναρμολόγησης. Τέλος, σημειώνεται ότι οι piροηγούμε-
νοι αριθμοί piροκύpiτουν ύστερα αpiό υpiόθεση ότι τα κεντρικά cubelets δεν αλλάζουν θέση
λόγω κατασκευαστικής ιδιότητας του κύβου. Στην piερίpiτωση άρσης αυτού του piεριορισμού,
οι δυνατές διατάξεις piολλαpiλασιάζονται εpiί 24.
3.2.2 Συσχετισμός με αλγορίθμους
Στη γλώσσα των ανθρώpiων piου ασχολούνται με την εpiίλυση του κύβου, μία ακολουθία
κινήσεων η οpiοία μας οδηγεί σε κάpiοιο εpiιθυμητό αpiοτέλεσμα ονομάζεται αλγόριθμος εpiίλυ-
σης. Η ορολογία αυτή piροέρχεται αpiό τη χρήση της έννοιας του αλγορίθμου στα μαθηματικά
η οpiοία ορίζεται ως μία λίστα αpiό καλώς ορισμένων οδηγιών οι οpiοίες αν εκτελεστούν σε
κάpiοια αρχική κατάσταση, οδηγούν σε μία εpiιθυμητή τελική κατάσταση. Κάθε μέθοδος ε-
piίλυσης του κύβου του Ρούμpiικ χρησιμοpiοιεί το δικό του σύνολο αλγορίθμων οι οpiοίοι έχουν
τη δυνατότητα να οδηγήσουν τον κύβο piρος τη λύση του. Οι piερισσότεροι αλγόριθμοι piου
χρησιμοpiοιούνται αpiό ανθρώpiους έχουν την ιδιότητα να αλλάζουν μερικές υpiοδιατάξεις σε
κάpiοιο υpiοσύνολο του κύβου, αφήνοντας τον υpiόλοιpiο κύβο ανεpiηρέαστο. Αυτό piραγματο-
piοιείται με το σκεpiτικό να εφαρμόζονται διαδοχικά αλγόριθμοι σε διαφορετικά μέρη του κύβου
έτσι ώστε στο τέλος να λυθεί ολόκληρος.
Μερικοί αλγόριθμοι έχουν μαζί με την εpiιθυμητή εpiίδραση στον κύβο (pi.χ. αλλαγή θέσης
γωνίας) και κάpiοιες piαρενέργειες. Οι αλγόριθμοι αυτοί είναι συνήθως piιο αpiλοί αpiό αυτούς
piου δεν έχουν piαρενέργειες και χρησιμοpiοιούνται συνήθως κατά τα αρχικά στάδια της εpiίλυσης
του κύβου καθώς εφόσον το μεγαλύτερο μέρος του piαζλ είναι άλυτο οpiότε οι piαρενέργειες
δεν δημιουργούν piρόβλημα. Προς το τέλος της εpiίλυσης χρησιμοpiοιούνται συνήθως piιο
εξειδικευμένοι αλγόριθμοι.
3.2.3 Συσχετισμός με τη θεωρία ομάδων
Ο κύβος του Ρούμpiικ αpiοτελεί μία εφαρμογή της θεωρίας ομάδων η οpiοία αξιοpiοιείται
στην έκφραση ορισμένων αλγορίθμων, συγκεκριμένα σε αλγορίθμους της μορφής X Y X’
Y’, (commutators) και X Y X’ (conjugate structures). Τα και αpiοτελούν αλληλουχίες
κινήσεων και τα ’ ’ οι αντίστοιχες αντίστροφες αλληλουχίες.
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1. Three Cycle - Commutator
Ο αλγόριθμος three-cycle μετακινεί κυκλικά 3 corner-cubelet ή edge-cubelet. Προϋpiο-
θέτει τα 2 αpiό τα 3 cubelet να βρίσκονται στο ίδιο εpiίpiεδο και το τρίτο cubelet να μην
βρίσκεται στο εpiίpiεδο piου ορίζεται αpiό τα άλλα 2 cubelets. Ονομάζουμε με Χ το σύνο-
λο κινήσεων piου χρειαζόμαστε για να εισάγουμε το cubelet piου δεν ανήκει στο εpiίpiεδο
αναφοράς στη σωστή του θέση. Ο αλγόριθμος αpiαγορεύεται να αλλάξει οτιδήpiοτε piέρα
αpiό την αλλαγή αυτή στο εpiίpiεδο αναφοράς. Με ονομάζουμε την αλληλουχία κινήσεων
οι οpiοίες μετακινούν το το cubelet piου δεν ανήκει στο εpiίpiεδο αναφοράς στην υpiοδοχή
piου μόλις δημιουργήθηκε αpiό την μετακίνηση του σωστού cubelet στο εpiίpiεδο αναφο-
ράς.
Σχήμα 3.1: Παρουσίαση cubelets piου εpiηρεάζονται κατά την κυκλική μετακίνηση τους
2. Orientation Swap - Commutator
Η αλλαγή piροσανατολισμού ακριβώς δύο cubelet κατατάσσεται στους αλγορίθμους ori-
entation swap. Προϋpiοθέτει και τα δύο cubelets να βρίσκονται στο ίδιο εpiίpiεδο. Το
piρώτο κομμάτι (ο αλγόριθμος ) piαίρνει ένα cubelet και το τοpiοθετεί ξανά στην ίδια
θέση αλλά με σωστό piροσανατολισμό. Υpiενθυμίζεται ξανά ότι αpiαγορεύεται η μετα-
βολή θέσεων και piροσανατολισμών άλλων cubelets στο ίδιο εpiίpiεδο. Η αλληλουχία Y
μετακινεί τη το δεύτερο cubelet στη σωστή του θέση.
Σχήμα 3.2: Παρουσίαση cubelets piου εpiηρεάζονται κατά την αλλαγή piροσανατολισμού
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3. Pair Swap - Commutator
Αυτού του είδους οι αλγόριθμοι αντιμεταθέτει δύο ζεύγη cubelet. Δεν είναι τόσο
χρήσιμοι καθώς σε αρκετές piεριpiτώσεις αρκεί ένα piλήθος three-cycle κινήσεων για την
εpiίλυση μεγάλου μέρους του κύβου. Η μόνη piροϋpiόθεση για την εκτέλεσή τους είναι
ότι και τα τέσσερα cubelets οφείλουν να βρίσκονται στο ίδιο εpiίpiεδο.
Σχήμα 3.3: Παρουσιάση cubelets piου εpiηρεάζονται κατά την αλλαγή piροσανατολισμού
3.2.4 Η Ομάδα του Κύβου
Η θεωρία ομάδων είναι το piεδίο των μαθηματικών piου μελετά τις αλγεβρικές δομές γνωστές
ως ομάδες.
Μια ομάδα είναι μια αλγεβρική δομή (G,•) piου αpiοτελείται αpiό ένα σύνολο στοιχείων G
μαζί με μια συνάρτηση •, piου συνδυάζει οpiοιαδήpiοτε δύο στοιχεία ώστε να σχηματιστεί ένα
τρίτο στοιχείο. Μια ομάδα piρέpiει να ικανοpiοιεί τις εξής συνθήκες:
• Κλειστότητα, για κάθε a, b στο G το στοιχείο ab piου piροκύpiτει αpiό την piράξη a • b
piρέpiει να ανήκει στο G.
• Προσεταιριστική ιδιότητα, για κάθε a, b, c στο G ισχύει (a • b) • c = a • (b • c).
• Ουδέτερο στοιχείο, υpiάρχει μοναδικό στοιχείο e ώστε e • a = a • e = a.
• Αντίστροφο στοιχείο, για κάθε στοιχείο a υpiάρχει αντίστοιχο στοιχείο b στο G ώστε
a • b = b • a = e
Μια αpiό τις κατηγορίες ομάδων είναι αυτή των κυκλικών μεταθέσεων στην οpiοία ανήκει
ο κύβος του Ρούμpiικ. Η ομάδα του κύβου αpiοτελείται αpiό το ζεύγος (G,•), όpiου G είναι
το σύνολο όλων των κινήσεων/piεριστροφών piου εpiιτρέpiονται στον κύβο και η συνάρτηση
• είναι η σύνθεση των κινήσεων του κύβου και αντιστοιχεί στην κατάσταση piου piαράγεται
με την σειριακή εκτέλεσή τους. Με αυτό τον τρόpiο μpiορούμε να αναpiαραστήσουμε κάθε
κατάσταση ενός κύβου ως μια αλληλουχία κινήσεων σε σχέση με την αρχική του κατάσταση,
piεριγράφοντας τις piεριστροφές piου piρέpiει να εφαρμοστούν ώστε να εpiιλυθεί ο κύβος.
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3.3 Ντετερμινιστικοί Αλγόριθμοι Εpiίλυσης
Στην piαράγραφο αυτή εξετάζονται διάφοροι γνωστοί αλγόριθμοι εpiίλυσης του κύβου.
Προκειμένου να αναpiαρασταθεί μία αλληλουχία piεριστροφών και για να εκφραστεί κάθε αλ-
γόριθμος λεκτικά, υpiάρχει μία συγκεκριμένη σημειογραφία κινήσεων piου χρησιμοpiοιείται.
3.3.1 Σημειογραφία Κινήσεων
Η σημειογραφία piου χρησιμοpiοιείται κατά κόρων για την αναpiαράσταση των κινήσεων στον
κλασικό 3x3x3 κύβο του Ρούμpiικ αναpiτύχθηκε αpiό τον David Singmaster και αναφέρεται στη
βιβλιογραφία ως “σημειογραφία Singmaster”[10]. Η τρόpiος γραφής των κινήσεων εpiιτρέpiει
την εκτέλεση κινήσεων ανεξάρτητα αpiό τη στερεοδιάταξη του κύβου στο χώρο.
• F (Front): the side currently facing the solver
• B (Back): the side opposite the front
• U (Up): the side above or on top of the front side
• D (Down): the side opposite the top, underneath the Cube
• L (Left): the side directly to the left of the front
• R (Right): the side directly to the right of the front
• f (Front two layers): the side facing the solver and the corresponding middle layer
• b (Back two layers): the side opposite the front and the corresponding middle layer
• u (Up two layers): the top side and the corresponding middle layer
• d (Down two layers): the bottom layer and the corresponding middle layer
• l (Left two layers): the side to the left of the front and the corresponding middle
layer
• r (Right two layers): the side to the right of the front and the corresponding middle
layer
• x (rotate): rotate the entire Cube on R
• y (rotate): rotate the entire Cube on U
• z (rotate): rotate the entire Cube on F
Ο συμβολισμός του τόνου ενδέχεται να υpiάρχει αριστερά του βασικού συμβόλου (pi.χ.
F’) και υpiοδηλώνει αντιωρολογιακή φορά. Η έλλειψη τόνου υpiονοεί ωρολογιακή φορά piε-
ριστροφής. Το σύμβολο 2 piου ενδεχομένως να υpiάρχει δεξιά του συμβολισμού υpiοδεικνύει
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Σχήμα 3.4: Σχηματική piαρουσίαση της σημειογραφίας Singmaster
piεριστροφή κατά 180 μοίρες, κάτι piου κάνει piεριττή τη σήμανση ωρολογιακής ή αντιωρολογια-
κής φοράς. Τα x, y, z χρησιμοpiοιούνται να υpiοδείξουν piεριστροφή ολόκληρου του κύβου κατά
τα R, U, και F αντίστοιχα. Το αντίστοιχο σύμβολο στο τετράγωνο υpiοδεικνύει piεριστροφή
κατά 180 μοίρες.
3.3.2 Μέθοδος Αρχαρίου & Jessica Fridrich
Σήμερα, υpiάρχουν piολλοί διαφορετικοί τρόpiοι εpiίλυσης του κύβου του Ρούμpiικ. Μερικά
αpiό αυτά είναι η μέθοδος για αρχάριους, η μέθοδος της Jessica Fridrich (για piιο piροχωρη-
μένους) κ.α. ΄Ολες οι μέθοδοι αpiαιτούν διαφορετικό αριθμό βημάτων μέχρι την εpiίλυση. Η
μέθοδος των αρχαρίων αpiαιτεί κατά μέσο όρο 100-120 κινήσεις, χρησιμοpiοιώντας μία αλλη-
λουχία 7 διαφορετικών αλγορίθμων οι οpiοίοι έχουν ως χαρακτηριστικό να αλλάζουν ένα μέρος
του κύβου, διατηρώντας ένα άλλο piάντα σταθερό. ΄Οσο piερισσότερο κάpiοιος ασχολείται με
την εpiίλυση του κύβου του Ρούμpiικ, τόσους piερισσότερους αλγορίθμους αpiομνημονεύει, και
τόσο piερισσότερο ενισχύει το “οpiλοστάσιό” του και την αpiοδοτικότητα ως piρος την εpiίλυση.
Η μέθοδος της Jessica Fridrich η οpiοία αpiευθύνεται σε άτομα piου ασχολούνται χρόνια με
την ταχεία εpiίλυση κύβων αpiαιτεί piερίpiου 50 κινήσεις. Το piαγκόσμιο ρεκόρ το 2016 κατείχε
ο Feliks Zemdegs ο οpiοίος μέσα σε 35 κινήσεις έλυσε τον κύβο σε 4.74 sec.
Σαφώς, το εύλογο ερώτημα είναι piοια είναι η μικρότερη ακολουθία κινήσεων για την εpiίλυ-
ση οpiοιουδήpiοτε κύβου. Μετά αpiό 54 χρόνια ενασχόλησης αpiό την εpiιστημονική κοινότητα
δεν έχουμε ακόμα ξεκάθαρη αpiάντηση. Ενώ λοιpiόν γνωρίζουμε τον ελάχιστο αριθμό κινήσε-
ων, η εύρεση της λύσης δεν είναι τετριμμένη.
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3.4 Θεωρητική Βέλτιστη Λύση
Οι βέλτιστες λύσεις για τον κύβο του Rubik αναφέρονται σε λύσεις piου είναι ελάχιστες
σε αλληλουχία κινήσεων.
Υpiάρχουν δύο τρόpiοι μέτρησης του βέλτιστου μήκους μιας λύσης. Ο piρώτος λογαριάζει
κάθε piεριστροφή της εξωτερικής piλευράς κατά 90 μοίρες. Ο δεύτερος λογαριάζει κάθε piερι-
στροφή των εξωτερικών στρωμάτων χωρίς να είναι διαφοροpiοιείται μία piεριστροφή 90 ή 180
μοιρών. Αυτές οι piεριστροφές ονομάζονται “Face Turns” στη διεθνή ορολογία. Εάν λοιpiόν
piεριστραφεί κάpiοια εξωτερική εpiιφάνεια κατά 180 μοίρες, λογαριάζεται ως δύο κινήσεις στην
μετρική QTM “Quarter-Turn Metric” αλλά ως μία κίνηση στην μετρική HTM “Half Turn
Metric”. Η τελευταία εpiίσης ονομάζεται και OBTM “Outer Block Turn Metric”
Ο μέγιστος αριθμός κινήσεων σύμφωνα με τις μετρικές HTM και QTM είναι 20 και 26
αντίστοιχα. Οι αριθμοί αυτοί αpiοτελούν και διαμέτρους του αντίστοιχοι γράφου Cayley της
μαθηματικής ομάδας του κύβου του Ρούμpiικ.
3.4.1 Γράφημα Cayley του Κύβου
΄Εστω G η piροηγούμενη ομάδα piου piαράγεται αpiό τα στοιχεία K = g1, . . . , gn :
G =< g1, g2, ..., gn > υpiοομάδα SX
Το γράφημα Cayley του G συσχετιζόμενο με το είναι το γράφημα (V,E) του οpiοίου οι
κορυφές V είναι τα στοιχεία του G και οι ακμές καθορίζονται αpiό την ακόλουθη συνθήκη:
Αν x και y ανήκουν στο V=G τότε υpiάρχει ακμή αpiό το x στο y (και αpiό το y στο x) αν
και μόνο αν y = gi ∗ y για κάpiοιο i = 1, 2, ..., n
3.4.2 Αριθμός του Θεού
΄Εστω τώρα G η ομάδα του κύβου του Ρούμpiικ και v μία κορυφή στο γράφημα Cayley
της G. Αναζητούμε έναν αλγόριθμο για τον piροσδιορισμό μιας διαδρομής μεταξύ δύο κόμβων
(κορυφών) v και v0 με μήκος διαδρομής ίσο με την εξ’ορισμού αφηρημένη έννοια της αpiόστασης
των δύο κόμβων. Εάν ισχύει αυτός ο αλγόριθμος, ονομάζεται αλγόριθμος του Θεού και
μας εpiιτρέpiει την βέλτιστη μεταpiήδηση μεταξύ καταστάσεων στον κύβο. Το μέγιστο μήκος
ακολουθίας το οpiοίο φέρνει οpiοιαδήpiοτε αpiό τις 43,252,003,274,489,856,000 διατάξεις του
κύβου στην αρχική κατάσταση ορίζεται ως η διάμετρός του. Ως αρχική κατάσταση του κύβου
ορίζουμε φυσικά την κατάσταση στην οpiοία όλες οι 6 έδρες έχουν το ίδιο χρώμα.
Παρατηρούμε ότι αν μας δοθεί ο κύβος λυμένος και ξεκινήσουμε να εκτελούμε τυχαίες
κινήσεις, η διάμετρος αυξάνεται. Παρακάτω ακολουθεί μία ιστορική αναδρομή αναζήτησης και
μαθηματικής αpiόδειξης για την αναζήτηση του ορίου αυτού.
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• Εξέλιξη κάτω φράγματος
Στα τέλη της δεκαετίας του ΄70, ο βρετανός μαθηματικός David Singmaster (1939-) α-
piέδειξε ότι εpiαρκούν 277 κινήσεις για την εpiίλυση του κύβου. Αυτό σημαίνει ότι το 277
είναι ένα άνω φράγμα. Χρησιμοpiοιώντας 277 κινήσεις, μpiορεί να λυθεί οpiοιοσδήpiοτε
κύβος. Αpiό την δεκαετία του ‘70 και μετά, οι μαθηματικοί έχουν καταφέρει με συστη-
ματική piροσpiάθεια να βρουν μικρότερα άνω φράγματα. Κατά τις αρχές της δεκαετίας
του ‘80 ο Morwen Thistlethwaite διαpiίστωσε ότι 52 κινήσεις ήταν αρκετές. Για μεγάλο
χρονικό διάστημα ήταν αβέβαιο αν μpiορεί να μειωθεί piεραιτέρω.
• Εξέλιξη άνω φράγματος
Σε αντιδιαστολή με την αναζήτηση του μικρότερου δυνατού άνω φράγματος, υpiήρξε
αντίστοιχη μελέτη για την εύρεση του μεγαλύτερου κάτω φράγματος. ΄Ηταν γνωστό ότι
ορισμένες διατάξεις αpiαιτούσαν τουλάχιστον 18 κινήσεις για την εpiίλυσή τους. Παρ’όλα
αυτά δεν ήταν σαφές αν ο αριθμός αυτός μpiορούσε να είναι μεγαλύτερος. Στα μέσα
της δεκαετίας του ‘90 βρέθηκε μία ειδική διάταξη του κύβου αpiό τον Michael Reid,
σχεδιασμένη ειδικά για την χρήση της ως piαράδειγμα για την αύξηση του κάτω φράγμα-
τος. Η διάταξη ονομαζόταν superflip και δείχνεται στο σχήμα. Αpiαιτούσε 20 κινήσεις
η εpiίλυση και ήταν το νέο κάτω όριο το οpiοίο θα συναντούσε το κατώτερο άνω όριο σε
15 χρόνια.
Σχήμα 3.5: Διάταξη superflip, μία αpiό τις διατάξεις με μέγιστη αpiόσταση αpiό τη λύση
• Σύγκλιση άνω και κάτω φράγματος
Το 2010 κατόpiιν έρευνας αpiό τον Tomas Rokicki αpiό το Palo Alto της Καλιφόρνιας και
βοήθεια αpiό την Google η οpiοία του piαρείχε την αpiαραίτητη υpiολογιστική ισχύ, αpiέδειξε
ότι το κατώτερο άνω όριο ήταν εpiίσης 20 κινήσεις. Συνοpiτικά piαρουσιάζεται ο piαρακάτω
piίνακα με όλες τις σημαντικές ημερομηνίες καθώς και το αντίστοιχο χρονοδιάγραμμα.
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Date LB UB Gap Notes and Links
July, 1981 18 52 34 Morwen Thistlethwaite proves 52 moves suffice.
December, 1990 18 42 24 Hans Kloosterman improves this to 42 moves.
May, 1992 18 39 21 Michael Reid shows 39 moves is always sufficient.
May, 1992 18 37 19 Dik Winter lowers this to 37 moves just one day later!
January, 1995 18 29 11 Michael Reid cuts the upper bound to 29 moves by
analyzing Kociemba’s two-phase algorithm.
January, 1995 20 29 9 Michael Reid proves that the ”superflip” position (cor-
ners correct, edges placed but flipped) requires 20
moves.
December, 2005 20 28 8 Silviu Radu shows that 28 moves is always enough.
April, 2006 20 27 7 Silviu Radu improves his bound to 27 moves.
May, 2007 20 26 6 Dan Kunkle and Gene Cooperman prove 26 moves suf-
fice.
March, 2008 20 25 5 Tomas Rokicki cuts the upper bound to 25 moves.
April, 2008 20 23 3 Tomas Rokicki and John Welborn reduce it to only 23
moves.
August, 2008 20 22 2 Tomas Rokicki and John Welborn continue down to
22 moves.
July, 2010 20 20 0 Tomas Rokicki, Herbert Kociemba, Morley Davidson,
and John Dethridge prove that God’s Number for the
Cube is exactly 20.
Σχήμα 3.6: Γραφική αναpiαράσταση χρονοδιαγράμματος σύγκλισης άνω και κάτω ορίου
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3.5 Μη Ντετερμινιστική Προσέγγιση
Στην piροσpiάθεια να βρεθεί ο αλγόριθμος του Θεού, καταφεύγουμε σε μη-ντετερμινιστικές
piροσεγγίσεις εpiίλυσης του κύβου, κάνοντας χρήση βαθιάς ενισχυτικής μάθησης. Κατά γενική
ομολογία, το Deep Reinforcement Learning είναι ένα εργαλείο το οpiοίο εφαρμόζεται στο
gaming. Ο λόγος για τον οpiοίον υpiάρχει αυτή η τάση είναι ότι ιστορικά, η piρώτη εpiιτυχία σε
αυτόν τον τομέα έγινε στην ομάδα piαιχνιδιών Atari αpiό την Deep Mind το 2015 και το Atari
Benchmark Suite. Το Atari Benchmark Suite αpiοδείχτηκε piολύ εpiιτυχημένη εφαρμογή
για τα piροβλήματα RL. Ακόμα και σήμερα, piολλές ερευνητικές ομάδες το χρησιμοpiοιούν
αναδεικνύοντας έτσι την αpiοδοτικότητα του. Καθώς το piεδίο του RL εξελίσσεται, τα κλασσικά
53 αρχικά piαιχνίδια Atari ολοένα γίνονται ευκολότερα για τους μοντέρνους piράκτορες RL
(ήδη piάνω αpiό τα μισά εpiιλύονται με σκορ μεγαλύτερο αpiό τον μέσο άνθρωpiο) και οι έρευνες
στρέφονται σε piιο piερίpiλοκα piαιχνίδια όσον αφορά:
• Χώρο καταστάσεων - state-space
• Πλήθος piρακτόρων - multi-agent
• Πλήθος piαικτών - multiple players
• Ανακριβής piληροφορία - imperfect information
• Χώρο ενεργειών - action-space
• Καθυστέρηση στις εpiιβραβεύσεις - delayed credit assignment
Στα piλαίσια της διpiλωματικής αυτής εργασίας, ακολουθεί μία εμpiεριστατωμένη μελέτη
και υλοpiοίηση σε PyTorch μιας piρόσφατης εφαρμογής του RL σε ένα piεδίο συνδυαστικής
βελτιστοpiοίησης όpiως είναι ο κύβος του Ρούμpiικ.

Κεφάλαιο 4
Πειραματικό Μέρος
Η piειραματική διαδικασία piου piαρουσιάζεται σε αυτό το κεφάλαιο βασίζεται σε μία καινο-
ύργια piροσέγγιση εpiίλυσης αpiό ερευνητές στο piανεpiιστήμιο της Καλιφόρνιας στο Irvine η
οpiοία χρησιμοpiοιεί τεχνικές piου χρησιμοpiοιήθηκαν piρόσφατα και αpiό την Google DeepMind
για την εpiίλυση piροβλημάτων όpiως το σκάκι και το Go.
4.1 Εισαγωγή
Μέχρι piριν την εφαρμογή μηχανικής μάθησης σε piαιχνίδια, οι κύριοι τρόpiοι εpiίλυσης του
κύβου ήταν:
• Χρήση αpiοτελεσμάτων θεωρίας ομάδων μέσω των οpiοίων υpiάρχει τρόpiος σημαντικής
ελάττωσης του χώρου καταστάσεων του κύβου. ΄Ενα αpiό τα piιο διάσημα piρογράμματα
εpiίλυσης κύβων βασίζεται στον αλγόριθμο του Kociemba, ο οpiοίος αναλύθηκε στο
piροηγούμενο κεφάλαιο.
• Χρήση brute-force σε συνδυασμό με piεριpiτωσιολογικούς χειρισμούς οι οpiοίοι οδηγο-
ύν την αναζήτηση σε μία piιο ελpiιδοφόρα υpiοpiεριοχή του τεράστιου αυτού δέντρου.
Προκύpiτει αpiό την εφαρμογή του αλγορίθμου του Korth.
Η εpiιστημονική έρευνα των ερευνητών βασίζεται στην εκpiαίδευση ενός νευρωνικού δικτύου
piάνω σε piολλούς τυχαία ανακατεμενους κύβους. Η διαδικασία αυτή εpiιτρέpiει τη συστηματική
σύγκλιση μιας piολιτικής του piράκτορα η οpiοία μέσα σε αυτή τη θάλασσα των δυνατών δια-
τάξεων, δείχνει το δρόμο piρος τη λυμένη διάταξη. Το σημαντικό σε αυτή τη μέθοδο είναι ότι
η εκpiαίδευση του νευρωνικού δικτύου δεν piροαpiαιτεί γνώση του αντικειμένου. Ο piράκτορας
μαθαίνει μέσω αλληλεpiίδρασης να λύνει τον κύβο χωρίς να έχει διδαχθεί τεχνικές εpiίλυσης
piου χρησιμοpiοιεί ο άνθρωpiος. Το μόνο piου χρειάζεται ο piράκτορας είναι μία αναpiαράστα-
ση του κύβου, δηλαδή το piεριβάλλον του, με το οpiοίο θα αλληλεpiιδράσει και θα αpiοκτήσει
γνώση.
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4.2 Αναpiαράσταση Δεδομένων
΄Οpiως αναφέρθηκε στα εισαγωγικά κεφάλαια για την ενισχυτική μάθηση, οφείλουμε να
αναpiαραστήσουμε με κάpiοιο τρόpiο οντότητες όpiως οι ενέργειες piου κάνουμε και οι κατα-
στάσεις στις οpiοίες βρισκόμαστε.
4.2.1 Ενέργειες
Οι ενέργειες piου μpiορούμε να κάνουμε σε έναν κύβο είναι piεριστροφές των piλευρών
του είτε ωρολογιακά (+90 μοίρες) είτε αντιωρολογιακά (-90 μοίρες). Διαθέτουμε 6 piλευρές
άρα συνολικά 12 βαθμούς ελευθερίας, 12 δυνατές ενέργειες σε κάθε κατάσταση. Υpiάρχει
καθιερωμένη ονομασία των 12 αυτών ενεργειών. Η ονομασία piροκύpiτει αpiό την piλευρά piου
piεριστρέφεται κάθε φορά, θεωρώντας τον piροσανατολισμού του κύβου στο χώρο δεδομένο
και αμετάβλητο. Οι 12 ενέργειες piου μpiορούμε να κάνουμε είναι
1. Left - [L]
2. Right - [R]
3. Top - [T]
4. Bottom - [B]
5. Front - [F]
6. Back - [B]
Οι 6 piρώτες ενέργειες θεωρούνται ότι εκτελούνται ωρολογιακά, κοιτάζοντας piάντα κάθετα
την piλευρά piου piεριστρέφεται. Για τις 6 αντιωρολογιακές ενέργειες έχουμε:
1. Left - [l]
2. Right - [r]
3. Top - [t]
4. Bottom - [b]
5. Front - [f]
6. Back - [b]
Σε άλλες αναpiαραστάσεις, χρησιμοpiοιείται η σημειογραφία του τόνου για την υpiόδειξη
αντιωρολογιακής φοράς, δηλαδή [ L’, R’, T’, B’, F’, B’ ]. Για την αναpiαράσταση στον υpiο-
λογιστή, δεν είναι βολική η χρήση τόνων οpiότε στην υλοpiοίησή μας χρησιμοpiοιήθηκαν μικρά
γράμματα για την αντιωρολογιακή φορά.
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΄Εχουμε λοιpiόν μία λίστα αpiό ενέργειες [ L, R, T, B, F, B, l, r, t, b, f, b ] οι οpiοίες
αντιστοιχούν σε 12 αριθμούς αpiό το 0 μέχρι το 11, διευθυνσιοδοτόντας τα 12 στοιχεία της
λίστας μας. Στον κώδικα, η αναpiαράσταση του χώρου ενεργειών γίνεται με τη χρήση enum
της γλώσσας piρογραμματισμού python, όpiου κάθε ενέργεια χαρτογραφείται σε μία ακέραια
αριθμητική τιμή.
4.2.2 Καταστάσεις
Κατάσταση ορίζεται ως μία συγκεκριμένη μετακίνηση των μικρών κύβων στο χώρο και
ως εpiέκταση αυτού, μία συγκεκριμένη διάταξη χρωμάτων σε κάθε piλευρά. ΄Εχουμε αναφέρει
αρκετές φορές piόσο μεγάλος είναι αυτός ο χώρος (4.33 ∗ 1019 διαφορετικές καταστάσεις). Ο
μεγάλος αυτός αριθμός δυστυχώς δεν είναι η μόνη δυσκολία piου έχουμε να αντιμετωpiίσου-
με. ΄Οταν εpiιλέγουμε μία συγκεκριμένη αναpiαράσταση καταστάσεων έχουμε συγκεκριμένους
στόχους:
1. Αpiοφυγή piλεονασμών
Στη χειρότερη δυνατή piερίpiτωση, έχουμε τη δυνατότητα να αναpiαραστήσουμε τον κύβο
piαρακολουθώντας μόνο τα αυτοκόλλητα του κύβου. Υpiολογίζοντας τον αριθμό των
συνδυασμών αυτών, καταλήγουμε σε ένα νούμερο της τάξης του 1037. ΄Εχουμε 6 piλευρές
του κύβου, κάθε piλευρά έχει 8 αυτοκόλλητα οpiότε έχουμε 48 αυτοκόλλητα συνολικά.
Κάθε αυτοκόλλητο μpiορεί να piάρει 6 χρώματα, οpiότε συνολικά έχουμε 668 = 2.25∗1037,
αρκετά μεγαλύτερο αpiό τον χώρο καταστάσεων του κύβου. Συμpiεραίνουμε λοιpiόν
ότι η αναpiαράσταση εμpiεριέχει piλεονάζουσα piληροφορία η οpiοία δεν μας χρειάζεται.
Για να χαρακτηρίσουμε αμφιμονοσήμαντα μία κατάσταση του κύβου, η piληροφορία piου
χρειάζεται είναι σημαντικά μικρότερη. Η αναpiαράσταση με τα χρώματα δεν είναι καθόλου
αpiοδοτική καθώς εpiιτρέpiει pi.χ. μία γωνία να έχει 3 ίδια χρώματα, και άλλες piερίεργες
αδύνατες διατάξεις.
2. Αpiοδοτικότητα στη μνήμη
΄Οpiως θα δούμε αργότερα, κατά τη διάρκεια της εκpiαίδευσης και εφαρμογής, θα χρειαστεί
να κρατήσουμε στη μνήμη μεγάλο piλήθος διαφορετικών καταστάσεων του κύβου piου
ενδεχομένως να εpiηρεάσουν την αpiόδοση της διαδικασίας. ΄Ετσι, θα θέλαμε να είναι
όσο το δυνατόν piιο συμpiαγής η αναpiαράσταση.
3. Αpiοδοτικότητα μετασχηματισμών
Οφείλουμε εpiίσης να piροσέξουμε το piόσο συμpiαγής είναι η αναpiαράσταση διότι χρει-
άζεται να εκτελούμε όλες τις ενέργειες piάνω στις καταστάσεις. Αυτές οι ενέργειες
οφείλουν να εκτελούνται γρήγορα. Εάν η αναpiαράστασή μας είναι piολύ συμpiαγής όσον
αφορά τη μνήμη (για piαράδειγμα bit-κωδικοpiοίηση) αλλά αpiαιτεί χρονοβόρα διαδικασία
αpiοσυμpiίεσης για κάθε piεριστροφή του κύβου, η εκpiαίδευση θα γίνει piάρα piολύ αργή.
4. Συμβατότητα με αρχιτεκτονική νευρωνικού δικτύου
38 Κεφάλαιο 4. Πειραματικό Μέρος
Δεν είναι όλες οι αναpiαραστάσεις δεδομένων ίδιες ως piρος τη συμβατότητα χρήσης
με νευρωνικά δίκτυα. Αυτό ισχύει στη μηχανική μάθηση γενικότερα. Για piαράδειγμα,
στην εpiεξεργασία φυσικής γλώσσας (NLP) είναι σύνηθες να χρησιμοpiοιούνται batches
λέξεων. Στην εpiεξεργασία εικόνας, αpiοκωδικοpiοιούνται οι jpeg φωτογραφίες σε raw
pixels. Τα τυχαία δάση αpiαιτούν αρκετή τροpiοpiοίηση δεδομένων. Στην piερίpiτωσή μας,
κάθε κατάσταση αναpiαριστάται αpiό ένα 20 x 24 τανιστή χρησιμοpiοιώντας κωδικοpiοίηση
one-hot[9]. (Στην piερίpiτωση του 2x2 κύβου, η είσοδος είναι ένας 8x24 τανιστής)
Για την κατανόηση του μοντέλου αναpiαράστασης, piαραθέτουμε τη φωτογραφία αpiό το
paper[17]:
Σχήμα 4.1: (c) και (d) φαίνεται η διαστατική ελάττωση του κύβου για είσοδο στο νευρωνικό
δίκτυο. Τα αυτοκόλλητα piου χρησιμοpiοιούνται έχουν άσpiρο χρώμα ενώ τα αυτοκόλλητα piου
δεν λαμβάνονται υpiόψιν χρωματίζονται μpiλε. [17]
Βλέpiουμε με λευκό χρώμα τα αυτοκόλλητα piου είναι οριακά αpiαραίτητα έτσι ώστε να
μην έχουμε piλεονάζουσα piληροφορία στην αναpiαράστασή μας. Τα μpiλε αυτοκόλλητα δεν
χρειάζεται να τα piαρακολουθούμε γιατί piροκύpiτουν άμεσα αpiό τα λευκά.
Ο κύβος του Ρούμpiικ έχει 3 κατηγορίες μικρότερων κύβων piου (ονομάζονται cubelets). 8
κυβάκια “γωνίες” piου έχουν 3 αυτοκόλλητα, 12 κυβάκια “piλευρές” piου έχουν 2 αυτοκόλλητα
και 6 κεντρικά κυβάκια με 1 αυτοκόλλητο.
Αν και δεν μοιάζει piροφανές αpiό την αρχή, τα κεντρικά αυτοκόλλητα δεν κινούνται λόγω
της εσωτερικής δομής του κύβου. Δεν μpiορούν να αλλάξουν σχετική θέση μεταξύ τους. Η
εσωτερική δομή του κύβου αpiοτελείται αpiό 3 σταθερούς άξονες (x,y,z) οι οpiοίοι καταλήγουν
στα κεντρικά κυβάκια όpiως piαρουσιάζει και το piαρακάτω σχήμα:
Σχήμα 4.2: Παρουσίαση εσωτερικής δομής του κύβου. Λόγω σύνδεσης των κεντρικών
cubelets στους άξονες, δεν αλλάζουν σχετική θέση κατά την piεριστροφή των εδρών
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Η τοpiοθεσία των κεντρικών κύβων ορίζει μία συγκεκριμένη στερεοδιάταξη του κύβου στο
χώρο οpiότε συμφωνούμε σε μία σταθερή (Λευκά TOP, Κόκκινα FRONT). Συνεpiώς, δεν
piαρακολουθούμε τα κεντρικά κυβάκια, μένουν σταθερά και αμετάβλητα στο χώρο.
Για τα υpiόλοιpiα κυβάκια piάλι συμpiεραίνουμε ότι χρειαζόμαστε να piαρακολουθούμε μόνο
ένα αυτοκόλλητο αpiό τα 3 αν βρίσκεται στη γωνία ή 2 αν βρίσκεται σε κάpiοια piλευρά. ΄Εστω
η μοναδική γωνία piου έχει συνδυασμούς χρωμάτων: κόκκινο/λευκό/piράσινο. Λόγω γνωστής
σχετικής θέσης μεταξύ τους, αν γνωρίζουμε τη μία θέση, εξάγουμε έμμεσα τα άλλα 2 αυ-
τοκόλλητα piάνω στο κυβάκι. Ας φανταστούμε ένα ορθοκανονικό σύστημα (x,y,z) το οpiοίο
τοpiοθετούμε σε μία γωνία συγκεκριμένη και γνωρίζουμε μόνο την κατεύθυνση του x άξονα.
Εύκολα λόγω της σχετικής θέσης του x με y και z μpiορούμε να εξάγουμε piου βρίσκεται ο y
άξονας και piου ο z. Το ίδιο ισχύει για τα piλευρικά κυβάκια τα οpiοία έχουν μόνο 2 χρώματα.
Αν ξέρουμε το ζευγάρι χρωμάτων και piου βρίσκεται το 1 αpiό αυτά, μpiορούμε να συμpiεράνουμε
piου βρίσκεται και το άλλο. Για να βρούμε τη θέση ενός αpiό τα κυβάκια, αρκεί να γνωρίζουμε
τη θέση ενός αpiό τα αυτοκόλλητά του. Η εpiιλογή αυτή είναι εντελώς αυθαίρετη, αλλά μόλις
οριστεί, οφείλουμε να piειθαρχήσουμε σ’αυτήν. Συνοψίζοντας λοιpiόν, οφείλουμε να piαρακο-
λουθήσουμε 8 αυτοκόλλητα αpiό την piάνω piλευρά, 8 αpiό την κάτω, και άλλα 4 αpiό την μεσαία
λωρίδα. Συνολικά λοιpiόν piαρακολουθούμε 20 αυτοκόλλητα.
Η είσοδος στο νευρωνικό μας δίκτυο είναι ένας τανυστής 20 ∗ 24. Ακολουθεί η ερμηνεία
της δεύτερης αυτής διάστασης (24). Συνολικά έχουμε 20 διαφορετικά αυτοκόλλητα να piα-
ρακολουθήσουμε, τα οpiοία μpiορούν να εμφανιστούν σε διαφορετικές θέσεις ανάλογα με το
είδος του cublet piου piαρακολουθούμε. Ας θεωρήσουμε λοιpiόν τα cubelet-γωνίες. ΄Εχουμε
8 piιθανές γωνίες και κάθε γωνία έχει 3 δυνατές θέσεις. Συνολικά λοιpiόν, ένα αυτοκόλλητο
μpiορεί να εμφανιστεί στο γινόμενο 3 ∗ 8 = 24 δυνατές θέσεις.
Αντίστοιχα, ένα cubelet-piλευρά μpiορεί να εμφανιστεί σε 12 piλευρές, και η κάθε piλευρά
έχει δύο διαθέσιμες θέσεις. Συνολικά λοιpiόν και κατά σύμpiτωση, το αυτοκόλλητο μpiορεί να
εμφανιστεί σε 24 διαφορετικές θέσεις.
4.3 Κωδικοpiοίηση Δεδομένων
Μία piολύ διάσημη μέθοδος κωδικοpiοίησης δεδομένων είναι η κωδικοpiοίηση one-hot[9].
Η κωδικοpiοίηση one-hot μας διαμορφώνει λοιpiόν την είσοδο στο νευρωνικό δίκτυο ως έναν
τανυστή 20 ∗ 24.
• Θετικά στοιχεία αναpiαράστασης
Οι δυνατές διατάξεις με την αναpiαράστασή μας είναι 2420 piου είναι piερίpiου 4.02 ∗ 1027.
Ο αριθμός των διατάξεων ξεpiερνάει τον piραγματικό δυνατό αριθμό αναpiαραστάσεων
(piου είναι piερίpiου 1019). Παρόλα αυτά, η piροσέγγισή μας είναι piολύ piιο αpiοδοτική αpiό
την αpiλή piαρακολούθηση μόνο των stickers στον κύβο.
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• Αρνητικά στοιχειά αναpiαράστασης
Η αναpiαράσταση του κύβου ως τανυστή 20 ∗ 24 δεν είναι η καλύτερη όσον αφορά τη
δέσμευση μνήμης. Αυτό συμβαίνει γιατί δεσμεύουμε κάθε φορά στη μνήμη έναν τανυστή
κινητής υpiοδιαστολής διαστάσεων 20 ∗ 24, ξοδεύοντας έτσι 4 ∗ 20 ∗ 24 = 1920 byte
δεδομένων. Ενώ το νούμερο αυτό δεν είναι μεγάλο, θα χρειαστεί να αpiοθηκεύσουμε
χιλιάδες κύβους στη μνήμη κατά την εκpiαίδευση του νευρωνικού μας δικτύου.
Δεν είναι όμως αpiαραίτητο να υpiάρχει μία μοναδική αναpiαράσταση του κύβου στη μνήμη.
Εναλλακτικά, μpiορούμε να χρησιμοpiοιήσουμε άλλη μία αναpiαράσταση του κύβου piροκειμένου
να εκμεταλλευτούμε τα piλεονεκτήματα κάθε μίας. Η νέα αναpiαράσταση piου piροτείνεται είναι
piολύ piιο συμpiαγής έτσι ώστε να δεσμεύεται λιγότερη μνήμη. Ειδικότερα, η αpiοθήκευση
του κύβου γίνεται με τη μορφή λίστας, η οpiοία piεριέχει τις θέσεις των cublets και τους
piροσανατολισμούς τους στο χώρο. Λόγω αυτής τη κωδικοpiοίησης, ο κάθε κύβος δεσμεύει 160
byte μνήμης με αpiοτέλεσμα η συνολική δέσμευση μνήμης να είναι piολύ μικρότερη. Εpiομένως,
η piρώτη αναpiαράσταση είναι ιδανική ωστε να λειτουργήσει ως είσοδος σε νευρωνικό δίκτυο
και η δεύτερη, είναι ιδανική για τη διαχείριση μνήμης.
Σχήμα 4.3: Compact State Representation
Σχήμα 4.4: Neural-friendly State Representation
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4.4 Εκpiαίδευση Νευρωνικού Δικτύου
4.4.1 Αρχιτεκτονική Νευρωνικού Δικτύου
Η αρχιτεκτονική του νευρωνικού δικτύου ακολουθεί την αρχιτεκτονική piου piαρουσιάζεται
στο άρθρο[17]
Σχήμα 4.5: Εpiίpiεδα νευρωνικού δικτύου σε μpiλοκ. Ως είδοσο δέχεται την αναpiαράσταση του
κύβου ως 20 ∗ 24 τανυστή. Στην έξοδο υpiολογίζεται η κατανομή piολιτικής και η αξία της
κάθε κατάστασης
Το νευρωνικό μας δίκτυο δέχεται σαν είσοδο τον 20 ∗ 24 τανυστή όpiως αναφέρθηκε
piαραpiάνω και piαράγει 2 εξόδους:
• Policy
Η piολιτική είναι ένα διάνυσμα 12 διαστάσεων piου αντιpiροσωpiεύει την κατανομή piιθα-
νότητας των ενεργειών μας
• Value
Διάνυσμα μιας διάστασης αpiό το οpiοίο αντλούμε piληροφορία για την αναμενόμενη αξία
της κατάστασης piου βρίσκεται ο κύβος.
Το νευρωνικό δίκτυο piου piαρουσιάζεται [17] αpiοτελείται αpiό δύο piλήρως συνδεδεμένα
κρυμμένα εpiίpiεδα υpiολογιστικών νευρώνων. Η συνάρτηση ενεργοpiοίησης των νευρώνων του
δικτύου είναι η ELU (εκθετική γραμμική μονάδα) η οpiοία είναι:
f(α, x) =
α(ex − 1) for x ≤ 0x for x > 0
Στον κώδικα η αρχιτεκτονική του νευρωνικού δικτύου ακολουθεί piιστά την αρχιτεκτονική
των συγγραφέων στο άρθρο piαρουσίασης της αυτοδιδασκόμενης εpiανάληψης [17]
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Σχήμα 4.6: Υλοpiοίηση του νευρωνικού δικτύου σε python όpiως δείχνει το σχήμα 4.5
4.4.2 Αυτοδιδασκόμενη Εpiανάληψη
Το νευρωνικό δίκτυο είναι αpiλό στη δομή του. Το μεγάλο ερώτημα είναι το piώς δίνεται
η σωστή κατεύθυνση ως piρος την εκpiαίδευσή του. Η εκpiαίδευση του νευρωνικού δικτύου
γίνεται μέσω μιας νέας μεθόδου piου ονομάζεται “Auto-Didactic Iteration” [17]. Η μέθοδος
θυμίζει αναδρομικό αλγόριθμο καθώς ακολουθεί αντίστροφη piορεία διάσχισης του διαγράμ-
ματος καταστάσεων του κύβου. Ξεκινώντας αpiό την αρχική κατάσταση (λυμένη), εpiιλέγουμε
τυχαίες Ν κινήσεις και ανακατεύουμε τον κύβο. Σε κάθε μία αpiό τις καταστάσεις piου δη-
μιουργούνται εφαρμόζουμε τα ακόλουθα:
• Εφαρμόζουμε όλες τις δυνατές κινήσεις (12) στην κατάσταση s
• Τροφοδοτούμε όλες τις 12 νέες καταστάσεις στο νευρωνικό δίκτυο και ζητάμε την τιμή
της αξίας για κάθε κατάσταση. ΄Ετσι piαίρνουμε 12 τιμές για όλες τις νέες καταστάσεις
piου piροκύpiτουν
• Η εpiιθυμητή τιμή της αξίας της κατάστασης υpiολογίζεται ως εξής: yui = maxa(us(s)+
R(A(s, a))) όpiου A(s, a) είναι η κατάσταση μετά την κίνηση a στην κατάσταση s και
R(s) είναι η αμοιβή του piράκτορα η οpiοία είναι +1 άμα ο κύβος είναι λυμένος και -1 αν
δεν είναι
• Η εpiιθυμητή τιμή της piολιτικής υpiολογίζεται ως εξής: ypi = argmaxa(us(s)+R(A(s, a))).
Αυτό σημαίνει ότι η εpiιθυμητή κίνηση piαίρνει την τιμή 1 ενώ οι υpiόλοιpiες 11 κινήσεις
piαίρνουν την τιμή 0
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Αυτη η διαδικασία φαίνεται και στο piαρακάτω σχήμα. Η αλληλουχία κινήσεων x0, x1, ...
δημιουργείται και φαίνονται τα 4 piαραpiάνω βήματα στην κατάσταση xi.
Σχήμα 4.7: Ο αλγόριθμος αυτοδιδασκόμενης εpiανάληψης [17]
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Μία αναμενόμενη και λογική διαδικασία piου θα ακολουθούσε κανείς piροκειμένου να ελέγ-
ξει την ικανότητα του νευρωνικού δικτύου για την εpiίλυση του κύβου, αφού έχει piροηγηθεί
η εκpiαίδευσή του θα ήταν:
1. Παρουσίαση στο νευρωνικό δίκτυο μιας κατάστασης του κύβου
2. Εpiιλογή κατάλληλης κίνησης piου piροκύpiτει αpiό την κατανομή piολιτικής στην έξοδο
3. Εκτέλεση κίνησης στον κύβο
4. Εpiανάληψη της piαραpiάνω διαδικασίας μέχρις ότου να λυθεί ο κύβος
Η διαδικασία αυτή εκ piρώτης όψεως φαίνεται να έχει βάση και να είναι λειτουργική. Παρ’
όλα αυτά, η φύση των νευρωνικών δικτύων σε συνδυασμό με την piολυpiλοκότητα του piρο-
βλήματος piαρακωλύουν την αpiοδοτική λειτουργία του piράκτορα. Πιο συγκεκριμένα, η εκpiα-
ίδευση ενός νευρωνικού δικτύου σε τέτοιο βαθμό ώστε να εpiιστρέφει την θεωρητικά ιδανική
αλληλουχία κινήσεων για την εpiίλυση κάθε κύβου, είναι σχεδόν αδύνατη. Εναλλακτικά, το
μοντέλο μας σε κάθε κατάσταση piροτείνει μία κίνηση η οpiοία ενδέχεται να οδηγήσει τον κύβο
στην αρχική του κατάσταση. Οι κινήσεις αυτές όμως είναι piιθανό να οδηγήσουν τον κύβο
piρος κάpiοια λανθασμένη κατεύθυνση, κάτι το οpiοίο δικαιολογείται αpiό την piληθώρα των κα-
ταστάσεων piου υpiάρχουν και τις οpiοίες δεν είναι εφικτό να έχει συναντήσει στη διαδικασία
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εκpiαίδευσης. Υpiενθυμίζεται ότι οι δυνατές καταστάσεις είναι 4.33 ∗ 1019. Αν υpiήρχε κάpiοια
GPU piου συναντά εκατοντάδες χιλιάδες καταστάσεις του κύβου το δευτερόλεpiτο θα έχει
συναντήσει μόνο το 0.0000005% των piιθανών καταστάσεων, ύστερα αpiό εκpiαίδευση ενός
μήνα.
4.5.1 Monte Carlo Tree Search
Η εξαγωγή της μέγιστης δυνατής piληροφορίας αpiό το δέντρο μας χρήζει εpiιλογής της
κατάλληλης μεθόδου διάσχισης γράφου. Η μέθοδος piου κρίνεται καταλληλότερη για την
εpiίτευξη του στόχου αυτού, είναι η Monte Carlo Tree Search (MCTS). Αυτή έρχεται να
ισορροpiήσει τις piλέον διαδεδομένες brute force μεθόδους Breadth-First Search και Depth-
First Search, όpiου piραγματοpiοιείται εξονυχιστική αναζήτηση του δέντρου piερνώντας τελικά
αpiό όλες τις δυνατές καταστάσεις.
• DFS
Ο αλγόριθμος DFS ξεκινάει αpiό τη ρίζα του δέντρου και κάνει κάθετη αναζήτηση μέχρι
να φτάσει σε κάpiοιο φύλλο piριν αναζητήσει άλλους κλάδους
• BFS
Ο αλγόριθμος BFS ξεκινάει αpiό τη ρίζα του δέντρου αλλά κάνει τοpiική αναζήτηση (piα-
ράλληλη) piριν ξεκινήσει την κάθετη αναζήτηση σε διαφορετικό εpiίpiεδο. Ο αλγόριθμος
BFS κάνει αναζήτηση κόμβων με βάση την αpiόσταση (ύψος) αpiό την κορυφή.
Ο αλγόριθμος Monte Carlo Tree Search αξιοpiοιεί τους 2 αυτούς αλγορίθμους και τους
συνδυάζει “βέλτιστα” για να κάνει διάσχιση του δέντρου έχοντας 2 χαρακτηριστικά piου οφε-
ίλουμε σαν σχεδιαστές να ισορροpiήσουμε. Το γνωστό exploration-exploitation trade-off το
οpiοίο piαρουσιάζεται συχνά σε θέματα reinforcement learning.
Για να piετύχουμε αυτή την ισορροpiία, ακολουθούμε τα τέσσερα βήματα του αλγορίθμου
αναζήτησης Monte Carlo piου χωρίζουν τον αλγόριθμο σε τέσσερα μέρη.
1. Μέρος 1 & 2 - Εpiιλογή Εpiέκταση (Selection & Expansion)
Ο αλγόριθμος ξεκινάει αpiό τη ρίζα (R) και κινείται κάθετα στο δέντρο εpiιλέγοντας
βέλτιστα piαιδιά μέχρι να φτάσει σε κάpiοιο φύλλο (L). Η εpiιλογή piαιδιού γίνεται βάση
της εξίσωσης “Upper Confidence Bounds” ui + C ∗
√
ln(N)/ni όpiου ui είναι η τιμή
της κατάστασης si, ni είναι ο αριθμός των εpiισκέψεων στον κόμβο/κατάσταση si, N
είναι ο συνολικός αριθμός εpiισκέψεων στον κόμβο-piατέρα, C είναι μία σταθερά η οpiοία
χρησιμοpiοιείται για μικρο-αλλαγές/τελειοpiοίηση. Αφού υpiολογιστεί το UCB1 για κάθε
piαιδί της κάθε κατάστασης, εpiιλέγεται το piαιδί με την μεγαλύτερη τιμή.
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Σχήμα 4.8: Λογικό διάγραμμα αναζήτησης Monte Carlo - (Selection & Expansion)
Αν ο εpiιλεγόμενος κόμβος δεν έχει εpiισκεφθεί ξανά, καλείται η διαδικασία piροσομο-
ίωσης για να βρεθεί μία τελική κατάσταση με τιμή. Διαφορετικά, αν ο κόμβος piου
συναντιέται έχει εpiιλεγεί και στο piαρελθόν, ακολουθεί η δημιουργία όλων των δυνατών
piαιδιών, για όλες τις εpiιτρεpiτές κινήσεις (στην piερίpiτωσή μας 12).
2. Μέρος 2 - Προσομοίωση (Simulation)
Εκτελείται ένα τυχαίο “roll-out” αpiό τον κόμβο Μ μέχρι μία τερματική κατάσταση. Η
τερματική κατάσταση piεριέχει κάpiοια τιμή η οpiοία διαδίδεται piρος τα piίσω στο τελευταίο
μέρος του αλγορίθμου μέσω backpropagation
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Σχήμα 4.9: Λογικό διάγραμμα αναζήτησης Monte Carlo - (Simulation)
3. Μέρος 3 - Διάδοση piρος τα piίσω (Backpropagation)
΄Υστερα αpiό την piεράτωση της piροσομοίωσης, μία τιμή εpiιστρέφεται. ΄Ολοι οι κόμβοι
αpiό τον κόμβο Μ μέχρι την ρίζα Ρ ανανεώνονται αθροίζοντας το αpiοτέλεσμα στην τιμή
τους και αυξάνουν τον αριθμό εpiίσκεψης στον κόμβο κατά 1.
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Σχήμα 4.10: Λογικό διάγραμμα αναζήτησης Monte Carlo - (Backpropagation)
Παρακάτω piαρουσιάζονται συνοpiτικά όλα τα βήματα της αναζήτησης Monte Carlo
Σχήμα 4.11: Πλήρης αναpiαράσταση αναζήτησης Monte Carlo
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Πλεονεκτήματα MCTS
• Ευκολία στην υλοpiοίηση
• Χειριστικός αλγόριθμος. Η Δενδρική Αναζήτηση Monte Carlo μpiορεί να λειτουργήσει
αpiοτελεσματικά χωρίς καμία γνώση του τομέα
• ΄Υpiαρξη δυνατότητας αpiοθήκευσης οpiοιασδήpiοτε ενδιάμεσης κατάστασης η οpiοία εν-
δέχεται να χρησιμοpiοιηθεί σε μελλοντικές piεριpiτώσεις όpiοτε χρειαστεί
• Υpiοστηρίζεται η ασύμμετρη εpiέκταση του δέντρου αναζήτησης βάση των συνθηκών
λειτουργίας
Μειονεκτήματα MCTS
• Καθώς μεγαλώνει το δέντρο μετά αpiό μερικές εpiαναλήψεις, έχει μεγάλες αpiαιτήσεις
μνήμης
• Υpiάρχει ζήτημα αξιοpiιστίας σε piεριpiτώσεις αναζήτησης δέντρων με piολλούς κόμβους
καθώς ο κάθε κόμβος δεν εpiισκέpiτεται αρκετές φορές ώστε να κατανοήσει την έκβαση
μακροpiρόθεσμα
• Αpiαιτείται τεράστιος αριθμός εpiαναλήψεων για αpiοτελεσματική λήψη αpiοφάσεων. Δεν
έχει δηλαδή τόσο γρήγορη ταχύτητα σύγκλισης
4.5.2 MCTS σε συνδυασμό με ADI
΄Οpiως piροαναφέρθηκε, το Monte Carlo Tree Search είναι μία οικογένεια μεθόδων οι
οpiοίες διαφοροpiοιούνται σε λεpiτομέρειες και χαρακτηριστικά. Στην έρευνα piου εξετάζουμε,
χρησιμοpiοιήθηκε η μέθοδος Upper Confidence Bound 1. Η μέθοδος αυτή εφαρμόζεται στο
δέντρο όpiου οι κόμβοι είναι οι καταστάσεις του κύβου και οι ακμές είναι οι 12 εpiιτρεpiτές
piεριστροφές του κύβου οι οpiοίες μας οδηγούν σε διαφορετικές καταστάσεις.
Σκοpiός εδώ δεν είναι η κατασκευή ολόκληρου του δέντρο αλλά μόνο ενός μικρού υpiο-
δέντρου. Αρχικά, κατασκευάζεται ένα δέντρο το οpiοίο αpiοτελείται αpiό έναν κόμβο piου α-
ντιpiροσωpiεύει την piαρούσα κατάσταση του κύβου. Σε κάθε βήμα του MCTS εκτελούνται
κινήσεις και ανακαλύpiτονται νέοι κόμβοι οι οpiοίοι ενσωματώνονται στο piαραγόμενο δέντρο.
Αρχικά το δέντρο piου αpiοτελείται μόνο αpiό έναν κόμβο, την piαρούσα κατάσταση του κύβου
piου δόθηκε στον αλγόριθμο κατά την εκκίνηση. Σε κάθε βήμα του MCTS γίνεται κάpiοια
διάσχιση του δέντρου και υpiάρχουν δύο piεριpiτώσεις.
1. Ο κόμβος είναι φύλλο και δεν έχει piαιδιά
2. Ο κόμβος έχει piαιδιά
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Στην piερίpiτωση συνάντησης φύλλου, piραγματοpiοιείται η εpiέκταση piου αναφέρθηκε piροη-
γουμένως, εφαρμόζοντας τις 12 εpiιτρεpiτές κινήσεις στον κύβο. ΄Ολες οι piαραγόμενες κατα-
στάσεις ελέγχονται με την ελpiίδα εύρεσης της αρχικής κατάστασης (εάν ο στόχος μας εpiι-
τευχθεί τερματίζει η αναζήτηση). Η κατάσταση φύλλου piερνάει αpiό το μοντέλο μας και οι
piαραγόμενες έξοδοι piολιτικής και αξίας αpiοθηκεύονται για μελλοντική χρήση.
Στην piερίpiτωση συνάντησης κατάστασης η οpiοία δεν είναι φύλλο, υpiάρχει γνώση των
piαιδιών της καθώς και γνώση των κατανομών piολιτικής και αξίας εφόσον piέρασαν αpiό το
νευρωνικό δίκτυο. Υpiοχρέωση του αλγορίθμου εδώ είναι η εpiιλογή καταλληλότερης αpiόφα-
σης για την εύρεση της αρχικής κατάστασης. Παρόλο piου υpiάρχει συσσωρευμένη γνώση αpiό
τις εξόδους του νευρωνικού δικτύου, δεν υpiάρχει κάpiοια εγγύηση ότι ο κύβος piάντα κατευ-
θύνεται piρος τη σωστή κατεύθυνση. Αυτή η ανησυχία θα μpiορούσε να εξαλειφθεί εάν υpiήρχε
δυνατότητα άpiειρων piροσpiελάσεων και διασχίσεων στο γράφο (καμία piραγματική αξία).
Για την εύρεση ισορροpiίας, για κάθε κατάσταση αpiοθηκεύουμε τον μετρητή εpiιλογής της
κάθε ενέργειας ο οpiοίος εpiιλέχθηκε για την αναζήτηση. Για να δοθεί κίνητρο αναζήτησης
νέου μονοpiατιού, το piλήθος εpiιλογής της ενέργειας a και η piιθανότητα εpiιλογής της ενέργειας
a στο μέλλον είναι αντιστρόφως ανάλογα piοσά. Εpiί piροσθέτως, η αξία piου υpiολογίζεται αpiό
το μοντέλο χρησιμοpiοιείται για τη λήψη αpiοφάσεων. Αpiοθηκεύεται η μέγιστη αξία κατόpiιν
σύγκρισης της αξίας της κατάστασης με την μέγιστη αξία των piαιδιών της κατάστασης. Το
γεγονός αυτό εpiιτρέpiει τις piιο ελpiιδοφόρες piορείες (σύμφωνα piάντα με το μοντέλο) να είναι
ορατές αpiό τα parent states.
Συνοψίζοντας, η σειρά κινήσεων piου ακολουθείται αpiό μία κατάσταση η οpiοία δεν είναι
φύλλο εpiιλέγεται αpiό την piαρακάτω φόρμουλα:
At = argmax
a
(Ust(a) +Wst(a)) (4.1)
όpiου Ust(a) = cPst(a)
√∑
a′ Nst (a′)
(1+Nst (a))
• Nst(a) εκφράζει το piλήθος τον φορών piου εpiιλέχθηκε η ενέργεια a στην κατάσταση st
• Pst(a) η κατανομή piολιτικής του μοντέλου για την κατάσταση st
• Wst(a) η μέγιστη τιμή piου εpiιστρέφει το μοντέλο για όλα τα piαιδιά της κατάστασης st
δεδομένου ότι εpiιλέχθηκε η ενέργεια a
Η διαδικασία αυτή εpiαναλαμβάνεται ωσότου είτε (α) βρεθεί η λύση είτε (β) εξαντληθεί το
όριο χρόνου ή δυνατών κινήσεων κατά τη διάσχιση του δέντρου η οpiοία ορίζεται ως υpiερ-
piαράμετρος (–MAX-STEPS / –MAX-TIME). Για εpiιτάχυνση της διαδικασίας, συνήθως η
MCTS υλοpiοιείται κάνοντας χρήση piαράλληλης εpiεξεργασίας (εφόσον κάθε αναζήτηση μpiο-
ρεί να piραγματοpiοιηθεί ανεξάρτητα) και piολλές αναζητήσεις piραγματοpiοιούνται ταυτόχρονα
με piολλαpiλά νήματα.
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΄Ελεγχος piαρούσας κατάστασης και σύγκρισης με την αρχική. Εpiιστρέφει ”True” εάν είναι η
αρχική και ”False εάν όχι.
Το τελευταίο κομμάτι στη διαδικασία εpiίλυσης είναι η εξαγωγή της αλληλουχίας των
κινήσεων piου οδήγησαν στη λύση.
• Naive: Μόλις βρεθεί η λύση, χρησιμοpiοιούμε το μονοpiάτι αpiό την αρχική κατάσταση
στην τελική.
• BFS: Μόλις βρεθεί η λύση, εκτελούμε τον αλγόριθμο BFS στο δέντρο για να βρούμε
την κοντινότερη διαδρομή αpiό την αρχική ανακατεμένη κατάσταση στην τελική λυμένη
Προφανώς, η δεύτερη μέθοδος βρίσκει μικρότερα σε μήκος μονοpiάτια αpiό την piρώτη, κα-
θώς η στοχαστική φύση του MCTS ενδεχομένως να εισάγει κυκλικές μεταβάσεις στο δέντρο.
4.6 Λεpiτομέρειες Υλοpiοίησης σε Python
Αρχικά, αξίζει να σημειωθεί ότι όσον αφορά τη ρύθμιση των υpiερpiαραμέτρων του Deep
Cube[17] δυστυχώς υpiάρχει ελάχιστη διαθέσιμη piληροφορία, οpiότε αρκετός piειραματισμός.
Ο κώδικας αpiοτελείται αpiό τέσσερα κομμάτια.
4.6.1 Περιβάλλον
Το piρώτο κομμάτι του κώδικα ασχολείται με το piεριβάλλον με το οpiοίο αλληλεpiιδρά ο
piράκτορας. Ορίζει το observation space και την ακριβή αναpiαράσταση της κατάστασης στην
είσοδο του νευρωνικού δικτύου. Μερικές σημαντικές συναρτήσεις piου piεριέχει είναι:
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Οι διαθέσιμες ενέργειες του piράκτορα. Κεφαλαία γράμματα υpiοδεικνύουν δεξιόστροφη
piεριστροφή.
Η συνάρτηση αλλαγής κατάστασης δεδομένης κάpiοιας piροηγούμενης κατάστασης και
κάpiοιας ενέργειας.
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Rendering κατάστασης σε μορφή κατάλληλη για τον άνθρωpiο.
Χρήσιμη λεpiτομέρια, η κωδικοpiοίηση της κατάστασης του κύβου έχει διαστάσεις 20 ∗ 24.
Υpiάρχει δυνατότητα εκτέλεσης του ADI και σε άλλα piεριβάλλοντα αρκεί να piληρούνται
ορισμένες piροϋpiοθέσεις:
1. Οι καταστάσεις οφείλουν να είναι piαρατηρήσιμες και η piαρατήρηση των καταστάσεων
οφείλει να διαφοροpiοιεί καταστάσεις μεταξύ τους. Στην piερίpiτωση piαιχνιδιών με ελλειpiή
piληροφορία (όpiως το poker) δεν μpiορεί να εφαρμοστεί η μέθοδος χωρίς τροpiοpiοίηση
του κώδικα.
2. Το piλήθος των ενεργειών οφείλει να είναι διακριτοpiοιήσιμο και piεpiερασμένο. Στην
piερίpiτωση piου για piαράδειγμα δώσουμε τη δυνατότητα στον piράκτορα να κινήσει κάpiοια
piλευρά κατά [-90◦, 90◦] τότε αλλάζει ριζικά το piρόβλημα.
3. Είναι piροϋpiόθεση σωστής λειτουργίας του ADI και του MCTS να γνωρίζουμε το αpiο-
τέλεσμα της ενέργειας a στην κατάσταση st.
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4.6.2 Εκpiαίδευση Νευρωνικού Δικτύου
΄Ολες οι υpiερpiαράμετροι piου χρησιμοpiοιήθηκαν για την εκpiαίδευση piαρουσιάζονται piαρα-
κάτω:
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Οι piαράμετροι του νευρωνικού δικτύου όpiως αρχικοpiοιήθηκαν στην εκpiαίδευση φαίνονται
piαρακάτω
Κατά τη διαδικασία εκpiαίδευσης έγινε στενή piαρακολούθηση του policy & value loss και
σταματήσαμε την εκpiαίδευση μόλις σταθεροpiοιήθηκαν οι αpiοκλίσεις και εpiήλθε σύγκλιση.
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Σχήμα 4.12: Policy - Value - Overall Loss, ADI
4.6.3 Solver
Η διαδικασία εκpiαίδευσης δημιουργεί ένα model file με τα διαμορφωμένα βάρη του νευ-
ρωνικού δικτύου. Μετά αpiό piολλές ώρες εκpiαίδευσης στο Google Colaboratory και κατόpiιν
σταθεροpiοίησης τιμών, χρησιμοpiοιείται η δενδρική αναζήτηση Monte Carlo για την εpiίλυση
του κύβου. Ο solver έχει τις εξής δηνατότητες:
• Εpiίλυση κάpiοιου κύβου του οpiοίου το ανακάτεμα piροήλθε αpiό τον άνθρωpiο. Το piέρα-
σμα γίνεται με την μορφή λίστας (βλ. class Action) για piαράδειγμα [2,5,1,2,4] το οpiοίο
μεταφράζεται σε κινήσεις piου γίνονται σε κάpiοιον λυμένο κύβο piριν αναλάβει την εpiίλυ-
ση ο solver. Αpiαιτείται η χρήση της εντολής -p ως argument piριν την εκκίνηση του
piρογράμματος
• Ανάγνωση του scramble αpiό αρχείο txt με την εντολή -i στο όρισμα.
• Παραγωγή κύβου με τυχαίο βάθος ανακατέματος και piροσpiάθεια εpiίλυσης αpiό τον
solver
• Παραγωγή γραφικών piαραστάσεων με αυξανόμενο βάθος ανακατέματος και piαραγωγή
αρχείων csv με το αpiοτέλεσμα.
Η piαρουσίαση των αpiοτελεσμάτων θα γίνει στο εpiόμενο κεφάλαιο καθώς και η σύγκριση
αυτών με μία νέα piρόταση χρήσης κάpiοιας μετρικής της εντροpiίας του κύβου για αpiοδοτι-
κότερη αναζήτηση της λύσης στο MCTS.

Κεφάλαιο 5
Εντροpiία του Rubik’s Cube
Στο κεφάλαιο αυτό εισάγεται η έννοια της εντροpiίας του κύβου του Ρούμpiικ. Ο λόγος piου
εισάγεται η έννοια αυτή piροέρχεται αpiό την ανάγκη έκφρασης της αpiόστασης αpiό τη λύση με
κάpiοιο τρόpiο ώστε να βελτιώσουμε το MCTS. Η βελτίωση αυτή βασίζεται στην γενικότερη
piαραδοχή ότι ο λυμένος κύβος έχει ελάχιστη εντροpiία και ότι όσο ανακατεύουμε τον κύβο,
τόσο αυξάνεται η εντροpiία του (μέχρι κάpiοιο βαθμό).
5.1 Πολυpiλοκότητα Kolmogorov
Στην αλγοριθμική θεωρία piληροφορίας (υpiοpiεδίο της εpiιστήμης υpiολογιστών και των
μαθηματικών) η piολυpiλοκότητα Kolmogorov ενός αντικειμένου, όpiως ένα κομμάτι κειμένου,
ή μιας λίστας, ή ενός τανυστή (ο κύβος του Ρούμpiικ στην piερίpiτωσή μας) ορίζεται ως το μήκος
του μικρότερου δυνατού piρογράμματος (σε μία piροκαθορισμένη γλώσσα piρογραμματισμού
Η/Υ) piου piαράγει το αντικείμενο ως έξοδο. Αpiοτελεί μία μετρική αpiαραίτητων υpiολογιστικών
piόρων για τον ακριβή καθορισμό του αντικειμένου, γνωστή ως piεριγραφική piολυpiλοκότητα,
piολυpiλοκότητα Kolmogorov-Chaitin, αλγοριθμική piολυpiλοκότητα, αλγοριθμική εντροpiία ή
piολυpiλοκότητα μεγέθους piρογράμματος. Ονομάστηκε piρος τιμήν του Andrey Kolmogorov
ο οpiοίος έκανε την piρώτη σχετική δημοσίευση το 1963.[2]
Παράδειγμα
΄Εστω οι δύο piαρακάτω αλφαριθμητικές σειρές:
Παράδειγμα 1: abababababababababababababababab
Παράδειγμα 2: 4c1j5b2p0cv4w1x8rx2y39umgw5q85s7
Η piρώτη σειρά έχει μία σύντομη γλωσσική piεριγραφή: “Το αβ 16 φορές” το οpiοίο αpiο-
τελείται αpiό 11 χαρακτήρες. Η δεύτερη δεν έχει καμία piροφανή αpiλή piεριγραφή άλλη αpiό
την ίδια την καταγραφή της ίδιας της συμβολοσειράς, η οpiοία αpiοτελείται αpiό 32 χαρακτήρες.
Κάθε σειρά έχει τουλάχιστον μία piεριγραφή. Για piαράδειγμα, η δεύτερη σειρά είναι έξοδος
του piαρακάτω piρογράμματος:
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Σχήμα 5.1: Mandelbrot Set Fractal. [11]
function GenerateExample2String()→ return : 4c1j5b2p0cv4w1x8rx2y39umgw5q85s7
Η piρώτη σειρά είναι έξοδος ενός piιο σύντομου ψευδοpiρογράμματος:
function GenerateExample1String() → return : (ab) ∗ 16
Εάν η piεριγραφή d(s) μιας σειράς είναι ελάχιστου μήκους, καλείται ελάχιστη piεριγραφή
της s. Συνεpiώς, το μήκος της d(s) ονομάζεται piολυpiλοκότητα Kolmogorov της σειράς s και
γράφεται K(s). Συμβολικά:
K(S) = |d(s)|
Η έννοια της piολυpiλοκότητας Kolmogorov μpiορεί να χρησιμοpiοιηθεί για τη διατύpiωση και
την αpiόδειξη piαρόμοιων αpiοτελεσμάτων με το διαγώνιο εpiιχείρημα του Cantor, τη θεωρία μη-
piληρότητας του Go¨del και το piρόβλημα τερματισμού του Turing. Συγκεκριμένα, για σχεδόν
όλα τα αντικείμενα (συμpiεριλαμβανομένης και οpiοιασδήpiοτε αναpiαράστασης του κύβου του
Ρούμpiικ) δεν είναι δυνατόν να υpiολογίσουμε την piολυpiλοκότητα Kolmogorov. Μάλιστα,
δεν είναι ακόμα δυνατόν να υpiολογίσουμε ούτε κάpiοιο κατώτατο όριο για την piολυpiλοκότητα
Kolmogorov ενός αντικειμένου. Αν και αpiοτελεί μία αpiό τις piιο αξιόpiιστες μετρικές έκφρασης
της οργάνωσης του κύβου, η έλλειψη υpiολογισμού κλειστού τύpiου για κάθε διάταξη του κύβου
οδηγεί στην έκφραση μίας διαφορετικής μαθηματικά αυστηρής έννοιας της piολυpiλοκότητας η
οpiοία να εpiιτρέpiει τον ακριβή υpiολογισμό piολυpiλοκότητας του κύβου του Ρούμpiικ.
5.2 Εντροpiία Shannon
Εpiικεντρωνόμαστε στη μελέτη τυχαίων φαινομένων piου piεριγράφονται αpiό piιθανοτικά
μοντέλα. ΄Ενα σημαντικό χαρακτηριστικό των μοντέλων αυτών είναι η piροσpiάθεια σύλληψης
της εγγενής αβεβαιότητας ενός συστήματος. Το ερώτημα piου δημιουργείται εδώ είναι piως
μpiορεί να μετρηθεί η “αβεβαιότητα” του κύβου του Ρούμpiικ. Η μαθηματική θεωρία της
piληροφορίας αναpiτύχθηκε στο piλαίσιο της θεωρίας τηλεpiικοινωνιών για να αpiαντήσει δύο
θεμελιώδη ερωτήματα.
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1. Ποια είναι η αpiόλυτη δυνατή συμpiίεση δεδομένων;
2. Ποιος είναι ο αpiόλυτος ρυθμός μετάδοσης piληροφορίας;
Ο Claude Shannon το 1948 έθεσε τα θεμέλια της θεωρίας της piληροφορίας με τη δημο-
σίευσή του.[16]
Ανέpiτυξε την εντροpiία ως μέτρο αβεβαιότητας. Προηγούμενες έρευνες είχαν piραγματοpiοι-
ηθεί αpiό τον Nyquist το 1924 και τον Hartley το 1928. Παρόλο piου ο Shannon ανέpiτυξε την
έννοια της εντροpiίας στα piλαίσια τηλεpiικοινωνιακών συστημάτων, υpiήρξε ευρεία εφαρμογή
της έννοιας αυτής σε διαφορετικούς κλάδους μαθηματικών, φυσικής, βιολογίας και κοινωνικών
εpiιστημών. Ο λόγος της αξιοσημείωτης αυτής εpiιτυχίας βασίστηκε στο γεγονός ότι υpiήρξε
η δυνατότητα piοσοτικοpiοίησης της αβεβαιότητας piου υpiάρχει σε piιθανοκρατικά piροβλήματα.
Στη μαθηματική θεωρία piληροφορίας, υpiάρχει αρκετό ενδιαφέρον μέτρησης του piεριεχομένου
της μεταδιδόμενης piληροφορίας αpiό μία γνωστή ομάδα piιθανών μηνυμάτων. Ο Hartley piε-
ριέγραψε ένα λογαριθμικό μέτρο για το piεριεχόμενο piληροφορίας μηνυμάτων με ομοιόμορφη
κατανομή. Ο Shannon έδωσε μία αpiάντηση για την μέτρηση αβεβαιότητας σε μη-ισοpiίθανα
μηνύματα γνωστή ως εντροpiία Shannon, η οpiοία έχει την ίδια μαθηματική έκφραση με την
εντροpiία piου ορίζεται στη στατιστική.
5.2.1 Παράδειγμα Υpiολογισμού εντροpiίας μίας σειράς αριθμών
΄Εστω η σειρά: abababcd
Υpiολογίζουμε την εντροpiία H(X) σύμφωνα με την piαρακάτω σχέση
H(X) =
n∑
i=1
p(xi)I(xi) =
n∑
i=1
p(xi) logb
1
p(xi)
= −
n∑
i=1
p(xi) logb p(xi) (5.1)
Τα σύμβολα piου υpiάρχουν στη λίστα είναι: [a,b,c,d]
Οι συχνότητες εμφάνισης των συμβόλων είναι:
• a: 0.375
• b: 0.375
• c: 0.125
• d: 0.125
Η εντροpiία Shanon υpiολογίζεται ως εξής:
H(X) = −[(0.375 log(20.375))+(0.375 log(20.375))+(0.125 log(20.125))+(0.125 log(20.125))]
H(X) = −[(−0.531) + (−0.531) + (−0.375) + (−0.375)]
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H(X) = −[−1.81128]
H(X) = 1.81128
Η piληροφορία piου λαμβάνεται αpiό την piαραpiάνω τιμή ταυτίζεται με τον ελάχιστο αριθμό
bits/symbol piου χρειάζεται για να κωδικοpiοιηθεί η piληροφορία σε δυαδική μορφή (με 2 ως
βάση του λογαρίθμου). Με δεδομένη την piαραpiάνω εντροpiία Shannon στρογγυλοpiοιημένη
piρος τα piάνω, κάθε σύμβολο κωδικοpiοιείται χρησιμοpiοιώντας 2 bit και αpiαιτούνται συνολικά
16 bit για τη βέλτιστη κωδικοpiοίηση της piαραpiάνω αλφαριθμητικής σειράς
5.2.2 Πρόβλημα Εφαρμογής Εντροpiίας Shannon στο Rubik’s Cube
Η ελάττωση εντροpiίας θα είχε νόημα σε εφαρμογές piιθανοθεωρητικών piροβλημάτων όpiου
η διάταξη των σωματιδίων είναι αδιάφορη (όpiως το φημισμένο piαράδειγμα της διάχυσης)
Σχήμα 5.2: Αύξηση της εντροpiίας ενός συστήματος [20]
Στην piερίpiτωση του κύβου του Ρούμpiικ, ο διαχωρισμός των χρωμάτων δεν γίνεται ανε-
ξάρτητα καθώς ένα cubelet έχει piάντα δύο ή ακόμα και τρία αυτοκόλλητα και η μετακίνησή
του συμpiαρασέρνει την μετακίνηση piολλών χρωμάτων ταυτόχρονα. Καταφεύγουμε σε μία
αpiλούστερη έκφραση της εντροpiίας του κύβου για την υλοpiοίησή του στην γλώσσα piρο-
γραμματισμού Python. Η υλοpiοίηση αυτή μετράει το piλήθος των σωστά τοpiοθετημένων
cubelets.
Κώδικας έκφρασης εντροpiίας του κύβου. Υpiολογίζεται ο λόγος των κελιών piου είναι σωστά
τοpiοθετημένα piρος τον συνολικό αριθμό θέσεων. ΄Εχει σύνολο τιμών: [0, 1]
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5.3 Χρήση εντροpiίας στο Monte Carlo Tree Search
Η εντροpiία του κύβου θα χρησιμοpiοιηθεί στο στάδιο της αναζήτησης Monte Carlo και
συγκεκριμένα στο σημείο όpiου δίνεται ο κύβος στον agent και piροσpiαθεί αpiό τη ρίζα να βρει
την κατάλληλη piορεία μέχρι να φτάσει σε κάpiοιο φύλλο. Υpiενθυμίζουμε αpiό τη θεωρία ότι:
At = argmaxa(Ust(a) +Wst(a)), όpiου Ust(a) = cPst(a)
√∑
a′ Nst (a′)
1+Nst (a)
• Nst(a) εκφράζει το piλήθος τον φορών piου εpiιλέχθηκε η ενέργεια a αpiό την κατάσταση
st
• Pst(a) η κατανομή piολιτικής του μοντέλου για την κατάσταση st
• Wst(a) η μέγιστη τιμή piου εpiιστρέφει το μοντέλο για όλα τα piαιδιά της κατάστασης st
δεδομένου ότι εpiιλέχθηκε η ενέργεια a
Για κάθε κατάσταση st όpiως υpiολογίζουμε το distribution policy με τη βοήθεια του
νευρωνικού δικτύου, υpiολογίζουμε εpiίσης και την κατανομή της εντροpiίας δοκιμάζοντας τις 12
δυνατές ενέργειες και υpiολογίζοντας κάθε φορά την εντροpiία του κύβου μέσω της συνάρτησης
cubeentropy.
Στη συνέχεια αλλάζουμε (ελαφρώς) το Ust αθροίζοντας την κατανομή της εντροpiίας:
Ust(a) = C(Pst −
VstEst
1 +Nst(a)
)
√∑
a′Nst(a′)
1 +Nst(a)
(5.2)
5.3.1 Αιτιολόγηση piροσθετικού όρου − VstEst
1+Nst (a)
Πρόθεσή μας είναι η υpiόδειξη στον piράκτορα κάpiοιας ελpiιδοφόρας κατεύθυνσης μικρότε-
ρης εντροpiίας. Ο piράκτορας ήδη έχει κάpiοια κατανομή piολιτικής (Pst) αpiό το εκpiαιδευμένο
νευρωνικό δίκτυο η οpiοία του piροτείνει μία κίνηση.
Ο όρος − VstEst1+Nst (a) τροpiοpiοιεί την κατανομή piολιτικής και ουσιαστικά εμφανίζει στον
piράκτορα μία νέα κατανομή piολιτικής:
P ′st = Pst −
VstEst
1+Nst (a)
η οpiοία αpiοτελείται piλέον αpiό δύο μέρη.
• Pst - Κατανομή piολιτικής αpiό ADI
• − VstEst1+Nst (a) - Κατανομή εντροpiιών για υpiοβοήθηση στο decision making
Ο όρος Est είναι η κατανομή εντροpiίας piου δημιουργείται αφού δοκιμαστούν οι 12 δυνατές
κινήσεις στην κατάσταση st
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Ο αρνητικός όρος υpiάρχει γιατί κινούμαστε piρος αρνητικότερη εντροpiία.
Ο όρος Vst υpiάρχει γιατί όσο piιο μακρυά βρισκόμαστε αpiό τη λύση του κύβου, τόσο λιγότερο
λαμβάνουμε υpiόψιν την εντροpiία του κύβου
Ο όρος (1 + Nst(a)) υpiάρχει για την σταδιακή ελάττωση της συνεισφοράς του όρου στην
piολιτική του piράκτορα, κάτι το οpiοίο γίνεται για λόγους εγγύησης της σύγκλισης piρος τη
λύση στο άpiειρο.
5.4 Αξιολόγηση Αpiόδοσης
Παρακάτω piαραθέτουμε τα διαγράμματα κατά την αναζήτηση λύσης κάνοντας χρήση του
Monte Carlo Tree Search.
Γίνεται χρήση του αλγορίθμου στους κύβους:
• 2x2
• 3x3
και για καθένα αpiό τους κύβους piραγματοpiοιείται η αναζήτηση:
• Με υpiοβοήθηση εντροpiίας
• Χωρίς υpiοβοήθηση εντροpiίας
Ως μεταβλητή εpiιλέξαμε το όριο των μεταβάσεων στην αναζήτηση Monte Carlo piριν αpiο-
φανθούμε για την ικανότητα του piράκτορα να λύνει τον κύβο. Η μεταβλητή max-steps είναι
ο μέγιστος αριθμός μεταβάσεων στο δέντρο και piήρε τις εξής τιμές:
• 50
• 150
• 300
• 500
• 1000 (Η αpiόδοση φτάνει σε κορεσμό για max-steps > 1000)
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5.4.1 Κύβος 2x2
(αʹ) Classic (βʹ) Classic + Entropy
Σχήμα 5.3: cube:2x2, max-steps: 50
(αʹ) Classic (βʹ) Classic + Entropy
Σχήμα 5.4: cube:2x2, max-steps: 150
(αʹ) Classic (βʹ) Classic + Entropy
Σχήμα 5.5: cube:2x2, max-steps: 300
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(αʹ) Classic (βʹ) Classic + Entropy
Σχήμα 5.6: cube:2x2, max-steps: 500
(αʹ) Classic (βʹ) Classic + Entropy
Σχήμα 5.7: cube:2x2, max-steps: 1000
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5.4.2 Κύβος 3x3
(αʹ) Classic (βʹ) Classic + Entropy
Σχήμα 5.8: cube:3x3, max-steps: 50
(αʹ) Classic (βʹ) Classic + Entropy
Σχήμα 5.9: cube:3x3, max-steps: 150
(αʹ) Classic (βʹ) Classic + Entropy
Σχήμα 5.10: cube:3x3, max-steps: 300
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(αʹ) Classic (βʹ) Classic + Entropy
Σχήμα 5.11: cube:3x3, max-steps: 500
(αʹ) Classic (βʹ) Classic + Entropy
Σχήμα 5.12: cube:3x3, max-steps: 1000
5.5 Ανάλυση Αpiοτελεσμάτων
Συγκρίνουμε την αpiόδοση των δύο μεθοδολογιών κατασκευάζοντας γραφήματα βάθους
ανακατέματος και piοσοστό εpiίλυσης δοκιμάζοντας 100 κύβους σε κάθε βάθος. Αριστερά
piαρουσιάζονται οι καμpiύλες αpiόδοσης της αμιγώς Monte Carlo μεθόδου και δεξιά οι κα-
μpiύλες αpiόδοσης αναζήτησης με κίνητρο ελάττωσης της εντροpiίας. Κάνουμε τις εξής δύο
piαρατηρήσεις:
• Η αύξηση των max-steps βελτιώνει τα piοσοστά λύσης του κύβου μέχρι ένα σημείο.
Πειραματικά διαpiιστώθηκε ότι η αpiόδοση φτάνει σε κορεσμό μετά αpiό max-steps 1000.
• Η συγκεκριμένη έκφραση της εντροpiίας ενδεχομένως να μην είναι αρκετά αpiοτελεσματι-
κή γιατί ο αριθμός των σωστών cubelets δεν είναι ανάλογος της piραγματικής αpiόστασης
αpiό τη λύση του κύβου. Αυτό μεταφράζεται σε piαροχή ωφέλιμης piληροφορίας μόνο σε
μικρές αpiοστάσεις αpiό τη λύση όpiου η αλλαγή της εντροpiίας piου θεωρήσαμε είναι
δραστική.
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5.5.1 Πρόβλημα Διακύμανσης της Εντροpiίας
Κατά τη διεξαγωγή των piειραμάτων piαρατηρήσαμε κάτι piολύ σημαντικό. Η εντροpiία
του κύβου καθώς εκτελούμε μία γνωστή ιδανική piορεία piρος τη λύση δεν είναι μονότονη
συνάρτηση. Εpiίσης, η μετρική της εντροpiίας piου χρησιμοpiοιήθηκε δυστυχώς δεν αλλάζει
γραμμικά και (ακόμα χειρότερα) σταθεροpiοιείται μετά αpiό piερίpiου 7 κινήσεις βάθος. Αυτό
σημαίνει ότι η συνεισφορά της σε μεγάλα βάθη είναι αμελητέα, αν όχι ανεpiιθύμητη. Ακόμα,
η συμpiεριφορά της εντροpiίας αλλάζει ανάλογα με τον εκάστοτε ορισμό εντροpiίας του κύβου.
Το piιο ανησυχητικό φαινόμενο piου piαρατηρήθηκε είναι ότι η εντροpiία του κύβου σε ένα
τυχαίο ανακάτεμα 20 κινήσεων ενώ στην αρχή αυξάνεται, piαραμένει σταθερή μετά αpiό μερικές
κινήσεις.
Σχήμα 5.13: Μέσος όρος εντροpiίας συναρτήσει του βάθους ανακατέματος για 100 τυχαία
ανακατέματα του κύβου.
Λόγω της φύσης του κύβου και εκτελώντας ειδικές αναγκαίες κινήσεις οι οpiοίες κάνουν
κάpiου είδους reshuffling των cubelets όpiως αναφέρθηκαν και στο Κεφάλαιο 3, είναι αναγκαία
η έντονη διακύμανση της εντροpiίας piροκειμένου να οδηγηθεί ο κύβος στη λυμένη του κα-
τάσταση με βέλτιστο τρόpiο. Συμpiεραίνουμε ότι δεν αρκεί η βραχυpiρόθεσμη αpiαίτηση άμεσης
ελαχιστοpiοίησης της εντροpiίας για την εύρεση της αpiοδοτικότερης λύσης του κύβου.

Κεφάλαιο 6
Κατευθύνσεις Μελλοντικής
΄Ερευνας
Σαν κατακλείδα, γίνεται μία αναφορά διαφορετικών τρόpiος αντιμετώpiισης του piροβλήματος
καθώς και αναφορά διάφορων ιδεών και piροτάσεων για βελτίωση στο μέλλον.
6.1 Προτάσεις Βελτίωσης Αλγορίθμου ADI με MCTS
Υpiάρχουν piολλές κατευθύνσεις piου αξίζει να δοκιμαστούν για ενδεχόμενη βελτίωση των
αpiοτελεσμάτων.
• Η piολυpiλοκότητα του κύβου ενδεχομένως να εpiωφελείται αpiό συνελίξεις. Θα είχε
νόημα λοιpiόν να τροpiοpiοιηθεί η αρχιτεκτονική του δικτύου αpiό Dense σε CNN
• Ταλαντώσεις και αστάθεια κατά την εκpiαίδευση ενδεχομένως να οφείλονται στο piρόβλη-
μα piου piαρουσιάζουν μερικοί αλγόριθμοι RL σε συνδυαστικά piροβλήματα. Μία λύση
piου piροβλέpiεται για αpiοθορυβοpiοίηση σε αντίστοιχες piεριpiτώσεις είναι η χρήση target
network.
• ΄Ενας διαφορετικός ορισμός εντροpiίας ο οpiοίος θα έκανε piιο αξιόpiιστη την εκτίμηση
αpiόστασης αpiό τη ρίζα σίγουρα θα έφερνε θετικότερα αpiοτελέσματα.
• Χρήση Hierarchical Reinforcement Learning [18] piου θα βοηθήσει ενδεχομένως στην
εκμάθηση ισχυρών piολιτικών, κάνοντας χρήση intrinsic motivation
• Χρήση Macro Operators [8] οι οpiοίοι θα συνδυάζουν ένα piλήθος κινήσεων μαζί για
να κτίσουν μία μακρο-εντολή η οpiοία ενδεχομένως να αpiοτελείται αpiό piολλές κινήσεις.
Μοιάζουν φιλοσοφικά με τα commutators piου αναφέρθηκαν στο Κεφάλαιο 3
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6.2 Ιδέες για εpiίλυση του Rubik’s Cube με άλλους τρόpiους
• Recurrent Neural Networks including LSTM-like Networks
Η χρήση LSTM εpiιτρέpiει στα δίκτυα να αpiομνημονεύουν καλύτερα την κατάσταση piου
piαρατήρησαν. Παρόλο piου αυξάνει τον χρόνο εκpiαίδευσης, δεν αυξάνει δραστικά τον
χρόνο αναζήτησης Monte Carlo.
• Διαφοροpiοίηση του αλγόριθμου αναζήτησης σε (Α*)
Ενδεχομένως να υpiάρχουν ελpiιδοφόρες piαραλλαγές οι οpiοίες δεν θα χρησιμοpiοιούν
ρητή γνώση ομαδο-θεωρίας του κύβου.
6.3 Ιδέες Αντιμετώpiισης των Sparse Rewards
Ο κύβος του Ρούμpiικ, αpiό την σκοpiιά της βαθιάς ενισχυτικής μάθησης, αpiοτελεί μία
κλασσική piερίpiτωση ”sparse reward problem”. Αυτό σημαίνει ότι η ανταμοιβή piου piαίρνει
κάpiοιος piράκτορας κατά την εκpiαίδευση του είναι αραιή. Κάνοντας την κατάσταση ακόμα
χειρότερη, ενδεχομένως να μην piάρει piοτέ θετική ανταμοιβή εάν ξεκινήσει αpiό έναν τυχαίο
κύβο και συμpiεριφερθεί τυχαία. Τρόpiοι αντιμετώpiισης της αραιής ανταμοιβής piαρουσιάζονται
piαρακάτω.
6.3.1 Unsupervised Auxiliary Tasks
Οι σύγχρονοι piράκτορες βαθιάς ενισχυτικής μάθησης piου έχουν piετύχει αpiοτελέσματα
state-of-the-art μέσω μεγιστοpiοίησης κάpiοιας συσσωρευτικής ανταμοιβής. Παρόλα αυτά, piε-
ριβάλλοντα όpiως οι κύβος του Ρούμpiικ, ο οpiοίος έχει μία λυμένη κατάσταση μέσα σε 4∗1019
άλυτες, δεν διευκολύνει το ήδη δύσκολο έργο του piράκτορα. Θα είχε ενδιαφέρον να οριστο-
ύν ενδιάμεσες ανταμοιβές κατά την εκpiαίδευση piέρα αpiό το ¨ναι’ ή ¨όχι’ του piεριβάλλοντος,
όσον αφορά την εpiίλυση. Στην piερίpiτωση ορισμού ενδιάμεσων ανταμοιβών, ένας piράκτο-
ρας θα μpiορούσε να μεγιστοpiοιήσει εpiίσης piολλές άλλες ψευδο-ανταμοιβές ταυτόχρονα μέσω
ενισχυτικής μάθησης. [12]
6.3.2 Credit Assignment Problem
Σε piολλά piραγματικά σενάρια, οι ανταμοιβές του piράκτορα είναι εξαιρετικά αραιές και
ενδεχομένως να αpiουσιάζουν και εντελώς, όpiως είδαμε στον κύβο του Ρούμpiικ. Σε τέτοιες
piεριpiτώσεις, η piεριέργεια μpiορεί να χρησιμεύσει ως εγγενές σήμα ανταμοιβής για να εpiιτρέψει
στον piράκτορα να εξερευνήσει το piεριβάλλον του και να μάθει δεξιότητες piου μpiορεί να
είναι χρήσιμες αργότερα κατά την εκμάθησή του. Η piεριέργεια ορίζεται ως το σφάλμα στην
ικανότητα ενός piράκτορα να piροβλέψει την συνέpiεια των δικών του ενεργειών.
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Συντομογραφίες - Αρκτικόλεξα -
- Ακρωνύμια
ΕΜΠ Εθνικό Μετσόβιο Πολυτεχνείο
DRL Deep Reinforcement Learning
RL Reinforcement Learning
MDP Markov Decision Process
BOT Bellman Optimality Equation
QTM Quarter Turn Metric
HTM Half Turn Metric
OBTM Outer Block Turn Metric
NLP Natural Language Processing
JPEG Joint Photographic Experts Group
MCTS Monte Carlo Tree Search
ADI Auto-didactic Iteration
CNN Convolutional Neural Network
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Αpiόδοση ξενόγλωσσων όρων
Αpiόδοση Ξενόγλωσσος όρος
δοκιμή-και-σφάλμα trial-and-error
μηχανική μάθηση reinforcement learning
εpiιβλεpiούμενη μάθηση supervised learning
συμβιβασμός trade-off
εξερεύνησης exploration
εκμετάλλευσης exploitation
κατάρα διαστασιμότητας curse of dimensionality
μεγάλη συσσωρευμένη ανταμοιβή large accumulated reward
piεpiερασμένος ορίζοντας finite horizon
άpiειρος ορίζοντας ifinite horizon
piαράγοντας ελάττωσης discount factor
μέθοδοι με χρήση μοντέλου model-based methods
μέθοδοι χωρίς τη χρήση μοντέλου model-free methods
piίσω-διάδοση backpropagation
εpiοχές λήψης αpiοφάσεων decision epochs
καταστάσεις Q Q-states
συνάρτηση Bellman Bellman optimality equation
μειωμένη χρησιμότητα discounted utility
εpiαναληpiτική μέθοδος
υpiολογισμού αξίας value iteration
εpiαναληpiτική μέθοδος
υpiολογισμού piολιτικής policy iteration
μεταγωγέας commutator
αλλαγή piροσανατολισμού orientation swap
κυβάκι cubelet
ομάδες groups
θεωρία ομάδων group theory
ομάδα μεταθέσεων permutation group
τρόpiος υpiολογισμού
piεριστροφής piλευράς face turns
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μετρική υpiολογισμού
piεριστροφής 90◦ quarter-turn metric
μετρική υpiολογισμού
piεριστροφής 180◦ half-turn metric
εξαντλητική δοκιμή και εpiανάληψη brute force
τεμάχια batches
ακατέργαστα piίξελ raw pixels
αυτοκόλλητα stickers
αταστάσεις γονέα parent states
χώρος piαρατήρησης observation space
piόκερ poker
Διαδικτυακή Πλατφρότμα
Ενοικίασης Υpiολογιστικής Ισχύος Google Colaboratory
όρισμα argument
ανακάτεμα scramble
κατανομή piολιτικής distribution policy
λήψη αpiόφασης decision making
αξιολόγηση piολιτικής policy evaluation
μέγεθος βήματος step-size
κάθε εpiίσκεψης every-visit
αραιών ανταμοιβών sparse rewards
δίκτυο - στόχος target network
piυκνό dense
εγγενών κινήτρων intrinsic motivation

