When training neural networks, regularization methods are needed to avoid model overfitting. Dropout is a widely used regularization method, but its working principle is inconclusive and it does not work well for small models. This paper introduced a novel view to understand how dropout works as a layer-wise ensemble training method, that each feature in hidden layers is learned by multiple nodes, and next layer integrates the outputs of these nodes. Basing on the novel understanding of dropout, we proposed a new neural network training algorithm named internal node bagging, which explicitly forces a group of nodes to learn the same feature during training phase and combines these nodes into one node during testing phase. This means that more parameters can be used during training phase to improve the fitting ability of models while keeping model remains small during testing phase. After experimenting on three datasets, it is found that this algorithm can significantly improve the test performance of small models.
INTRODUCTION
Neural network is a universal approximator, we can easily increase its fitting ability by adding more layers or more nodes each layer. With the explosive growth of tagged data and the tremendous increase in hardware computing power, neural network has been widely used in machine vision, natural language processing and other fields. However, achieving good performance often requires the use of large models with proper regularization, or even the ensemble of several models [1] , which severely limits the range of applications of neural networks, especially on mobile devices. Although some lightweight models have recently been proposed [2] [3] , but they rely on well-designed structures and focus on convolutional neural networks.
Dropout [4] is a well-known regularization method of neural networks, which is characterized by randomly deleting certain nodes by setting the output to 0 while training. It is commonly accepted that dropout training is similar to bagging [5] . For each training sample, dropout randomly deletes some nodes from network, and trains a thinner subnet, those subnets are trained on different samples and averaged in test phase. Instead of making any real model average which will cost too much computing resource, a very simple approximate averaging method is applied by weight scaling. There are some empirical analyses show weight scaling works well in deep models [6] [7] [8] . Dropout can indiscriminately and reliably yield a modest improvement in performance when applied to almost any type of model [9] , but may not very efficiency on small models [6] .
In this paper, we introduce a novel view to understand how dropout works as a layer-wise ensemble learning method basing on several assumptions, and propose a new training method named internal node bagging. We test our method on MNIST [10] , CIFAR-10 [11] and SVHN [12] datasets, with fully connected networks and convolutional networks, find it can significantly improve test performance of small models.
MOTIVATION
Consider a fully-connected neural network that classify white horse and zebra shown in Figure 1 (a), which has four input nodes representing different input features. It can be found in the network as shown, that the only different feature of horses and zebras is the black and white stripes which represented by the first input node. In this condition, if dropout is applied to the input layer while training, then the network absolutely cannot work if the first node which represents black-white strip is dropped, this means there will be a lower bound for the training error. As the network shown in Figure 1 (b), to avoid the key features like black and white stripes are dropped, the neural network needs to use a group of nodes to learn each of them. If the node drop probability set by dropout is 0.5, and the probability that the feature is dropped is less than 0.01, then the number of nodes in each group needs to be not less than log 0.5 0.01. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. Although the above heuristic analysis is too idealistic, and the features learned by neural networks are distributed representations, there are still some empirical conclusions support them. For example, dropout training always requires larger networks [6] ; Closing a hidden node cannot simply remove the input features [13] ; There is significant parameter redundancy in deep neural networks [14] .
Consider a fully connected network similar to network shown in Figure 1 (b), where each feature is represented by a group of nodes, the l-1th layer has k groups, each group has n nodes, −1 is the output of the jth node of the i-th group in the l-1 layer. −1 is the node drop mask. f is the activation function. is the output of lth layer, and and are the corresponding weights and biases. Then the forward propagation of the network is:
Since all the nodes in a group represent same feature, so we can assume their weights will converge to similar value as the training process going. Let the value be , and formula (1) can be simplified to the following formula:
According to the formula (2), the neural network applied dropout can be simplified to the network shown in Figure 2 . Unlike the network in Figure 1 (b), each group of nodes in the network in Figure 2 has only one output, which is similar to the structure of maxout [9] . But instead choose the biggest node output in a group, it randomly samples one. Let the sampled value be , which is computed by:
Now we get a new perspective on how dropout works: for each feature in a layer, there are a group of nodes to learn it, and the next layer integrates the outputs of nodes to obtain the final feature activation. In the training phase, the integration method is random sampling described by equation (3). In the test phase, the weight scaling approximately let each group outputs the corresponding feature activation expectation during training. Based on the above viewpoints, it is not difficult to find out that there are many redundant nodes in the neural networks trained by dropout. We consider that if we know which nodes in a layer represent same feature, then we may be able to combine those nodes to be one node in test time which will reduce tons of parameters and computation.
There are 2 problems we should resolve, the first is how do we know which nodes represent same feature, the second is how to combine nodes to be one node. For resolving the 2 problems, we apply follow 2 tricks:
1) Every node is manually assigned to a group, and a method called "weighted averaging" is used to force the nodes in same group to learn same feature.
2) By default, relu [15] is used as the activation function. We assume the outputs of nodes in a group are similar as they represent same feature, so it is highly possible that those outputs distribute on the linear part of relu, and combining nodes in test time is feasible.
In this paper, the above algorithm is named as internal node bagging, which can also be understood from the opposite perspective: for each internal node, multiple nodes are used in the training phase to learn its parameters, and the relationship between these nodes is bagging ensemble.
We outline detail model description in Section 3, experiments and results analysis in Section 4.
ALGORITHM INTRODUCTION
In this section, we first introduce how to combine nodes in a group to be one node and how to compute average weights, then we introduce 2 methods to sample a feature activation from a group used in our experiments.
Combine Nodes
With the input given, the expectation of activation value sampled from a group is:
For the drop masks of the nodes in a group, their expectations are equal because they obey same distribution. Let the following formula be established:
So we can simplify formula (4) as follows:
Let be computed as follows, where −1 is the output vector of the l-1 layer, and and are the corresponding weight vector and bias scalar.
Assuming the outputs of nodes in a group are distributed in the linear part of the relu activation function, then the following formula is satisfied:
In the test phase, all the nodes in a group are combined into one node according to formula (8) , that the weight vector is � � ∑ , and the bias is ( ) ∑ . It is easy to be found that this method is equivalent to the weight scaling used by dropout when there is only one node in the group.
Weight Average
For the i-th group in the lth layer, let the "average weight" and "average bias" between the nodes be and respectively, and the following formula is satisfied:
Under the assumption that the node outputs are distribute in the linear part of relu activation function, the following formula can be obtained:
When applying internal node bagging on neural network training, it is necessary to periodically compute the "average weight" and "average bias" using above formula and assign it to all nodes in corresponding group, which ensure all nodes in a group learn the same feature. This paper refers to this method as weight average.
Sampling Method
According to formula (3), it can be found that the difference between different sampling methods is the node drop mask. This paper uses two sampling methods that sample a feature activation value from the node outputs: 1) Sampling Method A: every node in a group has same probability to be sampled independently. 2) Sampling Method B: only one node will be sampled every group. It is not difficult to find that if there is only one node in the group, the network applied method A is equivalent to the dropout network, and the network applied method B is equivalent to the fully connected network.
EXPERIMENT AND RESULT ANALYSIS
We evaluate our methods on MINIST, CIFAR-10 and SVHN. MNIST dataset consists of 28*28 pixel gray images of handwritten digits, with 60000 samples for training and 10000 samples for testing; CIFAR-10 dataset consists of 32*32 RGB images in 10-classes with 50000 images for training and 10000 for testing; SVHN dataset consists of 32*32 RGB image of digits, with 73257 images for training and 26032 images for testing.
Experiment Setup
All experiments are based on the TensorFlow deep learning framework and the relevant source code is available at http://www.github.com/Xiong-Da/internal_node_bagging_V2. The basic experimental settings are as follows: 1) Internal node bagging algorithm is applied to every hidden layer.
2) The sampling probability of each node in sampling method A is fixed at 0.5.
3) Do not use any other regularization methods.
4)
Weights are initialized by He method [16] , and biases are initialized to zero. 5) By default, weight average is applied every 10 epochs while training.
In the experiments on the MNIST dataset, a fully connected network with two same width hidden layers was used; in the experiments of the CIFAR-10 and SVHN datasets, the convolutional neural network described in Table 1 was used, which is modified from the "base model C" in [17] , just remove last 1*1 convolution layer. All stride in convolution layer is 1, all padding is "SAME" except last 3*3 convolution layer. In the experiments, in order to test the performance of convolutional networks of different sizes, the actual number of channels used is the product of the number of channels in Table 1 with a "width ratio" factor. For example, when the width ratio is 0.5, then the number of channels actually used is half of that in Table 1 . We train all models with Adam optimization algorithm [18] . For experiments on MNIST, we train first 100 epochs with learning rate 1e-3, and train another 100 epochs with learning rate 1e-4. For Experiments on CIFAR-10 and SVHN, we train models with initial learning rate 1e-3, and decay learning rate when validate error stop decrease untill models are converged. Figure 3 shows the performance of method A on three different datasets. It is not difficult to find that increasing the number of nodes in a group can significantly improve the test accuracy when the neural network model is small, especially on the CIFAR-10 and SVHN. However, as the size of the model increases, the accuracy improvement caused by increasing the number of nodes in the group start to decrease, and even leads to a decrease in accuracy. Figure 4 shows the performance of the method B. Compared to method A, method B is more complicated. On the MNIST dataset, increasing the number of nodes in a group can improve the test accuracy modestly, whether on small models or large models. On CIFAR-10 dataset, the test accuracy of the models with different nodes in a group is relatively close. On SVHN dataset, increasing the number of nodes in a group can significantly improve the test accuracy, especially on small models. Figure 5 shows the experimental results of the weight average on the MNIST dataset, which uses a fully connected neural network with 256 nodes every hidden layer. The weight average frequency mean train how many epochs and then apply weight average once, we only train 200 epochs on MNIST dataset, so frequency 200 means don't apply it. In our experiments, method B seemed not sensitive to weight average frequency, but method A can't converge well without moderate average frequency, especially on models with large group size.
Performance on Different Model Sizes

Effect of Weight Average
Performance of Different Activation Functions
In former section, we assume outputs of nodes in a group is similar and distribute on the linear part of relu as they represent same feature, and this is why combining nodes in a group to be one node in test time is feasible. In this section, we analyze that if relu is unreplaceable to our method. Figure 6 shows the experimental results of two sampling methods with three activation functions on MNIST dataset. For method A, all 3 activation functions perform better when increase group size to 2, but only the performance of relu keep improving when increase group size to 4. For method B, although the test accuracy improvement caused by increasing the number of nodes in the group is not obvious, but the performance of relu is significantly better than other activation functions.
It can be found in the experiments, that the relu activation function is not unreplaceable, but does perform better.
CONCLUSION
We introduced a new perspective to understand how dropout works, and proposed a new neural network training algorithm named internal node bagging, which uses more parameters in the training phase to improve the fitting ability of neural network, while keeping the network size constant during the testing phase. We also proposed two sampling methods for integrating the outputs of the nodes in a group, the network using the sampling method A can be regarded as the generalization of the dropout network, and the network using the sampling method B can be regarded as the generalization of the standard neural network. Through the image classification experiments on the MNIST, CIFAR-10 and SVHN datasets, it is found that our algorithm can significantly improve the test performance of the small model.
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