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Abstract of the Dissertation
Optical and Physicochemical Properties of Atmospherically Processed Brown Carbon using
Novel First-Principle Instrumentation
by
Benjamin J. Sumlin
Doctor of Philosophy in Energy, Environmental, and Chemical Engineering
Washington University in St. Louis, 2020
Professor Rajan K. Chakrabarty, Chair

Atmospheric processing of brown carbon (BrC) – a class of spherical, internally-mixed, lightabsorbing organic aerosol – emitted from smoldering biomass combustion is an understudied
phenomenon with implications for climate science, air quality models, and satellite retrieval
algorithms. BrC aerosols have received significant attention as a strong contributor to atmospheric
light absorption in the shorter visible wavelengths and a driver of UV photochemistry. Their
complex refractive indices (m=n+ik), size distributions, and carbon oxidation states dictate their
optical properties, atmospheric residence times, and chemical interactions, respectively. There is
currently a gap in our understanding of these fundamental particle properties and their evolution
with atmospheric processing. Long-range transport and oxidation by O3, OH, and other
atmospheric oxidants, as well as exposure to UV light present significant challenges when
parameterizing these complex processes.
This dissertation is broadly divided into three parts. The first part is a series of laboratory studies
and the development of novel mathematical tools to provide a foundational understanding of
chemical, physical, and optical properties of BrC aerosol and their evolution upon simulated
xi

atmospheric aging. The properties of primary BrC were studied as functions of moisture content,
fuel source depth, geographic origin, and fuel packing density. No clear functionality in moisture
content, source depth, or geographic origin were observed, however, the fuel packing density was
found to have a significant impact on the resulting BrC optical properties. Additionally, the
morphology and internal structure of BrC was studied using a centrifugal particle mass analyzer,
and the long-standing assumption that BrC is spherical and homogeneous was rigorously verified.
This result justifies the application of a new Mie Theory inversion algorithm to obtain the aerosol
complex refractive index from laboratory measurements, which serves as an important input
parameter in climate models and atmospheric remote sensing.
The second part identifies the need for compact, robust, high-sensitivity aerosol instrumentation
suitable for laboratory or field studies, and communicates the design, construction, and revision of
a new multiwavelength integrated photoacoustic-nephelometer (MIPN). This new instrument is a
field-portable instrument that directly measures the aerosol absorption and scattering coefficients
at four wavelengths.
The final part of this dissertation brings closure to the insights gained in laboratory studies by
applying the MIPN to a series of real-world wildfires during FIREX-AQ, a large multiagency field
campaign that took place in 2019. Daytime (OH-driven) and nighttime (NO3-driven) oxidation
was performed on biomass burning aerosol using a Potential Aerosol Mass reactor aboard the
Aerodyne Mobile Laboratory as it sampled wildfire events in Arizona and Oregon.
The knowledge gained during these studies will help inform more accurate climate models and
satellite remote sensing algorithms to better attribute the effects of atmospherically-processed BrC
to global radiative transfer and climate change.

xii

Chapter 1: Physical and Optical Properties of
Fresh Brown Carbon Aerosol from
Smoldering Biomass
The contents of this chapter have been adapted from the following publications:
Sumlin, B. J.; Heinson, Y. W.; Shetty, N.; Pandey, A.; Pattison, R. S.; Baker, S.; Hao, W. M.; and
Chakrabarty, R. K.: UV–Vis–IR spectral complex refractive indices and optical properties of
brown carbon aerosol from biomass burning, J. Quant. Spectrosc. Radiat. Transfer, 2018a 206,
392-398, 10.1016/j.jqsrt.2017.12.009.
Sumlin, B. J.; Oxford, C. R.; Seo, B.; Pattison, R. R.; Williams, B. J.; and Chakrabarty, R. K.:
Density and Homogeneous Internal Composition of Primary Brown Carbon Aerosol, Environ. Sci.
Technol., 2018b 52, 3982-3989, 10.1021/acs.est.8b00093.

Abstract
Constraining the complex refractive indices, optical properties and size of brown carbon (BrC)
aerosols is a vital endeavor for improving climate models and satellite retrieval algorithms.
Smoldering wildfires are the largest source of primary BrC, and fuel parameters such as moisture
content, source depth, geographic origin, and fuel packing density (FPD) could influence the
properties of the emitted aerosol. The first part of this chapter discusses in situ spectral (375-1047
nm) optical properties of BrC aerosols emitted from smoldering combustion of Boreal and
Indonesian peatlands across a range of these fuel parameters. Inverse Lorenz-Mie algorithms used
these optical measurements along with simultaneously measured particle size distributions to
retrieve the aerosol complex refractive indices (m=n+ik). The results show that the real part n is
constrained between 1.5 and 1.7 with no obvious functionality in wavelength (λ), moisture content,
source depth, or fuel packing density. With increasing λ from 375 to 532 nm, the imaginary part
(k) decreased from 0.014 to 0.003, with corresponding increase in single scattering albedo from
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0.93 to 0.99. For λ ≥ 532 nm, both k and single scattering albedo showed no spectral dependency.
The imaginary part k was sensitive to changes in FPD, and some mechanisms are proposed that
might help explain this observation.
The second part of this chapter discusses aerosol particle density, which dictates atmospheric
transport properties and is an important parameter in climate models and aerosol instrumentation
algorithms. This particle property is typically assumed, but actual knowledge of it is limited,
especially as functions of combustion temperature and fuel type. The effective density (ρeff) and
optical properties of primary BrC aerosol emitted from smoldering combustion of Boreal peat were
measured. Energy transfer into the fuel was controlled by selectively altering the combustion
ignition temperature, and results show that the particle ρeff ranged from 0.85 to 1.19 g cm-3 with
ignition temperatures from 180 to 360 °C. BrC particles exhibited spherical morphology and a
constant 3.0 mass–mobility exponent, indicating no internal microstructure or void spaces. The ρeff
upon partial volatilization of the organic matter constituting these particles was confined to a
narrow range between 0.9 and 1.1 g cm-3. These findings are evidence enough to conclude that
primary BrC aerosols from biomass burning have homogeneous internal composition, and their
ρeff is in fact their actual density.

2

1.1 UV-Vis-IR Spectral Complex Refractive Indices and
Optical Properties of Brown Carbon Aerosol from Biomass
Burning
1.1.1 Introduction
Organic aerosols (OA) account for a large fraction of the total tropospheric particulate matter
burden1, 2. These aerosols have been typically considered to predominantly scatter light in the
visible solar spectrum. However, findings from field3, 4 and laboratory studies5, 6 show that a class
of OA, optically defined as brown carbon (BrC), significantly absorb in the shorter visible
wavelengths (λ ~ 350-550 nm) with absorption Ångstrӧm exponents (AAE) ranging between 2
and 127. BrC aerosols have physical, chemical, and optical properties distinctly different from
black carbon (BC) aerosols. BC has a fractal-like morphology with a deep black appearance caused
by a significant, non-zero imaginary part k of its complex refractive index (RI) that is
wavelength-independent over the visible and near-visible wavelengths8. In contrast, BrC aerosols
are spherical in morphology and are yellow-brown in color due to their imaginary refractive index
k increasing sharply toward shorter visible and ultraviolet wavelengths. Constraining and
parameterizing the spectral optical properties and RIs of BrC aerosols across the solar spectrum
has been a challenging endeavor for the atmospheric aerosol community. Climate models and
satellite retrieval algorithms rely on this information for accurate retrievals and predictions of
aerosol optical depths.
Primary BrC aerosol emission is largely attributed to biomass and biofuel burning9-11 and biogenic
release of soil and humic matter7, 12. In particular, it is the smoldering phase of biomass burning
that has been identified as the major source of these particles10, 13, 14. Recent studies show that
boreal and Indonesian peat fires are the largest contributors of primary BrC aerosols to regional
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emissions, and contribute up to 72% of all carbon emissions in a given year15. Peatlands store
between one-fifth and one-third of earth’s organic carbon and act as a net carbon sink, but this
carbon is increasingly released back to the atmosphere since peatlands face an increasing threat of
wildfires due to rising global temperatures16-18. Peat fires are dominated by smoldering phase
combustion which can persist in low to moderate fuel moisture conditions, and is capable of lasting
for several weeks or longer19.
This chapter present results from in situ, contact-free measurements of spectral optical properties
and size distributions of BrC aerosol emitted from laboratory-scale smoldering combustion of peat
samples collected from different parts of Alaska and Indonesia. Scattering and absorption
coefficients βsca and βabs were measured using four integrated photoacoustic-nephelometers
(IPNs). In conjunction with size distribution measurements by a scanning mobility particle sizer
(SMPS), these optical measurements were inverted using Mie theory for the retrieval of complex
RIs (m=n+ik). Best efforts were made to mimic real-world smoldering fire scenarios in these
laboratory experiments. Smoldering fire behavior fluctuates across a typical forest floor because
of spatial variability in fuel depth, fuel packing density (FPD, mass per unit volume), mineral
content, and moisture content (MC)20-26. The probability that peat will burn and sustain once
ignited depends heavily on MC and FPD. The variation in optical properties and size distributions
of emitted smoke aerosols was studied as functions of varying fuel depths, FPDs, and MCs. When
compared to previous studies, it is the FPD that has the strongest effect on BrC absorption
properties, with k varying directly with FPD. Finally, previous literature results and these
experimental findings on k(λ) are constrained using the analytical form of the Kramers-Kronig
dispersion relation for a damped harmonic oscillator27.

4

1.1.2 Experimental Methods
Figure 1.1 shows the schematic diagram of the experimental setup. Peat samples collected from
Alaska (AK) and Indonesia (IN) were the biomass burning aerosol sources. The AK peat samples
were separated into collection depths of 0-4” and 4-8” below the surface from sites dominated by
sphagnum and black spruce (Picea mariana). Typically, canopy cover of black spruce was about
40%. The understory was typically sparse, with species such as dwarf birch (Betula nana) and
varieties of Rhododendron subsect. Ledum, Vaccinium and Empetrum. The AK peat samples were
naturally dried to 5%, 10%, 15%, 20%, and 40% MC at room temperature. The IN peat samples
were not depth-resolved and were dried to 5%, 20%, and 40% MCs. IN forest speciation
information was unavailable due to the high degree of biodiversity in southeast Asian rainforests.
The samples were combusted in a sealed 21 m3 stainless steel chamber on a metal plate coupled to
a resistive heating element. Approximately 2 g of each fuel sample was placed on the heating plate
such that the FPD was ~0.03 g/cm3, and smoldering was initiated by heating the element to 245
°C. One hour after ignition, aerosols were sampled from ports approximately 2 m above the
chamber floor. Gas-phase products were removed with activated carbon parallel-plate semivolatile
organic carbon (SVOC) denuders, and excess water was removed with a diffusion dryer packed
with indicating silica beads. Finally, the aerosols were mixed in a 208 liter barrel and a
homogeneous, isokinetic stream was sampled by each IPN and the SMPS.
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Figure 1.1. A schematic diagram of the experimental setup showing the SVOC denuders, diffusion dryer, mixing
volume, SMPS, and IPNs.

The burn chamber consists of a sealed 21 m3 stainless steel chamber equipped with a computercontrolled ignition system and a recirculation fan. The ignition system is a 1 kW ring heater
(McMaster-Carr 2927094A) coupled to a 1/16” stainless steel plate, and its temperature is
monitored by a K-type thermocouple to close the control loop. One hour after ignition, aerosols
were sampled from ports approximately 2 m above the chamber floor. Gas-phase products were
removed with activated carbon parallel-plate denuders (Sunset Laboratory Inc., Tigard, OR), and
excess water was removed with a diffusion dryer packed with indicating silica beads (McMasterCarr part 2181K97). Finally, the aerosols were mixed in a 208 liter barrel (McMaster-Carr part
4392T47). Sampling took place directly from the mixing volume from ports connected to the
circumference of the barrel at half the barrel height. Instrumentation was comprised of four
integrated photoacoustic spectrometer/nephelometers (IPN) at 375, 405, 532, and 1047 nm, a
scanning mobility particle sizer (SMPS, TSI, Inc., Shoreview, MN). The residence time
distribution for the experimental setup was measured, and from this information it was determined
that one hour after ignition was the optimal time frame to begin data collection.

6

Integrated photoacoustic-nephelometer (IPN)
Photoacoustic spectroscopy and nephelometry have been widely applied to measure absorption
and scattering of light by aerosols, and working principles and calibration methods are well
documented in the literature28-41. The integrated photoacoustic-nephelometer (IPN) spectrometer
is an in situ, real-time, contact-free measurement that gives highly precise values of light scattering
and absorption coefficients βsca and βabs at a single wavelength.
The IPN measures βabs by the photoacoustic effect and βsca via an integrating nephelometer. The
photoacoustic portion was designed and calibrated based on Arnott et al. (1999), with additional
considerations for design and optimization from Arnott et al. (2006). It utilizes a ½-wavelength
plane-wave longitudinal resonator with the microphone and calibration speaker placed at pressure
antinodes.
The integrated nephelometer was designed and calibrated based on Penaloza (1999) and AbuRahmah et al. (2006) and has a truncation angle of approximately 5°. The sensor is a silicon
photodiode with a Teflon cosine lens.
Data were acquired at 2 s intervals and instrument zeros were obtained every 300 measurements.
The zeroing process involves automatically switching from sample flow to HEPA-filtered flow
via a mechanically-controlled valve actuated by the instrument software. The background
measurement is averaged over 30 seconds to improve the signal-to-noise ratio for zeroing. Since
the zeroing filter does not effectively remove gaseous species, excess ozone and NOX compounds
are included in the instrument backgrounds and their interferences with absorption measurements
are neglected during regular sampling.
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The resonant frequency f0 and quality factor Q are explicit functions of ambient conditions (namely
temperature, pressure, and relative humidity) which are subject to fluctuations, even in a climatecontrolled laboratory study. The IPN zeroing process measures f0 and Q during zeroing by playing
a chirp into the cell and determining the frequency where sound pressure is a maximum.
Calibrations are performed as commonly done in the literature, with non-absorbing aerosols (salt)
to calibrate scattering, and absorbing aerosols (kerosene soot) to calibrate absorption. The slope of
a linear regression of scattering versus extinction is the calibration factor for scattering, while the
slope of absorption versus extinction-minus-scattering is used for absorption.
Raw data was post-processed to 5-minute averages, commensurate with the scan times of the
SMPS. These 5-minute averages were used to determine the complex refractive indices and singlescatter albedo (SSA). Complex RI was retrieved using PyMieScatt42, a Lorenz-Mie theory package
for Python 3, which was developed to aid in BrC optical problems and is discussed in Chapter 2.
Values of n and k as the average of twelve individual retrievals performed with 5-minute data
intervals over an hour are reported, and uncertainties for n, k, SSA, AAE, and kAE are propagated
through the retrievals.

1.1.3 Results and Discussion
In this section, AK peat samples are referred to by their MCs and source depths. The IN samples
are labelled according to their MCs. The data for all graphs is tabulated in the Supporting Material.
Complex refractive indices
The spectral dependence of m is plotted in Figure 1.2 and is tabulated in Tables 1.1 and 1.2. For
both AK and IN peat, n is constrained between 1.5 and 1.7, and the spread of data belies any
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obvious trend in λ. However, note that n is largely independent of MC, source depth, and
geographic origin. No functionality was observed in n or k as functions of anything other than λ,
although Section 1.1.4 focuses on differences in m under varying fuel packing densities.

Figure 1.2. A: Values of n show no significant dependence on λ, are constrained between 1.5 and 1.7, and are
independent of the source depth, MC, and geographic origin. B: k decreases monotonically with λ between 375 and
532 nm, above which it levels off at k ≈ 0.002.
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Table 1.1. Complex refractive indices (m=n+ik) and single scatter albedo (SSA) for AK peat. Values are averages ±
one standard deviation.

λ (nm)

Depth
(inches)

0-4
375
4-8

0-4
405
4-8

0-4
532
4-8

0-4
1047
4-8

MC (%)

n

k

SSA

5
10
15
20
40
5
10
15
20
40
5
10
15
20
40
5
10
15
20
40
5
10
15
20
40
5
10
15
20
40
5
10
15
20
40
5
10
15
20
40

1.644 ± 0.110
1.596 ± 0.050
1.683 ± 0.070
1.574 ± 0.072
1.659 ± 0.069
1.531 ± 0.031
1.581 ± 0.055
1.553 ± 0.025
1.517 ± 0.033
1.638 ± 0.090
1.613 ± 0.094
1.592 ± 0.038
1.606 ± 0.049
1.568 ± 0.019
1.583 ± 0.006
1.545 ± 0.004
1.551 ± 0.048
1.549 ± 0.011
1.521 ± 0.026
1.563 ± 0.008
1.541 ± 0.036
1.545 ± 0.020
1.538 ± 0.013
1.524 ± 0.014
1.536 ± 0.004
1.516 ± 0.003
1.534 ± 0.017
1.520 ± 0.007
1.496 ± 0.014
1.521 ± 0.003
1.564 ± 0.052
1.564 ± 0.025
1.523 ± 0.034
1.506 ± 0.014
1.586 ± 0.154
1.534 ± 0.019
1.517 ± 0.034
1.536 ± 0.022
1.518 ± 0.061
1.623 ± 0.168

0.01334 ± 0.00068
0.01279 ± 0.00092
0.01413 ± 0.00120
0.01344 ± 0.00104
0.01351 ± 0.00073
0.01114 ± 0.00035
0.01334 ± 0.00055
0.01210 ± 0.00085
0.01278 ± 0.00068
0.01185 ± 0.00135
0.00739 ± 0.00031
0.00671 ± 0.00016
0.00774 ± 0.00018
0.00733 ± 0.00001
0.00762 ± 0.00010
0.00606 ± 0.00012
0.00677 ± 0.00020
0.00665 ± 0.00001
0.00647 ± 0.00024
0.00600 ± 0.00016
0.00334 ± 0.00012
0.00312 ± 0.00023
0.00364 ± 0.00015
0.00299 ± 0.00153
0.00236 ± 0.00011
0.00194 ± 0.00133
0.00304 ± 0.00022
0.00273 ± 0.00018
0.00233 ± 0.00023
0.00205 ± 0.00010
0.00284 ± 0.00027
0.00301 ± 0.00023
0.00290 ± 0.00019
0.00247 ± 0.00022
0.00188 ± 0.00023
0.00222 ± 0.00024
0.00299 ± 0.00042
0.00218 ± 0.00023
0.00194 ± 0.00015
0.00161 ± 0.00017

0.930 ± 0.002
0.932 ± 0.005
0.922 ± 0.005
0.931 ± 0.006
0.938 ± 0.004
0.943 ± 0.002
0.930 ± 0.003
0.938 ± 0.004
0.934 ± 0.004
0.944 ± 0.008
0.961 ± 0.001
0.964 ± 0.001
0.982 ± 0.001
0.963 ± 0.001
0.963 ± 0.001
0.969 ± 0.001
0.964 ± 0.001
0.966 ± 0.001
0.966 ± 0.001
0.970 ± 0.001
0.983 ± 0.001
0.984 ± 0.001
0.982 ± 0.001
0.985 ± 0.008
0.987 ± 0.001
0.990 ± 0.007
0.984 ± 0.001
0.986 ± 0.001
0.987 ± 0.001
0.988 ± 0.001
0.981 ± 0.002
0.980 ± 0.001
0.979 ± 0.002
0.980 ± 0.002
0.977 ± 0.019
0.983 ± 0.002
0.977 ± 0.004
0.986 ± 0.001
0.983 ± 0.005
0.983 ± 0.013
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Table 1.2. m and SSA for IN peat. Values are averages ± one standard deviation.

λ (nm)
375

405

532

1047

MC (%)
5
20
40
5
20
40
5
20
40
5
20
40

n
1.630 ± 0.027
1.656 ± 0.034
1.718 ± 0.035
1.546 ± 0.013
1.556 ± 0.008
1.607 ± 0.006
1.485 ± 0.005
1.493 ± 0.002
1.517 ± 0.002
1.576 ± 0.010
1.583 ± 0.032
1.619 ± 0.0205

k
0.00997 ± 0.00058
0.00863 ± 0.00059
0.01237 ± 0.00075
0.00561 ± 0.00013
0.00507 ± 0.00012
0.00714 ± 0.00010
0.00186 ± 0.00001
0.00169 ± 0.00001
0.00224 ± 0.00001
0.00186 ± 0.00001
0.00175 ± 0.00001
0.00212 ± 0.00011

SSA
0.951 ± 0.002
0.958 ± 0.003
0.940 ± 0.001
0.971 ± 0.001
0.974 ± 0.001
0.966 ± 0.001
0.989 ± 0.001
0.990 ± 0.001
0.988 ± 0.001
0.986 ± 0.001
0.987 ± 0.001
0.986 ± 0.001

The current understanding of BrC optical properties has been summarized in previous work,
notably by Liu et al. (2015) and Laskin et al. (2015)7, 43. Liu et al. compared the wavelengthdependent k values for a variety of atmospheric light absorbing organic material such as m-xylene
and toluene oxidation products44, 45, as well as BrC from previous studies10, 46-51. The k values
reported here, and their sensitivity to change in λ, are commensurate with those previously
reported. In fact, when considering k from this work and averages across the literature referenced
by Liu et al., k follows the Kramers-Kronig dispersion relation (KK) for a damped harmonic
oscillator52. Figure 1.3 shows data from this work and the mean of values taken from literature,
overlaid with the analytical form of KK given by:

𝜅=

𝑎𝛾𝜈
(𝜈0 − 𝜈)2 + (𝛾𝜈)2

(Eq. 1.1)

where a is a constant, γ is a line width parameter, ν is the frequency of incident light, and ν0 is the
resonance frequency of the oscillator. Figure 1.3 uses a = 1029 s-2 and ν0=c/λ0, where λ0 = 300 nm.
The line width parameter γ was set to 2×1013 s-1. This function is appropriate near resonance for
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the BrC absorption spectrum at 375 ≤ λ ≤ 532 nm; far from resonance, i.e. λ = 1047 nm, average
k from literature and this work is 0.002±0.005.

Figure 1.3. k values and the Kramers-Kronig dispersion relation per Eq. 1.1. The relationship is valid for λ up to 532
nm, beyond which k appears constant.

Ångstrӧm exponents
Ångstrӧm exponents (AE) can be used to describe the functionality of any optical parameter that
follows a well-behaved power law52. For wavelength-independent parameters, the AE will be
between zero and unity, and larger values indicate increasing sensitivity to changes in wavelength
53

. Figure 1.4 demonstrates the wavelength dependence of BrC absorption by plotting the k

Ångstrӧm exponent (kAE) and absorption Ångstrӧm exponent (AAE) in three intervals of λ
(375-405 nm, 405-532 nm, and 532-1047 nm) using the two-wavelength formula:
𝑃(𝜆1 )
]
𝑃(𝜆2 )
AE(𝜆1 , 𝜆2 ) = −
𝜆
ln [ 1 ]
𝜆2
ln [

(Eq. 1.2)

where P(λ) is the wavelength-dependent parameter in question, either k for kAE or βabs for AAE.
12

Previous studies have placed BrC kAE between 4 and 1152. In this study, BrC from peat smoldering
is extremely sensitive to wavelength in the near-UV, with a 375-405 nm kAE values ranging
between 7 and 9, while the AAE values range between 8 and 11. Both kAE and AAE decrease
with increasing λ. AAE and kAE are plotted in Figure 1.4 and tabulated in Tables 1.3 1.4, 1.5, and
1.6.

Figure 1.4. Ångstrӧm exponents as a function of wavelength λ. A: k Ångstrӧm exponent (kAE); B: absorption
Ångstrӧm exponent (AAE).
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Table 1.3. Absorption Ångstrӧm Exponents (AAE) for AK peat. Values are averages ± one standard deviation.

λ range (nm)

Depth (inches)

0-4
375 - 405
4-8

0-4
405 – 532
4-8

0-4
532 - 1047
4-8

MC (%)
5
10
15
20
40
5
10
15
20
40
5
10
15
20
40
5
10
15
20
40
5
10
15
20
40
5
10
15
20
40
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AAE
8.566 ± 0.404
8.941 ± 0.949
9.188 ± 0.808
8.483 ± 0.621
9.256 ± 1.093
8.425 ± 0.689
9.740 ± 1.541
8.494 ± 1.079
9.448 ± 1.086
10.600 ± 1.040
4.326 ± 0.172
4.155 ± 0.290
4.154 ± 0.188
5.371 ± 2.710
5.737 ± 0.226
4.275 ± 0.263
4.181 ± 0.314
4.566 ± 0.229
5.043 ± 0.290
5.382 ± 0.209
1.641 ± 0.125
1.450 ± 0.197
1.755 ± 0.127
1.421 ± 1.067
1.796 ± 0.266
1.740 ± 0.164
1.467 ± 0.267
1.758 ± 0.210
1.659 ± 0.204
1.773 ± 0.131

Table 1.4. AAE for IN peat. Values are averages ± one standard deviation.

λ range (nm)
375 - 405

405 - 532

532 - 1047

MC (%)
5
20
40
5
20
40
5
20
40

AAE
9.439 ± 0.436
9.165 ± 1.208
9.305 ± 0.519
5.503 ± 0.087
5.510 ± 0.148
5.781 ± 0.075
1.355 ± 0.122
1.331 ± 0.171
1.473 ± 0.128
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Table 1.5. k Ångstrӧm Exponents (kAE) for AK peat. Values are averages ± one standard deviation.

λ range (nm)

Depth (inches)

0-4
375 - 405
4-8

0-4
405 – 532
4-8

0-4
532 - 1047
4-8

MC (%)
5
10
15
20
40
5
10
15
20
40
5
10
15
20
40
5
10
15
20
40
5
10
15
20
40
5
10
15
20
40
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kAE
7.675 ± 0.002
8.382 ± 0.002
7.821 ± 0.003
7.877 ± 0.002
7.441 ± 0.001
7.911 ± 0.001
8.813 ± 0.001
7.778 ± 0.002
8.845 ± 0.002
8.843 ± 0.003
2.912 ± 0.001
2.808 ± 0.001
2.766 ± 0.001
3.228 ± 0.004
4.297 ± 0.001
4.176 ± 0.005
2.935 ± 0.001
3.264 ± 0.001
3.744 ± 0.001
3.937 ± 0.001
0.240 ± 0.000
0.053 ± 0.000
0.336 ± 0.000
0.282 ± 0.002
0.336 ± 0.000
-0.199 ± 0.001
0.024 ± 0.001
0.332 ± 0.001
0.271 ± 0.000
0.357 ± 0.000

Table 1.6. kAE for IN peat. Values are averages ± one standard deviation.

λ range (nm)
375 - 405

405 - 532

532 - 1047

MC (%)
5
20
40
5
20
40
5
20
40

kAE
7.472 ± 0.001
6.911 ± 0.001
7.141 ± 0.001
4.047 ± 0.001
4.028 ± 0.001
4.250 ± 0.001
0.000 ± 0.000
-0.052 ± 0.000
0.081 ± 0.000

Single scatter albedo
Given strong k and weak n functionality with λ, SSA(λ) should follow an increasing trend with λ.
Indeed, such a trend is observed in Figure 1.5. SSA increases with λ until it reaches 0.99 for λ ≥ 532
nm for all peat samples.

Figure 1.5. SSA increases with λ until it reaches a value of 0.99 at λ ≥ 532 nm.
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1.1.4 Comparisons to Previous Studies
These findings were compared against results from Sumlin et al. (2017, Chapter 3) that used nearly
identical experimental methods to study the effects of atmospheric oxidation on the optical
properties of BrC from smoldering combustion18. In that work, the control experiment (fresh,
unoxidized BrC) was performed identically to the experiments in this study using AK peat at
5% MC and 0-4” source depth. In the present work, BrC optical properties have no functional
dependence on MC, source depth, or geographic origin. However, upon comparison to Sumlin et
al. (2017), there is evidence that the fuel packing density (FPD) directly affects the aerosol
complex refractive index. In this work, fuel was combusted on the heating element at a packing
density of ~0.03 g cm-3, while in Sumlin et al. (2017), the FPD was ~0.06 g cm-3, termed “Low
FPD” and “High FPD”, respectively. Figure 1.6 compares the average n, k, kAE and AAE of all
experiments done in this study to the unaltered BrC emissions from Sumlin et al. (2017), and in
the case of kAE, literature results as well. On average, with higher FPD, n is slightly smaller while
k is significantly larger, which in turn increases both kAE and AAE. Values of k are 3 times higher
at 375 nm, and 1.5 times higher at 405 nm. Figure 1.7 shows the comparisons of SSA, a key
parameter for climate modelling and satellite retrievals. Densely packed peat, upon smoldering,
emits BrC with a lower 375-405 nm SSA, while at λ ≥ 532, both low and high FPD peat BrC have
SSA values reaching approximately 0.99.
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Figure 1.6. Comparison of the average results from this study (low FPD, black triangles) to Ref. 18 (high FPD, blue
triangles) and other literature results (magenta triangles). A: real refractive index n; B: imaginary refractive index k;
C: kAE; D: AAE. BrC from high FPD produced more absorbing and less scattering aerosol, indicated by smaller n
and larger k.

Figure 1.7. Comparison of the average SSA from this study (low FPD, black triangles) to Sumlin et al. (2017) (high
FPD, blue triangles). As expected, SSA from both studies increases with wavelength, although the larger near-UV k
from Sumlin et al. (2017) results in a lower SSA. At λ ≥ 532, SSA from both studies is nearly 0.99.
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Smoldering fire behavior fluctuates across a typical forest floor because of spatial variability in
fuel depth, fuel packing density (FPD), mineral content, and MC20-23, 25, 26. Combustion in a thick
bed of peat is typically stratified, and flame front velocities depend on the depth at which the fire
occurs54. This leads to a hypothesis that denser fuel packing would slow the velocity of the flame
front through the fuel layers. The preheat zone ahead of the flame front would then expand as heat
is transported away into uncombusted fuel. This larger preheat zone may volatilize organic
compounds ahead of combustion, creating a VOC-rich zone entrained within the fuel through
which particles created by combustion must travel, with the least volatile compounds emitted just
ahead of combustion. These VOCs may condense on the particle, altering their mean molecular
weight and speciation, and consequently modify their absorption behavior. However, FPD may
simply be a proxy for oxygen availability. When the FPD was ~0.06 g/cm3–corresponding to a
3/4” thick fuel packing on the heating plate–the smoldering front propagated slowly due to limited
oxygen, which, by the mechanisms hypothesized, may produce higher molecular weight
compounds with larger k values. Conversely, when the FPD was ~0.03 g/cm3, the environment
was comparatively oxygen-rich, resulting in more rapid combustion and production of lower
molecular weight compounds with smaller k values. This hypothesis will be a subject of future
research.

1.1.5 Concluding Remarks and Future Work
In situ contact-free measurements of spectral optical properties were conducted on primary BrC
aerosols emitted from smoldering combustion of peat samples collected from different parts of
Alaska and Indonesia. Using optical and physical measurements, the complex RIs of those aerosols
were retrieved using an inverse Mie algorithm to identify dependencies on MC, source depth, and
geography. Results show that BrC optical properties are not sensitive to these parameters,
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suggesting that climate models and satellite retrievals can make use of a smaller parameter space
when considering BrC. However, there is a novel relationship between the complex RIs and the
FPD, with more densely packed fuel producing more highly-absorbing aerosols.
FPD will vary widely in a real-world peat bog. The degree of fuel packing may vary across many
orders of magnitude in a small area, and therefore future work is needed to draw quantitative
conclusions between FPD and its effect on the optical properties of the emitted BrC, as well as to
understand what this may mean for the broader impacts of BrC from smoldering wildfires.

1.2 Density and Homogeneous Internal Composition of
Primary Brown Carbon Aerosol
1.2.1 Introduction
The density of a particle is an important physical property for understanding and parameterizing
its transport properties in the atmosphere and the human respiratory system55. It also influences
the particle optical properties, since the indices of refraction tend to increase with increasing
density56. The first determinations of density were made for homogeneous spherical particles from
measurements of their mass (mp) and electrical mobility diameters (dm), using a Millikan cell57. In
the case where the particles being probed deviate from spherical morphology and homogeneous
composition, the dynamic shape factor must be included when relating the aerodynamic and
mobility diameters. This dimensionless parameter accounts for the effect of nonsphericity on the
particle drag force. It is difficult to accurately measure the dynamic shape factor for single
particles, so an alternative particle property, the effective density (ρeff), has been adopted by the
atmospheric aerosol community, primarily due to the recent advancement in aerosol
instrumentation technologies for measuring this parameter58-62.
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The ρeff of a particle is defined as58, 63:

𝜌𝑒𝑓𝑓 =

6𝑚𝑝
3
𝜋𝑑𝑚

(Eq. 1.3)

The relationship between dm and mp can also be formulated as a power law expression64, 65:
𝐷

𝑚𝑝 = 𝐶𝑑𝑚𝑚

(Eq. 1.4)

where Dm is the mass-mobility exponent and C is a prefactor. Combining Eqns. 1.3 and 1.4, the
expression for ρeff becomes66
𝐷

𝜌𝑒𝑓𝑓

6𝐶𝑑𝑚𝑚
𝐷 −3
=
= 𝑘𝑑𝑚𝑚
3
𝜋𝑑𝑚

(Eq. 1.5)

where k (k = 6C/π) is a constant63, 67. For a homogeneous spherical particle with Dm ≈ 3, its ρeff
will be constant per Eq. 1.5. However, in cases where a particle is not spherical or has internal
void spaces, ρeff will decrease with increasing size. McMurry et al. utilized equation (3) to calculate
the actual density of spherical liquid particles using a combination of an electrostatic classifier and
an aerosol particle mass analyzer (APM)66. Olfert and Collings introduced the centrifugal particle
mass analyzer (CPMA) to measure single particle mass68, and used this instrument to determine
the ρeff of soot particles emitted from different sources61-63, 67, 69.
Primary BrC particles are a major component of emissions from the low-temperature, flameless
smoldering phase of combustion of solid biomass fuels, such as peat and duff5, 10. Peat samples
constitute the organic soil in wetlands made of partially decayed plant remains, and carbon
accumulation in this ground-layer biomass has been occurring over hundreds to thousands of
years16, 70. Smoldering combustion of this ground-layer biomass during the past several decades in
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the boreal and Arctic regions has received attention in recent times for contributing to rapid global
climate change71-74.
Brown carbon (BrC) aerosols have been recently identified as a major component of light
absorbing carbonaceous matter in the atmosphere75-80. These particles derive their name from their
strong absorption of solar radiation in the ultraviolet to near visible spectrum which imparts a
brownish appearance81-84. Humic-like substances (HULIS), produced from oligomerization of
water-soluble organics and multiphase chemistry of organic constituents emitted from
anthropogenic and natural sources such as biomass burning and vehicle exhaust, have been
identified as an important constituent of BrC aerosols7. These particles occur in distinctive
spherical shapes and are amorphous in composition with no internal microstructure, such as
graphene-like layers found in soot10, 85. When observed under vacuum conditions by an electron
microscope, loss of volatile matter is rarely observed from these particles85. This can be attributed
to low-volatility, high molecular weight compounds constituting the bulk composition of these
aerosols7.
Very little research has been done on the ρeff of primary BrC aerosols. Previous investigations have
primarily focused on estimating the density of highly-oxygenated HULIS extracts from
atmospheric aerosols. Dinar et al. (2006) measured the ρeff of HULIS isolated from atmospheric
aerosols, as well as Fulvic Acid (FA) and Humic Acid (HA) samples from aquatic and terrestrial
sources86. They aerosolized the extract solutions and calculated ρeff of the aerosols by comparing
the dm and vacuum aerodynamic diameters and reported a range of ρeff between 1.47 and 1.72 g
cm-3. Hoffer et al. (2006) measured the ρeff of HULIS extracted from smoke and pollution aerosol
particles sampled as part of the Large scale Biosphere atmosphere experiment in Amazonia –
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SMOke aerosols, Clouds, rainfall and Climate (LBA-SMOCC) experiment in 200249. They
reported ρeff values in the range of 1.5 to 1.57 g cm-3, consistent with Dinar et al.
Laboratory-scale smoldering experiments on Alaskan peat samples to generate primary BrC
aerosols and measure their ρeff as a function of varying combustion conditions were performed.
The approach in this study differs from previous studies that re-aerosolized solvent extracts of the
original aerosol. The method used here analyzes the original aerosol and is fully inclusive of all
chemical components. Furthermore, the variation in ρeff upon partial thermal volatilization of the
organic matter constituting these particles was investigated. Results from this study can find use
in chemical transport models80, 87, 88 and the data analysis algorithms associated with contemporary
aerosol instruments such as aerosol mass spectrometers and electrical low pressure
impactors59, 60, 89, 90. Additionally, in situ real-time, contact-free measurements of the aerosol light
absorption and light scattering coefficients were collected to contribute to the growing knowledge
base of BrC optical properties. Since the chemical speciation of BrC is highly variable, so are its
optical properties7. Constraining the effective complex refractive index has been a challenge for
the atmospheric aerosol community, and such research is useful for climate modelling and satellite
retrieval algorithms.

1.2.2 Experimental Methods
Aerosol generation
Figure 1.8 shows the schematic diagram of the experimental set up in this study. BrC particles
were generated from smoldering combustion of Alaskan peat soil samples at ignition temperatures
of 180, 220, 240, 260, 300, and 360 °C. The samples were dried in a laboratory room with 50%
relative humidity, and samples were combusted in a sealed 21 m3 stainless steel chamber equipped
with a computer-controlled sample heater and recirculation fan. The chamber is grounded and
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electrically neutral, mitigating the effects of electrostatic wall losses. The large volume of the
chamber mitigates some diffusional losses. Thin layers of 5 to 10 grams of peat were evenly
distributed on a rectangular stainless steel plate and heated to the desired temperature by a ring
heater with a thermocouple to monitor the ignition temperature and close the control loop. It is
important to note that the temperatures reported here are not the actual combustion temperature,
but rather the temperature of the heating element. Biomass smoldering is a highly exothermic
process and the actual combustion temperature is much higher. Peat usually burns in stratified
layers, and the temperature of the hot plate is a proxy for the temperature of an adjacent fuel layer,
and a measure of energy transfer into the fuel54.

Figure 1.8. Schematic diagram of the experimental setup. Dashed-line bounding boxes indicate the separate sets of
experiments. The green box indicates the setup for measurements of nascent BrC particles, and the orange box
indicates the setup for volatilized particles.

Prior to ρeff measurements, size distributions of BrC aerosols were measured using a scanning
mobility particle sizer (SMPS; TSI Inc., Model 3938) to track the temporal evolution of particle
number size distributions. Distributions reached their steady-state conditions typically about 20
25

minutes after the start of a burn, with the majority of particles released within five minutes of initial
smoke. Smoke was allowed to mix and ρeff measurements began 30 minutes after ignition.
Effective density, optical properties, and elemental composition of nascent particles
The ρeff of nascent BrC particles was measured using a differential mobility analyzer (DMA; TSI
Inc., Model 3082), a CPMA (Cambustion Ltd.), and a condensation particle counter (CPC; TSI
Inc., Model 3787) in series, as shown in Figure 1.8. The particles were sampled through a diffusion
dryer situated between the biomass burning chamber and the DMA to reduce the water vapor
content in the flow stream to less than 15%91. The DMA selected monodisperse particles based on
their dm, and the particles were classified by the CPMA as a function of mp68. The ρeff and massmobility relationship were calculated by using Eqns. 1.3 and 1.4.
To measure BrC absorption and scattering coefficients (βabs and βsca, respectively), four integrated
photoacoustic-nephelometer (IPN) spectrometers operating at wavelengths (λ) of 375, 405, 532,
and 1047 nm were used. These are the same IPN spectrometers described earlier in the chapter.
PyMieScatt was again used to calculate the effective complex refractive indices from the scattering
and absorption coefficients and size distribution data42. Size distributions were corrected by total
number concentration, since the usual SMPS units of dN/dlogdp introduce significant errors in the
retrievals. Due to scattering measurement miscalibrations, only the absorption data was available
to infer m. However, using PyMieScatt’s visual inversion algorithms along with literature data,
possible values of both the n and k were constrained by using previously reported values of n to
identify a narrow range of k values.
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Elemental compositions of BrC aerosols were analyzed using X-ray photoelectron spectroscopy
(XPS, Physical Electronics Inc., Model 5000 VersaProbe II Scanning ESCA) to compare the
composition of these laboratory aerosols with those observed in field studies.
Effective density of partially volatilized particles
Partially volatilized BrC particles were analyzed for their ρeff using a volatility tandem differential
mobility analyzer (V-TDMA), which consists of two DMAs (TSI Inc., Model 3081) separated by
a heating section92, 93. In the V-TDMA, the first DMA selected 200 nm monodisperse BrC aerosols,
which were subsequently volatilized in the heating section. The second DMA scanned the resulting
size distribution and then selected the dm corresponding with peak number concentration after
volatilization. The average residence time in the heating section was 9.7 seconds, and particles
sampled from the burn chamber were volatilized at internal temperatures of 57, 114, and 248 °C
by the V-TDMA. These temperatures were chosen based on the results of a preliminary study such
that the mass fractions remaining (MFR) for the volatilized particles, which were originally
generated at a smoldering temperature of 300 °C, were approximately 0.75, 0.31, and 0.10 at
volatilization temperatures of 57, 140, and 248 °C, respectively. This preliminary test was
conducted by generating BrC aerosols by 300 °C smoldering combustion. Figure 1.9 shows the ρeff
and MFR of volatilized particles as a function of heating temperatures from 40 to 210 °C in the VTDMA. The MFRs for the volatilized particles were approximately 0.75, 0.31, and 0.10 at
volatilization temperatures of 60, 120, and 210 °C, respectively. Based on these results, 60, 120,
and 250 °C were determined for the volatilization temperatures. 250 °C was chosen to attempt to
completely volatilize the BrC.
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Figure 1.9. Effective density (ρeff) and mass fraction remaining (MFR) of volatilized brown carbon (BrC) aerosols
generated by 300 °C smoldering combustion as a function of heating temperature in the volatile tandem differential
mobility analyzer (V-TDMA).

After leaving the heating section, particles cooled to ambient temperature (~23 °C) before
classification by DMA 2. The mp for the volatilized particles was measured using the CPMA and
CPC, and the ρeff was calculated as described above.

1.2.3 Results and Discussion
Optical properties, chemical composition, and size distributions of nascent BrC
Figure 1.10 shows the time-averaged βabs measured by the IPN systems for particles emitted at
smoldering temperatures of 220 and 300 °C. Strong absorption was observed at the near-ultraviolet
wavelengths compared to absorption at 532 and 1047 nm, an indicator of BrC5, 82, 84. From these
measurements, PyMieScatt calculated the effective complex refractive index. Figure 1.11 shows
the refractive index retrieval inferred at 405 nm m using absorption measurements from this study
and an assumed real part of 1.57 from previous studies that used similar BrC generation
methods18, 94, 95. Since polydisperse distributions generally do not exhibit multiple solutions to their
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Lorenz-Mie inversions42, there is confidence in the validity of the retrievals. Values of all retrievals
are given in Table 1.7, along with absorption Ångström exponents (AAE) calculated from the twowavelength formula:
𝛽𝑎𝑏𝑠 (𝜆1 )
]
𝛽𝑎𝑏𝑠 (𝜆2 )
𝜆
ln [ 1 ]
𝜆2

ln [
𝐴𝐴𝐸(𝜆1 , 𝜆2 ) = −

(Eq. 1.6)

where P(λ) is the wavelength-dependent parameter in question, either k for kAE or βabs for AAE.
Visualization of all retrievals are included in the Supporting Information. Across all ignition
temperatures, the trend in k decreases with increasing wavelength. As functions of temperature, k
trends slightly higher for BrC generated at 240 °C ignition. Emissions below this temperature may
exhibit less absorption because the emissions are dominated by gas-phase compounds and the
particle phase consists of only those higher-volatility compounds that are readily emitted at low
combustion temperatures.
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Figure 1.10. The light absorption coefficient (βabs) of brown carbon (BrC) aerosols measured by the integrated
photoacoustic-nephelometer spectrometers at four wavelengths. The strong absorption in the near-UV wavelengths is
a defining characteristic for BrC aerosols. Error bars represent one standard deviation.
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Figure 1.11. 405 nm complex refractive indices from peat BrC generated from smoldering ignition temperatures of
180, 240, 300, and 360 °C. The blue contour represents absorption measurements from this study, and the red line is
an assumed real part of 1.57 based on previous studies. The intersection represents the effective complex m, and from
this intersection the imaginary part k is inferred (green line). Errors in the retrievals are given in Table 1.7.
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Table 1.7. Retrieved approximate imaginary refractive indices (k) and absorption Ångström exponents across λ = 375,
405, 532, 1047 nm from brown carbon aerosol emitted from peat ignited at 180, 240, 300, and 360 °C. Where
applicable for k, a range is reported. For these retrievals, the real refractive index n was assumed using literature data
from similar experiments.47, 48 The assumed value or range is denoted under the wavelength in the left column. Errors
are from propagation of standard deviations in βabs through the calculations.
180 °C
Wavelength,
assumed n
375 nm,
n = 1.59-1.68
405 nm,
n = 1.57
532 nm,
n = 1.46-1.52
1047 nm,
n = 1.54-1.59
Wavelength range
375 – 405 nm
405 – 532 nm
532 – 1047 nm

240 °C

300 °C

360 °C

k from different ignition temperatures
0.07±0.02 – 0.08±0.01

0.41±0.19

0.05±0.01 – 0.06±0.01

+0.07
0.09 -0.04 –
+0.08
0.10 -0.04

0.04±0.00

0.08±0.01

0.03±0.00

0.03±0.01

0.02±0.00

0.03±0.00

0.01±0.00

0.01±0.00

0.03±0.00

0.06±0.01

0.03±0.01

0.03±0.01

+1.19
7.36 -1.46
3.98±0.03
+0.14
0.50 -0.12

Absorption Ångström exponents
+1.36
+0.11
7.36 -1.70
7.41 -0.09
+0.11
4.09±0.02
4.41 -0.09
+0.16
0.24±0.01
0.22 -0.17

6.40±3.34
4.47±0.27
0.62±0.33

XPS analysis of these particles shows an average carbon to oxygen (C:O) atomic ratio of 12:1,
which is on the higher side of the range observed for atmospheric tar balls, a specific type of
BrC96-98. Possible reasons for this discrepancy could be the use of a different technique, viz.
electron dispersive spectroscopy (EDS) for measuring the C:O ratio, or that XPS analysis shows
only the elemental composition of the particle surface, not the bulk. Figure 1.12 shows the
proportions of carbon, oxygen, nitrogen, and sulfur proportions of BrC particles generated by
smoldering combustion temperature of 260 °C. A carbon to oxygen atomic ratio of 12:1 was
observed.
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Figure 1.12. X-ray photoelectron spectroscopy (XPS) spectrum of brown carbon (BrC) aerosols generated by 260 °C
smoldering combustion.

Figure 1.13 shows SMPS measurements of the temporal evolution of the number size distributions
of BrC aerosol particles emitted from smoldering ignition temperatures of 180, 240, 300, and
360 °C. The number concentrations corresponding to 300 °C were generally around five times
higher than at 180 °C, indicating that more rapid energy transfer into the fuel layer creates
combustion products, while lower energy transfer rates may favor volatization products. As
expected for a closed system, the number concentrations decreased and geometric mean dm
increased with increasing particle residence time in the chamber. These rates were driven by
diffusional losses and are subject to the particle concentration, which varied with ignition
temperature. For example, the peak number concentrations of particles from the ignition
temperature of 180 °C decreased slowly from approximately 1.2 × 105 to 8.0 × 104 cm-3 in a span
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of 60 minutes (a 33% reduction), while those corresponding to temperatures of over 240 °C
showed a rapid decrease from approximately 1.0 × 106 to 3.0 × 105 cm-3 (a 70% reduction). The
mean diameter values for particles corresponding to the four smoldering temperatures were
initially 40 to 70 nm, and then increased to between 70 and 160 nm within 60 minutes in the burn
chamber.

Figure 1.13. The number size distributions of brown carbon (BrC) aerosols and their evolution at smoldering
combustion temperatures of A: 180 °C; B: 240 °C; C: 300 °C; and D: 360 °C.

For combustion temperatures between 300 and 360 °C, the number size distributions showed a
distinct bimodal behavior with nucleation and accumulation modes62, 99-101. The nucleation mode
distribution tapered off at approximately 40 nm, and its peak decreased with time as smaller
particles diffuse more rapidly than larger particles, which scavenge smaller ones more efficiently.
The accumulation mode consisted of particles ranging between 50 and 500 nm in dm. Even though
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the number size distributions for the BrC aerosols generated at over 240 °C simultaneously showed
both the nucleation and accumulation modes, accumulation mode particles larger than dm=50 nm
were size-selected for these ρeff measurements.
Effective density and mass-mobility relationship of nascent aerosol
Figure 1.14 shows the ρeff of nascent BrC aerosols emitted from smoldering combustion at different
temperatures, plotted as a function of their dm. For non-spherical particles, the ρeff tends to decrease
with increasing dm.62, 63, 69, 102, 103 However, the magnitude of ρeff measured in this study was nearly
constant for all dm, but it varied with ignition temperatures. This suggests that with higher rates of
energy transfer into the fuel bed, emitted particles will contain denser constituents. This is
consistent with the observation above that a higher ignition temperature will preferentially emit
smoldering products rather than lightweight volatilization products. This observation agrees with
previous findings that place the onset of peat pyrolysis at ignition temperatures between 250 and
300 °C.70, 104 The average ρeff of 0.85 ± 0.03 and 0.97 ± 0.05 g cm-3 for the particles generated at
180 and 240 °C smoldering temperatures were clearly lower than those of 1.19 ± 0.04 and
1.18 ± 0.04 g cm-3 for the particles generated at 300 and 360 °C. The average ρeff of BrC generated
at over 300 °C is smaller than the reported ρeff values of 1.47-1.72 g cm-3 for HULIS, FA, and
HA49, 86.
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Figure 1.14. The effective densities (ρeff) of nascent brown carbon aerosols, emitted at ignition temperatures of 180,
240, 300, and 360 °C, as a function of their mobility diameter (dm). Values are averages from three replicate
experiments and error bars represent one standard deviation.

Figure 1.15 shows the mass-mobility exponent Dm of BrC aerosols for the smoldering combustion
temperatures, calculated as the slope of the linear regression of mp(dm) in log-log space. The Dm
values for these experiments is a constant value of 3.0 regardless of ignition temperature,
indicating that the particles are homogeneous and free of internal voids. Indeed, electron
microscopy of particles gathered during this study show a nearly spherical, homogeneous
morphology. It is possible that these particles belong to the subset of BrC aerosols known as tar
balls10, 85. High carbon-oxygen molar ratios of these particles as measured by XPS analysis further
corroborates this hypothesis. The spherical morphology, along with the constant Dm of 3.0, leads
us to conclude that the ρeff of these particles is in fact their true density.
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Figure 1.15. Calculation of the mass-mobility exponents Dm of nascent brown carbon (BrC) aerosols. Dm is the slope
of the linear regression in log-log space, and for all ignition temperatures the value was 3.0. Values are averages from
three replicate experiments and error bars represent one standard deviation.

Effective density and mass fraction remaining of thermally volatilized aerosol
Figure 1.16 shows the ρeff values and MFRs of BrC aerosols after partial volatilization by the
V-TDMA. Table 1.8 summarizes the average values and standard deviations of measured ρeff as a
function of temperature inside the heating section of the V-TDMA. When heated in the V-TDMA,
the particle mass remaining after thermal volatilization showed a higher average ρeff value for
particles emitted at 260 °C smoldering temperature compared to those from 220 °C smoke. There
was an increasing trend in ρeff observed for particles emitted at smoldering temperatures of both
220 and 260 °C until a V-TDMA volatilization temperature of 120 °C. Higher than this V-TDMA
volatilization temperature, the average ρeff appeared to slightly decrease. The absence of data points
between 57 and 248 °C makes it difficult to determine the maximum of the curve. This curve could
imply some nonuniformity in the distribution of mass within the particles, or that the thermal
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volatilization process at higher temperatures is altering the chemical constituents. Nevertheless,
the average ρeff values observed for the volatilization range were remarkably uniform.

Figure 1.16. The average effective densities (ρeff) and average mass fractions remaining (MFR) of brown carbon
aerosols as a function of heating temperature in the volatile tandem differential mobility analyzer (V-TDMA). The
circles and squares correspond to smoldering combustion temperatures of 220 and 260 °C, respectively. Dashed lines
connect the MFR values, while the solid lines connect the measured ρeff of the devolatilized particle mass. Values are
averages from five replicate experiments (four for 249 °C) and error bars represent one standard deviation.

Table 1.8. The average effective densities (ρeff) and average mass fractions remaining (MFR) of volatilized brown
carbon (BrC) aerosols as a function of heating temperature in the volatile tandem differential mobility analyzer
(V-TDMA). The values reported for ρeff also includes the standard deviation.

Heating Temperature inside V-TDMA
23 °C (Room Temperature)
60 °C
120 °C
250 °C
Average

220 °C
ρeff (g cm-3)
0.85 ± 0.00
0.89 ± 0.00
1.02 ± 0.01
0.85 ± 0.01
0.90 ± 0.00
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MFR
1.00
0.65
0.07
0.02

260 °C
ρeff (g cm-3)
1.10 ± 0.01
1.12 ± 0.01
1.15 ± 0.01
0.99 ± 0.03
1.10 ± 0.02

MFR
1.00
0.79
0.30
0.07

In Figure 1.16, the MFR curve corresponding to particles emitted from 220 °C ignition decreases
faster than those from 260 °C. At 120 °C volatilization temperature, particles emitted from 220 °C
ignition had an MFR approaching 7%, while around 30% MFR was observed for particles emitted
from 260 °C ignition. The initial diameters for both sets of particles were the same, approximately
200 nm. From this observation, it can be qualitatively concluded that the organic materials
constituting the nascent particles emitted at 220 °C are more volatile in comparison to those
emitted at 260 °C.
In conclusion, the ρeff of BrC primary aerosols emitted from smoldering peat combustion are
remarkably uniform as a function of particle size and volatile fraction removed. This constant
value implies homogeneous internal composition for these particles and the absence of any coreshell type of internal structures, or if such a structure exists, that the core and shell materials have
equal densities. This is the case even though condensing material is contributing to particle mass
at the time of sampling, suggesting that condensing material is similar in density to the original
particle material. The mass-mobility exponent of these particles was a constant 3.0, suggesting the
morphology of these particles to be spherical, an observation consistent with previous work on
spheres and tar balls from smoldering biomass burning both in laboratory settings and field studies.
Future studies need to be conducted to investigate the effects of atmospheric processing on ρeff of
these particles.
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Chapter 2: Retrieving the Aerosol Complex
Refractive Index using PyMieScatt: A Mie
Computational Package with Visualization
Capabilities
The contents of this chapter have been adapted from the following publication:
Sumlin, B. J.; Heinson, W. R.; Chakrabarty, R. K., Retrieving the aerosol complex refractive
index using PyMieScatt: A Mie computational package with visualization capabilities. J. Quant.
Spectrosc. Radiat. Transfer 2018, 205, 127-134.
This chapter uses some Python-specific terminology. A glossary of Python terms can be found at
https://docs.python.org/3/glossary.html.

Abstract
The complex refractive index m=n+ik of a particle is an intrinsic property which cannot be directly
measured; it must be inferred from its extrinsic properties such as the scattering and absorption
cross-sections. Bohren and Huffman called this approach “describing the dragon from its tracks”,
since the inversion of Lorenz-Mie theory equations is intractable without the use of computers.
This chapter describes PyMieScatt, an open-source module for Python that contains functionality
for solving the inverse problem for complex m using extensive optical and physical properties as
input, and calculating regions where valid solutions may exist within the error bounds of laboratory
measurements. Additionally, the module has comprehensive capabilities for studying
homogeneous and coated single spheres, as well as ensembles of homogeneous spheres with userdefined size distributions, making it a complete tool for studying the optical behavior of spherical
particles.
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2.1 Introduction
Craig Bohren and Donald Huffman’s (B&H1) FORTRAN codes for Lorenz-Mie (Mie hereafter)
theory2 (BHMIE) have been the foundation and inspiration for generations of computer codes
applicable to aerosol optics, written in many languages for a variety of problems. However, prior
to PyMieScatt, a comprehensive collection of Mie codes was not available for Python, nor were
there any open-source codes for solving the inverse Mie problem to retrieve the complex refractive
index (m = n+ik) for a particle of known size parameter. Python (http://www.python.org) is an
open-source scripting language that is popular for scientific, mathematical, and engineering
computing. To address the lack of Mie optics software for Python, PyMieScatt, or the Python Mie
Scattering package was created. PyMieScatt is a module, similar to a library in C, and can be
included in new or existing Python applications. These codes are meant to be a tool for researchers
and can be used as either a standalone calculator or to develop custom Python scripts for
specialized research or educational purposes.
PyMieScatt evolved from efforts to translate Christian Mätzler’s collection of MATLAB scripts 3
into an open-source, platform-independent language and expand them for common problems
found in experimental aerosol optics. Where Mätzler’s work is a translation of the original BHMIE
Fortran code, PyMieScatt has been written to emphasize readability and the mathematics of Mie
Theory. Many additional components for computational work relevant to contemporary aerosol
optics have been added. PyMieScatt can:
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i.

calculate Mie efficiencies for extinction (Qext), scattering (Qsca), absorption (Qabs), radiation
pressure (Qpr), and backscatter (Qback), as well as the asymmetry parameter (g) for a single
particle in the Mie and Rayleigh regimes;

ii.

as an extension of (i), calculate coefficients (βabs and βsca, for example) using measured,
user-defined, or mathematically generated size distribution data for an ensemble of
homogeneous particles;

iii.

produce arrays for plotting the angular-dependent light scattering intensity for parallel and
perpendicular polarizations in both θ-space and q-space4 for a single particle or an
ensemble of particles;

iv.

calculate the four nonzero scattering matrix elements S11, S12, S33, and S34 as functions of
scattering angle;

v.

do (i), (iii), and (iv) for coated spheres (core-shell particles);

vi.

solve the inverse Mie problem for complex m = n+ik, given inputs of scattering,
absorption, and size parameter for a single particle, or ensemble of particles given
additional size distribution data and calculate solution regions bound by measurement
uncertainty;

vii.

as an extension of (vi), use additional measurements of backscatter efficiency (Qback) or
coefficient (βback) to constrain the inverse problem to produce unique solutions.

Points (vi) and (vii) represent the major result of this chapter. While points (i) through (v) are
useful for quickly solving common problems, (vi) and (vii) use the development of a novel method
for solving the inverse Mie problem for the complex refractive index when size parameter is known
or assumed.
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Often, m is the unknown parameter in experiments involving a particle or a distribution of particles.
Mie equations take m as an input, and so the problem of deriving it from measured data represents
an inverse problem that is inconvenient to solve without the use of computers. Aerosol optics
experiments frequently involve instruments designed to measure light scattering and absorption,
such as photoacoustic spectrometers5 and integrating nephelometers6 which directly measure
absorption and scattering coefficients βabs and βsca, respectively. Using Mie theory, one can
calculate these parameters directly with knowledge of the analyte’s size distribution and effective
index of refraction (where it is known or assumed that the constituent particles are spherical).
Conversely, with knowledge of optical behavior and morphology as measured by laboratory
equipment, PyMieScatt can determine m by solving this inverse problem.
Simulation of scattering and absorption by an arbitrary particle is trivial with modern computing
power and algorithms such as T-Matrix7, 8, finite-difference time-domain9, the discrete dipole
approximation10, or a Mie theory implementation of choice. However, the inverse problem,
whether it is constructed to solve for particle size, real m or complex m, is confounded by the
multidimensional parameter space the equations require. Without a direct imaging technique like
tomography, the problem must be constrained by measuring the particle morphology, making
certain assumptions about the system, or careful parameterization of variables. There are numerous
examples in the literature demonstrating the use of inversion techniques, in particular a variety of
medical applications to infer properties about the health and morphology of blood cells11-14, or to
characterize the shape of individual bacteria15-17. Previous work to invert optical measurements to
reconstruct particle properties are often constrained to the particle size and real m18, 19, or use
measurements at multiple angles to determine m11.
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We constrain the inverse problem by measuring or assuming the size of a spherical, homogeneous
particle (or size distribution of an ensemble thereof) and knowing the wavelength of light
illuminating it. Our parameter space is therefore less complex, and our method constructs an
inverse problem using measurements of scattering and absorption, which can be further
constrained by introducing backscattering efficiency, a third independent parameter.

2.2 Mathematical Foundation
Many Mie codes take wavelength and particle size information in the well-known form of the size
parameter x, a dimensionless quantity expressed as 𝑥 = 𝜋𝑑/𝜆, where d is the particle diameter and
λ is the wavelength of incident light. In this chapter, x is used in the mathematical discussion, but
the user-facing functions in PyMieScatt are written to take inputs of d and λ, since these quantities
usually come from separate instruments in experimental setups and provide a straightforward
interface to the mathematics. This section briefly details the equations used in PyMieScatt’s Mie
functions. A thorough discussion and derivation is given in Bohren and Huffman1.

2.2.1 Optical properties of homogeneous spheres
Mie calculations depend on determination of the Mie coefficients an and bn for the scattered electric
field

amplitudes.

These

are

given

by

B&H

equations

4.56-57,

though

a

more

computationally-efficient method is given by equations 4.88-89:
𝐷𝑛 (𝑚𝑥) 𝑛
+ 𝑥 ] 𝜓𝑛 (𝑥) − 𝜓𝑛−1 (𝑥)
𝑚
𝑎𝑛 =
𝐷 (𝑚𝑥) 𝑛
[ 𝑛𝑚
+ 𝑥 ] 𝜉𝑛 (𝑥) − 𝜉𝑛−1 (𝑥)

(Eq 2.1a)

𝑛
[𝑚𝐷𝑛 (𝑚𝑥) + 𝑥 ] 𝜓𝑛 (𝑥) − 𝜓𝑛−1 (𝑥)
𝑏𝑛 =
𝑛
[𝑚𝐷𝑛 (𝑚𝑥) + 𝑥 ] 𝜉𝑛 (𝑥) − 𝜉𝑛−1 (𝑥)

(Eq 2.1b)

[
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where n is an integer that indexes an infinite series and not the real component of m. The functions
Dn, ψn, and ξn are calculated from recurrence relations and remove the need to compute derivatives.
Analytically, the subscripts n go to infinity, but in practical application these series may be
truncated after 𝑛𝑚𝑎𝑥 = 𝑥 + 4𝑥 1⁄3 + 2 terms20. From x, an and bn, Mie efficiencies for extinction,
scattering, absorption, backscatter, radiation pressure, and asymmetry parameter can be calculated.
The term “efficiency” refers to a dimensionless number that relates the optical cross-section to the
geometrical cross-section.
Using inputs of m and x (as separate inputs of particle diameter and wavelength of light),
efficiencies and the asymmetry parameter are calculated as follows:
𝑛𝑚𝑎𝑥

𝑄𝑒𝑥𝑡

2
= 2 ∑ (2𝑛 + 1) Re{𝑎𝑛 + 𝑏𝑛 }
𝑥

(Eq 2.2a)

𝑛=1

(Eq 2.2c)

𝑄𝑎𝑏𝑠 = 𝑄𝑒𝑥𝑡 − 𝑄𝑠𝑐𝑎
2

𝑛𝑚𝑎𝑥

𝑄𝑏𝑎𝑐𝑘

1
= 2 | ∑ (2𝑛 + 1)(−1)𝑛 (𝑎𝑛 − 𝑏𝑛 )|
𝑥

(Eq 2.2d)
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(Eq 2.2e)
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2
𝑄𝑠𝑐𝑎 𝑥
𝑛+1
𝑛(𝑛 + 1)
𝑛=1

(Eq 2.2f)

𝑛=1

𝑄𝑝𝑟 = 𝑄𝑒𝑥𝑡 − 𝑔𝑄𝑠𝑐𝑎
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(Eq 2.2g)

For particles that are small compared to the wavelength (𝑥 = 𝜋𝑑/𝜆 ≪ 1), in what is usually called
the Rayleigh or low-frequency limit), it is faster to compute the efficiencies by appealing to some
simplifying assumptions. For sufficiently small x, one can compute efficiencies by:

𝑄𝑠𝑐𝑎

𝑄𝑎𝑏𝑠

8𝑥 4 𝑚2 − 1
=
|
|
3 𝑚2 + 2

2

𝑚2 − 1
= 4𝑥 Im { 2
}
𝑚 +2

𝑄𝑒𝑥𝑡 = 𝑄𝑠𝑐𝑎 + 𝑄𝑎𝑏𝑠

𝑄𝑏𝑎𝑐𝑘 =

3𝑄𝑠𝑐𝑎
2

(Eq 2.3a)

(Eq 2.3b)

(Eq 2.3c)

(Eq 2.3d)

𝑄𝑟𝑎𝑡𝑖𝑜 = 1.5

(Eq 2.3e)

𝑔=0

(Eq 2.3f)

𝑄𝑝𝑟 = 𝑄𝑒𝑥𝑡

(Eq 2.3g)

Alternatively, one may simplify the calculations of an and bn:
𝑚2 − 1
𝑖2𝑥 3 𝑖2𝑥 5 (𝑚2 − 2) 4𝑥 6 𝑚2 − 1
𝑎1 = ( 2
) × [−
−
+
(
)]
𝑚 +2
3
5 (𝑚2 + 2)
9 𝑚2 + 2

(Eq 2.4a)

𝑖𝑥 5 (𝑚2 − 1)
𝑎2 = −
15 2𝑚2 + 3

(Eq 2.4b)

𝑖𝑥 5 2
(𝑚 − 1)
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(Eq 2.4c)

𝑏2 = 0

(Eq 2.4d)

𝑏1 = −

54

These simplifications are practical for particles that are small compared to the wavelength (𝑥 ≪ 1,
in what is usually called the Rayleigh or low-frequency limit).

2.2.2 Optical Properties of Polydisperse Ensembles of Homogeneous Spheres
Laboratory and field experiments often involve a polydisperse distribution of particles. Optical
measurements are integrated over these distributions, and the quantities reported are the
coefficients β rather than efficiencies Q. PyMieScatt expedites this integration with separate selfcontained functions which take binned size distribution data such as one would measure with a
scanning mobility particle sizer (SMPS), and other functions capable of generating
mathematically-defined model distributions. For example, one may use the MieLognormal()
function to compute the optical properties of a k-modal lognormal distribution by specifying the
geometric means (dpg), geometric standard deviations (σg), number of particles (N∞), and
proportionality constants that allocate some fraction of N∞ to each mode. These model size
distributions do not represent real-world size distributions perfectly, as there will always be some
deviation, though for prototyping the behavior of a given system, it is widely acknowledged that
certain mathematical forms are suitable. The study of arbitrary distributions is important to aerosol
physics, and so PyMieScatt is written to allow the user to construct any particle size distribution
(or acquire one from laboratory experiments) and study its optical properties.
The analytical expression for the coefficients is
∞

𝛽𝑖 = 𝛼 ∫
0

𝜋𝑑𝑝2
𝑄 (𝑚, 𝜆, 𝑑𝑝 )𝑛𝑑 (𝑑𝑝 )d𝑑𝑝
4 𝑖
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(Eq 2.5a)

where dp (in nm) is the diameter of the particle, nd(dp) (in cm-3) is the number density of particles
of diameter dp, the subscript i represents an optical parameter (absorption, scattering, etc.). α is a
proportionality constant to convert the units in the integral to whatever units are desired for βi,
typically Mm-1. α is 106 when dp is given in nm and nd(dp) is given in cm-3.
The bulk asymmetry parameter G is calculated by the weighted average of asymmetry parameters
of individual diameters g(dp)21, 22:

𝐺=

∫ 𝑔(𝑑𝑝 )𝛽𝑠𝑐𝑎 (𝑑𝑝 )d𝑑𝑝
∫ 𝛽𝑠𝑐𝑎 (𝑑𝑝 ) d𝑑𝑝

(Eq 2.6)

2.2.3 Scattering Matrix Elements and the Scattered Field
Calculations of the scattered field intensity follow from computation of S1 and S2:
𝑛𝑚𝑎𝑥

𝑆1 = ∑
𝑛=1

𝑛𝑚𝑎𝑥

𝑆2 = ∑
𝑛=1

2𝑛 + 1
(𝑎 𝜋 + 𝑏𝑛 𝜏𝑛 )
𝑛(𝑛 + 1) 𝑛 𝑛

(Eq 2.7a)

2𝑛 + 1
(𝑎 𝜏 + 𝑏𝑛 𝜋𝑛 )
𝑛(𝑛 + 1) 𝑛 𝑛

(Eq 2.7b)

where S1, S2, πn and τn are all functions of scattering angle. The functions πn and τn are calculated
from recurrence relations. The parallel (SR), perpendicular (SL), and unpolarized (SU) intensities
can be calculated, along with the four nonzero scattering matrix elements S11, S12, S33, and S34 (see
Eqs. 2.8 and 2.9). PyMieScatt can also compute the angular scattering intensity of a distribution
of particles in either θ-space or q-space by integrating over the size distribution.
In addition to homogeneous spheres, PyMieScatt includes functions to calculate efficiencies,
scattering intensity functions, and matrix elements for coated spheres, given the diameters and
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refractive indices of both the core and shell. The computation of an and bn for coated spheres
closely follows the original BHMIE.
Calculations of the scattered field intensity follow from computation of S1 and S2, which are given
by equations Eqs. 2.7. The parallel (SR), perpendicular (SL), and unpolarized (SU) intensities are
calculated by
𝑆𝑅(𝜃) = |𝑆1 |2

(Eq 2.8a)

𝑆𝐿(𝜃) = |𝑆2 |2

(Eq 2.8b)

1
𝑆𝑈(𝜃) = (𝑆𝑅 + 𝑆𝐿)
2

(Eq 2.8c)

Additionally, from the S1 and S2 parameters, one can calculate the four nonzero scattering matrix
elements S11, S12, S33, and S34 using PyMieScatt’s MatrixElements() function:
1
𝑆11 = (|𝑆2 |2 + |𝑆1 |2 )
2

(Eq 2.9a)

1
𝑆12 = (|𝑆2 |2 − |𝑆1 |2 )
2

(Eq 2.9b)

1
𝑆33 = (𝑆2∗ 𝑆1 + 𝑆2 𝑆1∗ )
2

(Eq 2.9c)

𝑖
𝑆34 = (𝑆1 𝑆2∗ − 𝑆2 𝑆1∗ )
2

(Eq 2.9d)

2.3 The Inverse Mie Problem
PyMieScatt uses a highly visual, geometric method to invert the Mie problem and calculate m for
a single particle (given Qabs, Qsca, the wavelength, and diameter) or for an ensemble of particles
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(given βabs, βsca, the wavelength, and a size distribution). This geometric contour intersection
method visualizes various optical parameter spaces as functions of n and k and looks for
intersections in the curves defined by optical measurements, like isoclines on a topographical map.
Additionally, it contains a strictly numerical approach that borrows certain principles from the
visual technique and minimizes errors in the retrieval by brute-force iterative methods.

2.3.1 The Geometric Contour Intersection Method
The contour intersection inversion method determines the index of refraction by first computing
Qsca(n,k) and Qabs(n,k) for a given wavelength and particle diameter across a range of n and k, then
identifying the contours corresponding to measured Qsca and Qabs, and finally identifying their
intersections in n-k space. Intersections represent values of m that would produce the desired Qsca
and Qabs. Similarly, this method can also find the effective m of a size distribution of spherical
particles by computing βsca(n,k) and βabs(n,k) and following the same procedure.
Figure 2.1 illustrates the theory of this process with an idealized, unconstrained example. With
perfect, error-free laboratory equipment (errors are discussed in section 2.4.1), assume there exists
some test particle whose diameter was measured to be 300 nm, and Qsca and Qabs at 375 nm incident
light were 1.315 and 1.544, respectively. First, calculate the Qsca and Qabs surfaces over a range of
n and k (panel A, note the added contour lines to the surfaces and k plotted on a logarithmic scale
to illustrate the complex surface geometry). Then, identify the contours corresponding to
Qsca = 1.315 and Qabs = 1.544 (panel B). Finally, project those contours to n-k space and locate
their intersections (panel C, where k is plotted on a linear scale).
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Figure 2.1. A: The Qsca (left, red) and Qabs (right, blue) surfaces for a range of m with λ = 375 nm and d = 300 nm. B:
The contours where Qsca = 1.315 and Qabs = 1.544. C: The contours projected to n-k space and their intersections
identified.
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Once solutions are found, forward Mie calculations are performed, the results are compared to the
input values, and their relative errors, denoted Err(Q), are computed as

Err(𝑄𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 ) = 100% × |

𝑄𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 − 𝑄𝑖𝑛𝑝𝑢𝑡
|
𝑄𝑖𝑛𝑝𝑢𝑡

(Eq 2.10)

Solutions are displayed on the output graph along with the relative errors in both scattering and
absorption.

2.3.2 Constraining the Inverse Problem
In the previous, when only Qsca and Qabs are specified, it was shown that multiple valid solutions
of the inversion may exist. Any consideration of the inverse problem would be incomplete without
attempting to seek all solutions and evaluate them for physical meaning. For many laboratory
experiments, this may be the only practical approach. However, if an additional measured
parameter independent of Qsca and Qabs is available, then the solution may be constrained. A
favorable choice is to measure the backscatter efficiency Qback with a capable nephelometer (e.g.,
the TSI Integrating Nephelometer 3563 or Ecotech Aurora 3000). Our example particle from the
previous section was found to have Qback = 0.201. We calculate the Qback surface and project the
desired contour onto the n-k plane (Figure 2.2A, with Qback truncated above 3.0) and plot all three
parameters together to find a unique intersection of the contours at m = 1.77+0.63i, shown in Figure
2.2B. In PyMieScatt, this constraint technique is automatically applied when the user specifies
Qback in the function call.
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Figure 2.2. A: The Qback surface for a range of m with λ=375 nm and d=300 nm (left), and the contours where
Qback=0.201 (right). B: Qsca, Qabs, and Qback contours projected to n-k space and their unique intersection identified at
m=1.77+0.63i. Esca and Eabs follow from Eq. 2.1 and denote the absolute errors in the Qsca and Qabs values produced
by forward calculations using the retrieved refractive index vs. the input values of Qsca and Qabs.

In laboratory studies, it is unlikely that instruments will measure particle properties so perfectly,
and when considering errors associated with aerosol light scattering and absorption measurements
(which are commonly given as a mean and standard deviation over a given averaging time), the
refractive index will have associated error as well. Therefore, the solution in n-k space is best
represented as a region rather than a point. The visualization of these error regions is discussed in
section 2.4.
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2.3.3 The Survey-iteration Method
About 20-50% of the computing overhead for the contour intersection method is devoted to the
plotting library. If a non-visual approach is needed by a user (i.e., to include a retrieval of m in
existing programs), a faster, strictly numerical version of the contour intersection algorithm is
included in PyMieScatt, which called the survey-iteration method.
This inversion method is a brute-force, error-minimization technique similar to a steepest-descent
search. Inversion by iteration is a downhill-only algorithm that gravitates toward the solution
nearest its initial guess, and it seeks local minimum values of error per Eq. 2.10. This approach
estimates the number of solutions for a non-unique problem by first doing a coarse, rapid survey
of the scattering and absorption parameter spaces, which is essentially a restrained, low-resolution
non-geometric version of the contour intersection method.
From this, the number of distinct solutions is estimated and an initial guess of m is generated for
each intersection. The algorithm begins at an initial guess and iterates through n-k space using
small changes of n and k separately, calculating Qsca and Qabs at each step. The calculated
efficiencies are compared to the input values, and Eq. 2.1 computes Err(Qi,s), where Qi,s is the
calculated efficiency (either scattering or absorption) at step s. As error decreases, step sizes ∆n
and ∆k change depending on the magnitude of the relative error. When the calculations are close
to the correct value, step s will overshoot, error will increase, and the difference
Err(Qi,s-1) – Err(Qi,s) becomes negative. When this happens, the routine changes direction (by
multiplying either ∆n or ∆k by -1), and continues stepping. Once four such sign changes occur, the
routine reduces the step size and continues searching. Since Qsca and Qabs are both dependent on n
and k, the algorithm alternates between varying n and k several times, with the final iteration using
the smallest specified step sizes. This process is repeated for each initial guess determined from
62

the survey, and the output from each is the derived m as well as the associated errors per Eq. 2.1.
This method is faster than the contour intersection method, though its primary drawback is the
handling of the errors associated with the input values. Since the survey-iteration method is strictly
numerical, it may not accurately predict the number of allowed solutions discussed in sections
2.3.1 and 2.3.2, nor the geometry of the error-bound region discussed in section 2.4.1
The iteration phase is best described by the flowchart given in Figure 2.3. The real part of the
refractive index is treated first in the red “Scattering” loop, and then the imaginary part is treated
by the blue “Absorption” loop. The algorithm runs for each candidate m neighborhood found by
the survey.
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Figure 2.3. Flowchart describing the iteration phase of the survey-iteration algorithm. Eabs and Esca are the errors in
scattering and absorption efficiencies (or coefficients) given by Eq. 5 of the main text.
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2.4 Applications
2.4.1 Refractive Index of Atmospheric Aerosols and Handling of Measurement
Errors
Chapter 3 discusses the effects of photooxidation on the absorption properties of light absorbing
organic aerosol, or brown carbon (BrC)23. A pre-release version of PyMieScatt was used to
determine the effective refractive indices of BrC particles using βsca and βabs measurements from
integrated photoacoustic-nephelometer spectrometers at 375, 405, and 532 nm, and size
distribution measurements from an SMPS. Electron microscopy revealed their morphology to be
spherical and homogeneous. Determination of m partially motivated the development of
PyMieScatt.
Figure 2.4 follows the same procedure from section 2.3.1. Panel A shows the βsca and βabs surfaces.
In panel B, we locate the contours of 375 nm scattering and absorption measurements of
βsca = 5087.2 ± 361.7 Mm-1 and βabs = 858.3 ± 46.0 Mm-1, and project those contours to the n-k
plane. In panel C, we locate their intersection and find the effective m = 1.576 + 0.029i. Unlike the
fantasy in section 2.3, laboratory measurements have an associated uncertainty. This is often
reported as the standard deviation of a time-averaged signal, or in the case of physical
measurement, the degree of spread in a transfer function. This uncertainty propagates to the
retrieval of m and is analytically daunting to compute. PyMieScatt assumes the physical
measurements are accurate and treats errors in optical measurements by visually identifying
regions of allowed m as patches of red (indicating the error associated with scattering) and blue
(absorption). Where the regions overlap are areas of allowed m, where valid solutions within
measurement error may exist. This is a strength of the visual method, since not only can one see
where solutions may be found, it is also clear where they may not.
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Figure 2.4. A: The βsca (left, red) and βabs (right, blue) surfaces for a range of m for a size distribution illuminated at
λ=375 nm. B: The contours of measured βsca = 5087.2 ± 631.7 Mm-1 and βabs = 858.3 ± 46.0 Mm-1. C: The contours
projected to n-k space and their intersection identified at m = 1.576 + 0.029i. The shaded regions denote the errors
associated with measurements. The overlapping red and blue regions indicate where a valid solution within
measurement error may exist. Esca and Eabs follow from Eq. 5 and denote the absolute errors in the βsca and βabs
values produced by forward calculations using the retrieved refractive index vs. the input values of βsca and βabs.
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2.4.2 Extending the Analysis to Verify a Single Solution
It was shown in section 2.3.1 that it is possible for Mie theory inversions to have multiple solutions
when only two inputs are given, and it is reasonable to ask whether inversions in laboratory studies
are yielding the “correct” solution. PyMieScatt’s graphical inversion method shows that a
polydisperse ensemble of aerosol is likely to have a single physically valid solution, without the
need for an additional measured parameter. For atmospheric aerosol, n and k have been observed
in the range of 1.3 to 2.0 and 10-9 to 1.0, respectively24. For the sake of illustration, the analysis of
the previous example is extended to evaluate n in the range of 1.0 to 20 while constraining k to
between 10-3 and 1.0. The result is given in Figure 2.5. The measurement error regions begin to
overlap around n = 5 and major contours intersect several times at m = 8.417+0.027i, 8.840+0.025i,
8.941+0.026i, 9.592+0.027i, and 9.897+0.027i. However, only the solution at m = 1.576+0.029i
can be considered valid based on our knowledge of the particles in question. This solution is not
unique in the mathematical sense, but is the only one that is consistent with physical intuition.
Therefore, βback may not be required to obtain a valid, constrained calculation of m in a laboratory
setting for a polydisperse ensemble of particles.
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Figure 2.5. The contour intersection inversion method applied to an extended range of n from 1.0 to 20.0. The valid
solution occurs at m = 1.576 + 0.023i as before, though several extraneous solutions appear between n = 8 and 10.
The shaded regions denote the errors associated with measurements, and we have removed some annotations for
clarity.

2.4.3 The Vanishing Degenerate Solutions
In sections 2.3.1 and 2.4.1, it was demonstrated that with measurements of only Qabs and Qsca, the
inverse Mie problem for single particles may have multiple solutions, while for a size distribution
and measurements of βabs and βsca, the realistic solution is likely unique (within reason for
atmospheric aerosol). Extraneous solutions vanish when we move from a single particle to an
ensemble. It is natural to wonder what mechanism governs this transition, and PyMieScatt’s
visualization capabilities were used to study this phenomenon.
Consider a δ-distribution of 106 particles cm-3, each 300 nm in diameter, with m = 1.60+0.36i. This
δ-distribution can be considered the limiting case of a lognormal distribution with dpg = 300 and
σg = 1. As σg increases from 1.0 to 2.0, the distribution behaves like a typical ensemble of aerosols.
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Figure 2.6 shows the βsca and βabs surfaces at several values of increasing σg, along with the particle
size distribution and the solution for m in n-k space produced by the contour intersection inversion
method. Note that the shape of the βabs surface remains mostly constant throughout, while the βsca
surface undergoes the most change. The local minimum around m = 2.60+0.40i lifts and flattens
as σg increases. By σg ≈ 1.177, the global minimum responsible for the extra solutions has already
lifted above the measurement contours. In this case, it is the scattering behavior of the system that
dictates the transition to a unique solution. Other systems may behave similarly.

Figure 2.6. The effects on the βabs (blue) and βsca (red) contours in n-k space as σg increases.

69

2.4.4 Comparisons and Timing
Python includes simple timing libraries that facilitate benchmarking. The following tests were
performed on a personal computer with an Intel Core i5-6300U (2.4 GHz clock speed) and 8 GB
of RAM, typical of a modern personal computer. Three functions were tested: MieQ(),
RayleighMieQ(), and Mie_Lognormal(). MieQ() calculates efficiencies directly using Mie theory,
while RayleighMieQ() simplifies the calculations for particles small compared to the wavelength
(𝑥 = 𝜋𝑑⁄𝜆 ≪ 1), and Mie_Lognormal() computes the Mie coefficients, which are efficiencies
integrated over a size distribution. Table 2.1, while not an exhaustive, machine-agnostic
comparison, shows two examples and illustrates the difference in computing overhead required.
Table 2.1. Examples of solutions found and time required by each algorithm when analyzing a random system.
Method
Single
Particle
Size
Distribution

Contour intersection
Survey-iteration
Contour intersection
Survey-iteration

Solutions
found
5
5
1
1

Run time (s)
2.343
1.485
81.660
38.316

For the tests, inputs are completely randomized across all input parameters. MieQ() and
RayleighMieQ() were performed with 105 separate sets of randomized input parameters, while
Mie_Lognormal() was given 100 separate randomized size distributions of 105 particles. The code
used for benchmarking was:
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>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>
>>>

import PyMieScatt as ps
import numpy as np
from time import time
d = np.random.uniform(100,1000,100000)
w = np.random.uniform(200,1000,100000)
n = np.random.uniform(1,3,100000)
k = np.random.uniform(0.0001,1,100000)
b = time()
for dd,ww,nn,kk in zip(d,w,n,k):
_q = ps.MieQ(nn+1j*kk,ww,dd)
e = time()
print("Mie:\t{s:1.2f} seconds.".format(s=e-b))
d = np.random.uniform(10,100,100000)
w = np.random.uniform(200,500,100000)
n = np.random.uniform(1,3,100000)
k = np.random.uniform(0.0001,1,100000)
b = time()
for dd,ww,nn,kk in zip(d,w,n,k):
_q = ps.RayleighMieQ(nn+1j*kk,ww,dd)
e = time()
print("Rayleigh:\t{s:1.2f} seconds.".format(s=e-b))
sigmag = np.random.uniform(1.1,2,100)
dpg = np.random.uniform(200,500,100)
w = np.random.uniform(200,500,100)
n = np.random.uniform(1,3,100)
k = np.random.uniform(0.0001,1,100)
b = time()
for ss,d,ww,nn,kk in zip(sigmag,dpg,w,n,k):
_q = ps.Mie_Lognormal(nn+1j*kk,ww,ss,d,1e5,upper=2000)
e = time()
print("Lognormal:\t{s:1.2f} seconds".format(s=e-b))

Over 105 iterations, MieQ() completed in 29.26 s (292.6 µs per iteration) and RayleighMieQ()
completed in 1.03 s (10.3 µs per iteration). Over 100 iterations, Mie_Lognormal() completed in
21.13 s (211.3 ms per iteration).
Two additional cases were tested. In the previous test, each calculation was stored to the variable
_q, and it was overwritten each time a new calculation was performed. When omitting the need to
even temporarily store the result (and all inputs and iteration counts the same), MieQ() and
RayleighMieQ() completed 105 iterations in 24.75 and 0.81 s, respectively, and Mie_Lognormal()
completed 100 iterations in 18.77 s.
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When the results of individual calculations are stored in lists, MieQ() and RayleighMieQ()
completed 105 iterations in 26.31 and 0.87 s, respectively, and Mie_Lognormal() completed 100
iterations in 20.65 s. Memory usage is inconsistent due to the way Python allocates memory for
lists, and is not reported here.

2.5 Concluding Remarks
This chapter concludes by briefly comparing PyMieScatt to other Python implementations of Mie
theory. Mie theory has previously been implemented in Python, but not to the level of
sophistication of this library. Table 2.2 summarizes the features of several Mie codes available
online. In addition to the Mie inversions, PyMieScatt contains over twenty functions for Mie
efficiencies of homogeneous particles and core-shell particles; wavelength, diameter, and size
parameter ranges; angular scattering functions for single or size distributions of homogeneous
particles, as well as single core-shell particles; and functions for arbitrary size distributions,
including mathematically-generated k-modal lognormal distributions.
Table 2.2. Features of Python Mie codes found online.

Homogeneous Sphere
Coated Sphere
Lognormal Distribution
Arbitrary Distribution
Parameter Ranges
Angular Functions
Single-particle Inversion
Distribution Inversion
Documentation
Examples
Active Maintenance

py-mie
✓†
✓†
unimodal

Pymiecoated
✓††
✓††

bhmie.py
✓†

✓*

✓**

limited
one

†

PyMieScatt
✓‡
✓‡
k-modal
✓
✓
✓***
✓
✓
full
several
✓

Scattering, absorption, and asymmetry parameter
Scattering, absorption, and backscatter efficiencies; asymmetry parameter; backscatter ratio
‡
Extinction, scattering, absorption, and backscatter efficiencies; asymmetry parameter; backscatter ratio;
radiation pressure
*only S1 and S2 scalars as functions of a single scattering angle
**S1 and S2 arrays over range of all scattering angles
***S1 and S2 arrays over range of all or user-defined scattering angles; scattering intensity functions for polarized
and unpolarized light
††
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PyMieScatt has been applied successfully to theoretical and experimental problems. The geometric
contour intersection inversion method provides visual insight to the problem and aids in identifying
multiple solutions and evaluating them for physical validity. PyMieScatt’s code base is opensource, documented, and actively maintained. It was originally developed to aid in very specific
calculations to improve analysis of carbonaceous aerosol optical properties, but has evolved to be
a general and comprehensive set of tools.

2.5.1 Further Developments
Spherical, homogeneous aerosol represent only a fraction of total atmospheric aerosol. Other types,
such as dust aerosol, inhomogeneous organic carbon, or black carbon fractal aggregates cannot be
directly studied with Mie Theory. There are, however, other mathematical models which could
potentially be included in PyMieScatt, or written into a module of their own. Effective medium
approximation theory assumes that an inhomogeneous particle (a dust aerosol with air-filled
inclusions, for example) has a homogeneous counterpart with similar optical properties25. The
Maxwell-Garnet mixing rule is a candidate for including in PyMieScatt in a limited manner, which
can model the scattering and absorption behavior of an aerosol given that the size and number of
its internal inhomogeneities are limited to a certain threshold26.
Source code availability
Source code for PyMieScatt is available at https://github.com/bsumlin/PyMieScatt. The
experimental setup used for the example in section 2.4.1 is discussed in chapter 3. As PyMieScatt
is continually updated, there may be some minor differences in syntax between this chapter and
the

current

version.

Complete,

up-to-date

https://pymiescatt.readthedocs.io/en/latest/.
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documentation

is

available

online

at
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Chapter 3: Atmospheric Photooxidation
Diminishes Light Absorption by Primary
Brown Carbon Aerosol from Biomass
Burning
The contents of this chapter have been adapted from the following publication:
Sumlin, B. J.; Pandey, A.; Walker, M. J.; Pattison, R. S.; Williams, B. J.; Chakrabarty, R. K.,
Atmospheric photooxidation diminishes light absorption by primary brown carbon aerosol from
biomass burning. Environ. Sci. Technol. Letters 2017, 4, (12), 540-545 (Cover Article).

Abstract
Light absorbing organic aerosols, optically defined as brown carbon (BrC), have been shown to
strongly absorb short visible solar wavelengths and significantly impact Earth’s radiative energy
balance. There currently exists a knowledge gap regarding the potential impacts of atmospheric
processing on the absorptivity of such particles generated from biomass burning. Climate models
and satellite retrieval algorithms parameterize the optical properties of BrC aerosols emitted from
biomass burning events as unchanging throughout their atmospheric lifecycle. Here, using contactfree optical probing techniques, we investigate the effects of multiple-day photochemical oxidation
on the spectral (375-532 nm) optical properties of primary BrC aerosols emitted from smoldering
combustion of boreal peatlands. We find the largest effects of oxidation in the near-UV
wavelengths, with the 375 nm imaginary refractive index and absorption coefficients of BrC
particles decreasing by ~36% and 46%, respectively, and an increase in their single scattering
albedo from 0.847 to 0.898. Based on simultaneous chemical characterization of particles, we infer
a transition from functionalization to fragmentation reactions with increasing photooxidation.
Simple radiative forcing efficiency calculations show the effects of aging on atmospheric warming
attributed to BrC aerosols, which could be significant over snow and other bright surfaces.
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3.1 Introduction
On a global scale, organic aerosols (OA) constitute a large fraction (20-90%) of the tropospheric
submicron particulate matter burden1, 2. The optical properties of these particles are often
parameterized by their effective complex refractive indices (m=n+ik), and in climate models the
real component n is assumed to dominate OA optical behavior, driving atmospheric cooling
associated with OA negative direct radiative forcing (DRF). The positive DRF (warming effects)
of light-absorbing black carbon (BC) aerosols helps offset negative DRF from OA scattering. In
recent years, there has been mounting observational evidence of light-absorbing OA, optically
defined as brown carbon (BrC), prevalent in substantial amounts in the atmosphere that could
offset the magnitude of OA’s negative DRF3, 4. Constraining the light absorption properties of BrC
aerosols for inclusion in models poses a significant challenge for the atmospheric climate change
community. BrC aerosols have a nonzero imaginary part k of its refractive index that increases
toward shorter visible and ultraviolet (UV) wavelengths, resulting in an absorption Ångström
exponent much larger than one5, 6. Variability in k values for BrC aerosols is large; studies have
suggested that in addition to the different BrC emission sources, atmospheric processes such as
photooxidation, photobleaching and volatilization could be playing major roles in explaining this
large variability3,7.
The low-temperature, flameless smoldering phase of biomass burning (BB) is a dominant emission
source of primary BrC6, 8, and this aerosol constitutes up to two-thirds of the global primary OA
budget9-11. The chemical composition of primary BrC is complex and dependent on the fuel type
and smoldering temperature. Previous BrC-related studies have focused on characterizing the
optical properties of fresh aerosol emissions from BB, humic-like substances (HULIS), and
secondary aerosol produced by photooxidation of organic precursors3. Only a few recent studies
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have partially investigated the effects of atmospheric processing, i.e., photobleaching12-14 and
volatilization,7 on the bulk absorption characteristics of BrC particles, while others focused on
atmospheric processing of flaming and mixed-phase combustion15. The influence that atmospheric
transport and processing could exert on key BrC optical properties – single scattering albedo (SSA)
and k – necessary for investigating the DRF life-cycle of these particles in climate models remain
poorly understood. In the simplest form, atmospheric processing involves oxidation by ozone (O3)
and the hydroxyl radical (OH) in the presence of UV light. In this letter, we attempt to address this
understudied phenomenon by subjecting primary BrC to accelerated oxidation. We report our
findings on the effects of photochemical aging up to 4.5 equivalent atmospheric days on the
spectrally-resolved optical properties primary BrC aerosols generated from laboratory-scale BB.

3.2 Experimental Methods
The biomass fuel used to generate BrC aerosols was peat collected during 2016 from an interior
boreal forest near Tok, Alaska (63.32° N, 143.02° W), a region dominated by black spruce (Picea
mariana). Notably, smoldering of peatlands has been ongoing year-round in this collection site.
Smoldering forest fires in the Boreal region have been shown to be the largest contributor to OA
emissions, contributing between 46 and 72% of all carbon emissions in a given year16. Chakrabarty
et al. have shown that smoldering Alaskan and Siberian peat emissions contain BrC aerosols with
no BC component8. It is noteworthy to mention that these BrC aerosols are distinct from “tar-ball”
particles that form from pyrolysis products of BB and involves a rapid thermal transformation
process upon passing through a high-temperature flaming combustion zone17, 18.
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3.2.1 Aerosol Generation and Oxidation

Figure 3.1. The experimental setup used in this study.

Experiments were conducted during the summer of 2016 in the Aerosol Impacts and Research
Laboratory emissions and combustion chamber, a 21 m3 stainless steel chamber equipped with a
closed-loop control heating system and recirculation fan. Sphagnum peat from forests around Tok,
Alaska (63.32° N, 143.02° W) was provided by the United States Forest Service, and in this study
samples from the top three inches of forest floor were placed on a heating surface which was heated
to 200-250 °C to initiate smoldering. Sample lines were connected via ports approximately two
meters above the chamber floor. During experiments, the chamber exhaust and ventilation inlets
were closed, but sufficient ventilation to maintain pressure equilibrium with ambient entered the
chamber through a HEPA filter.
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The aerosol used in these experiments was generated by smoldering 30-50 gram samples of dried
peat (<5% moisture content) in a 21 m3 combustion chamber. Emitted smoke was left to
homogeneously mix in the sealed chamber for an hour, after which the particles were sampled
continuously using a suite of instruments, namely, integrated photoacoustic-nephelometer (IPN)
spectrometers, which were described in chapter 1, TSI Scanning Mobility Particle Sizer (SMPS;
model 3082. TSI., Inc., Shoreview, MN), Potential Aerosol Mass (PAM; model 001, Aerodyne
Research, Inc., Billerica, MA) reactor19, 20, and an Aerodyne high-resolution time-of-flight aerosol
mass spectrometer (HR-ToF-AMS; AMS hereafter)21, 22. A diffusion dryer removed excess water
from the sample stream and a PM1 cyclone removed all particles larger than 1 µm.
3.2.2 Potential Aerosol Mass Reactor
The PAM reactor is a 13.3 liter oxidation flow-tube reactor (OFR) designed to mimic atmospheric
aging, on time scales of a few hours to several days, by subjecting gasses and aerosols to
accelerated atmospheric photochemistry.19 The PAM reactor’s OH exposure (OHexp, molec cm-3 s)
was calibrated using an offline method that relates oxidant exposure in the PAM reactor to an
equivalent real-atmosphere oxidant exposure23. Here, the term “PAM-equivalent days” (PED) is
used to describe the equivalent atmospheric aging time, a parameter used to represent the amount
of time an aerosol would spend in the real atmosphere to reach the same level of OHexp it
experiences in the PAM19, 24. PED is related to OH exposure by a pseudo-first order rate form to
describe the reaction of SO2 with OH, based on an average atmospheric OH concentration of
1.5×106 molec cm-3. Table 3.1 summarizes the four experiments conducted with the PAM chamber
set to different OHexp levels to mimic a range of atmospheric processing time scales.
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Table 3.1: Summary of the four experiments in this study. RH and temperature values are averages and standard
deviations from the duration of a given experiment.

Experiment #
1
2

Fuel
Alaskan Peat, <10%
Moisture Content
Alaskan Peat, <10%
Moisture Content

3

Alaskan Peat, <10%
Moisture Content

4

Alaskan Peat, <10%
Moisture Content

PAM Mode and Conditions
OFF (no oxidation)
0 PED
OFR 254 – 2.5 µW cm-2,
1.2×1011 molec sec cm-3
~1 PED
OFR 254 – 27.6 µW cm-2,
3.8×1011 molec sec cm-3
~3.5 PED
OFR 254 – 62.9 µW cm-2,
5.6×1011 molec sec cm-3
~4.5 PED

RH and Temperature of
Sample Streams
26.26 ± 0.10 %RH
24.92 ± 0.11 °C
28.47 ± 0.60 %RH
24.37 ± 0.11 °C
19.24 ± 0.09 %RH
25.27 ± 0.05 °C
23.42 ± 0.14 %RH
25.04 ± 0.07 °C

While the concept of PAM refers to the aerosols generated by oxidizing precursor gasses, this
study focuses on the oxidation of BrC particles generated by biomass combustion. Gas-phase
precursors were removed from the sample flow upstream of the PAM reactor by passing the flow
through two parallel plate carbon sheet denuders (Sunset Laboratory, Inc., Tigard, OR) in series,
discussed below. Excess ozone was removed from the sample stream after the PAM with a
diffusion denuder packed with Carulite (Carus Corporation, Peru, IL).
The PAM reactor is equipped with ultraviolet lamps emitting at 185 and 254 nm. The output of
each set of lamps is independently controlled by means of adjusting the voltage to the ballast. The
reactor operates in one of two modes: in OFR254 mode, only the 254 nm UV lamps are activated
and no ozone is produced in the reactor. In OFR185 mode, both sets of lamps are activated and the
chamber makes its own ozone. Output is monitored by a TOCON C6 photodiode. To minimize
the risk of photolysis reactions of the primary particles, this work was done exclusively in OFR254
mode with external O3 and humidified ultra-high-purity N2 were supplemented to drive OH
production. The O3 was generated by 185 nm photolysis of ultra-high-purity O2. The sample
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stream moved through the PAM at a flowrate of 5 liters per minute for a plug flow residence time
of 160 seconds.
Peng et al. (2016) presented modeling studies of non-OH chemistry to determine “safe” and
“risky” operating regimes of OFRs such as the PAM25. The quantity F254/OHexp, where F254 is
the exposure to 254 nm photons, is the parameter that dictates the fractional importance of
photolysis rate. In this study, we calculated F254/OHexp and arrived at values of 0, 4.26×103,
1.49×104, and 2.30×104 cm s-1 for 0, 1, 3.5, and 4.5 PED, respectively. According to Figure 2 of
Peng et al. (2016), photolysis at these values of F254/OHexp is negligible. Using the maximum
irradiance value (2.30×104 cm s-1 corresponding to 4.5 PED) along with other appropriate
experimental parameters such as initial O3 concentration, the OFR Exposure Estimation
spreadsheet (version 2.3, found at https://sites.google.com/site/pamwiki/hardware/estimationequations) was used to calculate the VOC fate for acetylacetone, toluene, and glyoxal in OFR254
mode. The VOC fate (fate by non-OH reactant / (fate by non-OH reactant + fate by OH)) at 4.5
PED was 7%, 1%, and 0% for acetylacetone, toluene, and glyoxal, respectively. These values are
very minor to minor on a qualitative scale of “very minor”, “minor”, “significant”, or “dominant”.
Additionally, O(1D) and O(3P) reactants for the three compounds mentioned were all 0%, given
qualitatively as lower than or comparable to ambient value. The VOC fate with O3 is 98%, 60%,
and 11% for the three compounds above, values that are all comparable to ambient. It was therefore
concluded that the primary transformative mechanism was indeed oxidation and not 254 nm
photolysis.
Four sets of experiments were conducted with the PAM reactor used at different OH
concentrations to mimic a range of heterogeneous atmospheric oxidation time scales for primary
BrC particles up to several days (see Table 3.1). In recent years, these reactors have found
82

extensive use to artificially age particles by subjecting them to high concentrations of atmospheric
oxidants and strong UV light. Aging time in the PAM is determined from an offline calibration
method that relates oxidant exposure (OHexp, molec cm-3 s) to an equivalent real-atmosphere
oxidant exposure23. During oxidation experiments involving BB emissions, competing reactions
with volatile organic compounds (VOCs) could potentially deplete OH concentrations by
converting OH to HO220,

26, 27

, and the parallel-plate denuders discussed above were used to

minimize their intrusion into the PAM. However, there were no direct gas-phase measurements
available to measure the removal efficiency of VOCs or to examine any particle-to-gas partitioning
in the PAM. The best proof of the efficacy of the denuders is the size distribution data (Figure 3.3)
which showed no nucleation mode that would indicate the presence of gas-phase VOCs oxidizing
in the PAM and forming secondary organic aerosol (SOA). Therefore, calculations neglect any
interferences that could occur between OH and VOCs in the PAM, and our study focuses solely
on the oxidation of primary BrC particles.

3.2.3 Instrumentation
After the PM1 cyclone, the sample stream was fed into a 208-liter mixing volume (McMaster-Carr
part 4392T47). This mixing volume was given sufficient makeup flow from a zero-air generator
(model 737, Adaco, Inc., Cleves, OH) to meet the flow requirements of all instruments used in this
study. Sampling took place directly from the mixing volume from ports connected to the
circumference of the barrel at half the barrel height. The residence time distribution for the
experimental setup was measured, and from this information we determined that one hour after
ignition was the optimal time frame to begin data collection.
Three IPN spectrometers (the same described in Chapter 1) operating at 375, 405, and 532 nm,
were used to measure in situ real-time light absorption and scattering coefficients (βabs and βsca).
83

All optical measurements were averaged over five-minute intervals and used with time-correlated
number size distribution measurements of the SMPS to determine the complex index of refraction
of the particles using Lorenz-Mie (LM) theory inversion algorithms, described in Chapter 2. All
reported average values (± one standard deviation) were determined from these aggregate
measurements and verified with repeat burns.
Aerosol Mass Spectrometer
The composition of submicron, non-refractory BrC was measured in the high-resolution time-offlight aerosol mass spectrometer (HR-ToF-AMS, AMS hereafter) section of a thermal desorption
aerosol gas chromatograph – aerosol mass spectrometer (TAG-AMS)22,

28-30

. The biomass

combustion emissions were focused through a series of aerodynamic lenses, and the particulate
matter was rapidly vaporized at 600 °C. Throughout this study, the AMS was operated in V-Mode,
and mass spectra were collected at a rate of 1 min-1. HEPA-filtered measurements were obtained
to subtract CO2(g) interference at m/z 44.
Data analysis was conducted using standard AMS software: SQUIRREL v1.57I and PIKA v1.16I
for unit mass resolution and high-resolution analysis, respectively. As in previous studies, a
collection efficiency of 1 was assumed due to the high fraction of OA in the submicron aerosol27.
Instrumental drift was accounted for by tracking the decrease in the airbeam signal over the
duration of the study. High resolution analysis was used to generate elemental composition data,
from which we calculated the hydrogen-carbon (H:C) and oxygen-carbon (O:C) molar ratios. The
TAG-AMS utilizes a quadrupole filter to remove ions less than 10 m/z to prevent the helium carrier
gas from entering the MS chamber which in turn prevents quantification of H+ in the elemental
analysis, thereby biasing the calculated H:C ratio31. Elemental ratio calculations based on
Canagaratna et al. (2015) found that H+ fragments form from dehydration reactions, though they
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conclude that this would have minimal impact on H:C values (approximately 3% error)31. This
error seems to have some dependence on the aerosol composition. The H:C and O:C values
reported in this work are averages from an entire experiment, since the values did not fluctuate
appreciably. Table 3.2 gives the H:C and O:C ratios along with their standard deviations.
Table 3.2: O:C and H:C ratios (average ± one standard deviation) for the four experiments in this study.
PED
0
1
3.5
4.5

O:C
0.34 ± 0.01
0.35 ± 0.01
0.35 ± 0.01
0.40 ± 0.01

H:C
1.91 ± 0.02
1.92 ± 0.01
1.93 ± 0.01
1.94 ± 0.01

The spherical and homogeneous composition of BrC particles from peat fires6, 8 (Figure 3.2)
justified the use of LM theory to retrieve their refractive indices.

Figure 3.2. SEM micrograph of a brown carbon aerosol particle sampled during this study. BrC aerosols are nearly
spherical and amorphous in internal composition.
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Size Distributions, Relative Humidity, and Temperature
An SMPS, comprised of a TSI Classifier model 3082, Differential Mobility Analyzer model 3081
and Condensation Particle Counter model 3787, measured size distributions, relative humidity
(RH), and temperature at five-minute intervals during all experiments. The size distributions
measured at the barrel were the same distributions measured by the IPN spectrometers to ensure
the Mie codes had valid inputs. The size distribution evolution is given in Figure 3.3.
RH and temperature were shown to be consistent across a given experiment, as shown in Table
3.1 in section 3.2.2. The diffusion dryer reduced the RH in the sample stream to 26.26 ± 0.10%,
28.47 ± 0.66%, 19.24 ± 0.09%, and 23.42 ± 0.14% for 0, 1, 3.5, and 4.5 PED, respectively.

Figure 3.3: Aerosol size distributions measured in each of the four oxidation experiments. Scan times correspond to
the sampling start time, with 0:00 being one hour after ignition. Each panel represents one experiment with panel titles
indicating the extent of aging in PED.
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3.3 Results and Discussion
Figure 3.4 shows the decrease in near-UV BrC light absorption upon atmospheric aging, indicated
by a decrease in the imaginary refractive index k and complemented by an increase in SSA, the
ratio of scattering to total extinction. At 532 nm, k remains nearly constant within measurement
uncertainty across the aging range, while at 375 nm, k decreases from 0.029 ± 0.001 to
0.019 ± 0.001. At 375 nm, SSA increased from 0.852 ± 0.005 to 0.898 ± 0.005, while at 405 nm,
change in SSA upon maximum aging was ~0.013. At 532 nm, the change in SSA with aging was
~0.001 (Table 3.3).
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Figure 3.4. A: The imaginary part k of the index of refraction decreases in the UV as particles age, indicating that the
particles are losing their ability to absorb at shorter wavelengths. B: Single-scattering albedo, the ratio of scattering to
total extinction is shown to be nearly constant within error bars until later stages of aging. Error bars indicate ±1
standard deviation.

Table 3.3: Tabulated results from LM theory inversions for the effective complex refractive index, along with SSA
directly from IPN spectrometers. Errors are one standard deviation.
λ

375

405

532

PED
0

n
1.59 ± 0.027

k
0.0295±0.001

SSA
0.852±0.005

1

1.55 ± 0.012

0.029±0.002

0.859±0.016

3.5

1.51 ± 0.01

0.027±0.002

0.864±0.009

4.5

1.50 ± 0.01

0.019±0.001

0.898±0.005

0

1.57 ± 0.02

0.010±0.000

0.946±0.002

1

1.53 ± 0.01

0.010±0.001

0.947±0.005

3.5

1.46 ± 0.01

0.011±0.001

0.942±0.003

4.5

1.53 ± 0.02

0.008±0.001

0.959±0.003

0

1.46 ± 0.04

0.001±0.000

0.991±0.001

1

1.53 ± 0.01

0.002±0.000

0.990±0.001

3.5

1.54 ± 0.01

0.002±0.000

0.991±0.001

4.5

1.53 ± 0.01

0.001±0.001

0.992±0.002
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Figure 3.5 places these findings on k in the context of past findings involving BrC aerosol
production from BB, HULIS, and secondary organic material (SOM) produced by photooxidation
of organic precursors3. Values for k found in this study are comparable with those previously
reported for BB aerosols6, 32 and HULIS33. However, the trends observed in the wavelengthdependence of k follow those of anthropogenic and biogenic SOM produced from the
photooxidation of toluene, α-pinene, and limonene, as well as fulvic acid. Not shown in this figure
are 405 nm refractive indices from Lambe et al.34 for SOA generated from naphthalene, guaiacol,
JP-10, and α-pinene as a function of O:C ratios. They reported that k increased from 1.9×10-4 to
3.6×10-3 corresponding to an increase in O:C from 0.4 to 1.3. Contrary to their findings, we find k
values of primary BrC particles to decrease from 9.8×10-3 to 7.5×10-3 at 405 nm corresponding to
an increase in O:C from 0.34 ± 0.01 (fresh emissions) to 0.40 ± 0.01 (4.5 PED). Hearn et al. 35
noted differences in reaction pathways and products from various oxidation processes from gasphase versus condensed phase reactions which may in part explain differences observed in this
study compared to the homogeneous precursor oxidation study of Lambe et al. Aging studies of
primary BrC beyond O:C of 0.4 are needed to better compare these results to past studies.
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Figure 3.5. Comparison of the imaginary part k of the complex refractive index of fresh and aged BrC from this study
with previous studies. The shaded region in the figure encompasses the range of previous observations for atmospheric
BrC. The trends observed in the wavelength-dependence of primary BrC aerosol from smoldering combustion follow
those of anthropogenic and biogenic secondary organic material (A-SOM and B-SOM, respectively) created from the
photooxidation of various organic precursors, as well as BrC from biomass burning observed by Chakrabarty (upsidedown orange triangles), Lack (orange triangles), and Cappa (orange circles). Adapted and reprinted from Liu et al. 39
and available under Creative Commons Attribution License.

The effects of oxidation processes on aerosol can be conveniently visualized with van Krevelen
diagrams,36 which plot H:C versus O:C ratios. These diagrams track changes in H:C and O:C ratios
with photochemical processing and have been used to evaluate changes in aerosol chemical
properties in both laboratory and field studies37. Figure 3.6 shows a van Krevelen diagram of the
four experiments performed in this study. With increasing OH exposure, both O:C and H:C ratios
increase (see also Table 3.2). The range of our measured H:C are also slightly higher than those
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reported for oxidation of pure SOA precursors38. Past studies have shown that, with increasing
oxidation, H:C ratio either increase39 or decrease34 depending on the choice of precursor and
oxidant. In our case, we attribute the increase in H:C ratio to a complex oxidation mechanism
involving primary OA as a bulk material as opposed to pure precursor oxidation.35, 40-42 The
increase in O:C ratio could be attributed to the addition of oxygen-containing functional groups
rather than volatilization43.

Figure 3.6. Van Krevelen diagram of the four experiments in this study. The color indicates the theoretical maximum
OH exposure, and labels are the corresponding aging times in PED. Error bars indicate the standard deviation in the
H:C and O:C measurements.

These results indicate a clear relationship between increasing atmospheric processing and
decreasing light absorption for BrC aerosols. Chemically, this behavior could be a consequence of
the transition from functionalization to fragmentation reactions with increasing photooxidation as
reported by Kroll et al. and others29, 38, 41, 44. Fragmentation reactions reduce the size of conjugated
molecular systems and could explain why BrC loses its ability to absorb light as it ages. It has been
shown for squalane SOA that at O:C ratios of approximately 0.4, fragmentation completely
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dominates the oxidation process45. The O:C ratios for the BrC aerosols studied in this work were
in the range of 0.34 – 0.40. Although functionalization-to-fragmentation transition is highly
system-dependent, it can be inferred that the diminishment in aerosol light absorption between
3.5 – 4.5 PED could be a result of this mechanism. More detailed chemical speciation combined
with simultaneous optical characterization would be required to further explore this hypothesis.
Finally, to understand how these changes might affect radiative transfer, the effects of atmospheric
processing on BrC aerosol light absorption reduction (Figure 3.7, panel A) and clear-sky DRF
efficiency (panel B) were studied. Net 375-532 nm DRF efficiency was estimated using the clearsky air mass one global horizonal solar spectrum (AM1GH)46. The wavelength-dependent DRF
equation is:
𝑑𝐷𝑅𝐹 𝑑𝑆(𝜆)
1 − 𝑆𝑆𝐴(𝜆)
2
=
𝐷(1 − 𝐴𝑐𝑙𝑑 )𝑇𝑎𝑡𝑚
[2𝑅𝑠𝑓𝑐
2 − 𝛽 𝑆𝑆𝐴(𝜆)]
𝑑𝜆
𝑑𝜆
(1 − 𝑅 )

(Eq. 3.1)

𝑠𝑓𝑐

where dS(λ)/dλ is the solar irradiance, D is the fractional day length (0.5), Acld is the cloud fraction
(0.6), Tatm is the atmospheric transmission (0.79), Rsfc is the surface albedo (0.8 for snow, 0.19 for
ground4727-28), β is the upscatter fraction (approximately 0.17 for biomass burning BrC8) and
SSA(λ) is the SSA at a given wavelength. Three discrete wavelengths in this work, and SSA is
interpolated linearly between points. Eq. 3.1 was integrated from 375 to 532 nm to give net DRF
efficiency.
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Figure 3.7. A: Percent diminishment of βabs at 375 nm and 405 nm. Error bars are the upper and lower bounds of
Lorentz-Mie calculations using the refractive indices and their standard deviations derived in this study. B: 375-532
nm integrated direct radiative forcing (DRF) efficiency of BrC aerosols. DRF efficiency is calculated for snow (green,
positive forcing) and land (blue, negative forcing). Error bars are the upper and lower bounds of DRF efficiency
calculations using average SSA ± one standard deviation from the experiments in this study.

The aerosol absorption coefficient (βabs) depends not only on m but also on the particle number
size distribution. To separate the effects of changing m and size distribution, this analysis
investigated the combined effect of changing m and size distribution (Figure 3.8 A), and two
scenarios where m and size distribution were held constant (Figure 3.8 B and C). To isolate
changing m, number geometric mean and number geometric standard deviation were held fixed at
150 nm and 1.8, respectively. In all cases, the total number concentration was held constant at
N = 106 particles cm-3. At 4.5 PED, the BrC βabs at 375 nm decreases by ~46% for the combined
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case, ~36% when varying m alone, and ~15% when varying size distribution alone. The change in
optical properties is responsible for more than twice the βabs reduction than the changing size
distribution alone.

Figure 3.8. Percent change in absorption coefficient βabs from forward LM calculations using the optical properties
and size distributions from this study. A: the combined effect of changing m and size distribution. B: the isolated
effects of changing m only. C: the isolated effect of changing size distribution only.

The radiative forcing effect over snow (as well as other bright surfaces such as low-level clouds)
is vital to climate models, especially since this type of surface is characteristic of regions over
which boreal forest fire emissions are likely to be found. BrC aerosol contributes to positive forcing
(warming) over bright terrain throughout the atmospheric aging time scales investigated in this
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work. However, with increased atmospheric residence time from 0 to 4.5 PED, the integrated DRF
efficiency decreases by approximately 27%, from 40.4 ± 1.7 W m-2 to 29.4 ± 2.8 W m-2.
Corresponding decrease in DRF efficiency over ground is ~5%, from -4.0 ± 0.0 W m-2
to -4.3 ± 0.1 W m-2 for particle aging from fresh to 4.5 PED.
Although approximately half of the solar spectrum’s energy is distributed between 400 and
700 nm, 375-532 nm forcing represents a significant warming potential over arctic terrain,
providing additional momentum for climate imbalance. However, the change in optical properties
at longer aging time-scales imply that model-based estimates of warming due to BrC light
absorption could be overestimated. Given the ubiquity of smoldering boreal peat fires, our study
highlights the importance of including atmospheric processing effects of these aerosols to refine
climate models and satellite retrieval algorithms. Future work needs to be conducted on
investigating the effects of photooxidation on tar balls, a subset of atmospheric BrC aerosols with
k values significantly higher than those investigated in this study5, 48.
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Chapter 4: A New Multiwavelength
Integrated Photoacoustic-Nephelometer
(MIPN) Spectrometer for In Situ Analysis of
the Aerosol Light Absorption and Scattering
Coefficients
Abstract
The Multiwavelength Integrated Photoacoustic-Nephelometer (MIPN) is a field-portable, in situ,
real-time, contact-free instrument designed for laboratory and field measurements of brown carbon
(BrC) aerosol by targeting relevant wavelengths where BrC is known to absorb. The MIPN uses
two optoacoustic cavities, each equipped with scattering and absorption sensors which allow the
MIPN to simultaneously analyze an aerosol-free background which reduces all interfering
phenomena to common-mode noise which is removed upon combining measurements from the
two cells.
The MIPN includes a number of features that add value to its measurements, such as the option to
collect the analyzed aerosol on a removable filter for offline analysis. This capability allows further
connection of optical properties with physical properties (e.g., mass for mass absorption and mass
scattering cross sections) and chemical properties (e.g., thermal desorption gas chromatography
for molecular-level organic aerosol analysis).
This chapter communicates the background of photoacoustic spectroscopy and details the
motivation, design, construction, deployment, and refinement of the MIPN. Sections 4.1 and 4.2
serve as an introduction and overview of the general design, calibration, and characterization of
the MIPN. Section 4.3 highlights the specific design of the prototype MIPN v1, and Section 4.4
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documents the strengths, advantages, successes, and failures during its deployment to FIREX-AQ.
Finally, Section 4.5 documents the new design for the refined version, the MIPN v2, with
discussion of possible future refinements and applications.

4.1 Background and Motivation
Atmospheric aerosols drive global radiative transfer in two ways: they scatter light, which
contributes to atmospheric cooling, and/or they absorb light, which contributes to atmospheric
warming. The atmospheric science community broadly divides carbonaceous aerosol into black
carbon (BC) and organic carbon (OC). The absorption spectrum of BC is well-understood and has
been included in climate and radiative transfer models for decades1, 2. However, it is only recently
that the absorption spectrum of a subset of OA called brown carbon (BrC) has been studied, and
prior to this, all OA had been assumed to be purely light scattering3-8. As these models become
more refined, better measurements of aerosol optical properties are needed to provide robust input.
Photoacoustic spectroscopy and nephelometry are two techniques that have been applied to
measure these properties, but typical commercially-available instruments are limited in their data
products, either by measuring only one of these parameters or by operating at a limited number (if
not single) of wavelengths.
Photoacoustic spectroscopy has been applied to measure the aerosol light absorption coefficient
(βabs, units of Mm-1) for more than thirty years9. There have been a few successful commercial
instruments, notably the Photoacoustic Extinctometer (PAX, Droplet Measurement Technologies,
Longmont, CO) which measures aerosol light absorption and scattering at a single wavelength,
and separate models are sold with lasers at 405, 532, or 870 nm. A more recent option is the
Aerosol Absorption Monitor (Aerodyne Research, Inc., Billerica, MA) which operates at a single
(DPAS, customer-selectable wavelength) or multiple wavelengths (RGB-DPAS, 473, 532, and
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671 nm) and uses a differential method to analyze aerosol in the presence of absorbing gasses10.
The DPAS does not measure light scattering, however. Despite the availability of such commercial
instruments, most photoacoustic spectrometers that are used in the literature are bespoke
instruments, designed and constructed by the same university research groups that apply them to
atmospheric science questions. There is motivation for designing custom equipment, for example
when targeting a difficult environment with factors that may confound typical operation, such as
aboard aircraft11, 12, or when studying aerosols that have expected behavior at certain wavelengths,
such as BrC13, 14. Such customized equipment often comes at the cost of a large physical footprint,
and applying multiple instruments in a laboratory or field study comes with considerations for
power requirements, competing and nonstandard flow rates, space requirements, and other factors.
The MIPN was conceived to address these concerns and to be broadly applicable in field study
settings, where space and power are at a premium and ambient aerosol concentrations can be much
lower than in laboratory studies. It was determined early in the design process that a dual-cell
approach was desired, similar to the Aerodyne DPAS, but with a different optical arrangement and
the inclusion of scattering measurements. At the outset, several design goals were identified based
on experiences with existing equipment. The design goals and their associated challenges were:
•

Multiple wavelengths in a single beamline for spectrally-resolved measurements from a
single instrument.
o Key challenges: the trade-off between laser power and cost, and the maintenance
required to keep all wavelengths steered correctly.

•

Parallel, dual-cell measurement of an aerosol-free background to eliminate the need for
extensive zeroing and background subtraction procedures.
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o Key challenges: adequate laser power (upon splitting the beams) and ensuring the
measurement circuitry is identical for each cell.
•

MEMS microphone for enhanced SNR and better vibration isolation.

•

Active noise cancellation on the microphone circuitry, using the clean cell as the reference.

•

Self-tuning Helmholtz resonators (HR) on the photoacoustic cell.
o Key challenges: designing a mechanism that can alter the volume of the Helmholtz
resonator while keeping it airtight, with an efficient way to alter all four resonators
(two per cell) simultaneously.

•

Dedicated audio processing hardware.

•

The inclusion of a whispering-gallery mode (WGM) sensor for single-particle detection 1517

.
o Key challenge: incorporating the WGM sensor with the UHS-IPN with successful
delivery of a sample stream to both the WGM and the photoacoustic sensors.

•

Option to gather the analyzed aerosol on a 25 mm filter.

•

Optional internal pump, eliminating the need for external vacuum.
o Key challenge: vibration isolation and noise mitigation.

•

Self-contained standard 19-inch rackmount package for easy incorporation into
instrumentation racks commonly found in scientific aircraft and trailers.

Some goals were deemed unnecessary or redundant, and some were cut during the preliminary
design phase. For example, parallel dual-cell measurement is effectively identical to active noise
cancellation circuitry. MEMS microphones were not included in the MIPN v1, though they are
used in the redesigned MIPN v2. The WGM sensor was not included due to practical
considerations of space and sample flow availability. The internal pump could theoretically still
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be included, but it was determined to be low priority given the ubiquity of vacuum systems present
during most aerosol experiments.

4.2 The General Design of the MIPN
4.2.1 The Photoacoustic Effect and Photoacoustic Resonators
Photoacoustic spectroscopy follows from the photoacoustic effect, whereby matter generates
sound waves when exposed to a modulated light source18, 19. As applied to aerosol instrumentation,
the effect occurs when photons from a modulated laser beam are absorbed by an aerosol particle,
temporarily increasing its energy. This energy is then released back to the surrounding
environment as heat, and for particles smaller than approximately 1 micron, this release is
effectively instantaneous20. Upon release of this energy, the surrounding air warms up, and this
temperature change is directly proportional to a corresponding pressure change. Since the incident
light source is modulated, this pressure change is also modulated, and a modulated pressure change
can be detected as a sound wave with a microphone, piezoelectric sensor, or other pressuresensitive devices.
The pressure change created by this effect is small, as the temperature increase per particle is much
less than 1 K21, so the sound wave must be amplified. This amplification is done by matching the
modulation frequency of the laser beam to the acoustic resonance frequency of a
carefully-designed analysis cell. In both iterations, the MIPN uses longitudinal mode plane wave
half-wavelength resonator cells20 with a length of 0.1397 m (5.5 in). A full acoustic wavelength of
0.2794 m has an acoustic resonant frequency of 2455.26 Hz given the speed of sound in dry air at
20 °C of 343.0 m s-1, therefore the half-wavelength resonator has an f0 of 1227.63 Hz. The speed
of sound varies as a function of temperature, pressure, and relative humidity, although in practical
application, these do not factor into the operation of the MIPN following calibration. However, it
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is important to be cognizant of ambient conditions and perform these calibrations as often as
necessary. The calibration procedure is described further in Section 4.2.4.
The 0.1397 m length of the acoustic resonator (“cell” hereafter) is defined by a pair of Helmholtz
resonators (“HR” hereafter, to distinguish them from the acoustic resonator cells), one at each end,
which act as acoustic bandstop filters tuned to the cell’s resonant frequency22. The HRs reflect
acoustic energy at their center frequency back towards its source – any sound created by aerosol
light absorption within the cell is reflected back onto itself, while sound at the same frequency
created externally is reflected away. The internal reflection creates a self-amplifying standing wave
whose pressure antinode is in the center of the cell, where the microphones are placed to maximize
sound detection. Figure 4.1 shows the general arrangement of a cell and its HRs; the light blue
shaded area is the region where detectable sound is created.

Figure 4.1: The general design of the MIPN’s acoustic cells. The shaded blue region is where the acoustic standing
wave forms. The dashed red lines are the central axes of the cylindrical HRs, which define the pressure release
boundaries. The laser beam is directed along the central axis of the cell.
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To precisely confine the photoacoustic wave, the bandstop filters formed by the HRs are ideally
identical and constructed to exacting tolerances. The power transmission P of an HR is a function
of geometry and the speed of sound in air, which itself is a function of ambient temperature,
pressure, and relative humidity. Assuming dry air at constant temperature, acoustic power
transmission P of an HR is given by:
−1

𝑃(𝑓, 𝑐, 𝑉)
𝑐2
= 1+
2
𝑃0
2𝜋𝑓𝐿𝑒𝑓𝑓
𝑐2
2
)
4𝑠 ( 𝑆
−
[
2𝜋𝑓𝑉 ]
𝑏

(Eq. 4.1)

where f is the frequency in Hz, c is the speed of sound, V is the volume of the HR, s is the crosssectional area of the cell, Leff is the effective length of the cell (the actual cell length plus 1.5 times
the radius of the HR neck), and Sb is the cross-sectional area of the opening into the HR23. P0 is
the input power, which is normalized to 1. At the cutoff frequency fc, P is minimized (ideally zero),
and all sound energy at that frequency is reflected back to its source. In an HR, fc can be calculated
by:

𝑓𝑐 =

𝑐
𝑆𝑏
√
2𝜋 𝐿𝑒𝑓𝑓 𝑉

(Eq. 4.2)

Solving for V, which is adjusted by construction, we arrive at

𝑉=

𝑐 2 𝑆𝑏
4𝜋 2 𝐿𝑒𝑓𝑓 𝑓𝑐2

(Eq. 4.3)

This is the governing equation for HR design. The MIPN assumes c = 343.0 m s-1, and by design
Sb = 7.126×10-5 m, Leff = 0.016 m, and fc = f0 = 1226.7 Hz. This gives an HR volume of 8.888×10-6
m3, or 8888 mm3. The HRs are constructed from internally threaded lens tubes (SM1, Thorlabs,
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Inc., Newton, NJ), and the required volume is achieved by inserting a custom, 3D-printed cap at
the appropriate height. The cap is held in place by retaining rings and sealed with a Viton o-ring.
The quality factor Q is another parameter essential to understanding and controlling the behavior
of any oscillating system, such as an acoustic resonator. Q is a dimensionless number defined as
the ratio of energy stored in a resonator per acoustic cycle to the energy released per radian of the
cycle. In the HR, Q is calculated by

𝐿𝑒𝑓𝑓 3
)
𝑄 = 2𝜋√𝑉 (
𝑆𝑏

(Eq. 4.4)

Designing an HR for an ideal Q is a balancing act between maximizing the potential to create a
standing wave (high Q) and allowing an acoustic wave to dissipate quickly enough so that time
series measurements are meaningful (low Q). Given V, Leff, and Sb from above, the HRs have a Q
of 63.183. The Q for the analysis cell cavity itself is measured during acoustic calibration and is
discussed in Section 4.2.4.

4.2.2 The Photoacoustic and Scattering Equations
The acoustic signal created by the photoacoustic effect can be recovered by any pressure-sensitive
device with a sufficiently fast response time, such as a microphone. Aerosol light absorption is
calculated from sound pressure level measured at the pressure antinode, the laser power amplitude,
the thermodynamic properties of the gas carrying the aerosol, the geometry of the cell, and the
cell’s resonance f0 and Q:

𝛽𝑎𝑏𝑠

𝑃𝑚𝑖𝑐 𝑓0 𝜋 2 𝐴𝑟𝑒𝑠
)( )(
= 10 (
) cos(𝜙𝑚𝑖𝑐 − 𝜙𝑙𝑎𝑠 )
𝑃𝑙𝑎𝑠 𝑄
𝛾−1
6
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(Eq. 4.5)

where βabs is the aerosol light absorption coefficient (Mm-1), Pmic is the pressure measured by the
microphone at f0 (Pa), Plas is the power at f0 measured by a calibrated laser power meter built in to
the system (W), f0 is the acoustic resonant frequency (Hz), Q is the quality factor (unitless), Ares is
the cross-sectional area of the cell, γ is the ratio of isobaric and isochoric specific heats of the
carrier gas (unitless, 1.4 for air), and ϕmic and ϕlas are the phases of the microphone signal and laser,
respectively. Extraction of the signals at f0 is discussed in Section 4.2.3. The cosine term comes
from the phasor representation of the microphone and laser power signals, both complex-valued
functions of frequency24. The factor of 106 is present to convert m-1 to Mm-1, the typical unit for
understanding aerosol light extinction.
Microphone pressure and laser power are obtained by measuring time series of voltage from the
sensors and applying calibration constants. For the microphone, a single calibration constant is
sufficient, while the laser power requires one for each wavelength because the silicon photodiode
(FDS100, Thorlabs, Inc.) has a wavelength-dependent response:

𝛽𝑎𝑏𝑠 = 106 (

𝛼𝑚𝑖𝑐 𝑉𝑚𝑖𝑐
𝑓0 𝜋 2 𝐴𝑟𝑒𝑠
)( )(
) cos(𝜙𝑚𝑖𝑐 − 𝜙𝑙𝑎𝑠 )
𝛼𝑙𝑎𝑠 (𝜆) 𝑉𝑙𝑎𝑠 𝑄
𝛾−1

(Eq. 4.6)

where αmic is the microphone calibration constant (Pa count-1), Vmic is the digitized voltage signal
at f0 produced by the microphone (counts), αlas(λ) is a wavelength-dependent laser power meter
calibration constant (W count-1), and Vlas is the digitized voltage signal from the laser power meter
at f0 (counts). These calibration constants are not expected to change often, and typically hold for
several months, or whenever a drastic change in setting occurs, such as relocating from St. Louis,
MO (142 m above sea level) to McCall, ID (1,528 m above sea level). However, f0 and Q are each
functions of the speed of sound in air, which can change rapidly due to ambient temperature,
pressure, and relative humidity. Therefore, the calibration procedure is divided into three
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processes, the laser power calibration (for αlas(λ)), the system calibration (for αabs and αsca(λ)) and
acoustic calibration (for f0 and Q). Laser power and system calibrations are performed every few
months or as needed, and acoustic calibrations are performed at various, user-selectable intervals,
typically anywhere between 10 minutes (for rapidly-changing ambient conditions experienced
during a field study) to one or two hours (for quiescent conditions such as laboratory experiments).
The individual calibration routines are detailed in Section 4.2.4.
Scattering measurements are obtained by taking the ratio of the digitized voltage signal from the
scattering detector to the calibrated laser power, both at f0, and applying an appropriate calibration
constant:

𝛽𝑠𝑐𝑎 =

𝛼𝑠𝑐𝑎 𝑉𝑠𝑐𝑎
𝑃𝑙𝑎𝑠

(Eq. 4.7)

where βabs is the aerosol scattering coefficient (Mm-1), αsca is the scattering calibration constant
(Mm-1 W count-1), Vsca is the digitized voltage from the scattering detector (counts), and Plas is the
calibrated laser power (Watts). Both Vsca and Plas are measured at f0.

4.2.3 Multiwavelength Signal Recovery, the Phase Term, and Photoacoustic
Noise
I/Q demodulation algorithm for signal extraction at arbitrary f0
The signal recovery process starts with the Shannon-Nyquist Sampling Theorem (SNST), which
states that one must sample at least twice as fast as the maximum frequency of interest in order to
be able to perfectly reconstruct a signal25. Throughout this section, let f0 be the laser modulation
frequency and fs be the sample rate. According to SNST, to extract information at f0, sampling
must satisfy fs > 2f0. The maximum signal available for reconstruction is called the ShannonNyquist frequency.
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The MIPN collects a time series sample of 16384 samples across two seconds (in the MIPN v2,
one second in the MIPN v1). Time-domain signal measurements are transformed into complex
functions of frequency via a Fast Fourier Transform. The baseline f0 of interest is 1227.6 Hz by
design, but it is possible that the MIPN may need to measure up to 1250 Hz because effects of
altitude, humidity, and temperature can alter the speed of sound, and therefore determination of f0.
Letting maximum f0 = 1250 Hz, SNST is satisfied by setting fs ≥ 2500 Hz. However, the algorithm
used to demodulate the signal is confined to using specific values of fs. The MIPN uses the CooleyTukey Fast Fourier Transform algorithm26, more specifically the radix-2 decimation in time form
of the algorithm. Radix-2 is defined by an input array of length 2n, that is, 2, 4, 8, 16, 32…etc.
values. Sampling for one second, the SNST is satisfied by choosing n=13 to get fs = 8192 Hz.
Some value is gained in the demodulation by pushing it to 214 = 16384 Hz, which addresses issues
such as aliasing27, and can be understood by applying Parseval’s theorem. Parseval’s theorem says
that for any signal-transform pair, the following holds true:

∫ 𝑥 2 (𝑡)𝑑𝑡 = ∫ 𝑋 2 (𝑓)𝑑𝑓

(Eq. 4.8)

which states that the energy in the time domain equals the energy in the frequency domain 28. In
general, harmonics fall off as 1/f, and so by sampling more fundamental frequencies, energy at
fundamentals is more appropriately allocated to their proper bins.
The total sampling time (ts) dictates the system’s spectral resolution, or how wide the output bins
are in frequency space. Broadly speaking, the FFT output can be thought of as a histogram, where
the bins are frequency values, and the amplitudes are how much energy is allocated to that bin.
The bin width W is related to ts by W=ts-1. Therefore, if sampling for one second, bins are 1 Hz
wide. If sampling for 5 seconds, bins are 0.2 Hz wide. The MIPN v1 sampled for one second at
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16384 Hz, for a Shannon-Nyquist frequency of 8192 Hz and a spectral resolution of 1 Hz. The
MIPN v2 extends sample time to two seconds at 8192 Hz, lowering the Shannon-Nyquist
frequency to 4096 Hz but improving the spectral resolution to 0.5 Hz. These choices are discussed
further in Sections 4.3, 4.4, and 4.5, and the remainder of this section shall assume a ts of one
second as implemented in the MIPN v1.
Given fs = 16384 Hz and ts = 2 s, the SNST is satisfied given an f0 at or below 8192 Hz, but the
allocation of energy into the proper bins is incomplete. Recall that f0 by design is 1227.6 Hz. It is
natural to ask which bin does the energy in this frequency belong, and naïve choices would be to
round down to 1227.5, round up to 1228.0, or even integrate across bins. One could use the
definition of the DFT and be convinced that any of these options are valid.
To solve this issue requires a discussion of the analog to digital converter (ADC) used by the
system. The MIPN uses a microcontroller to govern the timing of the ADC. Microcontrollers are
specialized integrated circuits that excel at performing simple tasks that require precise (usually
microsecond or better) timing. The MIPN’s microcontroller can reliably tick the sampling clock
once every microsecond. Given fs = 16384 Hz, ts = 16384-1 seconds, or 61.03515625 microseconds,
and the fractional value to the right of the decimal point is included to inform the mathematical
discussion. Given 1 microsecond precision, the ADC can only sample sensors once every 61
microseconds and the mantissa is omitted. Therefore, fs,actual = ts,actual-1 = 16393.4 Hz. The
discrepancy between fs,actual and fs confounds the application of a radix-2 FFT. At this fs,actual, the
system takes ts = 0.999424 s to acquire 214 = 16384 samples. Recalling that bin width is related to
ts, resulting bin widths are 1.000576 Hz wide. The energy at f0 should therefore show up in the
1228.308th bin, which not only inaccessible but will also move every time a new f0 is calculated.
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I/Q Demodulation is a technique similar in application to a lock-in amplifier, which would not
only measure the microphone signal, but the laser modulation signal as well. In a lock-in amplifier,
the two signals are multiplied together, and the DC component of the output is the amplitude of
the frequency of interest. Early versions of the MIPN attempted this demodulation strategy, though
measuring the laser modulation signal on the same DAQ as the microphone introduced significant
noise and crosstalk issues.
I/Q demodulation is used to relocate the signals of interest to any bin in the output that makes
signal extraction straightforward and predictable. Recall that any periodic signal can be
represented by a rotating vector in complex space, where the amplitude at any time step t is given
by:

𝑥𝑡

𝑗2𝜋𝑓𝑡
𝑒 𝑓𝑠

(Eq. 4.9a)

where xt is the amplitude at time t, f is the frequency of the signal, and j = sqrt(-1). The discrete
Fourier Transform of a signal N = fs steps long is defined by
𝑓𝑠 −1

𝑋𝑡 = ∑ 𝑥𝑛 𝑒

𝑗2𝜋𝑓𝑡
𝑓𝑠

(Eq. 4.9𝑏)

𝑡=0

Define a modulation signal as:

𝑦𝑡 = 𝑥𝑡

−𝑗2𝜋𝑓0 𝑡
𝑓
𝑒 𝑠,𝑎𝑐𝑡𝑢𝑎𝑙

(Eq. 4.9𝑐)

where f0 is the acoustic resonance and laser modulation frequency. Multiplying the input signal by
this modulation signal, substituting fs,actual for the input signal, and applying the DFT gives:
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(Eq. 4.9d)

𝑡=0

Finally, the result is squared, because Yt is power, and energy is the desired quantity.
The resulting argument under the summation sign is a signal that has been resampled to fs,actual but
still summed over 214 = 16384 Hz = fs, and frequency-shifted by -f0. The entire signal has been
frequency-shifted such that our signal of interest, f0, is now located at 0 Hz. Therefore, the
demodulated signal at can always be found in the first bin of the FFT algorithm output array
without fail. Multiplying [Yt(0)]2 by the relevant calibration constant gives either microphone
pressure, scattered light power, or laser power.
The photoacoustic equation assumes that all measurable phenomena occur at acoustic resonance,
which cannot occur simultaneously at all four wavelengths, since modulating each laser at f0 would
only sum their signals together. The MIPN v1 overcame this issue by cycling through the lasers
serially for one minute each. This strategy turned out to be non-ideal, as some wavelengths had a
warm-up time that was effectively reset each time the lasers cycled through, leading to erroneous
values of scattering and absorption.
The phase term
Recall from equation 2.7 that the photoacoustic equation carries a cosine term. This term takes into
account the individual phases of the microphone and laser24. This term is necessary to ensure that
the only signal measured is due to actual absorption and release of energy by the aerosols, which,
for PM1, is effectively instantaneous – both the microphone and laser power signals are in phase
and cos(ϕmic – ϕlas + ϕG(df)) = 1. If the phase difference begins to drift away from 0, it can indicate
the presence of larger aerosols with longer relaxation times20. This phase term is omitted when
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measuring scattering, since the system design guarantees that the only current generated by the
photodiodes comes from scattered laser light, and with no other interfering sources of light, they
can be considered to always be in phase.
Supposing then that a perfect system would always have a phase difference of zero when
measuring submicron aerosol, any other observed phase difference must result from the instrument
itself and can be corrected. This correction comes in the form of an additional parameter in the
phase term denoted ϕS, the system phase. This parameter is an empirical measurement that arises
due to electronic phase shifts that accumulate everywhere in the system. Potential sources are:
•

Timing delays in modulating the laser. There is a complicated network of electronics between
the microcontroller that sends the modulation signal and the actual lasing cavity in the laser.
These electronics cannot be controlled nor corrected for, since they are internal to the
multiwavelength laser module. It is possible that the modulation signal and the actual light
output of the laser are offset by a few hundred microseconds, potentially even up to
milliseconds.

•

Phase shifts accumulated by filters on the sensors. Every sensor on the system has a passive
high pass and low pass filter, typically some sort of resistor-capacitor network. A low pass
ω

filter has a phase shift of ϕ(ω)=- tan (ω ), where ω is the measured frequency, and ω0 is the
0

center or cutoff frequency of the filter, defined as where the signal magnitude is -3 dB and the
π

ω

phase is at 50% of its range. High pass filters have a phase of ϕ(ω)= 2 - arctan (ω ). With
0

such filters on all the sensors, the phase offset accumulates quickly.
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•

Phase shifts introduced by amplifiers. Amplifier architecture is a complex network of active
and passive components, but one can reasonably expect a 90° phase shift for an inverting
amplifier.

•

Phase shifts introduced by digitizing the signals. ADCs are not instantaneous, and the ones
used by the MIPN have an 8-microsecond delay from sampling a signal to making it available
on the output. This delay is typically negligible in a simultaneous-sampling system, like the
ones in the MIPN; however, these ADCs have a parameter called “phase delay matching”,
which is the maximum delay between two simultaneously sampled signals. In the MIPN, phase
delay matching is 0-240 ns, which corresponds to a negligible 0-0.0019 radians.

System phase is accounted for by reading back the total phase offset measured when a modest
concentration of submicron absorbers is present in the system, like kerosene soot, which can be
done just prior to absorption calibration.
Photoacoustic noise
Noise in a photoacoustic system is defined as the average energy in the signal near f0, but not at f0,
weighted by the instrument response curve. The instrument response curve derivation is discussed
in Section 4.2.4. In the MIPN, noise is defined explicitly as the average of the energy in the bins
0.5 Hz on either side of the laser modulation frequency, weighted by the response curve:

Noise =

𝑊(𝑓)𝑌(𝑓)(𝛿(𝑓 − 𝑓𝜆 − 0.5) + 𝛿(𝑓 − 𝑓𝜆 + 0.5)
2

(Eq. 4.10)

where W(f) is the response curve, Y(f) is the demodulated microphone signal, fλ is the modulation
frequency of a given laser, and δ is the Dirac delta function.
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4.2.4 Calibration Routines
Laser power calibration
A calibrated laser power meter is important to aerosol optical systems because absorption and
scattering are directly proportional to the incident illumination power. The calibration procedure
for the MIPN’s laser power meter is simple: first, I0(λ), the baseline laser power at each
wavelength, is measured separately using an externally calibrated and certified laser power meter,
such as the Thorlabs PM100D. These values are then compared to the digitized voltage signals
extracted by the demodulation algorithm, and the ratio of I0(λ) to the digitized voltage is the
calibration constant for each wavelength. This produces four calibration constants, since the
photodiode used in the laser power meter has a wavelength-dependent response.
System calibration
Calibrating instrumentation typically relies on exposing the instrument to a calibration standard
with known properties, observing the instrument output, and computing a transfer function that
scales the instrument output with the expected results. Photoacoustic spectrometers are calibrated
either by introducing a gas with a known absorption cross section (such as NO2), calculating the
expected light absorption analytically, and scaling the instrument output to match; or by
introducing a quantity of an aerosolized, purely-absorbing substance (such as kerosene soot),
simultaneously measuring absorption with the microphone and total extinction with the laser
power meter, and performing a linear regression on these measurements29. Extinction is calculated
from the Beer-Lambert Law:

𝛽𝑒𝑥𝑡 =

− ln (𝐼⁄𝐼 )
0

𝑙
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(Eq. 4.11)

where βext is aerosol light extinction, I is the laser power measured during aerosol exposure, I0 is
the baseline laser power, and l is the extinction path length, which for the MIPN is 0.1905 m
(though 1.905×10-7 m is used to obtain a βext value in Mm-1). The reciprocal of the slope of the
linear regression is the instrument calibration constant, effectively dividing out the transfer
function.
Each calibration method has advantages and drawbacks. The primary advantage of the gaseous
calibration routine is that it is analytically computable, and its major drawbacks are the
bureaucracy and safety issues involved in obtaining, storing, and using a particularly hazardous
gas: NO2 easily enters the bloodstream through the lungs and can cause inflammation of the
respiratory tract, heart failure, and death. Calibrating with kerosene soot is advantageous because
it is easy to generate and the concentrations introduced to the instrument can be varied dynamically
so that the calibration can be performed over a wide range of light absorption values. However,
this method also requires special infrastructure to perform, and, if not performed carefully, is
subject to overloading the instrument with concentrations beyond what can be expected to behave
linearly and can confound the linear regression by crowding large numbers of data points at
unrealistically high values.
Since the MIPN measures both absorption and scattering directly and independently, these
parameters must be calibrated for independently. Calibrating these parameters independently
provides an advantage over absorption-only instruments: rather than drawing a regression on
absorption vs. extinction, absorption can be calibrated against extinction minus scattering, which
is essentially calibrating absorption measured by the microphones to absorption measured by the
laser power meter. This strategy gives more accurate values of the calibration constant since all
aerosol scatters light to some degree, however small.
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The system calibration routine for the MIPN involves first calibrating the scattering detector
against a strongly scattering aerosol. The single-scattering albedo (the ratio of scattering to
extinction) of salt aerosol is effectively 1.0. Salt aerosol is generated by placing salt water in a
consumer-grade heatless humidifier. The humidifier aerosolizes the salt water using an ultrasonic
nebulizer, and the aerosol is drawn through a 1 m diffusion dryer which consists of an acrylic
cylinder approximately 10 cm in diameter around a central steel mesh tube approximately 2.54 cm
in diameter. The area between the mesh and acrylic is packed with indicating silica desiccant
(McMaster Carr 2181K91 or similar). The sample stream’s relative humidity upon exiting the
diffusion dryer is approximately 5%. A range of scattering values is obtained so that the linear
regression is not biased around any particular grouping of points. This procedure is performed at
all wavelengths simultaneously. As with the laser power calibration, four calibration constants are
obtained since the scattering detector’s response is wavelength-dependent.
After calibrating for scattering, the procedure is repeated for absorption using submicron soot from
a kerosene lamp. The lamp burns low in an inverted drum with cutouts for adequate ventilation.
Soot fills the drum, cools slightly, and is again passed through the diffusion dryer to remove any
residual water. A range of absorption values is plotted against extinction minus scattering, a
regression is performed, and the reciprocal slope becomes the calibration constant. This is
performed at all wavelengths simultaneously, and a single calibration constant is obtained, as
microphones are colorblind sensors.
Acoustic calibration to determine f0 and Q
The resonant frequency f0 and quality factor Q of any system is a function of relative humidity,
pressure, and temperature. The speed of sound in an elastic medium is given by
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𝜕𝑝
𝑐 = √( )
𝜕𝜌 𝑠

(Eq. 4.12)

where c is the wave velocity, p is the pressure, ρ is the density of the medium, and this derivative
is taken at constant entropy s. The density of air is a function of temperature and relative humidity.
Counterintuitively, adding water vapor to air decreases its density, but this follows because the
molar mass of water is lower than that of dry air. Air typically behaves as an ideal gas, so for a
given volume, the total number of molecules is constant. Density varies with relative humidity as:

𝜌ℎ𝑢𝑚𝑖𝑑 =

𝑝𝑑
𝑝𝑣
+
𝑅𝑑 𝑇 𝑅𝑣 𝑇

(Eq. 4.13)

where pd and pv are the partial pressures of air and water vapor, respectively, and Rd and Rv are the
specific gas constants of air and water vapor, respectively.
As density is a strong function of pressure, altitude can play a large role in variations in the speed
of sound. The density of air can be computed from pressure height with the hydrostatic equation:
𝑑𝑝
= −𝜌𝑔
𝑑ℎ

(Eq. 4.14)

where p is the pressure, h is the altitude, ρ is the density, and g is Earth’s gravitational constant.
Density can alternatively be calculated with the barometric equation:
𝑝(ℎ) = 𝑝(0)𝑒 −

𝑀𝑔ℎ
𝑅𝑇

(Eq. 4.15)

where p(h) is the pressure at some height h, p(0) is a reference pressure, typically sea level pressure,
M is the molar mass of air, R is the ideal gas constant, and T is the temperature. The density of air
varies with temperature as:
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𝜌=

𝑝
𝑅𝑑 𝑇

(Eq. 4.16)

It is possible to measure pressure, temperature, and RH and attempt to calculate c and therefore
derive f0. The MIPN does measure these variables and performs these calculations; however, the
f0 derived this way is only used as the starting point for acoustic calibration. These variables are
also measured constantly to determine if the instrument environment is changing rapidly, which
necessitates more frequent acoustic calibrations.
Empirical determination of f0 is sufficient for operation. To do this, a particle filter is switched into
the sample stream by a pinch valve (EW-98302-46, Cole-Parmer instrument Company, LLC,
Vernon Hills, IL), and a frequency chirp is played into the system by an internal speaker (TWFK30017-000, Knowles Electronics, LLC, Itasca, IL). A frequency chirp is a signal that
monotonically increases or decreases with time. Once a trial f0 is calculated by the above methods,
a chirp starts at f0,trial-20 Hz and sweeps up to f0,trial+20 Hz in 2 Hz steps. The microphone signal
at each step is measured. Globally, the response curve is a gaussian12 but locally, it can be
approximated by a parabola. This is called the instrument response curve and has the form
y = a + bx + cx2. The MIPN performs a 2nd degree polynomial curve fit, from which it extracts
relevant acoustic parameters:

𝑓0 = −

𝑄=

𝑏
2𝑎

𝑏
2√4𝑎𝑐 − 𝑏 2

𝑃0 = √

4𝑎
4𝑎𝑐 − 𝑏 2
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(Eq. 4.17a)

(Eq. 4.17b)

(Eq. 4.17𝑐)

To verify calibration, the system repeats this process centered at the new f0. After calibration, the
laser modulation frequency is set to the new f0, and the photoacoustic equation is modified with
the new f0 and Q parameters. P0 is rarely used except in diagnostics to determine microphone
faults. The MIPN finally measures laser power baselines and acquires scattering and absorption
backgrounds, which concludes the acoustic calibration process. This entire process typically takes
two minutes.

4.2.5 Allan Deviation and Sensitivity Analysis
The measurement resolution of photoacoustic spectrometers is limited by noise, which is random
fluctuations in the measurements. Spectrometers also experience some degree of variation over
time, which is known as drift. Both noise and drift affect the signal value and limit measurement
precision. Commonly, the standard deviation is used to determine precision; however, this method
is not capable of differentiating between noise and drift, which must be separately considered to
fully understand an instrument’s output. Overlapping Allan deviation analysis is a useful tool for
evaluating the stability and precision of measurement signals30-35 and has been previously applied
to photoacoustic spectrometers36,

37

. This characterization requires a statistically-significant

amount of time-series data to accurately characterize noise and drift, and in this analysis,
performed on the MIPN v1, 11,610 points from each wavelength were used. This “blank” data is
acquired with HEPA-filtered air, and data collected during the acoustic calibrations was discarded.
Noise and drift are identified and quantified by their slopes in the output plots.
Figure 4.2 shows the overlapping Allan deviation plots at all wavelengths. In instruments with
noise and drift, the Allan deviation first decreases proportionally to the reciprocal square root of
the integration time, and then increases as drift accumulates as larger groups of data begin to bias
the result. The first point in the series, at τ = 1 second, is the noise of a single data point, and is
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equivalent to the standard deviation of the entire data set, provided the drift is not larger than white
noise. The lowest local minimum point after the single-point noise but before the unrealistic global
minimum is the best-case scenario, the averaging time that minimizes noise and drift, τ′. Optimal
averaging times for absorption measurements are given in Table 4.1, and scattering results are in
Table 4.2. As τ increases past the optimal averaging time, low-frequency noise begins to dominate.
If the signal were integrated for long enough, this noise would approach a global minimum close
to zero, at the expense of unrealistic integration times. An integration period of 1000 seconds is
not practical by any means.
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Figure 4.2: The overlapping Allan Deviation (N=11,610) for scattering and absorption at all wavelengths. Error bars
are shown, but the large input data set rendered these errors too small to interpret on this graph. Numerical results are
given in Tables 4.1 and 4.2.

Table 4.1. Allan deviation results for absorption at each wavelength.
Wavelength (nm)
405
488
561
637

Single-point Noise
6.504 ± 0.060
6.294 ± 0.058
5.264 ± 0.049
4.885 ± 0.045

Optimal Integration Time τ′ (sec)
44
39
33
33
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Noise at τ′
1.441 ± 0.013
1.383 ± 0.013
1.294 ± 0.012
1.271 ± 0.012

Table 4.2. Allan deviation results for scattering at each wavelength.
Wavelength (nm)
405
488
561
637

Single-point Noise
0.757 ± 0.007
0.203 ± 0.002
0.242 ± 0.002
0.050 ± 0.000

Optimal Integration Time τ′ (sec)
33
44
51
51

Noise at τ′
0.196 ± 0.002
0.096 ± 0.001
0.302 ± 0.003
0.031 ± 0.000

Optimal integration time τ′ informs the post-processing routine; however, as τ′ varies between 33
and 51 seconds depending on the measured parameter, a compromise must be struck. Furthermore,
other instruments in each study may report data on different time bases, such as 30 or 60 seconds.
It is therefore a judgement call to be made by the individual researcher how long to integrate the
MIPN signals to best interpret the optical data alongside other products.
To calculate detection limits, analyses were performed at τ values of 1, 30, and 60 seconds. The
analysis at τ = 1 second is included to illustrate the drawbacks of naïvely using a time series from
an instrument. Values of τ = 30 and 60 seconds strike a balance between typical operation of optical
instrumentation in rapidly-changing, dynamic environments (such as driving through a forest fire)
and quiescent, steady-state environments (such as the laboratory). Detection limits are calculated
following a similar approach to Nakayama et al. (2015), where the time series are integrated
according to the choice of τ and plotted in a histogram, to which a Gaussian function is fit. The 2σ
value of the Gaussian is taken as the detection limit. Histogram bins are chosen using Scott’s
normal reference rule which assumes normally-distributed data38. Tables 4.3, 4.4, and 4.5
summarize the results for τ = 1, 30, and 60 seconds, respectively. The histograms for these
integration times and their Gaussian fits are shown in Figures 4.3 through 4.8. Notably, nothing is
gained in the analysis by extending integration time past τ′, and in fact this may inhibit analysis by
raising the detection limit.
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Table 4.3. Detection limits for absorption and scattering at four wavelengths for τ = 1 second.
Wavelength (nm)
405
488
561
637

Absorption 2σ (Mm-1)
9.567 ± 0.103
9.564 ± 0.161
7.994 ± 0.132
7.417 ± 0.076

Scattering 2σ (Mm-1)
1.112 ± 0.010
0.387 ± 0.009
1.509 ± 0.097
0.167 ± 0.003

Table 4.4. Detection limits for absorption and scattering at four wavelengths for τ = 30 seconds.
Wavelength (nm)
405
488
561
637

Absorption 2σ (Mm-1)
3.998 ± 0.401
2.951 ± 0.156
2.797 ± 0.178
3.062 ± 0.308

Scattering 2σ (Mm-1)
0.472 ± 0.058
0.232 ± 0.031
1.042 ± 0.192
0.141 ± 0.022

Table 4.5. Detection limits for absorption and scattering at four wavelengths for τ = 60 seconds.
Wavelength (nm)
405
488
561
637

Absorption 2σ (Mm-1)
6.112 ± 0.646
5.146 ± 0.479
4.156 ± 0.488
5.950 ± 1.678
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Scattering 2σ (Mm-1)
0.712 ± 0.120
0.328 ± 0.044
2.779 ± 1.210
0.443 ± 0.656

Figure 4.3. Histogram data for derivation of absorption detection limits for τ = 1 second. The black lines are the
gaussian fits from which the 2σ value was extracted.
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Figure 4.4. Histogram data for derivation of absorption detection limits for τ = 30 seconds.
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Figure 4.5. Histogram data for derivation of absorption detection limits for τ = 6 seconds.
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Figure 4.6 Histogram data for derivation of scattering detection limits for τ = 1 second.
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Figure 4.7. Histogram data for derivation of scattering detection limits for τ = 30 seconds.
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Figure 4.8. Histogram data for derivation of scattering detection limits for τ = 60 seconds.

4.3 Specific Design of the MIPN Version 1
The

original

design

of

the

MIPN

v1

followed

from

several

single-wavelength

photoacoustic/nephelometer spectrometers (PAS) designed and built at the Complex Aerosol
Systems Research Laboratory at Washington University in St. Louis in collaboration with Dr.
William P. Arnott at the University of Nevada, Reno, who originated the application of
photoacoustic spectroscopy to aerosol research. The PAS systems have been described extensively
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in literature9, 13, 14, 20, 39-43. However, these systems are impractical for field use in settings where
physical space is at a premium, as they occupy approximately one cubic meter each and require
individual power and vacuum systems.

4.3.1 Multiwavelength Laser Source and Optical Alignment
A field-portable instrument with multiwavelength scattering and absorption measurement
capabilities was needed to circumvent these issues and to easily integrate with existing
infrastructure commonly found on mobile experimentation platforms such as the Aerodyne Mobile
Laboratory (Chapter 5) or the various research aircraft flown by NASA and NOAA. Modern
advances in multiwavelength laser modules make this integration feasible, as typical
multiwavelength systems rely on a custom arrangement of optics and individual lasers to achieve
such measurements11, 12. The MIPN uses a four-wavelength OBIS CellX Laser Module (model
1318683, Coherent, Inc., Santa Clara, CA), which is a self-contained platform that combines four
100 mW optically pumped semiconductor lasers (OBIS Core LS series, Coherent, Inc.) into a
single beamline using internal optics. The module has a single control input which can interface
with provided or custom circuitry to control the lasers’ amplitude and modulation frequency
individually. Lasers were modulated at a 50% duty cycle in serial; that is, each wavelength was
active on its own for a certain amount of time (typically for one or two minutes) before moving on
to the next one. Despite the development of an algorithm that could extract information at arbitrary
frequencies and a laser module capable of independent modulation, the electronic design for the
MIPN v1 internal circuitry was only capable of outputting a single modulation signal to all lasers,
and output was controlled by switching the appropriate laser on while the other three were switched
off.
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The module measures 185×155×55 mm, compact enough to fit inside custom instrumentation. The
lasers were coupled to the two cells by splitting the beams with a 50/50 nonpolarizing beam splitter
(BS004, Thorlabs, Inc.) and steering the resulting beamlines with broadband fused silica dielectric
mirrors (BB1-E02, Thorlabs, Inc.) held by two kinematic mounts (KCB1, Thorlabs, Inc.) per cell,
giving a total of four degrees of freedom for alignment. Lasers entered and exited the cells through
broadband fused silica windows with antireflection coating (WG41050-A, Thorlabs, Inc.). The
laser, photoacoustic cells, and all optical hardware were held fixed relative to each other by
mounting the apparatus on a 12×18 inch optical breadboard with ¼”-20 tapped holes every 1 inch
(MB1218, Thorlabs, Inc.). To reduce vibration, the optical breadboard was affixed to the
instrument chassis by six Neoprene vibration-dampening sandwich mounts (93945K34, supplied
by McMaster-Carr, Elmhurst, IL).
Figure 4.9 shows the optical setup, illustrating how the beamlines were coupled to two analysis
cells simultaneously.
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Figure 4.9. Optical setup of the MIPN v1 illustrating the parallel-cell coupling design. “LPM” refers to the laser power
meters. Absorption and scattering sensors are not shown.

4.3.2 Photoacoustic Resonator Cell and Flow System Design
The cell design follows closely from the existing PAS systems with a few minor upgrades. A
complete schematic is given in the Appendix and is described briefly here. The cells were designed
using Fusion360 (Autodesk, Inc., San Rafael, CA) The cell consists of an 0.5 inch diameter
cylindrical bore along the central axis of an 8 inch block of aluminum. Each end is bored out and
tapped to 1.035”-40 UNS 2B to a depth of 1.75 inches, and this region serves as a detuning buffer
to dampen external noise slightly. The 1.035”-40 threading matches that of Thorlabs SM1 lens
tubes, which make up the rest of the cavity. On top of the cell, HR mounts are bored through to
the central axis and are also tapped to 1.035”-40 UNS 2B. In the middle of the cell, cutouts are
made for the scattering photodiode, acoustic calibration speaker, and the microphone mounts. Four

134

mounting holes are drilled through from top to bottom 1.5 inches from center along the long axis
and 1 inch apart to match the landing pattern on the optical breadboard. The face of each cell has
four 6.02 mm mounting holes drilled 0.25 inches deep to match the Thorlabs 30 mm cage system,
which is locked into place with #4-40 set screws.
Affixed to each end were approximately seven inches of additional SM1 lens tubing which held
circular apertures (SM1D12D, Thorlabs, Inc.) at specified distances from the cell, which serve to
clean up any stray light from aerosol scattering or speckle. The aerosol inlets and outlets were also
attached to these extensions, and the laser power meter was attached to one end.
At the aerosol inlet, two additional HRs were included to serve as acoustic high-pass and low-pass
filters. These filters combined to form a bandstop filter to mitigate flow noise. Downstream,
beyond the cell cavities, flowrate was set with a pair of identical 0.015 inch diameter critical
orifices (custom ordered SS-400-6PD, Swagelok Company, Solon, OH), one per cell. In the AC
branch, an external filter sampler was included so that the analyte may be optionally gathered on
a quartz fiber or polytetrafluoroethylene (PTFE) filter for further analysis. If the external filter is
not used, an internal HEPA filter was present to protect the critical orifice.
Figure 4.10 shows the MIPN v1 flow schematic, showing how parallel measurement of an aerosolfree background was achieved by coupling the sample flow to two identical cells, the analysis cell
(AC) and the reference cell (RC), which were measured simultaneously. The AC was open to
sample flow, while the RC was protected by a HEPA filter that traps particles but permits gasses
to flow through. This arrangement reduced noise from interfering gasses, stray acoustic noise,
electrical noise, and flow noise to common-mode noise which was rejected upon combining
measurements. Pressure was measured in several locations: ambient, downstream from the AC
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and RC, and between the critical orifices and the vacuum pump. These pressure readings informed
fault conditions, such as when the instrument was no longer sampling at critical flow.

Figure 4.10. The flow schematic of the MIPN v1 showing inlet, acoustic high- and low-pass filters, HEPA particle
filters, analysis cells, the autovalve for external filter sampling, four pressure gauges, the critical orifices that set flow
rate, and external vacuum pump.

4.3.3 Electronics and User Interface
Signal recovery circuitry was also customized and designed from the ground up, to offset the cost
of purchasing a commercial data acquisition card. To achieve simultaneous measurements on all
sensors, a specialized data acquisition system is required. While such cards exist – the PAS systems
use a National Instruments PCI-6143, for example – they are expensive and require proprietary
software to operate. Rather, a bespoke master control circuit board (MCB) was designed using
KiCad, an open-source electronic design automation program developed at the European
Organization for Nuclear Research (CERN), and manufactured by JLCPCB, an ISO- and
UL-certified prototype circuit board manufacturer based in Shenzen, China.
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The MCB contains electronics necessary to modulate the lasers, amplify and sample signals from
the various sensors, and play audio into the cell for acoustic calibration. Additionally, a front panel
circuit board (FPB) was developed to interface with pressure, relative humidity, and pressure
sensors, and to provide visual feedback on instrument status via various LEDs. A full electronic
schematic of all circuit boards along with diagrams of the physical MCB used in the MIPN v1 are
given in the Appendix.
To measure the photoacoustic signal generated by aerosol light absorption, the MIPN v1 utilized
one electret microphone (EA Series, Knowles Electronics) in each cell. This is the same
microphone permanently installed in the PAS systems, but as implemented in the MIPN v1, it is
removable and replaceable in case of sensor failure. The microphone signal is amplified by an
instrumentation amplifier (AD8429, Analog Devices, Inc., Norwood, MA). The optical component
of the scattering detectors and laser power meters is a silicon photodiode (FDS100, Thorlabs)
amplified by an operational amplifier (ADA4610, Analog Devices, Inc.) in a transimpedance
configuration. Scattering and laser power are measured by separate circuit boards attached to the
MCB by cables that carried power to and signal from the sensors. All signals were simultaneously
sampled by an 8-channel 16-bit analog to digital converter (AD7606, Analog Devices, Inc.)
controlled by a microcontroller (Kinetis K66, NXP Semiconductors, Eindhoven, The Netherlands)
which also provided the modulation signal to the lasers and interfaced with another microcontroller
(Kinetis K20, NXP Semiconductors) that controlled audio playback to the calibration speaker.
To improve signal-to-noise ratio, the analog section of the MCB was physically separated from
the digital section by a 2 mm gap in the copper layers of the circuit board. No signal traces crossed
this gap, and digital signals between the microcontroller and ADC were transmitted via isolation
circuits (ADuM2XXN, Analog Devices, Inc.). The analog side of the board was powered by
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isolated DC-DC converters that provided +5 V to the ADC and microphone (ADuM5000, Analog
Devices, Inc.) and ±12 V to the scattering and laser power detectors and microphone amplifiers
(NMV1212SC, Murata Power Solutions, Westborough, MA).
The MCB communicated via USB with an onboard computer (Raspberry Pi model 3B, Raspberry
Pi Foundation, Cambridge, United Kingdom) running Windows 10 IoT Core (Microsoft
Corporation, Redmond, WA), a stripped-down version of the Windows 10 operating system
capable of running a single program on dedicated hardware. The interface is presented on a
touchscreen display on the front panel of the instrument and includes time series of absorption,
scattering, and laser power. The software was written in Microsoft Visual Studio using the C# and
XAML languages using a basic code-behind paradigm. The software was responsible for
requesting data at regular intervals, performing the demodulation, displaying the output, and
saving the data.

4.3.4 Chassis Design and Power Distribution
The MIPN (both versions) is housed in a standard 19-inch rackmount case, 6U (10.75 inches) tall
and 32 inches deep. The case was designed using SolidWorks (Dassault Systèmes SE,
Vélizy-Villacoublay, France) and manufactured by ProtoCase (Lewiston, NY). The front panel
has cutouts for the touchscreen interface, external filter sampler, status indication LEDs, laser
interlock, and USB ports. It also has two large handles to aid transportation. The rear panel has
cutouts for power entry, network connectivity, sample flow, and vacuum flow. The side panels,
towards the rear, have cutouts for ventilation, driven by fans mounted to the inside. Inside the
chassis rear panel, a DIN rail holds an active tracking filter (SolaHD STF Elite Series, Emerson
Electric, St. Louis, MO) and an isolated AC/DC converter (ECL30UD03-S, XP Power Limited,
Pangbourne, United Kingdom) supplying +5 V and +12 V to various systems in the MIPN.
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4.4 Deployment of the MIPN v1 to FIREX-AQ
In August 2019, the MIPN v1 was installed on the Aerodyne Mobile Laboratory and sampled
biomass burning aerosol from several wildfires in the western United States during FIREX-AQ.
The scientific results of that field campaign were presented in Chapter 5, and this section focuses
on lessons learned in the field that informed the redesigned MIPN v2. The prototype MIPN v1
performed well in the field, and successfully analyzed several biomass burning events. As with all
instruments, lessons learned during deployment have informed updated designs, the most
significant of which is a complete redesign of the acoustic cavity, which is discussed in Section
4.5.

4.4.1 Lessons learned from MIPN v1
Serial modulation leads to warm-up issues
The serial modulation technique described in Section 4.3.1 above evinced the protracted warm-up
period that some lasers had, which was most pronounced in the 405 nm laser. A time series excerpt
is shown in Figure 4.11. As the laser never reached a steady-state output, the signal from it was
unreliable, and data from this wavelength was omitted. Instead, aerosol optical properties at 405
nm were calculated from the 488 nm data using published values of the Ångström absorption
exponent13. A new multiwavelength demodulation scheme and refined laser power control
circuitry were built into the MPN v2 to overcome these issues.
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Figure 4.11. An excerpt from a time series of the 405 nm laser powers in both the Measurement cell and the Reference
cell. The markers indicate when the laser was active. Note that the laser never starts at maximum output and indeed,
never reaches it.

Lack of diagnostic feedback
The circuitry in the MIPN is a complex combination of sensors, amplifiers, data converters,
microcontrollers, and power supplies, all of which are prone to failure in various ways. During
FIREX-AQ, two failures impacted data quality: the digital switch that operated the 637 nm laser
failed, and the power supply on the scattering amplifiers burned out. Therefore, no scattering data
at any wavelength is reported, nor is 637 nm data of any kind. Diagnostic feedback was not
included in the MIPN v1. In the MIPN v2, this diagnostic feedback takes the form of an on-screen
error warning and a flag in the data files.

Low per-wavelength laser power
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Coupling the beams to each cell via the beam splitter satisfied the early design goal to have two
complete, independently calibrated cell cavities, but came at the cost of low effective laser power.
Even though each laser in the CellX module is rated for 100 mW output power, splitting reduces
this by half, and applying a 50% duty cycle reduces it another half, for an effective theoretical
maximum laser power per wavelength of 25 mW. Furthermore, in practice, a laser modulated at
50% duty cycle may output less than 50% of its maximum power, a rating typically given for
output at continuous wave mode.
Finally, the complex optical system led to compounding losses in the system due to light
interaction with numerous elements such as mirrors, windows, and the beam splitter. Effective
laser power in some cases was as low as 20 mW.
A refined optical layout and new laser control circuitry was incorporated into the MIPN v2 to
address these issues.
Software drawbacks
The operation software developed for the MIPN v1 was designed to be robust enough to conduct
analysis without fault but lacked many features which would allow an unfamiliar user to operate
it intuitively. For the MIPN v2, the software was re-written from the ground up to take advantage
of the new circuitry, modulation/demodulation algorithms, as well as give intuitive control of the
instrument.

4.5 A Refined MIPN Version 2 – Redesign and Compromises
Based on the points in Section 4.4, a redesign is merited, as it is with all instruments after their
prototype phase and first deployment. Major redesigned components that have been completed are
the new cell design, modernized acoustic sensors, a new optical setup, completely redesigned
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circuitry, and new calibration and interface software. The MIPN v2 must still be calibrated and
characterized and that is left as an exercise for a future student. The MIPN v2 electrical and
mechanical schematics are found in the appendices.

4.5.1 A New Photoacoustic Analysis Cell with Modernized Absorption
Detection
The original PAS cell design that the MIPN v1 cells were based on geometries that confounded
applications of acoustic theory, and as a result, the cell’s characterization was largely empirical
rather than analytical. The new MIPN v2 cells have simplified internal geometry and do not require
additional lengths of lens tubes except approximately one inch to hold the broadband windows and
circular apertures. The aerosol/clean air inlet and outlet are now located on the cells themselves,
just beyond the extent of the HRs.
To detect absorption, the MIPN v2 uses an array of six micro-electromechanical system (MEMS)
microphones (model CMM-3729AT-42108-TR, CUI Devices, Lake Oswego, OR) per cell,
arranged radially around the pressure antinode. These microphones have a sensitivity of -42 dB at
1 kHz, compared to the MIPN v1’s electret microphone at -53 dB. This corresponds to a 355%
increase in sensitivity. The microphone signals are averaged together to further increase signal-tonoise ratio by a factor of sqrt(6) ≈ 2.45. Since the laser beams are directed along the central axis
of the cell, the microphones are all equidistant from the sound waves, and are therefore all in phase
so the averaging can be performed in the time domain by the microcontroller, reducing data output
and eliminating the need to perform twelve demodulations. This phase relationship was verified
by playing a reference tone into the measurement cell using the enclosed speaker (still a Knowles
Electronics TWFK-30017-000) and probing pairs of microphones (post-amplification) with an
oscilloscope (Figure 4.12).
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Figure 4.12. The phase relationship between two random microphones, measured by an oscilloscope. The phase
relationship holds for all six microphones in each cell.

4.5.2 A New Optical Configuration and Laser Control Scheme
The low available laser power discussed in Section 4.4 necessitated the removal of the beam
splitter and a new way to couple the lasers to the analysis cells. In the MIPN v2, the cells and
steering mirrors are arranged such that the lasers first pass through the clean reference cell for
background measurements of scattering and absorption, and then through the measurement cell
for aerosol analysis. Since no laser power reduction is anticipated in the clean reference cell, a
single laser power meter at the end of the beam path on the analysis cell is sufficient. Figure 4.13
illustrates the new optical setup.
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Figure 4.13. The MIPN v2 optical alignment setup. “LPM” refers to the laser power meter. Absorption and scattering
sensors are not shown.

With this setup, upon combining measurements, the photoacoustic equation reads

𝛽𝑎𝑏𝑠

𝑃𝑚𝑖𝑐,𝑀 − 𝑃𝑚𝑖𝑐,𝑅 𝑓0 𝜋 2 𝐴𝑟𝑒𝑠
)( )(
= 10 (
) cos(𝜙𝑚𝑖𝑐,𝑀 − 𝜙𝑙𝑎𝑠 )
𝑃𝑙𝑎𝑠
𝑄
𝛾−1
6

(Eq. 4.18)

where Pmic,M and Pmic,R are the pressures measured by the Measurement cell and Reference cell,
respectively. The phase term only considers the measurement cell, since the only phase
accumulation in the absorption signal is expected to come from aerosol, and not any absorbing
gas. The scattering equation similarly reads

𝛽𝑠𝑐𝑎 =

𝛼𝑠𝑐𝑎 (𝑉𝑠𝑐𝑎,𝑀 − 𝑉𝑠𝑐𝑎,𝑅 )
𝑃𝑙𝑎𝑠
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(Eq. 4.19)

This way, the system no longer requires independent calibrations of the measurement and
reference cells, and the system can be calibrated as a whole. Absorption and scattering signals
generated by interfering gaseous species are expected to be identical in both cells, and upon
subtraction, the design criteria of analyzing aerosols only is satisfied.
Rather than cycle through all lasers individually in serial, all four wavelengths are now modulated
simultaneously at slightly different frequencies. The I/Q demodulation algorithm discussed in
Section 4.2.3 can be modified by modulating around f0 at f0-6, f0-2, f0+2, and f0+6 Hz. The
modulation signal is set at f0-10 so that the demodulated laser signals are found at 4, 8, 12, and 16
Hz with sufficient signal between them to reduce crosstalk and compute photoacoustic noise,
which is still computed by Eq. 4.10, but with four frequencies as the input.
Off-resonance frequency extraction of a tuned acoustic system must be corrected. Lewis et al.
(2008) used a dual-wavelength photoacoustic instrument to analyze biomass burning smoke at 405
and 870 nm. The 405 nm laser was modulated at f0 while the 870 nm laser was modulated at f0+5
Hz. In Appendix A2 of that paper, calculation of the off-resonance signal is derived by introducing
two new parameters, G(df) and ϕG(df). The same principle is applied to the MIPN at every
wavelength. In the MIPN, no laser is modulated exactly at f0, but rather at some f0 ± df. The G
functions are explicitly derived in Lewis et al. 2008, and are given by:

2 𝑄 𝑑𝑓 2
) +1
𝐺(𝑑𝑓) = √(
𝑓0

(Eq. 4.20a)

2 𝑄 𝑑𝑓
)
𝜙𝐺(𝑑𝑓) = − arctan (
𝑓0

(Eq. 4.20b)

Therefore, the equations for extracting the demodulated signals at four wavelengths are:
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𝑃𝑚𝑖𝑐 (𝑓0 + 𝑑𝑓)
𝑓0 𝜋 2 𝐴𝑟𝑒𝑠
𝛽𝑎𝑏𝑠 (𝑓0 + 𝑑𝑓) = (
) 𝐺(𝑑𝑓) ( ) (
) cos(Φ)
𝑃𝑙𝑎𝑠 (𝑓0 + 𝑑𝑓)
𝑄
𝛾−1

(Eq. 4.21)

where df is the offset frequency from f0 in Hz and is -6, -2, +2, and +6 Hz for 405, 488, 561, and
637 nm analysis, respectively. Φ is the total phase of the system, given by 𝜙𝑚𝑖𝑐 − 𝜙𝑙𝑎𝑠 + 𝜙𝐺(𝑑𝑓) −
𝜙𝑆 . During an acoustic calibration, after determining f0 and Q, the MIPN then calculates G(df) and
ϕG(df), since these parameters are constant for a given f0, Q, and df.

4.5.3 New Sensors, New Circuitry
The redesigned control circuitry is perhaps the most comprehensive update from the MIPN v1.
The new microphone arrays require dedicated amplification, a new ADC circuit, and a
microcontroller to run them. The new laser modulation scheme requires dedicated timing
hardware. To that end, three new circuit boards were designed: a new data acquisition board
(Figure 4.14), a microcontroller board (Figure 4.15), and a laser control board (Figure 4.16 The
laser control board is now wholly independent and communicates to the operating computer via
its own USB connection. Each cell is equipped with its own data acquisition board, and the
microcontroller board interfaces with both simultaneously. Figure 4.17 shows the ADC boards
mounted to their cells, and Figure 4.18 shows the installed microcontroller board.
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Figure 4.14. Renders of the top side (left) and underside (right) of the ADC circuit board. The block of female header
pins on the top side interfaces with the microcontroller board.
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Figure 4.15. Renders of the top side (top) and underside (bottom) of the microcontroller circuit board. The two sets
of male header pins on the underside interface with their own ADC circuit board.
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Figure 4.16. Renders of the top side (top) and underside (right) of the laser power circuit board. The DSUB-68 pin
connector interfaces directly with the CellX laser module.

Figure 4.17. The ADC boards mounted on their respective cells. On the right, the red cable is connected to the laser
power meter. On the left, that signal is grounded by means of a jumper.
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Figure 4.18. The microcontroller board installed atop the ADC boards and the system powered on. Each LED serves
a function such as 12V power supply input (green LED, microcontroller board), USB connectivity (red LED,
microcontroller board), or amplifier power supply activity (blue and red LEDs, ADC board).

The microphone amplifiers have been redesigned, and care was taken to isolate and condition the
signals to each amplifier. Rather than an instrumentation amplifier, a dual-channer operational
amplifier (AD8599, Analog Devices, Inc.) is used on each microphone. The first channel acts as a
buffer amplifier to eliminate the impedance of the microphone signal (nominally 300 Ω) and
shields the amplifier stage from any stray currents in the system and turns the microphone into an
ideal voltage source.
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Figure 4.19. Excerpt of the electrical schematic showing the anatomy of the new MEMS microphone amplifier.

Figure 4.19 shows the schematic of this amplifier with several labeled parts:
A. Power supply. A bipolar power supply (±9 V in this case) so that the output can swing
between positive and negative values, as required for AC signals.
B. High pass filter. This filter passes frequencies higher than the cutoff frequencies and
attenuates frequencies below it. The cutoff frequency is where the amplitude falls to -3 dB
1

below the input and is calculated by 𝑓𝑐 = 2π𝑅𝐶. Applying this filter has the benefit of
completely removing the component at 0 Hz, the DC frequency, meaning that any voltage
offset or bias introduced by the microphone will be eliminated.
C. Buffer amplifier. This amplifier transforms the output impedance of the microphone (300
ohms) to zero impedance, shielding the actual amplifier stage from noise induced by stray
currents in the system and turning the microphone into an ideal voltage source.
D. AC Integrating Amplifier / Active Low-Pass Amplifier. The output approximates a sine
wave with gains defined by:
𝑅𝐹𝐸𝐸𝐷𝐵𝐴𝐶𝐾

•

𝐴𝑉𝐷𝐶 = −

•

𝐴𝑉𝐴𝐶 = 𝐴𝑉𝐷𝐶 × 1+2𝜋 𝑓 𝐶

𝑅𝐼𝑁𝑃𝑈𝑇
1

𝐹𝐸𝐸𝐷𝐵𝐴𝐶𝐾

𝑅𝐹𝐸𝐸𝐷𝐵𝐴𝐶𝐾
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•

𝑓0 = 2𝜋 𝐶

1

𝐹𝐸𝐸𝐷𝐵𝐴𝐶𝐾

𝑅𝐹𝐸𝐸𝐷𝐵𝐴𝐶𝐾

From these, it becomes clear why we need section B of the system to remove VDC. Any
DC bias shows up as a multiplicative factor in the AC gain equation.
E. Passive low pass filter. This attenuates signals above the cutoff frequency, defined the same
as in part B. As written, this has a cutoff frequency of 4.823 kHz, which might be too low
to act as an appropriate anti-aliasing filter, but under simulation, it appears to be negligible.
Figures 4.20 and 4.21 show the time domain and frequency domain simulations conducted by
LT-SPICE, a circuit simulation software (Analog Devices, Inc.). Figure 4.22 shows the simulation
input.

Figure 4.20. The time domain output of the simulated microphone amplifier circuit. The green trace is the unamplified
microphone signal with DC offset removed, and the blue trace is the amplified signal.
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Figure 4.21. The frequency domain output of the simulated microphone amplifier circuit. Green and blue traces are
the same as in Figure 4.20. Note the sharp signal at f0 which falls away rapidly away from resonance.

Figure 4.22. The simulated circuit layout in LT-SPICE showing component values and simulation parameters. For
this simulation, a transient analysis was performed the circuit’s response to an input signal of a sine wave with a
frequency of 1227.6 Hz, an amplitude of 0.5 mV, and a DC offset of +2 V.
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The ADC that acquires and translates the signals has been upgraded from the AD7606 to the
AD7606B (Analog Devices., Inc.), a pin-for-pin compatible replacement with some additional
features, such as more user-selectable input ranges, per-channel system phase, offset, and gain
calibration, and self-diagnostic and error checking. Many of these features are not implemented,
though the interface to do so is exposed on the circuit boards, should a future user wish to modify
the signal acquisition parameters. The AD7606B, like the AD7606, is a 16-bit bipolar 8-channel
simultaneous sampling ADC. Eight channels are sufficient for a single data acquisition board to
acquire the signals from one scattering detector (channel 1) six microphones (channels 2-7), and
one laser power meter (channel 8). On the reference cell, where there is no laser power meter,
channel 8 is grounded.
The microcontroller board sits atop the two ADC boards and is comparatively simple. The
microcontroller is still a Kinetis K66 which communicates to the host computer via USB. It
contains a DC/DC power supply for the microcontroller (78e5.0-0.5, RECOM Power GmbH
Gmunden, Austria) and header pins on the underside which supply power to the ADC boards and
communication to and from the ADCs themselves.
The laser control and audio generation circuitry have been moved to their own independent board
to avoid coupling noise from laser modulation to the signal acquisition circuitry. The laser control
board is governed by a Kinetis K20 microcontroller, and laser modulation signals are generated
by four independent function generation ICs (AD9833, Analog Devices, Inc.). These ICs can
generate square, triangle, and sine waves with 0.1 Hz precision, an improvement over the MIPN
v1 which could only generate a single integer frequency square wave. The CellX laser module is
set to digital mode, which allows each laser to be driven to full output by a TTL-level input signal.
Another AD9833 is programmed for sine wave output, which is amplified slightly (OPA2340,
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Texas Instruments, Dallas, TX) and played through the acoustic calibration speaker in the
measurement cell. Finally, the laser control board controls the internal HEPA filter valve, which
is switched in during calibrations.

4.5.4 New Control Software
Given the new features in the MIPN v2 and a refined understanding of how to write interface
software learned over the course of the MIPN development, new control software was written in
Microsoft Visual Studio using C# and XAML using the model-view-viewmodel paradigm. This
paradigm separates behind-the-scenes computing logic, such as the demodulation algorithm, from
the graphical user interface. Unfortunately, the requirements of this program have outgrown the
capabilities of the Raspberry Pi 3B, which is no longer officially recommended for new projects,
and newer versions are not supported by Windows 10 IoT. Therefore, another internal computing
platform must be identified, and until then, the MIPN v2 must be operated by an external computer.
A total of two new programs were written for the MIPN v2, an all-in-one calibration program for
performing laser power and system calibrations, and an operation program for performing aerosol
analysis and acoustic calibrations. A third, temporary program has been written to run on the
Raspberry Pi, though it does not display information on scattering or absorption, and is only
present to monitor temperature, pressure, calculate flow rates, and toggle the external sampling
valve. These data are saved to a diagnostic file.

4.6 Future Work
The MIPN v2 is nearly complete. Only some final refinements to the operation software are
necessary. Future work includes calibration according to the procedures in Section 4.2.4, and a
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sensitivity analysis according to Section 4.2.5. Once these are complete, the MIPN v2 will enter
service as the next generation workhorse instrument for aerosol optical property analysis.
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Chapter 5: Diel Cycle Impacts on Organic
Carbon Aerosol Properties from Wildfires in
the US
Abstract
To bring closure between laboratory and field studies, wildfire plumes in the western United States
were sampled during FIREX-AQ using a new multiwavelength photoacoustic spectrometer on
board the Aerodyne Mobile Laboratory. These plumes were subjected to heterogeneous oxidation
using an Aerodyne Potential Aerosol Mass oxidation flow reactor. To capture the impacts of
diurnal variations in ambient chemistry, two oxidation mechanisms were used. Daylight-driven
oxidation was mimicked by exposing plumes to varying quantities of OH radical, while nighttime
processes were mimicked using NO3. Chemical changes in aerosol composition were tracked using
an Aerodyne Aerosol Mass Spectrometer. This chapter presents a comparison of the changes to
light absorption behavior and mass spectrometry results from these two oxidation processes, and
discuss the implications for radiative forcing within the context of previous laboratory findings.

5.1 Introduction
Laboratory studies have, in the recent several years, demonstrated the not-too-surprising effects of
atmospheric processing on the optical, chemical, and physical properties of organic aerosols (OA)
emitted from wildfires1-4. Following diurnal cycles, the impacts of atmospheric oxidation can be
broadly divided into daytime- and nighttime-driven processes. During daylight hours, when solar
radiation is available, the dominant mechanism is OH oxidation5. At night, when OH cannot
generated by photolysis, NO3 oxidation dominates6. NO3 is photochemically unstable, and
therefore contributes only to nighttime processes. These oxidation mechanisms, OH and NO3,
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affect the light absorption properties of OA in markedly different ways. Laboratory studies have
shown OH oxidation to diminish light absorption by fragmenting large chromophoric
molecules,1, 2 while NO3 oxidation has been shown to enhance light absorption by adding
nitrogen-containing chromophoric functional groups7.
The need to study the consequences of such atmospheric processing has motivated the
development and use of environmental chambers capable of containing and controlling a sample
of aerosol as it ages naturally (such as a Teflon bag sitting in open sunlight) or by accelerating the
aging process by exposing aerosols to increased concentrations of atmospheric oxidants, UV light,
or both8-12. Such chambers are often large, on the order of several cubic meters12, and the relatively
slow pace of a given experiment may suffer from unrealistic loss mechanisms including wall losses
(including electrostatic, diffusional, and gravitational)13-16 and aerosol agglomeration and
coagulation17. Recently, oxidation flow reactors (OFRs) such as the Potential Mass Reactor18
(PAM, Aerodyne Research, Inc., Billerica, MA) have been used as an alternative to traditional
chamber studies. These plug-flow reactors are comparatively small, on the order of 0.01 m3, with
fast experiment times, on the order of 100 seconds from sample input to aged aerosol output. When
used to study daytime photooxidation with OH and UV light, they are capable of mimicking
atmospheric aging on time scales from a few hours to several days and up to weeks in extreme
cases19.
While most work with OFRs has focused on daytime oxidation via generation of high
concentrations of OH, other oxidation mechanisms can be studied by altering the reagents and
conditions in the reactor. Lambe et al. devised a method to simulate nighttime aging by continuous
production of NO320. The consequences of such atmospheric processing over multiple diurnal
cycles and broad geographical areas introduce significant errors into the aerosol components of
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radiative transfer models and make it difficult to constrain the impacts that wildfires and other
large-scale aerosol events will have on the climate, especially in areas where air quality is expected
to suffer under the effects of anthropogenic climate change21. Laboratory studies excel at isolating
specific variables and quantifying the effects of single mechanisms; however, an easy criticism is
the question of atmospheric relevance and the degree to which functions of a single variable are
applicable to aerosol found in the real atmosphere. On the other hand, field studies are ideal for
conducting multiple measurements of real-world phenomena as they happen, with the obvious
drawback of uncontrollable variables and a lack of repeatability. Both types of study are necessary
to advance our knowledge of the atmosphere: laboratory studies can guide researchers toward
specific science goals and can inform field procedures for studying them, while field studies can
better inform laboratory experiment design to bolster their real-world relevance.
Following from the laboratory studies detailed in previous chapters and attempts to bring closure
between laboratory and field studies, where previous work investigated the various properties of
BrC generated from smoldering biomass, including their optical characteristics upon sunlightdriven photochemical aging, this chapter investigates the effects of daytime and nighttime aging
on BrC using the results of multiple OH and NO3 oxidation experiments that were performed
during FIREX-AQ, an interagency mission led by NASA and NOAA, conducted during the
wildfire season of 201922. This chapter focuses on four short experiments performed in August at
ground level near the North Rim of the Grand Canyon in Arizona during the Castle and Ikes fires,
and in Eastern Oregon, during the 204 Cow Fire.
In this study, the majority of particles sampled (>95%) were tar balls (TBs), whose presence was
confirmed by transmission electron microscopy of samples gathered during the experiments, and
their optical and chemical properties. TBs are a class of OA known to strongly absorb sunlight in
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the UV and short visible wavelengths23, 24. In fact, TBs may contribute up to 20% of atmospheric
light absorption at 530 nm, though this is highly variable depending on the degree of atmospheric
processing the TBs undergo. Limited field data exist for oxidative processing on TBs, and this
chapter, contextualized by previous laboratory work, attempts to quantify the effects of the diurnal
cycle-driven oxidation processes on TB potential to drive radiative transfer.

5.2 Instrumentation, Experiment Design, and Fire Ecology
FIREX-AQ was an interagency large-scale coordinated intensive field campaign, led jointly by
NASA and NOAA, with participants from four federal agencies, more than twenty universities,
and various partners from private industry. It involved the coordination of multiple aircraft
platforms, ground crews, and satellite remote sensing, along with teams of modelers and
forecasters. Data for the campaign writ large is available at the NASA LaRC Airborne Science
Data for Atmospheric Composition website, however, the data for this study were obtained during
special experiments and are not available to the public except by request.
The Aerodyne Mobile Laboratory (AML) is a mobile sampling platform equipped with
instrumentation for nearly all aspects of atmospheric analysis, including trace gas and volatile
organic hydrocarbon (VOC) measurements, particle phase measurements, meteorology, and
geographic positioning. Aerosol optical properties were measured using a novel Multiwavelength
Integrated Photoacoustic-Nephelometer (MIPN) spectrometer, particle composition and mixing
state properties were analyzed with data from an Aerosol Mass Spectrometer and Single Particle
Soot Photometer (AMS, Aerodyne Research, Inc., Billerica, MA, and SP2, Droplet Measurement
Technologies, Longmont, CO). A Tuneable Infrared Laser Direct Absorption Spectrometer
(TILDAS, Aerodyne Research, Inc.)25, 26 was used to track hydrogen cyanide, a biomass burning
tracer27, and a Vocus Proton Transfer Reaction Mass Spectrometer28 (PTR-MS, Tofwerk USA,
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Boulder, CO) measured VOCs and was used to determine external oxidant reactivities, from which
equivalent atmospheric ages were calculated.
The AML traveled throughout Idaho, Oregon, Utah, and Arizona during the field campaign,
sampling continuously when not conducting special experiments. AML positioning, including
latitude, longitude, and altitude was measured by a Vector V103 GPS Compass (Hemisphere
GNSS, Inc., Scottsdale, AZ). Wind velocity was measured by an ultrasonic anemometer (model
86000, R. M. Young Company, Traverse City, MI). Additional meteorology products were
obtained from the NOAA Air Resources Laboratory North American Mesoscale 12 km Archive,
and plume ages were approximated using the Hybrid Single-Particle Lagrangian Integrated
Trajectory (HYSPLIT) model29.
The general sampling strategy was to search for smoke-filled valleys and transect plumes with the
AML, using the HCN signal to locate viable areas to park and perform experiments. Upon
identification of a suitable location, the AML parked with the sample inlet on the front of the truck
facing into the wind to avoid self-sampling of its own exhaust. A PM2.5 cyclone with a small mesh
screen to filter out extremely large ash particles was attached to the inlet. A schematic of the
experimental setup is given in Figure 5.1, and section 5.2.1 discusses all relevant instrumentation.
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Figure 5.1. A schematic of the general experimental setup aboard the AML showing instruments, reactors, reagents,
and other hardware.

5.2.1 Instrumentation
Multiwavelength Integrated Photoacoustic-Nephelometer (MIPN)
A detailed description of the design and development of this instrument, including calibration
procedures, was given in Chapter 4. Briefly, the aerosol light absorption coefficient (βabs, Mm-1)
was measured with the prototype version of a new Multiwavelength Integrated PhotoacousticNephelometer (MIPN v1, MIPN hereafter) at two wavelengths (λ = 488 and 532 nm). The general
operational structure and calibration procedures of single-pass integrated photoacousticnephelometers has been described elsewhere30-33. The MIPN is based upon single-wavelength
instruments constructed at Washington University in St. Louis and described previously1, 34, 35.
Novel to the MIPN is a dual-cell arrangement wherein the sample stream is split and one branch
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is filtered to remove particulate matter, thereby simultaneously sampling a particle-free gaseous
background to account for noise from various sources such as ambient acoustic, electrical, and
flow noise. Data were acquired from each wavelength in serial at 0.5 Hz for one minute per
wavelength and averaged across each wavelength’s one-minute cycle. Due to a field malfunction,
scattering measurements were not obtained, nor were measurements at 405 or 637 nm.
Soot Particle – Aerosol Mass Spectrometer (SP-AMS)
The Aerodyne SP-AMS instrument is a standard Aerodyne high resolution time of flight aerosol
mass spectrometer (HR-ToF-AMS) with an intracavity, CW laser vaporizer36. The AMS was
operated to provide online chemically-speciated mass and sizing measurements of both nonrefractory and refractory particles between approximately 70 – 2500 nm in aerodynamic diameter.
A PM2.5 inlet lens was installed on the AMS for this study, extending the range of 100%
transmission efficiency of particles through the lens up to 2.5 μm in diameter. The SP-AMS laser
was operated with approximately a 50% duty cycle. When the laser was off, the system was
operated as a conventional AMS. During OHArizona, OHOregon, and NO3,Oregon, the SP-AMS was
used. During NO3,Arizona, the conventional AMS was used. The instrument was run with 20 second
time resolution, and data points included both chemical speciation and mass loading by mass
spectral analysis and particle sizing by species for each data point. In the SP-AMS, particles
containing refractory materials (i.e. BC and many metals) are vaporized with a 1064 nm laser. The
resulting vapor is ionized via electron impact and detected with the HR-TOF-AMS. In addition to
the SP-AMS vaporization the conventional AMS heater, a heated tungsten surface (600 °C)37, 38
was also used to measure the composition of any non-refractory particles. When the instrument
was run as a conventional AMS, this was the only heater used.
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The AMS and SP2 data reported to the FIREX-AQ public repository do not come with associated
error bars. It must be noted that these instruments certainly do have errors associated with their
measurements (for example, up to 30% for the AMS, given compounding errors from chemical
speciation, aerosol size, and collection efficiency), however, an explicit consideration of those
errors and how they propagate to derived data products is outside the scope of this study. The
errors associated with conducting time averages and propagation through derived data products is
discussed in Section 3.
Potential Mass Reactor and Laminar Flow Reactor
The Potential Mass Reactor (PAM, Aerodyne Research, Billerica, MA) is an oxidation flow
reactor capable of mimicking certain atmospheric processes with a variety of oxidants. In this
study, the PAM was configured to generate two different internal environments. For the OHArizona
and OHOregon experiments, the PAM was configured to produce large concentrations of OH via
185 nm photolysis of ozone (created in an external ozone generator via 185 nm photolysis of ultrahigh purity oxygen) to produce O(1d), which then reacts with water vapor to produce OH18, 19. The
PAM is equipped with two sets of 185 nm lamps, a primary and secondary set. The lamps are
identical, except the secondary set is attenuated. The primary set has a maximum irradiance of ~70
µW cm-2, and the attenuated set has a maximum irradiance of ~7 µW cm-2. Lamp output can be
controlled from software by controlling the input voltage to the lamp ballast, from 0 V (lamps off)
to 10.0 V (lamps at maximum). The minimum voltage that still produced light was 1.6 V.
Irradiance is monitored by an internal photodiode.
During NO3,Arizona and NO3,Oregon, the PAM reactor was coupled to a laminar flow reactor (LFR),
which is a 152.4 cm long perfluoroalkoxy tube with a 2.22 cm inner diameter. The LFR generated
NO3 via continuous reaction of NO2 with ozone to produce N2O5, which further reacts with ozone
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to produce NO320. Ozone concentrations were monitored post-PAM using an ozone analyzer
(Model 106-L, 2B Technologies, Boulder, CO). Relative humidity and temperature are monitored
by the PAM with an internal sensor.

5.2.2 Experiment Design
Experiments lasted between 1-2 hours, during which the reagent inputs were controlled in steps to
simulate varying degrees of atmospheric aging. Each step consisted of a bypass stage to both
analyze ambient aerosol and to allow the reactor(s) time to approach steady state, and a sample
stage, where ambient aerosol was subjected to the PAM reactor. The oxidizing environment was
altered to produce varying concentrations of OH or NO3 which, when compared to assumed typical
atmospheric concentrations, can be converted into equivalent days or nights, respectively.
Oxidation exposure was reduced during each step, such that the first step of an experiment had the
highest OH or NO3 concentration and the final step generated no artificial oxidation, however, the
actual extent of atmospheric aging was dependent on rapidly-changing ambient conditions and
was calculated using the KinSim chemical kinetic solver39, 40 using PTR-MS data. Nonetheless, a
wide range of time scales was achieved using this method. For OH experiments, oxidation on the
order of approximately 3 to 20 equivalent days was performed, while for NO3 experiments, the
reactor mimicked oxidation time scales of approximately 3 to 8 equivalent nights.
Total flowrate through the PAM was 6.4 liter min-1 (for a total residence time of 123 seconds), and
the output was split among the MIPN (2 liter min-1), SP-AMS (0.95 liter min-1), SP2 (0.12
liter min-1), PTR-MS (0.7 liter min-1), and ozone analyzer (0.8 liter min-1) with the balance
exhausted via dump flow (~1.83 liter min-1). When sampling through the bypass valve, instrument
flows remained constant and a Sample Line Flow Controller (SLFC, model SLFC-DP-010,
Aerodyne Research, Inc.) pulled 5 liter min-1 through the PAM and dumped it out the roof exhaust
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so the PAM could stabilize on the next set of oxidation conditions. The reagent gas input flows to
the LFR are controlled by GE50A Mass Flow Controllers (MFC, MKS Instruments, Inc., Andover,
MA) and are discussed separately below.
To account for wall losses and dilution effects when switching from ambient to sampling through
the PAM, refractory black carbon (rBC) content was monitored with the SP2, and organic mass
measured by the SP-AMS was normalized to rBC mass, which acts as a conserved tracer. During
all experiments, rBC accounted for typically less than 2% and never more than 5% of total aerosol
mass (Figures 5.2 and 5.3), and it is possible that some portion of this signal could be attributed to
charring of organic matter within the SP241.

Figure 5.2. rBC fraction (top, blue), rBC (bottom, dashed black, left axis) and organic mass concentrations (bottom,
green, right axis) for both Arizona experiments.
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Figure 5.3. rBC fraction (top, blue), rBC (bottom, dashed black, left axis) and organic mass concentrations (bottom,
green, right axis) for both Oregon experiments.

After every experiment, the PAM was cleaned out by setting both sets of lamps to maximum output
and overblowing the inlet with humidified air to create as much OH as possible. The PAM was
operated in this manner until AMS measurements of total organic mass was minimized.
Mass absorption cross-section (MAC(λ), m2 g-1) at the two operating wavelengths. MAC is a
wavelength-dependent parameter used in climate models to convert atmospheric aerosol mass
loadings, whether modeled or measured, to their absorption coefficients. MAC values for
carbonaceous aerosols are still poorly constrained despite their utility in these models, and
therefore the uncertainty from their contribution in model outputs remains large42-44. MAC is the
ratio of light absorption to the organic aerosol mass concentration:

MAC(𝜆) =

𝛽𝑎𝑏𝑠 (𝜆)
[Org]

(Eq. 5.1)

Here, [Org] is provided by the AMS normalized to the SP2 rBC content. However, as the
conditions during these experiments were highly dynamic and rapidly changing, MAC alone is
insufficient to understand the changes in aerosol properties from one experiment step to the next.
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Rather, MAC enhancement EMAC(λ) is used here. EMAC(λ) is calculated from the ratio of oxidized
to unoxidized ambient aerosol MAC:

EMAC(λ) =

MAC(λ)oxidized
MAC(λ)ambient

(Eq. 5.2)

An EMAC(λ) of greater than 1 indicates that the oxidized aerosol exhibits greater light enhancement,
while a value of less than 1 indicates diminished light enhancement.
To obtain reasonable estimates for EMAC(λ) values that are comprehensive of a given oxidation
step yet still capture the nature of the dynamic plume, EMAC(λ) was calculated using the average
of aerosol MAC(λ) during a given oxidation step divided by the average of the ambient steps
immediately prior and after. In the following descriptions, ambient steps are denoted “ambient_X”
and oxidation steps are denoted “OFR_OH_X” for OH experiments, and for NO3 experiments, the
ozone-only step is denoted “NO3PAM_O3” and NO3 oxidation steps are denoted
“NO3PAM_NO3_X”. “X” indicates the step number. Each experiment includes a “background”
step, where aerosol was sampled through the PAM without the addition of oxidants. This is useful
as a diagnostic step but is otherwise unused.
Equivalent atmospheric aging times were calculated using external oxidant reactivity (NO3,EXT and
OHEXT), which was calculated from the depletion of gas-phase VOCs with the PTR-MS using their
relevant rate constants with either OH or NO340. From external reactivity, oxidant exposure was
calculated using the relevant estimation equations20, 45, along with other necessary inputs such as
relative humidity, temperature, [O3], and [NO2] (NO3 experiments only). These estimation
equations carry up to a factor of 2 uncertainty, which is taken as understood but not included in
the analysis. The explicit degree of aging is less important than the trends observed across a range
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of equivalent days or nights. Error bars on equivalent ages given in Section 5.3 are calculated by
considering the external oxidant reactivities that bookend a given oxidation step and averaging
across before and after. Some steps had nearly identical external reactivities before and after, and
so the error bars on derived atmospheric age are small. Error bars on optical data products arise
from the propagation of errors through various averaging steps and functions to derive data
products such as MAC(λ) and EMAC(λ). Large error bars necessarily arise from the nature of the
field study. Attempting to concisely characterize a highly dynamic system such as a wildfire is
bound to influence the error analysis.
NO3 experiment design
NO3 was produced according to Lambe et. al (2020) by flowing up to 40 cm3 min-1 of 1.00 ± 0.02%
NO2 (balance N2) through the LFR. Ozone was generated by flowing ~1.8 liter min-1 of ultra-high
purity oxygen through the PAM’s ozone generator. The input ozone was held constant, and ozone
is measured after the PAM to be used as an input to the KinSim model. The first oxidation step of
any NO3 experiment was with ozone only (step labelled NO3PAM_O3) to ensure that ozone
concentrations were not so high as to potentially damage instruments. During NO3,Arizona, NO2 was
stepped down from 40 to 20, 5, and 3 cm3 min-1 to generate the various oxidation time scales.
During NO3,Oregon, inputs of 15 and 5 cm3 min-1 were used. The timeline for NO3,Arizona is given in
Figure 5.4. Further discussion of the chemistry observed by the AMS during the
NO3PAM_NO3_1 step (first oxidation step after ozone-only step, labeled in Figure 5.4) is given
in Section 3.
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Figure 5.4. The timeline of the NO3,Arizona experiment showing relative humidity, temperature, ozone post-PAM, and
NO2 concentration flowing to the LFR. The gray bars indicate when the bypass valve was engaged and ambient aerosol
was being analyzed. Each step is labeled for reference.

OH experiment design
The OH experiments required stepping through the voltage settings on the internal 185 nm lamps
to control the production of OH. OHArizona started with the unattenuated primary lamps set to
maximum, then switching to the attenuated secondary lamps and stepping the ballast input voltage
from 10.0 to 5.0, 3.0, 2.0, and 1.6 V. OHOregon started with the primary lamps at maximum, then
stepped the secondary lamps through 10.0, 5.0, and 1.6 V. Since the lamp emission wavelength is
sufficient to drive ozone production from photolysis of ambient oxygen, no additional ozone input
was used. The time series for the OHArizona experiment is given in Figure 5.5. Further discussion
of the chemistry observed by the AMS during the OFR_OH_1 step (first oxidation step, labeled in
Figure 5.5) is given in Section 3.
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Figure 5.5. The timeline of the OHArizona experiment showing relative humidity, temperature, 185 nm irradiance, ozone
post-PAM, and voltages applied to the ballasts of both sets of lamps. The gray bars indicate when the bypass valve
was engaged and ambient aerosol was being analyzed. Each step is labeled for reference.

5.2.3 Fire Ecology
Castle and Ikes Fires, Northern Arizona
FIREX-AQ took place during August and September of 2019, during a record low wildfire season.
While the AML and other ground crews were based out of McCall, ID (44.91 °N, 116.10°W),
towards the end of August, the geographically close and comparatively small Nethker fire
(45.25 °N, 115.93 °W, 2,360 total acres burned) was almost extinguished and presented no new
scientific opportunities. However, at that time, two large fires were burning in close proximity to
each other near the North Rim of the Grand Canyon, near Page, AZ. These fires, the Castle and
Ikes fires (36.51 °N, 112.28 °W, and 36.35 °N, 112.29 °W, respectively), were ignited by lightning
on July 12th and 25th, respectively, by lightning strikes. Since these fires threatened no structures
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or other property and were burning through a forest densely packed with litter, underbrush, and
dead fallen trees, the fires were allowed to burn within prescribed limits to serve their role as the
forest’s natural mechanism of cleanout and renewal while fire crews in the area used Castle and
Ikes as training opportunities.
The Castle and Ikes fires burned near the Oquer Canyon in the Kaibab National Forest, a densely
forested area consisting predominantly of Ponderosa pine (Pinus ponderosa), Douglas fir
(Pseudotsuga menziesii), Englemann spruce (Picea engelmannii), and quaking aspen (Populus
tremuloides). Minor species include Gambel oak (Quercus gambelii), and various shrub and grass
species of sagebrush (Artemesia) and bitterbrush (Purshia). By August 20, 2019, the fire
management areas had grown to approximately 24,000 acres (~97 km2) combined. The AML
approached from Page via Highway 89A and State Route 67. The OH experiment (OHArizona) was
conducted on August 20 at approximately 17:45 UTC (10:45 MST) at 36.61°N, 112.19°W (Figure
5.6). The NO3 experiment (NO3,Arizona) was conducted on August 22 at approximately 10:30 UTC
(03:30 MST) at 36.54°N, 112.17°W (Figure 5.7).
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Figure 5.6. Map of the Grand Canyon region overlaid with HCN concentration (ppb, color scale), elevation (HCN
marker size, larger is higher AMSL), fire origin locations from Incident Information System (white triangles),
OHArizona experiment location (white star), and fire boundary maps for 08/20/2019. Based on HYSPLIT backtrajectories, the plume for this experiment was less than one hour old, though surface concentrations of smoke were
comparatively lower since the nocturnal boundary layer had lifted. Background map is from USGS EarthExplorer,
and fire map overlays are from the National Wildfire Coordinating Group’s Incident Information System (InciWeb).
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Figure 5.7. As with Figure 5.6, but for NO3,Arizona on 08/22/2019. Based on HYSPLIT back-trajectories, the plume for
this experiment was again less than one hour old, though smoke that had settled in the valley under the nocturnal
boundary layer may have been older. Background map is from USGS EarthExplorer, and fire map overlays are from
the National Wildfire Coordinating Group’s Incident Information System (InciWeb).

204 Cow Fire, Eastern Oregon
After returning from Arizona, the nearest fire of interest was the 204 Cow Fire
(44.28°N, 118.47°W) in the Malheur National Forest region of the Blue Mountains in eastern
Oregon, approximately 200 km west-southwest of McCall. The 204 Cow Fire was ignited on
August 9 by lightning and grew to burn 9,668 acres (approximately 29 km2) until its containment
on October 15. The region is predominantly forested by various species of pine, fir, and juniper
trees (Pinus, Abies, and Juniperus, respectively) along with shrub species of sagebrush
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(Artemesia). The fire had burned approximately 5,500 acres (22.3 km2) by August 26, when both
the OHOregon (09:30 UTC, 03:30 MDT, 44.23°N, 118.40°W) and NO3,Oregon (12:30 UTC, 06:30
MDT, 44.25°N, 118.40°W) experiments took place (Figure 5.8). The AML approached from State
Route 26 and then traversed a series of National Forest Development roads to conduct sampling
less than 3 km from the fire management area.
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Figure 5.8. As with Figures 5.6 and 5.7, showing fire ignition point (white triangle), OHOregon and NO3,Oregon
experiment locations (white stars), and fire boundary maps for 08/26/2019. HYSPLIT back-trajectories again show
the plumes for these experiments were much less than one hour old. Background map is from USGS EarthExplorer,
and fire map overlays are from the National Wildfire Coordinating Group’s Incident Information System (InciWeb).
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5.3 Results and Discussion
5.3.1 Ambient Aerosol MAC
Figure 5.9 shows the average MAC values of ambient aerosol obtained from Arizona (blue
diamonds) and Oregon (pink triangles). Values at 488 and 561 were measured, and the value at
405 nm is calculated using published data on the Ångström exponent34. Data from both sites agrees
well, and it was further corroborated by analysis of tar balls via electron energy-loss spectroscopy.
Model simulations of tar balls using an assumed refractive index of 1.46 + 0.22i at 400 nm give
MAC values of 5.6 and 4.0 m2 g-1 at dp = 200 and 400 nm, respectively.

Figure 5.9. Average ambient values of MAC from Arizona (diamonds) and Oregon (triangles). The point at 405 nm
is extrapolated from the Ångström exponents reported in Sumlin et al. (2018a). Error bars are one standard deviation.

180

5.3.1 Nighttime Oxidation
Equivalent nighttime oxidation of between 3.28 ± 0.00 to 7.67 ± 0.17 days was performed across
the NO3,Arizona and NO3,Oregon. EMAC(λ) (Eq. 5.2) is shown in Figure 5.10 and summarized in Table
5.1, as the Oregon data points are obscured by their similarity. Data from NO3,Arizona shows an
increasing trend across multiple days of aging. The NO3,Oregon data does as well, though it shows a
higher EMAC(λ) at lower equivalent time scales. There was a marked difference in NO3,EXT in
Arizona and Oregon. In Arizona, NO3,EXT was on the order of 11.6 to 17.6 s-1, while in Oregon, it
was on the order of 161.0 to 187.1 s-1. This indicates not only the presence of high concentrations
of biomass burning VOCs (BBVOCs), but BBVOCs that are highly reactive to NO3.

Figure 5.10. MAC Enhancements at 488 and 561 nm during NO 3,Arizona (triangles) and NO3,Oregon (square and
circle, which is partially obscured). The gray dashed line is the “no enhancement” line. The Arizona experiment data
shows an increasing trend in MAC with increasing equivalent age. The Oregon data on its own does, as well, but in
context of the Arizona data, the chemical species present in the smoke plume in Oregon appear to have been much
more reactive towards NO3.
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Table 5.1. EMAC at 488 and 561 nm for NO3 oxidation experiments. Asterisks denote NO3,Oregon. All others taken
during NO3,Arizona.
Equivalent nights
3.28 ± 0.00
3.53 ± 0.28*
3.87 ± 0.40*
4.76 ± 0.00
5.76 ± 0.22
7.67 ± 0.17

EMAC at λ = 488 nm
0.99 ± 0.26
1.47 ± 0.01
1.67 ± 0.01
1.17 ± 0.23
1.24 ± 0.22
1.69 ± 0.38

EMAC at λ = 561 nm
1.15 ± 0.79
1.46 ± 0.01
1.65 ± 0.01
1.32 ± 0.66
1.39 ± 0.79
1.29 ± 0.84

A breakdown of the chemical speciation from NO3,Arizona was obtained from the AMS data from
before and after the NO3PAM_NO3_1 step (refer to Figure 5.4), the first oxidation step after
ozonolysis. During this step, 40 cm3 min-1 of the 1% NO2 was flowing into the LFR. NO3,EXT
before and after this step was 17.56 and 13.90 s-1, respectively, for an estimated equivalent age of
5.76 ± 0.22 nights (yet another illustration of the difficulty in capturing the rapid dynamics of a
real-world fire plume: despite this step using the maximum NO2 input, it was not the step with the
longest equivalent time scale). The individual ions measured by the AMS can be visualized for
oxidative enhancement or depletion on a log-log scatterplot, shown with markers in Figure 5.11,
and with individual m/z in Figure 5.12. Ions above the solid black line are enhanced, ions below
are depleted. The 2:1 and 1:2 lines are also included. Colors are per-ion family.
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Figure 5.11. Scatterplot of enhancement and depletion of ions measured by the AMS before and after
NO3PAM_NO3_1. The ion families with the highest enhancement are the nitrogenated hydrocarbons (CHO 1N and
CHOgt1N, dark and light blue, respectively), while the most depleted species are the non-nitrogenated hydrocarbons
(CHO1 and CHOgt1 purple and pink, respectively). The solid black line is the 1:1 line, above which indicates
enhancement. The 2:1 and 1:2 lines are also given for convenience.
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Figure 5.12. As with Figure 5.11, showing individual m/z.

While knowledge of the individual m/z enhancement and depletion may inform future
investigations, it is perhaps more illustrative to consider ion families writ large. Figure 5.13 shows
the enhancement and depletion of the ion families in Figures 5.11 and 5.12 on the basis of total
ion mass in that family. Enhancement is calculated by summing the relative abundances of all ions
within a family and taking the ratio of oxidized to ambient, similar to how EMAC(λ) is calculated.
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Figure 5.13. Enhancement and depletion of ion families measured by the AMS. CHO1N and CHOgt1N, while present
in lower relative abundances, showed the largest enhancement through NO 3 oxidation.

The CHOgt1N family is enhanced by 211% and CHO1N by 132% through the PAM, with a
corresponding diminishment in CHOgt1 and CHO1 to 79% and 91 %, respectively. This does not
imply that all CHO1N species come from CHO1 (or CHOgt1N from CHOgt1, similarly). The
addition of nitrogen-containing functional groups is likely the cause of the observed light
absorption enhancement, since nitrogenated aromatic hydrocarbons form during reactions with
NO346 and can act as chromophores, increasing light absorption47-49.
Li et al. (2020) previously observed this absorption enhancement effect in the laboratory by
subjecting biomass burning BrC proxy aerosol derived from wood tar to a similar experimental
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setup to what was used here50. They observed EMAC in the near-UV (330-400 nm) of
approximately 2.4, and approximately 6.0 in the visible (400-550 nm), though this high value
comes from the ratio of two relatively low MAC values of 0.6 and 0.1 m2 g-1, much lower than the
MAC at 561 nm reported here, which, for ambient aerosol was 1.71 ± 0.32 in Arizona and
1.72 ± 0.05 in Oregon.
Ozonolysis Effects on Optical Properties
Li et al. (2020) studied the effects of O3, NO3, and OH oxidation on a single set of particles, using
similar procedures as in this study50. Under ozonolysis, they observed that the MAC decreased
slightly, predominantly at longer wavelengths. They observed a change from 1.27 ± 0.38 m2 g-1 to
1.21 ± 0.44 m2 g-1 in the near UV (330 – 400 nm) and from 0.16 ± 0.13 m2 g-1 to 0.12 ± 0.06 m2 g-1
in the visible (400 – 550 nm). This is a minor contribution to MAC change in the wavelengths
reported here, however, it is important to be aware of all consequences of the oxidizing
environment. Even though the particles generated by Li et al. were less absorbing to begin with,
when taken on a percent-change basis, the implications are that ozonolysis may play a role in the
MAC increase observed here, slightly offsetting the MAC enhancement observed by the
hypothesized addition of nitrogenated functional groups. Further analysis of the contributions of
ozone-only aging are needed to separate these effects.

5.3.2 Daytime Oxidation
Compared to the NO3 experiments, a much broader range of equivalent atmospheric aging was
mimicked in the OH experiments. NO3 is a comparatively selective oxidant, while OH tends to
oxidize nearly all organic aerosol it comes in to contact with. Between approximately 3 and 20
equivalent days of oxidation were performed. As expected, EMAC(λ) for these experiments
nominally showed light absorption diminishment for most experiments, however, EMAC(λ)
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exceeded unity between 3.79 ± 0.05 and 17.41 ± 4.04 days. This effect of initial darkening and
subsequent lightening has been reported previously1, 51. The nature of this absorption enhancement
mechanism was outside the scope of Sumlin et al. (2017) who rather focused on the likely
mechanisms of BrC light diminishment, however Hems et al. (2020) posit that the increase in
absorbance is linked to the formation of aromatic dimers and functionalization reactions. Hems et
al. report that the absorption enhancement was observable up to 11 equivalent hours of OH
exposure, and diminished with a net exposure of up to 42 hours. It should be noted that the samples
analyzed by Hems et al. was only the water-soluble portion, obtained by gathering BrC on a filter
and extracting with purified water. Furthermore, the OH oxidation was carried out by adding
hydrogen peroxide to the extract solution and exposing it to UV lamps. The OH oxidation
performed by the PAM during FIREX is far less controlled, given the dynamic nature of the plumes
we sampled.
Figure 5.14 shows EMAC(λ) at 488 and 561 nm for all OH experiments. The data is further
summarized in Table 5.2.
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Figure 5.14. MAC Enhancements at 488 and 561 nm during OH Arizona (triangles) and OHOregon (square and circle,
which is partially obscured). The gray dashed line is the “no enhancement” line. The shows an initial diminishment,
then subsequent increasing to decreasing trend in MAC with increasing equivalent age.

While OHEXT values were large, it is noteworthy that they were typically exceeded by NO3,EXT
values, which, as noted in the previous section, indicates the presence of BBVOCs that are more
reactive toward NO3 than toward OH. The exact nature of these sensitivities requires further
research.
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Table 5.2. EMAC at 488 and 561 nm for OH oxidation experiments. Asterisk denotes OH Oregon. All others taken during
OHArizona.
Equivalent days
3.03 ± 0.20
3.79 ± 0.05
6.51 ± 1.06
17.41 ± 4.04
18.27 ± 7.54
19.52 ± 3.14*

EMAC at λ = 488 nm
0.88 ± 0.02
1.05 ± 0.02
1.02 ± 0.03
1.02 ± 0.03
0.88 ± 0.02
0.72± 0.08

EMAC at λ = 561 nm
0.94 ± 0.02
1.00 ± 0.02
0.95 ± 0.02
0.97 ± 0.03
0.99 ± 0.02
0.73 ± 0.01

The same scatterplot analysis was applied to the OFR_1 step (refer to Figure 5.5) of the OHArizona
experiment, however, it is less illustrative than with NO3 because the primary driver of MAC
diminishment is fragmentation reactions. Before this step, OHEXT was 74.95 s-1 and after, it was
59.37 s-1, giving an approximate equivalent age of 18.27 ± 7.54 days. The enhancement ratios of
the individual ion families show a decrease in CHO1N and an increase in CHOgt1N, though to a
lesser degree than under NO3 aging. The ambient CHOgt1N mass fraction was approximately 25%
higher in the NO3,Arizona, as well – the comparatively lower relative abundances of nitroaromatics
during OHArizona (both pre- and post-OFR_1) may obfuscate any meaning in the enhancement
ratios.
Figure 5.15 shows the OHArizona scatterplot with markers, and Figure 5.16 shows the individual m/z
measured by the SP-AMS. Qualitatively, it can be observed that there is less spread in the
scatterplot and the points are grouped closer to the 1:1 line, further suggesting that the dominant
mechanism is fragmentation.
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Figure 5.15 Scatterplot of enhancement and depletion of ions measured by the SP-AMS before and after OFR_1. The
ion family with the highest enhancement is still the nitrogenated hydrocarbons with more than one oxygen atom
(CHOgt1N, light blue), though the most depleted species are the nitrogenated hydrocarbons with a single oxygen atom
(CHO1N, blue). The solid black line is the 1:1 line, above which indicates enhancement. The 2:1 and 1:2 lines are also
given for convenience.
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Figure 5.16. As with Figure 5.15, showing individual m/z.

Figure 5.17 shows the ion family enhancement ratios through the same OFR_1 step corroborating
the conclusions drawn from the scatterplots.
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Figure 5.17. Enhancement and depletion of ion families measured by the AMS. CHO 1N is depleted while CHOgt1N
is enhanced, however, both these families are present in low relative abundances which may exaggerate the
enhancement ratio.

5.4 Conclusions and Future Work - Synthesizing Daytime and
Nighttime Aging
Field campaigns produce an abundance of information, and laboratory studies can help direct
researchers towards not only designing better field studies, but also towards uncovering new
science in existing data. The observations of EMAC(λ) and the associated chemistry from FIREX-AQ
represent the first attempt to use a PAM reactor in a mobile setting to sample biomass burning at
their source, as well as the first application of the novel MIPN v1 to a field study. Observations
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track closely with previous laboratory studies, which were the foundation for this field study,
motivated by the criticism of a laboratory’s applicability to a real-world system.
These results show the difficulty in naïvely applying a particular aging model to atmospheric
aerosol to constrain their long-term behavior in climate models. Aerosol does not age along any
single pathway for more than half of a diurnal cycle. At night, when no sunlight is available for
OH production, NO3 aging dominates. Similarly, as NO3 readily photodissociates during daytime,
OH oxidation dominates. Of course, in some extreme regions of Earth (the poles, for example),
protracted, continuous daytime or nighttime aging occurs. However, for the vast majority of the
planet, especially where most forest fires are found, atmospheric aging follows a diel cycle. The
results from this field study and other laboratory studies subject analytes to a degree of oxidation
that presents unrealistic chemical pathways. However, these are necessary groundwork for
constructing such experiments, which are a novelty even today50. These experiments are difficult,
requiring a fine degree of control over multiple reactors or chambers to simulate ever shorter
equivalent timescales of aging. However, these experiments are necessary. A comprehensive
characterization of the actual diel cycle of atmospheric aerosol optical, chemical, and physical
properties represents the best possible input to climate models.
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Appendix
This appendix contains selected electrical and mechanical schematics of the MIPN v2. All
electrical schematics were drawn in KiCad, all mechanical schematics were drawn in Autodesk
Fusion 360.

A.1 Electrical Schematics
Electrical schematics are provided in their nested format from top to bottom, left to right as they
appear on the top-level sheet.

A.1.1 Laser Control Board
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A.1.2 Microcontroller Board

[157]

A.1.3 Analog-to-Digital Converter Board
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A.2 Optoacoustic Resonator Schematics

[161]

[162]

[163]

[164]

[165]

