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Abstract—Previous studies demonstrate that word embeddings
and part-of-speech (POS) tags are helpful for punctuation
restoration tasks. However, two drawbacks still exist. One is
that word embeddings are pre-trained by unidirectional language
modeling objectives. Thus the word embeddings only contain
left-to-right context information. The other is that POS tags
are provided by an external POS tagger. So computation cost
will be increased and incorrect predicted tags may affect the
performance of restoring punctuation marks during decoding.
This paper proposes adversarial transfer learning to address
these problems. A pre-trained bidirectional encoder represen-
tations from transformers (BERT) model is used to initialize
a punctuation model. Thus the transferred model parameters
carry both left-to-right and right-to-left representations. Fur-
thermore, adversarial multi-task learning is introduced to learn
task invariant knowledge for punctuation prediction. We use an
extra POS tagging task to help the training of the punctuation
predicting task. Adversarial training is utilized to prevent the
shared parameters from containing task specific information. We
only use the punctuation predicting task to restore marks during
decoding stage. Therefore, it will not need extra computation and
not introduce incorrect tags from the POS tagger. Experiments
are conducted on IWSLT2011 datasets. The results show that
the punctuation predicting models trained with transferred
parameters from pre-trained BERT model obtain significant
performance gains over the models with random initialization
by up to 9.4% absolute overall F1-score on test set. The results
also demonstrate that the punctuation predicting models obtain
further performance improvement with task invariant knowledge
from the POS tagging task. Our best model outperforms the
previous state-of-the-art model trained only with lexical features
by up to 9.2 % absolute overall F1-score on test set.
Index Terms—Adversarial training, transfer learning, BERT,
part-of-speech tagging, punctuation prediction.
I. INTRODUCTION
Generally, the output sequences of automatic speech recog-
nition (ASR) systems don’t contain punctuation marks. Thus
it degrades the readability of the generated words and leads
to poor user experiences in real-world scenarios [1]. So it is
necessary to restore punctuation marks for speech transcripts.
Many attempts have been made to predict punctuation marks
automatically. These approaches can be roughly divided into
three categories in terms of applied features: prosody features,
lexical features and the combination of the previous two
features based methods.
Prosody features based methods are tried by some previous
researchers [2], [3]. Christensen et al. [2] use hidden Markov
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models to restore punctuation marks using acoustic data. Kim
et al. [3] try to perform punctuation prediction and speech
recognition jointly with prosody features. The previous results
show that prosody features are useful, but they don’t work
well when speakers make pauses in unnatural places.
The combination of prosody and lexical features based
methods are proposed to resolve this problem [4], [5]. Che
et al. [6] propose to train deep neural networks (DNN) on
parallel lexical and acoustic features. Tilk et al. [7] use a
long short-term memory (LSTM) based punctuation prediction
model trained with text and speech data by two stages. Klejch
et al. [8], [9] propose a recurrent neural network (RNN)
encoder-decoder architecture with an attention layer to restore
punctuation marks by fusing lexical and prosody features.
However, these models need to utilize the lexical data with the
corresponding speech data. So the use of text and speech data
is limited. Yi et al. [10] propose to train self-attention based
models using word and speech embeddings. This method can
use any kind of text and speech data. It also obtains obvious
performance improvement with pre-trained vectors. However,
it still has a limitation to utilize enough information from the
text data.
In fact, it is not difficult to obtain a large amount of available
text data. Therefore, this paper only focuses on lexical features
based methods. A lot of studies have been tried to restore
punctuation marks only using text data.
One kind of methods is that punctuation marks are treated as
hidden inter-word events [11]. Beeferman et al. [12] propose
to train an n-gram language model (LM) using punctuated text
data. The n-gram LM is also used to predict punctuation marks
and perform capitalization jointly by Gravano et al. [13].
The other kind of methods is that predicting punctuation
is viewed as a sequence labeling task [1], [14], in which a
punctuation mark is assigned to each word. Previous studies
[15], [1], [16] show that conditional random fields (CRFs)
are better-suited to predict punctuation marks than n-gram
LM based methods. Lu et al. [15] try to train CRF based
models only with token features. Ueffing et al. [1] propose
to combine syntactic features with LM scores, token features
and sentence length to predict punctuation marks using CRF
models. Part-of-speech (POS) tags of several continuous words
are used as the features to train CRF and DNN combined
lexical model by Cho et al. [17]. The results show that POS
tags are helpful for improving the performance of punctuation
prediction tasks. Recently, neural networks based models
are used to predict punctuation marks. Unlike the previous
lexical features including n-grams, LM statics, token, POS
tags and other syntax information etc., the lexical features of
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2the neural networks are pre-trained word vectors. Che et al.
[18] propose to train DNN and convolution neural network
(CNN) based models using word embeddings. The results
show that the neural network based methods outperform the
CRF based method over purely text data. More recently, Tilk
et al. use bidirectional recurrent neural network with attention
mechanism (T-BRNN) [19] to improve the performance. Yi
et al. [20] propose to use bidirectional LSTM (BLSTM) with
a CRF layer (BLSTM-CRF) and an ensemble of models to
predict punctuation. Most recently, Kim [21] uses deep recur-
rent neural networks with layer-wise multi-head attentions for
punctuation restoration. The best model in [21] has achieved
the state-of-the-art performance with purely lexical features on
IWSLT2011 datasets [18]. The overall F1-score of the model
is up to 68.6%.
The aforementioned methods show that any kind of text
data can be utilized through pre-trained word vectors. They
also demonstrate that POS tags are useful lexical features.
However, they still have two limitations. (1) One is the
word vectors are trained using left-to-right language modeling
objective functions [22], [23]. Thus the word embeddings only
have unidirectional knowledge. (2) The other is that an extra
POS tagger is needed to provide tags information for the input
sequence during predicting stage. So it not only increases
computation cost, but also introduces some errors from the
POS tagger. Therefore, this paper proposes adversarial transfer
learning to alleviate these problems.
Inspired by the promising results of pre-trained bidirectional
encoder representations from transformers (BERT) model on
many natural language processing (NLP) tasks [24], this paper
tries to transfer model parameters from a pre-trained BERT
model to initialize a punctuation prediction model as shown
in Fig. 1. The BERT model is trained by fusing context from
both left and right directions. Unlike word embeddings, the
transferred parameters contain both left-to-right and right-to-
left representations.
Furthermore, motivated by the success of adversarial learn-
ing [25] on domain adaptation [26], Chinese word segmenta-
tion [27], environment and speaker adaptation [28], [29] and
low resource speech recognition [30], [31], [32] tasks, this
paper proposes to combine multi-task learning and adversarial
training to solve the second limitation as shown in Fig. 2.
Multi-task learning [33] a special instance of transfer learning.
The conclusions drawn by Caruana in [33] show that multi-
task learning is effective for improving the performance of
a single task, due to the extra information contained in the
training signals for the other related tasks. Therefore, a POS
tagging task is used as an auxiliary task to improve the per-
formance of the punctuation prediction task. The model of the
punctuation prediction task and the POS tagging task consists
of shared and private layers. The shared layers contain task
independent information. The task specific features are learned
from the private layers of each task. However, the shared
layers may learn some unnecessary task specific information.
Thus adversarial learning is used to ensure that the shared
layers of the model learn more task invariant knowledge. We
only use the punctuation prediction task to output punctuation
marks during decoding. Thus this method can use the syntactic
features from the POS tagging task without increasing any
extra computation and introducing unnecessary errors from
the POS tagger.
There has been no work, to the best of our knowledge, that
combines transfer learning and adversarial strategy to improve
the performance of punctuation restoration tasks. The main
contributions of this paper are as follows. (1) A pre-trained
BERT model is used to transfer bidirectional representations
to punctuation prediction models. (2) Adversarial multi-task
learning is used to learn task invariant information with an
extra POS tagging task for the punctuation prediction task. Ex-
periments are conducted on IWSLT2011 datasets. The results
demonstrate that the punctuation predicting models initialized
by the pre-trained BERT model obtain significant performance
improvement against the models initialized randomly by up to
9.4% absolute overall F1-score on test set. The results also
show that the punctuation predicting models obtain further
performance gains with task invariant knowledge from the
POS tagging task. Our best model achieves better results than
the previous state-of-the-art model trained with purely text data
[21] and combination of lexical and acoustic features [10] by
up to 9.2 % and 4.9 % absolute overall F1-score on test set,
respectively.
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Fig. 1. The architecture of BERT-BLSTM-CRF model. BERT layers are
initialized by a pre-trained language representation model. BLSTM-CRF
layers are initialized randomly.
The rest of this paper is organized as follows. Section
II briefly introduces how to transfer parameters from a pre-
trained BERT model to a punctuation prediction model. How
to transfer task invariant knowledge from a POS tagging task is
presented in Section III. Experiments are described in Section
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Fig. 2. The architecture of the proposed adversarial BERT-BLSTM-CRF model. The task shared layers are from the pre-trained BERT model, which has a
stack of 12 identical layers. The task specific classifiers are used for a punctuation predicting task and a POS tagging task, respectively. Both of them consist
of BLSTM-CRF layers. FC denotes the fully connected layer. The gradient reversal layer (GRL) is introduced to ensure the feature distributions over all the
tasks are as indistinguishable as possible for the task discriminator. The outputs of the task discriminator are task labels: PUN and POS. PUN denotes the
punctuation predicting task. POS is referred as to the POS tagging task.
TABLE I
AN EXAMPLE OF INPUTS AND OUTPUTS FOR THE PUNCTUATION
PREDICTING TASK.
Input words Susan where is the national library
Output labels COMMA O O O O QUESTION
TABLE II
AN EXAMPLE OF INPUTS AND OUTPUTS FOR THE POS TAGGING TASK.
Input words Oh it is a beautiful morning
Output labels UH PRP VBZ DT JJ NN
IV. The results are discussed in Section V. The conclusions
are drawn in Section VI.
II. TRANSFER PARAMETERS FROM PRE-TRAINED MODEL
Inspired by the state-of-the-art results of pre-trained BERT
on many NLP tasks [24], we initialize a punctuation prediction
model by the parameters from a pre-trained BERT model. The
BERT model is trained with bidirectional context information.
Unlike word embeddings, the transferred parameters contain
both left-to-right and right-to-left information. The model
architecture used to predict punctuation marks is shown in
Fig. 1. It consists of BERT and BLSTM-CRF layers. The
BERT layers are from a pre-trained BERT model proposed
by Devlin et al. [24]. The BLSTM-CRF layers are motivated
by the work [34]. Thus the model for punctuation prediction
is called BERT-BLSTM-CRF.
In this paper, predicting punctuation is viewed as a sequence
labeling task. An example of inputs and outputs for the
punctuation predicting task are listed in Table I. The inputs
are unpunctuated words, e.g. “Susan where is the national
library”. The corresponding outputs are punctuation marks,
such as “COMMA O O O O QUESTION”. The details of
punctuation marks are described in Section IV-A.
A. BERT layers
BERT is designed to pre-train deep bidirectional represen-
tations from unlabeled text by jointly conditioning on both left
and right context in all layers. The pre-trained BERT model
can be used to finetune with just one additional output layer
for many tasks, such as named entity recognition and question
answering etc. It achieves state-of-the-art results on several
NLP tasks [24]. The architecture of a BERT model is a multi-
layer bidirectional Transformer encoder proposed by Vaswani
et al. [35].
The encoder consists of a stack of N identical layers as
shown at the bottom of Fig. 1. Each layer has two sub-
4layers. The first is a multi-head self-attention mechanism. The
second is a fully connected feed-forward network. A residual
connection is employed around each of the two sub-layers,
followed by layer normalization.
Positional encodings are utilized to make use of the order of
the input or output sequence. The input embeddings are learnt
from input tokens similarly to other sequence transduction
models. The dimension of the embeddings is denoted by
dmodel.
An attention function can be described as mapping a query
and a set of key-value pairs to an output, where the query,
keys, values, and output are all vectors. Instead of performing
a single attention function with dmodel-dimensional keys,
values and queries, Vaswani et al. find it beneficial to linearly
project the queries, keys and values h times with different,
learned linear projections to dk, dk and dv dimensions, respec-
tively. Multi-head attention allows these projected versions
of queries, keys and values to perform the attention function
in parallel, yielding dv-dimensional output values. Please see
more details in [35], [24].
B. BLSTM-CRF layers
Motivated by the work in [34], a BLSTM layer and a CRF
layer are combined to form BLSTM-CRF layers as shown
at the top of Fig. 1. The two layers can efficiently use past
and future input features via the BLSTM layer and sentence
level tag information via the CRF layer. The input features of
the BLSTM layer are output encodings of pre-trained BERT
layers. The CRF layer is represented by lines which connect
consecutive output layers. It has a state transition matrix as
parameters.
Given N training examples {xi, yi}Ni=1, where xi is an
input sequence, yi denotes a corresponding ground-truth label
sequence, a negative log-likelihood objective is used as the loss
function. Thus the loss function L can be defined as follow.
L = −
N∑
i=1
log p(yi|xi) (1)
where p(yi|xi) is the probability of the ground-truth label
sequence.
At the training stage, gradient back-propagation is used to
minimize the loss function. At the decoding stage, viterbi
algorithm [36] is utilized to find the most probable predicted
tag sequence.
III. TRANSFER TASK INVARIANT KNOWLEDGE FROM POS
TAGGING TASK
Motivated by the success of adversarial training on many
tasks [25], [26], [27], [28], [29], [30], [31], [32] , multi-
task learning and adversarial training are combined to learn
task invariant information from an extra POS tagging task.
The POS tagging task is used as an auxiliary task through
multi-task learning to further improve the performance of
the punctuation prediction task. An adversarial loss is used
to prevent the shared space from containing task specific
information.
A. Proposed adversarial BERT-BLSTM-CRF model
The architecture of our proposed model is shown in Fig. 2.
The model is called adversarial BERT-BLSTM-CRF model. It
consists of task shared layers, two task specific classifiers and
an adversarial task discriminator.
The task shared layers are from a pre-trained BERT model,
which has a stack of 12 identical layers. The task specific
classifiers are used for a punctuation predicting task and a POS
tagging task, respectively. Both of them consist of BLSTM-
CRF layers.
For the punctuation predicting task, one example of inputs
and outputs are listed in Table I. The inputs of the BERT layers
are words, e.g. “Susan where is the national library”, while
the outputs of the punctuation prediction task are punctuation
marks, such as “COMMA O O O O QUESTION”. More details
of punctuation marks are presented in Section IV-A.
For the POS tagging task, an example of inputs and outputs
are listed in Table II. the inputs of the BERT layers are words,
e.g. “Oh it is a beautiful morning”, while the outputs of the
POS tagging task are POS tags, e.g. “UH PRP VBZ DT JJ
NN”. More details of POS tags are introduced in Section IV-B.
However, the shared layers may learn some unnecessary task
specific information. Adversarial strategy is used to prevent the
shared parameter from learning task dependent information.
This idea is implemented by an adversarial task discriminator.
The adversarial task discriminator is used to recognize the
task label of each sequence using the task shared features.
The outputs of the shared layers are converted into a fixed-
size real-valued vector by a max-pooling layer. The fixed-size
vector is the input of the task discriminator through a gradient
reversal layer (GRL) [26], [37]. The task discriminator is
implemented as a fully connected (FC) neural network with
a single hidden layer. Rectified linear units (ReLU) [38] are
used as the activation functions of the hidden layer.
The GRL is introduced to ensure that the feature distri-
butions are as indistinguishable as possible for the task dis-
criminator. Therefore, the adversarial BERT-BLSTM-CRF is
to learn a representation that can generalize well from one task
to another. They ensure that the internal representation of the
shared parameters contains no task discriminative information.
B. Multi-task learning
Multi-task learning is one instance of transfer learning [33].
The model is trained simultaneously on the training data of
multiple tasks. Each task has its own private layers to estimate
the posterior probabilities of task specific labels.
For the m-th task, given a dataset with Nm training sam-
ples {x(m)i , y(m)i }Nmi=1, where {x(m)i , y(m)i } is the i-th training
sample, x(m)i is an input sequence, y
(m)
i ∈ {1, ..., S(m)y } is
the corresponding labels for the input sequence, S(m)y is the
total number of labels. The multi-task model is trained to
minimize the negative log-likelihood for all the tasks. So the
loss function of the multi-task model is defined as:
Ltasks = −
M∑
m=1
Nm∑
i=1
log p(y
(m)
i |x(m)i ) (2)
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OVERALL DATA DISTRIBUTIONS OF IWSLT DATASETS FOR THE PUNCTUATION PREDICTING TASK.
Dataset #TED Talks #Sentences #Tokens #COMMA #PERIOD #QUESTION #O
Training 1,690 143,991 2,102,417 158,499 132,680 11,311 1,799,927
Development 20 20,635 295,800 22,475 1,8940 1,695 252,690
Test (Ref.) 8 861 12,626 830 808 53 10,935
Test (ASR) 8 852 12,822 798 810 42 11,172
where m denotes the index of the m-th task, M is the
total number of the tasks, p(y(m)i |x(m)i ) is computed with a
parametric classifier.
In this paper, we only use two tasks. So M is equal to 2. The
two tasks are a punctuation predicting task and a POS tagging
task. The punctuation predicting task is defined as PUN. The
POS tagging task is denoted by POS. So the output labels of
the task classifier are PUN and POS.
C. Adversarial training
A task discriminator is used to recognize the task label
during adversarial training stage. The gradients minimizing
task classification errors are passed back with an opposite
sign to the shared layers through the GRL. Thus it ensures
the feature distributions over all tasks are as indistinguishable
as possible for the task discriminator.
Given an additional task label for each training sample
{x(m)i , y(m)i ,m}, where m ∈ {1, ...,M} denotes the task label
for each sequence, and M is the total number of tasks. The
loss function of the task discriminator is formulated as:
Ladv = −
M∑
m=1
Nm∑
i=1
log p(m|x(m)i ) (3)
Although the task classifier is optimized to minimize the
task classification error, the gradient of the task classifier is
negative so that the bottom shared parameters are trained to
be task invariant.
D. The final loss function
Adversarial multi-task learning is used to jointly optimize
the two loss functions: Ltasks and Ladv. For the standard
multi-task learning, the shared representations are optimized
in order to minimize the loss of the primary and auxiliary task.
Adversarial multi-task learning is different from the standard
multi-task learning. For adversarial multi-task learning, the
shared parameters are trained to maximize both the classi-
fication accuracies of the punctuation predicting task and the
POS tagging task, but to minimize the classification accuracies
of the task discriminator. However, the adversarial multi-task
learning works adversarially to the task discriminator through
GRL. It encourages task independent features to emerge in
the course of the optimization. So the shared features become
punctuation marks and POS tags discriminative but task in-
variant. The improved task invariance leads to the improved
performance of the punctuation prediction task. So the final
loss function of adversarial multi-task learning is defined as:
Ltotal = Ltasks + λLadv (4)
TABLE IV
OVERALL DATA DISTRIBUTIONS OF PTB DATASETS FOR THE POS
TAGGING TASK.
Dataset #Sentences #Tokens
Training 39,831 950,011
Development 1,699 40,068
Test 2,415 56,671
where λ ∈ R is the loss weight, λ is gradually increased from
0 to 1 as epoch increases so that the model is stably trained
[26].
There are no parameters associated with the GRL. The GRL
acts as an identity transformation during the feed-forward.
However, at the back-propagation stage, the GRL takes the
gradient from the subsequent level and changes its sign, such
as multiplying by -1, before passing it to the preceding layer.
That means the gradient is reversed through the GRL by
multiplying -λ. Thus the shared layers can learn task invariant
knowledge from the POS tagging task.
E. Decoding
At the decoding stage, the POS tagging task and the adver-
sarial task classifier are removed, but only the punctuation
prediction task is utilized to predict marks. Therefore, the
model can utilize task invariant syntactic features from the
POS tagging task without increasing more computation and
introducing extra errors from the POS tagger. Viterbi algorithm
[36] is also used to find the most probable punctuation
sequence.
IV. EXPERIMENTS
A series of experiments are conducted to evaluate the pro-
posed method in this section. Our experiments are conducted
on English IWSLT [18] and Penn TreeBank (PTB) datasets1.
IWSLT datasets are used for punctuation prediction tasks. PTB
datasets are utilized for POS tagging tasks. The results are
reported on two test sets of IWSLT datasets.
A. IWSLT datasets
IWSLT datasets are from TED Talks, which are reorganized
for predicting punctuation marks by Che et al. [18]. There are
three kinds of datasets: training set, development set and test
set.
The training and development sets are provided by the
training data of IWSLT2012 machine translation track, which
consists of 1,710 TED Talks. Che et al. [18] further split it
into training and development sets according to the ID of TED
1https://catalog.ldc.upenn.edu/LDC99T42
6TABLE V
TRANSFERRING PARAMETERS FROM PRE-TRAINED BERT TO PUNCTUATION PREDICTING MODELS. THE RESULTS OF PUNCTUATION PREDICTING
MODELS IN TERMS OF P (%) ,R(%) , F1(%) ON TEST SETS OF IWSLT2011 DATASETS.
Test Model Initialization COMMA PERIOD QUESTION Overall
P R F1 P R F1 P R F1 P R F1
Ref.
BERT-CRF Random 61.1 59.6 60.3 72.1 70.7 71.4 71.3 60.2 65.3 68.2 63.5 65.7
BERT-CRF Pre-trained BERT 73.7 69.1 71.3 83.7 78.8 81.2 75.1 70.1 72.5 77.5 72.7 75.0
BERT-BLSTM-CRF Random 61.9 59.9 60.9 72.4 71.1 71.7 71.5 61.0 65.8 68.6 64.0 66.2
BERT-BLSTM-CRF Pre-trained BERT 74.2 69.7 71.9 84.6 79.2 81.8 76.0 70.4 73.1 78.3 73.1 75.6
ASR
BERT-CRF Random 56.1 57.1 56.6 69.1 71.1 70.1 64.0 53.6 58.3 63.1 60.6 61.7
BERT-CRF Pre-trained BERT 70.2 67.5 68.8 76.6 77.1 76.8 67.5 65.7 66.6 71.4 70.1 70.8
BERT-BLSTM-CRF Random 56.3 57.4 56.8 69.4 71.2 70.3 64.3 54.1 58.8 63.3 60.9 62.0
BERT-BLSTM-CRF Pre-trained BERT 70.7 68.1 69.4 77.6 77.5 77.5 68.4 66.0 67.2 72.2 70.5 71.4
talks. The two test sets are Ref. and ASR, which provided by
the test data of IWSLT2011 ASR track. Ref. is from manual
transcripts of audio files. ASR is from transcripts of the ASR
system. More details of the datasets can be found in [18].
The datasets have four kinds of labels: O, COMMA, PE-
RIOD and QUESTION. O denotes a non-punctuation mark.
COMMA denotes the kind of colons or dashes. Exclamation
marks or semicolons are denoted by PERIOD. QUESTION is
the kind of question marks. Table III describes data statistics
of IWSLT datasets.
B. PTB datasets
PTB datasets consist of three annotation schemes: POS
tagging, syntactic bracketing, and disfluency annotation. We
only use PTB POS tagging datasets in our experiments.
The PTB tagset is based on that of the Brown Corpus, but
it differs from it in a number of important ways. The PTB
tagset concerns the significance of syntactic context. It encodes
a words syntactic function in its POS tag whenever possible.
POS assigns each word with a unique tag that indicates its
syntactic role. It contains 36 POS tags2, such as UH, PRP,
VBZ, DT, JJ and NN etc. UH means interjection. PRP denotes
personal pronoun. VBZ is 3rd person singular present verb.
DT means determiner. JJ denotes adjective and NN means
singular or mass noun. Table IV describes data statistics of
PTB datasets.
C. Metrics
All models are evaluated in terms of precision (P ), recall
(R), F1-score (F1) in our experiments. We focus on the per-
formance of the punctuation marks. So the correctly predicted
non-punctuation marks O are ignored. We only evaluate the
performance of COMMA, PERIOD and QUESTION on two
test sets: Ref. and ASR, respectively. “Overall” denotes the
performance of all the three punctuation marks. The results
of all experiments are reported on the two test sets of IWSLT
datasets: Ref. and ASR. More details of metrics can be found
in [18].
D. Experimental Setup
Pre-trained BERT models are released by Google3, im-
plemented with the TensorFlow toolkit [39]. The pre-trained
2https://www.ling.upenn.edu/courses/Fall 2003/ling001/penn treebank pos.html
3https://github.com/google-research/bert
models include two kinds of models4: BERT-Large and BERT-
Base. The size of our experimental data is not large. Therefore,
we use the Uncased BERT-Base model to initialize the BERT-
BLSTM-CRF models. Uncased means that any case and accent
markers are stripped out.
The basic architecture of the BERT-Base model is shown
at the bottom of Fig. 1 or Fig. 2. The encoder has a stack
of N = 12 identical layers. The heads h of the parallel self-
attention are 12. For each of these heads, we set dk = dv =
dmodel/h = 64. Because of the reduced dimension of each
head, the total computational cost is similar to that of single-
head attention with full dimensionality. In order to use residual
connections, we set dmodel = 768. The positional encodings
have the same dimension dmodel as the embeddings layers.
So the two can be sumed. The total parameters of the BERT-
Base is 110M. Please see [24] for pre-training details of the
BERT-Base model.
The configuration of BLSTM-CRF layers is based on the
work in [20], where there are one BLSTM layer and a CRF
layer. The BLSTM layer has peephole connections and a
recurrent projection layer. There are two directions in the
BLSTM layer: forward and backward. Each direction is a
regular LSTM layer. The LSTM layer consists of 240 memory
cells and the recurrent projection layer would project the
output to 120 dimensions. We initialize the BLSTM layer by
the range (-0.02, 0.02) with a uniform distribution. Apart from
clipping the activations of memory cells to range [-50, 50],
the activations of other units, the weights or the estimated
gradients are not limited.
The development sets are utilized for validation. If only a
little improvement between two epochs on the development
set has been observed, the training terminates.
E. Transferring parameters from pre-trained BERT
In this section, we evaluate the effectiveness of transferring
parameters from pre-trained BERT on IWSLT datasets. Two
model architectures are designed for punctuation predicting
task: BERT-CRF and BERT-BLSTM-CRF. The output labels
of the classification layer are three punctuation marks and one
non-punctuation mark O.
BERT-CRF: A simple classification layer is added to the
BERT layers. The classification layer is a CRF layer.
4https://github.com/google-research/bert#pre-trained-models
7TABLE VI
TRANSFERRING KNOWLEDGE FROM A POS TAGGING TASK TO A PUNCTUATION PREDICTING TASK. THE RESULTS OF PUNCTUATION PREDICTING
MODELS IN TERMS OF P (%) ,R(%) , F1(%) ON TEST SETS OF IWSLT2011 DATASETS.
Test Model COMMA PERIOD QUESTION Overall
P R F1 P R F1 P R F1 P R F1
Ref.
BERT-BLSTM-CRF (Pre-trained BERT) 74.2 69.7 71.9 84.6 79.2 81.8 76.0 70.4 73.1 78.3 73.1 75.6
+ POS tagging task 75.0 70.3 72.6 85.5 79.7 82.5 76.9 71.3 74.0 79.1 73.8 76.4
+ Task classifer 75.1 70.3 72.6 85.9 79.9 82.8 77.0 71.5 74.1 79.3 73.9 76.5
+ Adversarial 76.2 71.2 73.6 87.3 81.1 84.1 79.1 72.7 75.8 80.9 75.0 77.8
ASR
BERT-BLSTM-CRF (Pre-trained BERT) 70.7 68.1 69.4 77.6 77.5 77.5 68.4 66.0 67.2 72.2 70.5 71.4
+ POS tagging task 71.4 68.6 70.0 78.4 77.9 78.1 69.2 66.8 68.0 73.0 71.1 72.0
+ Task classifer 71.5 68.6 70.0 78.8 78.1 78.4 69.3 67.0 68.1 73.2 71.2 72.2
+ Adversarial 72.4 69.3 70.8 80.0 79.1 79.5 71.2 68.0 69.6 74.5 72.1 73.3
TABLE VII
COMPARED WITH OTHER MODELS ON IWSLT2011 DATASETS. THE RESULTS OF PUNCTUATION PREDICTING MODELS IN TERMS OF P (%) ,R(%) ,
F1(%) ON TEST SETS .
Test Model Transferred Info. COMMA PERIOD QUESTION Overall
P R F1 P R F1 P R F1 P R F1
Ref.
CRF Best [1] Lexical & Syntactic - - - - - - - - - 49.8 58.0 53.5
DNN-A [18] Word vectors 48.6 42.4 45.3 59.7 68.3 63.7 - - - 54.8 53.6 54.2
CNN-2A [18] Word vectors 48.1 44.5 46.2 57.6 69.0 62.8 - - - 53.4 55.0 54.2
T-LSTM [7] One-hot vectors 49.6 41.4 45.1 60.2 53.4 56.6 57.1 43.5 49.4 55.0 47.2 50.8
T-BRNN-pre [19] Word vectors 65.5 47.1 54.8 73.3 72.5 72.9 70.7 63.0 66.7 70.0 59.7 64.4
BLSTM-CRF [20] Word vectors 58.9 59.1 59.0 68.9 72.1 70.5 71.8 60.6 65.7 66.5 63.9 65.1
Teacher-Ensemble [20] Word vectors 66.2 59.9 62.9 75.1 73.7 74.4 72.3 63.8 67.8 71.2 65.8 68.4
DRNN-LWMA-pre [21] Word vectors 62.9 60.8 61.9 77.3 73.7 75.5 69.6 69.6 69.6 69.9 67.2 68.6
Self-attention [10] Word & Speech vectors 67.4 61.1 64.1 82.5 77.4 79.9 80.1 70.2 74.8 76.7 69.6 72.9
Our best model BERT & POS task 76.2 71.2 73.6 87.3 81.1 84.1 79.1 72.7 75.8 80.9 75.0 77.8
ASR
CRF Best [1] Lexical & Syntactic - - - - - - - - - 47.8 54.8 51.0
DNN-A [18] Word vectors 41.0 40.9 40.9 56.2 64.5 60.1 - - - 49.2 51.6 50.4
CNN-2A [18] Word vectors 37.3 40.5 38.8 54.6 65.5 59.6 - - - 46.4 51.9 49.1
T-LSTM [7] One-hot vectors 41.8 37.8 39.7 56.4 49.3 52.6 55.6 42.9 48.4 49.1 43.6 46.2
T-BRNN-pre [19] Word vectors 59.6 42.9 49.9 70.7 72.0 71.4 60.7 48.6 54.0 66.0 57.3 61.4
BLSTM-CRF [20] Word vectors 55.7 56.8 56.2 68.7 71.5 70.1 63.8 53.4 58.1 62.7 60.6 61.5
Teacher-Ensemble [20] Word vectors 60.6 58.3 59.4 71.7 72.9 72.3 66.2 55.8 60.6 66.2 62.3 64.1
DRNN-LWMA-pre [21] Word vectors - - - - - - - - - - - -
Self-attention [10] Word & Speech vectors 64.0 59.6 61.7 75.5 75.8 75.6 72.6 65.9 69.1 70.7 67.1 68.8
Our best model BERT & POS task 72.4 69.3 70.8 80.0 79.1 79.5 71.2 68.0 69.6 74.5 72.1 73.3
BERT-BLSTM-CRF: We add two layers at the top of the
BERT layers as shown in Fig. 1. They are BLSTM-CRF layers,
which consist of a one-layer BLSTM and a CRF layer. A
linear transformation is used to convert the 768-dimensional
activations to 120-dimensional BLSTM layer.
In the first group of experiments, all the parameters of
BERT-CRF and BERT-BLSTM-CRF are initialized randomly.
The models are trained for 6 epochs over the training data.
The Adam algorithm [40] with gradient clipping and warmup
is used for optimization. The warmup steps is set to 4,000.
The batch size is set to 32, which means that each batch
contains 32 sentences. The rate of dropout is set to 0.1. The
initial learning rate is 5e-4. The learning rate is varied over
the course of training, according to the formula in [35].
In the second group of experiments, the parameters of
BERT layers of BERT-CRF and BERT-BLSTM-CRF are first
initialized with the parameters of the pre-trained BERT model.
Then all of the parameters are jointly fine-tuned using training
data for the punctuation predicting task. The models are fine-
tuned for 3 epochs over the training data. The batch size is
set to 32. The rate of dropout is set to 0.1. we select the best
fine-tuning learning rate of 5e-5 on the development set.
The results of the models are reported in Table V. The
results show that the BERT-BLSTM-CRF models obtain better
results than the BERT-CRF models accordingly. The BERT-
CRF models with random initialization achieve the worst
results among our models on both two test sets. But the BERT-
BLSTM-CRF models with transferred parameters from pre-
trained BERT model obtain the best performance on both two
test sets: Ref. and ASR.
The results also show that the models initialized from pre-
trained BERT model outperform the models with random
initialization significantly. The BERT-CRF model initialized
from pre-trained BERT model obtains better performance than
that with random initialization by 9.3% and 9.1% absolute
overall F1-score on Ref. and ASR test sets, respectively. The
BERT-BLSTM-CRF model initialized from pre-trained BERT
model outperforms that initialized randomly by 9.4% and
9.4% absolute overall F1-score on Ref. and ASR test sets,
respectively.
In the rest of our experiments, we use BLSTM-CRF layers
as task specific classification layers on top of the BERT layers
for both punctuation predicting task and POS tagging task. In
addition, the BERT layers are initialized by the parameters of
the pre-trained BERT model.
8F. Transferring knowledge from POS tagging task
A series of experiments are performed to evaluate the
performance of the punctuation predicting task trained with
the knowledge transferred from a POS tagging task. The POS
tagging task is trained on PTB POS tagging datasets. We fine-
tune the models for 3 epochs with a batch size of 32.
In the first group of experiments, we train the punctuation
restoring task only with the help of the POS tagging task
via multi-task learning. The architecture of the POS tagging
specific layers is identical to that of the punctuation restoring
specific layers. It consists of one-layer BLSTM and a CRF
layer. The two tasks share pre-trained BERT layers. The output
of the BERT layers are the input of the two tasks. A linear
transformation is used to convert the 768-dimensional output
to 120-dimensional input for the two task specific BLSTM
layers. The output labels of the POS tagging task are 36 POS
tags.
In the second group of experiments, we add a task dis-
criminator to the aforementioned multi-task model. The task
discriminator has one max-pooling layer, a FC layer and a
softmax layer. The ReLU activation functions are used in
the 1024-dimensional FC layer. The task classifier has two
output labels: PUN and POS. PUN denotes the punctuation
predicting task. POS is referred as to the POS tagging task.
During training, we select a task from {PUN, POS} at each
iteration. Then, we use a batch of training samples from the
given task to update the parameters. The Adam algorithm [40]
with gradient clipping and warmup is used for to optimize
the loss function. The punctuation predicting task and POS
tagging task may have different convergence rate. So we
repeat the above iterations until early stopping according to
the punctuation predicting performance.
In the third group of experiments, we further add a GRL in
the above-mentioned task discriminator. The GRL is after the
max-pooling layer and before the FC layer as shown in Fig. 2.
The GRL has no parameters. The dropout rate is fixed at 0.1.
The loss weight λ is initiated at 0 and is gradually changed
to 1 with the following formula [26]:
λ =
2
1 + exp(−γ · p) − 1 (5)
where p is the training progress linearly changing from 0 to
1, γ is set to 10 in all experiments.
This strategy allows the task classifier to be less sensitive to
noisy signal at the early stages of the training procedure. Note
that the λ is used only for updating the shared BERT layers.
However, for updating the task classification component, we
use a fixed λ = 1, to ensure that the latter trains as fast as the
two task specific classifiers [26]. The Adam algorithm is also
used for to optimize the final loss function.
The results of the above three groups of experiments are
listed in Table VI. The results show that with the help of
the POS tagging task via multi-task learning, the punctuation
restoring task obtains performance improvement both on Ref.
and ASR test sets. The results also demonstrate that when
the multi-task model with an additional task classifier, the
performance of the punctuation predicting models improve
moderately on two test sets. However, the punctuation predict-
ing models achieve further obvious improvements when the
multi-task model with an extra adversarial task discriminator
on Ref. and ASR test sets, respectively.
G. Compared with other methods
We also compare our proposed models with previous models
on IWSLT2011 datasets. The previous results are listed in
Table VII. ”Transferred Info.” in Table VII denotes the type
of transferred information from text data.
CRF best is the best model proposed by Ueffing et al.
[1]. DNN-A and CNN-2A are the best models from [18], in
which Che et al. half the value of softmax output for class
O. T-LSTM represents the first stage model from [7] that
Tilk et al. train on the English IWSLT2011 dataset. T-BRNN-
pre is the best attention model proposed by Tilk et al. [19].
BLSTM-CRF denotes the best single model trained in [20].
Teacher-Ensemble is the best ensemble model proposed by Yi
et al. [20]. DRNN-LWMA-pre represents the best multi-head
attention based model from [21]. Self-attention [31] achieves
the state-of-the-art results.
CRF best, DNN-A, CNN-2A, T-LSTM, T-BRNN-pre,
BLSTM-CRF, Teacher-Ensemble and DRNN-LWMA-pre
models in Table VII are trained only with text data. Whereas
Self-attention model is trained using both lexical and prosody
features. Our models are trained only using text data.
The results show that our best models with purely lexical
features outperform all the previous state-of-the-art models.
When compared with the best model in [21], the overall F1-
score of our best model improves absolutely by 9.2% on Ref.
test set. When compared with the lexical and prosody model:
Self-attention [31], the overall F1-score of our best model also
improves absolutely by 4.9% and 4.5% on Ref. and ASR test
set, respectively.
V. DISCUSSIONS
The above experimental results show that the proposed
adversarial transfer learning is effective. Some interesting
observations are made as follows.
The punctuation predicting models obtain significant per-
formance improvement via transferred parameters from pre-
trained BERT model. The parameters transferred from the
pre-trained BERT model are used to initialize the punctuation
predicting models. It is helpful for at least three reasons. One
reason is that the punctuation predicting model has parameters
for feature types observed in the a large amount of external
unlabeled text data as well as punctuated text data. Thus
it has better feature coverage. The second reason is that
the training objective is non-convex. So this initialization
can be benefited in avoiding bad local optima. The third
reason is that pre-trained BERT model is a deep bidirectional
language model trained on both left and right context. Thus the
punctuation predicting model can use left-to-right and right-
to-left representations transferred from the pre-trained BERT
model. The bidirectional knowledge is useful for predicting
punctuation marks.
9The punctuation predicting task benefits from a POS tagging
task. The syntactic features convey useful information if the
input text is formal and well-structured. POS tagging corpus
encode a words syntactic function in its POS tag whenever
possible. POS assigns each word with a unique tag that
indicates its syntactic role. So the punctuation predicting task
can learn helpful syntactic knowledge from the POS tagging
task.
The punctuation predicting models gain further obvious
performance improvement with task invariant knowledge. Al-
though the punctuation restoring task obtains performance
improvement with the help of the POS tagging task via
multi-task learning, the punctuation predicting models achieve
further obvious improvements when the multi-task model
trained with an extra adversarial task discriminator. The main
possible reason is that the shared layers of the multi-task model
may learn some unnecessary task specific features. However,
the adversarial loss makes the shared layers to prevent from
learning the task dependent information. So the punctuation
predicting models with an adversarial task classifier can learn
more task invariant features. The transferred task invariant
knowledge are helpful for improving the performance of the
punctuation predicting model.
In summary, all the punctuation predicting models benefit
from both better feature coverage and better initialization, as
well as syntactic knowledge via transfer learning. Moreover,
the adversarial strategy forces the shared layers to prevent
from containing task dependent information. The punctuation
predicting models benefit from the task invariant features by
adversarial transfer learning.
VI. CONCLUSION
This paper proposes adversarial transfer learning to improve
the performance of punctuation predicting tasks. Bidirectional
representations are transferred from a pre-trained BERT model
to punctuation prediction models. Furthermore, task invari-
ant knowledge is learnt for the punctuation prediction task
with an auxiliary POS tagging task via adversarial multi-task
learning. Experiments are conducted on IWSLT2011 datasets.
The results demonstrate that the punctuation predicting models
with transferred parameters from pre-trained BERT model
outperform the models with random initialization significantly.
The results also show that the punctuation predicting models
with task invariant knowledge obtain further performance
improvement. Our best model outperforms the previous state-
of-the-art models. Future work includes applying the proposed
method to other speech signal processing tasks.
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