Many climatic time series seem to be a mixture of unpredictable uctuations and changes that occur at a known frequency, as in the case of the annual cycle. Such a time series is called a cyclostationary process. The lagged covariance statistics of a cyclostationary process are periodic in time with the frequency of the nested undulations, and the eigenfunctions are no longer Fourier functions. In this study, examination is made of the properties of cyclostationary empirical orthogonal functions (CSEOFs) and a computational algorithm is developed based on Bloch's theorem for the one-dimensional case. Simple examples are discussed to test the algorithm and clarify the nature and interpretation of CSEOFs. Finally, a stochastic model has been constructed, which reasonably reproduces the cyclostationary statistics of a 100-yr series of the globally averaged, observed surface air temperature eld. The simulated CSEOFs and the associated eigenvalues compare fairly with those of the observational data.
Introduction
Important issues in the study of climate are the estimation, detection and prediction of forced signals against the background noise (e.g., Hasselmann and Barnett 1981; Epstein 1982; Barnett 1986 Barnett , 1991 Hasselmann 1988; v. Storch and Zwiers 1988; Zwiers and v. Storch 1989; Santer et al. 1991 Santer et al. , 1993 Shen et al. 1994; . We call them collectively the linear estimation problems. Mathematical and statistical prescriptions of the linear estimation problems are rather diverse. One of the most popular quantities derived from the temporal and spatial structure of the covariance kernel of background noise is the frequency-dependent empirical orthogonal functions (EOFs) (e.g., Wallace and Dickinson 1972; Kim and North 1993) . A similar concept is the principal oscillation pattern (Hasselmann 1988; v. Storch et al. , 1995 . These EOFs serve as a natural basis set for designing optimal lters (also called ngerprints). Fingerprint approaches have been adopted by many authors including Barnett (1986 Barnett ( , 1991 , Barnett and Schlesinger (1987) , Barnett et al. (1991) and Santer et al. (1991 Santer et al. ( , 1993 Santer et al. ( , 1994 . By projecting a signal onto this frequency-dependent orthogonal basis set, we can calculate the individual statistical mode contribution to the squared signal-to-noise index. The formalism is then used to design a suitable lter for a particular signal (e.g., Hasselmann 1993) . We have applied this concept with success in the studies of estimation and sampling error (Shen et al. 1994 ) and of detection and prediction .
Fourier functions are a natural basis set for time series variables which are statistically stationary in time. The term \stationarity" means that various statistics of a variable are independent of time. Technically, the lagged covariance statistics are functions only of lag (see Eq. 1). A spectral analysis with the stationary assumption allows the investigator to apportion the variance into distinct frequency bands and examine the contributions from di erent uncorrelated contributions. There are no cross correlation terms to contend with, which allows the total variance to be decomposed into a sum of variances. This approach facilitates the construction of optimal lters which can be used in prediction and detection algorithms. Unfortunately, the assumption of stationarity in time does not hold for many important climate variables for which we would like to formulate optimal estimation algorithms.
Instead of being stationary, however, most climate and weather variables are cyclostationary. The term \cyclostationarity" is used here in the sense that many climatic processes and hence their variability are characterized by multiple, distinct temporal scales. The Earth's surface temperature, for example, exhibits not only interannual variability but higher frequency uctuations which strongly depend on the time of the day and of the year. Not only is the variance a function of season, but so are the spatial autocorrelation lengths (Madden 1977; Jones and Bri a 1992) . There are distinct internal cycles, such as annual and diurnal cycles, which characterize many climatological processes and their associated variability. Various statistics of a cyclostationary process, therefore, depend upon a particular phase of the internal cycle. The lagged covariance statistics of a cyclostationary process, then, are functions of both lag and time. In a strict and technical sense in this study, the lagged covariance statistics of a cyclostationary time series are further restricted to be periodic in time (see Eqs. 1 through 4). Each realization, of course, is not periodic in time.
The multiple temporal scales of the meteorological variables mean that the Fourier basis is not a proper basis for a statistically useful decomposition (di erent frequency components will be correlated, making a straightforward analysis of variance impossible). The nested uctuations often contain signi cant information for parameter estimation, signal detection and linear prediction. To take full advantage of this, we must abandon the stationarity assumption and account for the dependency of the statistics on the phase of the underlying cycle (see Eq. 4). Early investigators recognized the importance of this phase dependency of detectability and predictability (e.g., Gardner and Franks 1975; Parzen and Pegano 1979; Hasselmann and Barnett 1981) .
The remedy is to look to the eigenfunctions of the lagged covariance function for a particular process involved (see Eq. 7). These eigenfunctions are called cyclostationary empirical orthogonal functions (CSEOFs). Unfortunately, the computation of CSEOFs is usually very di cult because of the size of the covariance function involved. We intend to exploit the fact that the eigenfunctions of a cyclostationary time series may be factored into a periodic part whose period is the cycle length and a complex sinusoid of all frequencies (Bloch's Theorem; Smith 1969) . It, therefore, takes two indices to characterize a CSEOF (see Eqs. 5-7). In some limiting cases, the two indices may be interpreted as the interannual frequencies and the harmonics of the seasonal cycle. This factorization tremendously stretches the feasibility of generalizing CSEOFs to spatio-temporal EOFs for cyclostationary time series.
In this study we examine and elaborate on a few examples of one-dimensional cyclostationary processes, including one example which degenerates to a stationary process, to better understand the algorithm and the nature of CSEOFs. We illustrate as much as possible the detailed aspects of the exercises. In the next section we discuss the method of computing CSEOFs based on Bloch's Theorem. In the section of examples we examine several simple cases of cyclostationary processes in which an analytic form of the covariance matrix and its CSEOFs are possible and compare these CSEOFs with numerical solutions to verify the algorithm. Such solutions may also help us understand and develop intuition about CSEOFs. Finally, we will generate a synthetic time series which mimics the statistics of the Earth's global average surface temperature eld, which is followed by a summary and conclusions.
Methods
The covariance kernel of the surface temperature, T(t), is de ned as K(t; t 0 ) = K(t; ) = hT(t) T(t 0 )i;
( 
where d is the period of the cyclic process. In addition to this periodicity property, K(t; ) is assumed to be square integrable on the Euclidean space and vanish as approaches in nity. Most pioneering work and a signi cant amount of research on cyclostationarity has been conducted and published in the elds of electrical engineering and econometrics. Gardner (1994) has detailed accounts of this work. Figure 1 illustrates the structure of the cyclostationary covariance kernel. The covariance kernel is symmetric with respect to t and t 0 . (The same information emanates in the direction of in each segment delimited by black circles.) This is a strong constraint on the possible modal interactions in the frequency domain. As a result of this constraint the covariance matrix in the frequency domain, namely a covariance matrix in terms of Fourier basis functions, becomes block diagonal and each block matrix represents an outer mode number n and is solved for separately as will be shown below. We elaborate this nding in the form of Bloch's theorem. We de ne the CSEOFs nm (t) = e 2 int=T U nm (t); 
where T is the record length and d is the period of nested uctuations. The limit sign here indicates that the exactness of the derivation of the CSEOFs assumes an in nitely long record. In practice, of course, it should su ce to consider a \fairly long" record as in the analysis of stationary time series. The limit sign should be understood accordingly. This particular form of CSEOFs is suggested by Bloch's theorem which is well known in the band theory of solids (Smith 1969) . (The theorem states that the eigenfunctions of the wave equation for a periodic potential are of the form of the product of a plane wave exp(ik r) times a function U k (r) with the periodicity of the crystal lattice. The subscript k indicates that the function U k (r) depends on the wavevector k. Equation (5) is a similar statement in the time domain.) The function U nm (t) is called the Bloch function and is cyclic with period d. Note that there are two indices n and m attached to CSEOFs. We call them \outer" and \inner" mode numbers, respectively. The n pertains to the frequency of outer modulation and the m identi es a mode of nested uctuations as implied in (5) and (6). The limits of summation with respect to l in (6) are given in (16) and (17). The upper limit determines the truncation of the representation of the Bloch's function and can be chosen smaller than that speci ed in (16).
Since the covariance kernel K(t; ) is cyclic in t with periodicity d, it can be written as
2 ilt=d e il =d ; (8) or equivalently,
Now, the left hand side of (7) (10) whereas the right hand side of (7) is nm X l u nml e 2 ilt=d e 2 int=T :
Since (10) and (11) should be equal for all t, it follows that 
and
is the cyclic spectrum.
Equation (13) constitutes an eigenvalue problem with the eigenvector fu nml g and the eigenvalue nm for the complex matrix C (n) . Although C (n) consists of the spectral density functions (Fourier transformation of the covariance function) we will simply call it a covariance matrix. As was mentioned earlier, the covariance matrix is block diagonal and (13) represents one of the block matrices. Note that the covariance matrix (14) is Hermitian and is symmetric with respect to the two indices l and l 0 . This symmetry is achieved by introducing a factor exp( il =d) in de ning the Fourier expansion of the covariance matrix in (7). Since the covariance matrix is Hermitian, this complex eigenvalue problem can be converted into a real eigenvalue problem. Then the problem is solved using various orthogonalization transformation techniques (Press et al. 1988). 3. Properties of CSEOFs a. Uniqueness of eigenfunctions Equation (13) depicts an eigenvalue problem for a cyclic spectrum matrix, each element of which is a function of frequency. For each covariance matrix, which is a subset of the whole covariance matrix according to the factorization theorem presented by Smith (1969) , one can compute the eigenfunctions that are orthogonal to each other. However, this orthogonality within a subset does not guarantee the uniqueness of CSEOFs across di erent outer mode numbers. Therefore, we need to constrain the outer and inner mode numbers to insure the uniqueness of CSEOFs.
As indicated in (14), the covariance matrix is dependent upon the frequencies of the outer and nested uctuations. To ensure the uniqueness of CSEOFs, we de ne n and l such that the frequency band of the covariance matrix does not overlap for di erent n values. Such n and l are found to be n = 1; ; T=d; l = 0; ; d=2 ? 1; (16) where d is the period of the nested uctuations and T is the total number of sampling points, which is a multiple of d. Note that the range of the discrete frequencies of the eigenfunctions de ned by (5) and (6) for the above choice of n and l is n=T + l=d = (n + l (T=d))=T = k=T; k = 1; ; T=2:
An example for T = 120 (say, 120 months) and d = 12 (12 months) is illustrated in Fig. 2. b. Orthogonality
From (5) and (13) 
We then prove that the complete set of CSEOFs also satis es the orthogonality property: 
Thus, CSEOFs are orthogonal with respect to both the outer and nested mode numbers n and m. Complemented by a constant value for n; l = 0, (16) de nes a set of complete eigenfunctions (see also Fig. 2) . Namely, X n;m nm (t) nm (t 0 ) = (t ? t 0 ); (20) when summed over all n and m. Therefore, it can be shown from (7) that K(t; t 0 ) = X n;m nm nm (t) nm (t 0 ):
This equation convincingly shows why Bloch's factorization theorem works. Along t = t 0 , K(t; t 0 ) should be a periodic function with period d (see Fig. 1 ). Thus, the product of a CSEOF with the complex conjugate of itself on the right hand side of (21) should not produce any harmonics with a period longer than d. This is possible only when the CSEOFs are de ned as in (5) and (6). By substituting the de nition of CSEOFs in (21) 
Examples
Simple examples below are used to validate the developed computational algorithm and to understand and develop intuition about CSEOFs. For validation we compare solutions from the analytical and numerical approaches. We rst assume a cyclostationary time series for which an analytic form of the covariance kernel e K(t; ) is known. We then proceed to compute b K l ( ) in (8) using a discrete Fourier transformation technique or other equivalent methods. We calculate the analytic form of b K l ( ), too. Then, the cyclic spectrum S l (f) is given by (15) and the computation of (15) is carried out using a Fourier transformation technique. We also calculate the analytical form of the cyclic spectrum. Note that this particular process is somewhat prone to computational error and the discrete Fourier transformation sometimes yields signi cant error. Therefore, caution should be exercised in computing (15). Finally, a covariance matrix is set up according to (13) and (14). In the examples below both approaches yield essentially the same CSEOFs. Therefore, only one set of the solutions is shown.
a. Stationary case
We rst examine a degenerate case of a stationary time series. Let us consider an autoregressive model of order one (hereafter, AR-1) as our example. Then, the lagged covariance kernel is independent of time and is given by K(t; ) / exp(? j j); (23) where is the regression coe cient of the model. We know that CSEOFs of a stationary time series of in nite length should collapse into Fourier functions. The eigenvalues of the covariance kernel (4) are given by =( 2 + (2 f) 2 ). As shown in Fig. 3 , the real and imaginary parts of CSEOFs are identi ed with the cosine and sine functions as expected. The Bloch functions are also pure sinusoids. As shown in (5) and (6) the frequency of each function is n=T + m=d, m = 1; ; 6, where n and m are the inner and outer mode numbers, T is the total record length, and d is the period of the assumed nested uctuations. The eigenvalues were also computed correctly. The estimated eigenvalues are very close to the theoretical values above.
Since covariance is independent of t this case is equivalent to assuming d = 1. Therefore, each segment in Fig. 1 collapses into a line which represents the lagged covariance of a stationary time series. In line with the earlier argument the full covariance matrix in the frequency domain is diagonal and each basis function, Fourier function, itself is an eigenfunction. This is also consistent with the computational algorithm. Since the covariance kernel is invariant in t, b K l ( ) in (9) is zero for nonzero l. Therefore, a covariance matrix is diagonal from (14) and (15). b. Periodically modulated autoregressive model Let us consider a time series T(t) = R(t) cos(2 f 0 t);
where R(t) is an AR-1 model such that hR(t)R(t + )i = exp(? j j); (25) and f 0 is the modulation frequency of the uctuations. Then, the lagged covariance kernel is given by K(t; ) = exp(? j j) cos(2 f 0 t) cos(2 f 0 (t + )):
(26) Figure 4 is a plot of the lagged covariance kernel, K(t; t 0 ). We see the periodic nature of the covariance kernel in accordance with (3).
From (8) and (15) 
where
is the spectrum of an AR-1 model. In view of (14) and (27) all the o -diagonal elements of the covariance matrix are zero except for those elements which are two columns apart from the diagonal. The position of these o -diagonal elements are related to the modulation frequency according to (27) . Figure 5 shows the real and imaginary parts of the CSEOFs based on the lagged covariance kernel (26). These CSEOFs compare accurately with those based on (27). They are not pure sinusoids but are perturbed, which is due to nonzero o -diagonal elements of the covariance kernel. Note also that the position of the rst two modes are switched compared with those in Fig. 3 . This is due to strong uctuation of the covariance at the frequency f 0 as shown in Fig. 4 Figure 7 shows the Bloch functions based on (31). They are essentially the same as the analytic counterparts based on (34). These Bloch functions (and also the CSEOFs) are very close to pure sinusoids. The eigenvalues are also close to those of a stationary case. This behavior is explained by the almost exponential decay of the covariance kernel with respect to lag, which is a characteristic structure of a stationary covariance kernel (Fig. 6) . Contribution from each set of inner modes to the variance along t = t 0 is small. All the modes may be required to fully explain the nested uctuations along t = t 0 .
Numerical Model
We have examined the cases which have exact solutions for the cyclic spectrum for the purpose of testing each component of the CSEOF algorithm. Let us nally turn to a real problem and compute CSEOFs of the observational data and those of a stochastic model which mimics the observed surface temperature anomaly eld. The observation is the 100-yr (1890-1989) United Kingdom dataset archived at the National Center for Atmospheric Research. The dataset is the monthly average surface air temperature anomaly eld averaged over a 5 5 latitude-longitude box. There are a number of missing observations. Processing of the observational data is the same as in North (1991, 1992) and detailed discussion is omitted here.
The observed mean and standard deviation of the Earth's surface temperature eld have seasonal dependency, namely,
To remove the seasonal dependency of the mean and standard deviation it is sensible to construct the uctuating function (Parzen and Pegano 1979) :
Then, T(t) may be modeled by the function R(t) and the known seasonal mean and standard deviation:
T(t) = (t)R(t) + (t): (38)
The uctuating function may not necessarily be a stationary process. The R(t) from the observational data, however, turns out to be almost stationary and is well modeled by a low-order AR process. Thus, we assume a stochastic model in the form T(t) = R(t) (1 + A exp(?B (1 ? C cos(f 0 t)))):
Here R(t) is an AR-1 model with the lagged covariance kernel satisfying (25) and the factor multiplying R(t) is a modulation function. The f 0 is the modulation frequency, and A, B and C are parameters regarding the shape of the modulation function. Of course, the modulating function mimics the seasonal standard deviation of the observational data as in (38) . The model parameters may repeatedly be adjusted until the shape of the modulating function becomes reasonably similar to the seasonal standard deviation of the observational data. Figure 8 shows the covariance kernels of the observational data and model. The covariance kernel, K(t; ), of the observational data was computed from (1). The periodicity of the covariance kernel in t was enforced by averaging the covariance kernel over the same months. As becomes larger there are not many ensembles available for the average. The observational data was also smoothed using a Parzen covariance averaging kernel with a lag of 120 (Newton 1988) . A visual inspection indicates that the modeled covariance kernel is in fair agreement with that of observation. Variance along the diagonal direction of the covariance kernel clearly shows stronger variability in the winter. Variance is very small for the rest of the year. Perhaps the most serious discordance is the model's inability to mimic the peak splitting (see Fig. 8a ) of the observational data.
A frequency-domain counterpart of covariance is the cyclic spectrum as de ned in (15). The cyclic spectrum is a useful generalization of the power spectrum in the stationary time series analysis. Figure 9 shows the cyclic spectrum, S l (f), on a logarithmic scale of the observational data smoothed by using a Parzen covariance averaging kernel with a lag of 120. The frequency, f, is discretized into fn=Tj n = 0; ; 100g where n is the outer mode number and T = 1200 is the total number of sampling points. The nested mode represents l, which is the mode number of the nested uctuations. For l = 0, the cyclic spectrum represents the smoothed spectrum of the annual average observations, which is typically a red spectrum. The cyclic spectrum also exhibits a small but nonnegligible annual (l = 1) and seasonal (l = 2) excursion of interannual uctuations. As l increases, the spectrum becomes essentially at with no preferred longterm temporal scales associated with the bi-monthly variation. The variance, of course, is not partitioned in the cyclic spectrum and hence the CSEOFs are needed. Figure 10 depicts the rst 100 eigenvalues of the ordered CSEOFs from the observation and model. The percent variance explained by the rst 100 CSEOFs is 86% for the observational data and 84% for the model. The absolute magnitude of the eigenvalue, of course, is irrelevant because it can be tuned. The model seems to capture the general trend of the eigenvalue spectrum rather well. Figure 11 shows the rst 20 CSEOFs of the observation and model. As shown in Table 1 , 19 of the rst 20 CSEOFs of the observational data (Fig. 11a ) are identi ed with one of the rst 20 CSEOFs of the model (Fig. 11b) with very high pattern correlation (> 0:97). There is no correlation among the modes with di erent outer mode numbers because of the orthogonality property of CSEOFs. Thus, pattern correlation measures the similarity between two di erent datasets of Bloch functions with the same outer mode number. The largest decades of CSEOFs of both the observation and model are similar in disposition to EOFs of a stationary process. They are characterized by peaks in the winter season, which otherwise are cosine and sine functions with the frequency of outer mode numbers. These peaks represent higher variability during the winter of the surface temperature eld. In addition to the winter peaks CSEOFs of observation show small wiggles throughout the year. Such wiggles are due to the split peaks of the covariance kernel (Fig. 8a) and cannot be simulated in the present model.
Summary and Concluding Remarks
This study developed a computational algorithm for the one-dimensional CSEOFs and examined the properties of them. Simple one-dimensional examples have been solved and analyzed to gain insight into computing CSEOFs and interpreting them. The lagged covariance statistics of a cyclostationary process are periodic with the frequency of the nested undulations. This fact is made use of in Bloch's theorem and facilitates the computation of CSEOFs tremendously. Finally, a stochastic model of a one-dimensional cyclostationary process was developed which mimics the statistics of the observed global-average surface air temperatures.
The greatest signi cance of Bloch's theorem is in the decoupling of the nested uctuations (such as the annual cycle) from the longterm stationary component of uctuations. This decoupling allows us to write covariance kernel and eigenfunctions as in (9) and (5). A consequence of decoupling is a separate eigenvalue problem for each outer mode n as in (13). This greatly facilitates the computation of CSEOFs. It is also important to note that the covariance kernel is decomposed as in (22).
The developed computational algorithm was validated using simple examples for which analytic solutions are possible. The primary strategy in this validation procedure was to compare the eigenfunctions and eigenvalues based upon the analytically derived eigenvalue problem and those from a numerical calculation. This includes the trivial case of a stationary process. Test results show that the developed computer codes produce CSEOFs and the associated eigenvalues accurately.
We constructed a stochastic model which reasonably (to a rst approximation) reproduces a lagged covariance kernel. The largest CSEOFs of the monthly global-average surface temperature eld were faithfully reproduced by the model. Speci cally, 19 of the rst 20 CSEOFs of observational data were identi ed with one of the rst 20 CSEOFs of the model with high pattern correlation (> 0:97). Many of the rst 100 CSEOFs are essentially the cosine and sine functions with the frequency of outer mode numbers and are characterized by peaks in the winter. These functions are an analogy to EOFs of a stationary process. The peaks in the winter season signify the stronger variability during winter months. The eigenvalue spectra of the rst 100 CSEOFs, which explain respectively 86% and 84% of total variance, were consistent between observation and model.
While cyclostationary processes are commonly encountered in studies of the Earth's climate, scientists have been reluctant to use CSEOFs mainly because they are cumbersome and di cult to compute. The di culty of interpretation of CSEOFs may also be a big disincentive. This study shows that CSEOFs can be computed easily by utilizing the factorization theorem by Smith (1969) . Two key issues we did not address in this study are (1) the sensitivity of CSEOFs and (2) a two-dimensional generalization of CSEOFs as in Kim and North (1993) . These issues should be examined before CSEOFs are applied to the linear estimation problems in climate studies. We hope this study represents an essential stepping stone for future studies. Tables   TABLE 1 (3) and (4). This allows one to carry out the computation in the direction of for only one of the segments. Fig. 2 . Illustration of the global mode numbers in terms of the outer mode number (n) and the mode number of the nested uctuations (l) according to (17) . Each number in small print represents a mode number of a discrete Fourier analysis. Fourier functions along two di erent columns (di erent n's) are uncorrelated but are generally correlated along the same column. Therefore the covariance matrix is block diagonal and is partitioned into 10 smaller covariance matrices (eq. (10)) each of which represents an outer mode number n. Fig. 3. Real (left) and imaginary (right) parts of CSEOFs of a stationary process with a length of 10 years. The slope of the covariance spectrum ( ) is 0.1. The outer mode number is n = 2 and the inner mode number is m = 1; ; 6 (from top to bottom). With the assumed period of d = 12 mos for the nested uctuations, each CSEOF is identi ed with the cosine and sine functions of frequency (n=T + m=d), where T = 120 mos is the total record length. Fig. 4 . Plot of (normalized) covariance kernel, K(t; t 0 ), of a periodically modulated stationary process. The period of modulation is 12 mos and the slope of the covariance spectrum ( ) is 0.1. T1 and T2 represent two di erent times at which covariance is computed. The frequency, f, is discretized into fn=Tj n = 0; ; 100g where n is the outer mode number and T = 1200 is the total number of sampling points. The nested mode, l, is the mode number of the nested uctuations. 2, 3, 4, 5, 6, 7, 8, 9, 18, 19, 10, 17, 20, 16, 21, 11, 15, 14 , and 12 for the observation. For the model, outer mode numbers are sequential from 1 to 20. Fig. 1 . Schematic diagram showing the structure of a cyclostationary covariance kernel. The covariance kernel is symmetric with respect to t and t 0 . The same information repeats with periodicity d along the line = 0. The same information also emanates along the direction of in each segment delimited by black circles according to (3) and (4). This allows one to carry out the computation in the direction of for only one of the segments. Fig. 2 . Illustration of the global mode numbers in terms of the outer mode number (n) and the mode number of the nested uctuations (l) according to (17) . Each number in small print represents a mode number of a discrete Fourier analysis. Fourier functions along two di erent columns (di erent n's) are uncorrelated but are generally correlated along the same column. Therefore the covariance matrix is block diagonal and is partitioned into 10 smaller covariance matrices (eq. (10)) each of which represents an outer mode number n. Fig. 3. Real (left) and imaginary (right) parts of CSEOFs of a stationary process with a length of 10 years. The slope of the covariance spectrum ( ) is 0.1. The outer mode number is n = 2 and the inner mode number is m = 1; ; 6 (from top to bottom). With the assumed period of d = 12 mos for the nested uctuations, each CSEOF is identi ed with the cosine and sine functions of frequency (n=T + m=d), where T = 120 mos is the total record length. Fig. 4 . Plot of (normalized) covariance kernel, K(t; t 0 ), of a periodically modulated stationary process. The period of modulation is 12 mos and the slope of the covariance spectrum ( ) is 0.1. T1 and T2 represent two di erent times at which covariance is computed. Fig. 5 . Real (left) and imaginary (right) parts of CSEOFs of a periodically modulated stationary process with a modulation period of 12 mos. The length of record is 10 years. The slope of the covariance spectrum ( ) is 0.1. The outer mode number is n = 2 and the inner mode number is m = 1; ; 6 (from top to bottom). where the frequency f 0 is 1=12 mos. The length of record is 10 years. The outer mode number is n = 2 and the inner mode number is m = 1; ; 6 (from top to bottom). The frequency, f, is discretized into fn=Tj n = 0; ; 100g where n is the outer mode number and T = 1200 is the total number of sampling points. The nested mode, l, is the mode number of the nested uctuations. 2, 3, 4, 5, 6, 7, 8, 9, 18, 19, 10, 17, 20, 16, 21, 11, 15, 14, and 12 for the observation. For the model, outer mode numbers are sequential from 1 to 20. 
