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Abstract 
Traditionally, phase transitions are explored using a combination of macroscopic functional 
characterization and scattering techniques, providing insight into average properties and 
symmetries of the lattice but local atomic level mechanisms during phase transitions generally 
remain unknown. Here we explore the mechanisms of a phase transition between the trigonal 
prismatic and distorted octahedral phases of layered chalogenides in the MoS2 – ReS2 system from 
the observations of local degrees of freedom, namely atomic positions by Scanning Transmission 
Electron Microscopy (STEM). We employ local crystallographic analysis based on machine 
learning of atomic environments to build a picture of the transition from the atomic level up and 
determine local and global variables controlling the local symmetry breaking. In particular, we 
argue that the dependence of the average symmetry breaking distortion amplitude on global and 
local concentration can be used to separate local chemical and global electronic effects on 
transition. This approach allows exploring atomic mechanisms beyond the traditional macroscopic 
descriptions, utilizing the imaging of compositional fluctuations in solids to explore phase 
transitions over a range of realized and observed local stoichiometries and atomic configurations. 
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Phase transitions are a central topic in condensed matter physics, given their prime 
importance not only for specific material applications, but also in phenomena such as 
superconductivity,1, 2 relaxor ferroelectricity,3, 4 and quantum spin-liquid5, 6 behaviors. Depending 
on the chemical composition, temperature, pressure, or electrostatic field effect doping, materials 
evolve complex phase diagrams. The enhanced susceptibilities and giant responses in the vicinity 
of phase transitions attract the attention of applied scientists, with examples ranging from giant 
dielectric susceptibilities7, 8 and piezoelectricity in ferroelectrics to phase-change field effect 
transistors based on metal-insulator and transitions or ferroelectric switching,9 and many 
others.10 
 The mechanisms of phase transitions have been explored at multiple levels of theoretical 
description. At the most fundamental level, density-functional theory provides insight into 
electronic and structural instabilities that can drive the transition between dissimilar phases, that 
can be further augmented via effective Hamiltonian methods11-13 to provide information on finite-
temperature properties. A panoply of lattice models enabled the exploration of collective 
phenomena in systems of large numbers of interacting spins on a predefined lattice.14-16 Finally, 
group theory and closely linked to it phase-field theory describes phase transitions on the 
mesoscopic level via the dynamics of effective order parameter fields, the nature of which is 
intrinsically linked to the symmetry of the related phases.17 
 The traditional experimental counterparts to these are the combination of macroscopic 
property measurements and scattering techniques. The former provide insight into the 
macroscopically averaged functionalities determined by the property of the phases, where the 
character of anomalies (e.g. critical exponents and dynamics) in the transition region are 
intrinsically linked to the nature of the transition. Scattering techniques provide the information on 
the basic symmetry of the phases, and under certain conditions offer insight into the nature of 
interactions driving the transition. However, the broad set of phenomena that evolve on the atomic 
and mesoscopic scales, ranging from exact atomistic mechanisms to collective phenomena such 
as formation of the spatially non-uniform states and critical fluctuations to formation and dynamics 
of topological defects remain poorly understood and accessible only on average, via long-
wavelength scattering. This limitation is particularly stringent for systems with symmetry 
incompatible or frustrated interactions that often lead to spatially inhomogeneous ground states, 
poorly amenable to classical scattering studies.18, 19 
 For many materials classes, breakthroughs in understanding the mesoscopic nature of 
phase transitions were achieved with the introduction of local mesoscopic probes, including 
piezoresponse force microscopy20 for ferroelectric materials, magnetic force microscopy21 for 
ferromagnets and superconductors, and focused X-ray22 for structural transitions. These methods 
allowed visualization of topological defects, intrinsically linked to the nature and symmetries of 
the order parameter. At the atomic level, STEM has provided insight into the nature of ferroic 
states and ferroic behaviors at topological defects in a broad set of ferroelectric, ferroelastic, and 
chemically ordered systems via observations of atomic scale displacements and strains.23-25 
However, the vast majority of these studies are limited by the observations at fixed temperature 
and composition, in which case relevant information can be determined only from the behaviors 
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at topological and structural defects.26 Similarly, virtually all analyses to date utilized the 
macroscopic descriptors derived from structural information such as polarization or octahedral tilts 
extracted from the atomic positions, ignoring the multiple degrees of freedom observable from 
atomically resolved image.  
 Recently, we proposed that structures in solids can be defined from the bottom up via the 
statistical analysis of the local atomic neighborhoods and structures.27 Here, we apply this 
approach to explore a phase transition between the trigonal prismatic and distorted octahedral 
phases in the MoS2 – ReS2 solid solution system, establishing the relationship between local 
structural degrees of freedom and chemical structure. We demonstrate that the phase transition can 
be determined as a result of the symmetry breaking at a single atom level via analysis of relevant 
statistical modes identified by the principal component analysis (PCA). The compositional 
fluctuations and more generally multiple atomic configurations present on the atomic level hence 
allow to explore local mechanisms for doping-induced symmetry breaking on the single-atom level 
and extrapolated over a large composition space. We further argue that exploring the magnitude 
of symmetry breaking distortions as a function of both local and global composition may 
potentially allow decoupling of the short-range chemical and long-range electronic effects in 
materials. 
MoS2-ReS2 Imaging 
 The MoS2-ReS2 system offers convenient model system for exploring structural 
transitions.28, 29 Here, MoS2 exists in the trigonal prismatic semiconducting H phase under normal 
conditions. The point group of unstrained bulk MoS2 unit cell is  (trigonal prismatic).30 This 
aristotype structure allows for multiple displacive structural transformations, permitting rapid and 
possibly reversible switching between semiconducting H, and metallic or semi-metallic (T') crystal 
structures.31 The  point group is reduced to 6mm point group for the single-layer MoS2 (SL-
MoS2), because all “out-of-plane” symmetry operations moving atoms away from the 2D-plane 
disappear.32 The H phase can be transformed to a metallic octahedral (T) phase by Re doping,33 
though the T phase is metastable without the doping or other specific treatment. Under the specific 
treatment H phase can also be transformed to the distorted octahedral phase with clusterization of 
metal atoms into zigzag chains (zigzag-shape phase “Z”).34 On the other hand, ReS2, exist in the 
diamond-shape (DS) phase with triclinic symmetry, where the neighboring Re clusters are linked 
along the b[010] axis to form Re DS-chains.35 The point group of unstrained bulk ReS2 unit cell is 
3m (triclinic).36, 37 The 3m point group remains unchanged (as containing no “out-of-plane” 
symmetry operations) and stable under normal conditions for the SL-ReS2. Lin et al.38 showed 
here that SL-ReS2 is a stable n-type semiconductor which exhibits an order of magnitude 
difference in anisotropic conduction, unlike most 2D materials. Note that most MoS2 and ReS2 
structures cannot coexist without defects and broken bonds,39 offering an ideal model case for 
symmetry-incompatible phases. 
 To obtain insight into the structural properties of these materials, the structure was explored 
via STEM as described in Ref [40]. These studies provided the insight into the structure and cation 
distribution in this system and allowed us to establish the thermodynamics defining the cation 
26m
26m
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distribution in the system, in particular the weakly repulsive interactions between similar cations 
favoring the formation of an almost ideal solid solution. Here, we study the evolution of the 
structure across the solid solution series, in particular the evolution of the cationic neighborhoods 
on transition from MoS2 to ReS2. We derive the nature of the distortion mode that drives phase 
transition, and further use this information to analyze the role of local concentrations (short-range 
chemistry) and global factors (average concentration) that drives phase transition.  
 The atomic resolution images across the composition series are shown in Fig. 1, with the 
corresponding 2D Fast Fourier Transforms (FFT) shown below. The MoS2 phase shows well-
formed hexagonal lattice of pure H phase, as expected. On alloying with Re, the system starts to 
develop characteristic modulations. This process is associated with the broadening and splitting of 
the peaks on the FFT and disorder in the system. Finally, the purely ReS2 phase develops the 
characteristic ordering pattern expected for the triclinic phase of 2D chalcogenides. The disorder 
in this case is decreased as can be observed from the 2D FFT and neighborhood histogram images, 
where the peak splitting indicates the symmetry lowering compared to the H phase and peak width 
being indicative of the degree of disorder. Note that this information is derived as a global 
descriptor from the atomically resolved STEM image and is roughly equivalent to what could be 
obtained from scattering measurements. As such, it does not contain element-specific or local 
information. 
 
Figure 1. High-resolution scanning transmission electron microscopy images of Mo1-xRuxS2 with 
x = 0.05, 0.55, 0.78, and 0.95 (a-d). Also shown as the corresponding Fast Fourier Transforms and 
the atomic neighborhood histograms. The data used is the same as in Ref. [40].  
 
Local Crystallography Analysis 
 To obtain insight into the local phase transition mechanisms, we analyze the structure of 
each composition at the atomic level. We utilize a workflow based on rough determination of 
atomic position (indexing) with subsequent refinement via 2D Gaussian fitting to each atom to 
establish the position of the cations in the material with sub-pixel accuracy.41 The indexing was 
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performed using the combination of AICrystallographer deep learning tools and a motif-matching 
algorithm available via the open source PyCroscopy package.42-44 The identity of the cations were 
established based on local contrast, with the threshold intensity between Mo and Re adjusted based 
on expected bulk composition. Note that while S atoms and correspondingly S vacancies can be 
unambiguously located in the MoS2, this is not the case for other compositions. Given the relatively 
small number of sulfur vacancies, the effects are ignored in the subsequent analysis. The original 
data, the codes used for data analytics and the full analysis workflow, as well as multiple additional 
representations of the structures are available as a Jupyter notebook that allow the interested reader 
to reproduce the analysis in this paper in full. 
 To gain insight into the structure of the solid solutions, we utilize the local crystallography 
approach.45 Here, for each cation, we define the nearest atomic neighborhood of N atoms. Given 
the symmetry properties of the host lattice and the absence of defects that break chemical bonding 
pattern, here we explored N = 6, 12, 24, even though other numbers can be explored. Each atom is 
then described by the 2N component vector defining its nearest neighbor structure (i.e., (x, y) 
positions of the neighbors relative to the selected atom). Note that the descriptor can be adapted 
for a specific problem, i.e. can be decomposed into purely distance information (closely linked to 
chemical bond disorder), angular part (an approach adopted in simple liquid theory when defining 
hexatic and tetratic order parameters), adapted to allow for rotational invariance, or for specific 
lattice symmetries. Here, we use the most general description where the full 2N vector is used to 
describe the local crystallographic structure. It is important to note that this analysis is performed 
separately for Mo and Re atoms, i.e. is chemically-specific from the beginning. Furthermore, the 
atomic identities of neighborhood atoms are also preserved and can be used to describe local 
chemical composition, as will be described below. 
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Figure 2. Principal component analysis of the Mo0.45Re0.55S2 image. (a) Atom displacements with 
respect to the central atom corresponding to the first three principal components, (b) the associated 
maps of PCA scores with red being positive and blue being negative, specifically for Mo atom 
neighborhoods. (c) Joint density distributions of the component scores for the first three 
components.  
 
 The results of the crystallographic analysis of the Mo0.45Re0.55S2 phase are shown in Fig. 
2. Here, the atomic neighborhood vector is analyzed using the PCA, separating statistically 
significant orthogonal distortions for the lattice. The PCA components shown in Fig. 2 provide 
insight into the local fluctuations of atomic structure in the material from a statistical perspective. 
Note that while PCA is a purely an information theory-based tool, the behavior of the PCA 
components can nonetheless readily offer physical interpretation. Here, the first PCA component 
represents the isotropic compression or expansion around the central atom (depending on the sign 
of the PCA loading), and represents the classical Vegard strain behavior associated with the 
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difference with molar volumes between Mo and Re. The second PCA component represents a 
deformation of atomic neighborhood where two atoms move closer to the central atom and two 
are moving further away, while maintaining symmetry with respect to the crystallographic axis. 
This mode represents the dominant symmetry breaking mode for all studied compositions and may 
provide a locally defined order parameter, as will be describe further. The third component 
represents more complex deformations of the unit cell and given the limited statistics and uncertain 
concentration of sulfur vacancies are not analyzed for individual compositions. The 
complementary analysis via k-means clustering is provided in Supplementary Analysis. 
 Note the two important aspects of this local crystallographic analysis. First, the multivariate 
analysis of local crystallography separates the multitude of structural distortions for specific local 
atomic configurations into the statistically relevant components, providing a full description of 
statistical behaviors associated with local symmetry breaking and the phase transition. This 
analysis is based only on the information contained in the image, and therefore is not biased by a 
priori assumptions of any physical model. Secondly, the analysis can be performed element 
specific, i.e. the structure of the chemical neighborhoods and their evolution across the phase 
transition can be performed for Mo and Re separately. While the large number of possible 
components can result in a significant human bias in selection of relevant representations, we 
provide a Jupyter notebook that allows the readers to explore the data representations at will and 
contains the results for all the compositions (and can be used for analysis of the reader’s data as 
well). 
 The individual images in Figure 1 contain both the chemical (local atomic identities) and 
physical (distortions from H structure) information across the composition series. We note 
however that while from the global perspective we explore only 4 compositions, the situation is 
different from the local perspective, since each image contains multiple local atomic 
configurations. For example, if we assume that the material is the ideal solid solution with overall 
Re concentration x, the probability of a local composition with i Re atoms within a cluster of n = 
7 atoms will be defined by the binomial distribution 𝑃(𝑖, 𝑛, 𝑥) = )𝑛𝑖 * 𝑥+(1 − 𝑥)./+ . From this 
perspective, each sample will have regions with different compositions Mo1-i/7Rei/7, i = 0, .., 7 with 
number of these regions determined by overall concentration. For non-ideal solid solutions, the 
probabilities are dependent on the segregation energy and in principle the latter can be determined 
from observed atomic configurations. Here we however utilize the fact that individual atomic 
configurations are already present in the images, and hence we can explore the physical and 
chemical information contained at each lattice site. In this manner, the atomically resolved images 
can be identified with the combinatorial library of composition-structural distortion relationships. 
The data across multiple compositions then allows to improve the statistics for different 
neighborhoods and allows for exploration of self-consistency. Note that this logic follows that of 
the macroscopic Ginzburg-Landau theory, where the order parameter expansion is expected to be 
constant across the phase transition, and only certain term(s) changes sign. 
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Distortion Modes with Local and Global Chemistry 
 
 
Figure 3. Evolution of statistical principal components across the composition series. (a-c) 
Principal components (left) and the corresponding scores (right) for the (a) 1st, (b) 2nd and (c) 3rd 
principal component for Mo and Re neighbors. On the left in each panel are shown first three 
components determined across the full phase diagram (black and blue arrows for Mo and Re 
neighborhoods, respectively). On the right, distributions of the corresponding component scores 
as a function of local chemical composition (i.e. number of neighbors of Re), individually colored 
for each composition that the statistic (red, blue, green and black for x=0.05, x=0.55, x=0.78 and x 
= 0.95, respectively). Note that while the 1st component is approximately uniform, the 2nd 
component shows clear splitting for 2 and larger number of neighbors of Re.  
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Figure 4.  Local analysis of Re neighbors. (a) The probability of clusters comprised of a central 
atom and 6 nearest neighbors as a function of Re fraction x. (b) Gaussian mixture approximation 
for the distribution of the second PCA component scores as a function of the number of Re nearest 
neighbors of a central Re atom. The error bars indicate the standard deviation of the two-
component Gaussian mixture model; the colors refer to different global Re fractions, x, using the 
same color scheme as in Fig. 3. Comparison of the two plots illustrates that the splitting, 
representing local structural transition, depends on the local, but not global, composition. 
 
 Next, we aim to explore the relationship between the chemical composition fluctuations 
and the phase transition mechanisms. Here we note that MoS2-ReS2 system offers a very complex 
case for such a study, since the phase transition occurs at the ~50% alloying and the solid solution 
is close to ideal. Correspondingly, characteristic separations between dissimilar atoms is 
comparable to the lattice parameter, precluding clear separation of structural distortions around 
individual atoms as would be the case for very diluted solid solution. More generally, both local 
chemical effects and global electronic effects can give rise to the structural evolution. Here, we 
aim to distinguish the two.  
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 As a measure of local chemical composition, we choose a number of Mo/Re neighbors for 
a chosen central atom (also Mo or Re). As a measure of symmetry-breaking, we choose the values 
of the PCA scores (i.e., values projected onto the principal component) associated with a given 
atom, where the statistical analysis is performed over the full composition series. Note that while 
more complex descriptors based on relative atomic positions, sub-clusters, etc. can be chosen, the 
requirements for statistics progressively grow for more complex structural elements, and hence we 
defer these studies for the future. Similarly, this analysis can be generalized by exploring the 
intensity of Fourier components associated with specific statistical modes of lattice distortions to 
explore the measure of long-range order; similarly, we defer this to the future studies and here 
concentrate only on local descriptors.  
 The relationship between local chemical composition and symmetry-breaking behavior is 
shown in Figures 3 and 4. Here, the distributions of the PCA components for Re central atoms are 
shown as a function of the number of Re neighbors with individual points colored by the 
composition they arise from. The first component shows relatively uniform distribution with 
separate behavior at the x = 0.05 composition. The third component shows relatively broad 
behavior as a function of the number of Re atoms in the neighborhood, with the maximal width 
for 2 and 3 neighbors. Finally, the most interesting behavior is observed for the second PCA 
component. Here, for 0 and 1 neighbors of Re, the distribution of the principal component scores 
is unimodal. It broadens for the 2 neighbors and becomes bimodal for the 4,5 and 6 neighbors. 
These behaviors hold independently of the global compositions as can be seen by the blue, green 
and black points overlapping. We believe that this behavior represents the local phase transition 
mechanism resolved at the atomic level. In other words, the same distortions are seen regardless 
of the composition but depend only on local environment, specifically the number of neighbors of 
Re.  
 We can in fact make a machine learning model to predict the 2nd PCA component scores. 
For this purpose, we utilized a Gaussian mixture model (GMM)46, which is a probabilistic model 
that assumes datapoints are generated from some finite number of Gaussian distributions, in this 
case 2 (this was found using the Bayesian information criterion). We fit a GMM to each set of data 
(C,N) where C is the composition and N is the number of nearest neighbors of Re. Thus in total 
we have C*N total GMMs. The result of the GMM analysis is shown in Fig. 4(b) where the means 
and variances are plotted. This model appears to capture the trends shown in Fig. 3(b), and the 
overlap of the predicted means for the different colors indicates that local chemical character, not 
global composition, dictates the presence of this distortion.  
 In general, we note that the phase transition in the material can be assumed to be mediated 
by short- and long-range mechanisms. The short-range mechanisms are related to the bonding and 
molar volume effects, that under certain conditions can give rise to the global transition. As such, 
these are sensitive to ordering and positions of local atomic units. The long-range effects, e.g. those 
related to the changes in the average electronic concentration and structural instability due to e.g. 
Fermi surface nesting are determined by average dopant concentrations. Note that while 
intrinsically mixed in any real material, these can be separated via external interventions. For 
example, pressure effects (via differential of compressibility) will affect the local chemical effects, 
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whereas electronic doping via e.g. gating will affect the electronic driven instabilities but not 
chemical effects. 
 To establish the role of the local (neighborhood of a single atom) and global composition 
on the phase transition, the principal component score distributions (specifically Fig. 3(b)) were 
further analyzed using a Gaussian Process (GP) regression model.47-50 That is, we can use a more 
advanced machine learning model than a simple GMM, and hopefully derive more insight into the 
mechanism. Here, GP, a Bayesian machine learning model, is used as a universal interpolator, 
reconstructing function f over set of arguments and values D = {(x1, y1), . . .(xN , yN )}. Here, it 
assumed that each pair is related by y = f(x) + e, where e is white noise, and the function f has a 
prior distribution f ~ 𝒢𝒫(0, 𝐾4(𝑥, 𝑥′), where 	𝐾4 is a covariance function (kernel).47 The covariance 
matrix of the GP posterior distribution serves as an estimator of the uncertainty in the interpolation. 
We explored the GP interpolation both as function of local concentration only, with global 
concentration being the free parameter, and as a function of both local and global concentration.  
The interpolated values of the symmetry breaking mode (i.e., the 2nd PCA component 
scores) for local concentration only are shown in Suppl. Mat. (Fig. S3). In that figure, the 
magnitude of the symmetry-breaking mode increases with local concentration. For the 5% 
composition only a small number of compositional variants are available. At the same time, for 
the three other compositions the distortion increases with local composition and saturates at the 
same value, suggesting the universality of the symmetry breaking phenomena as a function of local 
composition. 
 
 
Figure 5. Global and local effects on symmetry breaking. (a) Gaussian Processing averaged 
prediction of second PCA component score as a function of global (vertical axis) and local 
(horizontal) composition. (b) Associated mean uncertainty. 
 
 To obtain further insight regarding this behavior and potentially decouple the local 
chemical composition effects and global concentration effects, we perform the GP regression on 
local distortion as a function of local and global composition, 𝐷(𝑁, 𝑥). The resulting prediction 
matrix and associated deviations are shown in Figure 5. Note that while this matrix allows for 
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multiple possible interpretations, here we focus on the separation of short-range chemical effects 
controlled by local neighborhood and long-range effects. The direct examination of the Figure 5 
illustrates that the dependence of the symmetry breaking on the local composition shows more 
pronounced effect then global composition. An estimate via linear regression 𝐷(𝑁, 𝑐) = 𝑎𝑁 +𝑏	𝑥 + 𝑑 yields the ration of short to long range effects as b/(6 a) = 0.5, suggesting the preponderant 
role of local chemical effects on phase transition. 
 To summarize, we have explored the nature of the phase transition between the trigonal 
prismatic and distorted octahedra phases of layered chalcogenides exemplified by the alloying in 
the MoS2 – ReS2 system. Based on the element specific local crystallographic analysis, we use 
PCA to explore the evolution of the chemical neighborhood and structural symmetry breaking via 
statistical mode analysis and correlation between local physical descriptors and chemical 
composition. We observe that the magnitude of the second principal component can be used as a 
statistically significant descriptor that describes symmetry breaking and phase transition. We note 
that this behavior is local and is determined and defined on the level of individual atomic 
neighborhoods visualized via high-resolution STEM. 
 We believe that this approach provides a bottom-up pathway to explore the nature of 
concentration induced phase transitions in condensed matter systems. While the further 
developments of this approach will require increased statistics to collect the information relevant 
to relevant defects, it offers a universal approach to study phase transitions in low dimensional 
systems. This approach is also applicable for 3D materials if the structural distortions are isotropic 
in the beam direction, as is often the case for ferroelastic and ferroelastic materials. The analysis 
can be considerably simplified if the transition happens at lower concentrations of dopants 
allowing for increasing the separability between chemical and physical characteristic length. 
 The method proposed here can further be extended for analysis of the thermodynamics of 
the phase transition from the observed distortions, as has been previously demonstrated for atomic 
structure. Similarly, new opportunities emerge in targeted probing of materials functionalities by 
combining these analysis tools with the electron beam-based approaches to engineer cation 
sublattice via atomic motion28, 51-53 and vacancy formation. 
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Data Availability 
All data and analysis are included with this manuscript via the Jupyter notebook. 
 
Methods 
Sample growth: 
Molybdenum oxide powder (99%, Sigma Aldrich), sulfur powder (99.5%, Sigma Aldrich) and 
ammonium perrhenate (99%, Sigma Aldrich) were used as precursors for CVD growth. A selected 
ratio of molybdenum oxide and ammonium perrhenate was added to an alumina boat with a 
Si/SiO2 (285 nm) wafer cover. The furnace temperature was ramped to 550 °C in 15 min and then 
kept at 550 °C for another 15 min for the growth of the RexMo1-xS2 alloy materials. Sulfur powder 
in another alumina boat was placed upstream where the temperature was roughly 200 °C. After 
growth, the furnace was cooled to room temperature using natural convection. The growth process 
was carried out with 50 SCCM argon at atmospheric pressure. 
 
Electron microscopy characterization: 
The RexMo1-xS2 flakes were transferred to TEM grids by spin coating PMMA to support the flakes 
and etching with KOH to release them from the substrates (by dissolving the SiO2). The annular 
dark-field images (ADF) were collected using a Nion UltraSTEM100 microscope operated at 60 
kV. The as-recorded images were filtered using a Gaussian function (full width half maximum = 
0.12 nm) to remove high-frequency noise. The convergence half angle of the electron beam was 
set to 30 mrad and the collection inner half angle of the ADF detector was 51 mrad. The samples 
were baked in vacuum at 140 0C overnight before STEM observation. During STEM observation, 
the probe current was controlled between 10 pA to 60 pA to reduce beam damage. 
Analysis 
A full Jupyter notebook outlining the analysis is included with the manuscript and can be run 
online on Google Colab (colab.research.google.com). 
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Supplementary Materials   
 
Figure S1. Clustering analysis of the structure of the of Mo1-xRexS2 with x = 0.05, 0.55, 0.78, and 
0.95 (a-d) using k-means clustering algorithm on the local neighborhood.  Only two types of 
clusters with Re as the central atom are shown; further clusters are visualized in the given Jupyter 
notebook.  
 
 A complementary representation for the internal structure can be obtained via the k-means 
clustering analysis of the atomic neighborhood. While the PCA analysis provides the information 
on the symmetry distortions from the high-symmetry state, the k-mean clustering groups the atoms 
based on the similarity of local structural motifs. Shown in Fig. S1 are the cluster structures (insets) 
and their location for the four different compositions. For simplicity only two clusters are shown; 
there are more (see Jupyter notebook). The features on which the separation is done are the 
distances to the nearest neighbors. Given that there is an order to the neighbors, rotational variants 
will show up as distinct clusters in this analysis.  
 
Here again one of the preponderant cluster groups is the one corresponding to the displacement of 
a single neighbor pair relative to the central atom, and its orientational variants. Additional clusters 
are formed as a result of the indexing errors, when the nearest atom is missing and therefore k-
means vector centers around one of the next-nearest atoms. Note that for ordered phases, the 
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clusters of the similar atoms start to adopt the periodic structure, as expected for the long-range 
ordered material. At the same time, for the intermediate doping, the clusters are (visually) random 
distributed. However, this information provides the insight into the distributions of local structural 
distortions that define atomic mechanisms of phase transitions.  
 
 
Figure S2. K-means analysis across the phase transition for the full composition series. Note that 
the phase evolution can be represented via relative changes in 3 preponderant structural elements, 
where cluster 0 is maximal for the H phase and clusters 1 and 2 appear for the distorted structures. 
Note that intermediate compositions also contain other structural elements, representing relatively 
higher disorder compared to the other cluster means.  
 
 For insight into the evolution of the local structure across the phase transition, we perform 
a crystallographic analysis with clustering across the full composition series. Here, the full 
dictionary of atomic configurations for all composition is statistically analyzed. The analysis is 
shown in Fig. S2, showing the dominant structural distortions. Unsurprisingly, the first 
composition with the least amount of Re contains the dominant hexagonal symmetry characteristic 
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of MoS2. Very dilute traces of other clusters can be seen. For the x=0.55 composition and onwards, 
the clusters shift towards clusters 1 and 2, which are characteristic of the ReS2 dominant (triclinic) 
symmetry.  
 
 
 
Figure S3. Gaussian Process averaged 2nd PCA component scores via local concentration for 4 
explored compositions.  
 
 
 
 
