ABSTRACT Meta-heuristic algorithms have shown promising performance in solving sophisticated realworld optimization problems. Nevertheless, many meta-heuristic algorithms are still suffering from a low convergence rate because of the poor balance between exploration (i.e., roaming new potential search areas) and exploitation (i.e., exploiting the existing neighbors). In some complex problems, the convergence rate can still be poor owing to becoming trapped in local optima. Addressing these issues, this research proposes a new general opposition-based learning (OBL) technique inspired by a natural phenomenon of parallel mirrors systems called the parallel mirrors technique (PMT). Like existing OBL-based approaches, the PMT generates new potential solutions based on the currently selected candidate. Unlike existing OBL-based techniques, the PMT generates more than one candidate in multiple solution-space directions. To evaluate the PMT's performance and adaptability, the PMT has been applied to four contemporary meta-heuristic algorithms, differential evolution (DE), particle swarm optimization (PSO), simulated annealing (SA), and whale optimization algorithm (WOA), to solve 15 well-known benchmark functions. The experimentally, the PMT shows promising results by accelerating the convergence rate against the original algorithms with the same number of fitness evaluations.
I. INTRODUCTION
Optimisation relates to the process of finding the best solution from all possible solutions. Specifically, optimisation involves maximising/minimising one or more defined objective functions by systematically choosing input values within allowable set values. Owing to their effectiveness in obtaining optimal solutions within reasonable computing power, metaheuristic algorithms have often been adopted as a suitable methodology for addressing optimisation problems. To date, many meta-heuristic algorithms have been developed in the literature mimicking nature and physical phenomena such as Differential Evolution (DE) [1] , Particle Swarm Optimisation (PSO) [2] , Whale Optimisation Algorithm (WOA) [3] , Genetic Algorithm (GA) [4] , Simulated Annealing (SA) [5] , Gravitational Search Algorithm (GSA) [6] , and Harmony Search (HS) [7] to name a few.
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To ensure good convergence, meta-heuristic algorithms often provide some form of parameter controls to balance between exploration (i.e., explore a new possible solution area within the search space boundaries) and exploitation (i.e., learn from the surrounding knowledge of the search neighbourhood). However, using parameter controls for balancing exploration and exploitation can still be problematic. In fact, there could be a situation when the current chosen candidate is converging to the wrong and opposite value or the best solution just a step away from the current candidate. Dealing with these situations, an opposition-based learning (OBL) scheme [8] has been proposed to consider both the candidate and its opposition, leading towards better solutions and accelerated convergence. As a result, OBL-based techniques have been adopted in many meta-heuristic algorithms (e.g., DE, GA, PSO, and HS [9] - [12] ).
Although showing promising results in meta-heuristic algorithms (e.g., in terms of accelerating the convergence rate [13] - [18] ), existing work on OBL has not sufficiently dealt with opposite searching from more than one direction.
Despite many useful works on OBL, the selection of the suitable opposite candidates remains a challenging problem. In particular, most existing work limits the oppositional value to a single directional search. In this research, a new technique has been proposed to exploit multi-directional searching allowing the adoption of more than one candidate from all profitable directions. Allowing such diverse search strategies can potentially be the key to obtain an optimal solution and improve the convergence rate further.
Owing to its prospects, a new OBL-based technique called the Parallel Mirrors Technique (PMT) is proposed. Inspired by a natural phenomenon when two mirrors are facing each other, the PMT can generate an infinite number of images for any object between them (i.e., allowing a diverse pool of candidate selections). As such, our contributions in this research are summarised as follows:
• A novel OBL technique based on the parallel mirrors analogy called the PMT that potentially increases the diversity of candidate solutions for consideration via multi-directional searching.
• The PMT is adaptable for general meta-heuristic algorithms. Experiments on DE, PSO, SA, and WOA, demonstrate an improved convergence rate against the original algorithms. This paper is organised as follows: Section II illustrates the theoretical OBL framework along with related work. The proposed technique and algorithms are explained in section III. Section IV elaborates on validation experiments. The research conclusion and future work are summarised in section V.
II. THEORETICAL FRAMEWORK AND RELATED WORK
The basic concept of OBL was first proposed by Tizhoosh [8] in 2005. In short, OBL considers candidates from the opposite direction of the current solution, within the same solution space. OBL stipulates that the opposite value of the current candidate might also be closer to the vicinity of the optimal solution as well [9] , hence, potentially enhancing the search convergence.
Consider a candidate solution of x, on the interval [a, b] where x is a real number (x ∈ R). The opposite value x is defined as:
Exploiting the basic oppositional EQ1, many existing works on exploring OBL exist. For example, Jabeen et al. [10] have employed the basic concept of OBL for the initialisation of population in standard PSO. The developed oppositionbased PSO (O-PSO) outperforms standard PSO based on the results of selected benchmark functions. Similarly, Rahnamayan et al. [9] reported an enhanced convergence rate for oppositional differential evolution (ODE). In the work, ODE outperforms related work, the OBL-based HS has also been employed to solve the power compensation of an autonomous power system problem with the commendable performance [11] . Recently, Alamri et al. [19] , [20] adopted the OBL approach for the Whale Optimisation Algorithm (OWOA) resulting in an improved convergence rate. Experimentally, the OWOA outperforms the original WOA in many benchmark functions.
FIGURE 1.
The problem of symmetrical opposition value whereby the candidate value x and its opposite value (x') may potentially yield the same solution.
FIGURE 2.
Quasi-OBL and Reflection Quasi-OBL search regions in one-dimensional space.
Although giving good performance in some scenarios, the generic OBL approach is not without limitations. In cases involving symmetric problems, the use of an OBL approach may be counter-productive. Consider a minimisation problem in Figure 1 . If the particular search is converging towards global optima, using OBL may generate another opposite solution but with the same fitness (see Figure 2) . Here, the net effect is that the global optima will likely be missed.
Addressing the aforementioned issue, many new variants of OBL have been proposed in the literature to generate asymmetric opposition values such as Quasi-opposition (QOBL), Reflection of Quasi-opposition (RQOBL), Generalised Opposition (GOBL), Super Opposition (SOBL), and centre-based sampling (COBL).
Quasi-opposition (QOBL) dictates that the opposition solution must be close to the centre of the interval rather than the opposite value. Referring to Figure 2(a) , the value of QOBL is actually selected in the space between the centre of the interval and the opposite value. Rahnamayan et al. [21] have demonstrated that the proposed algorithm (QODE) has outperformed the standard DE algorithm performance and the opposition-based DE (ODE) on 22 functions out of 30 benchmark functions. In similar work, Zhang et al. [22] [23] adopted a QOBL-based algorithm called QOTLBO based on the standard teaching learning-based optimisation (TLBO). The QOTLBO has been successfully adopted to optimise the power loss within a distributed generator. The proposed algorithm has outperformed PSO, GA, and the standard TLBO for both single-and multi-objective problems. Riding on the success of the QOBL technique, Ergezer et al. [24] propose Quasi-Reflection opposition (QROBL). As the name suggests, QROBL introduces the opposite solution to the QOBL solution. As shown in Figure 2 (b), the value of QROBL is selected in between the candidate x and the centre of the interval. Application of QROBL to Biogeography-based optimisation (BBO) [25] demonstrated good performance as compared to the standard BBO. Using a slightly different selection of opposition value, Rahnamayan and Wang [26] experimented with the centre between the current value and its opposite within which the opposition value (called centre-based opposition [COBL] ) is selected, as shown in Figure 3(b) , where the centrebased opposite candidate (x c) is closer to the centre of the interval between the candidate (x) and its opposition (x ). Making the search space wider, Wang et al. [16] introduced Generalised Opposition-based Learning (GOBL) where the opposition value is selected between the current candidate and its opposite as shown in Figure 3 (a). The generalised opposition candidate (x g) is selected randomly from the interval between the candidate (x) and its opposition (x ). Applied to PSO, Wang et al. demonstrated the Generalised Opposition PSO (GOPSO) outperforms the standard PSO. A similar application to Artificial Bee Colony (ABC) by El-Abd [27] also yields good performance against the original ABC algorithm using 14 selected benchmark functions. Other similar works but on a different oppositional selection mechanism include Comprehensive Opposition (CO), Extended Opposition (EO), Reflected Extended Opposition [28] , Super Opposition (SOBL) [14] , and Fitness-based Opposition (FOBL) [24] .
At a glance, the applications of the aforementioned OBL techniques appear useful in terms of improving the quality of the solution as well as facilitating good convergence. A closer look, however, reveals three main limitations. Firstly, many works on OBL are similar to each other with the exception of how the opposition value is selected. As such, the improvement of an OBL technique against its original algorithm could be highly problem dependent (i.e., based on the specific search space contour) and cannot be generalised to other optimisation problems (with different a search contour). Secondly, while existing OBL techniques have demonstrated their performance against a particular meta-heuristic algorithm, their scalability to other meta-heuristic counterparts has not been well proven. Finally, most existing OBL techniques consider a single opposite candidate selected from a particular direction. In some situations, having only two values (i.e., actual and opposite ones) might not be sufficient enough to exploit the current best-known solution(s).
Subscribing to the idea of a cluster bomb (whereby an air-dropped or ground-launched explosive weapon releases smaller sub-ammunitions to ensure total casualties and zero survivors), our work proposes an OBL generation technique based on the parallel mirrors techniques (i.e., PMT) to generate multiple (and oppositional) candidate solutions from all profitable directions. In this manner, more sufficient exploitation can be guaranteed as compared to existing works based on single oppositional OBL. It is the hypothesis that suggests generating more than one oppositional candidate solution through the parallel mirrors analogy is useful to improve the search performance of any given meta-heuristic algorithms that will be the main focus of this work.
III. PARALLEL MIRRORS TECHNIQUE (PMT) A. PARALLEL MIRRORS SYSTEM
Historically, the first mirrors, which have been dated to around 6000 BC and found in Anatolia, Turkey, were made from well-polished stones such as obsidian stones. Originally, humans were inspired by nature to produce mirrors, since humans noticed the reflections of objects on the surface of water [29] . Since that time, mirror systems have been VOLUME 7, 2019 developed and studied to be used for different purposes and technologies as each human generation has needed, such as for making fire, for sighting aids, televisions, and solar power. The most common usage is still for grooming and tending.
In geometric optics, when two or more mirrors are placed together and the angle between them is (θ) degrees, this setup is called a multiple mirrors system. In a multiple mirrors system, the N number of images produced into the mirrors depends on the mirror type (either plane or concave), the angle between the mirrors, and the sight angle. As a special case, when the angle between two mirrors equals zero, the mirrors generate an infinite number of virtual images into each mirror. In geometric optics, this system is called a parallel mirrors system. Each generated image has the exact same shape of the original object, except for the visual size because of the virtual location from the original object. This similarity with the original object and the organised distribution of the generated image into the virtual space inspired this research to generate a different number of opposition candidates to be evaluated as new possible candidates to increase the probability of reaching a better solution.
B. PARALLEL MIRRORS TECHNIQUE (PMT)
In a parallel mirrors system, an infinite number of images is produced into each mirror. In fact, these images produce each other sequentially because of the angle between both mirrors and the sight angle. After the first image, each produced image continuously produces another image into the opposite mirror, which causes an infinite number of similar images in the virtual space. The PMT mimics this phenomenon to produce new candidates by assuming two mirrors are beside each candidate, where each mirror is located on different sides of the candidate. As such, the PMT allows distributing candidates into the searching space, which increases the probability of reaching the global optimum solution and avoiding local optimum traps.
Like OBL, the PMT tries to reproduce an opposite possible solution based on the current solution candidates. Different from the previous OBL variants, the PMT uses wider concepts to search in more than one opposite direction and produce more than one new candidate solution.
In fact, there are three types of mirrors, plane, convex, and concave, with different characteristics and behaviours. This research mimics the characteristics of plane mirrors to produce the set of virtual images from the current candidate solutions. Before going into the PMT details, some facts about the mirrors need to be highlighted to address the parallel plane mirror characteristic to produce an infinite number of images: 1) when a new image produces into a mirror, the distance between the image and the mirror equals to the distance between the real image and the mirror, 2) the angle between the object and sight equals zero, and 3) the angles between both mirrors is equal to zero as well.
Consider the parallel mirrors example in Figure 4 . Here, a candidate value v is surrounded by two mirrors (M1, M2) and the distance between each mirror and v equals (d1, d2) respectively. Initially, let us assume the first mirror M1 produces the first image v1 from the original value v, at the same time M2 produces another image v2 from the original value v as well. Consequently, each image of the new images (v1, v2) will produce more new images into the opposite mirrors (v12, v21), respectively. Then each value of these new values (v12, v21) will produce an uncountable number of images into these two mirrors.
Thus, to calculate the position of each generated image mathematically, the location of each mirror defined is as shown in EQ2 and EQ3.
Definition (Mirror Position): Let v ∈ R real number defined on interval v ∈ [lb, ub]. Hence, the location of the mirrors M1 and M2 are defined as follows:
where lb is the lower bound and ub is the upper bound of the solution space. Thus, the generated images value can be defined.
Definition (PMT):
Let us assume the current candidate value is v 0 . Then the next generated image v 1 , . . . v i is defined as follows:
where
. N ) is the image sort and v i ∈ [lb, ub].
As shown in EQ4, the positions of the PMT images depend on the distance between the value v and the positions of the mirrors, which also affect the distribution of the image in the search space. To put it simply, images will be distributed in the space based on the distance between the value and each mirror, which can be managed to reproduce near or far images at the same time.
As a special case in the PMT, if d1 is equal to d2, all mirrors will generate images in the same exact positions in the search space, but this will be excluded in this research.
Generally, the PMT includes a few simple steps to generate the new candidates. Whenever a new candidate is generated (i.e., either in the initialisation step or during population), the first step is to allocate mirrors around the candidate, one mirror on the left and the second one on the right, as explained in EQ2 and EQ3. Then, the new set of generated images is defined using equation EQ4. Meanwhile, each generated image is evaluated as a new candidate and compared with the current best solution. If the current generated image reaches a better solution, the current best solution will be updated based on the generated-image value and position. To allocate the mirrors, we need to define the d1 and d2 values, which will be selected randomly in this research.
Theoretically, the PMT can be used to generate an infinite number of images, which means an infinite loop of generated images and evaluation. Thus, to make the PMT more practical for meta-heuristic algorithms, two stopping factors can be used, the maximum number of images (MI) and the maximum number of failure (MF) images. The MI is the maximum number of images that can be generated for each candidate before stopping the PMT from generating more images, and the MF is the maximum number of failure-generated images (i.e., failed to reach a better solution than the current candidate solution). As shown in the PMT pseudo code in Figure 5 , the PMT has the current candidate as input to generate new images as candidates. For as many meta-heuristic algorithms based on a randomly generated population, the PMT uses that population as input in each iteration in the algorithm. To initialise the PMT, four values need to be set, MI, MF, d1, and d2, as shown in Figure 5 , lines 2-7. Based on the maximum number of images (MI), the image generator calls for the loop to generate and evaluate a new candidate based on the input population, as shown in Figure 5 , lines 8-21.
For as many meta-heuristic algorithms based on randomly generated values, the PMT aims to use the generated values to mirror them from two sides to generate many images into the mirrors based on the distance between the mirrors and the candidate. The distance between each mirror and the candidate can be effectively used to maintain a balance between exploration and exploitation by generating images close to the current candidate, while continuously generating and evaluating faraway images.
In this research, a random-based PMT was adopted to verify the concept of the PMT. Figure 5 explains the pseudo code of the basic PMT. In line 2, the number of the targeted image (N) assigned to control the maximum number of images can be generated from the candidate. Lines 3 and 4 set and evaluate the current population. In lines 5 and 6, the distance parameters (d1 and d2) are selected randomly to start generating and evaluating the images as the lines between 7 and 14 show. Lines 11, 12, and 13 show the criteria of updating the best solution based on the cost function. If the generated image shows a better result, the global best cost needs to be updated. The current population can be updated in this step, as shown in line 13. Otherwise, the mirror location needs to be changed.
To prove that the PMT is a generic technique to enhance meta-heuristic algorithms, the basic PMT adopted was applied in four well-known algorithms (DE, PSO, SA, and WOA), which represent an evolutionary-based algorithm, a swarm-based algorithm, a single solution-based algorithm, and a bio-based algorithm, respectively. All these algorithms were extended using the PMT and tested using 15 benchmark functions to evaluate the performance in terms of convergence rate.
C. PMT-DE
Differential Evolution (DE) is a population-based evolutionary algorithm that uses a parallel direct search method [1] , [30] . The DE algorithm starts the population vector using randomly generated values from the search space, and then it uses three steps to search in the search space (exploration) and enhance its search within local values (exploitation).
In the original DE (DE/rand/1/bin), we assume that X n,G (n = 1, 2, 3 . . . NP) are a population for each generation (G). All populations should be chosen randomly from the search space with uniform distribution. Then the initialised population is used by the next three operations, mutation, crossover, and selection, to find the best candidate solution, which is defined as follows:
1) MUTATION
For each vector X n,G (n = 1, 2, . . . NP), a mutant vector is generated according to EQ5:
where c1, c2, and c2 are random integers ∈ [1, NP] and the scaling factor F is a positive real number between 0 and 2. For each vector c1, c2, and c3 chosen randomly to be different from the running index n, the scaling factor F is a constant positive real number chosen from the interval [0,2] to control the amplification of the difference vectors F X c2,G − X c3,G .
2) CROSSOVER
The crossover step aims to increase the diversity of perturbed parameter vectors using the following scheme based on EQ6:
is the evaluation uniform random number; CR is the crossover constant ∈ [0,1], which is configured by the user; and ri(n) is a random number ∈ 1, 2, 3 . . . D.
3) SELECTION
In this step, a greedy selection criterion decides if the new population u jn,G+1 yields a better result than u jn,G using the cost function. If the new generation gives a better result, then the X jn,G+1 is set to u jn,G+1 . Otherwise, X jn,G will not change. In the DE algorithm, some control parameters can affect the algorithm performance, according to Storn and Price [1] [33] , DE still suffers from an unstable and low convergence rate and is easily trapped into local best solutions. Hence, in this research, the PMT is employed to enhance the DE algorithm to keep a balance between exploration and exploitation to achieve a better convergence rate. The DE algorithm generates a new population in each iteration, to explore new possible solutions in the search space, by using the PMT. Each time a new population is generated, a set of images from this population will be produced using the PMT. Then, during the selection criteria, selected images will be evaluated to rival the original population to find the best solution. As shown in Figure 6 , the PMT-DE algorithm initialises and starts as with the original algorithm steps, but as shown in lines 12-25, the PMT-DE algorithm generates and evaluates images based on the original population using the PMT. During the PMT, if the generated population is not showing a better result, the position of the mirror will be updated randomly, as shown in lines [16] [17] [18] [19] [20] [21] [22] . On the other hand, if the PMT keeps failing to generate a better solution than the original solution, the PMT will stop generating more images and move forward to the next step of the DE algorithm, as shown in the lines 23-25. In other words, using the PMT to enhance the DE algorithm will help the DE steps to explore more local candidates and explore further candidates as well, which could positively help to overcome the DE algorithm's weaknesses.
D. PMT-PSO
Particle Swarm Optimisation (PSO) has become a popular meta-heuristic algorithm owing to its performance in solving many optimisation problems. The PSO algorithm simulates the social behaviour in the physical movements of birds and fish, where each individual particle shares its own movement experience in the space. The PSO algorithm's simple searching steps are as follows:
-Each particle (fish, bird) is treated as a volume-less point in D-dimensional space -The ith particle is presented as follows:
The index of the best particle is represented by b -The velocity (rate of change) of each particle is represented as
. . v iD ) -All particles are manipulated using (EQ7) and (EQ8):
where rand1() and rand2() are two random functions between [0,1], and c1, c2 are two positive constants
-Finally, the particle is evaluated to find the best value As with many meta-heuristic algorithms, PSO suffers from a low convergence rate as well as a weakness of a lack of dynamic velocity adjustment. Hence, employing the PMT to enhance the PSO should give an opportunity for the PSO to overcome some of its shortcomings. To put it simply, the PMT can be employed to enhance the PSO by mirroring each particle to generate new virtual particles and assume the new images have a better opportunity to be closer to the best solution. If the generated particles reached better results, it will be treated as a new best particle. As shown in Figure 7 , the PMT-PSO pseudo code modifies the original particle by generating a new set of virtual images to be evaluated, as shown in lines 12-20. The PMT-PSO starts by initialising the PMT and the PSO parameters as well as the initial population, as shown in lines 2-6. Then, using the original PSO steps as shown in lines 7-9, the PMT is injected after calculating the latest best solution. Then for each generated population, the PMT is applied to generate parallel images and evaluate them using the targeted-cost function, as shown in lines 10-124. In lines 14-20, the PMT updates the best population and best solution values if the new generated images reach a better solution than the latest updated solution. But if it does not enhance the result, mirrors are relocated randomly within the space and continue generating more new images. Finally, the PMT stops generating images if there has been either a failure to generate a better solution than the MF or the limit of the allowed generated images has been exceeded.
E. PMT-SA
The Simulated Annealing (SA) algorithm is a random-based algorithm that uses a single candidate to find the optimum value [5] . The SA algorithm was inspired by the annealing process in metalwork, where solid metal is heated until it becomes liquid and then cooled slowly to reach thermal equilibrium. The slow cooling process increases the size of the substance's metal crystals and reduces defects. Based on the physical analogy, the SA algorithm involves a few steps to search for the optimum solutions:
-Initialisation: The SA algorithm starts by initialising the temperature and selecting a random initial solution. -Move: A random neighbour is selected.
-Evaluate: The fitness function is calculated. -Choose: Depending on the evaluation, the current solution can be updated or the previous solution kept. -Update and loop: The temperature is updated and the steps (move, evaluate, and choose) are repeated again until reaching the freezing point. Although SA is an easily adopted algorithm because of the simple steps, its ability to find the global optima is weak [34] . Hence, using opposition-based SA shows a noticeable improvement in the convergence rate [35] . Thus, exploiting the PMT concept can lead the SA algorithm to new possible solutions and avoid being trapped in the local optima.
Regarding the concept of the PMT cloning the original solution candidate, the PMT-SA pseudo code in Figure 8 shows the modified SA algorithm employing the concept of the PMT to generate a new candidate each time the SA searches for a new random solution. Figure 8 explains the PMT-SA pseudo code, which is formed by injecting the PMT steps into the SA algorithm steps. In the beginning, the SA and the PMT parameters need to be initialised, as shown in lines 1-10. Then, while the SA temperature changes in each iteration, the PMT keeps trying VOLUME 7, 2019 to generate images, as explained between lines 11 and 30. In the meantime, if in any case the number of failures in images exceeds the limit of the failures (MF), the PMT relocates the mirrors, as shown in lines 19-22. But if the MF reaches its maximum, the PMT should be stopped immediately.
F. PMT-WOA
The Whale Optimisation Algorithm (WOA) [3] is a new swarming intelligence optimisation algorithm that mimics the hunting mechanism of humpback whales. The WOA was inspired by the unique shrinking encircling and spiral updating behaviours of humpback whales when they are hunting a herd of their targeted prey. Based on humpback whale behaviour, the WOA has three stages of searching in the problem space: encircling, bubble-net attacking, and searching for new prey.
In the first step, the encircling WOA assumes that the targeted prey is the best solution, or that it is close to the optimum solution. Then, based on the current other individual agents, the algorithm tries to update its positions towards the best solution. The second step is the bubble-net attaching, which represents the exploitation phase. In this step, individual whales update their positions to be closer to the current best solution. Finally, in the search for prey, or the exploration phase, the whales are forced to update their positions randomly far away from the reference whale to search for new and better prey. Figure 9 shows the pseudo code of the WOA modified by the PMT. In the first few lines, the WOA generates a random population and evaluates it using the fitness function and initialising the PMT limitation values MI and M. Then, after the WOA generates and evaluates the population, the PMT employs the generated population to generate new a possible solution, as shown in lines 11-23. As the PMT limits the generated images by the MI and MF, the for loop in line 13, it limits the number of the maximum number of images, while the code in lines 21 and 24-26 keeps the PMT tracking the image failures to stop it when it reaches the maximum number of failures. In each iteration of the algorithm, the fitness function will be evaluated by the originally generated population and evaluated again in each generated image by the PMT steps.
IV. EXPERIMENTAL RESULTS
To validate the PMT performance, the experiments in this study focus on three related goals: 1) assess PMT performance in terms of enhancing the original version of the adopted algorithms, 2) determine if the PMT is a generic technique for meta-heuristic algorithms, and 3) verify the PMT using statistical analysis. In line with these objectives, we raised three research questions:
RQ1: Can the PMT improve existing meta-heuristic algorithms in terms of speed and convergence rate? RQ2: Is the PMT a generic technique for meta-heuristic algorithms?
RQ3: Is the PMT depends on the problem? To answer these questions, this study applied the PMT on four meta-heuristic algorithms, each representing a different type of meta-heuristic algorithm, and tested them on 15 benchmark functions to compare the PMT performance using the modified algorithms' results with the original algorithms' results. Furthermore, four versions of the PMT were applied in all meta-heuristic algorithms and benchmarked independently.
Hence, the set of 15 well-known benchmark functions as explained in Table 2 have been used to verify the performance of all tested algorithms after they were modified by the PMT. As shown in Table 2 , the benchmark functions include eight multimodal functions and seven unimodal functions.
For the PMT setup parameters, each algorithm was modified by four versions of the PMT (each version uses a different number of the maximum number of images [MI] , namely, PMT4, PMT12, PMT20, and PMT28) and five maximum failure (MF) images. The original algorithms (DE, PSO, SA, and WOA) were compared with all versions of the PMT algorithms using two problem sizes, 30 and 60 dimensions.
To make a fair comparison, all the PMT versions (PMT4, PMT12, PMT20, and PMT28) used the same number of function calls (FC), (i.e., the FC is based on an algorithm and problem size, as shown in Table 1 ). In addition, we set the parameter to the most common parameter setting in the literature for all algorithms, as Table 1 shows. For PMT parameter MF aims to prevent wasting computing time loop searching in weak solutions. Hence, for all PMT versions MF sets to equal 5, which will be ignored for small PMT versions like PMT4 or lower, while cut-off generating weak images for the large PMT versions like PMT12, PMT 20 and PMT28. All the algorithms were implemented in MATLAB (version 2018b) and executed on a Dell machine (Intel Core i7-7700, 3.60 GHz CPU, Windows 10 Pro, 64-bit, 16 GB RAM).
To reduce the randomness effect in the experiment, each version of each algorithm ran 750 times independently (50 runs for each benchmark function). The results of running all algorithms and their PMT versions are tabulated in Tables 3-10 . As this experiment aims to measure the performance of the PMT versions against the original version of the same algorithm, experiment results measure the average of the most optimum result (R.Avg) and the average execution time to reach the optimum results (T.Avg) as well as the standard deviation (Std) to point out the distribution of the results around the average, as shown in the results tables (Table 3-10) .
As the results in Tables 3-10 illustrate, the PMT shows a promising result in most benchmark functions for any problem size and benchmark modal. Moreover, the PMT results show an algorithm's independency, where all the adopted algorithms have been improved by at least one of the PMT versions. The evolutionary-based algorithm (DE), shows a noticeable improvement in all benchmark functions in 30-dimensional problems and 60-dimensional problems, and with multimodal and unimodal benchmark functions. Furthermore, the execution times were reduced by increasing the PMT images as shown in Tables 3 and 7 . Likewise, the PSO results prove that the weakness in the PSO algorithm was overcome, and its performance was improved in terms of the most optimum results and time. The T.Std and R.Std show more stable results in a large number of images (i.e., PMT20 and PMT28) as shown in Tables 4 and 8 . The results of the SA algorithms, which used a single search agent, show that it is best to use the PMT to improve its results. Tables 5 and 9 show that most of the better results are from the PMT20 and PMT28. In the last algorithm, the WOA, which is the most recently developed algorithm in this research, the results improve in all 30-dimensional benchmark functions, VOLUME 7, 2019 while the WOA loses some performance in the largest benchmark functions, as explained in Tables 6 and 10 .
V. DISCUSSION
As experimental results show a promising performance by using the PMT, the question is raised as to how the PMT improved the meta-heuristics. The main reason for the improvements is that most meta-heuristic algorithms are based on a random population, which make the algorithms depend on the random-generation algorithm. Yet, however the population is distributed in the search space, the results could be better. Based on the PMT calculations, the generated population will be manipulated to build a new, more distributed population. Thus, the first images can be considered a local search population and the next images can be a further exploration of new farther solutions. In other words, the PMT guides the current generated population to new local and global solutions.
Our experiment tries to answer three questions, RQ1: Can the PMT improve existing meta-heuristic algorithms in terms of speed and convergence rate? RQ2: Is the PMT a generic technique for meta-heuristic algorithms?, and RQ3: Is the PMT a depends on the problem?
To answer the first two questions (RQ1 and RQ2), in reviewing the experimental results and the statistical analysis shown, the PMT demonstrates promising results for improving the different types of meta-heuristic algorithms. These results mean that the PMT, to the best of our knowledge, can be considered as a generic technique to improve meta-heuristic algorithms. Finally, based on the different sizes and modals of the benchmark functions, the third question (RQ3) can be answered by now because the PMT shows improvement in all kinds and sizes of the benchmark functions in almost all algorithms.
Although all the experiment runs called the fitness function the same number of times, the execution time result was promising. This outperformance can be explained by the simplicity of the PMT, which allows the algorithm to reach a more promising candidate in less time without the need to go through complex calculation steps or re-population.
Although the PMT promises performance, the PMT is still limited by the distance between the mirrors and the candidate values. The distance selection in this research used a randombased selection. Hence, the mirrors could be re-located many times during the algorithm. However, this limitation could be considered as a weakness, and selecting the distance could be an effective way to improve the PMT performance in the future.
In summary, our experiments show promising results can lead a meta-heuristic algorithm to better performance by increasing the convergence rate and can lead to better results in minimum cost (less execution time). Also, our experiment results predict a favourable future for using the PMT and its variants.
VI. CONCLUSION
In this paper, a novel technique was presented to overcome the low convergence rate in many meta-heuristic algorithms, which has been addressed as a common drawback in meta-heuristic algorithms. The Parallel Mirrors Technique, inspired by a unique phenomenon in a parallel mirrors system, generates a virtual image of the candidate into mirrors to test if any image could be a better solution. The PMT has successfully been used to extend DE, PSO, SA, and WOA in order to enhance their search performances. PMT-DE, PMT-PSO, PMT-SA, and PMT-WOA show extraordinary enhancement on the original algorithms in terms of performance stability and convergence rate. Based on the observations made, the PMT shows promising results that can lead many meta-heuristic optimisation algorithms to reach better solutions with low cost. However, the PMT is still in the early stages of development. The random mirror locating could be a sizeable challenge in the future and could be improved by using different locating criteria such as self-adoption locating and manging failures rate. Nonetheless, new PMT variants to extend GA and HS algorithms are currently under development to solve multi-objective problems as well as real-life problems such as Knapsack and feature selection.
