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Abstract
This paper investigates the performance of interference-limited three-phase two-way relaying with
direct channel between two terminals in Rayleigh fading channels. The outage probability, sum bit
error rate (BER) and ergodic sum rate are analyzed for a general model that both terminals and relay
are corrupted by co-channel interference. We first derive the closed-form expressions of cumulative
distribution function (CDF) for received signal-to-interference-plus-noise ratio (SINR) at the terminal.
Based on the results for CDF, the lower bounds, approximate expressions as well as the asymptotic
expressions for outage probability and sum BER are derived in closed-form with different computational
complexities and accuracies. The approximate expression for ergodic sum rate is also presented. With
the theoretic results, we consider the optimal power allocation at the relay and optimal relay location
problems that aiming to minimize the outage and sum BER performances of the protocol. It is shown
that jointly optimization of power and relay location can provide the best performance. Simulation
results are presented to study the effect of system parameters while verify the theoretic analysis. The
results show that three-phase TWR protocol can outperform two-phase TWR protocol in ergodic sum
rate when the interference power at the relay is much larger than that at the terminals. This is in sharp
contrast with the conclusion in interference free scenario. Moreover, we show that an estimation error
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2on the interference channel will not affect the system performance significantly, while a very small
estimation error on the desired channels can degrade the performance considerably.
Index Terms
Interference-limited, three-phase TWR protocol, outage probability, sum bit error rate, ergodic sum
rate, power allocation, relay location.
I. INTRODUCTION
In recent years, relaying has been accepted by several standards such as IEEE 802.11s, IEEE
802.16j and LTE-Advanced as a powerful technique to provide spatial diversity in cooperation
systems and extend the coverage of the wireless networks. However, as shown in [1], the
employment of relay doubles the required channels for transmission from source to destination
due to the half-duplex constraint, which induces the spectral efficiency loss.
To improve the spectral efficiency, two-way relaying (TWR) or bi-directional relaying, which
employs the idea of network coding (NC), has been investigated in [2]-[8]. In TWR, two
terminals transmit their signals to a relay in one or two phases, and then the relay broadcasts the
combination of the information extracted from the received signals. In [2],[3], the authors studied
the two-phase TWR (2P-TWR) protocol with an amplify-and-forward (AF) relay. Wherein, the
outage probability and diversity-multiplexing tradeoff have been analyzed. The performance and
relay selection strategy of 2P-TWR protocol with multiple mobile relays were studied in [4]. The
AF-based three-phase TWR (3P-TWR) protocol has been analyzed in [5], where the expression
of outage probability has been obtained and the optimal power allocation scheme at the relay
has been presented. In [7], the authors analyzed the performance of optimal relay selection for
3P-TWR protocol in Nakagami-m fading channels and presented the closed-form expression for
outage probability. In [8], the authors showed that, in the interference free scenario, the 2P-
TWR protocol outperforms 3P-TWR protocol in ergodic sum rate, while the 3P-TWR protocol
performs better in outage and BER performances when the direct channel between two terminals
exists.
In practical wireless network, signals of terminals (or relay) are often corrupted by co-channel
interference (CCI) from other sources that share the same frequency resources in wireless
networks [9]. Moreover, CCI often dominates AWGN in wireless networks with dense frequency
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3reuse. Therefore, it is necessary to take the effect of CCI into serious consideration in the analysis
and design of the practical TWR protocol. Some of the previous studies have investigated the
performance of TWR protocol in the interference-limited scenario. For example, the outage and
BER performances of single terminal for two-phase AF-based TWR protocol have been analyzed
in [10] for the interference-limited scenario. But this work considered only the special case that
all interferers have the identical average interference power and the interference channels are
independent identically distributed. In [11], the authors investigated the 2P-TWR in a more
general scenario where interferers have different average interference powers. The expression of
system outage probability [3] was derived. In [12], the system outage performance of AF-based
TWR protocol was analyzed using the a novel geometric method. Very recently, the effect of
CCI was analyzed for TWR protocol in Nakagami-m fading channels and the optimal resource
allocation scheme was developed [13].
However, to the best of the authors knowledge, none of the aforementioned publications
considered the performance of 3P-TWR protocol in the interference-limited scenario. The 3P-
TWR protocol is suitable for the scenarios where the reliability has a higher priority in the
system. As a result, it is of great importance to analyze the effect of CCI on the 3P-TWR
protocol. Moreover, in this paper, we will show that the 3P-TWR protocol may outperform 2P-
TWR protocol in ergodic sum rate when the effect of the CCI is taken into consideration. This
contradicts with the conclusion obtained in the interference free scenario.
In this work, we study the performance of three-phase AF-based TWR protocol with direct
channel between two terminals (This protocol is also called time division broadcasting protocol
in [5]) in the interference-limited scenario. A general model that all nodes (terminals and relay)
are interfered by a finite number of co-channel interferers in the independent but non-identical
Rayleigh fading channels is considered. The contributions of this paper are summarized as
follows:
• The lower bounds for outage probability and sum bit error rate (BER) with infinite series
are derived, which are shown to provide excellent estimation to the exact results obtained
by simulation.
• The approximate expressions without infinite series and asymptotic expressions for outage
probability and sum BER are derived, which are tight in the low and high SNR regions,
respectively. The approximate expression for ergodic sum rate is also obtained.
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Fig. 1: The 3P-TWR protocol corrupted by a finite number of co-channel interferers.
• The optimal power allocation at the relay and optimal relay location, which aiming to
minimize the outage and sum BER performances, are studied based on the asymptotic
analysis.
The rest of this paper is organized as follow. In the next section, we will describe the system
model and present the expression for the received signal-to-interference-plus-noise ratio (SINR)
at terminal. The cumulative distribution function (CDF) of the received SINR at terminal is
determined in section III. The outage, sum BER and ergodic sum rate performances are analyzed
in section IV, section V and section VI, respectively. The optimal power allocation and relay
location problems are studied in section VII. Simulation results are presented in section VIII
and some conclusions will be drawn in the last section.
II. SYSTEM MODEL
We consider the TWR network which consists of two terminals and a relay, as shown in Fig. 1,
where terminals T1 and T2 wish to exchange information with the help of the relay R. Each node
is equipped with a single antenna and operates in the half-duplex mode. It is assumed that both
terminals and relay are interfered by a finite number of co-channel interferers. Here we let LR,
LT1 and LT2 denote the total numbers of interferers that affect node R, T1 and T2, respectively.
Let h0, h1 and h2 denote the channel coefficients between T1 and T2, T1 and R, and T2 and R
1In the scenarios where some interferers have multiple antennas, the channel coefficients of different interference channels
may be correlated. However, this is beyond the scope of the current work and will be considered in the future study. Similar to
[10]-[13], we assume the interferer has single antenna and the distances between the interferers are large enough. As a result,
the channel coefficients of different interference channels are independent.
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5with variances Ω0 = d−vT1,T2 , Ω1 = d
−v
T1,R
and Ω2 = d−vT2,R, respectively, where dU,N denotes the
distance between nodes U and N . v denotes the path loss exponent. Let cN,k ∈ CN (0,ΩN,k)
denote the channel coefficient between node N ∈ {T1, T2, R} and the kth interferer that affects
N . All the channels are assumed to be reciprocal and independent1 Rayleigh fading and the
channel coefficients do not change within one round of data exchange.
One round of data exchange between two terminals can be achieved within three phases, i.e.,
T1 transmits during the first phase, while T2 and R listen. In the second phase, T2 transmits while
T1 and R listen. The received signals at the relay during the first two phases can be expressed
as
y
[1]
R =
√
P1h1S1 +
∑LR
k=1
√
PI,RcR,kI
[1]
R,k + n
[1]
R ,
y
[2]
R =
√
P2h2S2 +
∑LR
k=1
√
PI,RcR,kI
[2]
R,k + n
[2]
R ,
(1)
where PI,N indicates the transmitted power of interferers that affect node N ∈ {T1, T2, R}. Si
and Pi (i = 1, 2, R) denote the unit-power transmitted symbols and transmitted powers of nodes
T1, T2 and R, respectively. y[m]N , I [m]N,k and n[m]N ∈ CN (0, 1) represent the received signal, the
unit-power interference signal of the kth interferer and the AWGN at node N ∈ {T1, T2, R}
during the mth phase, respectively, where m ∈ {1, 2, 3}. Meanwhile, the signals received by T1
and T2 during the first two phases can be written as
y
[2]
T1
=
√
P2h0S2 +
∑LT1
k=1
√
PI,T1cT1,kI [2]T1,k + n
[2]
T1
y
[1]
T2
=
√
P1h0S1 +
∑LT2
k=1
√
PI,T2cT2,kI [1]T2,k + n
[1]
T2
(2)
In phase 3, R broadcasts the combined information to T1 and T2. The combined signal can
be written as SR =A1y[1]R+A2y[2]R , where A1 and A2 denote the combining coefficients which
can be determined as2
Ai =
√
ωi
ω1P1|h1|2 + ω2P2|h2|2 +
∑LR
k=1 PI,R|cR,k|2 + 1
(3)
2Similar to [10] and [11], we assume R knows the channel gains of links T1 → R, T2 → R, and the instantaneous total
interference power at R. Moreover, it is assumed Ti knows the channel gains of links T1 → R, T2 → R, T1 → T2 and the
instantaneous total interference powers at R and Ti. The effect of channel state information (CSI) imperfection will be analyzed
in simulations. Note that the performance based on the above assumptions can serve as a benchmark for other practical scenarios
(e.g., the CSI estimation is imperfect).
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6where i ∈ {1, 2}. ωi ∈ (0, 1) is the power allocation number adopted by the relay which satisfies
ω1 + ω2 = 1. Then the received signal at Ti during the third phase can be written as
y
[3]
Ti
=
√
PRhiSR +
∑LTi
k=1
√
PI,TicTi,kI [3]Ti,k + n
[3]
Ti
(4)
In the following, we assume equal power allocation3 between T1, T2 and R, i.e., P1 = P2 =
PR = P . Since Ti knows its own transmitted symbols, it can cancel the self-interference term
in y[3]Ti . After performing maximal-ratio combining (MRC) on the received signals from direct
channel and relay-to-terminal channel, the instantaneous SINR at Ti can be tightly approximated
as (See Appendix A)
ΥTi = ΥTi,D +
ΥTi,1ΥTi,2
ΥTi,1 +ΥTi,2
(5)
where ΥTi,D =
γ0
ΓTi+1
is the received SINR of channel Tj → Ti. ΓN =
∑LN
k=1 PI,N |cN,k|2
represents the total instantaneous interference power at node N ∈ {T1, T2, R}. γi is defined as
γi
∆
= P |hi|2 with mean γ¯i = E(γi) and E(·) indicates the expectation. ΥTi,1 and ΥTi,2 are given
by
ΥTi,1 =
γi
ΓTi + 1
,ΥTi,2 =
ωjγj
ΓR + ωiΓTi + ωi + 1
(6)
where i, j ∈ {1, 2}, i 6= j. Using the harmonic-to-min approximation, one can obtain the upper
bound of ΥTi , i.e.,
ΥUBTi = ΥTi,D +min {ΥTi,1,ΥTi,2} (7)
Note that MRC is suboptimal for the considered protocol in the interference-limited scenario.
However, as shown in [17],[18], the performance difference between MRC and optimal com-
bining (OC) is not significant when the diversity branches are relatively small. As a result, we
adopt MRC in this paper since the its performance is easier to analyze than OC, and meanwhile,
it provides us a bound on the performance of OC.
III. CDF OF RECEIVED SINR AT TERMINAL
In this section, we derive the expressions of CDF for the received SINR at terminal. These
will be used to derive the outage probability, sum BER and ergodic sum rate for the 3P-TWR
protocol with CCI.
3The assumption of equal power allocation does not make the analysis in this work lose generality because the variances of
the channel coefficients between T1, T2 and R can be different [15],[16].
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7Attempting to derive the exact expression of CDF for received SINR at terminal in closed-
form is challenging. Therefore, to make the analysis mathematically tractable, we consider the
CDF for the upper bound derived in (7). Note that this CDF serves as a lower bound of that
for exact received SINR at terminal. Without loss of generality, only the CDF of ΥUBT1 will be
derived and the CDF of ΥUBT2 can be obtained vice versa. With the help of total probability
theorem, the conditional CDF of ΥUBT1 can be written as
F
γUB
T1
|{ΓR,ΓT1} (γ) = Pr
(
γUBT1 < γ |ΓR,ΓT1
)
= 1− Pr (ΥT1,D > γ|ΓT1)− Pr
(
ΥT1,D < γ,Υ
m
Ti
> γ −ΥT1,D
∣∣ΓR,ΓT1) (8)
The CDF of ΥUBT1 can be obtained by averaging the conditional CDF with respect to the
probability density functions (PDF) of ΓR and ΓT1 , i.e.,
FΥUB
T1
(γ) = 1−
∞∫
0
fΓT1 (t) Pr (ΥT1,D > γ|ΓT1 = t) dt
−
∞∫
0
∞∫
0
fΓR (s)fΓT1 (t) Pr
(
ΥT1,D < γ,Υ
m
Ti
> γ −ΥT1,D
∣∣ΓR = s,ΓT1 = t) dsdt
∆
= 1− F1 (γ)− F2 (γ)
(9)
where fX (x) indicates the PDF of random variable (RV) X . Since ΓN (N ∈ {R, T1, T2}) is the
sum of a finite number of exponential RVs with different means, the PDF of ΓN can be written
as4 [19]
fΓN (t) =
LN∑
k=1
φN,k exp
(
− 1
ξN,k
t
)
(10)
where ξN,k = PI,NΩN,k and φN,k =
∏LN
i=1,i 6=k
1
ξN,k−ξN,i . Note that for the special case of LN = 1,
fΓN (t) should be replaced by fΓN (t) = φN,1 exp(− 1ξN,1 t), where φN,1 = 1ξN,1 .
Lemma 1. The closed-form expression of CDF for the SINR upper bound at T1 can be expressed
4Herein, we will consider only the case ξN,i 6= ξN,k, ∀i 6= k. However, for the case ∃i 6= k, ξN,i = ξN,k, the CDF can be
derived in the similar way.
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8as
FΥUB
T1
(γ) = 1− exp
(
− γ
γ¯0
)∑
j
φT1,j
γ¯0
γ+γ¯0/ξT1,j
−ω2
γ¯0
∑
j
∑
k
φT1,jφR,k
(
M
(
1, 1,− 1
γ¯2
, 1
γ¯2
, ω2
ξR,k
)
+M
(
1, 2,− 1
γ¯2
, 1
γ¯2
, ω2
ξR,k
)
+M
(
1
ω2
, 1,Φ1, λ1,
1
ξT1,j
)
+M
(
Φ1γ¯2, 2,Φ1, λ1,
1
ξT1,j
)
+Λ (λ1, λ2)− Λ
(
1
γ¯0
, 1
γ¯0
)) (11)
where Φi and λi are given by Φi = 1γ¯0 − 1γ¯1 − ω1+i−1ω2γ¯2 and λi = 1γ¯1 + ω1+i−1ω2 1γ¯2 , respectively. The
functions M(ρ1, ρ2, ρ3, ρ4, ρ5) and Λ(ρ1, ρ2) are expressed as5
M =
ρ1 exp (−λ2γ)
ρ3
(
1
γ¯0
γ + βj,k
)−ρ2 ∞∑
l=0
(−1)l
(
ρ3
ρ4γ + ρ5
)l+1
Φ−l−12 L (l + 1,Φ2γ) (12)
and
Λ =
γ¯2
1
γ¯0
γ + βk,j
1
ρ1γ +
1
ξT1,j
exp (−ρ2γ) (13)
where L(·, ·) indicates the lower incomplete gamma function [28], βj,k = ω2γ¯2Φ1ξR,k + 1ξT1,j .
Proof: See Appendix B.
As shown in Lemma 1, since the expression of FΥUB
T1
(γ) is given in a series form (introduced
by M(ρ1, ρ2, ρ3, ρ4, ρ5)), more terms should be adopted in the calculation to obtain a higher
accuracy, which leads to higher computational load. To alleviate the complexity, we present the
approximate expression without infinite series and asymptotic expression of CDF for the SINR
upper bound in the below.
Lemma 2. The approximate expression of CDF for ΥUBT1 (denoted by FAppΥUB
T1
(γ)) can be obtained
by replacing the function M(ρ1, ρ2, ρ3, ρ4, ρ5) in Lemma 1 with M˜ (ρ1, ρ2, ρ3, ρ4, ρ5) which is
given by
M˜ =
ρ1 exp (−λ2γ)
Φ2
(
1
γ¯0
γ + βj,k
)−ρ2 1− exp (−Φ2γ)
(ρ3 + ρ4) γ + ρ5
(14)
Proof: Recall (51) in Appendix B, it is shown that the integral M(ρ1, ρ2, ρ3, ρ4, ρ5) can be
approximated by
M ≈ ρ1 exp (−λ2γ)
(
1
γ¯0
γ + βj,k
)−ρ2 1
(ρ1 + ρ2) γ + ρ3
γ∫
0
exp (−Φ2z)dz (15)
Solving the integral in the above, one can arrived at (14).
5Unless explicitly stated, y and y(x1, · · · , xn) will be used interchangeably to denote the function y(x1, · · · , xn).
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9Lemma 3. The asymptotic expression of CDF for ΥUBT1 (denoted by FAsyΥUB
T1
(γ)) can be expressed
as
FAsy
ΥUB
T1
(γ) =
γ2
2γ¯0
(∑
j
∑
k
φT1,jφR,k
ξ2R,k
ω2γ¯2
(
ξT1,j + ξ
2
T1,k
)
+
∑
j
φT1,j
(
λ2ξT1,j + (λ1 + λ2) ξ
2
T1,j
+ 2λ1ξ
3
T1,j
)) (16)
Proof: See Appendix C.
IV. OUTAGE PROBABILITY ANALYSIS
A. Lower Bound and Approximate Analysis
In two-way relaying, there are two opposite traffic flows: one is from T1 via R to T2, and the
other is from T2 via R to T1. So the system outage probability is an important and commonly-used
metric to evaluate the system performance [2]-[5]. The system outage probability of 2P-TWR
protocol can be efficiently derived by the geometric method proposed by [12]. Unfortunately,
the method can hardly be used in this paper since the non-outage probability [12] for 3P-TWR
protocol can not be expressed as in the form (or similar form) of [12, Eq. 9] due to the presence
of direct channel.
To circumvent this obstacle, we first consider the definition of system outage probability. The
system outage event occurs when the mutual information at either of the terminals falls below
the target rate, or equivalently, the received SINR at either of the terminals is below the target
SINR γth. Then the system outage probability for the 3P-TWR protocol POsys (γth) can be written
as
POsys (γth) = Pr (ΥT1 < γth ∪ΥT2 < γth)
= Pr (ΥT1 < γth) + Pr (ΥT2 < γth)− Pr (ΥT1 < γth,ΥT2 < γth)
≈ POT1 (γth) + POT2 (γth)− POT1 (γth)POT2 (γth)
(17)
where POTi (γth) denotes the outage probability at terminal Ti with target SINR γth. The third
step is obtained by assuming ΥT1 and ΥT2 are independent. As will be shown in the next
subsection, the above approximation gives rise to an upper bound to the exact system outage
probability when the transmitted power goes into infinity. In the below, we employ the following
performance metric
POpro(γth)
∆
= POT1 (γth) + P
O
T2
(γth)− POT1 (γth)POT2 (γth) (18)
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Fig. 2: Comparison between protocol outage probability and system outage probability, ω1 =
ω2 = 0.5, dT1,R = dT2,R = 0.5, γth = 7 (Corresponding to 1bit/s/Hz target rate). All the results
are obtained by Monte-Carlo simulations.
which is called the protocol outage probability, to evaluate the system outage performance
approximately, because this metric requires only the outage probability at single terminal. The
tightness of the approximation is verified in Fig. 2, where the terminals and relay are placed in a
straight line and the relay is set between T1 and T2. The normalized distance between T1 and T2
is set to one. The variance of cN,k (N ∈ {T1, T2, R}) is assumed to be evenly distributed on the
interval [0.1, 1]. It is shown that the protocol outage probability provides a good approximation
to system outage probability especially in the moderate and high SNR regions (P > 8dB).
Although a gap can be observed in the low SNR region (see Fig. 2(b)), the result based on (18)
is still much tighter than the results based on the asymptotic method in [20]. As a result, it is
reasonable to employ the protocol outage probability in either performance analysis or practical
implementation.
Theorem 1. The lower bound and approximate expression of protocol outage probability, PO,LBpro (γth)
and PO,Apppro (γth), can be expressed as
PO,LBpro (γth) = FΥUBT1
(γth) + FΥUB
T2
(γth)− FΥUB
T1
(γth)FΥUB
T2
(γth) (19)
PO,Apppro (γth) = F
App
ΥUB
T1
(γth) + F
App
ΥUB
T2
(γth)− FAppΥUB
T1
(γth)F
App
ΥUB
T2
(γth) (20)
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where F LB
ΥUB
T2
(γth) and FAppΥUB
T2
(γth) denote the lower bound and approximate expression of CDF
for ΥUBT2 , respectively.
Proof: The proof is straightforward according to (18), and thus it is neglect.
Note that the approximate expression of protocol outage probability does not require the
computation of infinite series according to Lemma 2.
B. Asymptotic Analysis
To get more insight about the effect of system parameters on the protocol outage probability,
we provide asymptotic analysis based on the result in Lemma 3.
Theorem 2. The asymptotic expression of protocol outage probability PO,Asypro (γth) can be ex-
pressed as
PO,Asypro (γth) = F
Asy
ΥUB
T1
(γth) + F
Asy
ΥUB
T2
(γth)
=
2∑
i=1
γ2
2γ¯0
(
ωi (Γ
′′
Ti + 2Γ
′
Ti + 1) + (Γ
′
R + 1) (Γ
′
Ti + 1)
ωj γ¯j
+
Γ′′Ti + 2Γ
′
Ti + 1
γ¯i
) (21)
where j ∈ 1, 2 and j 6= i. Γ′N = E (ΓN) denotes the average received interference power at
node N and Γ′′N = E (Γ2N ).
Proof: We first note that FAsy
ΥUB
T1
(γ)×FAsy
ΥUB
T2
(γ) is the infinitesimal of higher order of FAsy
ΥUB
Ti
(γ)
when γ → 0 according to Lemma 3, as a result, the asymptotic expression can be written as
in the first line of (21). Furthermore, using the relations ∑k φN,kξN,k = ∫∞0 fΓN (x) dx = 1,∑
k φN,kξ
2
N,k =
∫∞
0
xfΓN (x) dx = Γ
′
N and
∑
k φN,kξ
3
N,k =
∫∞
0
x2fΓN (x) dx = Γ
′′
N , one can
obtain the second line of (21).
According to Theorem 2 and the second line of (17), we can see that the protocol outage
probability serves as an upper bound of the system outage probability when γth → 0 (or
equivalently, P → ∞ [21]). Moreover, from Theorem 2, it is clear that the protocol outage
probability increases as the average received interference powers at T1, T2 and R increasing and
decreases as the useful power increasing. Moreover, since we have Γ′′N ∝ P 2I,N , Γ′N ∝ PI,N and
γ¯i ∝ P (i ∈ {0, 1, 2}), it is easy to show that the protocol outage probability is proportional to a
constant when the ratio of interference power PI,N to useful power P is fixed. This indicates that
March 12, 2018 DRAFT
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the achievable diversity (defined as d = − lim
P→∞
[log
(
POsys (γth)
)/
logP ] [22],[23]) of 3P-TWR
protocol is zero in the interference-limited scenario.
V. SUM BIT ERROR RATE ANALYSIS
In this section, we consider the sum BER performance which is defined as the sum of two
terminals’ average BERs [24].
A. Lower Bound and Approximate Analysis
We first derive the lower bound of sum BER based on Lemma 1. According to [25], the
sum BER for several types of modulations employed in practical systems can be expressed as a
function of CDFs for the received SINRs at two terminals. As a result, the lower bound of sum
BER P E,LBsum can be expressed as
P E,LBsum = P
E,LB
T1
+ P E,LBT2 = a
√
b
π
∞∫
0
FΥUB
T1
(γ)
exp (−bγ)√
γ
dγ + a
√
b
π
∞∫
0
FΥUB
T2
(γ)
exp (−bγ)√
γ
dγ
(22)
where P E,LBTi indicates the lower bound of average BER at terminal Ti. a and b are modulation-
related constants. For example, we have (a, b) = (0.5, 1) for BPSK modulation and (a, b) =
(0.5, 0.5) for QPSK modulation. Due to the symmetry, we provide only the derivation of P E,LBT1 .
Theorem 3. The lower bound of average BER at T1 (denoted by P E,LBT1 ) can be expressed in
closed-form as
P E,LBT1 = a−γ¯0
∑
j
φT1,j
a
√
b√
γ¯0/ξT1,j
H
(
1
2
, 1
2
, 1+γ¯0b
ξT1,j
)
−ω2
γ¯0
∑
j
∑
k
φT1,jφR,k
(
ME
(
1, 1,− 1
γ¯2
, 1
γ¯2
, ω2
ξR,k
)
+ME
(
1, 2,− 1
γ¯2
, 1
γ¯2
, ω2
ξR,k
)
+ME
(
1
ω2
, 1,Φ1, λ1,
1
ξT1,j
)
+ME
(
Φ1γ¯2, 2,Φ1, λ1,
1
ξT1,j
)
+ΛE(λ1, λ2)−ΛE
(
1
γ¯0
, 1
γ¯0
)) (23)
The expressions of ME(ρ1, ρ2, ρ3, ρ4, ρ5) and ΛE(ρ1, ρ2) are given in Table I, where G(·) and
H(·, ·, ·) indicate the gamma function and confluent hypergeometric function of the second kind
[28], respectively. µi and νi in ME(ρ1, ρ2, ρ3, ρ4, ρ5) are expressed as
µi =
1
(l − i+ 1)!ρl−i+14
dl−i+1
(
1
γ¯0
γ + βj,k
)−ρ2/
dγl−i+1
∣∣∣∣∣
γ=−ρ5/ρ4
νi =
1
(ρ2 − i)!γ¯i−ρ20
dρ2−i
1
(ρ4γ + ρ5)
l+1
/
dγρ2−i
∣∣∣∣∣
γ=−γ¯0βj,k
(24)
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Proof: See Appendix D.
Although the lower bound derived in the above provides high accuracy as will be shown in
the simulations, its practical applications are limited by the double infinite series introduced by
ME (ρ1, ρ2, ρ3, ρ4, ρ5). To alleviate the complexity, we then derived the approximate expression
for BER at T1 which does not require the computation of infinite series.
Theorem 4. The approximate expression for average BER at T1 (denoted by P E,AppT1 ) can be
obtained by replacing the function ME (ρ1, ρ2, ρ3, ρ4, ρ5) in Theorem 3 with M˜E (ρ1, ρ2, ρ3, ρ4, ρ5)
which is given in Table I, where θi in M˜E (ρ1, ρ2, ρ3, ρ4, ρ5) is given by
θi =
1
γ¯i−ρ20 (ρ2 − i)!
dρ2−i
[
1
1 + γ
1
(ρ3 + ρ4) γ + ρ5
]/
dγρ2−i
∣∣∣∣
γ=−γ¯0βj,k
(25)
J j,k1 in M˜E (ρ1, ρ2, ρ3, ρ4, ρ5) is expressed as
J j,k1 =


0, ρ3 + ρ4 = 0(
βj,k − ργ¯0
)−ρ2 ρ− 125√
ρ3+ρ4
{
H
(
1
2
, 1
2
, ρ (λ2 + b)
)−H(1
2
, 1
2
,
(
1
γ¯0
+ b
)
ρ
)}
, ρ3 + ρ4 6= 0
(26)
March 12, 2018 DRAFT
14
where ρ = ρ5
ρ3+ρ4
.
Proof: According to (22) and Lemma 2, the approximate expression can be obtained by re-
placing ME (ρ1, ρ2, ρ3, ρ4, ρ5) with integral M˜E (ρ1, ρ2, ρ3, ρ4, ρ5) = a
√
b
pi
∫∞
0
exp(−bγ)√
γ
M˜ (ρ1, ρ2, ρ3, ρ4, ρ5) dγ,
where M˜ (ρ1, ρ2, ρ3, ρ4, ρ5) is given by (14). Performing partial6 fraction on term
(
1
γ¯0
γ + βj,k
)−ρ2
ρ1
(ρ3+ρ4)γ+ρ5
and using [28, 9.211.4] on the resultant expression, M˜E (ρ1, ρ2, ρ3, ρ4, ρ5) can be expressed as
the second line of Table I.
Note that the expressions in Theorem 3 and Theorem 4 only involve the special function
H(·, ·, ·), which can be easily evaluated by softwares such as Mathematica and Matlab. Moreover,
Theorem 3 and Theorem 4 present only the expressions of BER for single terminal for the sake
of clarity. The expressions for sum BER can be simply derived by exploiting the symmetry
between two terminals.
B. Asymptotic Analysis
Next, we present the asymptotic expression which allows us to fast estimate the sum BER
performance in the high SNR region. Inserting (16) into (22) and employing the integral result
reported in [28, 3.381.4], we can obtain the following theorem.
Theorem 5. The asymptotic expression of sum BER (denoted by P E,Asysum ) can be expressed as
P E,Asysum =
a√
πb2γ2th
G
(
5
2
)
PO,Asypro (γth) (27)
Note that the asymptotic sum BER is independent with the target SINR γth because PO,Asypro (γth) ∝
γ2th. Theorem 5 shows that the sum BER is a linear function of the protocol outage probability
defined by (18) when the transmitted power goes into infinity. As a result, the asymptotic behavior
for the sum BER is similar with that for protocol outage probability analyzed in section IV-B.
VI. ERGODIC SUM RATE ANALYSIS
Another important metric to evaluate the system performance is ergodic sum rate which is
defined as the sum of two terminals’ average achievable rates. For 3P-TWR protocol, the ergodic
6The partial fraction will be frequently used in the derivations of this paper. Therefore, for the partial fraction of
1
(a1x+b1)
m1 ···(anx+bn)
mn , we only consider the case biai 6=
bj
aj
, ∀i, j ∈ {1, · · · , n} and i 6= j. For the special case ∃i 6= j,
bi
ai
=
bj
aj
, the results can be obtained by using the similar method, thus is neglect for the sake of clarity.
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sum rate can be expressed as
Rsum ≤ E
[
1
3
log2
(
1 + γUBT1
)]
+ E
[
1
3
log2
(
1 + γUBT2
)] (28)
where the pre-log factor of 1/3 is due to the fact that three phases are required for one round
of data exchange between two terminals. Also, we consider only the average achievable rate for
T1 and derive the approximate expression based on Lemma 2 provided in section III. As shown
in [26], the average achievable rate at T1 can also be expressed as a function of CDF for the
received SINR at terminal, i.e.,
RAppT1 =
1
τ
∞∫
0
1− FApp
ΥUB
T1
(γ)
1 + γ
dγ (29)
where τ = 3 ln(2).
Theorem 6. The approximate expression of average achievable rate at T1 can be expressed in
closed-form as
RAppT1 =
γ¯0
τ
∑
j
φT1,jχj
(
exp
(
1
γ¯0
)
EI
(
− 1
γ¯0
)
− exp
(
1
ξT1,j
)
EI
(
− 1
ξT1,j
))
+ ω2
γ¯0τ
∑
j
∑
k
φT1,jφR,k
×
{
M˜R
(
1, 1,− 1
γ¯2
, 1
γ¯2
, ω2
ξR,k
)
+ M˜R
(
1, 2,− 1
γ¯2
, 1
γ¯2
, ω2
ξR,k
)
+ M˜R
(
1
ω2
, 1,Φ1, λ1,
1
ξT1,j
)
+M˜R
(
Φ1γ¯2, 2,Φ1, λ1,
1
ξT1,j
)
+ΛR (λ1, λ2)− ΛR
(
1
γ¯0
, 1
γ¯0
)}
(30)
where χj = 11−γ¯0/ξT1,j
. The function M˜R (ρ1, ρ2, ρ3, ρ4, ρ5) and ΛR (ρ1, ρ2) are given by Table I.
EI(·) and U(·, ·) denote the exponential integral function and upper incomplete gamma function
[28], respectively. ℓi in M˜R (ρ1, ρ2, ρ3, ρ4, ρ5) is given by
ℓi =
1
γ¯i−ρ20 (ρ2 − i)!
dρ2−i
(
1
1 + γ
1
(ρ3 + ρ4) γ + ρ5
)/
dγρ2−i
∣∣∣∣
γ=−γ¯0βj,k
(31)
J j,k2 in M˜R (ρ1, ρ2, ρ3, ρ4, ρ5) can be expressed as
J j,k2 =


0, ρ3 + ρ4 = 0
1
ρ3+ρ4−ρ5
(
βj,k − ργ¯0
)−ρ2 {
exp
(
ρ
γ¯0
)
EI
(
− ρ
γ¯0
)
− exp (ρλ2)EI (−ρλ2)
}
, ρ3 + ρ4 6= 0
(32)
where ρ = ρ5
ρ3+ρ4
.
Proof: The proof is similar with that for Theorem 3 given by Appendix D. Specifically,
substituting (11) into (29) and using [28, 3.352.4], one can express RAppT1 as in the form of (30).
March 12, 2018 DRAFT
16
To obtain expression of MR (ρ1, ρ2, ρ3, ρ4, ρ5) and ΛR (ρ1, ρ2), one can first apply partial fraction
on the fractional terms in the integrals and then use [28, 3.352.4] and/or [28, 3.382.4] on the
resultant integrals.
Again, the expression of ergodic sum rate can be simply derived by exploiting the symmetry
between two terminals.
VII. PARAMETERS OPTIMIZATION BASED ON THE ASYMPTOTIC ANALYSIS
In this section, we optimize the system parameters based on the asymptotic analysis developed
in the previous sections. The optimization problems are constructed which seek to optimally
allocate the power at the relay and find optimal relay location, in order to minimize the protocol
outage probability. Note that the similar optimization problems can be constructed based on
minimizing the sum BER and the results will be identical, since the sum-BER is a linear function
of the protocol outage probability in the high SNR regime according to Theorem 5.
A. Power Allocation at the Relay with Fixed Relay Location
In this subsection, we derive the optimal power allocation at the relay that minimizes the
protocol outage probability, where the relay location is fixed. To facilitate the analysis, we let
ω2 = ω, then we have ω1 = 1− ω. The optimization problem can be written as
ωopt = argmin
ω
PO,Asypro (γth)
= argmin
ω
B2 − B1
γ¯2
+
B1 + C1
ωγ¯2
+
B1 −B2
γ¯1
+
B2 + C2
(1− ω) γ¯1︸ ︷︷ ︸
L(ω,D)
s.t. 0 ≤ ω ≤ 1
(33)
where Bi and Ci are expressed as Bi = Γ′′Ti + 2Γ′Ti + 1 and Ci = (Γ′R + 1) (Γ′Ti + 1),
respectively. Since the second derivative of L (ω,D) with respect to ω can be expressed as
d2L (ω,D)
dω2
=
2 (B1 + C1)
ω3γ¯2
+
2 (B2 + C2)
(1− ω)3γ¯1
> 0 (34)
when ω ∈ [0, 1], the optimization problem (33) is convex. The optimal power allocation ωopt
can be obtained by differentiating (33) with respect to ω and setting the derivative equal to zero,
which can be expressed as
ωopt =
√
(B1 + C1) γ¯1√
(B1 + C1) γ¯1 +
√
(B2 + C2) γ¯2
(35)
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From (35), it is seen that when interference power is very small and the noise power is
dominant, i.e., Γ′N ≪ 1 and Γ′′N ≪ 1 for N = T1, T2, R, we have Bi ≈ 1 and Ci ≈ 1. The
optimal power allocation reduces to
ωopt ≈
√
γ¯1√
γ¯1 +
√
γ¯2
=
√
Ω1√
Ω1 +
√
Ω2
(36)
In this case, ωopt relies only on the variances of channels between the terminals and relay. Note
that the result is the same with that for 3P-TWR without interference derived in [24].
When the interference power is large, to understand the effect of interference, we turn to the
special case of one interferer at each node, i.e., LT1 = LT2 = LR = 1. In this case, Bi and Ci
can be expressed as
Bi = 2(PI,TiΩTi,1)
2 + 2PI,TiΩTi,1 + 1 = 2
(
PI,Tid
−v
Ti,1
)2
+ 2PI,Tid
−v
Ti,1
+ 1
Ci = (PI,RΩR,1 + 1) (PI,TiΩTi,1 + 1) =
(
PI,Rd
−v
R,1 + 1
) (
PI,Tid
−v
Ti,1
+ 1
) (37)
where dN,1 denotes the distance between node N and the interferer. From (35) and (37), it is
seen that the optimal power allocation reduces to (36) when the average received interference
powers at two terminals are symmetric, i.e., PI,T1ΩT1,1 = PI,T2ΩT2,1. Furthermore, the optimal
power allocation number increases as the PI,T1 increasing or the distance between T1 and the
interferer decreasing, which indicates that the relay should increase the power used in forwarding
the signal from R to terminal T1. Similar result can be found for terminal T2.
B. Relay Location Optimization with Fixed Power Allocation at the Relay
To minimize the effect of path loss, the relay should be placed on the straight line between
T1 and T2. Therefore, we set the distances between Ti (i = 1, 2) and R as dT1,R = 1 −D and
dT2,R = D, where D ∈ (0, 1). The optimal relay location that minimizes the protocol outage
probability with fixed ω can be derived by solving the following optimization problem
Dopt = argmin
D
L (ω,D)
s.t. 0 < D < 1
(38)
It is easy to show that the second derivative of L (ω,D) with respect to D is strictly positive
when D ∈ (0, 1). Therefore, the optimal relay location can be derived by differentiating L (ω,D)
with respect to D and setting the derivative equal to zero, which can be expressed as
Dopt =
1(
ω(1−ω)(B2−B1)+(1−ω)(B1+C1)
ω(1−ω)(B1−B2)+ω(B2+C2)
) 1
v−1
+ 1
(39)
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For the case that the noise power is dominant, we have
Dopt ≈ ω
1
v−1
(1− ω) 1v−1 + ω 1v−1
(40)
Note that the value of path-loss exponent v is normally in the range from 2 to 6 [27]. As a
result, we can conclude that the relay should be placed near T1 (D > 0.5) when more relay
power is allocated to forward the signal from relay to T1 (ω > 0.5) when the noise power is
dominant. Similarly, we have D < 0.5 when ω < 0.5.
When the interference is large, we focus on the special case of one interferer at each node.
In this case, Bi and Ci can be expressed as in (37). From (39), when the average received
interference powers at T1 and T2 are symmetric, i.e., PI,T1ΩT1,1 = PI,T2ΩT2,1, we can see that
the optimal relay location reduces to (40) after a few manipulations. This indicates that the
optimal D is decided by the power allocation at the relay in this case. When the average received
interference powers at T1 and T2 are asymmetric, i.e., PI,T1ΩT1,1 = PI,T2ΩT2,1, we consider the
case ω = 0.5. The optimal relay location reduces to
Dopt =
(B1 +B2 + 2C2)
1
v−1
(B1 +B2 + 2C1)
1
v−1 + (B1 +B2 + 2C2)
1
v−1
(41)
According to the expressions of Bi and Ci, the relay should be placed near the terminal with
larger average received interference power in order to minimize the protocol outage (or sum
BER) performance.
C. Joint Optimization of Power Allocation at the Relay and Relay Location
As shown in (35) and (39), the optimal ω and D are not independent. As a result, jointly
optimizing these two parameters can achieve better performance. The optimization problem can
be formulated as (
ωopt, Dopt
)
= argmin
ω,D
L (ω,D)
s.t. 0 ≤ ω ≤ 1, 0 < D < 1
(42)
Corollary 1. When Γ′T1 = Γ′T2 and Γ′′T1 = Γ′′T2 , the optimal power allocation at the relay and
optimal relay location are ω = 0.5 and D = 0.5.
Proof: When Γ′T1 = Γ′T2 and Γ′′T1 = Γ′′T2 , we have B1−B2 = 0 and C1−C2 = 0. In this
case, differentiating L (ω,D) with respect ω and D twice, one can show that the Hessian matrix
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of L (ω,D) is positive semi-definite when v ≥ 2. Therefore, solving equations ∂L(ω,D)
∂ω
= 0 and
∂L(ω,D)
∂D
= 0 jointly, one can obtain the result in Corollary 1.
Unfortunately, for the general case of Γ′T1 6= Γ′T2 or Γ′′T1 6= Γ′′T2 , we can not prove the
optimization problem is convex. Even it can be proved, the solution is hard to be obtained with
closed-form in this case. As a result, with (35) and (39) in the previous subsections, we resort to
a simple but still efficient alternating optimization approach [30],[31] to deal with this problem.
The algorithm is given in the below
1) Initialize D as D = D(0) = 0.5.
2) At the lth iteration (l ≥ 1), update ω = ω(l) using (35), where D is set to D = D(l−1).
3) Update D = D(l) using (39), where ω is set to ω = ω(l).
4) Set l = l + 1 and go back to step 2), until the algorithm reaches the preassigned number
of iterations7.
Since some minimizations are performed at each iteration, the value of L (ω,D) can not
increase. As a result, the algorithm is bound to converge to a local minimum [30],[31]. As will
be shown by the simulations, with only a few iterations, the proposed algorithm can achieve
almost the same performance compared with the scheme using optimal ω and D obtained by
exhaustion method.
VIII. SIMULATION RESULTS AND DISCUSSION
In this section, we present the simulation results to verify our theoretical analyses in the
previous sections. We assume that the terminals and relay are placed in a straight line and
the relay is set between T1 and T2. The normalized distance between T1 and T2 is set to one.
Moreover, the variance of cN,k (N ∈ {T1, T2, R}) is assumed to be evenly distributed on the
interval [0.1, 1], then we have ΩN,k = 0.1 + 0.9LN−1(k − 1) for LN ≥ 2. For LN = 1, we set
ΩN,1 = 1.
In Fig. 3-Fig. 5, the performance is simulated where the interference at two terminal is
symmetric, i.e., PI,T1 = PI,T2 and LT1 = LT2 . We present only the performance when ω = 0.5
and D = 0.5, since this setup leads to the optimal protocol outage and sum BER performances
in this case according to Corollary 1.
7Strictly speaking, the algorithm should be terminated when L (ω,D) does not change significantly. However, to avoid
computing L (ω,D) at each iteration, we fix the number of iterations.
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Fig. 3: Protocol outage performance versus P , LN = 2, N ∈ {T1, T2, R}, γth = 7 (Corresponding
to 1bit/s/Hz target rate), ω = 0.5, D = 0.5.
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Fig. 4: Sum BER performance versus P , LN = 5, N ∈ {T1, T2, R}, ω = 0.5, D = 0.5.
In Fig. 3 and Fig. 4, the protocol outage and sum BER performances of 3P-TWR protocol
are plotted as a function of the transmit power P . The performances of the interference free
scenario are also presented as benchmark. We can see that the proposed lower bounds yield
results in good agreement with the exact results derived by Monte Carlo simulations in the whole
observation interval. Meanwhile, the approximate expressions perform better than the asymptotic
expressions in the low SNR region whereas the asymptotic expressions do better in the moderate
and high SNR regions. Due to this observation, one can estimate the protocol outage and sum
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Fig. 5: Ergodic sum rate performance versus P , LN = 5, N ∈ {T1, T2, R}, ω1 = 0.5, D1 = 0.5.
BER performances efficiently by selectively using the approximate and asymptotic expressions
depending on the transmitted SNR. From the figures, performance floors can be observed in
the high SNR region which indicates that the achievable diversity of 3P-TWR protocol in the
interference-limited scenario is zero. Moreover, as shown in the figure, the 3P-TWR protocol
performs better in protocol outage and sum-BER performances compared with the 2P-TWR
protocol in the interference-limited scenario. The result suggests that the three-phase protocol is
a good choice when network has a strict requirement on reliability.
Fig. 5 depicts the ergodic sum rate performance of 3P-TWR protocol against the transmitted
power P . As shown in the figure, the ergodic sum rate degrades as the interference power
increasing as expected. The performance floor in the high SNR region is because we assume
the ratio of useful power to interference power is constant. Moreover, it is interesting to see that
when the interference power at the relay is much larger than that at the terminals, the 3P-TWR
protocol outperforms 2P-TWR protocol in ergodic sum rate, which is in sharp contrast with
the situation in interference-free scenario. This is because the 2P-TWR protocol uses only the
terminal-relay-terminal channel, whose received SINR is degraded greatly by the interference
at the relay. However, the 3P-TWR protocol exploits the direct channel, thus can achieve better
performance.
The performances of 3P-TWR protocol with power and relay location optimization are testified
in Fig. 6-Fig. 8. We set P/PI,R = P/PI,T1 and P/PI,T1 6= P/PI,T2 , which represents an
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asymmetric interference power profile at two terminals.
Fig. 6 shows the convergence property of the proposed joint optimization scheme in Sec. VII-
C. From the figure, the performance of joint optimization converges to the optimal performance
obtained by exhaustion method with three iterations. Moreover, it is seen that the scheme which
optimizes only the relay location achieves nearly the same performance with the scheme without
optimization (i.e., with zero iteration) when ω = 0.5 and the interference power at the relay is
small. This is because, in this case, we have B1 + B2 > 2C1 and B1 +B2 > 2C2. As a result,
the optimal relay location will be very close to 0.5 according to (41).
Fig. 7 and Fig. 8 present the protocol outage and sum BER performances as a function of P .
From the figures, we can see that the joint optimization with a few iterations can provide signif-
icant performance gain compared with the scheme without optimization. From the perspective
of the practical implementation, it is seen that the optimal number of iterations is two in this
case, since the performance gain provided by the third iteration is quite small and negligible.
The effects of imperfect CSI are analyzed in Fig. 9 and Fig. 10. The actual and the estimated
channels are modeled as [29] hi = hˆi + ei (i ∈ {1, 2, 3}) and cN,k = cˆN,k + eN,k (N ∈
{T1, T2, N}), where hˆi and cˆN,k denote the estimates of hi and cN,k, respectively. ei (eN,k)
denotes the estimation error of hi (cN,k), which is an independent zero-mean complex Gaussian
RV with variance σhΩi (σcΩN,k) [29]. The gain at the relay and received SINRs at the terminals
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Fig. 7: Protocol outage performance versus P , LN = 5, N ∈ {T1, T2, R}, P/PI,R = P/PI,T1 =
25dB, P/PI,T2 = 15dB, γth = 7.
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Fig. 8: Sum BER performance versus P , LN = 5, N ∈ {T1, T2, R}, P/PI,R = P/PI,T1 = 20dB,
P/PI,T2 = 10dB, N ∈ {T1, T2, R}.
can be computed using the method in [29]. Since the results for protocol outage and sum BER
are similar, we present only the performances for protocol outage and ergodic sum rate in the
following.
From Fig. 9 and Fig. 10, we can see that the performance with perfect CSI provides a bound
for other practical scenarios with imperfect channel estimation. Meanwhile, it is interesting to
see that an estimation error on the channel coefficient of interference channel (i.e., cN,k) will not
affect the protocol outage and ergodic sum rate performances significantly. This is because, in this
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Fig. 9: Comparison of protocol outage performances with perfect and imperfect CSI, P/PI,N =
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Fig. 10: Comparison of ergodic sum rate performances with perfect and imperfect CSI, LN = 5,
N ∈ {T1, T2, R}, P/PI,N = 25dB, ω = 0.5, D = 0.5.
case, a small fraction of the interference signal is actually treated as noise in the calculation of
received SINRs at the terminals [29], which will not change the received SINR greatly. However,
it is seen that a very small estimation error on the channel coefficients between terminals and
relay (i.e., hi, i ∈ {0, 1, 2}) will degrade the performance considerably, since the estimation error
on hi introduces new interference.
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IX. CONCLUSION
The effect of CCI on the three-phase AF-based TWR protocol is considered in this paper
for Rayleigh fading channels. The lower bounds, approximate expressions and asymptotic ex-
pressions for protocol outage probability and sum BER are derived. Moreover, the approximate
expression for ergodic sum rate is derived. These expressions are valid for arbitrary positive
numbers of interferers at the terminals and relay. The performances of 2P-TWR protocol and
3P-TWR protocol are compared. The results show that when the interference power at the relay
is much larger than that at the terminals, the 3P-TWR protocol outperforms 2P-TWR protocol
in ergodic sum rate, which is in sharp contrast with the situation in interference-free scenario.
The system parameters, i.e., the power allocation at the relay and relay location, are optimized
based on the asymptotic expressions in order to minimize the protocol outage and sum BER
performances in interference-limited scenario. The results show that when the average received
interference powers at two terminals are asymmetric, jointly optimizing the power and relay
location can give rise to the best performance.
APPENDIX A: PROOF OF (5)
We prove the result for T1 and the result for T2 is similar. According to the principle of MRC,
the combined signal at T1 can be expressed as
yMRCT1 = C1y[3]T1 + C2y
[2]
T1
where the combining coefficients can be expressed as
C1 = PA2h
∗
1h
∗
2
Pγ1 (A21 +A22) (ΓR + 1) + ΓT1 + 1
C2 =
√
Ph∗0
ΓT1 + 1
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According to the expressions of C1 and C2, yMRCT1 can be rewritten as
yMRCT1 =
{
P 2A22γ1γ2
Pγ1 (A21 +A22) (ΓR + 1) + ΓT1 + 1
+
Pγ0
ΓT1 + 1
}
S2
+
PA2h∗1h∗2
Pγ1 (A21 +A22) (ΓR + 1) + ΓT1 + 1
×

√Ph1A1 LR∑
k=1
√
PI,RcR,kI
[1]
R,k +
√
Ph1A2
LR∑
k=1
√
PI,RcR,kI
[2]
R,k +
LT1∑
k=1
√
PI,T1cT1,kI
[3]
T1,k


+
√
Ph∗0
ΓT1 + 1

LT1∑
k=1
√
PI,T1cT1,kI
[2]
T1,k
+ n
[2]
T1


As a result, the received SINR at Ti can be expressed as
ΥT1 =
γ0
ΓT1 + 1
+
A22γ1γ2
(A21 +A22) (ΓR + 1) γ1 + ΓT1 + 1
Substituting the expressions A1 and A2 into the above equation, we have
ΥT1 =
γ0
ΓT1 + 1
+
ω2γ1γ2
(ΓR + 1) γ1 + (ω1γ1 + ω2γ2 + ΓR + 1) (ΓT1 + 1)
=
γ0
ΓT1 + 1
+
γ1
ΓT1+1
ω2γ2
ΓR+ω1ΓT1+ω1+1
γ1
ΓT1+1
+ ω2γ2
ΓR+ω1ΓT1+ω1+1
+ ΓR+1
ΓR+ω1ΓT1+ω1+1
= ΥT1,D +
ΥT1,1ΥT1,2
ΥT1,1 +ΥT1,2 +
ΓR+1
ΓR+ω1ΓT1+ω1+1
≃ ΥT1,D +
ΥT1,1ΥT1,2
ΥT1,1 +ΥT1,2
Note that in the derivation, we have assumed that the interference signal at the relay in different
phases, i.e., I [1]R,k and I
[2]
R,k are independent. This is reasonable because we consider the cases that
the time duration of each phase is much longer than one codewords.
APPENDIX B: PROOF OF LEMMA 1
Since γ0 is an exponential RV with mean γ¯0, it is easy to verify that Pr (ΥT1,D > γ|ΓT1) can
be expressed as
Pr (ΥT1,D > γ|ΓT1) = Pr (γ0 > γ (ΓT1 + 1)|ΓT1) = exp
(
− γ
γ0
(ΓT1 + 1)
)
(43)
Inserting (10) and (43) into (9) and solving the resultant integral, one can obtain
F1 (γ) = exp
(
− γ
γ¯0
)∑
j
φT1,j
γ¯0
γ + γ¯0/ξT1,j
(44)
March 12, 2018 DRAFT
27
Moreover, the conditional probability Pr
(
ΥT1,D < γ,Υ
m
Ti
> γ −ΥT1,D
∣∣ΓT1 ,ΓTR) can be rewrit-
ten as
Pr
(
ΥT1,D < γ,Υ
m
Ti
> γ −ΥT1,D
∣∣ΓT1 ,ΓTR)
=
γ∫
0
∞∫
γ−z
fΥm
Ti
|{ΓT1 ,ΓTR} (x)fΥT1,D|ΓT1 (z) dxdz=
γ∫
0
(
1− FΥm
Ti
|{ΓT1 ,ΓTR} (γ − z)
)
fΥT1,D|ΓT1 (z) dz
(45)
where fΥm
Ti
|{ΓR,ΓT1} (x) is the PDF of Υm conditioned on ΓR and ΓT1 . The second step is
obtained by solving the integral over x. FΥm
Ti
|{ΓR,ΓT1} (x) is the CDF of Υ
m
Ti
conditioned on ΓR
and ΓT1 , which can be written as
FΥm
Ti
|{ΓR,ΓT1} (x) = 1−
2∏
i=1
(
1− F
γT1,i|{ΓR,ΓT1} (x)
)
= 1− exp
(
−ΓT1 + 1
γ¯1
x
)
exp
(
−ΓR + ω1ΓT1 + 1 + ω1
ω2γ¯2
x
) (46)
and fΥT1,D|ΓT1 (z) is the PDF of ΥT1,D conditioned on ΓT1 , which can be expressed as
fΥT1,D|ΓT1 (z) =
ΓT1 + 1
γ¯0
exp
(
−ΓT1 + 1
γ¯0
z
)
(47)
Substituting (10) and (45)-(47) into (9) and interchanging the integration order, we can obtain
F2 (γ) = 1
γ¯0
exp
(
− 1
γ¯1
γ − 1 + ω1
ω2γ¯2
γ
)∑
j
∑
k
φT1,jφR,k
γ∫
0
exp(−Φ2z)
∞∫
0
exp
(
−
[
γ−z
ω2γ¯2
+
1
ξR,k
]
s
)
ds
×
∞∫
0
(t + 1)exp
(
−
[
Φ1z +
(
1
γ¯1
+
ω1
ω2γ¯2
)
γ +
1
ξT1,j
]
t
)
dtdz
(48)
Solving the integrals with respect to s and t, we can yield
F2 (γ) = ω2γ¯0 exp
(
− 1
γ¯1
γ − 1+ω1
ω2γ¯2
γ
)∑
j
∑
k
φT1,jφR,k
γ¯0
γ+γ¯0βj,k
×
{(
1 + γ¯0
γ+γ¯0βj,k
)
Ψ
(
− 1
γ¯2
, 1
γ¯2
, ω2
ξR,k
)
+
(
1
ω2
+ Φ1γ¯0γ¯2
γ+γ¯0βj,k
)
Ψ
(
Φ1,
1
γ¯1
+ ω1
ω2γ¯2
, 1
ξT1,j
)
+
(
γ¯2(
1
γ¯1
+
ω1
ω2γ¯2
)
γ+ 1
ξT1,j
− γ¯21
γ¯0
γ+ 1
ξT1,j
exp (−Φ2γ)
)} (49)
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where Ψ (ρ1, ρ2, ρ3) is expressed as Ψ (ρ1, ρ2, ρ3) =
∫ γ
0
exp (−Φ2z) 1ρ1z+ρ2γ+ρ3dz. Taking a closer
look at (49), it is easy to verify that F2 (γ) can be rewritten as
F2 (γ) = ω2
γ¯0
∑
j
∑
k
φT1,jφR,k
(
M
(
1, 1,− 1
γ¯2
,
1
γ¯2
,
ω2
ξR,k
)
+M
(
1, 2,− 1
γ¯2
,
1
γ¯2
,
ω2
ξR,k
)
+M
(
1
ω2
, 1,Φ1, λ1,
1
ξT1,j
)
+M
(
Φ1γ¯2, 2,Φ1, λ1,
1
ξT1,j
)
+ Λ (λ1, λ2)− Λ
(
1
γ¯0
,
1
γ¯0
)) (50)
where Λ(ρ1, ρ2) is given by (13) and M(ρ1, ρ2, ρ3, ρ4, ρ5) is expressed as
M = ρ1 exp (−λ2γ)
(
1
γ¯0
γ + βj,k
)−ρ2
Ψ (ρ3, ρ4, ρ5)
= ρ1 exp (−λ2γ)
(
1
γ¯0
γ + βj,k
)−ρ2 γ∫
0
exp (−Φ2z)
ρ3z + ρ4γ + ρ5
dz
(51)
To solve the integral introduced by Ψ (ρ3, ρ4, ρ5), we apply Taylor series expansion 1ρ3z+ρ4γ+ρ5 =
1
ρ3
∞∑
l=0
(−1)l
(
ρ3
ρ4γ+ρ5
)l+1
zl. Then based on [28, 3.381.1], (51) can be solved as in (12). Finally,
substituting (44) and (50) into (9), we can obtain the result in Lemma 1.
APPENDIX C: PROOF OF LEMMA 3
According to [21], the asymptotic expression can be derived by performing McLaurin series
expansion on FΥUB
T1
(γ) and taking only the first two order terms. Here the major difficulty is
due to the series expression of function M(ρ1, ρ2, ρ3, ρ4, ρ5). To deal with this problem, we go
back to the integral expression of M(ρ1, ρ2, ρ3, ρ4, ρ5) in (51). By definition, the McLaurin series
expansion of M(ρ1, ρ2, ρ3, ρ4, ρ5) can be expressed as
M = M|γ=0 + M(1)
∣∣
γ=0
γ +
1
2
M(2)
∣∣
γ=0
γ2 + o
(
γ2
) (52)
where M(n) = dnM
dγn
and o (δ) indicates the higher order term of δ. According to the result reported
in [28, 0.410], M(n)
∣∣
γ=0
(n = 1, 2) can be derived directly from its integral expression (51), i.e.,
M(1)
∣∣
γ=0
=
[
g (γ, z)|z=γ
]
γ=0
M(2)
∣∣
γ=0
=
[
dg (γ, z)
dγ
∣∣∣∣
z=γ
+
d
dγ
(
g (γ, z)|z=γ
)]
γ=0
(53)
where g (γ, z) can be expressed as
g (γ, z) = ρ1 exp (−λ2γ)
(
1
γ¯0
γ + βj,k
)−ρ2 exp (−Φ2z)
ρ1z + ρ2γ + ρ3
(54)
At last, following by some algebraic manipulation, one can arrived at the result in Lemma 3.
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APPENDIX D: PROOF OF THEOREM 3
Substituting (11) into (22) and using [28, 9.211.4], P E,LBT1 can be expressed as in the form of
(23) in Theorem 3, where the function ME(ρ1, ρ2, ρ3, ρ4, ρ5) and ΛE(ρ1, ρ2) are expressed as
ME (ρ1, ρ2, ρ3, ρ4, ρ5) = a
√
b
pi
∞∫
0
exp(−bγ)√
γ
M(ρ1, ρ2, ρ3, ρ4, ρ5) dγ
ΛE (ρ1, ρ2) = a
√
b
pi
∞∫
0
exp(−bγ)√
γ
Λ (ρ1, ρ2) dγ
(55)
Then the remaining task is to express (55) as in the form of Table I. Substituting (12) into the
first line of (55) and replacing the lower incomplete gamma function with its series expansion
[28, 8.354.1], i.e., L (α, x) =∑∞n=0 (−1)nxα+nn!(α+n) , ME(ρ1, ρ2, ρ3, ρ4, ρ5) can be rewritten as
ME (ρ1, ρ2, ρ3, ρ4, ρ5) = a
√
b
π
∞∑
l=0
∞∑
n=0
(−1)l+nΦn2ρ1ρl3
n! (l + n+ 1)
×
∞∫
0
γl+n+
1
2
1
(ρ4γ + ρ5)
l+1
exp (− (λ2 + b) γ)(
1
γ¯0
γ + βj,k
)ρ2 dγ
(56)
Taking partial fraction on term 1
(ρ4γ+ρ5)
l+1
1(
1
γ¯0
γ+βj,k
)ρ2 , i.e.,
1
(ρ4γ + ρ5)
l+1
1(
1
γ¯0
γ + βj,k
)ρ2 = l+1∑
i=1
µi
1
(ρ4γ + ρ5)
i
+
ρ2∑
i=1
νi
1(
1
γ¯0
γ + βj,k
)i (57)
where µi and νi are given in (24), and employing equation [28, 9.211.4] on the resultant integrals,
we can obtain the first row in Table I.
Similarly, substituting (13) into the second line of (55), applying partial fraction on term
1
1
γ¯0
γ+βk,j
1
ρ1γ+
1
ξT1,j
and using [28, 9.211.4] on the resultant expression, one can yield the result of
the fourth row in Table I.
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