Abstract. We further develop the idea that the PAC-Bayes prior can be informed by the data-generating distribution. We prove sharp bounds for an existing framework of stochastic exponential weights algorithms, and develop insights into controlling function class complexity in this model. In particular we consider controlling capacity with respect to the unknown geometry defined by the datagenerating distribution. We finally extend the localized PAC-Bayes analysis to more practical learning methods, in particular RKHS regularization schemes such as SVMs.
Introduction
This research takes its inspiration from Catoni (2007) , who developed localised PACBayes analysis by using a prior defined in terms of the data generating distribution. At first sight this might appear to be 'cheating', since we must define the prior before seeing the data. However, by defining the prior in terms of the distribution we avoid this difficulty since the distribution itself can be considered as fixed before the sample is generated. PAC-Bayes bounds are one of the sharpest analyses of the learning process. A weakness in the standard PAC-Bayes approach is that the choice of posterior is constrained by the need to minimize the relative entropy between prior and posterior distribution, since this divergence forms part of the bound. This choice of prior tends to be rather generic; typically not tailored to the particular problem, so that, in particular, good classifiers do not generally receive large prior weight. Thus the divergence term in the PAC-Bayes analysis can typically be large. By tuning the prior to the distribution Catoni has been able to remove the Kullback-Leibler (KL) term from the bound hence significantly reducing the complexity penalty.
We begin by investigating stochastic exponential weights algorithms in which the predictive posterior is a Boltzmann distribution over a hypothesis class. We use Catoni's definition of the prior involving a Boltzmann distribution, but prove a new sharp bound (Theorem 3) using a new lemma (Lemma 2) and the re-use of the PAC-Bayes bound to remove the KL term (Lemma 3). The resulting bound suggests a new complexity parameter γ that enters as a γ/m 3/2 term (where m is the sample size). The complexity that γ measures is related to the fit between input distribution and function class in that it will depend on the relative size of the set of hypotheses achieving low empirical risk. We investigate a regularization scheme for this learning method. The flexibility of the framework we study is that it allows us to encode our prior meta-assumptions about how we anticipate a good classifier will interact with the data; we can control capacity, for example, with respect to the smoothness of a classifier over the unknown data generating distribution thus giving high weight to classifiers that are, for example, smooth over a manifold defined by the support of the data distribution. The analysis is achieved with a novel PAC-Bayes bound on U-statistics estimation.
Finally we cover a third main theme, which is the extension of the localised PACBayesian analysis to RKHS regularization algorithms, in particular, SVMs. Here the stochastic predictive classifier is drawn from a Gaussian posterior centred at an SVM solution (as in Langford and Shawe-taylor, 2002 ) and the main result, Theorem 6, is developed by use of a distribution dependent prior. Here we are able to remove the KL term again leaving a term that only involves a similar complexity parameter γ, appearing as O(γ/(η 2 m 2 )), where η is the regularization parameter, in contrast to the usual O( w 2 /m) where w is the weight vector of an SVM. This suggests the possibility of using the bound to optimise the regularization parameter. We go on to extend this method to the case where the data is used to define the kernel in an SVM, deriving in Theorem 10 a localized PAC-Bayes bound for algorithms such as LapSVM.
We now review the relation of our approach to earlier work. The luckiness framework explored the possibility that we could learn the hierarchy of classes of hypotheses from the data as part of the learning process giving rise to so-called data-dependent structural risk minimization (Shawe-Taylor et al., 1998) . The most successful example of this approach was large margin classification such as support vector machines. However, although we cannot measure a margin without seeing the data, by moving to real-valued functions, we can equate large margin with small norm when we constrain y i f (x i ) ≥ 1 on the training data, i = 1, . . . , m, resulting in a fixed prior. Nonetheless this is equivalent to placing a prior over the classifiers in terms of the data generating distribution, that is we favour hyperplanes that have low input density in the slab defined by shifting the decision boundary parallel to itself by ±γ.
Further research in this direction has been developed by Balcan and Blum (2010) with their notion of compatibility, which is used to restrict the hypotheses considered in the learning process to those satisfying a given level of compatibility estimated from the training data, hence reducing the effective complexity of the class. Perhaps less wellknown is work by Catoni (2007) where he introduces 'localised' PAC-Bayes analysis effectively defining the prior in terms of the data-generating distribution in a PAC-Bayes bound on generalization.
We should finally distinguish between distribution defined priors and using part of the data to learn a prior and the rest to learn the function (Ambroladze et al., 2006) .
Preliminaries
We consider a setting in which we are given a sample of labelled and unlabelled points S = {(X 1 , Y 1 ), ... (X m , Y m )} ∪ {X m+1 , ...X n } = S labelled ∪ S unlabelled drawn i.i.d.
according to a probability distribution ν over Z := X × Y, the product space of labelled inputs, or its marginalization ν X to X in the case of S unlabelled . We suppose throughout that (Z, Σ, ν) is a probability measure space. We initially consider the supervised learning setting in which S unlabelled = ∅ but our analysis will later include the semi-supervised learning setting in which S unlabelled = ∅.
We are interested in the case where Y = {−1, +1}, and study binary classification. For a function class H ⊆ W X , for some set W ⊆ R, we consider the risk of a hypotheses h ∈ H, In this work we analyse stochastic Gibbs classifiers. Such classifiers draw an h ∈ H according to some distribution over the hypothesis class H each time a label for an input x is required. For such a classifier G Q ∼ Q, where Q is any distribution on H, we denote the true and empirical binary classification risk of G Q by risk(G Q ) := E h∼Q risk(h) and risk S (G Q ) := E h∼Q risk S (h). Our objective is to obtain a probabilistic guarantee on the true binary classification risk of a classifier by relating it to its empirical counterpart.
Outline of main results
In this section we highlight the two main results of this work, Theorem 3 and Theorem 6. These are risk bounds on certain stochastic classifiers which are derived using a recent approach to PAC-Bayesian analysis pioneered by Catoni (e.g., Catoni, 2007) . In contrast to typical PAC-Bayesian analyses of learning (which will be introduced in Section 4) however, these bounds do not contain a "prior" or a relative entropy term. Our first main result, concerns the stochastic classifier G Q drawn from the distribution Q over H given by the following density (with respect to some measure µ on H),
where Z is a normalization term. The following bound for this case is proved in Theorem 3: for any δ ∈ (0, 1], and any positive constant C, we have, where C :
Again, the important point to note is the lack of a relative entropy term: it has been bounded by terms depending upon the parameter γ of the algorithm. In Section 5.3 we go on to demonstrate the flexibility of the method used to obtain this bound by showing that it is possible to include regularization terms in this method, and in particular regularize with respect to geometry defined by the empirical sample, and prove similar bounds for the semi-supervised setting. Our second application of the method is to RKHS regularization algorithms such as SVMs in Section 6. We are interested in classifiers of the form,
where H K is an RKHS with norm || · || K . Our stochastic classifier in this case is a Gaussian process G on X with mean and covariance,
and we prove the following bound (a more general version is given in Theorem 6): if the loss (·, ·) used by the algorithm is a convex loss, 1-Lipschitz in its first argument, and K(x, x) ≤ 1 then the following bound applies to the binary classification risk risk(G),
Again, the relative entropy term typical in a PAC-Bayes bound has been upper bounded by a term involving only the regularization parameter η and the parameter γ which controls the variance of the stochastic classifier. Finally, we again extend the analysis to semi-supervised algorithms such as LapSVM in Theorem 10.
The PAC-Bayesian approach to statistical learning theory
In this section we review the PAC-Bayesian approach to deriving risk bounds for stochastic classifiers, and we go on to introduce the recent idea of distribution-dependent priors.
The following quantities feature in the PAC-Bayes analysis: the Kullback-Leibler divergence between distributions Q and P , and its specialization to Bernouilli distributions,
and we define,
We have,
The PAC-Bayes bounds apply to a stochastic Gibbs classifier G Q drawn from a posterior distribution Q over a hypothesis class H. This distribution will typically depend upon the data sample. This is in contrast to the prior distribution, denoted throughout by P , which is used for analysis and must not be defined in terms of the sample. Specifically, we define Definition 1. A distribution P on H is a (PAC-)prior (for ν and m) if for any measurable function f : Z m × H → R, we have that,
and note that the prior P can be a function of the sample size m.
We remark that the term "prior" is something of a misnomer. The PAC-Bayes prior does not (necessarily) represent our prior belief about a problem from which we perform inference (in a Bayesian sense for example). It is simply a reference distribution which is used as a tool to derive analyses of the learning process. As we will see when we discuss distribution-dependent priors in Section 4.1, the PAC-prior is not even necessarily known, either a-priori or a-posteriori. However the prior must be specified a-priori the learning process (although it can depend on the sample size).
The following is a generalization of (Germain et al., 2009 , Theorem 2.1) and is proved using the same sequence of arguments. Theorem 1. For any functions A(h), B(h) over H, either of which may be a statistic of the sample S, any distributions P over H, any δ ∈ (0, 1], any t > 0, and a convex function D : R × R → R we have with probability at least 1 − δ over the draw of S,
where
Note that L P is the moment generating function of D(A(h), B(h)).
Proof. Since E h∼P e tD(A(h),B(h)) is a non-negative random variable, Markov's inequality gives
Hence, by taking the logarithm on each side of the innermost inequality and by transforming the expectation over P into an expectation over Q, we obtain
Since ln(x) is concave, Jensen's inequality then gives
and the theorem follows from another application of Jensen's inequality to the convex function D(·, ·), i.e.,
Theorem 1 is a recipe for generating a variety of PAC-Bayes bounds, by specializing to a choice for D(·, ·), t, A(·) and B(·), and choosing P to be a "prior" so that, recalling Definition 1, the order of expectation in the term
in the bound can be exchanged and evaluated. For example, by choosing t = m, A(h) = risk S (h), B(h) = risk(h), and D(q, p) = kl(q, p), one can derive Seeger's bound (Seeger, 2002; Langford, 2005) . By choosing D(q, p) = F(p) − C · q for some positive constant C and where F(p) = ln
m is the moment-generating function of a binomial random variable with parameters (m, p), one will obtain Catoni's PAC-Bayes bound (Catoni, 2007) . To derive these bounds from Theorem 1, in the first case, one simply has to show that L P = ξ(m), and in the second case that L P = 1. These equalities are obtained by straightforward calculations. The following theorem gives Seeger's bound, and a slightly relaxed version of Catoni's bound; these results will be needed later on. (unknown) distribution ν, any set H of classifiers, any distribution P of support H, any δ ∈ (0, 1], we have Seeger's bound,
and for any positive constant C, Catoni's bound,
where C := C 1−e −C . Note that the PAC-Bayes bound proposed by McAllester in his pioneer work on the subject (McAllester, 1999) can be retrieved from Seeger's bound using Pinsker's inequality which implies that
Hence, the rate of convergence of empirical to true risk given by Seeger's bound is at least in O KL(Q||P )+ln m m . However, according to (Audibert, 2010, pg. 10 ), a refined consideration of kl(p||p+t) together with Seeger's bound of Theorem 2 provides the following bound which is much sharper when the empirical Gibbs risk is small: with probability at least 1 − δ,
where PAC-Bayes bounds are among the sharpest in learning theory (Langford, 2005) . Typically the KL term is the dominant quantity in the bound and analysis is constrained by the need to choose Q such that KL(Q||P ) is not large. Note then that the KL(Q||P ) term can significantly deteriorate these bounds if classifiers with small empirical risk receive low probability from the prior P , i.e. if the prior has been "badly" chosen. The data distribution-defined priors we investigate are specifically constructed to give large weight to classifiers with low true risk, and the KL-divergence between Q and P often decays with the sample size.
Distribution-dependent priors
As remarked above the PAC-Bayesian prior is a tool for developing analyses of the learning process. According to the Definition 1 it is not necessary that the prior is known either a-priori or a-posteriori. In fact as observed by Catoni (Catoni, 2007) the prior can depend upon the data distribution ν which will remain unknown. (Catoni uses the term "localised" prior, presumably to capture the notion that such priors focus locally on those regions of the hypothesis class that are of particular interest for the problem at hand.) Although unknown, a distribution-dependent prior can be used to derive PACBayesian analyses if the relative entropy term involving the prior can be upper bounded.
Suppose an algorithm takes as input a training sample S from the distribution ν m over Z m and outputs a posterior distribution Q S over H. We consider the problem of choosing a distribution-dependent prior for Q S which attains a sharp PAC-Bayes bound. In this section and Section 5, we assume that there exists a measure µ on H (when H is of finite dimensionality this might be a uniform measure such as Lebesgue measure, but can be any measure and in particular could include any further expert knowledge about the learning task or encode prior belief about a problem) and denote in lower case the density of a measure w.r.t. µ, e.g. q S (h) = dQ S dµ (h). Let P H be the set of probability distributions over H, and in the interest of obtaining a good PAC-Bayes bound for Q S , consider the minimizer of KL(Q S ||P ) in expectation:
where E S [Q S ] is defined by the density
Proof.
The quantity H E S [q S (h)] ln 1 p(h) dµ is the cross entropy between E S [Q S ] and P and is minimized when
This result is noted in this context in Catoni (2007) as is the immediate fact that the resulting expected divergence is equal to the mutual information, I(h; S), between sample and classifier, where a pair (h, S) is viewed as drawn from the joint distribution Q over H × Z m defined by its density with respect to the product measure µ × ν m ,
where the fact that this is a mutual information follows because E S [q S (h)] is simply the marginal density of Q (w.r.t µ) after marginalizing to H and the constant 1 is the marginal density of Q (w.r.t ν m ) after marginalizing to Z m . In a sense, implicitly, we want to learn the marginal density Z m q(h, S)dν m = E S [q S (h)] and approximate it with the random quantity q S (h), the sample-based estimate.
In the following for notational convenience we refer to the posterior distribution as Q omitting the dependence upon S, but it should always be understood to be implicit that Q is a random variable dependent on S. Given the above we could define, for a given posterior Q, the 'optimal' prior, P opt (h) := E S [Q]. We note that PAC-Bayes analysis using this prior appears to be quite difficult since the prior can be difficult to manipulate.
We will study apparently more flexible choices of prior and posterior which enable us to obtain sharp PAC-Bayesian bounds. In particular in Section 5 we consider a special case of the setting when the posterior and prior are of the following form,
where H Q , H P are "energy functions", to be chosen, and
We note the following upper bound on the KL divergence, which reduces obtaining a bound on the KL divergence to establishing a PAC-Bayesian concentration result for the energy functions.
Lemma 2. For Q and P as defined by (5),
where the final line follows from the convexity of − ln(·).
Note that the r.h.s. of (7) is precisely the type of quantity that PAC-Bayes theory provides a bound for. In particular, the choice H P = E S [H Q ] seems natural and we remark that (7) is then reduced to obtaining a concentration inequality for H Q to its expectation. Thus, whereas P opt appears rather difficult to manipulate, the prior and posterior defined by choosing H P = E S [H Q ] seems amenable to analysis and a good compromise.
Prediction by stochastic exponential weights algorithms
We first consider posterior and prior densities, w.r.t. µ, over H of the following forms:
where F Q : H → R, F P : H → R are regularization functions, and Z and Z are normalization constants. F Q (·) and F P (·) may be different and in particular in Section 5.3 we will consider the special case where F Q (·) is a sample statistic, allowing us to perform data-dependent regularization.
We note that Lemma 2 implies the following upper bound on the KL divergence,
. (10) As we will see later, for suitable choices of parameters γ and η, this divergence decays with the sample. We now consider several choices of F Q (·) and F P (·) and give PACBayes bounds for the resulting Gibbs classifiers.
The non-regularized case : η = 0
The unregularized case corresponds to a stochastic version of exponential weights family of algorithm (Littlestone and Warmuth, 1989; Cesa-Bianchi et al., 1997; Vovk, 1990) such as Weighted Majority (which would predict with the weighted average of the hypotheses) and the stochastic version is studied in the PAC-Bayes setting in Catoni (2007) . In this setting the measure µ can be viewed a prior which is updated once the sample is observed. In fact the exponential weights posterior Q given by (8), with η = 0 could be viewed as a Bayesian posterior which is obtained from µ via Bayes rule under a noise model in which each label is flipped with some probability β where γ = m ln 1−β β (though one would not typically choose γ so aggressively). This is well known but details are given in Appendix C. We reiterate that when viewed in this sense as a prior from which inference is performed, the measure µ should not be confused with the PAC-Bayes prior P used for analysis. We recall that the distribution ν over X × Y is unknown, hence so is the prior distribution given by (9). To obtain a bound, we need to bound the KL divergence KL(Q||P ). With reference to (10), in the situation where η = 0 such an upper bound can be obtained given an upper bound for risk(G Q ) − risk S (G Q ) and a lower bound for risk(G P ) − risk S (G P ), and such bounds can be obtained via Theorem 2.
Lemma 3. Let P and Q be defined as in (8) and (9) with η = 0 then with probability at least 1 − δ, the following hold simultaneously,
Proof. Equation (11) is just the Seeger bound of Theorem 2. Then from (11), applied for the choices Q = Q and Q = P , and from (2) we obtain that, simultaneously,
Together with (10) the last inequalities give,
δ , we are done. Otherwise, by straightforward algebraic manipulations we then obtain the following inequality, which, together with the fact that KL(Q||P ) ≥ 0, directly implies the result.
Thus, Theorem 2 can be specialized to the following bounds.
Theorem 3. Let Q be defined as in (8) with η = 0, then for any δ ∈ (0, 1], and any positive constant C, we have, where
Proof. The first result is obtained by combining the two components of Lemma 3. The second result is obtained by applying the union bound to (12) and Catoni's bound of Theorem 2.
Observe that for a large value of γ, the posterior Gibbs classifier G Q will be concentrated on the classifiers of H with smallest empirical risk. Hence the two bounds of Theorem 3 are risk bounds for a type of stochastic empirical risk minimization algorithm. Since the KL-divergence term has been evaluated and is small, it appears that there is no component of the bound that depends on the complexity of the learning problem or the class of classifiers. In fact the quantity that measures the effective complexity is the parameter γ. If the problem is 'easy' in the sense that the relative µ-measure of the set of classifiers achieving low empirical risk is not too small then a low value of γ will deliver low empirical risk for the Gibbs classifier. If, however, relatively few classifiers (in the sense of small µ-measure) have low empirical risk (as would be likely if the function class itself is large) then we require a larger value of γ before the Gibbs risk is controlled. The complexity that γ measures is related to the fit between input distribution and function class in that it will depend on the relative µ-measure of the set of hypotheses achieving low empirical risk on the problem at hand.
In practice γ would need to be chosen from a grid Γ of values in response to the particular training problem. Hence, in order to apply the bound we would need to use the union bound over the |Γ | applications of the bound resulting in an extra log(|Γ |) term in the right hand side brackets. Another possibility would be to make use the generalized union bound known as Occam's hammer (Blanchard and Fleuret, 2007) .
Regularization with
Given the above observations regarding the link between the parameter γ and the complexity of the hypothesis class H, in the case of large hypothesis class, it would appear necessary to control function class capacity in this model in order to deliver low empirical Gibbs risk with small γ. We therefore consider the presence of regularization terms in (8), (9) which encode a preference for classifiers which satisfy some notion of simplicity. With reference to (10), when F Q (·) = F P (·), the bounds of Theorem 3 hold for this case. We can therefore apply arbitrary (non data-dependent) regularization and attain the same bound of Theorem 3, and there are many natural possibilities. For example, if H is equipped with a norm || · || H which captures complexity of functions h ∈ H then we can choose F Q (·) = F P (·) = || · || H . We remark that this type of regularization can be subsumed into the measure µ from which inference is performed (as is implicit in Catoni (2007)) -by a suitable redefinition of µ by dµ dµ (h) = e −ηF (h) we return to the case studied in Section 5.1. By effectively increasing the relative µ-measure of low complexity hypothesis, this should permit learning with smaller γ when good classifiers of low complexity exist and relatively few high complexity classifiers perform well.
The posterior regularizer need not be identical to the prior regularizer, however, in which case the results of previous section do not apply. In the next section we will examine a case where regularization is performed with respect to a notion of "compatibility" between hypotheses and the data-generating distribution.
Regularization with respect to the data-generating distribution Motivation
The flexibility of the model developed so far permits regularization w.r.t. the geometry defined by the unknown data-generating distribution, and we detail one way of achieving this. For example, data might inhabit a low dimensional submanifold of the ambient "representation" space in which they appear to the learner, or some other highly structured geometry such as a collection of clusters. If the data generating distribution has support on some submanifold of the ambient space, then encouraging smoothness on the manifold rather than w.r.t. the geometry of the ambient space in which the data is represented. These ideas are typical in semi-supervised learning (e.g. Zhu et al., 2003; Belkin et al., 2006; Chapelle et al., 2006) .
To motivate this approach consider the case the ambient data representation space is equipped with, for example, a metric. We highlight the idea that the ambient metric will not in general provide an accurate means to measure similarity between data points. Figure 1 illustrates the possible mismatch between intrinsic and extrinsic geometry: a useful analogy is to view the data distribution as two dense blobs of some conductive medium (conducting, for example electricity or heat) separated by a high resistance bridge, and in this analogy, if we consider the ease with which heat or electricity flows between points as a measure of similarity we see that the ambient geometry fails to provide a satisfactory measure of similarity. If we want an intrinsic metric d I (·, ·) to capture similarity between points then we intuitively want C) and, in particular, a hyperplane classifier which separates points B and C would have a narrow margin w.r.t. the extrinsic geometry.
A B C Fig. 1 . mismatch between intrinsic and extrinsic geometry An approach to improving this situation is to attempt to learn the intrinsic geometry of the data generating distribution from the sample. This is at the heart of graph theoretical methods in machine learning. Fundamental results of demonstrate that, under certain conditions, key geometrical properties of a graph built on a sample from the data generating distribution converge to their continuous counterpart on a submanifold support of that distribution, thus proving that we can learn artifacts of the intrinsic geometry from random samples.
In general, when using a regularizer informed by the intrinsic geometry of the datagenerating distribution, in contrast to the regularization of Section 5.2, the prior and posterior regularizers must be different since the posterior regularizer will be an empirical quantity (for example, chosen to be an estimate, based on the sample, of the prior regularizer).
Regularizing via the smoothness functional on a graph Given a sample containing labelled and unlabelled data
where n > 1, we consider regularizing via the following smoothness functional, typical in semi-supervised learning (e.g. Belkin et al., 2004; Zhu et al., 2003) , over functions from some function class H:
where the symmetric W : X × X → R captures similarity or "weight" between data points, for example
h Lh where L = D − W is the graph Laplacian of a graph G whose vertices are the sample instances and whose edge weights are controlled by W , and D ij = δ ij k W ik and where h ∈ R n is the "point evaluation" of h on the sample, h i := h(x i ). Minimizing (13) encourages functions to be smooth over the sample S. Note that U S (h) is a U -statistic of order 2 with kernel
A family of U -statistics indexed by a function space is often called a U -process. We suppose that the weights are bounded,
for example if W (x, x ) = e −||x−x || 2 we have w = 1, and that sup h∈H,x∈X |h(
A series of results (Bousquet et al., 2003; demonstrate that under certain conditions on the distribution of instances, certain constructions of graph Laplacian converge to a generalized Laplace operator on the support of the data generating distribution and the smoothness functional converges to a natural distribution-dependent Dirichlet energy functional over functions defined over the data.
We choose F Q (·) = U S (·) so that,
The exponent seeks to minimize empirical risk plus the smoothness on the graph formed on the sample, as is a typical methodology in semi-supervised learning (Belkin et al., 2006 (Belkin et al., , 2004 . We further choose
Convergence of the smoothness functional We consider PAC-Bayes convergence of the U-process (see Ralaivola et al. (2010) for an alternative PAC-Bayes analysis of Ustatistics). Let S = {X 1 , ...X n } be an i.i.d. sample. For any second-order U -statistic
, and with kernel f h (x, x ) indexed by H and bounded, α ≤ f h (x, x ) ≤ β, we have the following:
Theorem 4. For all t, any δ ∈ (0, 1], any prior P and simultaneously for all posteriors Q over H,
In particular, choosing t = √ n gives O(
Proof. We note that Theorem 1 implies that with probability at least 1 − δ, ∀Q on H:
, so we simply need to bound E S e t( U S (h)−U (h)) . Employing Hoeffding's canonical decomposition of U -statistics into forward martingales (e.g. Serfling, 1980) , let,
and note the martingale structure
so that,
Now,
, where in the final lines we used Hoeffding's lemma, Lemma 11, combined with (18) recursively. This proves (16), and (17) follows by a symmetrical argument.
Localised PAC-Bayes bounds for regularization via the smoothness functional We can now give the following bound for the classification risk of the Gibbs classifier G Q drawn from the distribution (15) over H:
and recalling (14), w is any upperbound on the graph weights.
Proof. From (10) we have
With probability at least 1 − δ 2 , we have from Theorem 2,
Then from (20), applied for the choices Q = Q and Q = P , and from (2) we obtain that, with probability at least 1 − δ 2 , simultaneously,
And now noting that, because |h(x)| ≤ b, W (x, x ) ≤ w, the kernel satisfies |f h (x, x )| ≤ 4b 2 w, Theorem 4 applied to the final terms in (19), for the choices Q = Q and Q = P , together with the union bound gives that, with probability at least 1− δ 2 , simultaneously,
The union bound then implies that with probability at least 1 − δ over the draw of S,
Thus,
which we plug into (20).
Thus, in this framework we can obtain a bound for regularization w.r.t. the geometry defined by the unknown data-generating distribution using fairly routine methods.
Prediction by stochastic RKHS regularization algorithms
In this section we extend the localization framework to the more practical setting of predicting with a Gaussian process whose mean is the solution to an empirical risk minimization with RKHS regularization, such as an SVM solution. We first recall some of the theory of reproducing kernel Hilbert spaces which will be useful for our analysis.
Reproducing kernel Hilbert spaces and regularization
We consider a symmetric, positive-definite and continuous Mercer kernel K : X × X → R, and its associated RKHS H K = span{K(x, ·) : x ∈ X }, of real-valued functions on X with inner product ·, · K defined by K(x, ·), K(x , ·) K := K(x, x ). For simplicity we suppose that X is a compact metric space, which guarantees that H K is separable. 3 We denote,
and suppose that K is bounded, κ < ∞. We define the metric d K (x, x ) := ||K(x, ·) − K(x , ·)|| K and note that d K (x, x ) ≤ 2κ. Given a finite Borel measure ρ defined on a measurable space (X , Σ), where Σ is the Borel σ-algebra of X , such that support(ρ) = X , we consider the Hilbert space L 2 (X , Σ, ρ) of (equivalence classes 4 of) square ρ-integrable real-valued functions on X with inner product h, g L 2 := X h(x)g(x)ρ(dx).
Consider further the integral operator
This operator is compact and self-adjoint (see e.g. Steinwart and Christmann, 2008) and therefore provides an at most countable orthonormal basis {φ i } of L 2 (X , Σ, ρ) comprising its eigenfunctions, i.e. such that A K (φ i ) = λ i φ i , for eigenvalues {λ i }, where λ i > λ i+1 , and
We recall Mercer's theorem, which states that
where convergence is absolute and uniform (see, for example Steinwart and Christmann, 2008, Theorem 4.49) . We also recall the following identity:
(where we define
When only a finite number N of the λ i are non-zero then
is of finite dimensionality.
For any chosen loss function : R × Y → R, we will be interested in the following elements of the RKHS,
where η is a regularization parameter and expectation is taken with respect to samples S with m labelled points. For our intended applications, risk S (·) will be convex so that h * S is unique and h * well-defined 5 . 4 The elements are equivalence classes of functions with equivalence defined by differing on only a ρ-null set. 5 One may wonder whether S → h * S is a measurable function (i.e. whether h * S is a valid random variable). For results on the measurability of the SVM function see (Steinwart and Christmann, 2008 , Chapter 6).
Prior and posterior distributions
Our posterior stochastic Gibbs classifier G Q is a Gaussian process {G Q (x)} x∈X defined by the mean and covariance,
The prior Gibbs classifier G P is a Gaussian process {G P (x)} x∈X with mean and covariance,
Thus we denote by G P the random variables associated to a Gaussian process where P is the underlying distribution of these random variables. The prior and posterior distributions P and Q can be viewed as Gaussian measures over the Hilbert space L 2 (X , Σ, ρ), which for analytical purposes we now describe. Denote by N a,σ 2 the onedimensional Gaussian measure on (the Borel σ-algebra on) R with mean a and variance σ 2 . Then the Karhunen-Loève theorem (see Appendix B) implies that,
γ λi . Thus G Q (·) and G P (·) can be identified with infinite product measures Q and P on the space 6 R ∞ of all real-valued sequences of countable length,
See, for example (Da Prato, 2006, Chapter 1) for a discussion of such Gaussian probability measures on an infinite dimensional Hilbert space. Although the probability distributions Q and P are defined on R ∞ but their support is contained in
we ensure that the random element
is in L 2 (X , Σ, ρ). Thus we refer to Q and P defined by (24) as both measures on 2 and L 2 (X , Σ, ρ) by isomorphism and the identity (25).
6 More precisely, the probability distributions Q and P are in fact defined on the measurable space (R ∞ , B(R ∞ )), where B(R ∞ ) is the σ-algebra generated by the "cylinder sets" on R ∞ .
A PAC-Bayes bound for the Gibbs classifier G Q
We begin with a simple lemma:
Proof. The result is just the well known formula for the relative entropy between (finite dimensional) Gaussian distributions:
We now proceed to establish a probabilistic upper bound on the quantity ||h * S − h * || 2 K via a method of bounded differences. Our analyses will make use of the following property of a loss function: Definition 2. (Bousquet and Elisseeff, 2002, Definition 19) : W × Y → R is α-admissible with respect to H K if it is convex in its first argument and for all y ∈ Y the Lipschitz condition,
holds for all y 1 , y 2 in W.
The hinge loss and absolute loss are thus 1-admissible. We recall the following definition of Bregman divergence 7 on a Hilbert space H: for differentiable 8 convex Φ : H → R,
We extend this definition to include subdifferentiable functions Φ : H → R by defining the Bregman divergence of Φ with subdifferential ∂Φ(v) at v, to be a set containing the Bregman divergences corresponding to each element of the subdifferential,
We will require the following two properties of this generalized Bregman divergence (27): the non-negativity of each element of the divergence, which follows from the definition of the subdifferential, and additivity D Φ+Ψ = D Φ + D Ψ (by which we mean addition of sets, A + B := {a + b : a ∈ A, b ∈ B}), which follows from the additivity property of subdifferentials. Consider a sample S and its "perturbation" S (i) ,
Proof. The method of proof is a stability argument which follows (Bousquet and Elisseeff, 2002, Theorem 22) . Denote the "objectives",
Since 0 ∈ ∂Ω(h * S ) and 0 ∈ ∂Ω (i) (h * S (i) ), we have,
where on the l.h.s. we mean addition of sets. Now recalling the additivity and nonnegativity of Bregman divergences and that
where the inequality holds for all elements of the set
Hence recalling (31),
Lemma 7. If (·, ·) is α-admissible then,
Proof. Define the Doob martingale,
and note that V 0 = 0, V m = h * S − h * , and that
is a martingale and we have further, if we denote S and S (i) as in (28) and (29), by Lemma 6 and the convexity of || · || K that,
Since H K is separable it has a countable basis and so there exists a Hilbert space isomorphism to either 2 (R) or R d and the result follows from the result of (Kallenberg and Sztencel, 1991, Theorem 3 .1) (which gives a version of the Hoeffding-Azuma inequality for 2 -valued martingales, see the details in Theorem 11 and Corollary 1 of the Appendix).
We can now give the PAC-Bayes bound for the classification risk of the Gibbs classifier, G Q , drawn from the process defined by (22).
Theorem 6. If (·, ·) is α-admissible then, for the Gibbs classifier G Q defined by the Gaussian process with mean and covariance,
the following bound applies to the binary classification risk, risk(G Q ),
where ξ(m) is defined in (1).
In particular, when is the 1-admissible hinge loss and κ ≤ 1 (for example when K is the Gaussian kernel), the bound simplifies to,
Proof. When H K is of finite dimensionality, Lemma 5 and Lemma 7 immediately imply that,
which we combine with Theorem 2 using the union bound. We therefore need to extend this result to the case that H K is of infinite dimensionality, which we do be approximating the Gaussian processes G Q and G P by finite processes and use a limiting argument.
Thus we consider the case when H K is of infinite dimensionality. Recall that the Gibbs classifier G Q (·) is the random function,
, where the h Q,i are independent Gaussian random variables with mean h * S,i and variance λi γ . We define, for each N ∈ N, the approximation,
and recall that the Karhunen-Loève theorem (see Appendix B) implies that,
We also define the priors, which approximate G P (·),
where h P,i are independent Gaussian random variables with mean h * i and variance λi γ . G Q N (·) and G P N (·) are Gaussian processes on X whose means are
It can be checked that K N (·, ·) is a valid kernel on X , and that the operator A K N :
and we have that,
thus we see that h, g K N = h, g K is the inner product in H K N . Thus, by Lemma 5,
Thus Lemma 7 implies that, for all N ∈ N,
which combined with Theorem 2 using the union bound implies that, for all N ∈ N,
Thus, if we can show that kl( risk
the result of the theorem will be established. Fix x ∈ X and set N (
, and note that (35) implies that,
Pick some sequence δ N > 0 such that δ N → 0 and
We have, denoting by I {E} the indicator function for event E,
The final line follows since otherwise we would obtain the contradiction
If we suppose V is a zero mean Gaussian with variance min x∈X 1 γ K(x, x) > 0 (this quantity is positive since K is a strictly positive continuous function on a compact set and so attains its bounds) we can note that P(|G Q (x)| < δ N ) < P(|V | < δ N ) → 0 (and so convergence is uniform) thus we have that, combining this last observation with (37),
Now, we therefore have that,
and,
then follows by the continuity of kl(·, ·) which combined with (36) gives the result by allowing N → ∞.
Analysis of Theorem 6
We now consider in more detail the bound (33) of Theorem 6, analysing in particular the dependence of the bound on the various algorithmic parameters. For simplicity we restrict our attention to the SVM case where is the 1-admissible hinge loss. We would typically choose the parameter γ to be an increasing function of m so that the stochastic classifier approaches the SVM solution,
We now consider the dependence of the bound (33) upon the regularization parameter η. Clearly for large η the bound is very sharp, but we would generally want to consider regularization such that η → 0 as m → ∞. We note in particular that choosing η = 1 √ m allows us to achieve a sharp bound on the convergence of empirical to true risk; (34) combined with (3) implies that Theorem 6 provides in this case,
which is O γ+ln m m when risk S (G Q ) is zero. This appears to be at least more flexible than what can be achieved with classical stability arguments, for example the following bound is proved for the SVM with hinge loss: (where we use standard asymptotic notation, i.e. f (m) ∈ ω(g(m)) means that f dominates g asymptotically), whereas the threshold under which Theorem 6 continues to provide convergence of empirical to true risk is η ∈ ω √ γ m . Thus, the combination of stability analysis with the localized PAC-Bayes analysis permits an analysis of RKHS regularization algorithms with smaller level of regularization than does a stability analysis alone, simply because stability can be used to analyze a term appearing under the 1 m term of the PAC-Bayes bound.
We also recall the remarks of (Bousquet and Elisseeff, 2002 , Section 6) who remark that function class complexity is implicitly present in such stability bounds and is captured by the regularization parameter η. In our case the parameter γ also implicitly captures complexity of the function class.
Comparison with non-localized bounds It is also instructive to consider what can be achieved with a non-localized priorP in this setting rather than the localized prior P defined by (23). We give a logical example: we consider the same posterior process Q defined by (22), but consider the non-localized prior Gibbs classifier GP defined by a zero-mean Gaussian process {GP (x)} x∈X with mean and covariance,
Then an analogue of Lemma 5 can be proved (replacing h * with the zero function) which implies that KL(Q||P ) = 1 2 ||h * S || 2 , which combined with Seeger's bound of Theorem 2 provides the following PAC-Bayes bound for the Gibbs classifier G Q : Theorem 8. Under precisely the conditions of Theorem 6, the following bound applies to the binary classification risk, risk(G Q ),
This setting (and the bound) is very similar to that analysed by Langford and Shawetaylor (2002) (who give a more refined choice of posterior). Now, the bound
is straightforward to establish (otherwise the zero function would contradict the minimality of h * S w.r.t. the SVM objective as defined in (21)), but is also tight in the sense that there exist data distributions and samples such that the bound holds modulo small multiplicative constants. Thus, combining (40) with (39) provides a worst case bound,
whereas Theorem 6 provides,
which is tighter whenever η ∈ ω 1 m , for example when η = 1 √ m
. Thus it appears we have achieved something with the localization method that has not been achieved by non-localized analyses. However, the complexity term in the non-localized (39) is the data-dependent squared RKHS norm of the SVM classifier, and, if we are lucky, this quantity might be much smaller than the worst case upper bound ||h * S || 2 ≤ 1 η provided by (40). On the other hand the complexity terms of Theorem 6 are not data dependent and it would therefore be of interest to attain a localized PAC-Bayes analysis for SVMs in which the complexity term KL(Q||P ) involving the localized prior is upper bounded by more data-dependent quantities. We leave this as an open problem.
Data-dependent regularization in a "warped" RKHS
We now consider an extension of the analysis of the previous sections to the case when the RKHS is an empirical object defined in terms of the data sample. Given a RKHS H K with kernel K : X × X → R and a sample I := {X 1 , ...X t } of instances from the input space we define the following empirical semi-inner product over
where, recalling Section 5.3, L is the Laplacian of a graph formed on the instances I and h := (h(X i )) ∈ R n , g := (g(X i )) ∈ R n are the point evaluations of h and g on I.
We consider the "warped" RKHS (Sindhwani et al., 2005 ) H K of functions from H K with modified inner product,
where τ controls the relative weight given to the inner product in H K and the empirical inner product. The motivation here is that we are using the data to construct an empirically defined RKHS whose inner product captures the intrinsic geometry of the data; recalling Section 5.3, functions which have a small Hilbert space norm are smooth on the data. This intrinsic geometry can be quite different from that captured by the ambient geometry. According to arguments in Sindhwani et al. (2005) H K is a RKHS with kernel K : X × X → R given by
where k x = (K(x 1 , x), ...K(x t , x)) , and K is the t×t Gram matrix
Note that L, K and H K are all empirical quantities which depend upon I but for ease of notation the dependence upon I will only be implicit. Recalling Section 5.3 and (13) note that,
Using only unlabelled data to define the RKHS In the presence of a reasonable quantity of unlabelled data, so that we have a sample S := { (X 1 , Y 1 
..X n } of labelled and unlabelled points drawn from X × Y, we can take I = {X m+1 , ...X n } and form the empirical kernel K accordingly. We can then perform standard supervised classification using this kernel by training on the labelled part of the sample exactly as described in Section 6.2. Because K is defined using only the unlabelled component of the sample this reduces to the case already studied and we simply note that the bound of Theorem 6 holds in this case, with κ replaced by,
Theorem 9. If (·, ·) is α-admissible then, for the Gibbs classifier G Q defined by the Gaussian process with mean and covariance,
Using all data to define the RKHS The analysis of the previous section is adequate for the semi-supervised setting with plenty of unlabelled data, but, ideally, we would like obtain a classifier by regularizing with respect to the empirically-defined RKHS whose geometry captures the data structure defined by all labelled and unlabelled data.
In particular, when we have access to little or no unlabelled data we would like to use the labelled sample to inform this construction, and still obtain a risk bound in the vein of Theorem 6. The following analysis provides a bound for algorithms such as LapSVM (Belkin et al., 2006) when the empirically-defined RKHS is informed by the whole data sample. Again we suppose that we have a sample S :
..X n } of labelled and unlabelled 9 points drawn from X × Y and now take I = {X 1 , ...X n } and form the RKHS H K with kernel K. We are interested in this case in the (semisupervised) hypotheses,
where, as before, (·, ·) is some admissible loss function and expectation is over the draw of the sample S with m labelled instances and n − m unlabelled instances. Recalling Section 6.2 our prior P and posterior Q are similarly Gaussian processes of the form defined by (23) and (22), but with different means defined in this case by the hypotheses (42) and (43). The posterior stochastic Gibbs classifier G Q is a Gaussian process {G Q (x)} x∈X defined by the mean and covariance,
Note that the covariance is defined by the kernel K and not the empirical kernel K; we remark that using the empirically-defined warped RKHS to obtain not just the mean of the Gaussian process (as is done here) but also to define the covariance structure seems to require a much more involved analysis.
Lemma 8. When H K is of finite dimensionality,
Proof. This follows analogously to Lemma 5. One must simply note that h * S , h
We now establish a probabilistic upper bound on the quantity ||h * − h * S || 2 K using arguments analogous to Lemma 6 and Lemma 7 for the case of a non-empirically defined kernel. Consider a sample S and its perturbation S (i) ,
The following lemma is proved in the Appendix D
and for m < i ≤ n,
whereȳ := sup y∈Y (0, y) denotes the maximum loss incurred by the zero function 10 and recalling (14), w is any upperbound on the graph weights.
10 For the hinge loss and absolute lossȳ = 1 when Y = {−1, 1}.
We now bound ||h * − h * S || K w.h.p. as in the previous sections. Lemma 10. Under the conditions and notation of Lemma 9 we have
Proof. This follows analogously to Lemma 7 -we create the same martingale and use Corollary 1 noting that Lemma 9 implies that for i = 1, ...m
√ ητ wα mn ,
We can now give the PAC-Bayes bound for the classification risk of the Gibbs classifier, G Q , drawn from the Gaussian process defined by (44).
Theorem 10. If (·, ·) is α-admissible then, for the Gibbs classifier G Q defined by the Gaussian process with mean,
where H K is defined by the inner product (41), and covariance,
the following bound applies to the binary classification risk, risk(G Q ):
whereȳ := sup y∈Y (0, y) denotes the maximum loss incurred by the zero function, ξ(m) is defined in (1) and recalling (14), w is any upperbound on the graph weights.
Proof. When H K is of finite dimensionality, claim 8 and Lemma 10 immediately imply that,
which we combine with Theorem 2 using the union bound. The extension to RKHSs of infinite dimension is analogous to the proof of Theorem 6.
Note that Theorem 6 is a special case of Theorem 10 obtained by setting τ = 0 (or w = 0).
We make a few remarks on the quantities in Theorem 10: α,ȳ, κ, w could all reasonably be typically not greater than 1. For example, for the hinge and absolute loss α = 1 andȳ = 1, for the Gaussian kernel κ = 1, and it is common to build a graph such that w = 1, for example by choosing 0/1 weights or weights determined by the Gaussian kernel. This leaves only parameters of the algorithm in Theorem 10; η and τ which control how much we regularize and γ which controls the variance of our posterior predictive Gaussian process. In this case the bound of Theorem 10 simplifies to,
Conclusions
In this paper we have further developed the localised PAC-Bayes analysis introduced by Catoni. In Section 5 we gave an analysis of stochastic exponential weights algorithms. For the case of a localized prior, in Lemma 3 we proved new sharp bounds on the relative entropy term appearing in the PAC-Bayes bounds, from which we derived localised versions of Seeger's and Catoni's PAC-Bayes risk bounds for this algorithm in Theorem 3. We then further developed this analysis in Section 5.3 by considering a semi-supervised version of the stochastic exponential weights algorithm which uses data-dependent regularization using a graph formed on the empirical sample, culminating in the risk bound of Theorem 5.
In Section 6 we then applied the localised PAC-Bayes analysis to RKHS regularization methods. The posterior is a Gaussian process centered at the solution to an RKHS regularization algorithm. The quantities relating to the relative entropy term were here upper bounded using a stability analysis culminating in the risk bound of Theorem 6. The combination of a stability analysis together with the localised PAC-Bayes analysis appears to yield a more flexible and sometimes sharper bound than a stability analysis alone and in particular allows us to analyse machines which use a smaller level of regularization. We have demonstrated the flexibility of the approach by a natural extension to the case in which the kernel is data-dependent: in Section 6.5 we extended this analysis to semi-supervised machines such as LapSVM which use the data to define the RKHS, culminating in the risk bound of Theorem 10.
A Technical lemmas
Lemma 11. (Hoeffding's lemma) Let X be a random variable with E[X] = 0 and a < X < b then for t > 0,
The following theorem demonstrates that many key properties of martingales are independent of their dimension. The authors note that it is true for any Hilbert spacevalued martingale but the proof is just for martingales in 2 .
Theorem 11. (Kallenberg and Sztencel, 1991, Theorem 3 .1) Let {V t } be a martingale in R d or 2 . Then there exists a martingale {U t } in R 2 such that ||V t || = ||U t || a.s. and
Given the above result all that we must do to obtain a large deviation inequality for 2 -valued martingales is to demonstrate a variation of Azuma-Hoeffding inequality for a martingale in R 2 , which is elementary if we are not concerned with obtaining the best constants. See also (Steinwart and Christmann, 2008, Chapter 6) for examples of Hoeffding and Bernstein inequalities in Hilbert spaces.
we have for all δ > 0,
in R 2 such that,
i ), so that we have that {U
are clearly martingales and that,
0 | ≥ √ 2 + P |U , where the last line follows by the Hoeffding-Azuma inequality (e.g. Azuma, 1967) . The result then follows by theorem 11.
B The Karhunen-Loève theorem applied to a Gaussian process
We recall the Karhunen-Loève expansion of a Gaussian process (e.g. Wahba, 1990, page 5) . Consider a measure space (X , Σ, ρ) , where X is a compact metric space, Σ the Borel σ-algebra and ρ a finite Borel measure such that support(ρ) = X . Consider further any zero-mean Gaussian process {G x } x∈X on with continuous covariance K : X × X → R. Then by Mercer's theorem K has expansion,
⊂ L 2 (X , Σ, ν) are the eigenfunctions and {λ i } eigenvalues of the corresponding integral operator A K on L 2 (X , Σ, ρ) i.e. such that,
Then, G x has representation,
where V i are independent zero-mean Gaussian random variables with E[V 2 i ] = λ i . Convergence in (50) is in the quadratic mean (and so also in probability and distribution), and uniformly over X , i.e.,
as n → ∞. Note that the Gaussian process {G x } x∈X corresponds to a distribution on the function space L 2 (X , Σ, ρ), the support of which is in general much bigger than the RKHS H K whenever more than a finite number of the λ i are non-zero.
C Bayesian interpretation of exponential weights algorithms
Suppose that data S := {(x i , y i )} m i=1 is generated by a function h * : X → {−1, 1} observed with label noise β, meaning that P(y i = h * (x i )) = 1 − β and P(y i = h * (x i )) = β. For all h ∈ H let µ(h) represent the prior belief that h = h 
D Proofs
Proof of Lemma 9. Denote by K : X × X → R the empirical kernel formed on the sample S, and by K (i) : X × X → R the empirical kernel formed on the sample S (i) . Denote the "objectives", 
where on the l.h.s. we mean addition of sets (A+B := {a+b : a ∈ A, b ∈ B}). Recalling the additivity and non-negativity of Bregman divergences and that Now by noting that,
and by the α-admissibility assumption, . This proves the first inequality. The second follows in the same way but noting that, for i ≥ m, risk S (i) (h) = risk S (h) and so all terms related to the risk cancel.
