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vRÉSUMÉ
Avec l’importance du rôle que jouent les filtres optiques dans un grand nombre d’applications
technologiques vient naturellement la question de leurs résistances aux sollicitations méca-
niques. Les filtres optiques sont souvent utilisés en tant qu’antireflet déposés sur la majorité
des instruments d’optique, mais leur utilisation ne s’arrête pas là.
Les filtres optiques sont généralement formés de plusieurs couches de matériaux différents
(deux matériaux ou plus) avec des indices de réfraction différents déposés les uns sur les
autres. Il a été montré que pour une lumière à incidence normale, le meilleur filtre optique,
du point de vue de ses caractéristiques optiques, est celui avec la plus grande différence
d’indice de réfraction entre les matériaux des couches utilisées. Toutefois, pour une incidence
autre que normale, il arrive que le filtre optimal contienne des couches d’indice de réfraction
intermédiaire. Dans certains cas, des gradients d’indice de réfraction sont aussi utilisés.
Des techniques numériques sont généralement nécessaires à la conception de filtres optiques.
Plusieurs méthodes automatisées de synthèse et d’optimisation des caractéristiques optiques
des filtres existent. Par contre, très peu de logiciels sont disponibles pour optimiser les ca-
ractéristiques mécaniques des revêtements et il en existe encore moins pour les revêtements
minces utilisés en optique. En effet, la méthodologie généralement utilisée pour optimiser les
caractéristiques mécaniques des revêtements contient soit une étape expérimentale (dans la
majorité des cas) ou une étape de simulation numérique (parfois utilisée à des fins de diagnos-
tic). Dans ce mémoire je présente les résultats de mes recherches concernant l’automatisation
de l’optimisation des caractéristiques thermomécaniques des filtres optiques et je présente
un des diagnostics par simulation que j’ai effectués en collaboration avec nos partenaires
industriels au LaRFIS.
Mon objectif était d’avancer les travaux du LaRFIS sur l’optimisation automatisée des ca-
ractéristiques mécaniques des revêtements et d’avancer les connaissances sur des questions
dans les domaines d’applications spécifiques.
Il est prévu que mon travail sur l’optimisation automatisée des caractéristiques mécaniques
des revêtements soit implémenté dans la version 2.0 du logiciel gratuit à code source ouvert
OpenFilters fait au LaRFIS. OpenFiltres offre 4 méthodes de synthèse et d’optimisation :
Refine, Needles, Steps et Fourier Transform method. La méthode Refine optimise le design
approximatif initial de l’empilement fourni par l’utilisateur à l’aide d’algorithmes qui le modi-
fie afin de satisfaire les exigences sur les caractéristiques optiques spécifiques. Les trois autres
méthodes sont des méthodes de synthèse. Mes travaux en collaboration avec Stéphane La-
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rouche (créateur d’OpenFilters) ont entre autres permis l’implémentation de l’optimisation
des contraintes thermiques dans les interfaces entre les couches et a permis l’optimisation
des caractéristiques thermomécaniques des filtres optiques avec couche à indice de réfraction
intermédiaire, des filtres optiques présentant des mélanges de matériaux et des filtres rugates.
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ABSTRACT
With the important role that optical filters play in a large number of technological appli-
cations comes naturally the question of their resistance to mechanical solicitations. Optical
filters are abundantly used as anti-reflective coatings as they are deposited on the majority
of optical instruments, but their use is not limited to that.
Optical filters are generally made of several layers of different materials (two or more) with
different refractive indices deposited in a stack. It has been shown that for light at normal
incidence, the best optical filter, from the point of view of its optical characteristics, is the
one with the largest difference in the refractive index between the materials of the layers used.
However, for light with an incidence different from normal, the optimal filter may contain
layers of intermediate refractive index. In some cases, gradients in the refractive index are
also used.
Numerical techniques are generally required for the design of optical filters. There are several
automated methods to synthesize and optimize the optical characteristics of filters. On the
other hand, very few softwares exist to optimize the mechanical characteristics of coatings,
and even less for thin coatings used in optics. Indeed, the methodology generally used to
optimize the mechanical characteristics of coatings contains either an experimental step (in
most cases) or a numerical simulation step (sometimes used for diagnostic purposes). In
this thesis I present the results of my research on the automated optimization of the thermo-
mechanical characteristics of optical filters and I present one of the diagnostics by simulations
that I did in collaboration with the industrial partners of the Functional Coating and Surface
Engineering Laboratory (FCSEL).
My objective was to continue the earlier work of the FCSEL on the automated optimization
of mechanical characteristics of coatings and to advance this knowledge.
My work on the automated optimization of the mechanical characteristics of coatings will be
implemented in version 2.0 of OpenFilters - the open-source software developed at FCSEL.
OpenFiltres offers 4 methods of synthesis and optimization: Refine, Needles, Steps and the
Fourier Transform method. The Refine method optimizes the initial approximate design of
the stack provided by the user using algorithms that modify it to satisfy the requirements
on the optical characteristics specified by the user. The other three methods are related to
the of synthesis. My work in collaboration with Stéphane Larouche (creator of OpenFilters)
allowed the implementation of the optimization of thermal stresses at the interfaces between
the layers and allowed the optimization of the thermo-mechanical characteristics of the optical
viii
filters with layers of intermediate index of refraction, optical filters with mixtures of materials
as well as rugate filters.
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1CHAPITRE 1 INTRODUCTION
Le travail qui suit étant en grande partie de nature théorique, je me dois de justifier l’intérêt
d’étudier la contrainte dans les revêtements optiques à l’aide de formalismes analytiques (voir
chapitre 2 pour les notions de mécanique nécessaires à la compréhension de ce mémoire).
Tout d’abord, il y a plusieurs motifs possibles pour déposer des revêtements minces sur
des substrats épais. Les deux principales sont : l’amélioration de la performance mécanique
du substrat (par exemple, augmenter sa résistance aux égratignures) ou la modification des
propriétés optiques de celui-ci (par exemple, diminuer les réflexions). Ces deux fonctions
des couches minces sont souvent requises pour un même dispositif. Entre autres, on peut
souhaiter avoir une bonne résistance aux sollicitations mécaniques (par exemple l’érosion,
l’indentation ou les variations de température) afin d’assurer que les performances optiques
ne se détériorent pas (par exemple, empêcher un revêtement antireflet de s’éroder). Dans ce
cas, des compromis doivent nécessairement être faits entre la qualité optique et la résistance
mécanique.
Étant donné que tout mécanisme de dégradation mécanique des revêtements est causé par
la contrainte dans ceux-ci, l’intérêt d’étudier la contrainte dans les revêtements optiques est
justifié. L’intérêt pour les formalismes analytiques doit toutefois être justifié.
Plusieurs raisons, naissant directement de l’objectif de ce travail (section 1.3), expliquent le
choix de l’étude des formalismes analytiques. En effet, l’objectif de ce travail est d’ajouter la
possibilité d’optimiser la contrainte dans les différentes couches et dans les interfaces entre
les couches lors du design d’un filtre optique à l’aide de logiciel de design, par exemple,
OpenFilters développé au LaRFIS (voir section 1.2 pour plus d’information sur OpenFilters).
Il est donc nécessaire d’avoir une méthode rapide permettant de calculer la contrainte et
d’étudier l’effet de la variation de certains paramètres du filtre (par exemple, les indices de
réfraction et les épaisseurs des couches) sur cette contrainte. Une alternative serait d’effectuer
des simulations par éléments finis pour calculer la contrainte. Plusieurs simulations seraient
alors nécessaires afin d’étudier l’effet de la variation des paramètres du filtre sur la contrainte
qui nous intéresse. De plus, étant donné que nous sommes intéressés avant tous par les
filtres optiques, les couches constituant les revêtements que nous désirons optimiser seront
très minces par rapport à la taille du filtre optique. Des maillages très denses seraient alors
nécessaires ce qui augmenterait le temps de calcul. Par contre, lorsqu’on connait une équation
pour la contrainte que nous voulons minimiser, l’effet de la variation de certains paramètres
du filtre est donné par la dérivée de cette équation par rapport aux dits paramètres, ce
2qui nécessite beaucoup moins de temps de calcul que d’effectuer plusieurs simulations dans
lesquels les maillages sont très volumineux.
Notons que dans le texte ci-dessus, le terme "contrainte" est utilisé sans spécifier l’origine de
celle-ci. Dans le travail qui suit, une attention particulière sera portée à la contrainte méca-
nique due aux sollicitations thermiques et engendrée par les différences entre les coefficients
d’expansion thermique (CET). Les différentes contraintes étudiées dans ce document seront
introduites au chapitre 2.
1.1 Définitions
Quelques définitions seront nécessaires pour comprendre la suite de ce travail.
Filtre optique : Dispositif optique qui transmet ou réfléchit la lumière de façon sélective en
fonction de la longueur d’onde. Les filtres optiques dont ce mémoire traite sont ceux dits
de type interférentiel, signifiant que la transmission ou la réflexion sélective est obtenue
grâce à un phénomène d’interférence. Ce phénomène d’interférence est obtenu par le
dépôt de couches minces d’indices de réfraction différents sur un substrat transparent
créant ainsi des interfaces pouvant transmettre ou réfléchir la lumière. L’interférence
survient entre la lumière réfléchie par les interfaces et la lumière transmise.
Design d’un filtre optique : Conception d’un filtre optique. L’optimisation et la synthèse
sont différentes façons d’effectuer le design d’un filtre optique par rapport aux cibles
comme, par exemple, la transmission dans une gamme spectrale spécifique.
Synthèse d’un filtre optique : Conception d’un filtre optique sans aucun design initial.
Optimisation d’un filtre optique : Ajustement des paramètres d’un filtre optique afin
que ses caractéristiques respectent les spécifications.
Contrainte : Force par unité de surface présente dans un matériel lorsque celui-ci est soumis
à des sollicitations mécaniques. Voir la section 2.1 pour une définition mathématique
de la contrainte.
Contrainte intrinsèque : Contrainte présente dans les couches des filtres optiques à la
température de dépôt résultant de la méthode de fabrication.
Déformation : Variation de dimension relative dans un matériel lorsque celui-ci est soumis
à des sollicitations mécaniques. Voir la section 2.1 pour une définition mathématique
de la déformation.
Déformation intrinsèque : Déformation présente dans les couches des filtres optiques à
la température de dépôt résultant de la méthode de fabrication.
3Paramètre de mélange : Le paramètre de mélange d’un mélange de matériaux corres-
pond à un paramètre indiquant, par exemple, le rapport de concentration entre deux
matériaux constituant le mélange. Son échelle peut être fixée de plusieurs façons dépen-
damment de l’information accessible concernant le mélange lors du dépôt. Par exemple,
pour un matériau hybride, comme le SiOCH, le flux de précurseur pourrait être utilisé
comme paramètre de mélange. L’idée de ce paramètre est de situer un mélange donné
par rapport à un autre. On associe alors, pour chaque valeur du paramètre de mélange,
une seule valeur pour chacune de ses propriétés optiques (exemple, indice de réfraction,
coefficient d’extinction) et chacune de ses propriétés mécaniques (exemple, module de
Young, coefficient de Poisson, etc.).
Simulation et modélisation : Les termes simulation et modélisation sont souvent utilisés
à tort comme des synonymes. Les deux termes réfèrent à des processus intellectuels
bel et bien reliés, mais différents l’un de l’autre. La modélisation est le processus par
lequel un modèle mathématique d’une situation physique est développé. Une fois le mo-
dèle mathématique construit, des simulations peuvent être effectuées. Les simulations
sont donc les procédures utilisées pour résoudre (obtenir des solutions particulières) les
équations obtenues lors de la modélisation. Il arrive souvent que les équations obtenues
lors de la modélisation ne permettent pas d’obtenir des conclusions satisfaisantes pour
un système donné. Par exemple, lorsqu’un modèle mène à des équations aux dérivées
partielles ne possédant pas de solution analytique connue. Dans ce cas, il sera pertinent
d’effectuer des simulations numériques.
Les deux processus, modélisation et simulation, présentent un défi en soi. La modéli-
sation nécessite une très bonne connaissance de la physique du système. En effet, tout
modèle est en fait une idéalisation du système étudié [3]. Ainsi, certains aspects du
système sont négligés afin de recueillir de l’information sur les aspects importants du
système. Une bonne connaissance de la physique du système étudié assure qu’aucun
aspect important de celui-ci n’est négligé. Les simulations numériques quant à elles,
nécessitent de bonnes connaissances des différentes techniques numériques afin de s’as-
surer que la méthode utilisée constitue un bon compromis entre précision et rapidité.
En somme, afin de performer une bonne simulation numérique il est important de s’as-
surer que le modèle est approprié [4]. Richard P. Feynman exprime bien les risques liés
aux simulations : ”You know the danger of computers, it’s called GIGO : garbage in,
garbage out !” [5].
41.2 Contexte
Les filtres optiques comme les antireflets sont utilisés depuis les années 1930. En effet, la
recherche et le développement des filtres optiques ont été subventionnés par plusieurs secteurs
industriels au cours des dernières années. Durant les années 1990, la recherche sur les filtres
optiques était principalement subventionnée par l’industrie des télécommunications. Avec les
années, de nouveaux secteurs industriels ont vu l’intérêt d’investir dans cette technologie.
Par exemple, au LaRFIS où j’ai réalisé ma maitrise, au moment d’écrire ce mémoire, quatre
de nos sept partenaires industriels de la CIM-RIS sont des compagnies liées aux revêtements
optiques, spécifiquement visant des applications comme l’optique ophtalmique, les verres
architecturaux et les communications.
Comme il sera expliqué dans la section 2.1.3, il existe différentes façons de résoudre les
équations de la mécanique des milieux continus et le choix de la méthode utilisée dépend à
la fois du contexte (industriel ou de recherche) et des résultats qui nous sont nécessaires.
Avec l’amélioration des connaissances et des techniques de production des filtres optiques, les
exigences de fonctionnalités de ces revêtements ont elles aussi subi une inflation. Par exemple,
les compagnies ophtalmiques ont désormais des exigences de résistance aux sollicitations
mécaniques presque aussi strictes que leurs exigences optiques sur leurs produits, parfois
même plus strictes. Ainsi, il est dorénavant nécessaire de considérer des fonctions comme la
résistance aux sollicitations mécaniques des revêtements lors du design de ceux-ci.
Les activités du LARFIS sur l’optimisation automatisée des fonctions des revêtements ont
commencé avec les travaux de Stéphane Larouche qui programma le logiciel OpenFilters
pour le design des filtres optiques lors de son doctorat [6]. Ensuite, Marie-Maude de Denus-
Baillargeon ajouta un module, à OpenFilters, permettant de prendre en compte la courbure
causée par des sollicitations thermiques lors de l’optimisation (par la méthode «refinement»
et «needle») du design de filtres optiques constitués de couches dont l’indice de réfraction est
constant et sans couche à indice intermédiaire pour des applications astronomiques.
Lors de ma maitrise, j’ai effectué des travaux sur l’optimisation et la synthèse de design
en tenant compte des cibles optiques et mécaniques. La possibilité d’optimiser la contrainte
parallèle dans les couches causée par des sollicitations thermiques (ce qui revient à optimiser
la courbure) pour des filtres optiques constitués de couches dont l’indice de réfraction n’est
pas constant dans le sens de la profondeur et où les couches à indice intermédiaire sont
possibles a été ajoutée au logiciel OpenFilters. Ceci permet alors d’utiliser les méthodes Step
et Needle pour la synthèse des filtres optiques avec réponse thermomécanique optimisée.
La possibilité d’optimiser la contrainte dans les interfaces entre les couches (donc la contrainte
5de cisaillement et la contrainte de pelage, comme introduit à la section 2.2) causée par des
sollicitations thermiques a aussi été ajoutée. Ces deux nouvelles possibilités de OpenFilters
peuvent maintenant être incluses dans la nouvelle version du logiciel.
1.3 Objectifs
Le thème de ce mémoire est motivé par les besoins dans le domaine des revêtements utilisés
dans l’industrie de l’optique, spécifiquement :
(i) comprendre et visualiser les distributions de contraintes dans les empilements pour des
raisons de diagnostic ;
(ii) automatiser le processus d’optimisation de la résistance des revêtements optiques à des
sollicitations (thermo)mécaniques.
L’objectif spécifique de ce mémoire est donc fondé sur ces besoins et se résume comme suit :
développer un outil permettant l’optimisation et la synthèse de designs de filtres optiques en
tenant compte des cibles optiques ainsi que des cibles thermomécaniques.
1.4 Organisation du mémoire
Au chapitre 2, je présente les bases théoriques relatives à la mécanique des milieux continus
et nécessaires à la compréhension du reste de ce mémoire. J’y présente aussi le formalisme
de Suhir pour la contrainte (contrainte de cisaillement et de pelage) dans les interfaces entre
les couches des filtres optiques et j’y décris la représentation des caractéristiques optiques
ainsi que l’optimisation dans OpenFilters. L’implémentation, dans OpenFilters, du calcul
des contraintes par le formalisme de Suhir, est finalement vérifiée en comparant les valeurs
obtenues aux valeurs reportées dans la littérature.
Le formalisme de Suhir est ensuite utilisé au chapitre 3 à des fins de diagnostic. Le but ici
est de montrer comment utiliser ce formalisme afin d’obtenir des valeurs approximatives des
contraintes aux interfaces entre les couches d’un filtre. Ces valeurs approximatives peuvent par
la suite être utilisées pour supporter une conclusion concernant des données expérimentales.
Les conclusions que le formalisme de Suhir nous permet de supporter à propos d’un exemple
de résultats expérimentaux sur la stabilité thermique des filtres hybridés y sont présentées.
Dans le chapitre 4, je présente les nouveaux résultats ayant permis d’implémenter l’optimisa-
tion et la synthèse de filtres optiques avec des cibles sur les caractéristiques thermomécaniques
dans OpenFilters. Quelques exemples de designs de filtres optiques créés avec ces nouvelles
fonctionnalités d’OpenFilters sont ensuite donnés.
6Finalement, au chapitre 5 je fais une synthèse des principaux résultats de ce mémoire et
j’y présente quelques avenues possibles pour la continuité des travaux liés au domaine de
l’optimisation automatisée des propriétés mécaniques des filtres optiques. Les limitations de
la solution proposée sont aussi discutées.
7CHAPITRE 2 REVUE DE LITTÉRATURE ET FORMALISME
MATHÉMATIQUE
Les sections qui suivent introduisent les différents concepts et notions qui seront nécessaires
pour comprendre le travail de ce mémoire. Il ne s’agit pas d’une encyclopédie ou d’une revue
de littérature exhaustive, mais nous nous référerons aux publications les plus pertinentes.
Quelques notions importantes de la mécanique des milieux continus seront d’abord introduites
afin d’établir les bases du travail et d’éviter toute confusion. Plusieurs ouvrages traitant de
ce sujet sont disponibles. Par exemple, je me suis inspiré, entre autres, de [3, 7–10].
Le formalisme de Suhir pour la contrainte thermique dans les revêtements est par la suite
introduit dans la section 2.2. Ce formalisme est celui qui sera utilisé pour calculer la contrainte
thermique lors de l’optimisation.
Quelques notions concernant la représentation des caractéristiques optiques et l’optimisation
dans OpenFilters seront finalement présentées.
2.1 Mécanique des milieux continus
La mécanique des milieux continus est l’étude des corps déformables. Comme son nom l’in-
dique, les matériaux y sont représentés par des distributions continues de masse sans tenir
compte des effets moléculaires et atomiques. Nous le verrons dans ce qui suit, les modèles de
mécanique des milieux continus de forme close (aussi appelé modèle analytique) sont obtenus
en utilisant la conservation du moment linéaire et angulaire, les conditions de compatibilité
ainsi que des équations constitutives des matériaux.
2.1.1 Déformation
Tous corps déformables soumis à une force subiront une déformation et donc la majorité
des points de ce corps seront déplacés. Un point arbitraire A avec un vecteur position Ar =
(Ax1, Ax2, Ax3) avant la déformation sera déplacé à une position ayant un vecteur position
Ar′ = (Ax′1, Ax′2, Ax′3) après la déformation (voir la figure 2.1). Le déplacement de ce point
causé par la déformation est donc Au(Ar) = Ar′ − Ar, ou exprimé en notation indicielle :
Aui = Ax′i − Axi =⇒ Ax′i = Aui + Axi. (2.1)
8Figure 2.1 Convention utilisée pour exprimer une déformation dans un corps déformable.
Notons que Au(Ar) est une fonction de Ar = Axi puisque Ar′ est nécessairement une fonction
de Ar afin de s’assurer qu’aucun point n’est créé ni supprimé durant la déformation. Donc
un champ vectoriel de déplacement Au(Ar) valide pour tous points arbitraires Ar d’un corps
déformable détermine entièrement une déformation.
Considérons maintenant la figure 2.1 où dx = dxi (en utilisant la convention de sommation
d’Einstein) est le vecteur position entre deux points A et B. On suppose que A et B sont
très près l’un de l’autre. Après une déformation, le vecteur position entre ces points sera
dx′i = dxi + dui. On a alors :
dx2i = dx21 + dx22 + dx23 =: dl2 (2.2)
dx′2i = (dxi + dui)2 =: dl′2, (2.3)
où dl et dl′ sont les distances entre les points A et B avant et après la déformation respective-
ment. Si l’on développe l’équation 2.3 on obtient dl′2 = dl2 + 2dxidui +du2i et après quelques
minutes de contemplation on réalise qu’il est possible de réécrire cette équation comme suit
[9] (voir l’annexe A) :
dl′2 = dl2 + 2ikdxidxk, (2.4)



























=: Hik(x) est parfois appelé le champ tensoriel de gradient de déplacement.
On peut donc interpréter le champ tensoriel de déformation finie comme étant le changement
infinitésimal de longueur d’un élément de longueur lors d’une déformation. Notons que le
champ tensoriel de déformation finie est symétrique puisque uik = uki, ce qui implique que
pour tous points d’un corps déformable il est possible de choisir un référentiel (c’est-à-dire
un système d’axes) dans lequel uniquement les composantes diagonales ne sont pas nulles.
Un tel système d’axes (en général différent d’un point à l’autre d’un corps) est appelé un
système d’axes principaux et les composantes non nulles du champ tensoriel de déformation
finie dans ce système d’axes sont appelées les valeurs propres (ou valeurs principales).
Pour de petites déformations, il est commun d’approximer que le troisième terme de la
définition du champ tensoriel de déformation finie (équation 2.5) est négligeable puisqu’il est
du second ordre. Pour éviter la confusion, le champ tensoriel de déformation pour de petites
déformations sera simplement appelé champ tensoriel de déformation (par contraste avec
champ tensoriel de déformation finie). Ainsi, pour une petite déformation le champ tensoriel

















= 12(Hik(x) +Hki(x)). (2.6)
État de déformation plane
Une simplification du champ tensoriel de déformation, dans les empilements de couches
minces, souvent utilisée dans la littérature est de considérer un état plan de déformation
plutôt qu’une déformation tridimensionnelle [11, 12].
1. Notons que le champ tensoriel de déformation correspond à la partie symétrique du gradient vectoriel
du champ vectoriel de déplacement, c’est-à-dire ε = ∇su. Par opposition, le champ tensoriel de rotation
(infinitésimal) correspond à la partie antisymétrique du gradient vectoriel du champ vectoriel de déplacement,



















On a donc un champ tensoriel de déformation comme suit :
εik(x) =

ε11(x1, x2) ε12(x1, x2) 0




Tous points d’un corps non déformé sont dans un état d’équilibre mécanique, c’est-à-dire
que la somme des forces agissant sur un point arbitraire de ce corps est nulle. Lorsque
le corps est déformé, cet équilibre est brisé. Des forces internes surviennent alors, tendant à
retrouver l’équilibre initial du corps. Ces forces internes proviennent des particules (molécules
ou atomes) formant le corps et elles agissent sur une très petite distance [9].
La contrainte est souvent utilisée comme un vecteur dans le langage courant. On dit souvent
que la contrainte à l’intérieur d’un corps correspond à un vecteur de force par unités de
surface à un point et une surface donnés (mêmes unités que la pression). Il est important de
mentionner qu’il s’agit en fait du vecteur de contrainte (aussi appeler vecteur de traction et
à différencier du tenseur de contrainte) qui correspond à un vecteur de force par unités de
surface à un point donnée. Or à tous points d’un corps tridimensionnel, plusieurs surfaces
(une infinité de surfaces pour chaque point) peuvent être utilisées pour calculer le vecteur de
contrainte. Ainsi, toutes valeurs du vecteur de contrainte à un point arbitraire, x, à l’intérieur
d’un corps tridimensionnel doivent être accompagnées des coordonnées du vecteur unitaire,
n, orthogonal à l’élément de surface choisi pour le calcul de celle-ci.
On définit généralement le champ vectoriel de contrainte t(x,n) pour un élément de surface








où dF est la force résultante agissant sur l’élément de surface dA. Le champ vectoriel de
contrainte possède alors deux projections par rapport au plan avec le vecteur orthogonal n.
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Celle-ci sont :
t(x,n) = tn(x,n) · n+ tt(x,n), (2.10)
où tn(x,n) est le champ de contrainte normale et tt(x,n) est le champ vectoriel de contrainte
de cisaillement (ou champ vectoriel de contrainte parallèle au plan avec le vecteur orthogonal
n).
L’utilité de t(x,n) sera clarifiée dans ce qui suit.
Considérons le tétraèdre de la figure 2.2 où les vecteurs n1, n2, n3 et n correspondent aux
quatre vecteurs unitaires orthogonaux pour chacune des faces triangulaires. On cherche à
écrire une équation du mouvement pour un tel tétraèdre infinitésimal.
La position du point central de la face avec le vecteur orthogonal n peut alors s’exprimer :
x = x1n1 + x2n2 + x3n3. (2.11)
De plus, les positions des points centraux des faces avec les vecteurs orthogonaux n1, n2 et
n3 peuvent quant à eux s’exprimer comme :
1x = x2n2 + x3n3
2x = x1n1 + x3n3
3x = x1n1 + x2n2
, (2.12)
respectivement. Si l’aire de la face triangulaire avec le vecteur orthogonal n = n1n1 +n2n2 +
n3n3 = nini est dA, alors celle des trois autres faces peut s’écrire :
dAi = ni · ndA = nidA. (2.13)
Supposons maintenant que ce tétraèdre ressent une force volumétrique au point x corres-
pondant à dF = f(x)dV . La force totale ressentie par ce tétraèdre est alors la somme des
vecteurs de traction pour chacune des faces triangulaires, plus la force volumétrique f(x)dV .
Si a est l’accélération et ρ est la densité de masse du tétraèdre, alors l’équation du mouvement
pour celui-ci est :
aρdV = f(x)dV + t(x,n)dA+ t(1x,−n1)dA1 + t(2x,−n2)dA2 + t(3x,−n3)dA3
= f(x)dV + t(x,n)dA+ t(1x,−n1)n1dA+ t(2x,−n2)n2dA+ t(3x,−n3)n3dA
=⇒ aρdVdA = f(x)
dV
dA + t(x,n) + t(
1x,−n1)n1 + t(2x,−n2)n2 + t(3x,−n3)n3
(2.14)
12
Figure 2.2 Tétraèdre infinitésimal de masse ρdV .
et lorsque dA→ 0 on a dVdA → 0 et ix→ x. Ainsi l’équation du mouvement est :
t(x,n) = −t(x,−n1)n1 − t(x,−n2)n2 − t(x,−n3)n3. (2.15)
En utilisant le fait que −t(x,−ni) = t(x,ni), on peut réécrire l’équation 2.15 sous forme















t(x,n) = σ(x, [n1,n2,n3]) · n
ti(x,n) = σji(x,ni) · nj
. (2.16)
La matrice dans l’équation 2.16 est en fait un champ tensoriel d’ordre deux qui ne dépend
que de x et de la base choisie [n1,n2,n3] et qu’on appelle le champ tensoriel de contrainte.
Donc le champ tensoriel de contrainte permet d’obtenir le champ vectoriel de contrainte t sur
un élément de surface perpendiculaire à n (n étant arbitraire) à une position donnée x [7].
Ainsi pour reporter correctement une valeur de vecteur de contrainte en 3D il est nécessaire
de définir la base (par exemple la base principale, la base de cisaillement, la base normale)
et le plan ayant n comme vecteur orthogonal (par exemple le plan maximisant la contrainte
principale, le plan XY, le plan perpendiculaire à l’axe des X).
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Il est possible de montrer que la conservation du moment angulaire implique que le champ
tensoriel de contrainte est symétrique, c’est-à-dire σij = σji et donc que le champ tensoriel de
contrainte possède uniquement six composantes indépendantes. Ainsi, l’état de contrainte en
un point donné x est entièrement déterminé par les valeurs des six composantes indépendantes
du champ tensoriel de contrainte en ce point x.
On peut aussi montrer que la conservation du moment linéaire implique [9] :




Notons finalement que l’on appelle les composantes de σij avec i 6= j les composantes de
cisaillement et les composantes avec i = j les composantes normales. De plus, si on réécrit






t1(x,n1)n1 + t1(x,n2)n2 + t1(x,n3)n3
t2(x,n1)n1 + t2(x,n2)n2 + t2(x,n3)n3
t3(x,n1)n1 + t3(x,n2)n2 + t3(x,n3)n3
 (2.18)
et qu’on l’insère dans l’équation 2.16, on constate que les composantes de σij avec i = j
donnent les composantes normales au plan orthogonal à n du champ vectoriel de contrainte
et que les composantes de σij avec i 6= j donne les composantes tangentielles.
Une base principale est une base [n1,n2,n3] pour laquelle σji(x,ni) = 0 ∀ {j, i|j 6= i}.
Autrement dit, la base principale est une base dans laquelle les composantes de cisaillement
du champ tensoriel de contrainte sont nulles.
Une base de cisaillement est une base pour laquelle σii(x,ni) = 0. Autrement dit, la base
de cisaillement est une base dans laquelle les composantes normales du champ tensoriel de
contrainte sont nulles.
2.1.3 Équations de la mécanique des milieux continus
Comme mentionné précédemment, les équations permettant d’avoir un modèle de mécanique
des milieux continus de forme close sont obtenues en utilisant la conservation du moment
linéaire et angulaire, les conditions de compatibilité ainsi que des équations constitutives des
matériaux. Ces équations seront introduites dans ce qui suit.
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Conditions de compatibilité







(équation 2.6), nous donne les six composantes de celui-ci en fonction des dérivées des com-
posantes du champ vectoriel de déplacement. Donc, si l’on connait le champ vectoriel de
déplacement u(x) = u1(x)xˆ1 + u2(x)xˆ2 + u3(x)xˆ3, alors on peut facilement calculer le ten-
seur de déformation. Par contre, si l’on connait le tenseur de déformation plusieurs champs
vectoriels de déplacement peuvent être associés à ce tenseur. Notons que dans ce cas nous
avons six équations (une pour chaque composante du tenseur de déformation) et seulement
trois inconnues (les trois composantes du champ vectorielles de déplacement).
On définit alors un champ tensoriel de déformation, ε, comme étant compatible s’il existe un
champ vectoriel de déplacement, u, unique et continue respectant ε = ∇su.
Il est possible de montrer (voir [7]) que pour un domaine simplement connexe, si le champ
tensoriel de déformation satisfait :
∇× ε×∇ = 0 (2.19)
alors le ε est compatible 2. L’équation 2.19 est appelée la condition de compatibilité de la
déformation.
Relations constitutives
La relation constitutive du matériau dont le corps étudié est fait est la dernière équation
nécessaire afin de modéliser un corps déformable. Elle correspond à une équation qui relie la
déformation à une sollicitation en se basant sur quelques suppositions mécaniques ou thermo-
dynamiques. Il existe plusieurs types de relations constitutives et celles-ci nous permettent
de classer les matériaux, par exemple, comme étant élastiques, plastiques, viscoplastiques,
viscoélastiques, etc. Dans le cadre de ce travail, nous serons intéressés par les comportements
2. Rappelons que le rotationnel d’un champ tensoriel T est aussi un champ tensoriel tel que :









+ i12 ∂T2p∂x1 + i13
∂T3p
∂x1




















+1 si (i, j, k) est (1, 2, 3), (2, 3, 1), ou (3, 1, 2),
−1 si (i, j, k) est (3, 2, 1), (1, 3, 2), ou (2, 1, 3),
0 si i = j, j = k, ou k = i
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élastiques des matériaux puisque les déformations non élastiques ont généralement des ef-
fets irréversibles sur les caractéristiques optiques et sont donc à éviter à tout prix. Étant
donné que les déformations non élastiques surviennent lorsque la déformation élastique ou la
contrainte dans un matériau dépassent une certaine valeur critique, une étude élastique des
matériaux suffira.
Élasticité linéaire
S’il existe une fonction injective permettant d’obtenir la déformation à partir de la contrainte,
alors le matériau est dit élastique et ladite fonction correspond à la relation constitutive du
matériel. Pour la majorité des matériaux rigides, cette fonction semble être linéaire. Ainsi
on a en général que le champ tensoriel de contrainte peut être exprimé comme le produit
scalaire tensoriel d’un champ tensoriel de raideur C (d’ordre quatre) et du champ tensoriel
de déformation :
σ = C : ε. (2.21)
Puisqu’il s’agit d’une relation linéaire on peut aussi affirmer qu’il existe un champ vectoriel
S tel que ε = S : σ. Notons que l’équation 2.21 est l’équivalent tridimensionnel de la loi de
Hooke exprimant la force en fonction de la déformation d’un ressort.
Il est possible de montrer que, puisque le champ tensoriel de raideur doit respecter les symé-
tries majeures etmineures, et puisque σ et ε sont tous deux symétriques, le nombre de compo-
santes indépendantes de C est de 21 (un tenseur d’ordre quatre possède 81 composantes)[7].
Élasticité linéaire isotrope
Un matériau isotrope est un matériau dans lequel les propriétés mécaniques (et thermody-
namiques) sont les mêmes à tous points et dans toute direction.
On peut montrer que pour un matériau isotrope les axes principaux du champ tensoriel de la
contrainte correspondent à ceux du champ tensoriel de la déformation et donc que la relation
constitutive pour un système d’axes arbitraires est :
σ = λtr(ε)I + 2µε
σij = λεkkδij + 2µεij,
(2.22)
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où λ et µ sont les paramètres de Lamé. Similairement on a :









Les tenseurs C et S sont alors :
Cijkl = λδijδkl + 2µδikδjl et Sijkl = − λ2µ(3λ+ 2µ)δijδkl +
1
2µδikδjl. (2.24)
Les paramètres de Lamé sont reliés au module de Young, E, et au coefficient de Poisson, ν,
par les équations suivantes :
E = µ(2λ+ 2µ)
λ+ µ (2.25)
ν = λ2(λ+ µ) . (2.26)
Le module de Young et le coefficient de Poisson sont plus souvent utilisés pour définir la
relation constitutive d’un matériau, car ils peuvent être déterminés expérimentalement. Les
relations constitutives 2.22 et 2.23 peuvent être réécrites en utilisant le module de Young et
le coefficient de Poisson plutôt que les paramètres de Lamé :
σij =
Eν
(1 + ν)(1− 2ν)εkkδij +
E







Maintenant, si l’on combine les trois équations qui gouvernent notre matériau, c’est-à-dire






























∂t2 = 0 (c’est-à-dire pour le cas élastostatique), on obtient la formulation de
Navier. L’équation ci-dessus, qui est en fait trois équations, constitue un système complet
d’équations différentielles. Donc, pour un champ vectoriel de force volumique f et des condi-
tions aux bords données il est possible de trouver le champ vectoriel de déplacement u.
Il est aussi possible d’obtenir un système d’équations de forme close pour la contrainte. Par
exemple, l’équivalent de l’équation de compatibilité pour la contrainte dans le cas élastosta-
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tique est l’équation de Baltrami-Michell :










σkk + ν1−ν δij
∂
∂xk





qui avec l’équation d’équilibre statique ∆ · σ + f = 0 constitue un système d’équations
différentielles complet pour le champ tensoriel de contrainte.
État de déformation plane
Un état plan de déformation, dans le plan XY, n’implique pas nécessairement que le champ
vectoriel de contrainte restera dans le plan XY. Pour un matériau isotrope linéairement
élastique, le champ tensoriel de contrainte dans celui-ci sera de la forme suivante :
σji(x) =

σ11(x1, x2) σ12(x1, x2) 0
σ21(x1, x2) σ22(x1, x2) 0
0 0 σ33(x1, x2)
 . (2.31)
Il est possible d’exprimer les composantes du champ tensoriel de contrainte en fonction des
valeurs du champ tensoriel de déformation. On obtient [8] :
σ11(x1, x2) = λ(ε11(x1, x2) + ε12(x1, x2)) + 2µε11(x1, x2)
= Eν(1 + ν)(1− 2ν)(ε11(x1, x2) + ε12(x1, x2)) +
E
1 + ν ε11(x1, x2)
σ22(x1, x2) = λ(ε11(x1, x2) + ε12(x1, x2)) + 2µε22(x1, x2)
= Eν(1 + ν)(1− 2ν)(ε11(x1, x2) + ε12(x1, x2)) +
E
1 + ν ε22(x1, x2)
σ33(x1, x2) = λ(ε11(x1, x2) + ε12(x1, x2))
= Eν(1 + ν)(1− 2ν)(ε11(x1, x2) + ε12(x1, x2))
σ12(x1, x2) = 2µε12(x1, x2)
= E1 + ν ε12(x1, x2).
(2.32)
Solutions des équations de la mécanique des milieux continus
Il existe plusieurs façons de résoudre les équations 2.30 et 2.29. Pour certains cas spécifiques,
une approche analytique est possible. Il existe certains cas où une approche analytique est
impossible ou simplement non nécessaire. Dans ces cas une approximation numérique est
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souvent utilisée 3.
Il est important de noter que l’approche choisie pour résoudre ces équations dépend majori-
tairement des besoins spécifiques que nous avons. Par exemple très souvent dans l’industrie
certaines valeurs des composantes du champ vectoriel de contrainte ou de déformation pour
une situation spécifique sont nécessaires. Il arrive qu’une solution analytique existe pour la
situation spécifique considérée, mais que celle-ci soit difficile à utiliser (dû à sa complexité
par exemple) et donc une solution approximative numérique sera préférée. La raison n’est
pas nécessairement que le formalisme pour les solutions approximatives numériques est plus
simple, mais plutôt que plus d’outils existent pour faciliter leurs utilisations. Je pense, par
exemple, à des logiciels extrêmement complexes comme ANSYS ou LS-Dyna qui comprennent
énormément de documentation et d’outils pour faciliter leur utilisation.
Une autre raison expliquant pourquoi l’industrie opte souvent pour des solutions numériques
plutôt qu’analytiques est que les solutions numériques, par exemple les éléments finis, peuvent
s’utiliser pour plusieurs problèmes différents. En fait, on parle souvent de méthode par élé-
ments finis, car il s’agit en réalité plus d’une méthode pour obtenir des solutions approxima-
tives que d’une solution à un problème spécifique. Par opposition, une solution analytique à
un problème spécifique est généralement difficile à transférer à un autre problème.
La théorie derrière la méthode des éléments finis ne sera pas introduite dans ce mémoire
puisqu’il ne s’agit pas du sujet principal de celui-ci. Le lecteur intéressé peut se référer aux
ouvrages suivant [13–16].
Il y a toutefois quelques raisons pour lesquelles une solution analytique approximative pour-
rait être préférée à une solution numérique approximative. En général, une solution analy-
tique nous permet de comprendre plus facilement et plus rapidement les relations entre les
paramètres physiques impliqués dans le phénomène étudié. Les solutions analytiques sont
donc très pédagogiques. Ceci est dû en partie au fait que, comme mentionnée plus haut,
une solution analytique est plus générale qu’une solution numérique qui doit être effectuée
pour chaque valeur des paramètres physiques qui nous intéressent. Les solutions analytiques
nous permettent en fait de déterminer plus facilement des tendances entre les paramètres
physiques que les solutions numériques, car une simple analyse des équations constituant la
solution est nécessaire alors que plusieurs simulations numériques avec des valeurs initiales
différentes sont nécessaires pour arriver aux mêmes déductions de façon numérique.
Cependant, la principale raison expliquant le choix d’une approche analytique dans ce travail
3. Notons que toute méthode numérique utilisée pour résoudre un problème de mécanique des milieux
continue est une approximation puisque dans chacune d’elle il est nécessaire d’échantillonner un milieu
continu.
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est le fait qu’une optimisation devait être effectuée. Une approche numérique par éléments
finis aurait pu être utilisée, mais aurait nécessité beaucoup trop de puissance et de temps de
calcul. Le but étant de fournir un logiciel pouvant être utilisé sur un ordinateur personnel,
une approche par éléments finis était, au moment d’écrire ce mémoire, impossible, car celle-ci
nécessiterait un superordinateur pour obtenir des temps de calcul acceptables pour une étape
d’une boucle d’optimisation.
2.2 Contrainte thermique
Il existe plusieurs solutions de forme close pour la contrainte dans les empilements multi-
couches. Les contraintes thermiques dans les poutres et les plaques multicouches ont été
le sujet de beaucoup d’études [17–28]. Plusieurs études existent aussi sur les méthodes ap-
proximatives de prédiction de la contrainte dans les interfaces causée par des sollicitations
thermiques et mécaniques [12, 28–48]
Le formalisme analytique de la contrainte thermique pour les structures hétéroépitaxiales qui
sera présenté ici a tout d’abord été développé dans le contexte des thermostats à jonction
métallique pour ensuite être adapté au cas plus général de la fabrication de dispositifs semi-
conducteurs utilisés en microélectronique [40, 42, 49]. Il s’agit toutefois d’un formalisme très
général comme nous le verrons. Il est donc tout aussi applicable pour les revêtements utilisés
en optique. Voir la section 5.2 pour des détails sur les limitations du formalisme de Suhir.
2.2.1 Formalisme de Suhir pour les monocouches
Le formalisme de Suhir pour la contrainte thermique à l’interface entre une monocouche et un
substrat (voir figure 2.3 pour la notation utilisée) repose sur l’expression pour le déplacement
longitudinal (en une dimension) de la couche uc(x) et du substrat us(x) à l’interface (c’est-
à-dire infiniment près de l’interface) lorsque ceux-ci sont soumis à une augmentation de
température uniforme ∆T par rapport à leur état sans contrainte. L’idée est de représenter
ces déplacements longitudinaux comme étant le résultat de trois contributions différentes.
Les trois contributions sont :
1. Le déplacement dû à l’expansion thermique libre, ulibrei (x) = αi∆Tx avec i = s, c pour
le substrat et la couche respectivement ;




R(ξ) avec i = s, c et où R est le
rayon de courbure 4 ;
4. ucourburei (x) est obtenue à l’aide de la formule pour la longeur d’un segment de courbe paramétrée.
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Q(ξ)dξ−κiq(x) avec i = s, c,
où q(x) est la force de cisaillement par unités surfaciques de longueur à l’interface (c’est-
à-dire la contrainte de cisaillement à l’interface), Q(x) =
x∫
−l
q(ξ)dξ est la force ressentie
par la section transversale située à x (c’est-à-dire la force axiale par unité de longueur)
et κi est le coefficient d’accommodation de l’interface et sera discuté ci-dessous.
Figure 2.3 Une couche (indice c) sur un substrat épais (indice s).
L’équation pour le déplacement dû au cisaillement est beaucoup moins intuitive que les deux
autres. On voit tout d’abord que uCisaillementi (x) est composé de deux termes. Le premier











dξ, correspond au déplacement dû aux forces
de cisaillement si celles-ci sont distribuées de façon uniforme dans le sens de l’épaisseur (dans
le sens des y) et si aucun déplacement n’a lieu dans le sens de la profondeur 5.
Puisque les forces de cisaillements ne sont pas nécessairement distribuées de façon uniforme,
un deuxième terme est nécessaire. Ce terme correspond à la correction pour la non-uniformité
5. L’hypothèse qu’aucun déplacement n’a lieu dans le sens de la profondeur reviens à considérer un étant
plan de contrainte ce qui est très commun dans la littérature [11, 12].
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de la distribution des forces et est obtenu en avançant l’hypothèse que cette correction dé-
pend uniquement de la force de cisaillement dans la section transversale considérée et est
proportionnelle à cette force.
Ainsi, si l’on assume, sans perte de généralité, que ∆T > 0 et que αc < αs, alors le déplace-















 dξ + κcq(x)












 dξ − κsq(x).
(2.33)
Coefficient d’accommodation de l’interface κ
L’équation pour le coefficient d’accommodation de l’interface, κ, est obtenue en considérant
une languette longue et étroite (voir la figure 2.4) soumise à une contrainte de cisaillement




ζnγn sin ζnx, (2.34)





τ0(x) sin ζnx dx. Le déplacement en fonction de la position en x






γn [(3− ν − (1 + ν)ζnt cotanh ζnt) cotanh ζnt+ (1 + ν)ζnt] sin ζnx.
(2.35)
Pour une telle languette soumise à une contrainte de cisaillement τ0(x) le déplacement trans-
versal vient uniquement de ucisaillement(x) et donc on s’attend à ce que u0(x) satisfasse aussi
l’équation suivante :








 dξ + κq(x). (2.36)
Puisque q(x) = bτ0(x) implique que q(x) = b
∞∑
n=0












ζnγn sin ζnx. (2.37)
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Figure 2.4 Languette étroite avec un module de Young E et un coefficient de Poisson ν.

















< 0.2 on a que cotanh ζnt ≈ 1ζnt + ζnt3 et que K(ζn) ≈ 23(1 + ν)ζnt. Le coefficient d’ac-
commodation de l’interface κ s’écrit alors :





En utilisant le fait que pour que le champ vectoriel de déplacement soit compatible, celui-ci



















où κ = b(κc+κs) = 2(1+νc)tc3Ec +
2(1+νs)ts
3Es , t = tc+ ts, ∆α = αc−αs, K(x) = 1R(x) est la courbure
et ∆T = Tdépôt− T est le différentiel de température entre la température de dépôt Tdépôt et
la température ambiante.
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où Mc(x) = bDcR(x) , Ms(x) =
bDs
R(x) sont les moments fléchissants et Dc =
Ect3c
12(1−ν2c ) , Ds =
Est3s
12(1−ν2s )
sont les rigidités flexionnelles. En posant D = Dc + Ds, on peut réécrire l’équation 2.41 en
isolant la courbure :
K(x) = t2bDQ(x). (2.42)
Les équations 2.40 et 2.42 peuvent être combinées pour nous donner une équation pour la
force de cisaillement q(x) :
−b∆α∆T
κ





































cosh kl . (2.45)
Maintenant, définissons E ′ := E1−ν et notons qu’en général E
′ ≈ E1−ν2 de sorte que les rigidités









12(1−νs) . Pour une couche mince,
l’équation 2.42 peut alors s’écrire :
K(x) = 6 tc + ts




















. En prenant les conditions aux bords
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q(0) = 0 et Q(l) = 0 l’équation 2.47 a pour solution :










kCM (couche mince). (2.49)




cosh kCM l alors la
contrainte de cisaillement peut s’écrire :
τ(x) = −E ′ctc∆α∆Tχ1(x) (couche mince). (2.50)
Ces définitions nous seront utiles plus loin.
Contrainte parallèle
La contrainte parallèle 6 (parallèle à l’interface) dû aux forces Q(x) et au moment fléchissant




















où σ > 0 signifie une contrainte en tension et σ < 0 signifie une contrainte en compression.
Pour une couche mince, le moment fléchissant est très petit. La contrainte parallèle est donc




= E ′c∆α∆Tχ0(x) (couche mince). (2.52)
Pour le substrat, la contrainte parallèle est due à la force Q(x) et à son moment fléchissant




1− cosh kCMxcosh kCMl
)







E ′c∆α∆Tχ0(x) (couche mince). (2.53)
6. Parfois appelé contrainte normale dans la littérature (en utilisant la convention du formalisme des
poutres). Cette contrainte a été renommée par l’auteur pour éviter les confusions.
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Contrainte de pelage
La contrainte de pelage («peeling stress» en anglais), p(x), est la contrainte reliée à la force
perpendiculaire à l’interface et elle est la cause des délaminations survenant à l’interface.
On peut montrer à partir de l’équation d’équilibre que pour que la force perpendiculaire à
l’interface soit nulle à x = l la contrainte de pelage doit être donnée par [40] :
p(x) = −tsDc − tcDs2Dκ ∆α∆T
cosh kx
cosh kl . (2.54)




N(ξ)dξ = Mc(x)− tc2Q(x) ≈ −
tc
2Q(x), (2.55)

















2 χ2(x) (couche mince), (2.57)
où χ2(x) = −dχ1(x)dx = −k2CM cosh kCMxcosh kCM l .
2.2.2 Formalisme pour les empilements
Les hypothèses du modèle pour un empilement de q couches et de longueur 2l (voir la figure
2.5) sont résumées ci-dessous pour la commodité du lecteur :
1. Les matériaux sont linéairement élastiques ;
2. Le changement de température est uniforme ;
3. L’empilement est mince, tel que tf2l < 0.2 où tf =
q∑
i=1
ti et que tf  t0 ;
4. La courbure, K = 1
R
, est petite, tel que tf
R(x,y)  1 de sorte que l’on puisse approximer
que le rayon de courbure dépend uniquement de x et pas de y ;
5. La force de cisaillement T (x) dans une couche peut être obtenue en multipliant la
force calculée en supposant qu’elle est constante dans la couche (indépendante de la
position en x) T = E ′ctc∆α∆T par un facteur χ0(x) = 1 − cosh kCMxcosh kCM l qui contient la
distribution longitudinale (selon x) de cette force (voir la figure 2.6). Ainsi, on peut
écrire σ(x) = T
tc
χ0(x), τ(x) = −Tχ1(x) et p(x) = tcTχ2(x)2 .
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Figure 2.5 Empilement arbitraire de couches minces.
L’hypothèse 5 a plusieurs répercussions sur notre modèle. En effet, sans cette hypothèse les
équations pour la contrainte de cisaillement et de pelage constituent alors un problème de
valeur propre [47]. Ainsi, l’hypothèse 5 est adoptée dans notre cas puisque le formalisme sera
utilisé dans une boucle d’optimisation et que le gain de vitesse de calcul que cette hypothèse
apporte justifie son utilisation.
Pour le cas multicouche, on utilise la condition de compatibilité de la déformation (plutôt
que celle du déplacement comme dans le cas d’une seul couche). Si ei et ei−1 représentent
les déformations à l’interface (i− 1) dans la couche au-dessus de l’interface et en dessous de
l’interface (i− 1) respectivement, alors celles-ci peuvent être exprimées comme :
ei(x) = αi∆T − λiFi − ti2R
ei−1 = αi−1∆T − λi−1Fi−1 − ti−12R
 interface i− 1 i = 1, 2, 3, ..., q , (2.58)
où λi = 1E′iti est l’accommodation axiale de la couche i, αi est le coefficient d’expansion
thermique de la couche i et Fi est la force (assumée constante dans la couche) agissant sur




λ0F0 + ∆αi∆T − aiR
)
λi
pour i = 0, 1, 2, ..., q, (2.59)
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Pour des couches minces, ai ≈ t02 car
q∑
i=1
ti  t0. On a donc que λ0F0 ≈ h02ρ et donc
Fi = E ′iti∆αi∆T i = 1, 2, 3, ..., q. (2.61)




= E ′i∆α∆T i = 1, 2, 3, ..., q, (2.62)
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et en tenant compte de sa distribution longitudinale selon x on a :
σi(x) = σiχ0(x) = E ′i∆α∆Tχ0(x) i = 1, 2, 3, ..., q. (2.63)











Ainsi, la contrainte de cisaillement et de pelage à l’interface i sont :





























Par contre, puisque les coefficients de Poisson νi de beaucoup des matériaux que nous utilisons
au LaRFIS nous sont inconnus, une valeur de νi = 13 sera assumée dans le reste de ce document
(excepté là où mentionné). La raison étant la difficulté d’obtenir des résultats reproductibles























2.3 Représentation des caractéristiques optiques et optimisation dans OpenFil-
ters
2.3.1 Représentation des caractéristiques optiques dans OpenFilters
La lumière étant une onde électromagnétique, en l’absence de charge isolée et de courant, la
propagation de la lumière peut être représentée par une série d’ondes planes données par :




où E est le champ électrique, E son amplitude, λ la longueur d’onde, e la direction de
polarisation, ω la pulsation de l’onde, N l’indice de réfraction du matériau, z la direction de
propagation et t le temps.
À chaque interface que rencontre un faisceau lumineux de polarisation quelconque, on peut
le décomposer en deux ondes - une onde avec le champ électrique dans le plan d’incidence
(polarisation p) et une onde avec le champ électrique perpendiculaire au plan d’incidence
(polarisation s) - . On définit des pseudo-indices de réfraction pour les deux polarisations :
η =
N cos θ s polarisationN
cos θ p polarisation
, (2.70)
où θ est l’angle de propagation dans le matériau.
Comme démontré par Abelès [50], il est possible de représenter chaque couche d’un filtre
optique à l’aide d’une matrice caractéristique d’ordre (2,2) en se basant sur la continuité
de la composante tangentielle des champs électriques et magnétiques aux interfaces. Cette
matrice donne le rapport entre lesdites composantes aux interfaces en incluant le déphasage.
Ainsi, une couche h est représentée par sa matrice caractéristique :
Mh =
 cosφh i sinφhηh
iηh sinφh cosφh
 , (2.71)

















où θh est l’angle de propagation dans la couche.
L’amplitude de la transmission, t, et de la réflexion r d’un filtre optique constitué de q couches

















où ηinc et ηem sont les pseudo-indices de réfraction du milieu d’incidence et du milieu d’émer-
gence respectivement.
OpenFilters utilise ce formalisme pour représenter les caractéristiques optiques des filtres. Le
calcul des caractéristiques optiques des filtres est présenté en détail dans l’article « OpenFil-
ters : open-source software for the design, optimization, and synthesis of optical filters » [51].
Le lecteur est invité à se référer à cet article pour plus de détails.
2.3.2 Processus d’optimisation
Pendant le processus d’optimisation, l’algorithme de Levenberg-Marquardt est utilisé pour
trouver un minimum local de la fonction de mérite. Pour ce faire, la dérivée de la fonction de
mérite par rapport aux paramètres du filtre (dans OpenFilters toute optimisation est effectuée
en variant uniquement l’indice de réfraction des couches Nh et l’épaisseur des couches th) est
calculée puis ces paramètres sont ensuite modifiés dans la direction qui réduit le plus la
fonction de mérite [52]. La direction de modification d’un paramètre est déterminée à l’aide
de la dérivée de la fonction de mérite par rapport à ce paramètre. Les paramètres sont donc
ajustés de façon à diminuer l’écart entre la valeur courante de la caractéristique et la valeur
cible de celle-ci comme nous le verrons.
Pour un ensemble A des valeurs courantes des paramètres d’un filtre à q couche (par exemple,
A = { (Nh, th) | h = 1, 2, 3, ..., q } =: { (a1,h, a2,h) | h = 1, 2, 3, ..., q }) 7 la valeur actuelle de la








7. a1,h = Nh et a2,h = th
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où fˆr(xr) est la valeur voulue de la caractéristique r pour laquelle une cible est définie sur
toutes les valeurs de la variable indépendante xr (xr sera soit une température ou longueur
d’onde dans notre cas), fr(A, xr) est la valeur courante de la caractéristique r étant donné la
valeur courante des paramètres A = { (Nh, th) | h = 1, 2, 3, ..., q } et ∆fr(xr) est la valeur de
tolérance sur la cible r qui peut dépendre de la variable indépendante xr [53–55].
Comme mentionné, la dérivée de la fonction de mérite par rapport à un paramètre as,h du
filtre permet à l’algorithme de déterminer la direction de modification du paramètre de façon












Dans OpenFilters, l’optimisation des mélanges de matériaux est possible grâce à une méthode
qui effectue une interpolation entre les différentes valeurs des paramètres d’un mélange pour
différentes valeurs du paramètre de mélange. Ceci permet donc à l’algorithme d’optimiser le
filtre en variant seulement l’indice de réfraction et l’épaisseur des couches.
Pour les caractéristiques optiques (par exemple le spectre de réflexion, le spectre de trans-
mission, etc.) on peut obtenir les dérivées dfrdas,h en calculant
dM




est la matrice caractéristique de la couche r et q est le nombre de couches. Donc la dérivée












La dérivée de la matrice caractéristique de la couche h par rapport à l’épaisseur th est alors











 − sin θh i cos θhηh










La dérivée de la matrice caractéristique de la couche h par rapport à l’indice de réfraction,
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 0 − i sin θhη2h

























2.3.3 Synthèse et optimisation par la méthode Step
La méthode de synthèse et d’optimisation Step est constituée de deux processus répétés
itérativement, à savoir : l’ajout d’un saut (Step) infinitésimal dans le profil d’indice à la
position optimale et l’optimisation du filtre résultant en utilisant la méthode d’optimisation
décrite dans la section 2.3.2.
Processus d’addition de saut
Ce processus consiste à ajouter un saut (Step) infinitésimal dans le profil d’indice ∆N . Pour
déterminer à quel endroit ajouter ce saut dans une couche h et décider si nous devons ajouter
un saut vers le haut ou vers le bas, nous utilisons la dérivée de la fonction de mérite par




optiques. Maintenant, quand un saut est ajouté à la position z dans une couche (z = 0 étant
le bas de la couche), la couche initiale h est séparée en deux couches et elle devrait donc
être représentée par deux matrices caractéristiques Mh,1 et Mh,2. Les déphasages dans ces












Si l’augmentation (ou la diminution) de l’indice de réfraction d’un côté est égale à la dimi-
nution (ou à l’augmentation) de l’autre côté, la dérivée de la fonction de mérite par rapport
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Notons que l’équation 2.84 est implémentée différemment dans OpenFilters afin de réduire
le temps de calcul. Voir [54] pour plus d’information.
La dérivée de la fonction de mérite par rapport à l’addition d’un saut vers le haut et d’un
saut vers le bas est calculée et le saut (vers le haut ou vers le bas) est ajouté à l’endroit
correspondant à la valeur la plus négative de l’une ou l’autre des deux dérivées. Si la valeur
la plus négative de la dérivée de la fonction de mérite est une valeur correspondant à un saut
vers le haut, le saut sera un saut ascendant et vice versa.
2.4 Logiciels de design et d’optimisation de revêtements
Plusieurs logiciels fournissant des outils différents pour le design optique et l’optimisation
de la performance sont disponibles. Certains sont protégés par des licences commerciales et
d’autres sont gratuits. Dans la section qui suit, seulement le(s) logiciel(s) pour l’optimisation
des caractéristiques mécaniques des revêtements seront présentés. Plusieurs logiciels concer-
nant les caractéristiques optiques des filtres sont répertoriés dans la thèse de doctorat de
Stéphane Larouche [6]. Parmi ceux-ci, aucun ne permet de considérer les caractéristiques
mécaniques des filtres de façon satisfaisante.
2.4.1 Logiciels commerciaux
À la connaissance de l’auteur, FilmDoctor® est le seul logiciel permettant une optimisation
automatique des caractéristiques mécaniques des couches minces. Sa force est sa capacité à
rapidement calculer le champ tensoriel de contrainte dans une architecture de couche mince
quelconque soumise à une sollicitation mécanique causée par une indentation. Pour plus d’in-
formation sur les capacités de FilmDoctor® le lecteur est invité à se référer à leur site web :
http ://www.siomec.de/FilmDoctor. Le logiciel n’offre toutefois pas d’outils pour l’optimisa-
tion des caractéristiques optiques des revêtements multifonctionnels.
2.4.2 Justification de la création d’un nouveau logiciel
L’intérêt derrière la création d’OpenFilters est la possibilité de l’adapter à nos besoins.
Comme Stéphane Larouche le mentionne dans sa thèse, il est important pour toute insti-
tution désirant être à l’avant-garde du design de filtres optiques de développer son propre
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logiciel. Puisque les caractéristiques mécaniques des filtres optiques sont de plus en plus
importantes dans l’industrie et qu’aucun logiciel présentement disponible ne permet d’effec-
tuer le design de filtres optiques en considérant à la fois leurs caractéristiques mécaniques et
optiques, la création d’un nouveau module pour OpenFilters était bien justifiée.
2.5 Vérification de l’implémentation du formalisme de Suhir dans OpenFilters
Afin de vérifier notre implémentation du formalisme de Suhir pour la contrainte dans les
interfaces, on utilise les résultats de Klein [1] pour une couche de diamant de 50 µm sur un
substrat de ZnS de 0,5 cm d’épaisseur et de 10 cm de diamètre à une température de 20 °C.
L’implémentation a été testée avec d’autres résultats de la littérature, mais uniquement la
comparaison avec les résultats de Klein sera présentée pour des raisons de concision.
Les propriétés du substrat et de la couche de diamant, données dans [1], sont inscrites dans
le tableau 2.1.











Couche de diamant 1175 3,3295 900
Substrat de ZnS 105 8,4432 -
La figure 2.7 montre les résultats obtenus par Klein, à l’aide du formalisme de Suhir, pour la
contrainte parallèle dans la couche de diamant et la contrainte de cisaillement dans l’interface
ainsi que les valeurs obtenues par l’implémentation du formalisme de Suhir dans OpenFilters
pour les mêmes contraintes et la contrainte de pelage. On voit que les valeurs sont exactement
les mêmes pour la contrainte parallèle et la contrainte de cisaillement. Klein ne trace toutefois
pas la contrainte de pelage, mais il mentionne que celle-ci est de deux ordres de grandeur
plus petite que la contrainte de cisaillement, ce qui est bien le cas dans les résultats obtenus
avec l’implémentation dans OpenFilters. On peut alors en conclure que l’implémentation du
formalisme de Suhir dans OpenFilters est vérifiée.
35




















Figure 2.7 Gauche : résultats obtenus par Klein [1], à l’aide du formalisme de Suhir, pour la
contrainte parallèle en compression dans la couche de diamant (Film Stress (compressive))
et la contrainte de cisaillement dans l’interface (Interfacial Stress (shear)). Droite : résultats
obtenus par l’implémentation du formalisme de Suhir dans OpenFilters pour la contrainte pa-
rallèle en compression dans la couche de diamant, la contrainte de cisaillement et la contrainte
de pelage dans l’interface.
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CHAPITRE 3 ÉTUDE DES CONTRAINTES POUR DES REVÊTEMENTS
AVEC COUCHE SUPERFICIELLE HYBRIDE ET MINÉRALE
3.1 Introduction
Lors de sa maitrise au LaRFIS, Martin Caron a étudié la stabilité des revêtements anti-
reflets utilisés dans l’industrie ophtalmique lorsque ceux-ci sont soumis à différents types
d’environnements [2]. Parmi les designs de revêtements antireflets étudiés, un était entière-
ment composé de matériaux minéraux et un autre avait la couche superficielle composée de
matériaux hybrides (du SiOCH). Ces deux revêtements sont représentés dans la figure 3.1.
Les résultats de Martin Caron concernant la stabilité thermique de ces deux revêtements
montraient que le revêtement avec la couche superficielle hybride pouvait résister à des tem-
pératures beaucoup plus élevées que le système constitué uniquement des couches minérales
(pour plus d’information, voir [2]).
Figure 3.1 Deux systèmes de revêtements antireflets ayant des stabilités thermiques très
différentes. Dans les résultats présentés ci-dessous, l = 2.5 cm.
Le but de cette partie de mon travail était d’expliquer ce résultat en termes de contrainte
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élastique en utilisant le formalisme de Suhir introduit dans la section 2.2.
3.2 Méthodologie
Le formalisme introduit dans la section 2.2 a été utilisé pour calculer les contraintes aux
interfaces ainsi que la contrainte parallèle dans les couches des deux revêtements dans la figure
3.1. Ces revêtements correspondent à des antireflets (réflexion inférieure à 1 % pour le spectre
visible), déposés par évaporation à l’aide de faisceau d’ions sur des substrats de polymère
(CR-39). La couche de SiOCH du revêtement hybride est produite par dépôt chimique en
phase vapeur assisté par faisceau d’ions (IBACVD). Les propriétés des matériaux constituant
ces revêtements telles que mesurées par Martin sont reportées dans le tableau 3.1. Pour plus
de détails concernant la méthodologie utilisée pour obtenir ces valeurs, voir [2].
Notons que la température du substrat lors du dépôt n’a pas été mesurée pendant la fa-
brication : la valeur de 70°C est une estimation. De plus, la contrainte approximative à la
température de dépôt est calculée en utilisant le fait que, dans le modèle utilisé, la contrainte
parallèle à une température donnée, σ(T ), est représentée par la somme de la contrainte
intrinsèque biaxiale, σint, et la contrainte thermique à cette température, σther(T ), c’est-à-
dire 1 :
σ(T ) = σint + σther(T ). (3.1)
Les données de Martin Caron nous donnent σ(20°C). Puisque σther(T ) = Ei∆α∆T = Ei(αi−
αs)(T0 − T ), où t0 est la température à laquelle la contrainte thermique dans la couche i est
nulle et αs est le CET du substrat, on a :
σinti = σi(70°C) = σi(20°C)− Ei(αi − α0)(T0 − 20°C), (3.2)
et donc on peut calculer la contrainte approximative à la température de dépôt pour chacune
des couches comme suit :
σi(70°C) = σi(20°C)− Ei(αi − α0)(T0 − 20°C) + Ei(αi − α0)(T0 − 70°C)
= σi(20°C)− Ei(αi − α0)50°C.
(3.3)
1. Notons qu’en pratique, la contribution de la contrainte due à l’humidité, σhum, dans les couches est
significative pour des températures inférieures à 60 °C et ne devrait pas être négligée - au-dessus de 60 °C,
l’humidité est évaporée et donc σhum peut être négligée -. Cette contrainte n’est toutefois pas incluse dans le
traitement présenté ici, puisqu’elle n’est pas linéaire en fonction de la température et que sa caractérisation
sort du cadre de ce mémoire. Le but est de déterminer ce qui peut être conclu en ne tenant pas compte
des effets de l’humidité dans ce cas précis. Si des données précises sont connues à propos de la variation de
σhum(T ) en fonction de la température T , alors il est possible de l’inclure au traitement présenter ici.
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Ces valeurs sont reportées dans le tableau 3.1 et peuvent être interprétées comme étant la
contrainte intrinsèque σint dans l’équation 3.1.
On suppose que les CET ne varient pas avec la température.
3.3 Résultats et discussions
























































Figure 3.2 Contrainte parallèle dans chacune des couches à 80°C pour l’antireflet entièrement
minérale (à gauche) et pour l’antireflet avec la couche superficielle hybride (à droite).
Les contraintes parallèles en fonction de la position horizontale, x, dans chacune des couches
à 80°C pour les deux antireflets sont représentées dans la figure 3.2. On voit que la valeur
Tableau 3.1 Propriétés mécaniques des matériaux constituant les revêtements antireflets [2].


















SiO2 38,0 0,25 5,37 -405 -130
ZrO2 104,0 0,25 3,08 164 928
SiOCH 51,0 0,25 3,28 -256 119
CR-39 3,94 0,37 150 - -
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de la contrainte parallèle dans une couche est la même que celle dans les couches de même
matériau. Par exemple, la valeur de contrainte parallèle dans la couche 1 et la couche 3 du
revêtement minéral est la même et ces deux couches sont composées de ZrO2. Ceci est dû au
fait que ces valeurs ont été calculées à l’aide de l’équation 2.63, c’est-à-dire :
σi(x) = E ′i∆α∆tχ0(x) i = 1, 2, 3, ..., q.
Dans cette équation, la contrainte parallèle, σ, dépend uniquement de la position horizontale,
x, du module de Young de la couche et de la différence de CET entre la couche et le substrat
(ce qui est vrai pour les couches minces) 2. Puisque deux couches de même matériau ont le
même module de Young et la même différence de coefficient d’expansion thermique avec le
substrat, le profil de la contrainte parallèle en fonction de la position horizontale est le même
pour les couches du même matériau. On voit aussi que la contrainte dans la couche de SiOCH
est en tension contrairement à la contrainte dans la couche de SiO2 qui est en compression.
Le système avec la couche superficielle hybride a donc une couche en tension de plus que le
revêtement inorganique (3 couches en tension contre seulement 2 couches en tension pour
l’inorganique).
Les valeurs maximales de la contrainte parallèle dans chacune des couches en fonction de
la température pour l’antireflet entièrement inorganique et pour l’antireflet avec la couche
superficielle hybride sont reportées dans la figure 3.3. La plage de température choisie corres-
pond approximativement aux températures auxquelles les antireflets risquent d’être exposés
(dans le pire des cas) durant leurs utilisations.
Les valeurs de contrainte de cisaillement en fonction de la position horizontale dans cha-
cune des interfaces à 80°C pour l’antireflet entièrement inorganique et pour l’antireflet avec
la couche superficielle hybride sont reportées dans la figure 3.4. On constate que la valeur
maximale de la contrainte de cisaillement est située au bord (c’est-à-dire x = ±l). L’inter-
face 0, celui entre le CR-39 et le ZrO2, correspond à celui avec les valeurs de contrainte de
cisaillement qui sont les plus élevées (comparativement aux autres interfaces) pour les deux
revêtements. La valeur maximale de cette contrainte est de -1,43 MPa pour le revêtement
inorganique et de -1,54 MPa pour le revêtement avec la couche superficielle hybride. Il ne
s’agit pas d’une différence très élevée, mais on note que la contrainte de cisaillement est plus
élevée (en valeur absolue) dans le cas du revêtement avec couche superficielle hybridée que
pour le revêtement inorganique.
Les valeurs maximales (à x = l) de la contrainte de cisaillement dans chacune des interfaces en
2. Notons que les CET dépendent généralement de la température. On ne tiendra pas compte de cette
dépendance dans ce mémoire. Les CET seront donc assumés constants.
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Figure 3.3 Valeur maximale de la contrainte parallèle dans chacune des couches en fonction
de la température, pour l’antireflet entièrement inorganique (à gauche) et pour l’antireflet
avec la couche superficielle hybride (à droite).






























































Figure 3.4 Contrainte de cisaillement dans chacune des interfaces à 80°C pour l’antireflet
entièrement inorganique (à gauche) et pour l’antireflet avec la couche superficielle hybride (à
droite)
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Figure 3.5 Valeur maximale (valeur au bord) de la contrainte de cisaillement dans chacune des
interfaces en fonction de la température pour l’antireflet entièrement inorganique (à gauche)
et pour l’antireflet avec la couche superficielle hybride (à droite).
fonction de la température pour l’antireflet entièrement inorganique et pour l’antireflet avec
la couche superficielle hybride sont reportées dans la figure 3.5. Notons que l’interface avec la
plus grande valeur de contrainte de cisaillement devient l’interface 1 pour les températures
entre environ 20°C et 50°C. Pour les températures supérieures et inférieures, la plus grande
valeur de contrainte de cisaillement se situe dans l’interface 0.
Les valeurs de contrainte de pelage en fonction de la position horizontale dans chacune des
interfaces à 80°C pour l’antireflet entièrement inorganique et pour l’antireflet avec la couche
superficielle hybride sont reportées dans la figure 3.6. On constate que tout comme pour
la contrainte de cisaillement, la valeur maximale de la contrainte de pelage est située au
bord. De plus, l’interface 0 correspond encore une fois à celui avec les valeurs de contrainte
de pelage qui sont les plus élevées (comparativement aux autres interfaces) pour les deux
revêtements. La valeur maximale de cette contrainte est de 1913 Pa en compression pour
le revêtement inorganique et de 2022 Pa en compression pour le revêtement avec la couche
superficielle hybride. Notons que ces valeurs de contrainte sont de plusieurs ordres de gran-
deurs plus petites que les deux contraintes précédentes. Il est tout de même intéressant de
constater que le revêtement avec la couche superficielle hybride possède des interfaces plus
en compression que le revêtement inorganique. Cela pourrait expliquer la meilleure stabilité
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thermique du revêtement avec couche superficielle hybride si les défauts causés par chauffage
étaient principalement constitués de délaminations. Or, ce n’est pas le cas.






























































Figure 3.6 Contrainte de pelage dans chacune des interfaces à 80°C pour l’antireflet entiè-
rement inorganique (à gauche) et pour l’antireflet avec la couche superficielle hybride (à
droite).
Figure 3.7 Micrographies optiques des revêtements antireflets sur le substrat CR-39 après
les tests de chaleur pour le revêtement inorganique déposé par évaporation par faisceau
d’électrons avec assistance ionique (gauche) et le revêtement avec couche hybride superficielle
avec assistance ionique (droite). La largeur et la hauteur de chaque image correspondent à
3,52 mm (image prise dans [2])
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La figure 3.7 montre des micrographies optiques des revêtements antireflets après les tests
de chaleur pour le revêtement inorganique déposé par évaporation par faisceau d’électrons
avec assistance ionique (appelons-le le revêtement eB+ion) et le revêtement avec couche
hybride superficielle déposé avec assistance ionique (appelons-le le revêtement hybride). Les
revêtements eB+ion et hybride correspondent aux revêtements de la figure 3.1, donc à ceux
des résultats ci-dessus. On voit qu’aucun des revêtements eB+ion et hybride ne présentent
de délamination. Ainsi, le fait que la contrainte de pelage soit davantage en compression dans
le revêtement hybride que dans le revêtement eB+ion ne permet pas d’expliquer la meilleure
stabilité thermique du revêtement hybride puisqu’aucune délamination n’a lieu.






































































Figure 3.8 Valeur maximale (valeur au bord) de la contrainte de pelage dans chacune des
interfaces en fonction de la température pour l’antireflet entièrement inorganique (à gauche)
et pour l’antireflet avec la couche superficielle hybride (à droite).
La valeur maximale (à x = l) de la contrainte de pelage dans chacune des interfaces en
fonction de la température pour les deux revêtements antireflets est reportée dans la figure
3.8. Tout comme pour la contrainte de cisaillement, l’interface avec la plus grande valeur
de contrainte de pelage (en valeur absolue) devient l’interface 1 pour les températures entre
environ 30°C et 40°C. Pour les températures supérieures et inférieures, la plus grande valeur
absolue de contrainte de pelage se situe dans l’interface 0.
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Discussion
Pour commencer, si la température de dépôts est plus petite que 70 °C, alors les contraintes
à la température de dépôt (contraintes intrinsèques, σinti ) seront plus petites que les valeurs
du tableau 3.1. Les graphiques des contraintes en fonction de la température auront donc la
même allure que ceux présentés ci-dessus (mêmes pentes), mais les droites seront déplacées
vers la gauche dans le graphique.
Maintenant, sachant que les couches de SiO2 commencent généralement à fissurer lorsqu’elles
sont soumises à des contraintes parallèles entre 750 MPa et 1150 MPa en tension (correspon-
dant à des déformations entre 1,5% et 2,3%) et que les couches de ZrO2 fissurent généralement
lorsqu’elles sont soumises à des contraintes parallèles entre 550 MPa et 1250 MPa en tension
(correspondant à des déformations entre 0,4% et 0,9%) on peut estimer à quelle température
les couches commenceront à fissurer [56]. D’après la figure 3.3, on voit que, sur la plage de
température considérée, la contrainte parallèle dans les couches de SiO2 n’est pas suffisam-
ment élevée pour être la source de fissuration. Par contre, la contrainte parallèle dans les
couches de ZrO2 est suffisamment élevée pour être la source de fissuration à partir d’environ
80°C. Ainsi, pourvu qu’à des températures autour de 80°C tous les matériaux de l’empile-
ment aient conservé leur comportement élastique, on peut s’attendre à ce que des fissurations
se produisent dans les couches de ZrO2.
Pour ce qui est des valeurs de contraintes de cisaillement, pour des revêtements antireflets
typiques de l’industrie ophtalmique on mesure des valeurs se situant entre 1 MPa et 50 MPa
pour l’interface entre le substrat et l’antireflet [56]. Les valeurs de contraintes de cisaille-
ment dans les interfaces présentées ici sont donc réalistes, ce qui supporte l’hypothèse que la
méthode peut être utilisée à titre d’indicateur pour le design des filtres optiques.
Finalement, la contrainte de pelage dans les revêtements optiques est très difficile à mesurer
de façon expérimentale. Des techniques comme la diffraction des rayons X (DRX) triaxiale
ne peuvent pas être employées puisque les couches des filtres optiques sont généralement
amorphes et ne présentent pas de structures cristallines. Au moment d’écrire ce mémoire,
l’auteur ne connaît pas de méthode expérimentale permettant de mesurer la contrainte de
pelage dans les filtres optiques de façon satisfaisante. Dans la section 5.3 les données de
contrainte aux interfaces présentées dans ce mémoire sont comparées aux données disponibles
dans la littérature et les différences sont discutées. Notons toutefois que les contraintes de
pelage rapportées dans la figure 3.8, étant de trois ordres de grandeurs plus petites que
les contraintes de cisaillement et six ordres de grandeurs plus petites que les contraintes
parallèles, sont négligeables pour les températures considérées. Les interfaces peuvent, donc,
être considérées comme étant dans un état plan de contrainte.
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3.4 Conclusion
Ces résultats montrent que l’étude analytique approximative de la contrainte élastique seule
ne suffit pas à expliquer pourquoi la stabilité thermique des revêtements avec la couche
superficielle hybride est meilleure que celle des revêtements inorganiques. En parallèle, et
en complément au LaRFIS, Michael Laberge utilise la méthode des éléments finis avec un
modèle micromécanique afin d’étudier le taux de libération d’énergie d’une fissure située
dans la couche de ZrO2 sous la couche superficielle lorsque le revêtement est soumis à une
traction parallèle aux interfaces entre les couches. De ce point de vue, il traite, à l’aide d’une
analyse par éléments finis, un problème similaire à celui considéré ici. Ces deux analyses,
complémentaires l’une de l’autre, expliquent, à l’aide de différents modèles, les résultats de
Martin Caron [2] concernant la stabilité thermique de ces revêtements.
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CHAPITRE 4 OPTIMISATION AUTOMATISÉE, À L’AIDE
D’OPENFILTERS, DE LA RÉPONSE THERMOMÉCANIQUE DES
REVÊTEMENTS OPTIQUES
4.1 Introduction
Les travaux décrits dans cette section forment la base de la version 2.0 du logiciel OpenFilters
discuté précédemment dans la section 1.2. Pour des raisons d’organisation du code source,
il a été déterminé qu’il était préférable de créer un nouveau module intitulé «Stoney» et
qui regrouperait tous les codes sources des fonctionnalités en lien avec les caractéristiques
mécaniques des filtres optiques. Ces travaux furent effectués en collaboration avec Stéphane
Larouche, créateur d’OpenFilters.
Dans ce chapitre je reprends une partie de la théorie présentée dans le chapitre 2, mais de façon
plus concise, pragmatique et qui se porte plus facilement à une implémentation numérique.
J’en profite aussi pour mentionner quelques précautions à prendre lors de l’interprétation du
formalisme. Par la suite, les calculs des différentes dérivées nécessaires pour l’optimisation des
caractéristiques thermomécaniques sont donnés. Pour terminer, des exemples d’utilisation de
ces nouvelles fonctionnalités d’OpenFilters sont présentés.
4.2 Résumé de la théorie et précautions à prendre
4.2.1 Contrainte parallèle
Comme le montre Klein [57], on peut utiliser la solution analytique de Townsend et al. [58]
pour la courbure K = 1/R (R étant le rayon de courbure comme montré dans la figure 4.1)
d’un empilement composé de m couches isotropes parfaitement collées entre elles et d’épais-
seur tj avec des modules biaxiaux E ′j (E ′j = Ej/(1−νj) où Ej et νj sont le module d’Young et
le coefficient de Poisson de la couche j [59]) soumis à une déformation élastique uniforme j
(Eq. 4.1) pour obtenir la courbure d’un empilement multicouche dû aux différences de CET.


















Figure 4.1 Schéma du système dont la courbure est K (où K > 0 pour une surface supérieure
concave) est donné par l’équation 4.1 avant toute relaxation mécanique. Les couches m sont































Pour un empilement multicouche de q couches (ti est l’épaisseur de la couche i et
q∑
r=1
tr = tf )
sur un substrat élastiquement isotrope d’épaisseur ts (comme indiqué dans la figure 4.2),
l’approximation des couches minces, c’est-à-dire tf  ts et
q∑
r=1
E ′rtr  E ′sts (E ′i étant le
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Figure 4.2 Empilement multicouche composé de q couches sur un substrat épais.








Puis, en approximant la moyenne pondérée des déformations en ne conservant que les termes








E ′iti(i − s). Ainsi,
i − j ' i − s (4.5)





E ′rtr(r − s). (4.6)
Maintenant, en supposant que les déformations proviennent des différences entre les coeffi-
cients de dilatation thermique et des déformations intrinsèques, le différentiel de déformation
49
peut alors s’écrire
∆i = i − s ' intr.i +
Tdep.∫
Tamb.
(αi(T )− αs(T ))dT (4.7)
où αi(T ) est le coefficient d’expansion thermique (dépendant de la température) de la couche
i, αs(T ) celui du substrat, Ti,dep. est la température de dépôt et Tamb. est la température
ambiante. Si on suppose, aussi, que αs(T ) et αi(T ) sont constants sur la plage de température
avec laquelle nous travaillons, alors on obtient que le différentiel de déformation de la couche
i est
∆i ≈ intr.i + (αi − αs)(Ti,dep. − Tamb.) (4.8)











où ∆αi = (αi − αs) et ∆Ti = (Ti,dep. − Tamb.). Notez que l’équation 4.9 peut être exprimée
en termes de contrainte biaxiale σi = E ′ii si nous considérons une déformation isotrope et
uniforme (c’est-à-dire : une déformation qui est fonction uniquement de la distance perpen-
diculaire à la base du substrat et qui n’est pas une fonction de la position le long de l’axe x)
[61]. Dans notre cas, l’on a
σi = E ′i∆i. (4.10)







σi = σintr.i + σTi = E ′iintr.i + E ′i∆αi∆Ti. (4.12)
4.2.2 Contraintes et forces aux interfaces
La force de cisaillement aux interfaces agit d’une manière qui n’affecte pas explicitement la
contrainte parallèle ni la courbure du substrat comme le montre la figure 4.3. Cependant,
si l’on veut minimiser l’effet des contraintes thermiques lors de la conception d’un filtre, les
forces aux interfaces doivent également être minimisées, car elles peuvent être la cause de
délaminations [60]. Ces forces aux interfaces peuvent prendre des valeurs significativement
élevées et puisque leurs valeurs maximales ne dépendent pas de la taille du substrat, si ces
forces dépassent la valeur critique pour une interface donnée alors l’interface se délaminera
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entièrement.
Dans l’approximation des couches minces, le formalisme de Suhir donne la force longitudinale














où l est la demi-largeur du système (par exemple, pour un substrat circulaire 2l est le diamètre




















Notons que l’équation 4.13 montre que la force de cisaillement agissant sur l’interface i dépend
de la différentielle de déformation ∆, de chacune des couches au-dessus de cette interface.






























































= E ′i∆i = σi, (4.18)
puisque χ0(x) ≈ 1 comme on pourrait s’y attendre pour une déformation uniforme et isotrope
[61].
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Figure 4.3 Les forces aux interfaces dans les structures multicouches.
Donc, si kl  1 les équations 4.15 et 4.16 peuvent être écrites en termes de contraintes
parallèles en utilisant l’équation 4.10. On obtient

























Dans OpenFilters tous les calculs assument kl 1.
Les contraintes aux interfaces (pelage et cisaillement) sont maximales pour x = l, ce qui
signifie que le maximum de contraintes est localisé au bord du filtre. La valeur maximale de






















montrant que, contrairement à la contrainte parallèle qui ne dépend que de l’état de la couche
spécifique et de celle du substrat, la contrainte dans une interface i dépend de l’état de toutes
les autres couches au-dessus de cette interface.
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Notons que notre convention est qu’une contrainte positive représente une tension et qu’une
contrainte négative représente une compression.
4.2.3 Considération de la face arrière
Dans OpenFilters, l’utilisateur peut choisir d’inclure l’effet des deux côtés du substrat dans le
design et l’optimisation des caractéristiques optiques des filtres. Par exemple, si un revêtement
antireflet a déjà été synthétisé d’un côté du substrat, alors l’utilisateur peut synthétiser un
revêtement réfléchissant de l’autre côté en tenant compte du revêtement antireflet déposé sur
la face arrière (FA). Dans OpenFilters il doit sélectionner l’option concider backside lorsqu’il
ajoute un filtre au projet.
Pour ce qui est des caractéristiques mécaniques, l’effet de la face arrière peut être considéré
lors du calcul de la courbure de la structure. Si KFA est la courbure causée par la face arrière
(calculée en utilisant l’équation 4.11) et que KF est la courbure causée par la face avant,
alors la courbure totale est donnée par :
K = KF −KFA. (4.21)
Notons toutefois que dans le modèle utilisé dans OpenFilters, la contrainte dans chacune
des couches est indépendante de celle dans les autres couches (dû à l’approximation des
couches minces). Ceci implique que la contrainte dans une couche située d’un côté du substrat
n’affectera pas la contrainte dans les couches situées de l’autre côté du substrat. Ceci sera le
cas pour les structures respectant l’approximation des couches minces et pour lesquelles la
courbure est petite.
Figure 4.4 Deux filtres optiques avec des revêtements en compression. Gauche (filtre 1) :
courbure causée par un revêtement en compression déposé d’un seul côté d’un substrat.
Droite (filtre 2) : courbure causée par deux revêtements en compression déposés de chaque
côté d’un substrat.
Ici, l’utilisateur devra être prudent. Il existe énormément de confusion dans la littérature au
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sujet de la contrainte dans ce type de structure [57, 62], et plus particulièrement il faut redou-
bler de prudence pour les substrats avec des revêtements sur ses deux faces. Par exemple, dans
l’article de Marie-Maude de Denus-Baillargeon, Design and fabrication of stress-compensated
optical coatings : Fabry–Perot filters for astronomical applications [53], deux designs de filtres
optiques pour lesquels la courbure a été minimisée ont été fabriqués et les résultats de
leurs caractérisations thermomécaniques sont présentés. Comme représenté dans la figure
4.4, le premier design comporte un revêtement multicouche déposé d’un seul côté du substrat
(appelons-le le filtre 1) et le deuxième comporte un revêtement multicouche déposé sur cha-
cune des faces du substrat (appelons-le le filtre 2). Dans l’article, on y reporte des mesures de
«contrainte dans les revêtements» effectuées avec le Tencor FLX-2900. Or cet appareil utilise
la courbure du filtre afin de déterminer la contrainte présente dans les couches de celui-ci. On
conclut alors dans l’article que la contrainte dans les revêtements du filtre 2 est plus petite
que celle dans le revêtement du filtre 1. Toutefois, le Tencor FLX-2900 n’est pas réellement
conçu pour mesurer la contrainte dans les filtres optiques comprenant des revêtements sur
les deux faces du substrat comme le filtre 2. La théorie derrière son fonctionnement ne nous
permet pas d’effectuer ce type de mesure. En effet, la courbure est plus petite dans le filtre 2
que dans le filtre 1 comme illustré dans la figure 4.4, mais ceci n’est pas dû à une plus petite
contrainte dans les couches du filtre 2 que dans les couches du filtre 1. Ceci est dû au fait
que la contrainte dans chacun des revêtements du filtre 2 est en compétition avec celle du
revêtement sur l’autre face du substrat. Ainsi, la mesure de contrainte dans les revêtements
reportée pour le filtre 2, puisqu’elle est calculée à partir de la mesure de la courbure, est
erronée. En réalité, on s’attend à ce que la contrainte dans les revêtements du filtre 2 soit
plus grande que celle dans le revêtement du filtre 1. Ceci peut facilement être supporté à
l’aide de simulation par élément fini [63]. En somme, le design du filtre 2 minimise bel et bien
la courbure, mais pas la contrainte, contrairement à ce qui est mentionné dans [53].
4.3 Synthèse et optimisation des caractéristiques thermomécaniques des filtres
optiques
4.3.1 Processus d’optimisation des caractéristiques thermomécaniques
Tel que vu dans la section 2.3.2, pendant le processus d’optimisation, l’algorithme de Levenberg-
Marquardt est utilisé pour trouver un minimum local de la fonction de mérite (équation 2.76).
La dérivée de la fonction de mérite par rapport aux paramètres du filtre (indices de réfraction
et épaisseurs des couches) est calculée puis ces paramètres sont ensuite modifiés dans la direc-
tion qui réduit le plus la fonction de mérite [52]. La direction de modification d’un paramètre
est déterminée à l’aide de la dérivée de la fonction de mérite par rapport à ce paramètre
54
(équation 2.77). Les paramètres sont donc ajustés de façon à diminuer l’écart entre la valeur
courante de la caractéristique et la valeur cible de celle-ci. Il nous est donc nécessaire de
connaitre la dérivée de chacune des caractéristiques thermomécaniques qui nous intéressent
par rapport aux paramètres impliqués dans le calcul de ces caractéristiques comme nous le
verrons.
Par exemple, pour la caractéristique mécanique K (c’est-à-dire la courbure), les dérivées par
rapport à th et σh (c’est-à-dire dfjdth et
dfj












où E ′s est le module de Young du substrat et ts est l’épaisseur du substrat.
Notons que σ est une caractéristique d’un filtre optique. Il ne s’agit pas d’un paramètre,
mais puisque la courbure et les contraintes aux interfaces peuvent être exprimées en fonction
de σ, le fait de calculer la dérivée des caractéristiques mécaniques par rapport à σ simplifie
le calcul des dérivées par rapport à tous les paramètres du filtre comme nous le verrons
ci-dessous.
En général, dans OpenFilters, pour une caractéristique mécanique fi(A, xi) d’un filtre optique
avec q couches comme la contrainte de pelage ou la contrainte de cisaillement donné par le
formalisme de Suhir, l’ensemble A des paramètres sur lesquels dépend cette caractéristique
peut être écrit :
A = {
[
σh(E ′h, σintr.h ,∆αh,∆Th), E ′h, th
]
| h = 1, 2, 3, ..., q }
=: { [σh(a1,h, a2,h, a3,h, a4,h), a1,h, th] | h = 1, 2, 3, ..., q } ,
(4.23)
où chacun des paramètres as,h est une fonction de l’indice de réfraction. Les paramètres
as,h sont interprétés comme étant des fonctions de l’indice de réfraction puisque l’algorithme
dans OpenFilters optimise les filtres uniquement en variant l’indice de réfraction. La dérivé
d’une caractéristique thermomécanique comme la contrainte de pelage ou la contrainte de
cisaillement donné par le formalisme de Suhir, fi(A, xi), par rapport à l’indice de réfraction


























où l’indice à droite des parenthèses des dérivées partielles est utilisé pour indiquer les variables














La dérivée d’une caractéristique thermomécanique comme la contrainte de pelage ou la
contrainte de cisaillement donné par le formalisme de Suhir, fi(A, xi), par rapport à l’épais-







Comme mentionné dans la section 2.3.2, dans OpenFilters, l’optimisation des mélanges de
matériaux est possible grâce à une méthode qui effectue une interpolation entre les différentes
valeurs des paramètres d’un mélange pour différentes valeurs du paramètre de mélange. Ainsi,
cette méthode d’interpolation, implémentée directement dans la gestion des matériaux, per-
met de déterminer la dérivée das,hdNh .



















pour que l’algorithme d’optimisation possède toute l’informa-
tion nécessaire pour effectuer l’optimisation des caractéristiques thermomécaniques comme
la contrainte de pelage ou la contrainte de cisaillement donnée par le formalisme de Suhir.
Ces dérivées pour la contrainte de cisaillement et la contrainte de pelage sont données dans
les sections 4.4 et 4.5 respectivement.
4.3.2 Synthèse et optimisation de design par la méthode Step
La méthode de synthèse et d’optimisation Step est constituée de deux processus répétés
itérativement, à savoir : l’ajout d’un saut (Step) infinitésimale dans le profil d’indice à la
position optimale et l’optimisation du filtre résultant en utilisant la méthode d’optimisation
décrite dans la section 4.3.1.
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Processus d’addition de saut
Ce processus consiste à ajouter un saut (Step) infinitésimal dans le profil d’indice ∆N . Pour
déterminer où ajouter ce saut dans une couche h et décider si nous devons ajouter un saut
vers le haut ou vers le bas, nous utilisons la dérivée de la fonction de mérite par rapport à
l’addition d’un saut infinitésimal, c’est-à-dire dMhd∆N
∣∣∣
∆N=0





pour les caractéristiques mécaniques. Maintenant, quand un saut est ajouté à la
position z dans une couche (z = 0 étant le bas de la couche), la couche initiale h est séparée
en deux couches.
Si l’augmentation (ou la diminution) de l’indice de réfraction d’un côté est égale à la diminu-
tion (ou à l’augmentation) de l’autre côté, la dérivée d’une caractéristique thermomécanique













où dfh,2dN est donnée par l’équation 4.24.
La dérivée de la fonction de mérite par rapport à l’addition d’un saut vers le haut et d’un
saut vers le bas est calculée et le saut (vers le haut ou vers le bas) est ajouté à l’endroit
correspondant à la valeur la plus négative de l’une ou l’autre des deux dérivées. Si la valeur
la plus négative de la dérivée de la fonction de mérite est une valeur correspondant à un saut
vers le haut, le saut sera un saut ascendant et vice versa.
4.3.3 Considérations importantes lors de l’optimisation à plusieurs cibles
Lors de l’optimisation de plusieurs caractéristiques (optique ou mécanique) d’un filtre, l’uti-
lisateur peut ajuster l’importance accordée à chacune des caractéristiques par l’algorithme
d’optimisation en ajustant trois variables utilisées par celui-ci. Ces variables sont (ce référer
à l’équation 2.76).
1. Le nombre de points pour lesquels une valeur cible d’une caractéristique fˆj(xj) (optique
ou mécanique) est définie . Appelons ce nombre de points mcarac de sorte que si l’on
effectue une optimisation de deux caractéristiques, une mécanique avec mmec points et
une optique avec mopt points, alors m = mmec +mopt ;
2. Les valeurs des différences entre la valeur initiale de la caractéristique et la cible associée
à cette caractéristique fj(A, xj)− fˆj(xj), où j = 1, 2, 3, ...,mcarac ;
3. Les valeurs de tolérance de chacune des cibles associées à une caractéristique ∆fj(xj),
où j = 1, 2, 3, ...,mcarac.
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Supposons que l’on souhaite optimiser un réflecteur à une longueur d’onde donnée (donc
mopt = 1) et que nous souhaitons aussi minimiser la contrainte de pelage dans ses interfaces
pour une plage de températures allant de T1 à T2 avec une cible définie à chaque degré
Kelvin (donc mmec > 1). Supposons finalement que l’on désire que l’algorithme accorde
autant d’importance à ces deux caractéristiques pour la première itération et que notre
design initial respecte l’égalité :
(fopt(α, xopt)− fˆopt(xopt))2 =
mmec∑
r=1
(fr(α, xr)− fˆr(xr))2. (4.27)
Pour que l’algorithme d’optimisation accorde autant d’importance aux deux caractéristiques
lors de la première itération, on doit s’assurer que MFopt = MFmec, c’est-à-dire que la fonction
de mérite initiale pour les caractéristiques optiques est égale à la fonction de mérite initiale
pour les caractéristiques mécaniques. Ainsi, si toutes les tolérances sur les cibles associées à la











pour que l’algorithme d’optimisation accorde autant d’importance aux deux caractéristiques
lors de la première itération.
Évidemment, l’égalité 4.27 vient de notre désir qu’autant d’importance soit accordée aux
deux caractéristiques pour la première itération. En général, si l’on désire optimiser ψ ca-
ractéristiques d’un filtre, avec chacune m1,m2, ...,mψ cibles associées, de sorte qu’autant
d’importance soit accordée à chacune des caractéristiques pendant la première itération et
que la tolérance sur chacune des cibles d’une même caractéristique est la même, alors on doit










(fr(α, xr)− fˆr(xr))2 = . . .






Des exemples de procédures illustrant cette considération sont donnés dans la section 4.6.
Pour que l’importance accordée soit différente, des facteurs multiplicatifs peuvent être ajoutés
à certains termes de la série d’égalité de l’équation 4.29 de façon à diminuer l’importance des
termes auxquels ces facteurs sont ajoutés.
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4.4 Calcul des dérivées pour les contraintes de cisaillement
Dans cette section les dérivées discutées à la section 4.3.1 sont calculées pour la contrainte
de cisaillement donnée par le formalisme de Suhir présenté à la section 2.2.1 et reformulé de
façon plus concise et pragmatique à la section 4.2.2.











































pour j < i.
(4.30)
On doit donc évaluer la dérivée dkdti (voir l’annexe B pour le calcul de
dk







































































pour j < i.
(4.32)




0 pour j ≥ i−kti pour j < i. (4.33)
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4.5 Calcul des dérivées pour les contraintes de pelage
Dans cette section les dérivées discutées à la section 4.3.1 sont calculées pour la contrainte
de pelage donnée par le formalisme de Suhir présenté à la section 2.2.1 et reformulé de façon
plus concise et pragmatique à la section 4.2.2.
















































tr pour j ≤ i.
(4.37)
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tr pour j < i.
(4.38)









tr pour j < i.
(4.39)






















sont données dans la section 4.4.
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4.6 Exemples d’utilisation des nouvelles fonctionnalités d’optimisation de Open-
Filters
Dans les exemples suivants, le matériel utilisé pour le substrat est le N-KZFS2 qui correspond
à un verre inorganique. Les valeurs utilisées des différentes propriétés de ce substrat sont
indiquées dans le tableau 4.1 et sa fiche technique est donnée dans l’annexe C. Ce substrat a
été choisi en raison de son coefficient d’expansion thermique relativement bas.
Dans les exemples qui suivent, un mélange de matériaux est utilisé, mais il est aussi possible
d’utiliser des matériaux non mélangés. Le mélange de matériaux est un mélange hypothétique,
c’est-à-dire que ses propriétés ont été délibérément choisies et qu’il n’existe pas nécessairement
un tel mélange de matériaux. Les propriétés de ce mélange sont reportées dans le tableau
4.1. La raison pour l’utilisation d’un mélange hypothétique est qu’au moment de rédiger
ce mémoire, très peu de données thermomécaniques sont disponibles pour des mélanges de
matériaux malgré l’existence de techniques permettant de les mesurer [64]. Par exemple, le
CET est très rarement documenté. Notons toutefois que les valeurs des propriétés du mélange
hypothétique sont, entre autres, inspirées des données de Martin Caron [2].
Pour simplifier l’interprétation des designs de filtres optiques produits, il est assumé qu’au-
cune contrainte intrinsèque n’est présente dans le mélange à la température de dépôt (333
K). On a donc :
σi = E ′i∆αi∆Ti. (4.41)
De plus, les CET du mélange ont été choisis de façon à ce que le CET du substrat soit près du
centre de la plage de valeurs de CET que peut prendre le mélange. Ceci assure qu’il y existe
des designs pour lesquels la contrainte de cisaillement ou de pelage est minimisée, puisque les
termes de la somme
q∑
r=i+1
trσr dans les équations 4.20 pourront prendre des valeurs positives
et négatives pour s’annuler.
Les deux exemples qui suivent consistent en un réflecteur à une longueur d’onde et un antire-
flet sur une plage de longueurs d’onde. Ces filtres sont traités de façon à optimiser différentes
caractéristiques de ceux-ci. À la fois l’épaisseur et l’indice de réfraction des couches du filtre
sont ajustés par l’algorithme d’optimisation. Les tableaux 4.2 et 4.3 regroupe les cibles sur
les caractéristiques utilisées lors des optimisations.
Notons que les tolérances sur chacune des cibles ont été choisies de façon à ce que la fonction
de mérite de départ pour les caractéristiques mécaniques et optiques soit initialement égale
(l’une à l’autre) lorsqu’une cible est définie pour ces deux types de caractéristiques (c’est-
à-dire qu’autant d’importance soit accordée aux deux types de caractéristiques lors de la
première itération). De plus, les tolérances sur les cibles mécaniques ont été choisies pour que
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1,45 75,0 0,33 5,37 333
1,55 30,0 0,33 4,80 333
2,39 100,0 0,33 3,00 333
N-KZFS2
(substrat) 1,56 66,0 0,33 4,4 -









Réflexion 400 nm 1,0 0,01
Contrainte de pelage 200 K <0,0 Pa 65,1 Pa
Contrainte de cisaillement 200 K <10,0 kPa 7,67 kPa
Contrainte de cisaillement 200 K >-10,0 kPa 7,67 kPa









Réflexion 350 à 700 nm tous les 1 nm 0,0 0,01
Contrainte de pelage 230 à 380 K tous les 2 K <0,0 Pa 7,45 Pa
Contrainte de cisaillement 230 à 380 K tous les 2 K <1,0 kPa 0,958 kPa
Contrainte de cisaillement 230 à 380 K tous les 2 K >-1,0 kPa 0,958 kPa
la fonction de mérite de départ pour la contrainte de cisaillement soit égale à celle pour la
contrainte de pelage. Si MFopt est la valeur initiale de la fonction de mérite pour la réflexion,
MFτ est la valeur initiale de la fonction de mérite pour la contrainte de cisaillement, MFp
est la valeur initiale de la fonction de mérite pour la contrainte de pelage et que nous posons
que la tolérance sur la réflexion est de 0.01, alors on a le système d’équations suivant :
MFopt = MFτ + MFpMFτ = MFp. (4.42)
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Ce système d’équations a été résolu à l’aide du solveur numérique offert par Matlab® afin
d’obtenir la tolérance sur la contrainte de cisaillement et la contrainte de pelage en utilisant
la définition de la fonction de mérite donnée par l’équation 2.76. Les valeurs obtenues pour
le réflecteur et l’antireflet sont celles données dans les tableaux 4.2 et 4.3 respectivement.
Les résultats de l’optimisation utilisant les cibles des tableaux 4.2 et 4.3 sont présentés dans
les sections qui suivent. Le design initial est d’abord présenté.
4.6.1 Design initial
Le design initial consiste en cinq couches de 50 nm chacune en alternance entre un haut indice
de réfraction (2,39) et un bas indice de réfraction (1,45) comme on le voit dans la figure 4.5a.
Le substrat est d’une épaisseur de 1 mm et d’un diamètre de 50 mm. Ce design possède un
maximum de réflexion de 0,836 pour une longueur d’onde de 400 nm (voir la figure 4.5b).
On voit aussi que, si nous nous limitons à la plage de températures de 200 K à 400K pour
les exemples qui suivent, les valeurs maximales de contrainte de cisaillement et de pelage ont




Figure 4.5 Profil d’indice de réfraction du design initial (a) et valeur des caractéristiques
optiques et thermomécaniques de celui-ci. (b) Spectre de réflexion. (c) Maximum de contrainte
de cisaillement dans les interfaces en fonction de la température. (d) Maximum de contrainte
de pelage dans les interfaces en fonction de la température.
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4.6.2 Réflecteur à une longueur d’onde et à une température
Les résultats des optimisations des caractéristiques indiquées dans le tableau 4.2 sont reportés
dans la figure 4.6. Uniquement les valeurs de contraintes dans l’interface où elles sont maxi-
males (et minimales pour les contraintes de cisaillement) sont représentées. Les fonctions de
mérite associées à chacune des optimisations sont données dans le tableau 4.4.





Total 234 266 4648
Optique 203 190 4647
Mécanique 30.3 76.6 1.518
On voit dans la figure 4.6b que le filtre obtenu avec l’optimisation optique possède les
meilleures caractéristiques optiques par rapport à l’optimisation mécanique et optoméca-
nique. De même, les figures 4.6c et 4.6d montrent que le filtre obtenu avec l’optimisation
mécanique possède les meilleures caractéristiques mécaniques. On remarque alors en regar-
dant ces trois figures que l’optimisation optomécanique produit un filtre qui correspond à un
compromis entre les optimisations optique et mécanique. Pour se convaincre, on peut aussi
regarder le tableau 4.4. Ce tableau montre que les valeurs des fonctions de mérite pour l’op-





Figure 4.6 Optimisation du réflecteur. (a) Profil d’indice de réfraction des filtres optimisés.
(b) Spectre de réflexion des filtres optimisés. (c) Maximum de contrainte de cisaillement
dans les interfaces en fonction de la température pour les filtres optimisés. (d) Maximum de
contrainte de pelage dans les interfaces en fonction de la température pour les filtres opti-
misés. Optimisation optomécanique (en noir) : toutes les cibles du tableau 4.3 sont utilisées.
Optimisation optique (en bleu) : uniquement la cible sur la réflexion dans le tableau 4.3 est
utilisée. Optimisation mécanique (en rouge) : toutes les cibles sur les contraintes du tableau
4.3 sont utilisées.
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4.6.3 Antireflet sur une plage de longueur d’onde et de températures
Les résultats des optimisations des caractéristiques indiquées dans le tableau 4.3 sont reportés
dans la figure 4.7. Uniquement les valeurs de contraintes dans l’interface où elles sont maxi-
males (et minimales pour les contraintes de cisaillement) sont représentées. Les fonctions de
mérite associées à chacune des optimisations sont données dans le tableau 4.5.





Total 105 902 684×101
Optique 17.2 3.18×10−2 663×101
Mécanique 87.6 902 210
On voit dans la figure 4.7b que le filtre obtenu avec l’optimisation optique possède les
meilleures caractéristiques optiques par rapport à l’optimisation mécanique et optoméca-
nique. Par contre, les figures 4.7c et 4.7d montrent que le filtre obtenu avec l’optimisation
optomécanique possède les meilleures caractéristiques mécaniques et non pas le filtre obtenu
avec l’optimisation mécanique. Ceci indique donc que, dans ce cas-ci, la cible sur la réflexion
permet à l’algorithme d’optimisation de sortir d’un minimum local présent lors de l’optimi-
sation mécanique. On voit aussi, dans le tableau 4.5 que la valeur de la fonction de mérite
mécanique pour l’optimisation mécanique est beaucoup plus grande que pour l’optimisation
optomécanique contrairement à la valeur de la fonction de mérite optique qui est beaucoup
plus petite pour l’optimisation optique que pour l’optimisation optomécanique. Ceci nous
confirme que l’optimisation mécanique a bel et bien rencontré un minimum local qui est




Figure 4.7 Optimisation de l’antireflet. (a) Profil d’indice de réfraction des filtres optimisés.
(b) Spectre de réflexion des filtres optimisés. (c) Maximum de contrainte de cisaillement
dans les interfaces en fonction de la température pour les filtres optimisés. (d) Maximum de
contrainte de pelage dans les interfaces en fonction de la température pour les filtres opti-
misés. Optimisation optomécanique (en noir) : toutes les cibles du tableau 4.3 sont utilisées.
Optimisation optique (en bleu) : uniquement la cible sur la réflexion dans le tableau 4.3 est
utilisée. Optimisation mécanique (en rouge) : toutes les cibles sur les contraintes du tableau
4.3 sont utilisées.
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4.7 Exemple d’utilisation des nouvelles fonctionnalités de synthèse de OpenFil-
ters
L’exemple qui suit consiste en un antireflet sur la même plage de longueur d’onde que l’anti-
reflet ci-dessus. Les mêmes matériaux et géométries du substrat sont utilisés. Pendant l’étape
d’optimisation, à la fois l’épaisseur et l’indice de réfraction des couches du filtre sont ajustés
par l’algorithme. Les cibles utilisées pour la synthèse du filtre sont reportées dans le tableau
4.6. Les tolérances sur les différentes cibles sont choisies de façon à satisfaire l’équation 4.42.










Réflexion 350 à 700 nm à tous les 1 nm 0,0 0,01
Contrainte de pelage 230 à 380 K à tous les 2 K <0,0 Pa 32,5 Pa
Contrainte de cisaillement 230 à 380 K à tous les 2 K <1,0 kPa 1,22 kPa
Contrainte de cisaillement 230 à 380 K à tous les 2 K >-1,0 kPa 1,22 kPa
Le résultat de la synthèse du filtre est donné dans la section 4.7.2. Le design initial est d’abord
présenté.
4.7.1 Design initial
Le design initial consiste en une couche de 300 nm et d’indice de réfraction de 1,70 comme
on le voit dans la figure 4.8a. Le substrat est d’une épaisseur de 1 mm et d’un diamètre de 50
mm. La moyenne des réflexions entre 350 et 700 nm est de 0,0714 (figure 4.8b). Les valeurs
maximales de contraintes de cisaillement et de pelage entre 230 et 380 K ont lieu à 230 et




Figure 4.8 (a) Profil d’indice de réfraction du filtre initial utilisé pour la synthèse. (b) Spectre
de réflexion. (c) Maximum de contrainte de cisaillement dans les interfaces en fonction de
la température. (d) Maximum de contrainte de pelage dans les interfaces en fonction de la
température.
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4.7.2 Synthèse d’un antireflet par la méthode Step
Le résultat de la synthèse du filtre antireflet est donné dans la figure 4.9. Les fonctions de
mérite associées à cette synthèse sont données dans le tableau 4.7.
(a) (b)
(c) (d)
Figure 4.9 (a) Profil d’indice de réfraction du filtre synthétisé en minimisant la contrainte de
pelage, la valeur absolue de la contrainte de cisaillement et la réflexion pour des températures
entre 230 et 380 K et des longueurs d’onde entre 350 et 700 nm. (b) Spectre de réflexion. (c)
Maximum de contrainte de cisaillement dans les interfaces en fonction de la température. (d)
Maximum de contrainte de pelage dans les interfaces en fonction de la température.
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Tableau 4.7 Valeurs des fonctions de mérites suite à la synthèse de l’antireflet.
Type de fonction
de mérite





On voit, dans la figure 4.9a que le filtre synthétisé en optimisant les contraintes de cisaillement
et de pelage entre 230 et 380 K et la réflexion entre 350 et 700 nm possède des couches
d’indice de réfraction et d’épaisseur variant le long de la profondeur du filtre. La moyenne
des réflexions entre 350 et 700 nm est de 0,0166 (figure 4.9b). Les valeurs maximales de
contrainte de cisaillement et de pelage entre 230 et 380 K sont de -6,32 kPa et 51,4 Pa et
surviennent à des températures de 230 K et 380 K respectivement (figures 4.9c et 4.9d). Ce
filtre possède donc de meilleures caractéristiques optiques que celui obtenu avec l’optimisation
optomécanique de l’antireflet, mais de moins bonnes caractéristiques thermomécaniques.
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CHAPITRE 5 CONCLUSION
Ce mémoire regroupe les avancements ayant été effectués dans le domaine de l’optimisation
automatisée des caractéristiques mécaniques (thermomécanique dans ce mémoire) et éta-
blit la procédure à suivre pour la poursuite des travaux dans ce domaine. Les avantages de
l’optimisation automatisée des caractéristiques mécaniques par rapport aux méthodes expé-
rimentales, présentement dominantes, sont nombreux. Le plus important étant la réduction
du nombre de filtres nécessaires à fabriquer pour les tests et donc une réduction du coût de
conception. Dans les sections qui suivent, je présente un résumé des principaux résultats de
ce mémoire, leurs limitations et des suggestions sur les prochaines étapes à effectuer pour
contribuer au domaine de l’optimisation automatisée des caractéristiques mécaniques.
5.1 Synthèse des travaux
Le formalisme approximatif de Suhir a tout d’abord été utilisé à des fins de diagnostic.
Deux filtres optiques avec seulement leurs couches superficielles différentes présentaient des
résultats différents à un test de sollicitation thermique tel que mentionné dans le chapitre
3. Les résultats ont démontré que le formalisme approximatif de Suhir pour la contrainte
élastique seule ne suffit pas à expliquer pourquoi la stabilité thermique des revêtements avec
la couche superficielle hybride est meilleure que celle des revêtements inorganiques, suggérant
que la différence de résistance à ces sollicitations n’est pas due à un phénomène élastique.
Ensuite, la possibilité d’optimiser et de synthétiser des filtres optiques en posant des cibles
sur des caractéristiques thermomécaniques des filtres a été ajoutée à OpenFilters. Ces carac-
téristiques sont :
1. la courbure ;
2. le maximum des contraintes parallèles dans les couches ;
3. le maximum des contraintes de cisaillement dans les interfaces ;
4. le maximum des contraintes de pelage dans les interfaces.
Notons aussi que ces nouvelles fonctionnalités supportent à la fois les mélanges de matériaux
et les matériaux réguliers. La gestion des matériaux a donc dû être adaptée.
L’implémentation de ces nouvelles fonctionnalités de OpenFilters a nécessité le calcul de
plusieurs dérivées (section 4.4 et 4.5) utilisées par l’algorithme d’optimisation et de synthèse.
Les résultats de ces dérivées constituent, en soi, de nouveaux résultats.
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Finalement, la méthode à suivre pour ajouter de nouvelles cibles mécaniques a été facilitée
par la création d’un module appelé Stoney et par l’information que contient ce mémoire. Le
module Stoney, qui correspond à un fichier appelé Stoney dans le code source d’OpenFilters,
contient la majeure partie des modifications nécessaires afin de permettre l’ajout des nou-
velles fonctionnalités nommées ci-dessus. Il est prévu que ces nouvelles fonctionnalités soient
incluses dans la version 2.0 d’OpenFilters.
5.2 Limitations de la solution proposée
Il est fréquent de tester la validité d’une solution de forme fermée, tel le formalisme de Suhir,
à l’aide de simulations par éléments finis. Or, le cas de l’expansion thermique d’un revêtement
multicouche mince sur un substrat épais peut difficilement être simulé par éléments finis. Les
simulations élastiques par éléments finis de ce type sont énormément sensibles au maillage
utilisé tel que noté dans la littérature [11]. La cause de cette sensibilité au maillage est une
singularité au bord libre du système. En effet, il a été démontré qu’une solution analytique
exacte respectant de façon stricte les équations constitutives de l’élasticité linéaire comporte
bel et bien une singularité au bord [31–33, 46]. Une étude détaillée comparant la méthode de
Suhir à d’autres méthodes de simulation a été effectuée par C. Basaran et Y. Zhao [11].
Notons aussi que le formalisme de Suhir utilisé assume une condition de compatibilité aux
interfaces afin d’avoir une solution fermée. Il a été démontré, par Pao et Eisele [47], qu’il
est possible de résoudre des cas spécifiques du problème en n’imposant aucune condition de
compatibilité aux interfaces. Or les solutions données par la méthode de Pao et Eisele sont
obtenues moins rapidement qu’avec la méthode de Suhir, car on doit y résoudre un système
d’équations constituant un problème de valeurs propres. La méthode de Suhir était alors celle
qui répondait le mieux à nos besoins.
Une autre limitation importante à mentionner est que puisque les mesures des propriétés
mécaniques possèdent généralement une plus grande erreur statistique que les mesures de
propriétés optiques, le processus d’optimisation automatisé des caractéristiques thermomé-
caniques pourrait paraître moins efficace en pratique que l’optimisation automatisée des
caractéristiques optiques. Par exemple, il se pourrait que deux designs de filtres optiques
qui devraient avoir des résistances thermomécaniques différentes, d’après le formalisme de
Suhir, semblent avoir la même résistance thermomécanique, en pratique, due au fait que la
différence de résistance prédite par le formalisme soit trop petite pour être mesurée. L’uti-
lisateur doit donc être très prudent pour ce qui est de l’optimisation des caractéristiques
thermomécaniques.
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5.3 Différences entre les valeurs de contraintes aux interfaces présentées et celles
de la littérature
Il existe des méthodes expérimentales permettant de déterminer les trois composantes du
champ tensoriel de contrainte à certains endroits dans un revêtement constitué de couches
minces cristallines. Par exemple, la DRX triaxiale a été employée dans la littérature pour
obtenir le champ tensoriel de contraintes intrinsèques de même que le champ tensoriel de
contraintes thermiques dans des couches minces déposées sur des substrats épais et exposés
à des températures diverses [65–70]. Les valeurs de contraintes parallèles mesurées par ces
techniques sont de l’ordre du MPa tout comme les résultats reportés dans le chapitre 3. Les
valeurs des contraintes de cisaillement et de pelage mesurées par DRX triaxiale sont, elle
aussi, de l’ordre du MPa, alors que celles reportées dans les chapitres 3 et 4 sont de l’ordre du
kPa pour le cisaillement et du Pa pour le pelage. La différence entre les valeurs mesurées dans
la littérature et celle de ce mémoire vient du fait que dans le formalisme de ce mémoire, la
contrainte intrinsèque est présumée correspondre à un état de contrainte biaxiale - c’est-à-dire
qu’il n’y a pas de contrainte intrinsèque dans la direction perpendiculaire aux interfaces et
qu’il n’y a pas de composantes de cisaillement intrinsèques. Seule la composante parallèle de
la contrainte est non nulle. Cette hypothèse n’affecte, toutefois, pas la généralité des résultats
obtenus avec la méthode présentée dans ce mémoire. En effet, si les contraintes intrinsèques
de cisaillement et de pelage sont connues aux interfaces dans un empilement, et que nous
désirons en tenir compte, il suffit de les additionner aux valeurs de contraintes thermiques
respectives. Dans certains cas, les valeurs de contraintes intrinsèques dans les interfaces seront
plus grandes que les valeurs de contraintes thermiques, dans d’autres cas ce sera les valeurs
de contraintes thermiques qui seront plus grandes que les valeurs de contraintes intrinsèques.
5.4 Améliorations futures
Plusieurs améliorations futures sont envisageables. En effet, mes travaux et ceux de Marie-
Maude de Denus-Baillargeon constituent une infime partie des travaux réalisables dans le
domaine de l’optimisation automatisée des propriétés mécaniques des filtres optiques. Ci-
dessous je donne quelques avenues qui, à mon avis, mèneraient à des contributions dans le
domaine et constitueraient des améliorations aux travaux déjà effectués. Toutefois, il existe
fort probablement d’autres voies qui permettront de faire avancer ce domaine de recherche.
La première amélioration, à mon avis, est de permettre l’utilisation de la méthode Needle
pour la synthèse de filtres optiques avec des cibles mécaniques dans OpenFilters. Ceci pourrait
être effectué très rapidement.
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Une amélioration évidente serait de tester expérimentalement les filtres synthétisés avec
OpenFilters pour vérifier si les améliorations prédites des comportements thermomécaniques
sont bien observables. Par exemple, on pourrait déposer des filtres optiques présentant une
mauvaise adhésion entre les couches. Certains de ces filtres pourraient être optimisés à l’aide
d’OpenFiltres de façon à minimiser la contrainte de pelage (ou même de façon à forcer quelle
soit négative). On s’attendrait alors que les designs minimisant la contrainte de pelage ne
délaminent pas et que les autres designs délaminent. Il s’agit toutefois d’une méthodologie
qui pourrait impliquer beaucoup d’essais et erreurs.
Le manque de données concernant les coefficients d’expansion thermique des matériaux pou-
vant être déposés avec les systèmes de dépôts du LaRFIS m’ayant forcé à effectuer mes
optimisations avec un mélange de matériaux hypothétiques, la création d’une banque de
données de coefficient d’expansion thermique des matériaux déposables serait définitivement
une contribution remarquable.
Le formalisme de Pao et Eisele devrait être testé dans une boucle d’optimisation comme
celle utilisée par OpenFilters afin de déterminer dans quel cas celui-ci est inutilisable due
à un trop grand temps de calcul. Similairement, on peut imaginer une boucle d’optimisa-
tion comportant une étape de simulation par élément fini pour calculer les caractéristiques
mécaniques du filtre et les différentes dérivées nécessaires. Bien que difficiles à envisager au
moment de rédiger ce mémoire, l’optimisation et la synthèse de filtres optiques avec leurs
caractéristiques mécaniques optimisées de cette façon seront fort probablement envisageables
avec l’augmentation de la puissance de calcul et l’amélioration des algorithmes d’optimisation
et de simulation par élément fini.
Permettre d’utiliser d’autres cibles mécaniques lors de l’optimisation et de la synthèse de
filtres favoriserait aussi la recherche dans le domaine. Par exemple, la possibilité de fixer une
cible correspondant à une valeur maximum ou minimum pour un type de contrainte donné
résultant d’une indentation avec des paramètres d’indentation spécifique serait intéressante.
En effet, il existe une solution analytique pour le champ vectoriel de contrainte élastique
résultant d’une distribution hertzienne de pression dans un espace semi-infini possédant un
revêtement multicouche [71]. Ceci n’est qu’une des nombreuses possibilités en ce qui concerne
l’implémentation de l’utilisation de nouvelles cibles mécaniques à utiliser pour l’optimisation.
Finalement, il serait intéressant de tester d’autres algorithmes d’optimisations. Comme mon-
tré dans la section 4.6.3 l’algorithme d’optimisation a rencontré un minimum local lors de l’op-
timisation des caractéristiques thermomécaniques sans cible sur la réflexion. Il est probable
qu’un algorithme soit mieux adapté à l’optimisation des caractéristiques thermomécaniques
que l’algorithme de Levenberg-Marquardt.
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ANNEXE A Dérivation de l’équation 2.4
Le but de cette annexe est de montrer explicitement comment obtenir dl′2 = dl2 +2εikdxidxk,
à partir de
dl′2 = dl2 + 2dxidui + du2i . (A.1)





dxk. On peut donc réécrire l’équation A.1














































= dl2 + 2εikdxidxk,
(A.2)


















































































































































































































































ANNEXE C Données techniques sur le substrat N-KZFS2
Figure C.1 Données techniques sur le substrat N-KZFS2.
