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We report on specific heat and Hall probe magnetization measurements in magnesium diboride single
crystals. A magnetic field dependence of the coherence length  has been deduced from the former assuming
that the electronic excitations are localized in field dependent vortex cores in which case  is related to the
Sommerfeld coefficient =Cp /TT→0 throughout,  H /a02 a0 being the vortex spacing. The reversible
part of the magnetization has been analyzed with a phenomenological Ginzburg-Landau model introducing
field dependent parameters i.e., penetration depth  and  which account for the decreasing contribution of
the -band with increasing field. This approach perfectly reproduces the experimental data by combining the
field dependence of  deduced from Cp 1/2B with an almost linear increase of  from 450 Å at low
field to 700 Å close to Hc2. These field dependences can then be used to consistently describe the field
dependence of the critical current density, small angle neutron scattering form factor, and muon spin relaxation
rate.
DOI: 10.1103/PhysRevB.73.184513 PACS numbers: 74.70.Ad, 74.25.Ha, 74.25.Op, 74.25.Qt
I. INTRODUCTION
One of the most salient consequences of the coexistence
of two superconducting gaps in magnesium diboride MgB2
is the anomalous temperature dependence of the anisotropy





the upper critical fields parallel to the ab-planes and c-axis,
respectively. On the other hand, the lower critical field Hc1
is almost isotropic at low temperature2 suggesting that the
anisotropy parameter =ab /c=c /ab i and i being the
penetration depth and the coherence length in the related
direction, respectively is also field dependent rising from
Hc1 1 at low field to Hc2 5–6 at high field. Indeed, as
suggested for instance by point contact spectroscopy3 and
small angle neutron scattering SANS4 experiments, the so-
called -band is rapidly suppressed by magnetic field and the
anisotropy is then mainly given by the parameters of the
quasi-2D -band above some “crossover” field on the order
of 0.5–1 T. On the other hand, at low field, the anisotropy
must be averaged over the entire Fermi surface7 leading to
1 at low temperature in good agreement with Hc1
measurements.2
Furthermore, a kink is clearly visible in the field depen-
dence of the Sommerfeld coefficient =Cp /TT→0 Cp be-
ing the field dependent electronic contribution to the specific
heat.8 The rapid increase of  at low field, reaching 50%
of the normal state value N at 0.5 T has again been attrib-
uted to a rapid filling of the -band with increasing magnetic
field.8 Finally, the form factor in small angle neutron scatter-
ing SANS measurements,4 the muon spin relaxation rate9
and the logarithmic derivative of the reversible
magnetization2,9 dMrev /d LnH which are all expected to
be proportional to the superfluid density ns1/2 present
an anomalous field dependence in MgB2.
We show here that the anomalous field dependences of the
specific heat, reversible magnetization, critical current den-
sity, SANS form factor and muon spin relaxation rate can all
be consistently described by assuming that the penetration
depth and the coherence length are field dependent. The field
dependence of  has been deduced from Cp assuming that
electronic excitations are localized in field dependent vortex
cores such as Cp /TT→0 H /a02 where a0 is the vor-
tex spacing and the reversible magnetization has been ana-
lyzed using a phenomenological Ginzburg-Landau approach
introducing field dependent  and  values. Indeed, as
pointed out recently by Eisterer et al.,5 MgB2 can be de-
scribed by a one-gap Ginzburg-Landau model assuming that
the order parameters of the two bands are related together by
a field dependent parameter which accounts for the field de-
pendence of the relative contributions of the two bands. This
progressive change of the contributions of the two bands
shows up as field dependent  and  values. We will only
report on the field dependence of ab and ab i.e., deduced
from measurements performed with H 	c but c and c are
also expected to be field dependent consistently with the field
dependence of the anisotropy parameter. In the previously
published analysis,2,4,9 a field dependence of the coherence
length was not taken into account leading to a large overes-
timation of .
II. EXPERIMENT
Specific heat measurements have been performed on a
small MgB2 single crystal using an ac technique as described
elsewhere.1 This crystal has been grown by annealing Mg
and B in stoechiometric composition at 1150 °C for 70 h in
a closed iron container. This high sensitivity ac technique is
not only very well adapted to measure the specific heat of
very small samples a few 	g in our case but also to carry
continuous measurements during field sweeps at a given
temperature in Ref. 8,  was deduced from the temperature
dependence of Cp for a limited number of magnetic fields.
We were thus able to obtain the field dependence of the
Sommerfeld coefficient continuously on the entire field range
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from Hc1 to Hc2 at 2.5 K, see Fig. 1. A precise in-situ
calibration of the thermocouple used to record the tempera-
ture oscillations was obtained from measurements on ultra-
pure silicon.
Local magnetization measurements were performed on
the same single crystal using a miniature Hall probe array.
The field distribution in the sample has thus been recorded
from various applied fields H 	c at T=4.2 K. As shown in
Ref. 6, for low 	0Ha values typically 
0.15 T the field
distribution presents a “dome shape” characteristic of the
presence of strong surface barriers. The effect of those bar-
riers decreases rapidly with field and the irreversibility is
again dominated by bulk pinning effects at high fields. The
reversible part Mrev
loc of the “magnetization” B−	0Ha,
where B is the induction at the center of the sample has thus
been defined as the average between the increasing and de-
creasing branches of the “magnetization loop” dotted lines
in Fig. 2. Obviously, such a procedure is only correct for
“high” magnetic fields i.e., above 0.2 T and it is impor-
tant to note that the irreversible part of the magnetization
decreases very rapidly with field. The reversible contribution
is thus very well defined above 0.2–0.3 T. The critical
current density has then been defined as the width of the
magnetization loop B /2	0w, where 2w is the width of the
sample.
III. RESULTS AND DISCUSSION
A. Specific heat measurements: field dependence
of the coherence length
Figure 1 displays the magnetic field dependence of the
Sommerfeld coefficient  at T=2.5 K. It is important to note
that we restricted ourself in the following analysis to fields
larger than 0.15 T for which the applied field is close to
the induction B. Indeed, for fields up to a few 	0Hp
0.05 T, the first penetration field, the measurements are
strongly hysteretic reflecting different vortex distributions in
the sample.6
As discussed in Ref. 8, in MgB2 the nonlinear field de-
pendence of the Sommerfeld coefficient see Fig. 1 could be
qualitatively understood by considering the contributions of
the two bands as independent and thus writing that =
+ 1− where  and  are the contributions of the two
bands and  the weight of the  band on the order of 1 /2.
Assuming that the electronic excitations are localized in the
vortex cores of volume 2t where t is the thickness of the
sample one gets i nVN i
2t /St where i= or , S is
the sample surface and nV the number of vortices. As nV /S
1/a0
2 a0 being the vortex spacing, one finally obtains i
 i /a02 for HHi=0 /2	0i
2
. i=N for HHi and 
is thus expected to present two linear behaviors for H
H and HH, respectively as shown in Fig. 1 solid
lines with =0.4 and 	0H=0.5 T. Note however, that the
proximity of Hp may cast some doubt on the linear field
dependence of  observed by the authors of Ref. 8 in the low
field range.
The magnetic field dependence of the Sommerfeld coef-
ficient at T=2.5 K is displayed in the main panel of Fig. 1
for H 	c. The starting point of our approach is to consider
that, due to the coupling of the two bands, the system can be
FIG. 1. Magnetic field dependence of the Sommerfeld coeffi-
cient  at T=2.5 K open diamonds. The bold line is a H−Hp
dependence Hp being the first penetration field and the two
straight lines would correspond to independent bands closing at two
different fields see text for details, closed squares, data from Ref.
6, note that the two samples have slightly different Hc2 values.
Inset, magnetic field dependence of the coherence length open
squares Cp /H1/H0.25 solid line.
FIG. 2. Magnetic field dependence of the reversible part of the
local magnetization B−	0Ha open circles. The dotted lines are the
local magnetization branches for ascending and descending fields.
The thick line is the calculated curve with H given by the spe-
cific heat and a linear H. The thin lines are calculations for
conventional materials with the indicated  and Hc2 values. Inset,
magnetic field dependence of 1/2 see text for details compared
to 1/eff
2 dMrev /d LnH, calculated thick line, from SQUID data
Ref. 7 triangles and from Hall probe magnetometry Ref. 2
squares. The solid line in the 1/2 data corresponds to the linear
field dependence of .
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described by only one, but field dependent,  value. Still
assuming that the electronic excitations are localized in the





One then directly gets  /H with H=Hc2
=0 /2	0Hc2 see inset of Fig. 1. This field dependence
is indeed reflecting the decrease of the contribution of the
-band and our approach is, in this sense, equivalent to the
one proposed by Bouquet et al.8 but introducing here an
“effective” coherence length which takes into account the
decrease of the contribution of the -band through a smooth
variation between Hp and Hc2 with 1/2H−HpB. It is
tempting to associate the H→0 value to the -band using
the standard BCS expression  vF /500 Å where
vF and  are the Fermi velocity and gap value, respec-
tively. This value is in agreement with tunneling spectros-
copy measurements18 but, as discussed by Zhitomirsky and
Dao,19 the size of the vortex core at low field is actually not
expected to be given by the BCS expression but H→0 is
expected to be on the order to 1–2 for realistic
parameters19 in agreement with our data which suggest that
H0.2T2–2.5.
Note that, similar nonlinearities have been observed in
many other superconductors from NbSe2 to borocarbides,10
bismuthates11 or cuprates12 and a shrinking of the vortex
cores for increasing fields has actually been recently pre-
dicted by Kogan and Zhelezina13 for classical one gap super-
conductors in the clean limit. The predicted behavior is simi-
lar to the one obtained here for H 	c but a much steeper
variation has been reported for H 	ab by Bouquet et al.8 
reaching 50% of its normal state value for H /Hc21/20
clearly suggesting an influence of the two-gap nature in
MgB2. A similar shrinkage of the vortex core and corre-
sponding increase of the penetration depth, see below has
also been reported recently by Callaghan et al.14 in NbSe2
from 	SR measurements. Even though this system has
been thought of for a long time as being a one gap s-wave
superconductor, there is now convincing evidence for the
existence of multiple gaps.15,16 As previously pointed out by
Boaknin et al.,16 thermal conductivity measurements can be
scaled tothe classical s-wave behavior introducing a low field
delocalization length H→0 on the order of 3 i.e.,
corresponding to an effective upper critical field on the order
of Hc2 /9. A similar increase of the thermal conductivity at
low field has also been observed in MgB2 Refs. 16 and 17
and such a “scaling” is consistent with our description in
which H→0≫H=Hc2 i.e., the “low field upper criti-
cal field” is much smaller than Hc2. We will show below
that it is of fundamental importance to include this field de-
pendence of the coherence length in the analysis of other
physical quantities such as the magnetization, SANS form
factor and muon polarization rate.
B. Magnetization measurements: field dependence
of the penetration depth
The local induction at the center of the sample has been
measured using a miniature Hall probe for increasing and
decreasing magnetic field at T=4.2 K see dotted lines in
Fig. 2. As shown in Ref. 6, at low field the irreversibility is
dominated by geometrical barriers which renders the deter-
mination of the reversible part of the magnetization difficult.
However, for H larger than a few 	0Hp0.05 T, the irre-
versibility related to those barriers vanishes and the remain-
ing irreversibility can thus be attributed to the presence of a
small critical current due to bulk pinning. The reversible part
Mrev
loc of the “local magnetization” 	0Mloc=B−	0Ha has
thus been defined as the average between the ascending and
descending branches of the magnetization loop.
In type II superconductors, the reversible magnetization
Mrev is entirely defined by h=H /Hc2 and = /,21
Mrev/Hc2 = −
1 − h
22 − 1A + 1
2
at high field Abrikosov regime, where A is the Abrikosov
coefficient whereas in the intermediate field range London





0.358h  . 3
Finally, Mrev is expected to tend towards −Hc1 for B→0 with
a vertical slope. Surprisingly, in magnesium diborides, the
linear variation of M expected for HHc2 /3 is not observed
and an almost logarithmic regime is observed all the way up
to Hc2 see Fig. 2. A similar behavior has also been reported
by several groups from global measurements and is thus not
related to our local measurements.2,9 Some discrepancy may
be expected due to the limitations of the Ginzburg-Landau
GL model20 but in the case of MgB2 this approach does not
work at all. As pointed out by Zehetmayer et al.,22 the single
band GL model can however still be used to fit the reversible
magnetization in the low and high field regimes but only by
using very different parameters i.e., coherence length and
penetration depth. It is thus only possible to fit the data on a
very limited field range using a unique set of Hc2 , values.
Introducing the field dependence of  deduced from our
specific heat measurements in some effective “upper critical
field” 	0Hc2
*
=0 /2H2 we have adjusted the reversible
magnetization deduced from the GL model to our experi-
mental data in the entire field range with only one free pa-
rameter, =. Mrev has been calculated from the interpo-









. As pointed out above, in this phenomeno-
logical approach, Hc2
* does not correspond anymore to the
“true” upper critical field on the order of 2.9 T along the c
direction but to a field dependent parameter containing the
field dependence of the coherence length. Taking ab
1/H0.25, an almost linear field dependence for ab repro-
duces very well the “pseudologarithmic” behavior observed
experimentally. The corresponding Mrev
loc curve reported in
Fig. 2 bold line has been calculated assimilating our sample
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to an ellipsoid with a demagnetization factor N0.6 and
thus writing Mrev
loc
= 1−NMrev. Such a demagnetization fac-
tor leads to the correct Hp value taking Hc1=0.11 T Ref.
6 but has indeed only little physical meaning at low field as
we demonstrated that “corner effects” play a dominant role
in MgB2 Ref. 6 we thus restricted our analysis for 	0H
0.2 T. The magnetization jump associated to those edge
currents has thus not been taken explicitly into account but
for H larger than a few Hp geometrical corrections rapidly
become negligible B→	0Ha. The use of a demagnetization
coefficient is consistent with the fact that our field profiles
are becoming very flat above 0.2 T i.e., the irreversible
contribution is very small and the magnetization is thus al-
most homogeneous in this field range. This approximation is
further validated by the fact that our local measurements
only differ from the global measurements see for instance
Ref. 9 for SQUID measurements by a scaling factor for
Ha≫Hp here equal to 1−N. The choice of N does not
influence the determination of abH. Taking, for instance
N=0.7 which would correspond to an ellipsoid of similar
thickness/width ratio but with a slightly lower Hp value
leads to  values about 10% smaller than the former ones but
presenting a very similar field dependence.
As for , we obtain a continuous and smooth variation for
 between Hp and Hc2 rather than a crossover between a low
	0Hc2=1.2 T, =3 and a high 	0Hc2=2.8 T, =7 field
regime. We obtained H→0450 Å and H→Hc2
750 Å. These values are in good agreement with those
obtained by Zehetmayer et al.22: 510 Å and 760 Å at low
and high field, respectively and correspondingly  varying
from 174 Å to 104 Å. The low field ab values is also in
good agreement with the theoretical one calculated by Gol-
ubov et al.23 in the clean limit 400 Å. In the clean limit
“assumption”  is expected to be almost isotropic which is in
good agreement with the almost isotropic Hc1 previously ob-
served in Ref. 2 as well as with SANS measurements see
Ref. 24 and reference therein. The increase of ab with in-
creasing field is indeed reflecting the decrease of the super-
fluid density as superconductivity in the -band is progres-
sively destroyed by H. A 50% increase is hence consistent
with a decrease of the superfluid density by a factor of 2
corresponding to =0.5. Note that  is ranging from
2–3 at low field to 7 close to Hc2 and MgB2 is thus close
to a “type I” superconductor in the low field limit.
The field dependence of 1 /eff= 8	0 /0
dMrev /d lnH is displayed in the inset of Fig. 2 together
with experimental data deduced from SQUID measurements
by Angst et al.9 as well as with the values that we previously
obtained on another sample.2 In “classical” systems,
dMrev /d lnH is directly proportional to 1/2 i.e., =eff,
but as shown in the inset of Fig. 2, this is not the case in
MgB2. Indeed, an almost field independent above 0.5 T eff
value on the order of 900 Å is deduced from this derivative
whereas ab actually increases from 450 to 700 Å. Note
that a abvalue on the order of 900 Å would suggest that the
system is in the dirty limit which would be inconsistent with
the isotropy of Hc1 indeed,  and hence Hc1 are expected to
present an anisotropy on the order of 3 in the dirty limit23.
Neglecting the field dependence of  and deducing  from
the logarithmic derivative of the reversible magnetization
thus leads to a large overestimation of .
A phenomenological approach very similar to ours has
been proposed very recently by Eisterer et al.5 The authors
suggested that the two band free energy functional19
FGL
twoband can be reduced to an effective one band functional
FGL assuming that = where  is a field dependent
parameter accounting for the progressive decrease of the
contribution of the -band to the superfluid density  and
 being the order parameters in the  and  bands, respec-
tively,
FGL
twobandEc,,Ec,,E,, = FGLEc, , 5
where Ec,, Ec,, E, ,  are the condensation energy of
the  and  bands, the Josephson type coupling energy
between the two bands and the penetration depth of the cor-
responding bands, respectively. Ec and  are then some
“effective one band” field dependent condensation energy
and penetration depth, respectively. However, those quanti-
ties are expected to be related to the microscopic parameters
of the two bands through5 Ec= Ec,+2Ec,+E 0,2
and = /2 +22 0,2 with 0,2= Ec,+2Ec,
+E / Ec,−4 Ec,  . The temperature dependence of
Ec,, Ec,, , and  as well as the field dependence of 
have then been obtained by minimization of the total Gibbs
energy at each field. Note that the authors of Ref. 5 had to
use this minimization procedure in order to extract H
from their magnetization data as Mrev depends on both  and
. Our determination is thus more straightforward as we
combined specific heat which depends on  only and mag-
netization measurements on the same crystal. No field depen-
dence of  is presented in Ref. 5 but the ab values are very
similar to those obtained in the present work even though a
small kink not present in our data was obtained around
1 T at low temperature.
Above 0.5 T we obtain an almost field independent Ec
value on the order of 30 kJ m−3 in agreement with the values
obtained by Eisterer et al.5 Indeed, since Ec, and E are
much smaller than Ec, and →0, Ec rapidly tends towards
Ec, and is hence expected to be almost field dependent at
high field. However, it is important to note that the =
 ansatz assumes that the size of the vortex core is almost
field independent and might thus not be valid at low field.
The microscopic signification of the low field  and  param-
eters thus obviously require further theoretical and experi-
mental work but we will show below that those parameter
can be used to consistently describe the field dependence of
other physical quantities without introducing any new pa-
rameter.
First, field dependent abH and abH values also influ-
ence the field dependence of the critical current density Jc.
Indeed, assuming that vortices are collectively pinned by a
large number of weak pins so-called collective pinning re-






where W is the average pinning strength, rp is the interaction
range of the pinning centers and c44 and c66 are the tilt and
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shear moduli of the vortex lattice, respectively. Neglecting
nonlocal effect in c44 i.e., so-called large bundle regime,
one expects at low field28,29 i.e., h
0.3 Wh, rp, c44
H2 and c66H /2 which leads to Jc1/H3 for field inde-
pendent  and  values. Similarly, close to Hc2,28 W1−h,
rpa01/H, c44H2, and c66 1−h /2 and hence Jc
1/H1.5.
Figure 3 displays the field dependence of the critical cur-
rent deduced from the width of the magnetization loop for
	0Ha1 T neglecting possible creep effects. Note that
close to Hp the width of the cycle rapidly increases due to the
presence of geometrical barriers6 and does not correspond
anymore to a critical current. At high field, Jc is getting very
small and could hardly be deduced from our magnetization
measurements. The JcH curve has thus been deduced from
ac-transmittivity measurements following.30 Note the pres-
ence of a sharp peak effect close to Hc2 which will not be
discussed here. As shown, at high field, the JcH depen-
dence is close to the 1/H1.5 law predicted by the collective
pinning theory. However as H decreases JcH rapidly devi-
ates from the “classical” i.e., assuming constant  and 
values predictions and the 1/H3 expected at low field is
never observed, but we perfectly reproduce the experimental
behavior by introducing our abH and abH values in the
numerical interpolation formulas calculated by Brandt28 with
only one scaling factor due to the fact that the value of the
number of pins is unknown.
C. Neutron scattering and muon depolarization experiments
Having determined H and H from our experiments,
it is now possible to look for the consequences of those field
dependences on other experimental quantities. First, in muon
spin rotation experiments, the depolarization rate is propor-
tional to  where 2 is the variance of the internal field and
 = 0.070/2fh 6
where f0=1 and fh0.45 1−h for h0.5 Ref.
25. Neglecting the field dependence of  and hence assum-
ing that h≪1, Angst et al.9 attributed the field dependence of
 directly to H which led to an overestimation of ab
similar to the one discussed above. The influence of two gap
superconductivity on the muon relaxation rate has also been
discussed by Serventi et al.27 assuming that the contributions
of the two bands could be added independently. Figure 4
displays the calculated field dependence of 0.070 /ab
2 fh
deduced from our abH and abH values without any ad-
ditional free parameter taking fh from Ref. 26. As shown,
this function perfectly reproduces the experimental behavior.
It is important to note that due to the field dependence of ,
h is never much smaller than 1.
Second, as shown in Fig. 4, we can also very well repro-










Instead of the exponential approximation taken in Ref. 4,
we used the exact fh function calculated by Brandt.26 We
again perfectly reproduce the field dependence of the experi-
mental data. However, in this case, we had to introduce a
scaling factor which might be due either to a different ab0
FIG. 3. Magnetic field dependence of the critical current dia-
monds compared to the calculated values thick line assuming that
large vortex bundles are collectively pinned by a large number of
weak pins. The straight lines correspond to the low and large H
limits neglecting the field dependence of  and  see text for de-
tails. The shaded area at low field schematically represents the
increase of the irreversibility due to the presence of geometrical
barriers.
FIG. 4. Magnetic field dependence of the form factor in SANS
experiments circles and of the muon spin relaxation rate squares
compared to the calculated values solid lines with H and H
displayed in Figs. 1 and 2.
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value in our crystal about 30% smaller than theirs and/or to
some quantitative uncertainty in the determination of F from
SANS data.
IV. CONCLUSION
In summary, we have shown that specific heat, magneti-
zation, small angle neutron scattering, and muon spin relax-
ation measurements can be consistently described by assum-
ing that the coherence length and the penetration depth are
both field dependent in magnesium diboride due to the pro-
gressive decrease of the contribution of the -band. Super-
conductivity in this latter band is however possible up to
Hc2Hc2
 due to the coupling with the -band. To the con-
trary of most approaches, we have thus analyzed the experi-
mental data by taking a continuous and smooth field depen-
dence of  and  all the way up from Hc1 to Hc2. This field
dependence can be analyzed with the two-band Ginzburg-
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