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Abstract. Despite their reliability, induction motors tend
to fail. Around 41% of faults in motors are bearing related
and that is the most common fault in motor field. Due to
the lack of research on generalized roughness bearing fault
diagnostics by use of a stator current spectrum, the presented
study analyses both single-point and generalized roughness
bearing faults and their classification possibilities. In this
paper, a new method for generalized roughness ball bearing
fault identification by use of a stator current signal analysis
is presented. The algorithm relies on Discrete Wavelet Trans-
form and Welch’s spectral density analysis. The composition
of both methods is used for building a feature vector for the
classifier. In order to achieve classification, support vector
machine classifier with linear kernel function has been ap-
plied. The validation experiment and results are presented.
Keywords
Induction motor, stator current spectrum, wavelet de-
composition, Welch’s spectral density, bearing fault di-
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1. Introduction
Due to their simplicity and reliability Induction Mo-
tors (IM) are the most popular in the world. They demon-
strate the following features: low-cost, high-performance,
easy management and resistance to harmful environments.
Such electric motors consume approximately 40-50% of the
electrical power produced in the world [1]. Despite the re-
liability of IM, like every equipment, they are tend to fail.
However, the permanent monitoring system of a motor is of-
ten not used. Around 41% of all faults in motors are bearing
related [2]. It is the most common fault in the IM. Costly
consequences of the accident and unplanned stopping of pro-
duction can be avoided by the help of early diagnosis of
bearing failure.
All bearing related failures can be classified into two
main groups - Single Point (SP) and Generalized Rough-
ness (GR). This classification was introduced in [3] and be-
came worldwide known. A Single Point type fault is defined
as a single, localized defect on an otherwise relatively undam-
aged bearing surface. Single Point fault produces specific
fault frequencies depending on which surface of the bearing
occurs the fault [4]. These predictable frequency components
typically appear in the machine vibration and are often re-
flected in the stator current. Generalized Roughness is a type
of fault when the condition of a bearing surface over a large
area has considerably degraded and became rough, irregu-
lar, or deformed. Generalized Roughness is a more common
failure type than Single Point. Pollutant contaminated oil,
shortage of oil, shaft currents and system misalignment are
major causes of GR failure.
Although SP malfunctioning in ball bearings is less
common, the number of methods for detecting this fault is
significantly higher. This is due to the fact that the spectral
components of the SP fault are clearly detected in regions
calculated by well-known equations [3]. Due to the lack of
research on GR diagnostics by use of a stator current spec-
trum, the presented work analyses both SP and GR faults and
their classification possibilities. The presented method is de-
signed for International Electrotechnical Commission (IEC)
low voltage induction motors. In this context, low voltage
refers to motors that operate at voltages less than 1000V and
produce a maximum power of 1000 kW.
The goal of this study is to determine the ability of GR
fault identification using a stator current signal, investigate
whether this failure can be distinguished from the failure of
the SP, and to study the relationship of the fault representing
features and motor speed.
2. Review of Methods
One of the most popular bearing fault detection meth-
ods is the measurement of vibration. This method can be
used for detection both, an SP [4] and GR failure [3]. It is
important to note that the sensor must be attached to the sta-
tionary motor part [5]. Due to the popularity, there are also
standards (ISO 10816) regulating motor vibration measure-
ment. The main disadvantages of the above said method is
the price of vibration sensors and the necessity to physically
access the motor while measuring vibrations. In noisy en-
vironment, bearings generated low-frequency vibrations are
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overshadowed by a more strong environmental noise. In such
environments the diagnosis of a motor status by vibration
analysis is unreliable [6]. The emission of high-frequency
stress-wave, otherwise known as acoustic emissions, can be
recorded using acoustic emission sensors. Compared to con-
ventional vibrationmonitoring, the acoustic emissionmethod
has got a higher signal-to-noise ratio in noisy environments.
The disadvantage of this method is a high cost. Additionally,
specific knowledge and experience is required for measure-
ment of acoustic emissions. It is well known fact that faulty
bearing makes an acoustic noise, therefore acoustic signals
have also been investigated [7]. In order of investigation the
bearing fault related spectrum components the sound spec-
trum at the frequency range between 10Hz and 20 kHz is
being analyzed. Compared to the aforementioned methods,
this one has got specific advantages and disadvantages. The
main advantage of the method is a complete non-invasion.
Installation of an acoustic shield during recording of acous-
tic signals is a drawback. Besides, the above method is not
recommended to be used in a room where several motors
operate simultaneously. Whilst the amount of vibration is
evaluated using accelerometer data, inaccuracies may occur.
In order to avoid possible inaccuracies, a method of us-
ing a laser sensor for displacement has been developed [8].
Although the results are precise and errors avoided, the dis-
placement sensor must be mounted on the bearing.
Chemical composition analysis of the bearing’s oil is
also used for bearing fault detection. Under high- tem-
perature conditions, various substances are released in oil,
and if the bearings are worn out, detection of small parti-
cles/impurities in oil, caused by the contacting elements, is
possible. Analysis of bearing oil electrical properties are
investigated [9]. Therefore, the method can only be applied
to large motors (50 kW and more) with forced bearing lubri-
cation. In small and medium-sized motors, the chemical oil
analysis method is not applicable as it is impractical.
The increased temperature of bearings also informs
about the failure. The IEEE 841 standard specifies that
the temperature of the fully charged motor bearing shall not
exceed 45◦ C above the ambient temperature. Temperature
basedmethod is not reliable, as the increased temperature can
also be influenced by an increase of frame temperature [10].
The main disadvantage of the method is the complexity of
temperature sensor installation.
A method of detection of a bearing fault by use of
high-speed camera and an audio signal is presented in [11].
A high- speed camera is used for calculation of a shaft rota-
tion angle. An acquired audio signal is then re-sampled to
angular domains. The drawbacks of the method are the price
of equipment and no possibility to detect GR fault. The ad-
vantage of the method is that computer vision and acquisition
of audio signal makes it completely non-invasive.
A method which combines vibration and current anal-
ysis techniques is presented in [12]. Using the proposed
method, we have a possibility of detection a bearing fault in
the mechanical system, powered by IM. The drawback of the
abovesaid technique is that only SP fault is detectable.
Stator current monitoring is a standard procedure in
operation of an asynchronous motor. In most cases, cur-
rent values are required for motor control and/or monitoring
energy consumption. Voltage and current transformers are
installed as components of the protection system. These sen-
sors are standard components of motor control equipment.
Recording of a current signal is a non-invasive procedure
and can even be performed remotely i.e. from the opera-
tor’s console. In addition, during a stator current analysis,
not only a general motor state but also various faults can be
observed. Calculation of rotor speed and motor efficiency
is possible as well. The main disadvantage of this method
is that the dominant component in the stator current spec-
trum is feeding frequency. As a result, difficulty of detection
other, often much smaller, components arises. There exist
a number of methods for detection SP bearing faults using
stator current analysis, though so far identification of GR
faults has been poorly investigated. Most of SP failure detec-
tion algorithms rely on identification of specific frequency
component in the current spectrum. These methods can be
divided into several groups. It is grouping of signals by ap-
plying a neural network, adaptive statistical time-frequency
approach, wavelet decomposition, statistical discriminatory
and extended Park’s vector methods [13]. The method for
the detection of bearing failure by neural network grouping
is presented [14]. The stator current spectrum is calculated
by the use of a Fast Fourier transform (FFT). A feature vector
is created from the amplitudes of spectral points selected by
an expert. Classification is performed by the use of Neural
Network. An expert is not necessarily required for the anal-
ysis of records, but in order of smooth operation, a highly
experienced professional is required to create rules for select-
ing spectrum points. Another method to detect motor failure
is a time-frequency approach [15]. Therefore Short Time
Fourier Transformation (STFT) is initially performed. By the
use of statistical methods subsequent collection of vectors is
classified in accordance with the state of the motor in time.
Classified data are assigned to some motor status or faults.
Wavelet decomposition is also being applied for bearing fault
detection [16]. Spectrumpoints, carrying information related
to bearing failures, are selected. Usage ofwavelet coefficients
enables calculation of the root mean square of the signal in
the range. This study has been extended [17], and statistical
methods were replaced by neural networks. General diag-
nostic tool for monitoring motor status has been developed
as well [18]. The essence of the method is observation of the
difference between time-frequency characteristics of healthy
and faulty motor current signals. Evaluation is based on the
first and the second-order filter response data. It has been
proved that it is more difficult to diagnose bearing failures
at partial and/or full load than at no-load. Method, which
relies on the Park transformation of the stator’s currents, en-
ables diagnosing bearings malfunctions [19]. While other,
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stator current based methods usually rely only on one phase
current, all three currents should be analyzed when applying
the aforementioned method. Should be noted that [16–19]
detects only SP faults.
Motor current signature analysis requires a high sam-
pling rate and a large number of data samples for detection
faults at light loading conditions. Vice versa the embedded
systems used for on-line diagnosis are designed to perform
with a relatively small number of data. Authors in [20]
present a method of optimizing sample data size and com-
plexity of calculations. The sub-Nyquist algorithm has been
used for the achievement of the above goal. Though the
method is suitable for detection of various faults, the GR
fault is undetectable.
In order to remove fault unrelated current components,
a current noise cancellationmethod has been introduced [21].
The developed method considers fundamental and its odd
harmonics in the current signal to be the main component
of noise. This technique enables a possibility of detection
four kinds of SP faults. The basic disadvantage of the above
method is that it is unsuitable for detection of a GR fault.
The analysis of methods for the identification of a GR
bearing failure has demonstrated that there exist just a few
methods and studies. The mentioned shortage of methods
and studies has possibly occurred due to the fact that evenly
distributed bearing defects do not generate a clear compo-
nent in the frequency spectrum. The method named "mean
spectrum deviation" [22] also applies a current signal. Filters
are used to eliminate electrical grid frequency, eccentricities
and rotor bars harmonics. The average value of the filtered
motor current spectrum is the feature that helps to identify
the failure. Although the method seems to be trustworthy, it
has also got some drawbacks. First of all, it requires specific
knowledge for identification of the required components of
the spectrum. Secondly, it is assumed that the filtered parts of
the signal do not carry information about the fault. Further-
more, one needs to know the rotation speed and some other
parameters of the motor. Because only one method [22] of
all reviewed, deals with GR fault identification using stator
current, it can be assumed that GR fault identification via
stator current analysis is a complicated problem and it is in
an early stage of developing.
3. Methods
The Induction Motor can be powered from the electri-
cal grid or by applying a variable frequency drive (VFD).
The most popular frequency converters use the V/f control
method. The operation of this converter is based on the
fact that the ratio of voltage and frequency remains constant.
A VFD has been used in the presented study.
The suggestedmethod determines a GR bearing fault by
the use of a stator current signal. For signal analysis, discrete
wavelet transform and unique properties of Welch’s spec-
tral density have been used. The flowchart of the proposed
method is presented in Fig. 1.
Fig. 1. Flowchart of proposed method.
Flowchart represents the way the features are selected from
stators current signal. Further, a brief description of each
step is presented.
1. Recording of stator phase current signal using current
transducer at no-load state. Signal is used as an input.
Sampling frequency: Fs = 8192Hz.
2. Application of window function to a stator current sig-
nal. After testing various discrete window functions,
Hann window was selected as most suitable:
w(n) = 0.5
(
1 − cos
(
2pi
n
N − 1
))
(1)
where w - Hann function, N - length of a window,
0 ≤ n ≤ N .
3. Application of discrete wavelet transform. Level 4 de-
composition is performed by using Meyer wavelets.
4. Computation of 4th level approximation and detail co-
efficients.
5. Estimation of Welch’s power spectral density of level
4th approximation and detail coefficients.
6. Forming the feature vector (Tab. 1). Vector consists
of rms, mean and median as well as 3 and 6 maxi-
mum values (3 for detail and 6 for approximation) and
prominences (how much the peak stands out due to its
intrinsic height and its location relative to other peaks),
in descent order. To increase performance, the array
of 24 elements was normalized to the range of [−1, 1].
7. Classification. As an input a feature vector is used.
In this paper classification is performed by the use of
Support Vector Machine (SVM) classifier with linear
kernel function.
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No. Feature Source
1 rms approximation
coef.2 mean3 median
4 rms
detail coef.5 mean
6 median
7-12 6 max values approximation
coef.13-18 prominences of max values
19-21 3 max values detail coef.22-24 prominences of max values
Tab. 1. Feature vector structure
Discrete Wavelet Transform (DWT), Welch’s power
spectral density and SVM are being discussed below.
Discrete Wavelet Transform is a highly accurate math-
ematical tool for analysis of digital signal. Application of
DWT represents a signal through a linear combination of
their basis function. The wavelets must be oscillating, lim-
ited in duration and their meanmust be a zero. Basis function
of wavelet is as follows:
Φ(s,l)(t) = 2−
s
2 Φ(2−st − l) (2)
where Φ(t) - is mother function or sometimes called analyz-
ing wavelet, t - discrete number, s is the scale index, which
indicates the wavelet’s width, while l is location index, which
indicates it’s position.
To span our data domain at different resolutions, the
wavelet is used in a scaling equation (3):
W(t) =
N−2∑
i=−1
(−1)iri+1Φ(2t + i) (3)
where W(t) is scaling function for the mother function Φ,
ri are the wavelet coefficients. The coefficients {r0, ..., rn}
have been included into a transformation matrix, which is
applied to a raw data vector. The coefficients are ordered us-
ing two dominant patterns (g(k) and h(k) Fig. 2) [23]. These
two groups are respectively stated as approximation and de-
tail.
Fig. 2. Meyer wavelet low-pass and high-pass filters coefficients
for decomposition.
There are many types of mother wavelet functions such
as Coiflet, Daubechies, Haar, Meyer, etc. As a rule the func-
tions have been selected according to the form of the signal
being analyzed and shall be as close as possible. A scale is
inversely proportional to the signal frequency, which means
that the more compressed signal corresponds to a higher fre-
quency. By applying a DWT, the signal is filtered and the
sampling frequency is reduced (Fig. 3). In the figure is.hann
is a stator current signal presented, after application of Hann
window function, h(k) and g(k) represent low-pass and high-
pass filters, while cAs and cDs - approximation and detail
coefficient at s level.
These coefficients can be obtained by:
c(s,l) =
∫ ∞
−∞
is.hann(t)W(t)dt, (4)
cs(t) =
∑
l
c(s,l)W(t)dt . (5)
Starting with level 1 and with the next and each following
stage, the approximation coefficient is once again split into
two coefficients - approximation and detail. This process is
being repeated several times until the desired level of trans-
form is reached. The approximation coefficients correspond
to high scale and low frequency compositions, while detail
correspond to low scales and high frequencies. For most
signals, low frequency components are the core.
Welch’s method [24] is used (also described as the peri-
odogram method) for estimating power spectra and is carried
out by dividing the signal c (in our case cAs or cDs) into
P successive blocks, forming the windowed periodogram for
each block:
Sp( f ) =
 M∑
m=1
cp(m)qp(m)e−j2pi f m
2 (6)
where Sp - periodogram of p block, M - length of signal,
qp - window function, 1 ≤ m ≤ M . The power spectral
density (Welch’s periodogram) is an average of available pe-
riodograms:
Sc( f ) = 1P
P∑
p=1
Sp( f ). (7)
Fig. 3. Block diagram of discrete wavelet transform at level 4
applied in proposed algorithm.
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In order to reduce the large fluctuations of the peri-
odogram [26], the Welch’s algorithm relies on the division
of the data sequence into segments. Welch’s power spectral
density of approximation and detail coefficients is presented
in Fig. 4. Local maximums of spectral density are used as
features for GR fault identification.
Computations are performed using Matlab, further, the
prominence calculations steps are presented:
1. Place a marker on the peak of signal plot;
2. Extend a horizontal line from the peak to the left and
right until the line does one of the following:
(a) Crosses the signal curve because there is a higher
peak;
(b) Reaches the left or right end of the signal curve;
3. Find the minimum of the signal in each of the two in-
tervals defined in Step 2. This point is either a valley
or one of the signal endpoints;
4. The higher of the two interval minima specifies the
reference level. The height of the peak above this level
is its prominence.
SVM is supervised machine learning method that was
firstly proposed for two classes separation problem. Origi-
nal SVM algorithm was invented by Vladimir N. Vapnik in
1963. The current standard incarnation (soft margin) was
proposed by Corinna Cortes and Vapnik in 1993 and pub-
lished in 1995 [27]. The effectiveness of SVMs depends on
the selection of Kernel function. Kernel scale and regulariza-
tion parameters also considered as important. SVM training
and testing has been performed.
The experiment was performed in order to validate the
proposed algorithm. Details of experiments are presented in
the below section.
Fig. 4. Welch’s power spectral density of 4th level approximation
(a) and detail (b) coefficients.
4. Experiment
The experiment was conducted in order to validate the
proposed method. The 1.1 kW power, three-phase IM, with
no load, was used in the study. The parameters of particular
motor are given in the Tab. 2. The VFD has been controlled
by the V/f method. Stator current signals of healthy and ar-
tificially damaged bearing have been recorded. Three-phase
stator current signals have been used for feature (Tab. 1) ex-
traction. The features have been used for training and testing
SVM classifier model. Data for training and testing have
been divided into two equal parts. Fault types and existence
of GR fault symptoms are presented in Tab. 3.
Artificially SP failures have been caused by damage to
the inner railway, cage, and the outer railway of bearing. Ac-
cordingly, the GR failures have been caused by the removal
of oil and the addition of impurities to the oil. A total of six
signal types have been registered (including "healthy" bear-
ing, artificial damage is not included). Each type of test has
been performed at a ranging speed.
The speed has been altered by changing the frequency
set point on the VFD’s control panel. Selected frequency
points are equal to fs = 10, 20, 30, 40, 50Hz. The upper
limit was set according to nameplate data (Tab. 2). Ro-
tational speed has been changed with the aim of investi-
gation the proposed method performance dependency on
speed. Current transformers "SCT013" and rotary encoder
"LPD3806-600BM" have been respectively used for captur-
ing of the current and rotational speed signals. The sig-
nals have been logged using an external data logger "Mea-
surement computing USB-204" at sampling frequency of
Fs = 8192Hz. For the purpose of reducing uncertainty 100
signals have been recorded, for each case of the test. The
total duration of the individual signal has been 1 s. Total
3000 signals have been recorded during the experiment.
Power [kW] 1.1
Voltage [V] 220/380
Pole pairs 3
Frequency [Hz] 50
Rotation speed [rpm] 1000
Tab. 2. Parameters of IM
No. Fault type GR fault Y/N
1 no artificial demage 0
2 SP, inner raceway.No GR symptoms 0
3 SP, cage.No GR symptoms 0
4 SP, outer raceway.No GR symptoms 0
5 GR, oil shortage.GR symptoms 1
6 GR, impurities in oil.GR symptoms 1
Tab. 3. Bearing fault type of tested cases.
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As it has beenmentioned before, that feature vector after
normalization (linear rescale) has been in the range of [−1, 1].
The distribution of 7th and 20th normalized features is pre-
sented in Fig. 5. According to Tab. 1 the 7th feature represents
the largest peak at Welch spectral density of approximation
coefficient, while 20th - the second largest peak atWelch spec-
tral density of detail coefficient. The above figures demon-
strate, that though a few mismatches exist, most of the points
are clustered into two groups and can be easily separated.
The classifier performance, at a different rotational
speed has been tested, while applying the features of the
proposed method. Five parameters have been used for evalu-
ation of performance. Parameters have been calculated using
the confusion matrix Tab. 4.
Accuracy represents the ratio of correctly classified ver-
sus the whole population (8). Sensitivity (9) and specificity
(10), respectively, is the ratio of healthy identified as healthy
and faulty identified as faulty. In literature sensitivity and
specificity may be referred as True Positive Rate (TPR) and
True Negative Rate (TNR). False Negative Rate (FNR)(11)
and False Positive Rate (FPR)(12), is the ratio of faulty iden-
tified as healthy and healthy identified as faulty, respectively.
accuracy =
TP + TN
TP + FP + FN + TN
, (8)
sensitivity = TPR =
TP
TP + FN
, (9)
specificity = TNR =
TN
TN + FP
, (10)
FNR =
FN
FN + TP
= 1 − TPR, (11)
FPR =
FP
FP + TN
= 1 − TNR. (12)
Fig. 5. Distribution of features 7 and 20 at fs = 50Hz. 7th -
largest peak at Welch spectral density of approximation
coefficient, 20th - second largest peak at Welch spectral
density of detail coefficient.
Actual class
Healthy Faulty
Predicted class Healthy TP FPFaulty FN TN
Tab. 4. Confusion table/matrix
5. Results
Results of performance have been presented in Tab. 5.
The case of supply frequency fs = 30Hz has no successful
identification of a fault, so it is clear that performance of
this case is the worst. Best results of performance have been
reached at supply frequency of fs = 50Hz, when 99% of
samples have been classified to a correct class. Performance
results in other cases (except fs = [30, 50]Hz) are low.
TPR of cases fs = [10, 20, 40] are directly dependent
upon supply frequency. It means that the closer rotational
speed to nominal the higher rate of healthy can be identi-
fied as healthy. TNR are indirectly dependent upon supply
frequency. Slower rotational speed shows the higher rate of
faulty identified as faulty.
fs, Hz accuracy TPR (FNR) TNR (FPR)
10 0.69 0.87 (0.13) 0.33 (0.67)
20 0.68 0.89 (0.11) 0.28 (0.72)
30 0.67 1.00 (0.00) 0.00 (1.00)
40 0.68 0.92 (0.08) 0.22 (0.78)
50 0.99 0.99 (0.01) 0.99 (0.01)
Tab. 5. Confusion results of proposed method at various speed.
6. Conclusions
The study presents a new method for identification of
GR bearing fault by use of a stator current signal. The al-
gorithm relies on Discrete Wavelet Transform and Welch’s
spectral density algorithm. Composition of both methods
has been used for building a feature vector for the classifier.
SVM classifier, with linear kernel function, has been applied
to perform the classification. The presented experiment has
been performed in order to validate the proposed method.
The evaluated experiment results stated the following:
the GR fault can be identified via stator current signal at
a 99%accuracy at the specific rotational speed. The proposed
method is rotational speed dependent. For the achievement
of more exact results further research of decomposition level
dependency on rotational speed is required.
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