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Abstract
Information retrieval is pivotal task in any web search and navigation on World Wide Web. Therefore effective document retrieval
techniques can affect not only the efﬁciency of search engines but also the users experience in terms of relevant information. TF.IDF
(Term Frequency Inverse Document Frequency) is the most widely used weighting scheme for key words to facilitate the relevant
documents each. But whereas the existing TF.IDF approach does not take into account the semantic correlations between the terms
which may lead to less relevant document retrieval. In order to overcome this challenge, we propose a novel Synonyms-Based Term
weighting scheme (SBT) which changes Inverse Document Frequency (IDF) according to the synonyms based cluster of any term.
We have employed MeSH to compute the dynamic cluster of synonyms of the terms in biomedical text documents. The efﬁcacy of
the proposed scheme is corroborated through experiments.
© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of organizing committee of the Twelfth International Multi-Conference on Information
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1. Introduction
With the increase in use of electronic copies for text documents, the need for more efﬁcient information retrieval
systems has also increased. As getting useful information from unstructured data is more complex than structured data,
so proper indexing of the text documents is required, which requires keyword extraction from these text documents.
In order to extract the keywords from a text document among a group of documents which are similar to each other,
we put forward the idea of a new term weighting scheme which is based on the traditional TF.IDF and uses a cluster of
synonyms from thesaurus of the respective domain. This helps in the consideration of the words which are synonyms of
each other, thus making use of the semantic similarity between the words. We have usedMeSH thesaurus to implement
this proposed term weighting scheme on biomedical text documents.
2. Background
Everyday, for most people allot of time is spent in searching for information on the web. Computers are used mostly
for the purposes of search and communication. Many researchers and professionals are trying to improve search by
coming up with effective ways to ﬁnd the right information.
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A. Term frequency
Inverse Document Frequency (TF.IDF)12,13, 15, 16 is the most widely used and considered as one of the most
appropriate term weighting schemes. This TF.IDF is employed to get rid of terms with lower weights from documents
and helps to increase the retrieval effectiveness. Term frequency–inverse document frequency, is a numerical statistic
that tells us how important a word is to a document in a collection or corpus. It is mostly used as a weighting factor
in various processes used for information retrieval and text mining. The increase in the TF.IDF (1) value of a word is
directly proportional to the number of times that word occurs in the document, but is neutralized by the frequency of
the word in the corpus, which helps to balance off those words which appear more frequently in general.
TF.IDF = (Term Frequency ∗ Inverse Document Frequency) (1)
Term Frequency (TF)3–5 measures how many times a term occurs in a document. Since documents have different
lengths, so it can happen that the longer document contains a term more times than the documents which are shorter
in length. Thus, to normalize it, the term frequency (2) is mostly.
TF = Total number of items in a document/Number of times a term appears in a document (2)
Inverse Document Frequency (IDF)1–4, helps in determining the importance of a term. When we compute term
frequency, we give equal importance to all the terms. But certain terms, such as “the”, “that”, and “is”, may appear
very frequently which are not important. So, we need to bring down the weights of frequent terms and increase the
weights of the rare terms, by calculating the following:
IDF = log2 (Number of document with term t in them)/Total number of documents (3)
B. Parsing
Parsing is processing the sequence of text tokens7 in the document to recognize the structural elements. It is the
method of analyzing a string of symbols in a language, complyingwith the rules of a formal grammar. In computational
linguistics the term parsing means the formal analysis of a sentence or other sequence of words into its components
by a computer, resulting in a parse tree showing the structure in which they are related to each other. Parsing is
complementary to templating, which produces formatted output. e.g., titles, links, headings, etc.
C. Tokenizing
Tokenization7 is a method of separating a text into words, phrases, symbols, or other meaningful elements called
tokens. The list of tokens becomes input for other processes like parsing or text mining.
Generally, tokenization takes place at the word level. Punctuation and whitespace are generally not included in the
ﬁnal list of tokens. A token consists of all contiguous strings of alphabetic characters or numbers. Tokenizers are used
to break a string down into a stream of terms or tokens. A simple tokenizer can split a stream of text into tokens at
places where it encounters a whitespace or punctuation.
D. Stopping
Stopping4 is the process of removing common words like “if”, “than”, “or”, “in”, “and”, “the”. It helps in
increasing the efﬁciency and effectiveness in the information retrieval process. Some common words which are very
less important in selecting documents according to the user need are removed. These words are called stop words.
Stop words are usually determined by sorting the terms by their frequency in the document collection and then the
most frequent terms are taken as stop words, often exceptions are made for the words semantically related to the
domain of the documents under consideration. The stop words from the stop list are then not included for the further
processes such as stemming, indexing etc.
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E. Stemming
Stemming4 is the process of getting to the root word from the words which are derived or modiﬁed from that root
word. Stemmers are the programs used to implement the stemming algorithms.
Example: Computer, computes all reduced to a common stem compute.
F. Thesaurus
A thesaurus is a reference work that lists words grouped together according to similarity of meaning containing
synonyms and generally lists them in alphabetical order. Unlike a dictionary, a thesaurus does not give the deﬁnition
of words.
MeSH Thesaurus: Medical Subject Headings (MeSH)9,10 mainly consists of the controlled vocabulary and a MeSH
Tree as in Fig. 1. It is a thesaurus containing synonyms for the medical domainwhich is maintained by the United States
National Library of Medicine (NLM). There are several types of terms, such as Descriptors, Qualiﬁers, Publication
Types, Geographic, and Entry terms in the controlled vocabulary.Descriptor terms are main concepts or main headings.
Theses MeSH descriptors are arranged as a MeSH Concept Hierarchy in the form of a MeSH Tree.
G. Zipf’s law
According to Zipf”s law4 as in Fig. 2, the frequency of any word in a given corpus of natural language words, is
inversely proportional to its rank in the frequency table.
Fig. 1. Snippet of MeSH Tree.
Fig. 2. Zipf’s Law (Rank*Frequency = Constant).
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In the next section we propose a new term- weighting scheme aimed at increasing the effectiveness of the
information retrieval systems which are generally based on TF.IDF weighting scheme. The proposed scheme seeks to
use clusters based on a thesaurus related to the required domain. These clusters are used in idf of the TF.IDF weighting
scheme.
3. Proposed Term Weighting Scheme
We propose the new Synonyms-Based Term weighting scheme (SBT) to make the keyword extraction more
effective by overcoming the belowmentioned limitations of tf.idf weighting scheme using a thesaurus of the respective
domain.
A. Limitations of existing TF.IDF
The traditional TF.IDF scheme has the following limitations:
• It assumes that the counts of different words provide independent evidence of similarity.
• It makes no use of semantic similarity between the words.
• It does not consider the words which are synonyms of each other.
B. Thesaurus based clusters of synonyms
In SBT, we are using a cluster of synonyms, which we get from the thesaurus. For illustration as in Fig. 3, we would
be using the MeSH thesaurus to get the cluster of synonyms for words which are related to the biomedical domain.
A cluster can include all the synonyms for a word which are at a maximum distance ‘d’ or less than ‘d’ from that word.
Proposed term weighting scheme
In this section, we introduce our new term weighting scheme: Synonyms Based-Term Frequency-Inverse Document
frequency:
(SB − TF.IDF) = (TF) ∗ (SB − IDF) (4)
First of all, the following operations are performed on the document:
• Tokenizing
• Stopping
• Stemming
Fig. 3. Cluster of Synonyms from MeSH Tree.
559 Madhu Kumari et al. /  Procedia Computer Science  89 ( 2016 )  555 – 561 
The outputs we get from the above operations are all the possible keywords without any particular order. All these
keywords are searched in the thesaurus one by one and then for each of these keywords, the top ‘n’ levels from the
tree structure of the thesaurus are collectively taken to form a cluster corresponding to that keyword.
Then we calculate the SB-IDF as given by (5) for each of the keywords as logarithm of total number of documents
in the corpus divided by the number of documents in which any one word out of the thesaurus based cluster occurs.
After that we calculate the term frequency for each of these keywords which is equal to the number of times a word
is appearing in the document.
Then we calculate the ‘SB-TF.IDF’ as in (4) by multiplying the above calculated TF and SB-IDF. Then we sort
these keywords in the decreasing order, out of which we can choose the top ‘m’ number of keywords. The keyword
with more SB-TF.IDF value is more appropriate keyword.
4. Results
We have applied our SBT scheme and the conventional TF.IDF scheme on the National Library of Medicine data
set6 and for the 5 documents we have compared (as in Table 1) the extracted keywords’ results we got after applying
both the traditional TF.IDF and the new SBT weighting scheme.
The results shown in Table 1 are for 5 documents out of the 500 documents present in the National Library of
Medicine data set. So, the total number of documents in the corpus is taken as 500 during the IDF calculations in both
the cases. Here, for the cluster of synonyms, we have used the MeSH thesaurus9,10.
Table 1. Comparison of Top 30 Keywords from Traditional TF.IDF and SB-TF.IDF for 5 NLM Documents6.
Keyword Rank with
NLM Document Keyword Traditional TF.IDF SB-TF.IDF Change in Rank
11825341 Blood 13 12 Positive
Heart 16 15 Positive
Radioactivity 18 17 Positive
Ribose 15 18 Negative
11825346 Health 8 7 Positive
Evaluation 3 2 Positive
Neoplasms 5 6 Negative
11835696 Cesin 5 4 Positive
Chitinase 9 8 Positive
Glucose 14 13 Positive
Absorbance 18 17 Positive
Precipitation 20 19 Positive
Proteases 8 9 Negative
Crinipellis 4 3 Positive
Mycelium 3 6 Positive
Sugar 13 20 Negative
11876827 Lephalosporius 3 2 Positive
Antibiotic 5 4 Positive
Hydrogen 12 11 Positive
Placement 29 28 Positive
Pencillin 2 3 Negative
Enzyme 4 5 Negative
Aspactic acid 11 13 Negative
Plasmids 28 29 Negative
12202594 Pain 23 22 Positive
Phenotype 24 23 Positive
Borrelia Burgdor Fori 25 24 Positive
Genes 26 25 Positive
Plasmed 22 27 Negative
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Table 2. Comparison of Top 30 Keywords from Traditional TF.IDF and SB-TF.IDF for 5 NLM Documents.
No. of Keywords with No. of Keywords with Number of Better Percentage of Improved
Document Name Positive Change in Ranks Negative Change in Ranks Keywords Achieved (n) Keywords: ((n/30) ∗ 100)%
11825341 3 1 3 10
11825346 2 1 2 6.67
11835696 7 2 4 13.33
11876827 4 4 3 10
12202594 4 1 3 10
Average % age: 10%
As by taking into account, the cluster of synonyms while calculating the IDF value of a keyword, the overall IDF
value decreases and thus the ‘TF.IDF’ value of that keyword also decreases. This helps us in getting the more unique
keywords out of a document in a corpus which is in accordance with the Zipf”s law.
On further analyzing the results from Table 1 in Table 2, we say that there is around 10% improvement in the
keywords (which match with the manually assigned) that we get on applying the SBT as compared to those we get
from traditional TF.IDF.
The proposed term weighting scheme helps in extracting better keywords from a document. These extracted
keywords can be used for the following purposes.
A. Indexing
The extracted keywords can further be used for the indexing5,14 of the documents which would help in fast and
efﬁcient retrieval of the required documents.
B. Plagiarism detection using ﬁngerprinting
Fingerprinting4 is a popular approach for plagiarism detection. In this method, a compact representation of
documents is done using the keywords from the respective documents. Thus a ﬁngerprint is generated for each
document which can further be compared against the ﬁngerprints of other documents for plagiarism detection. Better
term weighting scheme helps in getting better keywords, which can further be used for the ﬁngerprinting of the
documents.
C. Document classiﬁcation
Document classiﬁcation8 is the process of assigning a document to a category or class, which is useful for many
areas like library management, etc.
D. Document clustering for search engines
When we put a query to a web search engine, we get thousands of results in response, from which it is difﬁcult to
get the relevant information. The retrieved documents can be automatically grouped into a list of categories using the
clustering methods.
5. Conclusions
We have presented a new term weighting scheme. It aimed at increasing the effectiveness of the information retrieval
systems. The proposed scheme uses clusters of synonyms based on a thesaurus related to the respective domain of the
input text document. As by taking into account, the cluster of synonyms by calculating the IDF value of a keyword,
the overall IDF value decreases and thus the ‘TF.IDF’ value of that keyword also decreases. This helps us in getting
the more unique keywords out of a document in a corpus which is in accordance with the Zipf’s law.
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