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Abstract 
Fuzzy c-Lines (FCL) algorithm is a linear fuzzy clustering algorithm and is constructed to treat linear dates and 
capture linear substructures. This paper considers a special FCL clustering algorithm, then based on the special FCL 
clustering algorithm and generalized inverse of vectors, proposes a new two-step clustering algorithms in order to 
solve the underdetermined sparse blind signal separation. The proposed algorithm provides a new approach for 
mixing matrix estimation and source signals separation, and simulation results support the validity of the algorithm. 
© 2011 Published by Elsevier Ltd. 
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1. Introduction
Fuzzy c-means (FCM) [1] is one of the well-known fuzzy clustering algorithm and many FCM
modifications have been proposed after FCM. A first group of modifications is based on shapes of clusters. 
Linear fuzzy clustering algorithms such as Fuzzy c-Lines (FCL) [2] and Fuzzy c-Varieties (FCV) [3] were 
constructed to treat linear dates and capture linear substructures replacing the prototypical Fuzzy c-Means. 
Recent years, many people began to use Fuzzy clustering to deal with Blind Source Separation (BSS) [4, 
5]. The objective of the BSS is to design a separation way to recover the original sources using only the 
information contained in observed signals. The simplest BSS model is the linear instantaneous model [6]. 
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Suppose that s(t) = (s1(t), …, sn (t))T is a n-dimensional source signal vector consisting of n source 
signals which are statistically independent each other. The sources are instantaneously and linearly mixed 
by an unknown mixing matrix A = (aij)m×n and observed as x(t) = As(t), t = 1, 2, …, T or
x(t) = a1s1(t) + … + a1sn (t), t = 1, 2, …, T (1) 
where x(t) = (x1(t), …, xm(t))T is an m-dimensional observed signal vector, and aj = (a1j, …, amj)T  is A’s jth 
column vector. 
Most traditional BSS methods are independent component analysis (ICA) [7] and can’t deal with 
underdetermined cases in which the number of observed signals is less than the number of source signals 
[8]. For the underdetermined BSS problem, researchers commonly restore all source signals by Sparse 
Component Analysis. Recently, two-stage approach is widely accepted to solve underdetermined sparse 
source separation [9-12]. Using two-stage approach, mixing matrix A is estimated by hyper-line clustering 
first, then source signals are recovered by the optimization strategic model. However, the clustering 
algorithms mentioned above are design for ellipsoid data, the method or process of solving the 
optimization model is very complex. Thus, it can hardly estimate mixture matrix accurately, and is rather 
computation intensive.  
For this reason, this paper presents a new two-step clustering algorithm for underdetermined sparse 
blind signal separation. The proposed algorithm estimates mixing matrix using clustering algorithm via 
FCL Clustering, and reconstructs source signals via generalized inverse and inner product of vectors. 
The remainder of this paper is organized as follows. In section 2, we give a special FCL Clustering 
algorithm. In section 3, we present a sparse source separation method using the special FCL Clustering 
given in 2. To illustrate the efficiency of algorithm, in the section 4, simulation results are given for blind 
separation of six sound signals. Conclusions are drawn in Section 5. 
2. A Special FCL Clustering 
In FCL clustering algorithm [2], the lines in RS through a point v with unit direction vector d are 
denoted as L(v; d) = {y∈RS | y = v + td; t∈R}. For sparse source separation, because the sensors signals 
will approximately form some lines through origin in m-dimensional geometric space, we can only 
consider a special FCL clustering algorithm: the lines in RS are all through origin (v = 0), and they can be 
denoted as L(d) = {y∈RS | y = td; t∈R}.
Supports data pairs in S = {(x1h, …, xmh)T | h = 1, …, N} are drawn from c different hyper-lines: Li = 
{xh∈Rm | xh = tbi ; t∈R}, i = 1, …, c or 
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where xh = (x1h,…, xmh)T∈Rm is variable and bi = (b1i,…,bmi)T is the unit direction vector of Li.
We can calculate the distance from xh= (x1h, …, xmh)T to Li as 
d(xh, Li) = || xh − z* ||2 = || oxh ||2 − || oz* ||2 = < xh, xh > − (< xh, bi >)2 (3) 
where o is origin, z*is on the line Li and xhz*⊥Li.
Similar to the FCM, the objective function of the special FCL clustering algorithm is 
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where m∈[1, +∞) is weighting exponent. 
Minimization of such an objective function in (4) yields simultaneous estimates for the directions of 
the c hyper-lines, together with a fuzzy c-partition of the data. 
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First, the same as FCM, we get fuzzy c-partition matrix U as 
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where Ih = {i | 1 ≤ i ≤ c, d(xh, bi) = 0} and nh is the number of elements in Ih. Second, for fixed U and x,
minimizing the (4) is equivalent to maximize 
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That is that bi (i = 1,…, c) is an eigenvector of 
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corresponding to its largest eigenvalue. 
The FCL Clustering Algorithm is executed in the following steps: 
Step1. Assign the number of the clusters c (1 ≤ c ≤ n), set the weighting exponent m > 1, specify the 
form of cluster representatives as (4), define d(xh, bi)2 as (3), pick a termination threshold ε > 0 and an 
initial partition U (0). Set iteration index r = 0.
Step2. Calculate the c model parameters bi: find the eigenvalue of (7) and the eigenvector b
corresponding to the largest eigenvalue, set bi = b.
Step3. Update U r→U (r+1) with d(xh, bi)2 as (3). 
Step4. Check for termination in some convenient induced matrix norms: If || U r − U (r+1) || ≤ ε, stop; 
Otherwise, set r = r + 1 and return to Step 2.  
3. Sparse Blind Source Separation Based on FCL Clustering 
Generally, sparse signal is that whose most sample points are zero or are near to zero, and only small 
number points are far from zero [9]. So it is less possible for two source signals have large numbers in the 
same time, but only one sample point has a large number in almost all time.  
Firstly, let S = {(x1(t), …, xm(t)) | t = 1, …, T} is collection of observed signals and they are mixed by n
sparse source signals. In the time of t, we support the source signal sj(t) is nonzero and the other source 
signals are zero or are near to zero, so the equation (1) can be written as: 
x(t) = ajsj(t) (8) 
or 
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where aj = (a1j, …, amj)T, x1(t) = (x1(t), …, xm(t))T. All the sensors signals that the source signal sj(t) is 
nonzero will make a line that through origin and every x(t) in the line is collinear with A’s jth column 
vector aj. Then all the data point in S approximately form n lines crossed through origin in m-dimensional 
geometric space. If we regard those {(x1(t), …, xm(t))} in the same line as one cluster, they come from the 
same linear equation as (9). 
Secondly, jth (j = 1, …, n) cluster found by FCL clustering correspond with unique source signal sj(t), 
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so from (8) we could get sj(t) = aj+x(t) as jth source signal at t, where aj+ is generalized inverse of aj. So, 
the sparse blind source separation algorithm based on FCL clustering is executed in follows:  
Step1. Mark observable signals date set as date matrix X = (xit)m×T, where xit = xi(t), m is the number of 
sensors signals, T is the samples number we take.  
Step2. Given a number of cluster c = n and construct n linear equations as (9).  
Step3. Clustering for X based on FCL clustering, get linear equation parameter matrix A = (aij)m×n and 
fuzzy partition matrix U = (ujt)n×T of S.
Step4. Let A = (a1, a2, …, an), and A is sought mixing matrix.  
Step5. For t = 1, …, T, find corresponding j such that ujt = max{ujt | 1 ≤ j ≤ n} and compute sj(t) = 
aj+x(t).
Step6. For t = 1, …, T, let s(t) = (0, …, 0, sj(t), 0, …, 0)T, so (s(1), s(2), …, s(T )) is source matrix 
(every row is one source signals in all the time). 
4. Simulation Results 
In order to illustrate the validity of new algorithm, we conducted six sound signals coming from 
www.ac.upe.es/homes/pau. The experimental analysis aims at comparing objectively the reconstruction 
index (Signal to Noise Rate) to measure performance of the proposed algorithm [12], and SNR is defined 
as:
S/N = −10lg(|| ŝ − s ||2 / || s ||2) (10) 
where ŝ is the estimation of s. Both ŝ and s are unitary signals, and have equal energy. The larger S/N is, 
the better the separation efficiency, and the validity of separation is good when S/N ≥ 25. 
Select 3, 4 and 5 respectively in 6 sound signals and full sparse, as the source signals, then randomly 
generated three mixing matrixes A1, A2, A3 and got three group mixed signals. 
Using the proposed sparse blind signal separation algorithm based on FCL clustering, we can get three 
estimated mixing matrixes W1, W2, W3 and three group separated signals.  
Here we only take the second group signals for example, four full sparse source signals are shown on 
Fig.1. (a), A2 is the mixing matrixes, three sensors signals are shown on Fig.1. (b). Using the proposed 
sparse blind signal separation algorithm based on FCL clustering, we can get estimated mixing matrixes 
W2 and four separated source signals which are shown on Fig.1.(c). 
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Fig. 1. The second group signals: (a) Four full sparse source signals; (b) Sensors signals mixed by four source signals; (c) Four
separated source signals. 
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To analyze performance of algorithm proposed, we calculate reconstruction index (Signal to Noise 
Rate) for each separated signal using as (10) respectively. The evaluations are recorded in Table 1. From 
the results in Table 1, we can see that separation performance of algorithm is satisfying. 
Table 1. Validity evaluation of three groups separation signals 
S/N of signal 1 S/N of signal 2 S/N of signal 3 S/N of signal 4 S/N of signal 5 
Three source signals 707.7697 731.1494 722.6469 
Four source signals 726.1007 739.2460 730.8249 736.6981 
Five source signals 735.7387 728.9597 737.9557 728.3486 731.0818 
5. Conclusion 
Based on the special FCL Clustering algorithm and generalized inverse of vectors, this paper proposes 
a new two-step clustering algorithms in order to solve the underdetermined sparse blind signal separation. 
The proposed algorithm can effectively improve the mixing matrix estimation, and significantly reduce 
the costs of source signals recovery calculation. The simulation experiments illustrate the validity and 
some advantages of the proposed algorithm.
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