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For SCFTs with an SU(2) R-symmetry, we determine the superconformal blocks that con-
tribute to the four-point correlation function of a priori distinct half-BPS superconformal
primaries as an expansion in terms of the relevant bosonic conformal blocks. This is achieved
by using the superconformal Casimir equation and the superconformal Ward identity to fix
the coefficients of the bosonic blocks uniquely in a dimension-independent way. In addition we
find that many of the resulting coefficients are related through a web of linear transformations
of the conformal data.
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1 Introduction
The use of the Operator Product Expansion (OPE) has shown to be a very powerful tool to
study Conformal Field Theories (CFTs). Being convergent [1, 2], it allows for a reduction of
any n-point correlation function to a function depending solely on the kinematic and three-
point function data. In particular, the four-point function of scalar fields is expanded in a
series of so-called bosonic conformal blocks, depending only on conformal invariants. These
blocks satisfy a second order differential equation, the Casimir equation, from which an explicit
form of the blocks can be derived in even spacetime dimensions [3, 4].
With the advent of the numerical bootstrap [5], see [6–9] for reviews, there has been a re-
newed interest in the study of conformal blocks. Recent progress built on earlier works in two
dimensions [10–18] and the associativity property of the OPE to find bounds on the conformal
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data of given unitary theories. The case where the CFT is endowed with extended supersym-
metry is furthermore of particular interest: the possible superconformal multiplets follow a
strict classification [19, 20] and there exists a subset of these multiplets whose conformal di-
mensions are fixed by unitarity. For such multiplets, the shortening conditions greatly simplify
the structure of the conformal blocks. With eight Poincare´ supercharges and an R-symmetry
group containing SU(2)R, results are known for conformal blocks of four-point functions in-
volving half-BPS operators in 3D, N = 4 [21, 22], 4D, N = 2 [23, 24], 5D, N = 1 [25] and
6D, N = (1, 0) [26,27].
One of the most commonly studied operators for theories with eight supercharges is the
momentum map, the short multiplet containing flavour currents1. This enables one to find
bounds on some of the conformal data for SCFTs with flavour [23, 25, 26], where there are
strong indications that the SCFTs saturating these bounds have known string theory con-
structions. Therefore the conformal bootstrap might shed some light on the relation between
SCFTs and the compactification geometries. For applications to M-theory, see e.g. [29,30].
There are two main paths usually followed to find an explicit form of these blocks. The
first is to consider the supersymmetric Ward identity [31–33], which is the most commonly
used method. The second is to solve directly the supersymmetric version of the Casimir dif-
ferential equation [27,34] in a fashion analogous to the method employed to find the bosonic
blocks. Both these methods allow one to formally treat the spacetime dimension as a con-
tinuous parameter. In this work, we extend previous results about superconformal blocks
of four-point functions of scalar superconformal primaries falling in half-BPS, or so-called
D-type, multiplets to more general settings. We do so for theories with SU(2) R-symmetry;
without any a priori assumption on the particular R-charges of the external scalars; and in
a dimension-independent way, as long as 2 < d ≤ 6.2
Our focus on theories with R-symmetry algebras isomorphic to su(2) lies in the fact
that it corresponds to that of six-dimensional N = (1, 0) SCFTs. These theories are quite
special: first thought not to exist, it was discovered that they were related to six-dimensional
tensionless strings [35,36], and it has since been observed that they serve as “master theories”
for a host of CFTs in lower dimensions, for example this is the ethos behind the class S
theories that appeared in [37]. While there is no reason why supersymmetry should be
imposed, there are no known interacting non-supersymmetric six-dimensional SCFTs and
none of them have a known Lagrangian description. Theories in six dimensions therefore offer
1Note that in four dimensions with N = 2, there are additional subtleties due to a protected subsector
associated to a two-dimensional chiral algebra. [28]
2We exclude d ≤ 2 as in that case some of the generators may decouple from the superconformal algebra,
see [27].
3
a very nice playground to study non-perturbative effects and relations to string theory, for
instance their connection to the swampland program [38].
As six is the largest dimension allowing for a superconformal algebra [39], N = (1, 0)
representation theory provides an overarching language encompassing lower dimensions via
dimensional reduction3. Let us review the possible multiplets allowed in theories with SU(2)R
R-symmetry [19, 20]. There can exist states which are annihilated by a subset of the super-
charges. These null states must be absent in unitary theories, and lead to what are referred as
short multiplets, as opposed to long multiplets, which do not have null states. It is standard to
write long multiplets as L[∆, `, JR], where ∆ is the conformal dimension of the superconfor-
mal primary, ` denotes how the superconformal primary transforms as a traceless-symmetric4
representation of so(1, d − 1) rotations of the Poincare´ algebra, and JR is the charge under
SU(2)R.
The different short multiplets are denoted as the A-, B-, C-, and D-type multiplets. Uni-
tarity gives lower bounds on the allowed conformal dimensions, ∆, of the superconformal
primaries of long multiplets, and is moreover strong enough to completely fix the conformal
dimension of the short multiplets as a function of the other group theoretical data and the
spacetime dimension. The superconformal multiplets can be summarised as follows :
L[∆, `, JR] : ∆ > 2ε JR + `+ µ ,
A[`, JR] : ∆ = 2ε JR + `+ 4ε− 2 ,
B[`, JR] : ∆ = 2ε JR + `+ 2ε , (1.1)
C[JR] : ∆ = 2ε JR + 2 ,
D[JR] : ∆ = 2ε JR ,
with ε = (d− 2)/2, µ = 2ε for 2 < d ≤ 4 and µ = 4ε− 2 for 4 ≤ d ≤ 6. We stress again that
this corresponds to the standard notation for d = 6. Indeed, A-type multiplets correspond
to the unitarity bound of long multiplets, which for d ≤ 4 coincides with the bound of type
B. Type C is unique to six dimensions and can be traced back to the presence of self-dual
two-forms. Moreover, type C and D will appear only with ` = 0, since in this work we
3We note that for d ≤ 4, the nomenclature we are using here might not match the one the reader is
familiar with. For instance, in four dimensions, the classification of half-BPS multiplets is refined into Higgs
and Coulomb type, commonly denoted Er and BˆR respectively [40]. We refer to [20] for a dictionary between
the 6D notation and lower dimensions.
4In this paper we will consider only multiplets that have a superconformal primary in a traceless-symmetric
representation of the Poincare´ group as these will be the only contributions to the superconformal blocks that
we consider. For a general superconformal multiplet one should replace ` with an arbitrary representation of
so(1, d− 1).
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are restricting ourselves, without loss of generality, to only multiplets in traceless-symmetric
representations of the Poincare´ algebra.
Some of the short multiplets may already be familiar to the reader: D[1/2] and C[0] corre-
spond to free hyper- and tensor multiplets respectively, B[0, 0] contains the energy momentum
tensor, while D[1] is the momentum map discussed above, containing the conserved currents
associated to possible flavour symmetries [19, 20].
This article is structured as follows: in section 2 we shortly review the decomposition of
four-point functions as series of superconformal blocks written in terms of bosonic blocks,
differentiating between two possible approaches. One uses a decomposition involving projec-
tors onto irreducible representations of SU(2)R, while the other introduces auxiliary variables
for the R-symmetry. In section 3 we discuss constraints the blocks must satisfy, and how
one can extract selection rules for the allowed multiplets. More precisely, we show how the
Casimir equation encodes two different types of constraint; and how the Ward identity has to
be modified to take into account different external fields. We also comment about the cross-
ing symmetry these correlators must satisfy. Section 4 solves these constraints and discusses
some properties of the blocks and their coefficients. We give our conclusions in section 5. In
the appendices we discuss our conventions for the superconformal group, how to derive the
SU(2)R harmonics and the Casimir differential operators. We also review various relations
satisfied by the Jack polynomials, and give a non-exhaustive list of the coefficients of the
superconformal blocks. In addition, we attach a Mathematica file to the arXiv submission of
this article containing an exhaustive list of the coefficients for all the superconformal blocks
that appear in the four-point functions of 1
2
-BPS scalar operators.
2 Structure of Four-point Functions In (S)CFTs
In this section, we review the structure imposed by conformal invariance on four-point func-
tions of (super)conformal primaries. We start by recalling the non-supersymmetric results to
set our notation and conventions, and then move to the case of superconformal primaries of
D-type multiplets. In that case we will present two different—but equivalent—approaches,
namely a decomposition in terms of projectors of the R-symmetry, and one involving an
auxiliary variable.
In the non-supersymmetric case, the four-point functions of four a priori different confor-
mal scalar primaries, φi, of conformal dimension, ∆i, is well known to admit a decomposition
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in term of bosonic conformal blocks , g∆12,∆34∆,` , [3, 4, 41]
〈φ1(x1)φ2(x2)φ3(x3)φ4(x4)〉 = K4
∑
O
λ12Oλ34O g
∆12,∆34
∆,` (u, v) . (2.1)
The sum is taken over all conformal primaries, O, with conformal data, (∆, `), allowed in the
OPEs, and λijO corresponds to the coefficient of the three-point function, 〈φiφjO〉. Moreover,
the kinematic prefactor will depend on the conformal dimensions of the external primaries,
∆i, and can be shown to take the general form
K4 =
1
(x212)
∆1+∆2
2 (x234)
∆3+∆4
2
(
x224
x214
)∆12
2
(
x214
x213
)∆34
2
, (2.2)
where
xij = |xi − xj| , and ∆ij = ∆i −∆j . (2.3)
The blocks are invariant under conformal transformation and therefore depend on the two
independent invariant cross-ratios, defined by
u =
x212x
2
34
x213x
2
24
= zz¯ , v =
x214x
2
23
x213x
2
24
= (1− z)(1− z¯) . (2.4)
We have directly defined the two common variables, (z, z¯), that will be convenient throughout
this work. We note that while in Euclidean space these are complex conjugate, they are
independent real variables for Lorentzian signature.
The conformal blocks satisfy various properties related to crossing symmetries of the four-
point function, and can be computed as the solution of a partial differential equation, dubbed
the Casimir equation. We delay a discussion of these properties to section 3, where we will
delve into more details.
Here, we are interested in superconformal theories, and imposing supersymmetry on top
of conformal invariance will act as selection rules for the OPE in two ways: first, the R-
symmetry plays the role of a flavour symmetry, restricting the possible representations allowed
in the OPE of the external primaries; second, the bosonic blocks will rearrange themselves
into superconformal blocks whose structure is compatible with superconformal representation
theory.
The remainder of this section is dedicated to outline the selection rules and structure of
four-point functions of SCFTs with eight supercharges and a R-symmetry algebra isomorphic
to su(2)R.
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2.1 Four-point Functions of D-type Superconformal primaries
Let us now focus on the four-point function of superconformal primaries of a D-type multiplet
belonging to an SCFT with SU(2) R-symmetry. As reviewed in the introduction, these
multiplets, denoted D[JR], are half-BPS and fall into the spin-JR representation of the R-
symmetry group.5 These multiplets obey a shortening condition that relates the conformal
dimension of their superconformal primary to the R-charge [19,20,42]:
∆ = 2ε JR , ε =
d− 2
2
. (2.5)
The spacetime dimension, d, is left arbitrary and as we will see most of the expressions we
will deal with are valid for any d.
The spin-J representation of SU(2), with J ∈ 1
2
N, is an irreducible representation that
can be constructed as the 2Jth symmetric tensor power of the fundamental representation,
2, that is
Sym2J2 = 2J + 1 , (2.6)
where, as usual, boldface denotes an irreducible representation by its dimension. We can
realise an operator that transforms in this way by introducing 2J symmetric fundamental
indices
O(α1...α2J )(x) , αi = 1, 2 , (2.7)
which are raised and lowered by the usual Levi–Civita tensor, εαβ, and (α1 . . . αn) indicates
the symmetrisation of the indices. Alternatively, one can introduce an index, M , which runs
over the spins of the 2J + 1 representation in which the operator is transforming. The spins
in the representation are M = J, J − 1, · · · ,−J . We will prefer here the latter notation,
OM(x), when we consider a scalar transforming in the spin-J representation of the SU(2)
R-symmetry.
Let φMii be the superconformal primary of any half-BPS superconformal multiplet, D[Ji],
with conformal dimension, ∆i, set by equation (2.5). The correlation function of four of these
primaries is severely constrained by symmetry. First, as we saw in the non-supersymmetric
case, conformal symmetry fixes the spacetime dependence up to a function of the invariant
cross-ratios, u, v, and a kinematic term that can be factored out:〈
φM11 (x1)φ
M2
2 (x2)φ
M3
3 (x3)φ
M4
4 (x4)
〉
= K4 F
M1M2M3M4(u, v) . (2.8)
5Notice that e.g. [19,20] use Dynkin indices to label the R-charge, which are integer valued. We choose to
use the spin notation—half-integer labels—in order to unclutter many expressions.
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Treating the R-symmetry as a flavour symmetry, the four-point function must be an invariant
tensor of SU(2), and therefore FM1M2M3M4(u, v) is an invariant under both conformal sym-
metry and SU(2)R. Using the OPE, this function can be expanded into contributions coming
from each of the superconformal multiplets, χ, allowed in the expansion,
FM1M2M3M4(u, v) =
∑
χ
λ12χλ34χGM1M2M3M4χ (u, v) . (2.9)
Inside of each superconformal multiplet there are primary operators that transform in dif-
ferent representations of the SU(2) R-symmetry. By introducing projectors on the spin-J
representation, PM1M2M3M4J , in the superconformal block, GM1M2M3M4χ , we can further split
the four-point function into a sum over all allowed R-symmetry channels. Thus for each
superconformal multiplet we can expand as
GM1M2M3M4χ =
∑
J∈J
PM1M2M3M4J GJχ(u, v) , (2.10)
where J is the set of all allowed propagating spins. By considering the s-channel for the OPE
one can see that the set of SU(2) representations that correspond to the propagating spins is
determined by the tensor products
((2J1 + 1)⊗ (2J2 + 1)) ∩ ((2J3 + 1)⊗ (2J4 + 1)) . (2.11)
Recalling how SU(2) tensor products decompose, one can easily compute the set of propa-
gating spins J for any given J1, · · · , J4. This can be written as
J = {Max(|J2 − J1|, |J4 − J3|), . . . , Min(J1 + J2, J3 + J4)} , (2.12)
where we add the caveat that the set is empty if the start and end values different by n+ 1
2
for
some integer n—in such a case there are no propagating spins. To give an explicit example,
for coinciding representations, J = Ji, then we have
J = {2J, 2J − 1, · · · , 0} , (2.13)
as the propagating spins appearing in the sum in (2.10).
Finally, the superconformal blocks can be decomposed into bosonic blocks, where by sym-
metry only the bosonic components of a superconformal multiplet can contribute to the OPE.
In fact, since we are considering OPEs of scalar fields, only fields that are symmetric and
traceless are allowed. Therefore the spin-J part of superconformal block, GJχ(u, v), associ-
ated to the superconformal multiplet can be written as a sum over bosonic conformal blocks,
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g∆12,∆34∆,` (u, v), and collects the contribution of all the constituent (non-supersymmetric) pri-
mary fields of the superconformal multiplet that have the aforementioned spin, J :
GJχ(u, v) =
∑
(∆˜,˜`)∈χ
fJ
∆˜,˜`
g∆12,∆34
∆˜,˜`
(u, v) , (2.14)
where (∆˜, ˜`) correspond to the data of the relevant superconformal descendants inside the
multiplet with fixed R-charge, J . Finding the explicit expression for a superconformal block
therefore reduces to determining the coefficients fJ∆,`. In order to do so, we will use both the
Casimir equation and Ward identity to constrain them, and eventually fix them all in terms
of the data of the superconformal primary.
The full superconformal block associated to a multiplet, χ, whose primary has conformal
data (∆, `, JR) can therefore be decomposed into a sum over all GJχ . We note that throughout
this paper the labelling (∆, `, JR) will always denote the data of the superconformal primary
of a given superconformal multiplet, χ, while (∆˜, ˜`, J) will refer to that of any of its states,
including the primary. In the case of eight supercharges, one can show that the allowed
R-charges inside a multiplet are between JR − 2 and JR + 2. Furthermore each application
of a supercharge will raise the conformal dimension by 1
2
, and possibly change its Poincare´
representation, thus the superconformal block can be written as
GM1M2M3M4χ =
JR+2∑
J=JR−2
4∑
m=0
2∑
n=−2
PM1M2M3M4J f
J
∆+m,`+ng
∆12,∆34
∆+m,`+n(u, v) . (2.15)
Of course, depending on the type of multiplet considered and its content, not all fJ∆,` are
non-vanishing, and some of them can be set to zero by group theoretical arguments. We will
further expand on the structure of superconformal multiplets in section 3.
2.2 R-symmetry Variables
It is sometimes useful to introduce auxiliary variables, Y α, to encode R-symmetry transfor-
mations in a more convenient way [32,33]. These variables can be used to contract all possible
R-symmetry indices of a given operator,
O(x, Y ) = Yα1 · · ·Yα2JOα1...α2J (x) , (2.16)
such that if O(x) is a scalar primary of conformal dimension, ∆, in the spin-J representation,
O(x, Y ) is a homogeneous function of degree (−∆, 2J).
In the case of four-point functions of D-type primaries, the discussion at the beginning
of this section has to be modified to take into account auxiliary variables, and an additional
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prefactor related to Y α can be extracted from the correlator,
〈φ1(x1, Y1)φ2(x2, Y2)φ3(x3, Y3)φ4(x4, Y4)〉 = K4KR4 F (u, v;w) . (2.17)
The quantity K4 is the usual kinematic prefactor given by equation (2.2), while K
R
4 takes into
account the homogeneity of the four-point function with respect to Y α.
KR4 = (Y12)
a1 (Y13)
a2 (Y14)
−a1−a2+2J1 (Y23) −a1−a2+J
+
12+J34 (Y24)
a2−J12−J34 (Y34) a1−J
+
12+J
+
34 .
(2.18)
where we defined the quantity Jij = Ji − Jj and J+ij = Ji + Jj. The so-far undefined function
in the RHS of (2.17) must be an invariant under both conformal and R-symmetry transfor-
mations, and we must therefore find the analogue of the invariant cross-ratios u, v for the
R-symmetry. It can be shown that the unique candidate is given by
w =
(Y1 · Y2)(Y3 · Y4)
(Y1 · Y4)(Y2 · Y3) , Yij = Y
α
i Y
β
j εαβ . (2.19)
The coefficients, a1, a2, in the prefactor are arbitrary constants that effectively rescale F (u, v;w)
by factors of w and 1 + w, respectively. A particular choice for these constants is merely a
choice of convention; for more details on the possible choices and how they relate to previous
works see appendix B.
In a similar fashion that was reviewed in the case of “uncontracted” fields, the invariant
function can be split into contributions from each superconformal multiplet, χ,
F (u, v;w) =
∑
χ
λ12χλ34χ Gχ(u, v;w) , (2.20)
and into contributions from the different R-symmetry channels given now by SU(2)R har-
monics,
Gχ(u, v;w) =
∑
J∈J
PJ12,J34J (w) GχJ (u, v) . (2.21)
The harmonics, PJ(w) are obtained by inserting the quadratic Casimir for SU(2)R in the
four-point function, in a similar way to what is usually done to obtain bosonic conformal
blocks,
PJ12,J34J (w) = cJ
w−J−(a1−(J1+J2))
(1 + w)a2
2F1
(− (J + J12),−(J + J34);−2J ;−w) , (2.22)
and are related to the R-symmetry projectors, PM1M2M3M4J , introduced in (2.10). Note that the
SU(2)R harmonics a priori depend on the combination J1 + J2. Our choice of normalisation,
a1 = J1 + J2 , a2 = J34, absorbs it and leaves the dependence on external data only on the
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difference Jij = Ji − Jj. The full four-point function does of course not depend on this
convention, but it will make some of the intermediate expressions easier. We will comment
as to possible differences between conventions when needed.
The hypergeometric function can, in principle, be recast into, perhaps more familiar,
Jacobi polynomials [33], but in practical computations we find the hypergeometric function
more convenient. We refer to appendix B for additional details on the derivation of (2.22)
and possible conventions.
The quantity cJ is an arbitrary constant we choose to be
cJ =
(−1)JΓ(2J + 1)
(1− J12)J (1− J34)J
, (2.23)
such that the spin-J contribution to the superconformal blocks, GχJ , defined here agrees with
those of the “uncontracted” notation when using our choice of normalisation for the projectors
(see later in equation (3.16)). Using the expansion (2.14) in terms of bosonic blocks one finds
the contribution to the four-point function of a superconformal multiplet, χ, is
Gχ(u, v;w) =
∑
J∈J
∑
m,n
fJ∆+m,`+m PJ12,J34J (w) g∆12,∆34∆+m,`+n(u, v) . (2.24)
As the set of different possible superconformal multiplets is known, we can further use the
structure of these multiplets as a selection rules for the possible multiplets appearing in the
OPE. As we will see in the following sections, the Casimir and Ward identities can in general
only be satisfied if all the non-zero bosonic blocks in the decomposition (2.14) are present—in
the case of coincident Ji some of them are vanishing, but their absence can be traced back to
crossing symmetry.
This constrains further the allowed superconformal multiplets in the expansion. Indeed,
let us denote the largest spin in (2.12) by Jmax. A long multiplet whose superconformal
primary has R-charge JR = Jmax also contains states with J = Jmax + 1 , Jmax + 2. SU(2)R
symmetry prohibits these states to appear in the OPE and, as we will see, the full multiplet
is either forbidden to participate, or the structure of the coefficients fJ>Jmax
∆˜,˜`
is such that they
precisely vanish. In fact, the information about possible null states, e.g. the conservation of
flavour currents inside short multiplets D[1], is also encoded in the structure of the coefficients.
The case of D-type multiplets is not plagued by this constraint, as the descendants have an
R-charge smaller than that of the superconformal primary, but for the B-type multiplet the
presence of a state with R-charge JR + 1 leads to reduced options.
The last two possible types of short multiplets, A and C can be shown to be incompatible
with the Ward identity and do not contribute to the four-point function [26,43]. Schematically,
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the block decomposition thus takes the form
F (u, v;w) ∼
Jmax−2∑
J=Jmin
L[∆, `, J ] +
Jmax−1∑
J=Jmin
B[∆, `, J ] +
Jmax∑
J=Jmin
D[∆, `, J ] , (2.25)
where a sum over all possible ∆, ` allowed by unitarity (1.1) is understood.
We end this section by noting that while subsection 2.1 is up to minor modifications similar
to the decomposition used in [34] to obtain the blocks of four momentum-map operators, the
decomposition with auxiliary variables gets more involved when considering non-coincident
operators, and depends heavily on J12 and J34. When setting them to zero, the SU(2)R
harmonic (2.22) reduces to Legendre polynomials and one recovers the familiar expressions
used in e.g. [23,26].
3 Constraints on Four-point Functions of Half-BPS Pri-
maries
Before delving into the constraints satisfied by blocks and, by extension, the coefficients fJ
∆˜,˜`
,
let us recall some facts about the representation theory of the superconformal group with
extended supersymmetry that will prove useful when computing the superconformal blocks.
Unitary representations of these groups have been extensively studied, starting with [44–
46], and more recently with [19, 20, 31, 42, 47, 48]. In addition to the Poincare´ generators,
there are additional fermionic generators, QαA, S
αA—in our case eight of each—which act
in conjunction with Pµ and Kµ as ladder operators. Our convention for the superconformal
algebra is set in appendix A.
A superconformal primary, O with conformal dimension, ∆, R-charge, JR, and falling into
a traceless-symmetric representation of the Poincare´ group6, `, is by definition annihilated by
all conformal supercharges, Saα |O〉 = 0, as well as by the special conformal transformation
generator, Kµ |O〉 = 0. Using combinations of all (Poincare´) supercharges, Qaα, we can reach
an additional set of states whose superconformal data are related to that of the superconformal
primary. More precisely, applying a supercharge to the superconformal primary will give rise
to a state whose conformal dimension has been raised by 1
2
, and whose R-charge and Poincare´
representation are changed. Each multiplet contains primary states with, at most, conformal
dimension ∆ + 4, R-charge between JR − 2 and JR + 2, and, focusing on traceless-symmetric
representations, Poincare´ representation between `− 2 and `+ 2 [19,20].
6There are of course multiplets in other representations of the Poincare´ group, but these will not contribute
to the quantities computed in this work.
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Short multiplets are then multiplets for which some descendants are annihilated by given
combinations of the supercharges. In particular, the D-type multiplets that are the focus of
this work have a primary annihilated by half of the supercharges and are therefore half-BPS
states. This property reveals itself crucial when studying their four-point functions, as it leads
to simplifications that do not occur in the other cases.
This section is dedicated to the constraints satisfied by the superconformal blocks. We will
first work out the constraints from the Casimir equations. One will be a differential equation
while other will give a selection rule for the multiplets at the boundary of the set of the
SU(2)R representations, J , appearing in the OPE. We will then consider the consequences
of the Ward identity when considering the R-symmetry auxiliary variables. This constraint
will prove the strongest and will uniquely fix all possible superconformal blocks. Lastly we
will outline constraints from crossing symmetry.
3.1 The Superconformal Casimir Equation
Having set up the decomposition of the four-point function of D-type superconformal mul-
tiplets into conformal blocks, we are now ready to find how to use the Casimir equation
to constrain the coefficients of the superconformal blocks and eventually fix some of them.
This technique has already been explored in [27, 34] for theories with four and eight super-
charges, and this section generalises their results to arbitrary R-charge for SCFTs with eight
supercharges.
Before moving to the supersymmetric case, it is useful to recall how the Casimir equation
has been used to find the bosonic blocks for arbitrary ε.
The idea is to insert the completeness relation of projectors, PO, and the conformal
Casimir7, C2bos, into the correlator to obtain the contribution from every primary, O, and
its descendants,
PO =
∑
α,β=(Pµ)nO,n≥0
|α〉 〈β| 〈α|β〉−1 , 1 =
∑
O
PO . (3.1)
Letting C2bos act on φ1φ2 as a first-order linear differential operator, one finds that the bosonic
blocks satisfy the differential equation [4],
Dbos g∆12,∆34∆,` (z, z¯) = cbos∆,` g∆12,∆34∆,` (z, z¯) . (3.2)
7See appendix (A) for a definition in terms of the generators, and appendix B for a derivation of a Casimir
equation in the case of SU(2)R harmonics.
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The second-order differential operator, Dbos, depends explicitly on the difference between the
conformal dimensions of the primaries,
Dbos = Dz +Dz¯ + 4ε zz¯
z − z¯
(
(1− z)∂z − (1− z¯)∂z¯
)
, (3.3)
Dz = 2z2(1− z)∂2z − (2 + ∆34 −∆12)z2∂z +
∆12∆34
2
z . (3.4)
Notice that we are considering bosonic blocks in terms of the variables z , z¯, rather that the
conformal cross-ratios u , v. This will make the various differential operators in this section
simpler.
The RHS of equation (3.2) depends solely on the quadratic Casimir eigenvalue associated
to the bosonic primary with conformal data (∆, `),
cbos∆,` = ∆(∆− 2(ε+ 1)) + `(`+ 2ε) . (3.5)
For even dimensions, equation (3.2) simplifies and an analytic expression can be found in
terms of hypergeometric functions [4]. For arbitrary ε the solutions of the Casimir equation
are unknown, but there exists rapidly converging power series in terms of radial coordinates
[49,50], as well as recursion relations by studying their analytic structure [51–53].
To obtain the supersymmetric version of (3.2) for superconformal blocks, GM1M2M3M4∆,` ,
the conformal Casimir, its eigenvalue and projectors are replaced by their supersymmetric
cousins [27],
C2 =C2bos + C
2
SUSY + C
2
R , (3.6)
c∆,`,JR =c
bos
∆,` + 4∆ + 2εJR(JR + 1) . (3.7)
The procedure to get the Casimir equation is the same as in the bosonic case, with the
exception that the additional generators have to be taken into account:
(Dbos +DSUSY +DR)GM1M2M3M4χ (z, z¯) = c∆,`,JR GM1M2M3M4χ (z, z¯) . (3.8)
The quadratic Casimir, acting as differential operator, will behave differently depending on
the values of Mi. Note that for arbitrary values of Mi, inserting the part of the Casimir
involving the supercharges, C2SUSY, in the four-point function will produce four-point functions
involving mixed scalar and fermionic fields, and the resulting Casimir equations will not be
partial differential equations. This makes it challenging at best to compute the Casimir
equation in terms of well-defined quantities.
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In the case of short D-type superconformal multiplets however, the primaries in the highest
and lowest weight representations of the R-symmetry are annihilated by half of the super-
charges, QαA, respectively [19,20,42],
Q1Aφ
J = 0 , Q2Aφ
(−J) = 0 , ∀A . (3.9)
Therefore when the superconformal block, GM1M2M3M4χ , involves highest and lowest weights of
the SU(2)R representations, we obtain a well-defined partial differential equation. Without
loss of generality, we will henceforth assume that J1 ≤ J2 ≤ J3 ≤ J4. This makes the possible
values of the set J more tractable and makes it easier to see when the projectors are vanishing.
As shown in appendix C, using the procedure introduced in [34], this leads us to consider two
types of correlation functions, which we dub type (I) and (II):
(I) :
〈
φJ11 (x1)φ
J2
2 (x2)φ
M3
3 (x3)φ
M4
4 (x4)
〉
, (II) :
〈
φJ11 (x1)φ
M2
2 (x2)φ
J3
3 (x3)φ
M4
4 (x4)
〉
.
(3.10)
The differential operator, DSUSY, acts differently on the conformal blocks depending on the
type of correlation function considered,
(I) : DSUSY = 4(∆1 + ∆2) , (3.11)
(II) : DSUSY = 4z(1− z)∂z + z¯(1− z¯)∂z¯ − 2(z + z¯)∆34 . (3.12)
In both cases, the differential operator associated to C2R can be obtained simply by applying
it on the projector instead of φ1φ2. It then gives the eigenvalue of the R-charge of the bosonic
block considered,
DR = −2εJ(J + 1) . (3.13)
The different types of correlators will lead to two different types of constraints, which we now
outline.
Constraints from Type (I)
For the first case, type (I), the only value of J leading to a non-trivial projectors is J = J1+J2.
This can be seen by writing the projectors in terms of Clebsch–Gordan coefficients. As there
is only one contribution in equation (3.8), the projector drops out of the Casimir equation
and one obtains (
Dbos − 2ε(J1 + J2)(J1 + J2 − 3)
)
GJ1+J2χ = c∆,`,JRGJ1+J2χ . (3.14)
Decomposing the multiplet in terms of bosonic blocks with conformal data shifted away from
the primary, (∆˜, ˜`) = (∆ +m, `+ n), one finds the constraint
(m− 2)(2∆ +m) + n(2l + n) + 2ε (JR(JR + 1)− Jmax(Jmax − 3) + n−m) = 0 . (3.15)
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This constraint must be satisfied by any states in a given multiplet susceptible to have J =
Jmax, and one must check whether a state is allowed or not on a case-by-case basis. We will
do so in section 4.
Constraints from Type (II)
For correlation functions of type (II), the part of the Casimir associated to the supercharges
no longer act as multiplication, but involves derivatives with respect to the coordinates z, z¯.
Moreover the projectors are no longer vanishing and we must consider a sum over all possible
R-charges in the set J .
The canonical normalisation for projectors is usually fixed such that the trace of the
projector gives the dimension of the representation. Here, we have chosen a slightly different
convention that will lead to a simpler expression for the Casimir equations. Indeed, for type
(II) correlators, M1 ,M3 are fixed to be the highest weights of their respective representations.
The remaining two can be parametrised as the deviation from the lowest weights of J1 and
J3, M2 = −J1 +m,M4 = −J3−m since, by SU(2) invariance, it is required that
∑
iMi = 0.
Note that for coincident external R-charges the only non-vanishing possibility is m = 0.
As one can check, the four-point functions for any choice of m are proportional to each
other. Furthermore for all allowed intermediate R-charges, J ∈ J , the projectors are non-
vanishing if m is chosen in the allowed range. We thus choose our normalisation convention
in such a way that all contributions from the projectors are one for m = 0,8
P
J1 (−J1) J3 (−J3)
J = 1 , ∀ J ∈ J . (3.16)
In this convention, the type (II) Casimir equation reduces to∑
J∈J
(
Dbos +DSUSY − 2εJ(J + 1)− c∆,`,JR
)
GJχ(z, z¯) = 0 . (3.17)
Because of the derivative in (3.12), the blocks, superconformal or otherwise, are no longer
eigenfunctions of DSUSY, and constraints can no longer be solved block by block. To overcome
this, the usual strategy is to decompose the bosonic blocks in terms of orthogonal Jack
polynomials, P ελ1,λ2 [27, 34], which we will accomplish in section 4.
8We note that, should the reader prefer using another, more canonical, convention, our results for the
superconformal blocks can be converted into any other convention for the projectors by rescaling all the
coefficients, fJ
∆˜,˜`
, according to fJ
∆˜,˜`
→ fJ
∆˜,˜`
/P
J1 (−J1) J3 (−J3)
J .
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3.2 The Ward Identity
In the previous subsection, we obtained constraints on the coefficients, fJ
∆˜,˜`
by letting the
Casimir operator act as a differential operator on the four-point function, which differs de-
pending on the type of projectors considered. One can ask whether the same kinds of con-
straints can be obtained using the auxiliary variables, Y α, reviewed in section 2.2. In this case,
the constraints are obtained through the Ward identity satisfied by the correlators [32, 33].
For half-BPS multiplets in theories with NS superPoincare´ supercharges, its origin lies in the
fact that in superspace, the four-point function depends on 4× NS
2
= 2NS independent Grass-
mann variables. As 2NS is also the total number of fermionic generators of superconformal
algebra, Q and S, there exists a frame in which all Grassmann variables can be set to zero.
Vice versa this means that one can always find a superconformal completion from the
four-point function of the superconformal primaries and restore the full Grassmann variable
dependence. This completion should be well behaved as long as we keep the spacetime
coordinates apart. It turns out that the superconformal transformation of the coordinates
are singular, and for the four-point function to be well defined, these singularities needs to be
cured, leading to the so-called Ward identity.
Let us shortly recall the linearised superconformal transformations, δ, with NS = 8 [32].
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In a frame parameterised by a pair of conformal coordinates, (χ¯(z), χ¯(z¯))—see appendix B
for details—these transformations induce the following pole:
δQw = ε δQχ ∼ 1
w − χ , χ =
z
1− z , (3.18)
where only the pole was kept for simplicity. We refer to the original work for more details.
A transformation of the full four-point function will therefore become singular as the
auxiliary invariant, w, approaches the conformal coordinate, χ. It is then clear that physical
quantities should be free of such a singularity, which can be attained by demanding that(
(∂χ + ε∂w) 〈φ1(x1, Y1)φ2(x2, Y2)φ3(x3, Y3)φ4(x4, Y4)〉
)∣∣∣∣
χ=w
= 0 . (3.19)
A similar Ward identity can also be obtained for the other variable, χ¯(z¯) by exchanging χ↔ χ¯.
A convenient choice of convention for the prefactor reduces it to a particularly appealing form:(
(∂χ + ε∂w)F (u, v;w)
)∣∣∣∣
χ=w
= 0 , a1 = J1 + J2 , a2 = J34 . (3.20)
9We would like to warn the reader than in [32], the use of z and χ are exchanged. We use the present
notation as it has become the standard in the recent literature.
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In the case of arbitrary a1 , a2 however, one must take particular care of the prefactors K4 , K
R
4 .
Upon defining the variable α = (1 + w)/w, the superconformal Ward identity takes the form(
− zε ((a1 − J1 − J2) + z(a2 − J34)) + (z − 1)
(
z2∂z − ε∂α
))
F (z, z, α)|α= 1
z
= 0 . (3.21)
One can then plug in the expression of the superconformal blocks and their bosonic contribu-
tions to get explicit constraints on the coefficients fJ
∆˜,˜`
. After the dust settles, the resulting
identity depends only on z. As described in appendix B the factor containing a1, a2 actually
cancels against factors contained in the harmonics. As a result all a1, a2 dependence of the
above Ward identity is merely a relic from the choice of KR4 and drops out in actual compu-
tations. Furthermore the resulting Ward identity applied on a specific superconformal block
will factor out all contributions of the form (J1 +J2), and all the external data will boils down
to the specific combinations J12 , J34.
3.3 Crossing Symmetry Constraints
Finally, we close this section on the superconformal blocks by giving the crossing symmetries
that they must satisfy. Until here, we have tacitly assumed that the OPE leading to the block
decomposition was performed in the s-channel, that is to say by performing an OPE on φ1
with φ2 and on φ3 with φ4 respectively. The other two channels, u and s, should be the same
by the associativity properties of the OPE, and have been recently used in the numerical
bootstrap to obtain bounds on the conformal data, see [8] and references therein for a review.
Let us begin by reviewing crossing symmetry in the case of bosonic blocks. First, in
the t-channel, obtained by exchanging (1 ↔ 3), one can see that the cross-ratios (2.4) are
exchanged, u ↔ v, and that the kinematic prefactor gets rescaled by powers of the external
dimensions:
K4
1↔3−−→ u∆1+∆22 v−∆2+∆32 K4 . (3.22)
In the case of coincident external bosonic operators with the same conformal dimension, ∆φ,
crossing symmetry leads to the well-known sum rule function F∆,`(u, v) = v∆φg∆,`(u, v) −
u∆φg∆,`(v, u), omnipresent in bootstrap applications.
Considering the exchange 1↔ 2 is also important, as it relates to the u-channel and can
lead to important constraints. In that case, the cross-ratios change according to (u, v) ↔
(u/v, 1/v), and it can be shown that the bosonic blocks themselves satisfy the relation [3,41],
g∆12,∆34(u, v) = (−1)`v−∆342 g−∆12,∆34∆,` (u/v, 1/v) , (3.23)
which in the coincident, non-supersymmetric case acts as a selection rule for the allowed
operators, where only multiplets with even ` may be exchanged.
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While we have used methods involving explicit SU(2)R indices and auxiliary variables, Y
α,
throughout this work we will focus here on crossing symmetry constraints involving auxiliary
variables. This has the distinct advantage of making the expressions simpler, with all the
difficulty hidden in the details of the SU(2)R harmonics. The other case leads to equivalent
results, but involves so-called “Fierz”, or flavour matrices [54]. To simplify expressions, we
set without loss of generality the coefficients a1 = J1 + J2 , a2 = J34, and take an ordering
such that J1 ≤ J2 ≤ J3 ≤ J4. Of course, as the full four-point function does not depend on
a1, a2, the choice of convention does not matter in the end.
Now, under exchange (1 → 3), the SU(2)R cross-ratio is inverted, w → 1/w. Crossing
symmetry between s- and t-channels then imposes the relation
v
∆2+∆3
2 K4K
R
4 F (u, v;w) = (−1)J1+J2+J34w−(J1+J2)(1+w)J1−J3u
∆1+∆2
2 K4K
R
4 F (v, u;
1
w
) , (3.24)
The simplest strategy to obtain the crossing relations satisfied by the superconformal blocks,
Gχ(u, v;w), is to remember that the harmonics are polynomials in w−1 of degree J1 + J2, and
therefore so are the blocks. Matching both sides of (3.24) for given superconformal multiplet
order by order in w−1, one obtains a certain number of relations and supersymmetric versions
of F∆,` can be defined in a form suitable for the bootstrap. For coincident R-charges, Ji = J ,
there are J + 1 such relations, and one can use the Ward identity to find J independent
crossing equations [26]. We note that in the bootstrap, using dependant crossing equations
has been known to lead to numerical instabilities, see e.g. [55].
Let us finish by checking the kind of constraints one obtains when considering the exchange
(1 ↔ 2). The SU(2)R cross ratio changing according to w → −w/(1 + w), and using the
standard Kummer relations for hypergeometric functions, one obtains
P−J12,J34J
( −w
1 + w
)
= (−1)J(1 + w)2J34 PJ12,J34J (w) . (3.25)
Together with the transformations ofK4, K
R
4 , and the bosonic blocks under the same exchange
(3.23), this gives additional constraints on the blocks. For instance, in the case where Jij = 0,
this leads to the selection rule
`+ JR ∈ 2Z , if J12 = 0 = J34 . (3.26)
Notice that the same constraints also apply to descendants, ˜`+ J ∈ 2Z. As we will see when
solving the constraints discussed in this section, the superconformal block knows about it,
and the coefficient of a would-be violating descendant precisely vanishes in that case.
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4 Superconformal Blocks of Mixed D-Type Four-Point
Functions
We are now ready to solve the constraints derived in the last section, and find the explicit
form of the superconformal blocks associated to each of the superconformal multiplets. We
consider blocks appearing in the four-point function of four scalar superconformal primaries,
φi, belonging to short superconformal multiplets, D[Ji]. Finding an explicit form for the
superconformal block involves determining the coefficients, fJ
∆˜,˜`
, of the bosonic conformal
blocks in the expansion (2.25). These are determined by considering the type (II) Casimir
equation (3.17) and the superconformal Ward identity (3.21). As we will find below, while
the type (II) constraint fixes the coefficients, fJ
∆˜,˜`
, for all of the contributing D-type blocks,
it is in general not strong enough to find unique solutions for all types of superconformal
multiplets. On the other hand, the Ward identity will be able to fix uniquely—or forbid—all
possible superconformal blocks.
In the general case, where we consider the superconformal blocks associated to e.g. long
multiplets, the expressions for the coefficients are given as ungainly rational functions of the
various conformal data. For the convenience of the reader who might want to use them, they
have been included in a Mathematica file attached to the arXiv submission, and they are
directed there for the complete list of superconformal blocks. Here, we write the results for
some of the edge cases, such as the superconformal blocks for the short multiplets, or some
of the more manageable coefficients of the long superconformal multiplets.
4.1 Solving the Constraints
As mentioned already, the constraints follow from applying differential operators to the
bosonic blocks. With the exception of Dbos, the bosonic blocks are not eigenfunctions of
these operators, and this must be dealt with. To do so, we use introduce a decomposition in
terms of Jack polynomials, P
(ε)
λ1,λ2
, of the bosonic blocks [4, 41],
g∆12,∆34∆,` (z, z¯) =
∑
m,n≥0
rm,n(∆12,∆34,∆, `)P
(ε)
1
2
(∆+`)+m, 1
2
(∆−`)+n(z, z¯) . (4.1)
The coefficients, rm,n, of the infinite series depend solely on the conformal data, and can be
determined recursively by application of the bosonic Casimir operator (3.2),
rm,n(∆12,∆34,∆, `) =
(
1
2
(∆ + `−∆12)
)
m
(
1
2
(∆ + `+ ∆34)
)
m
×(
1
2
(∆− `−∆12)− ε
)
n
(
1
2
(∆− `+ ∆34)− ε
)
n
r̂∆,`m,n , (4.2)
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where (a)n denotes the Pochhammer symbol. The quantity r̂
∆,`
m,n can be evaluated recursively
via the relation
(m(m+ ∆ + `− 1) + n(n+ ∆− `− 2ε− 1)) r̂∆,`m,n
=
`+m− n− 1 + 2ε
`+m− n− 1 + ε r̂
∆,`
m−1,n +
`+m− n+ 1
`+m− n+ 1 + εr̂
∆,`
m,n−1 , (4.3)
together with the initial condition r0,0 = 1. We note that a closed form of this recursion
relation is known in terms of a generalised hypergeometric function, 4F3, but it will not be
necessary here [4].
Using the properties of the Jack polynomials collected in appendix C, one can infer the
action of DSUSY as
DSUSYP (ε)λ1,λ2 = 4(λ1 + λ2)P
(ε)
λ1,λ2
− 2(∆34 + 2λ1)(λ1 − λ2 + 2ε)
λ1 − λ2 + ε P
(ε)
λ1+1,λ2
− 2(λ1 − λ2)(∆34 + 2λ2 − 2ε)
λ1 − λ2 + ε P
(ε)
λ1,λ2+1
. (4.4)
This formula has no explicit dependence on z, z¯ and makes the Jack polynomials very good
candidates to deal with the full superconformal Casimir operator. Indeed, the action of the
Casimir operator on a conformal block gives a linear combination of Jack polynomials. As
there is no explicit dependence on spacetime coordinates, one can use the fact that they form
an orthogonal basis of symmetric polynomials to solve the constraints order by order. This
method has proven very efficient to find the form of the superconformal blocks of momentum
map operators in this context, see e.g. [27,34].
In the case of the Ward identity, we have not determined a way to write the differential
operator (3.21) on a Jack polynomial in a closed form, i.e. in such a way that it involves only
a linear combination of Jack polynomials without explicit dependence on the coordinates.
In [26], the Ward identity associated to external momentum maps operators, D[1], was solved
using various inversion formulae [32]. While these formulae can be generalised for higher
external spins, we find the following procedure more convenient: use the properties of Jack
polynomials (see appendix C) and of hypergeometric functions to reduce the Ward identity
to a manageable, albeit long, form; perform an expansion in radial coordinates, in the same
spirit of [49]; and finally solve the constraints order by order.
In all cases, the above procedures lead to a linear set of equations involving the supercon-
formal block coefficients of the form ∑
J,∆˜,˜`
αJ
∆˜,˜`
fJ
∆˜,˜`
= 0 , (4.5)
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where the sum is taken over all possible non-supersymmetric conformal primaries inside the
multiplet under consideration, and αJ
∆˜,˜`
is a function of the superconformal data, possibly
vanishing. It is then clear that one of two possibilities can occur: either all the coefficients are
proportional to that of the superconformal primary—that we safely set to one—or they all
vanish and the multiplet does not appear in the block expansion. While tedious, determining
the set of constraints from the above procedure can be implemented algorithmically in a
straightforward manner, up to a given order. If a solution is found to be valid up to some
threshold, one can then easily check that it is satisfied to all orders by reinjecting it in the
original equation and using the recursion relations (4.2) and (4.3).
Let us now outline the result of this procedure and comment on some features for all types
of superconformal multiplets, going from simplest to most complex (i.e. largest size of the)
multiplets.
D-Type Multiplets
Let us apply both methods to the simplest class of multiplets, type D[JR]. In this case,
the terms in the expansion (2.25) of the superconformal block are particularly simple, making
them a good stepping stone to the other, more complicated, multiplets. Indeed, their primaries
can only be scalars, and there are only three possible states in the `-symmetric representation
of the Lorentz group:
(∆˜, ˜`, J) ∈ {(2εJR, 0, JR) , (2εJR + 1, 1, JR − 1) , (2εJR + 2, 0, JR − 2)} . (4.6)
The first entry of the list corresponds to the superconformal primary. Plugging in this spec-
trum in both the Casimir and Ward identity equations, all constraints can be uniquely solved
and the following values for the coefficients of the superconformal blocks are found:
fJR−12JR+1,1 =
(JR + J12)(JR + J34)
JR(2JR + 1)
, (4.7)
fJR−22JR+2,0 =
2(JR + J12)(JR + J34)(JR + J12 − 1)(JR + J34 − 1)
2(JR − 1)(2JR − 1)(2JR + 1)(2JR − + 1) . (4.8)
These results generalise those found in four dimensions, [23,33], and for external momentum
maps [26,27].
Note that the structure of the blocks naturally encodes a lot of information about the repre-
sentation theory of the conformal group. For instance, the trivial multiplet, D[0], corresponds
to the identity operator, which has no superpartners and can only appear if J12 = 0 = J34. In
that case there is only one coefficient in the expansion of the superconformal block, that of
the lone primary, while the others vanish. Another example is that of the momentum map,
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D[1], containing a null-state at level JR − 2 corresponding to the conservation of the flavour
current, ∂µJ µ = 0. When it is allowed in the OPE, the block “knows” that there is no
corresponding state at that level, and its coefficient vanishes. The same kind of remarks will
also apply with different conserved quantities in other types of multiplets.
We are left with one constraint still unchecked, that of the type (I) Casimir equation
(3.15). For D-type multiplets, a quick inspection of all possibilities reveals that the only state
satisfying the constraint is the primary. This means that any such multiplet with R-charge
JR ∈ J is allowed as an exchanged operator in the decomposition.
B-type Multiplets
For B-type multiplets, the states that can possibly appear in the superconformal blocks are
(∆˜, ˜`, J) ∈ {(∆, `, JR) ,
(∆ + 1, `± 1, JR − 1) , (∆ + 1, `+ 1, JR) , (∆ + 1, `+ 1, JR + 1) ,
(∆ + 2, `, JR − 2) , (∆ + 2, `, JR − 1) , (∆ + 2, `, JR) , (∆ + 2, `+ 2, JR) ,
(∆ + 3, `+ 1, JR − 1)
}
. (4.9)
In this case, the type (I) Casimir equation is never satisfied by the primary, which excludes
B[`, JR = Jmax] to appear in the block decomposition. The state with (JR + 1) is however the
only one satisfying the constraints, which mean that the biggest R-charge these multiplets
can achieve is JR = Jmax − 1.
The type (II) Casimir equation is no longer strong enough to fix all of the coefficients due to
an increased number of possible states. The linear system (4.5) is indeed underdetermined and
one cannot find a unique solution. Previous works [27,34] looked at cases where the type (II)
Casimir equation was always enough to get a unique solution, but this fails when considering
more involved cases. This can be disheartening, but we have a second set of constraints: the
Ward identity. Such an approach does not suffer from this drawback and is in fact able to
find a unique solution for any multiplet. One can check that the underdetermined system of
the Casimir is satisfied by that solution. Due to the lengthy expression of the results, we have
tabulated them in appendix (D).
Note that in section 3.3, we have seen that if all external scalars have the same R-charge,
the states in equation (4.9) must satisfy J+ ˜`∈ 2Z. There are two states violating this condi-
tion: (∆, `+1, JR) and (∆, `, JR−1). As one can see from equation (D.2), the superconformal
blocks know about this selection rule and their coefficients automatically vanish should the
primary be allowed.
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JR − 2 (∆ + 2, `)
JR − 1 (∆ + 1, `± 1) , (∆ + 2, `) , (∆ + 3, `± 1)
JR (∆, `) , (∆ + 1, `± 1) , (∆ + 2, `± 2) , (∆ + 2, `) , (∆ + 3, `± 1) , (∆ + 4, `)
JR + 1 (∆ + 1, `± 1) , (∆ + 2, `) , (∆ + 3, `± 1)
JR + 2 (∆ + 2, `)
Table 1: `-symmetric states potentially appearing in a long superconformal multiplet.
C- and A-Type Multiplets
As has been already mentioned in the introduction, the C-type is special to six dimensions
due to the presence of tensor multiplets. In that case, both the Casimir equation and the
Ward identity lead to solutions only if all coefficients, including that of the primary, vanish.
This indicates that the superconformal blocks for these multiplets cannot appear in the block
decomposition of the four-point function of any half-BPS states. Again, this generalises the
results of momentum map operators to higher external R-charges [26,43].
We find a similar behaviour in the case of type A. While the Casimir equation again fails
to fix all coefficients uniquely, the Ward identity ultimately shows that the superconformal
block is trivial. From this, we conclude that both C- and A-type multiplets do not appear in
the block expansion.
Long Superconformal Multiplets
Finally, we arrive at a discussion of the long multiplets. Such multiplets contain a total
of twenty-one different states in a traceless-symmetric representation of the Poincare´ group,
which we summarise in table 1. An analysis of these states against the type (I) Casimir
equation reveals that none of them can satisfy it, except for the lone state with R-charge
J = JR + 2, which implies that long multiplets can only appear in the decomposition if they
have JR ≤ Jmax − 2, as was claimed in equation (2.25).
The type (II) Casimir equation is again not able to find a unique solution for the full
superconformal block, while the Ward identity fixes it completely. The procedure for long
multiplets remains completely the same as for short multiplets, albeit for much longer expres-
sions due to the fact that conformal dimensions are not fixed by unitarity. The results, for
all the allowed coefficients, fJ
∆˜,˜`
, quickly become long and unwieldy, and as such we have in-
cluded an exhaustive list of the coefficients in a Mathematica notebook attached to the arXiv
submission of this article. We however have written a selected list of the simplest coefficients
in appendix D.
Interestingly, we find that—at least some of—the coefficients are related to one another
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by linear shifts of the conformal data. For instance, if two states (∆˜, ˜`, J ± j) both appear in
the spectrum for a given j, they are related to one another by a linear transformation of JR
in their respective expression. By looking at level one for instance, equation (D.3), it is easy
to convince oneself that
fJR−1∆+1,`±1 = f
JR+1
∆+1,`±1
∣∣
JR→−(JR+1) . (4.10)
This behaviour between fixed conformal parameter and R-charge generalises to higher levels,
sometimes involving shifts of ` as well
fJR−2∆+2,` = f
JR+2
∆+2,`
∣∣
JR→−(JR+1) ,
fJR−1∆+2,` = f
JR+1
∆+2,`
∣∣
JR→−(JR+1),`→−(`+2ε) , (4.11)
fJR−1∆+3,` = f
JR+1
∆+2,`
∣∣
JR→−(JR+1) .
Similar relations exist for fixed R-charge and shifted Poincare´ representation:
fJ
∆˜,`+1
= (fJ
∆˜,`−1)
∣∣∣
`→−(`+2ε)
. (4.12)
This relation is valid for all fixed (∆˜, J) with `± 1 appearing in table 1.
While we were unable to find relations between states that are not shifted from the data
of the primary by the same increment, e.g. finding a transformation between fJR
∆˜,˜`
and fJR−1
∆˜,˜`
or the more complicated coefficients, they hint at a perhaps more fundamental form of the
superconformal blocks. It was indeed pointed out in [34, 56] that in four dimensions, the
superconformal Casimir equation for coincident external primaries in N -extended supersym-
metry is satisfied by G = u−N/2g∆12=∆34=N∆+N ,` (u, v), although it is not obvious that such that
such an expression can be decomposed back into bosonic blocks with ∆ij = 0. Our findings
hint at a generalisation of this expression to arbitrary dimensions.
Finding such a fundamental form of the superconformal blocks could potentially enable
to find faster algorithms for the superconformal bootstrap, leading to stricter bounds, as the
form above is considerably simpler than that of equations (2.15) or (2.24) with the coefficients
as determined herein. We leave further analysis in this direction for future work.
We close this section by commenting on the blocks of long multiplets in the limit when the
external fields have the same R-charge. While this certainly makes the expressions simpler,
the coefficient fJR∆+2,` remains particularly long. A simplification of note is that there are six
coefficients that vanish identically in that limit. As in the case of B-type multiplets, this is
traced back to the condition (3.26) that these states must satisfy ˜`+ J = 0 mod 2.
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5 Conclusions
In this work we provide explicit expressions for the superconformal blocks associated to each
superconformal multiplet that appears inside of the four-point function of scalars contained
inside of D-type multiplets for theories with eight supercharges in arbitrary dimensions 2 <
d ≤ 6. These results generalise previous work [21–27] on the topic to arbitrary R-symmetry
representations and to mixed correlators of primaries from different D-type multiplets. In
particular, we find that also for R-spin greater than one, only three out of the five types of
superconformal multiplets are allowed in the superconformal block expansion of the four-point
function of a priori distinct superconformal primaries of half-BPS multiplets.
The Ward identity was, as expected, powerful enough to find a unique solution for all
the blocks, where such a computation was feasible to do, or else to exclude them from the
expansion altogether. On the other hand the Casimir equation was not able to fix the form of
the superconformal blocks completely, but only impose a set of relations between the involved
coefficients. One could think that other constraints might come from the richer structure
of the projectors that was not present in previous works, but even for coincident external
primaries, where the form of the type (II) Casimir equation is unique, we were not able to
determine all coefficients. It may be the case that in order to find a unique solution, one must
resort to also studying the Casimir equations that arise when considering correlation functions
that do not involve states carrying the extremal weights of the SU(2)R representations, i.e.,
to go beyond the conditions discussed in (3.9). One would indeed expect that the Casimir
equation contains the same amount of information about the blocks as the Ward identity.
These solutions follow an intriguing web of transformation relating them, leading one
to think that there might be a more fundamental structure of the superconformal blocks.
It would be interesting to see if this is related to—or at least could help understand—the
algebraic structure of protected operators discovered in four-dimensional N = 2 SCFTs and
its generalisations [28]. Finding a more compact form for the blocks could also potentially
improve the rapidity of current numerical applications to the superconformal bootstrap.
The most obvious application of our results is indeed to the numerical bootstrap. So far,
most of the literature has focused on external primaries associated to half-BPS multiplets
containing flavour currents or the energy-momentum tensor, depending on the number of
supercharges. Our results enable a line of research going beyond this and potentially allows
for an extension of the known set of bounds. Furthermore we have not made any special kind
of assumption for the nature of the external primaries except that they are of type D[Ji]. The
blocks also enable a study of mixed correlators, which have led to strong bounds on conformal
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data and insights on possibly minimal supersymmetric CFTs [24,30,52,57–62].
Due to their independence of the dimension of spacetime, our results are also predisposed
to studies on six-dimensional SCFTs, a field that has remained quite unexplored compared
to lower dimensions (see [26, 63] for the works that initiated the program). Furthermore
a conjecturally complete classification of these theories has been achieved using string the-
ory [64–66] (see [67] for a review). The relationship between conformal field theory and the
compactification geometry seems to indicate that the conformal data might be tightly con-
trolled by geometric invariants. As an example, the central charge of these theories is related
to intersection numbers of the underlying elliptic fibration via anomaly polynomial relations.
A natural question is then to ask whether the bootstrap can shed some light on the nature
of these invariants; this topic is the subject of work that will appear in the near future [68].
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A The Superconformal Group
We are interested in superconformal field theories whose bosonic subalgebra is so(1, d+ 1)×
su(2)R. We follow the work of [42] and impose a reality constraint on the generators compati-
ble with unitarity in Lorentzian signature. Namely, we choose a basis of generators satisfying
the constraints
D† = −D , M †µν = Mµν , P †µ = Kµ , R†i = Ri , (A.1)
where: (Pµ ,Mµν) are the usual generators of the Poincare´ group; D and K are the generators
of dilatations and special conformal transformations respectively; and Ri the generators of the
R-symmetry group. Chosen so, the generators satisfy the usual Euclidean conformal algebra
[Mµν ,Mρσ] = −i (δµσMνρ + δνρMµσ − δµρMνσ − δνσMµρ) , (A.2)
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[Mµν , Pρ] = −2iP[µδν]ρ , [Mµν , Kρ] = −2iK[µδν]ρ , (A.3)
[D,Pµ] = −iPµ , [D,Kµ] = iKµ , (A.4)
[Pµ, Kν ] = −2i(δµνD +Mµν) , [Ri, Ri] = iεijkRj . (A.5)
In addition to the bosonic charges, there are two sets of fermionic generators, QαA , S
αA. They
satisfy the conjugation rule, SαA = (QαA)
†. The anti-commutation relations satisfied by these
fermionic generators can be obtained by considering the six-dimensional SUSY algebra and
reducing to lower dimension. It was shown in [27] that to be closed under Jacobi identities,
they must take the form :
{QαA, QβB} = εαβΓµABPµ ,
{
SαA, SβB
}
= εαβΓ˜
AB
µ Kµ , (A.6){
SαA, QβB
}
= iδαβ δ
A
BD − (d− 2)δABRαβ + δαβ (mµν)ABMij , (A.7)
with (mµν) = − i2 Γ˜[µΓν] and Rαβ = (σA)αβ , where σA are the Pauli matrices. As we are consid-
ering theories with eight supercharges, NS = 8, one has δ
α
αδ
A
A = 8. This can be generalised to
a higher or lower number of supercharges by changing εαβ → Ωαβ to the appropriate pairing.
Moreover, the precise form of Γµ , Γ˜µ depends on the considered dimension, but it can be
shown that they satisfy a Clifford-like identity, Γ˜(µΓν) = δµν1. This relation will be sufficient
in this work, and we will not have to deal with particular explicit expressions of the spinor
matrices.
The mixed fermionic-bosonic identities can be determined via Jacobi identities:
[Kµ, QαA] = εαβΓ
µ
ABS
βB , [Pµ, S
αA] = −εαβΓ˜ABµ QβB , (A.8)
[Mµν , QαA] = (mµν)
B
AQαB , [Mµν , S
αA] = −(mµν)ABSαB , (A.9)
[Rα, QαA] = R
α
βQβA , [Rα, S
αA] = −RαβSβA , (A.10)
The quadratic Casimir is then given by10
C2 = C2bos + C
2
SUSY + C
2
R , (A.11)
C2bos =
1
2
MµνM
µν −D2 − P(µKν) , (A.12)
C2SUSY =
1
2
[SaA, QaA] , C
2
R = −2εRiRi . (A.13)
10In order to make the Casimir and
{
SαA, QβB
}
dimension independent, one needs to add contributions
from the transverse coordinates d < µˆ ≤ 6. As we are only interested in traceless-symmetric representations
of the Lorentz group in this work, we will not take these additional pieces into account. We refer to [27] for
more details.
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B Conformal Frame and SU(2)R Harmonics
When dealing with homogeneous function such as the four-point function, it is often useful to
go to a specific conformal frame, where the dependence on given coordinates is clearer. In this
work, we deal with three different sets of coordinates, related to the conformal cross-ratios
(2.4):
u = zz¯ =
χχ¯
(1 + χ)(1 + χ¯)
, v = (1 + z)(1 + z¯) =
1
(1 + χ)(1 + χ¯)
. (B.1)
The coordinates u, v and z, z¯ are by now standard in the literature, see e.g. [6–8] and references
therein. The third, χ, can be obtained by going in the following Lorentzian frame.
x1 =
(
1 +
1
2
(χ+ χ),
1
2
(χ− χ), 0, . . . , 0
)
(B.2)
x2 = (1, 0, . . . , 0), x3 = (x4)
−1 = 0 . (B.3)
The kinematic prefactor, K4 in the four-point function then turns into
K4 → (χχ)
−(∆1+∆2)
2 ((χ+ 1)(χ¯+ 1))
−∆34
2 , (B.4)
where ∆ij = ∆i −∆j. These coordinates are quite useful, as explained in the main text, as
under a supersymmetric transformation in superspace, they acquire a pole
δχ ∼ 1
w − χ , δw = ε δχ . (B.5)
SU(2)R Harmonics
We now derive the SU(2)R harmonics, (2.22), by inserting the quadratic Casimir of SU(2)R
into the four-point function. Let us start with the four-point function of four—in general
non-identical—primaries depending on the auxiliary variable, Y α introduced in section 2.2,
〈φ1(x1, Y1)φ2(x2, Y2)φ3(x3, Y3)φ4(x4, Y4)〉 = K4KR4 F (u, v;w) . (B.6)
From SU(2)R invariance it is clear that the four-point function may depend on the Yi through
the SU(2)R invariant product
Yij := Yi · Yj = Y αi Y βj εαβ . (B.7)
Furthermore the primaries, φi(xi, Yi), must be homogeneous functions of degree (−∆i, 2Ji),
and the correlator (B.6) will depend on a single scale invariant cross ratio, w, satisfying a
completeness relation:
w =
(Y1 · Y2)(Y3 · Y4)
(Y1 · Y4)(Y2 · Y3) , 1 + w =
(Y1 · Y3)(Y2 · Y4)
(Y1 · Y4)(Y2 · Y3) . (B.8)
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The homogeneity property of (B.6) allows to separate the four-point function into a prefactor,
KR4 , which has the correct scaling and a function of the invariant cross-ratio, w. Enforcing this
scaling behaviour in an ansatz, KR4 = Y
a1
12 Y
a2
13 Y
a3
14 Y
a4
23 Y
a5
24 Y
a6
34 , fixes four out of six parameters,
leading to the most general form,
KR4 = (Y12)
a1 (Y13)
a2 (Y14)
−a1−a2+2J1 (Y23) −a1−a2+J
+
12+J34 (Y24)
a2−J12−J34 (Y34) a1−J
+
12+J
+
34 ,
(B.9)
where we defined Jij = Ji − Jj and J+ij = Ji + Jj. Notice that two parameters a1, a2 are still
undetermined, and correspond to rescaling of the function F (u, v;w) (see equation (2.17)) by
factors of w and (1 + w). To better see this, it is instructive to go to a specific R-symmetry
frame, which is used in the derivation of the superconformal Ward identity. It is defined as
Yi = (1, yi) ⇒ Yij = yi − yj ,
y1 = 1 + w , y2 = 1 , y3 = y
−1
4 = 0 , (B.10)
KR4 → wa1(1 + w)a2 .
Therefore different choices of a1, a2 can be taken care of by absorbing w
a1(1 + w)a2 into the
definition of F (u, v;w).
We will now determine the w dependence of F (u, v;w) by determining the harmonic
functions of SU(2)R by deriving the differential equation associated to the quadratic Casimir
C2 = RiR
i. The logic of the derivation is well known, but by the simplicity of SU(2) allows
to show an easy example that can then be applied mutatis mutandis to the superconformal
Casimir in section C.
The first step of the procedure is to insert a projector
ProjJ =
∑
m
|J,m〉 〈J,m| , (B.11)
and the R-symmetry Casimir in the middle of the four-point function to obtain the contri-
bution of single R-symmetry channel, FJ(u, v;w). One has then two options: let the Casimir
act directly on the projector,
〈φ1φ2C2(ProjJ)φ3φ4〉 = J(J + 1)K4KR4 FJ(u, v;w) , (B.12)
or to let it act on φ1φ2—or φ3φ4, leading to the same results—which is achieved by letting
the generators act as linear differential operators,
DiO(Y ) = 1
2
(σi)
α
βY
β ∂O
∂Y α
, (B.13)
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where {σi} are the Pauli matrices. As the Casimir acts on both φ1 and φ2, the differential
operator is finally:
〈φ1φ2C2(ProjJ)φ3φ4〉 = (D1 +D2)i(D1 +D2)i
(
K4K
R
4 FJ(u, v;w)
)
. (B.14)
Comparing equations (B.12), (B.14) and evaluating the differential operators leads to the
second order differential equation
a(w)∂2wFJ(u, v;w) + b(w)∂wFJ(u, v;w) + c(w)FJ(u, v;w) = 0 , (B.15)
where the coefficients are found to be
a(w) = w2(1 + w) , b(w) = 2w(1 + w)(a1 − J+12) + w2 (1 + 2a2 − J12 − J34) ,
c(w) = −J(J + 1) +
(
w2
1 + w
a2(a2 − (J12 + J34)) + wJ12J34 + (1 + w)(a1 − J+12)2 (B.16)
+ (a1 − J+12)(w(2a2 − J12 − J34)− 1)
)
.
This differential equation can be recast into a more familiar form whose polynomial solution
involves a hypergeometric functions:11
FJ(u, v;w) = PJ12,J34,J
+
12
J (w)× F (u, v) . (B.17)
The function, F (u, v), depending solely on conformal data is then identified to the contribution
of spin J to the superconformal blocks in equation (2.21), and the harmonics are given by
PJ12,J34,J+12J (w) = cJ w−J−(a1−J
+
12)(1 + w)−a2 2F1 (−(J + J12),−(J + J34);−2J ;−w) . (B.18)
In the main text, we drop the superscript J+12 due to our choice of convention. Notice that
the dependence on a1, a2 drops in the full four-point function due to (B.10).
Let us close this appendix by comparing two convenient choices of conventions that have
appeared in the literature:
• a1 = J1 + J2, a2 = J34. In this case, the prefactor takes a form reminiscent of that of
the spacetime prefactor, K4,
KR4 = (Y12)
k1+k2
2 (Y34)
k3+k4
2
(
Y14
Y24
) k12
2
(
Y13
Y14
) k34
2
. (B.19)
In that case, the superconformal Ward identity takes the simple form (∂χ+ε∂w)F |χ=w =
0. This is the choice taken in this work and in the recent literature that have computed
the superconformal blocks of four momentum-map operators via the Ward identity,
e.g. [23, 26].
11Notice that the differential equation is second order and therefore has another solution, also in terms of
a hypergeometric function, which can in our case be disregarded as it is non-polynomial.
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• a1 = 2E, a2 = 0 with 2E = J1 + J2 + J3 − J4. With this choice, the hypergeometric
function involved in the harmonic (B.18) can be recast—up to a constant c˜J—into a
very compact form in terms of a Jacobi polynomial, P
(α,β)
n ,
F (u, v;w) = P
(2J1−2E,2J2−2E)
J+J34
(
1 +
2
w
)
× F (u, v) . (B.20)
This is the choice used in [33], but comes at the cost of the Ward identity receiving
additional terms with respect to the other convention.
C Casimirs and Jack Polynomials
Deriving the conformal Casimir equation (3.8) follows in spirit the same steps used in appendix
B to derive SU(2)R harmonics, replacing the R-symmetry Casimir by its superconformal
counterpart, (3.8). We follow the method of [27,34] throughout this appendix.
We look for a representation of the Casimir operator on scalar functions of spacetime. In
the case of the bosonic part, the differential operator can be inferred in a straightforward man-
ner from the embedding formalism [4]. Acting on a bosonic block, the non-supersymmetric
Casimir equation is then:
Dbos g∆12,∆34∆,` (z, z¯) = cbos∆,` g∆12,∆34∆,` (z, z¯) , (C.1)
where the eigenvalue is given in equation (3.5) and the differential operator by
Dbos = Dz +Dz¯ + 4ε zz¯
z − z¯
(
(1− z)∂z − (1− z¯)∂z¯
)
, (C.2)
Dz = 2z2(1− z)∂2z − (2 + ∆34 −∆12)z2∂z +
∆12∆34
2
z . (C.3)
To obtain the differential operator associated to the part of the Casimir involving fermionic
generators, one needs to derive how supercharges act on fields at a point x.
Using Oφ(x) = (Oφ)(x) + ixµ[Pµ,O]φ(x) and Jacobi identities, one finds that on a single
scalar field,
SaAφ(x) = (SaAφ)(x)− ixµεabΓ˜ABµ (QbBφ)(x) ,
QaAφ(x) = (QaAφ)(x) , (C.4)
C2SUSYφ(x) = 4φ(x)− (QaASaAφ)(x) .
The factor 4 in the last equation is related to traces over both su(2)R and spinor indices, giving
the total number of supercharges. A relation independent of the number of supercharges can
be obtained by replace this factor by NS/2.
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We now demand that the scalar is a superconformal primary, which by definition is anni-
hilated by any of the conformal supercharges, SaAφ = 0. The Casimir operator acting on two
scalar superconformal primaries is then found to be
C2SUSYφ1(x1)φ2(x2) = 4(∆1 + ∆2)φ1(x1)φ2(x2)− i(x12)µεabΓ˜ABµ (QaAφ1)(x1)(QbBφ2)(x2) .
(C.5)
We see that these the Casimir equation a priori looks like it will involve the correlation
functions of fermionic fields. However, simplifications occur when considering short supercon-
formal multiplets.
To see this, let us now restablish the R-symmetry indices and focus on SU(2)R. Using
standard SU(2) notation, consider that the scalar field is a superconformal primary of a
multiplet of type D[J ], φM . This means that it transforms in the spin-J representation, with
−J ≤ M ≤ J . By definition, highest and lowest weight states are annihilated by half of the
supercharges [19,20,42],
Q1Aφ
J = 0 , Q2Aφ
(−J) = 0 , ∀A . (C.6)
This leads us to consider two different classes of correlation functions, which we refer to as
type (I) and (II):
(I) :
〈
φJ11 (x1)φ
J2
2 (x2)φ
M3
3 (x3)φ
M4
4 (x4)
〉
, (II) :
〈
φJ11 (x1)φ
M2
2 (x2)φ
J3
3 (x3)φ
M4
4 (x4)
〉
. (C.7)
For correlation functions of type (I), the second term of equation (C.5) vanishes identically
and the Casimir reduces to an application of the dilatation operator. The action of DSUSY on
a superconformal block is just multiplication.
In type (II), one can use the fact that in the limit |x4| → ∞ conformal invariance ensures
that no information is lost, and the superconformal Ward identity 〈QO〉 = 0 allows to relate
the type (II) Casimir equation to a correlation function where supercharges are only applied
on the first field, 〈QαAQβBφ1(x1) · · ·φ〉. Using the supersymmetry algebra, the supercharges
can be converted into a translation generator. Acting on the whole four-point function de-
composed into superconformal blocks, the differential operator will also act on the prefactor,
K4, cancelling the term proportional to ∆1 + ∆2.
In summary, we get that the contribution of the supersymmetric part of the Casimir acts
on a superconformal block as the following differential operators:
(I) : DSUSY = 4(∆1 + ∆2) , (C.8)
(II) : DSUSY = 4z(1− z)∂z + 4z¯(1− z¯)∂z¯ − 2(z + z¯)∆34 . (C.9)
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Finally, it is easy to see that when acting with C2R directly on the projector, the associated
differential operator will act simply as multiplication involving the R-charge of the block
element, J :
DRGJχ(u, v) = −2εJ(J + 1)GJχ(u, v) . (C.10)
Jack Polynomials
When attempting to solve the constraints coming from the Ward identity of the Casimir
equation, it is useful to decompose the bosonic blocks in terms of Jack polynomials. We
collect here a few properties needed to solve the constraints. The Jack polynomials can be
defined through the Gegenbauer polynomials, C
(α)
n ,
P
(ε)
λ1,λ2
(z, z¯) =
(λ1 − λ2)!
(2ε)λ1−λ2
(zz¯)
1
2
(λ1+λ2)C
(ε)
λ1−λ2
(
z + z¯
2(zz¯)1/2
)
, (C.11)
normalised such that P
(ε)
λ1,λ2
(1, 1) = 1. They satisfy a number of relations, compiled in e.g. [32],
following in part from the properties of the Gegenbauer polynomials. We note that notation
for the coordinates, z , χ, in [32] and here is swapped, as we follow conventions that have
become common in the recent literature.
Under derivation, the Jack polynomial satisfy
z ∂zP
(ε)
λ1,λ2
(z, z¯) =
λ1 + λ2
2
P
(ε)
λ1,λ2
(z, z¯) +
z − z¯
4zz¯
(λ1 − λ2)(λ1 − λ2 + 2ε)
1 + 2ε
P
(ε+1)
λ1,λ2+1
(z, z¯) . (C.12)
Useful identities involving a Jack polynomial and the two variables are
(z + z¯)P
(ε)
λ1,λ2
(z, z¯) =
λ1 − λ2 + 2ε
λ1 − λ2 + ε P
(ε)
λ1+1,λ2
(z, z¯) +
λ1 − λ2
λ1 − λ2 + εP
(ε)
λ1,λ2+1
(z, z¯) , (C.13)
(z − z¯)2P (ε+1)λ1,λ2 (z, z¯) =
2(1 + 2ε)
λ1 − λ2 + 1 + ε
(
P
(ε)
λ1+2,λ2
(z, z¯)− P (ε)λ1+1,λ2+1(z, z¯)
)
. (C.14)
Notice that the second equation involves a Jack polynomial with argument (ε + 1), which
allows for the derivative to be rewritten with expression involving only (ε),
z∂zP
(ε)
λ1,λ2
=
λ1 + λ2
2
P
(ε)
λ1,λ2
+
(λ1 − λ2)(λ1 − λ2 + 2ε)
2(zz¯)(z − z¯)(λ1 − λ2 + ε)
(
P
(ε)
λ1+2,λ2+1
− P (ε)λ1+1,λ2+2
)
. (C.15)
Finally, defining the operator D(n) = zn∂z + z¯n∂z¯, one finds
D(1)P (ε)λ1,λ2(z, z¯) = (λ1 + λ2)P
(ε)
λ1,λ2
(z, z¯) , (C.16)
D(2)P (ε)λ1,λ2(z, z¯) =
λ1(λ1 − λ2 + 2ε)
(λ1 − λ2 + ε) P
(ε)
λ1+1,λ2
(z, z¯) +
(λ2 − ε)(λ1 − λ2)
(λ1 − λ2 + ε) P
(ε)
λ1,λ2+1
(z, z¯) . (C.17)
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D List of Coefficients for Superconformal Blocks
We collect in this appendix the list of coefficients, fJ
∆˜,˜`
, of the superconformal blocks appearing
in the decomposition of four-point functions of four D-type multiplets. As commented in
section (4.1), multiplets of type A and C do not appear in the decomposition.
D-Type Multiplets
The D-type multiplets contain only three states that contribute to the superconformal blocks.
Setting the coefficient of the primary to one, the other two are given by:
fJR−12JR+1,1 =
(JR + J12)(JR + J34)
JR(2JR + 1)
,
fJR−22JR+2,0 =
2(JR + J12)(JR + J34)(JR + J12 − 1)(JR + J34 − 1)
2(JR − 1)(2JR − 1)(2JR + 1)(2JR − + 1) . (D.1)
B-Type Multiplets
B-type multiplets have fixed conformal dimension, ∆ = 2εJR + `+ 2ε, and the coefficients are
found to be:
fJR−1∆+1,`−1 =
`ε(J12 + JR)(J34 + JR)
2JR(2JRε+ 1)(`+ )
,
fJR−1∆+1,`+1 =
(J12 + JR)(J34 + JR)(l + 2ε)(2JRε+ `+ 2ε)
2JR(2JR + 1)(`+ ε)(2JRε+ `+ ε+ 1)
,
fJR∆+1,`+1 = −
J12J34(`+ 2ε)(2JRε+ `+ 2ε)
2JR(JR + 1)(JRε+ `+ ε)(JRε+ `+ ε+ 1)
,
fJR+1∆+1,`+1 =
(−J12 + JR + 1)(−J34 + JR + 1)(`+ 2)
2(JR + 1)(2JR + 1)(`+ 1)
,
fJR−2∆+2,` =
ε(J12 + JR − 1)(J12 + JR)(J34 + JR − 1)(J34 + JR)(2JRε+ `+ 2ε)
4(JR − 1)JR(2JR − 1)(2JRε+ 1)(2JRε+ `+ ε+ 1) ,
fJR−1∆+2,` = −
J12J34ε(J12 + JR)(J34 + JR)(`+ 2ε)(2JRε+ `+ 1)(2JRε+ `+ 2ε)
4(JR − 1)J2R(2JRε+ 1)(JRε+ `+ ε)(JRε+ `+ ε+ 1)(2JRε+ `+ ε+ 1)
,
fJR∆+2,` =
ε(J2R − J212)(J2R − J234)(J34 + JR)(`+ 2ε)(2JRε+ `+ 1)(2JRε+ `+ 2ε)
4J2R(2JR − 1)(2JRε+ 1)(`+ ε+ 1)(2JRε+ `+ ε)(2JRε+ `+ ε+ 1)
,
fJR∆+2,`+2 =
(`+ 2ε)(`+ 2ε+ 1)
4(`+ 1)(`+ ε+ 1)
×
(A−ε+ `+ 1)(A+ε+ `+ 1)(B−ε+ `+ 1)(B+ε+ `+ 1)(2(JR + 1)ε+ `)
(JRε+ `+ ε+ 1)2(2JRε+ `+ ε+ 1)(2(JR + 1)ε+ 2`+ 1)(2(JR + 1)ε+ 2`+ 3)
,
fJR−1∆+3,`+1 =
ε(J12 + JR)(J34 + JR)(`+ 2ε)(A
−ε+ `+ 1)(A+ε+ `+ 1)
8JR(l + 1)(2JRε+ 1)(JRε+ l + ε+ 1)2(2JRε+ `+ ε+ 1)2
×
35
(B−ε+ `+ 1)(B+ε+ `+ 1)(2JRε+ `+ 2)(2(JR + 1)ε+ `)(2(JR + 1)ε+ `+ 1)
(2JRε+ `+ ε+ 2)(2(JR + 1)ε+ 2`+ 1)(2(JR + 1)ε+ 2`+ 3)
,
(D.2)
where we defined A± = JR + 1±J12, B± = JR + 1±J34 and set the coefficient of the primary
to one.
Long Superconformal Multiplets
Long multiplets have unconstrained conformal dimensions above the unitarity bound, and
the superconformal blocks receive contributions from 20 different states, in addition to the
superconformal primary, whose coefficient we set to one by convention.
At level one, the coefficients are given by
fJR−1∆+1,`−1 =
`(J12 + JR)(J34 + JR)(∆− `+ 2εJR)
2JR(2JR + 1)(`+ ε)(∆− `+ 2 + 2(JR − 1)ε)
fJR−1∆+1,`+1 =
(J12 + JR)(J34 + JR)(`+ 2ε)(∆ + 2(JR + 1)ε+ `)
2JR(2JR + 1)(`+ ε)(∆ + 2JRε+ `+ 2)
fJR∆+1,`−1 =(−1)
J12J34`(∆− `+ 2JRε)(∆− `− 2(JR + 1)ε)
2JR(JR + 1)(`+ ε)(∆− `− 2ε+ 2)(∆− `− 2ε) ,
fJR∆+1,`+1 =(−1)
J12J34(`+ 2ε)(∆ + `− 2JRε)(∆ + `+ 2ε(JR + 1))
2JR(JR + 1)(∆ + `)(∆ + `+ 2)(`+ ε)
,
fJR+1∆+1,`−1 =
A−B−`(∆− `− 2(JR + 1))
2(JR + 1)(2JR + 1)(`+ )(∆− `+ 2− 2(JR + 2)) ,
fJR+1∆+1,`+1 =
A−B−(`+ 2)(∆ + `− 2JR)
2(JR + 1)(2JR + 1)(`+ )(∆ + `+ 2− 2(JR + 1)) . (D.3)
At higher level, the expressions become increasingly complex. For instance, the simplest
expressions at level two are
fJR−2∆+2,` =
(J12 + JR − 1)(J12 + JR)(J34 + JR − 1)(J34 + JR)(∆ + 2JRε− `)(∆ + 2(JR + 1)ε+ `)
4(JR − 1)JR(2JR − 1)(2JR + 1)(∆ + `+ 2 + 2εJR)(∆− `+ 2 + 2ε(JR − 1)) ,
fJR+2∆+2,` =
A−(A− + 1)B−(B− + 1)(∆− 2JRε+ `)(∆− 2JRε− `− 2ε)
16(JR + 1)2
(
JR +
1
2
)
2
(∆− 2JRε− `− 4ε+ 2)(∆− 2JRε+ `− 2ε+ 2)
. (D.4)
Note that many of them are related to one another by the relation explained in section 4. An
exhaustive list of the coefficients for the long multiplets can be found in the Mathematica file
attached with the arXiv submission.
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