The most common pseudorandom number generator or PRNG, the linear congruential generator or LCG, belongs to a whole class of rational congruential generators. These generators work by multiplicative congruential method for integers, which implements a "grow-and-cut procedure". We extend this concept to real numbers and call this the real congruence, which produces another class of random number generators called real congruential generators or RCG. The method in RCG inherits the procedure in LCG. Let m be a positive integer and I the interval (0,1). Consider a mapping fm :I → [-m, m] and generate a sequence (xn) as follows:
Introduction
"A reliable RNG is a basic building block on which all stochastic simulations depend; without it, everything else collapses." 6 This statement tells us how important RNGs are in simulations of random processes, which include cosmic ray flux measurements, laser ablation, traffic flows, radioactive decay, etc.. To simulate or mimic these processes in a computer, we need to know the distribution function involved and generate numbers according to this distribution, and here enters RNGs. Our main objective in this paper is to produce (pseudo)random numbers that are uniformly distributed in the unit interval I=(0,1). For an introduction to random number generation, the reader is referred to Anderson et al. 1 and Hellekalek 4 give an enough introduction to the subject of random number generation.
The grow-and-cut procedure
Multiplicative congruential generators(LCG) generate sequence of integers, which can be easily converted to real numbers in I by dividing them by the amc2000: submitted to World Scientific on January 30, 2001modulus. A congruential generator often creates a randomly-looking a sequence of integers. In generating the sequence, a number is multiplied (grow) by the multiplier, the result of which is then compared to the modulus. When the product exceeds the modulus, it will then be reduced (cut) to an equivalent number that is less than the modulus through linear congruential technique. We call this process the grow-and-cut process-the numbers are grown and then cut to fit the required bounds determined from the modulus. It turned out that the randomness of the resulting sequence produced by applying this process to integers has some disadvantages. 
The real congruential generators
We can do the same to real numbers. Applying the grow-and-cut process to real numbers is illustrated in Fig. 1 . The generator is described as follows: Let m be a positive integer and I the interval (0,1). Consider a mapping f m :I→(-m, m) and generate a sequence (x n ) as follows: Let x 0 I be the seed; For every positive integer n,
where
is the greatest integer function of x. In short, we are taking only the decimal part of the value of the function f m (x n ). In this generator, the "modulus" is equal to 1; i.e., the numbers in the sequence are inside I. The function f m is so chosen as to make the sequence nonlinear while the function [[ ]] makes the sequence uniformly scattered in the square IxI for some number m. In the present study, the following parameters were found to give a random number generator:
Results and discussion
The testing of the random number generator is patterned from Bacala, 2 which uses scatter plot techniques and distribution analysis with N=10000 as the length of the sequence. The method employed in this paper to test the PRNG a We recognize "randomness" here as the inability of the user to predict the succeeding events in the process or, in short, the unpredictability of the process. is purely empirical. As discussed by L'ecuyer, 6 there is still a lot of unsolved problems in the generation of random numbers. The hardest (forever unsolvable perhaps) is the issue of randomness. In this paper, to suggest possible source of randomness (unpredictability) a simple computational errors calculation is conducted for the specific example m=1. A plot of χ 2 versus N is shown. Finally, simple application is also presented. Fig. 2 shows the scatter plots for m = 1, 10, 100000. A scatter plot shows the relationship between adjacent numbers in the sequence. So it is obtained by plotting (x n ,x n+1 ). It becomes obvious by looking at these scatter plots how the sequence behaves. However, given a number in the sequence, one may not amc2000: submitted to World Scientific on January 30, 2001 be able to predict the succeeding numbers in the sequence due to its chaotic behavior.
Scatter plot
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Notice the relationship of the numbers when m = 100000. It appears that there is weak correlation between succeeding numbers and that the numbers are "scattered". Uniformity test (See next section) reveals that the numbers are "uniformly scattered" in the area.
Distribution analysis and uniformity test
Distribution of the generated numbers are displayed in Fig. 3 . The distribution for the simplest case, when m = 1, can be derived using one-dimensional mapping analysis.
b If we denote the distribution of the nth number by P n (x), then the next number is distributed as P n+1 (x) given by the equation
where for the special case P 0 =1(uniform distribution) the first number has the elementary distribution
b The analysis stands on the assumption that the mapped portion is infinitesimal and continuous whereas, actually, in computer, only discrete (that is, only one point) portion is mapped. The question of whether the one-dimensional mapping analysis is valid or not for this problem was not attended to.
amc2000: submitted to World Scientific on January 30, 2001 Cahoy 3 used the first numbers as the generated random numbers using LCG as the seed generator. For m =1, the invariant probability measure must satisfy the equation
We are really more interested in the invariant measure of the sequence for large m(→ ∞) since the scatter plot for large m shows a uniform random number generator scatter plot. Unfortunately, as of this writing, the exact form of the distribution cannot be written in terms of an elementary function but as seen from the empirical result (See Fig. 4 ), the distribution is appreciably uniform with a χ 2 close to and less than one as the number of generated numbers is increased.
c In his paper, as well as his colleague at the Mindanao Polytechnic State College, Cahoy employed the logistic map to generate a chaotic sequence. The method, however, used in the current paper was not initially inspired by chaotic generators. The chaotic behavior in the sequence produced by the sine map was discovered only later during the search for explanation of the inherently long sequence. 
Computational errors
Since the actual value (π * ) of π is not equal to but less than its real value, which is irrational, we can write
The actual value of x 1 can then be approximated by x * 1 = x 1 − δx 1 where δx 1 = −δπx 0 cos(πx 0 ).
Then the succeeding actual values of the numbers in the sequence can be approximated by x * n+1 = x n+1 + δx n+1 , where δx n+1 = πδx n cos(πx n )
This computational error may add to the unpredictability of the generated sequence. To observe this phenomenon of computational error greatly affecting the sequence, a computation of the sequence was done using float and double precision numbers. While almost preserved in the latter, the chaotic behavior of the sequence was clearly lost in the former, which showed a very short periodic sequence (result not shown). 
Monte carlo application
The most common test for random number generators is that of evaluating definite integrals using monte carlo techniques. We will compare the result using the said integration technique with the actual value of the integral 
Conclusion
The generation of pseudorandom numbers was carried on using the so-called real congruential generators which does not implement the original congruential techniques for integers. This implementation suggests a more easy handling of computer arithmetic by avoiding the very large numbers (e.g. 2 31 −1)
although another problem arises on computational errors. The use of the concept of chaotic maps was necessary to be able to produce unpredictability and "scatteredness" of the sequence. Although the distribution of the generated numbers are quite hard to calculate, the use of the grow-and-cut procedure for large m eliminated this difficulty if the target distribution is a uniform one. Of course, other mappings aside from the one used here maybe investigated for their credits.
