The ecological compensation scheme of water pollution in the basin is a result of the interplay between upstream and downstream cities, which is of great significance to the guidance of regional economic development. The purpose of this paper is to propose a multi-attribute scheme decision algorithm, which is expressed in the form of interval number, to reduce the uncertainty of decision results and improve the reliability of decision results. This method first uses the Monte Carlo simulation technique to produce a large number of random samples in the various attributes of the decision matrix to construct the random decision-making matrix (DMM). Then, according to the overall dispersion and local concentration of the random DMM, the clustering method of the projection pursuit is adopted. By accelerating the genetic algorithm, the weight and the best projection eigenvalues of each scheme are optimized, and the sorting results of the decision-making cases are obtained based on the projected eigenvalues. The results of the case study show that the uncertainty of the decision results is greater when the number of random simulations is very low; as the number of random simulations increases, the result of the decision becomes more and more stable and clear, and the uncertainty decreases. The results of the Duncan test show that, scheme 2, which is composed of financial compensation and remote development, is better than other schemes, and the decision making is more reasonable. The result of this decision has certain values for the ecological compensation scheme in Suzhou and Jiaxing cities, and the proposed method can be applied in similar range multi-attribute scheme decision-making issues.
Introduction
Watershed ecological compensation is a form of payment for environmental services [1] [2] [3] , in which a beneficiary or a destroyer of the ecological environment gives a certain degree of economic compensation to an environmental protector by measuring the value of ecological service to its own value in order to motivate its environmental behavior [4] . In order to reduce the occurrence of water pollution in basins, the ecological compensation mechanism is designed to force polluters to reduce emissions and compensate for damage to the ecological environment, which has become a popular topic [5] .
As a result of a polluter's willingness to pay, there would be multiple compensation schemes from which to choose in practical work. In 2007, based on questionnaires and comparative research in three American regions, Kosoy et al. found that the ecological compensation opportunity cost for upstream ecological compensation was greater than the actual payment of downstream The purpose of this paper is to propose a method to solve the problem of multi-attribute scheme in the form of interval number decision-making matrix (DMM) by the Monte Carlo method, and reduce the uncertainty of decision making. At the same time, PPC is used to make the decision of each scheme, obtain the weight of each attribute and subsequently classify the decision classification according to the projection eigenvalues, and carry out the statistical analysis. The rest of this paper is organized, as follows: Section 2 gives the methodological framework and introduces the main principles of PPC; Section 3 gives the results of a case study and a discussion, and the decision is made in the case of different random simulations; and, Section 4 summarizes the main research results of this paper, and suggests that the proposed method of decision making is more accurate and reasonable than other methods. This study is expected to provide guidance for regional socio-economic development.
Materials and Methods
Firstly, the interval DMM of the watershed ecological compensation schemes is obtained by using the expert rating method. Secondly, the Monte Carlo method is used to generate a number of random samples in the various attributes of decision intervals, and the processing of the dimensionless is carried out. Then, the PPC object function is constructed, the accelerating genetic algorithm is used to optimize the projection vector, and statistical analysis is carried out to determine the sorting results of each scheme quantitatively. The method is diagrammatically outlined in Figure 1 .
Water 2018, 10, x FOR PEER REVIEW 3 of 12 clustering algorithm to cluster the simulated scheme, and also to propose using the projection pursuit algorithm to cluster the simulated ecological compensation scheme. The purpose of this paper is to propose a method to solve the problem of multi-attribute scheme in the form of interval number decision-making matrix (DMM) by the Monte Carlo method, and reduce the uncertainty of decision making. At the same time, PPC is used to make the decision of each scheme, obtain the weight of each attribute and subsequently classify the decision classification according to the projection eigenvalues, and carry out the statistical analysis. The rest of this paper is organized, as follows: Section 2 gives the methodological framework and introduces the main principles of PPC; Section 3 gives the results of a case study and a discussion, and the decision is made in the case of different random simulations; and, Section 4 summarizes the main research results of this paper, and suggests that the proposed method of decision making is more accurate and reasonable than other methods. This study is expected to provide guidance for regional socio-economic development.
Firstly, the interval DMM of the watershed ecological compensation schemes is obtained by using the expert rating method. Secondly, the Monte Carlo method is used to generate a number of random samples in the various attributes of decision intervals, and the processing of the dimensionless is carried out. Then, the PPC object function is constructed, the accelerating genetic algorithm is used to optimize the projection vector, and statistical analysis is carried out to determine the sorting results of each scheme quantitatively. The method is diagrammatically outlined in Figure 1 . 
Randomize Decision-Making Matrix
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where rand() is a function that can generate [0,1] uniform random number. 
Dimensionless Data Treatment
The dimensionless formulation is given as:
where x 0 j max and x 0 j min are the maximum and minimum values of attribute j in the random samples, respectively.
Projection Pursuit Cluster
Let a (a 1 , a 2 , . . . , a m ) be the m-dimensional unit projection vector, then z i , the one dimensional projection eigenvalue of x ij , can be shown as follows:
where, z = (z 1 , z 2 , . . . , z k×n ) is the projection eigenvalue set. According to the projection vector, the weight of each attribute can be calculated by Equation (4) .
The PPC theory requires that the distribution of the projection eigenvalue z(i) is as dense as possible, and it is best to build up a number of points; and, the overall projection dots are as scattered as possible. According to the maximum entropy principle [21, 22] , the attribute weight of the projection vector distribution should have the maximum entropy. The larger the entropy, the less the constraint and the assumption that people add. Based on this concept, the projection indicator function Q(a) can be constructed as:
where, S z is the standard deviation of z(i) series, D z is the local density of z(i), and H w is the entropy of attribute weights. Those formulas are shown as:
where E z is the mean of z(i) series, R = 0.1S z denotes the windows radius of local density, r ij = |z(i) − z(j)|, and u(t) is the unit step function, which is equal to 1 when t ≥ 0, and 0 when t < 0. When the value of Q(a) reaches a maximum, it obtains the optimal projection vector and clustering results. Then the model can be described as a nonlinear optimization question whose formula is given in Equation (9) below. This study uses the accelerating genetic algorithm to answer this question [23, 24] .
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Compensation Scheme Decision Making
The optimal projection value series z * i is calculated according to Equation (3) by the optimal projection vector a* that is obtained by Equation (9) . The mean and standard deviation of each scheme is calculated, and the Duncan significance test is carried out to compare the mean of each scheme in order to guide the practice of policy.
Statistical characteristics and significance tests are performed while using the SPSS 15.0 software (SPSS Inc., Chicago, IL, USA).
Study Area
The research area is located in the Taihu basin in China. The Taihu basin is divided into the cities of Jiangsu, Zhejiang, Shanghai, and Anhui province, and the basin flows through eight cities, Shanghai, Suzhou, Wuxi, Changzhou, Zhenjiang, Hangzhou, Jiaxing, and Huzhou. This study takes the upstream of Suzhou city and the downstream of Jiaxing city as study areas.
The water quality from Suzhou to Jiaxing is dominantly grade V and above, with an average water quality of grade V observed in 16.7%, higher than grade V in 80%, and grade IV in 3.3%. The water of Jiaxing was so polluted that there was no clean river in the city. The water quality is embodied in the characteristics of organic pollution, and it is completely impossible to meet the basic requirements of drinking water safety. According to the experts from the working group of ecological compensation, the literature [12] has proposed four alternatives to ecological compensation, as shown in Table 1 . The experts were mainly concerned with the idea that the plan should be acceptable to both upstream and downstream cities, as well as with the level of economic development in both Suzhou and Jiaxing. Table 1 describes the four schemes, include three attributes: C 1 , compensation mode, C 2 , compensation amount, and C 3 , compensation time.
The four alternatives (schemes) are rated by experts with a score of 1 (worst) to 10 (best); the decision matrix is given in Table 2 . In order to facilitate the comparison of the PPC model with the existing model [12] , the original decision matrix from [12] is adopted in this paper.
The last line in Table 2 is a subjective weight range of each attribute, as determined by the same experts from the working group of ecological compensation mentioned above. The subsequent decision study on the ecological compensation scheme of the basin was based on the interval DMM in Table 2 . 
Results

Random Schemes and Dimensionless Treatment
Random schemes simulated for 10, 50, 100, 500, and 1000 times are shown in Table 3 based on Table 2 about each decision-making interval of each scheme, which was given by experts that are involved in the ecological compensation working group. Due to space limitations, Table 3 only shows the results for 10 times. A dimensionless processing of the original random samples of C 1 -C 3 is carried out using Equation (2) . The calculation results of the mean and standard deviation of the random generation schemes under each scheme are listed in Table 4 . It can be seen from Table 4 that as the number of random simulations increases, the mean and standard deviation of random sample statistics become stable. The PPC method is subsequently used to calculate the weight and the projection eigenvalues.
Weights of Each Index by PPC Method
The random samples were optimized by accelerating genetic algorithm, the projection vector of the three attributes was optimized and the attribute weight was obtained. The optimized results are shown in Table 5 . The projection vector results shown in Table 5 are positive, and the three attributes are consistent with the performance indicators. The direction of each projection is stable as the number of simulations increases. The direction of each projection vector is put into Equation (4) and the weight of each attribute is obtained. The calculated attribute weights of the 1000-times simulated samples are 0.296, 0.601, and 0.103 for C 1 , C 2 , and C 3 , respectively; this is consistent with the subjective weight, which showed that C 2 is the most important attribute. C 1 is also a matter of concern for the government.
The information entropy value obtained by the distribution of the attribute weights is listed in the last column of Table 5 . The value of H(w) shows that the entropy of information decreases with the stability of the weight distribution, which indicates that the amount of information transmitted by the attribute weight distribution increases. Therefore, increasing the number of random simulations can reduce the uncertainty of the decision results.
Decision-Making of Each Scheme
Scatter Plot of Each Scheme
The projected eigenvalues of each scheme are calculated by using Equation (3) of the optimal projection vector. In this study, the projected eigenvalue scatter diagram is plotted (Figure 2 ) under each number of random simulations, and the characteristics of the clustering and dispersion of each projection eigenvalue are observed. Due to space limitations, Figure 2 only shows 10, 100, and 1000-times simulation samples. 
The projected eigenvalues of each scheme are calculated by using Equation (3) of the optimal projection vector. In this study, the projected eigenvalue scatter diagram is plotted (Figure 2 ) under each number of random simulations, and the characteristics of the clustering and dispersion of each projection eigenvalue are observed. Due to space limitations, Figure 2 only shows 10, 100 , and 1000-times simulation samples. Figure 2 shows that all schemes display clear aggregation characteristics when the number of random simulations increases. Overall, the projection eigenvalues of the S2 are the largest, followed by S3, S4, and S1. It can also be seen from Figure 2 that S2, S3, and S4 have a lot of mixed data points. In this case, if the decision solution is made using a small number of decision data, the optimal decision results are likely to occur in S4 > S3 > S2.
However, Figure 2 is only a qualitative comparison of the pros and cons of all schemes. We additionally need to make quantitative comparisons of the schemes.
Statistical Analysis of Projection Eigenvalues
For each of the random simulation times, the projection eigenvalues of each scheme are analyzed and the Duncan test method is used to make a significance test, as shown in Table 6 . Table 6 shows that the mean and the standard deviation of random samples are stable with the increase in the number of random simulations. When the number of random simulations is 10, the statistical results showed a large difference compared to the results when 1000 simulations are performed. This indicates that the uncertainty of the decision is very large and leads to inaccurate decision results, when using a small number of data or directly using the decision matrix interval to make a decision. Therefore, we suggest making decisions by simulating the attribute values of all schemes, thereby reducing the uncertainty of the decision results. Figure 2 shows that all schemes display clear aggregation characteristics when the number of random simulations increases. Overall, the projection eigenvalues of the S 2 are the largest, followed by S 3 , S 4 , and S 1 . It can also be seen from Figure 2 that S 2 , S 3 , and S 4 have a lot of mixed data points. In this case, if the decision solution is made using a small number of decision data, the optimal decision results are likely to occur in S 4 > S 3 > S 2 .
For each of the random simulation times, the projection eigenvalues of each scheme are analyzed and the Duncan test method is used to make a significance test, as shown in Table 6 . Table 6 . Results of statistical characters and significance analysis. Table 6 shows that the mean and the standard deviation of random samples are stable with the increase in the number of random simulations. When the number of random simulations is 10, the statistical results showed a large difference compared to the results when 1000 simulations are performed. This indicates that the uncertainty of the decision is very large and leads to inaccurate decision results, when using a small number of data or directly using the decision matrix interval to make a decision. Therefore, we suggest making decisions by simulating the attribute values of all schemes, thereby reducing the uncertainty of the decision results.
Random Times
According to the results of the Duncan test, the significance results showed that S 2 is better than S 3 , that S 3 is better than S 4 , and that S 4 is better than S 1 under the significance level of α = 0.05. When the number of random simulations is 50, 100, 500, and 1000, the decision results under the 0.01 significance level is S 2 > S 3 > S 4 > S 1 , so that abcd symbols are not marked in Table 6 . However, under the significance level of 0.01 and 10 simulations, S 2 is less significant than S 3 .
In conclusion, the significance test results show that the optimal scheme is S 2 .
Analysis of Decision-Making Results
Reasonableness of Decision-Making Results
Based on the original decision matrix in Table 1 , the analysis of the sorting rationality of all schemes is carried out. When compared with S 4 and S 1 , the C 1 and C 3 attribute values of S 4 are significantly greater than those of S 1 , and the C 2 attribute of S 4 is slightly less than that of S 1 . Accordingly, the result that S 4 is superior to S 1 is reasonable.
As compared with S 2 and S 3 , the C 1 attribute of S 2 is equal to that of S 3 , the C 2 attribute of S 2 is slightly larger than that of S 3 and the C 3 attribute of S 2 is slightly less than S 3 . Considering that the importance of the C 3 attribute is significantly less than that of the C 2 attribute, S 2 can also be reasonably considered to be better than S 3 .
Although the C 1 and C 3 attribute of S 4 are greater than that of S 2 , as compared with S 2 and S 4 , the C 2 attribute of S 4 is much less than that of S 2 . Based on the expert opinion, S 2 can also be reasonably considered to be better than S 4 . S 3 and S 4 are similar.
Based on the above analysis, the sorting result S 2 > S 3 > S 4 > S 1 is reasonable. In order to further illustrate the accuracy of the PPC results, these results are compared with other methods.
Results of Comparison with Other Methods
In [11] , while using the recovery cost method the decision result was calculated that Suzhou should pay between 232 million and 662 million Yuan in compensation to downstream Jiaxing city. This amount of compensation money is so large that it is bad for the coordination of the upstream and downstream cities, as it does not give a specific compensation scheme that could be accepted by both cities.
In [12] , Zhang et al. adopted the prospect theory method that the upstream Suzhou city tended to adopt the S 1 , which was only 300 million Yuan in compensation, and the compensation money was paid 30 days after the pollution loss occurred. However, the compensation money is so close to the economic loss limit for ecological pollution of 232 million Yuan that the downstream Jiaxing city may not accept that scheme. From the PPC results, the scheme S 1 suggested in [12] has the worst performance, which further explained that the scheme S 1 is not suitable for selection as an implementation scheme.
The S 2 scheme of this paper has the best performance; each expert is inclined to choose the combination compensation, which is combined with the DDP and MC mode. The suggested compensation amount of scheme S 2 is 200 million Yuan, close to the economic loss limit for ecological pollution of 232 million Yuan, indicating that the compensation amount of scheme S 2 is almost in line with the economic loss that is associated with ecological pollution. Meanwhile, the S 2 scheme also provides compensation for DDP with a step-by-step payment of 300 million Yuan, which is beneficial to both Suzhou and Jiaxing cities. When the upstream Suzhou city implements the DDP compensation mode, it would set up an economic development zone in the downstream Jiaxing city and provide continuous financial support (in S 2 , the total amount for DDP is 300 million Yuan), which could not only make the upstream Suzhou city gain economic benefits, but also drive the development of the downstream Jiaxing city. Then, the DDP mode in S 2 is a kind of economic compensation with growth and sustainability, so as to achieve a "win-win" situation for economic development and ecological and environmental protection.
Conclusions
This paper presents a multi-attribute decision method for the ecological compensation scheme of water pollution in the Taihu basin, China. The proposed method uses Monte Carlo simulation technology to solve the interval multi-attribute decision and PPC method to cluster the projection eigenvalues of various schemes. The proposed method is verified by means of watershed water pollution ecological compensation schemes, and the following conclusions are obtained.
(1) The attribute values of the decision schemes are uncertain, and the standard deviation of the decision results is larger. This problem can be solved by simulating a large number of solutions through stochastic simulation techniques. According to the results of various numbers of random simulations, the decision of all the schemes can be analyzed significantly to improve the reliability of the decision results. (2) Using the PPC method can improve the accuracy of the decision result, especially the multi-attribute decision problem of the matrix element for entire interval number or a part.
With the increase of the number of simulations, the scatter plot of each scheme demonstrates the superiority of the S 2 scheme. (3) The weight of the C 2 attribute is the largest, followed by the compensation mode C 1 and the compensation time C 3 , which are consistent with subjective weight. When the number of simulations was 50, 100, 500, and 1000, S 2 was significantly better than the other schemes at 0.01 significance levels. It is clear that the combination scheme of money compensation and development in different place is better than that of others, and it is worth using in the decision of ecological compensation of watershed water pollution.
The upstream Suzhou city sets up the economic development zone in the downstream Jiaxing city for the DDP mode and compensates the downstream Jiaxing city for ecological pollution, which not only enables the upstream Suzhou city to gain economic benefits, but also drives the downstream Jiaxing city to develop and restore the downstream city's ecological environment. Therefore, the combination of the DDP mode and MC mode is an ecological compensation scheme with growth and sustainability, so as to achieve a "win-win" situation for economic development and ecological and environmental protection and bring benefits to regional residents.
Further study of ecological pollution costs and compensation mechanisms should be a bigger priority in regions where environmental protection and remediation is most required. 
