Introduction {#Sec1_22}
============

Cytotoxic T cells of the immune system monitor cells for infection by viruses, or intracellular bacteria through scanning their surface for peptides bound to MHC class I molecules \[[@CR1_22]\]. The cells that present peptides derived from non-self, e.g., from viruses or bacteria (after binding to MHC molecule), can trigger a T-cell immune response, which leads to the destruction of such cells \[[@CR2_22]\]. T cells do not recognize soluble native antigen but rather recognize antigens that has been processed into antigenic peptides, which are presented in combination with MHC molecules. It has been observed that peptides of nine amino acid residues (9-mers) bind most strongly; peptides of 8--11 residues also bind but generally with lower affinity than nonamers \[[@CR3_22], [@CR4_22]\]. Binding of a peptide to a MHC molecule is prerequisite for recognition by T cells and, hence is fundamental to understanding the basis of immunity and also for the development of potential vaccines and design of immunotherapy \[[@CR5_22]\].

The SARS coronavirus, sometimes abbreviated to SARS-CoV, is the virus that causes severe acute respiratory syndrome (SARS). On 12 April 2003, scientists working at the Michael Smith Genome Sciences Centre in Vancouver, British Columbia, finished mapping the genetic sequence of a coronavirus believed to be linked to SARS. Passive immunization with convalescent serum has been tested as a way to treat SARS. Control of SARS is most likely to be achieved by vaccination \[[@CR6_22]\]. In this chapter, various MHC class I alleles for SARS coronavirus (Tor2 Replicase polyprotein 1ab) have been used as a case study.

Review and Motivation of Present Work {#Sec2_22}
=====================================

The algorithms for prediction of MHC-binding peptides are based on two concepts: (1) algorithms based on identifying the patterns in sequences of binding peptides, e.g., binding motif, quantitative matrices, and artificial neural networks, and (2) algorithms based on three-dimensional structures for modeling peptide/MHC interactions \[[@CR7_22], [@CR8_22]\]. The second approach, i.e., based on structures corresponds to techniques with distinct theoretical lineage and includes the use of homology modeling, docking and 3D-threading techniques.

For prediction of T-cell epitope, ANN has been used with genetic algorithms \[[@CR9_22], [@CR10_22]\] and evolutionary algorithm \[[@CR11_22]\]. Support vector machine has also been used to predict the binding peptides \[[@CR12_22], [@CR13_22]\]. For improving prediction of MHC class I binding peptides, probability distribution functions have also been used \[[@CR14_22]\]. Threading methods \[[@CR15_22]\] and Gibbs motif sampler \[[@CR16_22]\] approach have also been used for prediction of MHC-binding peptides. In many cases, the number of known binders and non-binders to specific MHC alleles are limited; therefore, the convergence to optimal weights of ANN has to be improved. In current study, the variable learning rate has been used to improve convergence taking various MHC alleles for SARS corona virus as case study.

Methodologies {#Sec3_22}
=============

Variable Learning Rate for ANN Training {#Sec4_22}
---------------------------------------

The values of learning rate are taken between 0.0 and 1.0. Back propagation network learns using a method of gradient descent to search for a set of weights that can model the given classification problem, so as to minimize the mean squared distance between the network's class prediction and the actual class label of the samples. The learning rate helps to avoid getting stuck at local minimum in the decision space (i.e., where the weights appear to converge, but are not the optimum solution) and encourages finding the global minimum. If the learning rate is too small, then learning will occur at a very slow pace. If the learning rate is too large, then oscillation between inadequate solutions may occur \[[@CR17_22], [@CR18_22]\]. In gradient descent, learning rate determines the magnitude of the change to be made in the parameters, i.e., weights and a bias of nodes as per (1) and (2); furthermore, the updated weights and biases are given by (3) and (4). The value of error (Err~*j*~) at output node and at internal node is given by (5) and (6), respectively. The input and output to each *j*-th unit are given by (7) and (8), respectively. For a given training set of input vectors, the learning rate *L* is kept fixed which leads to poor convergence in case of a small dataset. To improve the convergence, variable learning rate (i.e., the learning rate is updated after each input vector in a given training set of input vectors) has been used as per (9). The error is calculated using ([5](#Equ5_22){ref-type=""}) after each training vector, and the learning rate is increased by a value a, if the error on the subsequent training vector decreases. It is decreased geometrically by value *b*η, if the error on subsequent training vector increases. The value of Δ*L* has to be calculated after each input vector in the given training set as per ([9](#Equ9_22){ref-type=""}), and used to update the learning rate, *L*. The updated learning rate, *L* + Δ*L*, has been used for further training to calculate the values of the weights and biases of the nodes as per ([1](#Equ1_22){ref-type=""})--([4](#Equ4_22){ref-type=""}). $$\documentclass[12pt]{minimal}
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\end{document}$$ where Δ*w* ~*ij*~ is the change in the weight *w* ~*ij*~,  Δθ~*j*~ is the change in the bias *t* ~*j*~,  *W* ~*ij*~ is the weight of the connection from unit *i* to a unit *j* in the next higher layer, Err~*j*~ is the error for unit *j* at the output layer, Err~*j*~ is the error for unit *j* at hidden layer, *I* ~*j*~ is the net input to unit *j*,  *O* ~*j*~ is the output of the unit *j*,  *T* ~*j*~ is the true output, Δ*L* is the change in the learning rate, *L* is the current learning rate, *a* and *b* are coefficients *E* ^*t*^ is the error at the node in output layer in the previous learning input vector, *E* ^*t* + Γ^ is the error at the node in output layer for current learning input vector.

Evaluation Parameters {#Sec5_22}
---------------------

The predictive performance of the model has been evaluated using receiver operating characteristics (ROC) analysis. The area under the ROC curve (AROC) provides a measure of overall prediction accuracy: AROC \< 70% for poor, AROC \> 80% for good, and AROC \> 90% for excellent prediction. The ROC curve is generated by plotting sensitivity (SN) as a function of 1-specificity (SP). The sensitivity, $\documentclass[12pt]{minimal}
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\end{document}$ give the positive probability value, i.e., the probability that a predicted binder will actually be a binder, and negative probability value, i.e., the probability that a predicted non-binder will actually be a non-binder. Tenfold cross validation has been used for training and prediction. The terms TP, FP, TN, and FN related to threshold T are true positive, false positive, true negative, and false negative, respectively. A web-based tool has been used to calculate the area under the ROC curve available at ([www.rad.jhmi.edu/jeng/javarad/roc/JROCFITi.html](http://www.rad.jhmi.edu/jeng/javarad/roc/JROCFITi.html)).

SARS Corona Virus: A Case Study {#Sec6_22}
===============================

Data Resources {#Sec7_22}
--------------

The datasets used for training and testing of (BNB) have been obtained from IEDB Beta 2.0 database (<http://www.immuneepitope.org>) for HLA-A^ ∗ ^0201, HLA-A^ ∗ ^0301, HLA-A^ ∗ ^1101, HLA-A^ ∗ ^0202, HLA-A^ ∗ ^0203, HLA-A^ ∗ ^0206, HLA-A^ ∗ ^2902, HLA-A^ ∗ ^3002 and HLA-B^ ∗ ^4002 MHC Class I alleles. The strong binders have been retrieved for IC50 \< 500. All 9-mers have been filtered after removing the duplicates. For strong non-binders, the records with IC50 \> 5000 have been retrieved. The duplicates from binders and non-binders sets have been removed. Furthermore, to keep the ratio of binders and non-binders nearly 1:1, so as to reduce the biasness in learning, the additional 9-mer non-binders were retrieved through EBI-Expasy protein database available at: <http://www.expasy.ch>. Final sets of binders and non-binders for various alleles have been shown in Table [1](#Fig1_22){ref-type="fig"}. Fig. 1Analysis of area under ROC curve

Results and Discussion {#Sec8_22}
======================

The tenfold cross validation has been used to validate the results. The ANN has been trained ten times for each MHC allele using adaptive learning, each time leaving one of the subsets out of 10, and using the left out subset for prediction. The area under ROC curve has been shown in Fig. [1](#Fig1_22){ref-type="fig"}. Table 1The number of binders and non-binders for various alleles for SARS coronavirusBinders IC  \< 500Non-binders IC  \> 5,000MHC AllelesRetrieved9-mer(s)FinalRetrieved9-mer(s)Final^ ∗ ^A^ ∗ ^020113610310300104A^ ∗ ^03011921161163823117A^ ∗ ^1101202128128168129A^ ∗ ^020213210110110101A^ ∗ ^020312496960096A^ ∗ ^0206135102100102A^ ∗ ^29021781001008068100A^ ∗ ^3002136100771279877B^ ∗ ^400291363637936​​​^ ∗ ^Additional 9-mer non-binders added

We assembled a dataset of binders and non-binders for various MHC class I alleles to study the impact of the variable learning rate to train the ANN for small datasets. The ten set of binders and non-binders of nearly equal size have been used for tenfold cross validation. The average value of AROC for HLA-A^ ∗ ^0201, HLA-A^ ∗ ^0301, HLA-A^ ∗ ^1101, HLA-A^ ∗ ^0202, HLA-A^ ∗ ^0203, HLA-A^ ∗ ^0206, HLA-A^ ∗ ^2902, HLA-A^ ∗ ^3002, and HLA-B^ ∗ ^4002 MHC Class I alleles is 0.9485, 0.922, 0.9333, 0.9615, 0.8989, 9405, 0.82, 0.906, and 0.8945, respectively, indicating excellent predictions for most of the cases.

The average values for various parameters viz. sensitivity, specificity, accuracy, PPV, and NPV for MHC alleles have been calculated. The average value of sensitivity, i.e., the percent of binders that are correctly predicted as binders, is 91.08. Higher sensitivity means that almost all of the potential binders will be included in the predicted results. The average specificity, i.e., the percent of correctly predicted as non-binders, is 82.85. The average PPV value is 85.50. It shows that the probability that a predicted binder will actually be a binder is 85.50%. The average NPV is 89.47. It indicates that the probability that a predicted non-binder will actually be a non-binder is 89.47%.

The values used for training the ANN for various MHC alleles are: learning rate *L* (0.48--0.67), coefficient *a* (0.3--0.51) and coefficient *b* (0.0117--0.0725). Area under ROC curve using fixed learning rate for various MHC alleles was found to be 0.5 which indicates very poor prediction.

The modules for the training, classification, and results have been implemented in C using pointers, to improve the efficiency of training and classification through artificial neural network and variable leaning rate.

Conclusion {#Sec9_22}
==========

Overall, the study shows that the quality of the prediction of binders and non-binders can be substantially improved using the variable learning rate for artificial neural network training for small datasets. The approach can also be used for various other applications, where the datasets for training are limited. The approach is also useful for the large datasets. The only drawback of the approach is that the value of the parameters is to be adjusted as per the application.
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