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Starting from recent strong and weak approximations to the partial sums of i.i.d. 
random vectors (cf. U. Einmahl, Ann. Probab. 15 1419-1440). some corresponding 
invariance principles are developed for associated renewal processes and random 
sums. Optimality of the approximation is proved in the case when only two 
moments exist. Among other applications, a Darling-Erdiis type extreme value 
theorem for renewal processes will be derived. 0 1988 Academic Press, Inc. 
1. INTRODUCTION 
Consider a sequence { Vi},, r, *, _,, of independent, identically distributed 
(5X’, ‘B’)-random variables (i.i.d. r.v.‘s) with EU, = a > 0, 0 < Var( U,) = 
/?‘<cc and partial sums R,=U,+...+U,, n=1,2,...,R,=O. Let 
iN(t be the (generalized) renewal process based on the sequence 
{“ili=l,2 ,.._ 9 i.e., 
N(t)=min(n: R,>t}, t>O (1.1) 
(min $ = co). Starting from a (weak or strong) invariance principle for the 
partial sums {R,},=,,, 1, __, with a certain rate, it is usually possible to derive 
an analogous approximation for the renewal process ( N(t)},,o with the 
same rate (cf. e.g., CsorgB, Horvath, and Steinebach [6] for a general 
method). If the rates are not too small, it is even possible to get an 
approximation for the renewal process in terms of the same Wiener process 
which approximates the partial sum sequence. A number of results in this 
direction have been obtained by Horvath [13-161. The key idea in the 
latter approximations is to decompose 
N(t) - (t/a) = (Mt) - R,v&I~ + C&c,, - t)b> (1.2) 
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using a “random-size” invariance principle for the first term and showing 
that the second term is negligible. To complete the approximation it only 
remains to prove that the “random-size invariance” can be replaced by a 
“fixed-size invariance,” which can be handled by certain results on the 
increments of a Wiener process (cf., e.g., Csorgii and RCvCsz [7], Hanson 
and Russo [ll, 121 for the latter results or RCvCsz [24], Ortega and 
Wschebor [23] for refined versions). Via such invariance principles, a 
number of limiting properties of the renewal process such as LIL-type 
results or characterizations of upper-upper, upper-lower, lower-upper, and 
lower-lower classes for {N(r)} are inherited from their corresponding 
analogs for the Wiener process (cf. Horvath [13, 151). Extensions to 
partial sums indexed by a renewal process are also available under certain 
assumptions (cf. Borovkov [3], Csiirgii, Deheuvels, and Horvath [4], 
Steinebach [25]) and have definite applications in risk theory 
(Deheuvels [9], Horvath and Willekens [17]) or queuing theory (C&go, 
Deheuvels, and Horvath [4]). 
The aforementioned invariance principles are mostly stated in terms of 
almost sure (a.s.) approximations or probability inequalities. The aim of 
our present paper is also to develop some “weak invariance principles,” i.e., 
approximations in terms of convergence in probability, together with some 
further extensions and refinements of the strong approximations described 
before. Beside other applications the following Darling-Erdos [S] type 
theorem for renewal processes will be proved: 
THEOREM 1.1. Consider {N(t)},,, as defined in (l.l), and let 6 >O be 
fixed. rf EU: log log 1 U, 1-c 00, then 
lim P a, SUP N(‘)-t/cl-b,<x =exp(-e-“) (1.3) T+cc ~c~GT(~/III~/~~)~/~ 
for all real x, where 
aT= (2 log log T)1’2, 
b.=2loglog T++logloglog Z=+log(4n). 
A result of a similar nature as above has recently been provided by 
CsGrgB and Horvath [5] when studying the asymptotic distribution of 
pontograms based upon a Poisson process. 
In our proofs we make repeated use of recent strong and weak 
invariance principles for partial sums of i.i.d. random vectors (cf. 
Einmahl [lo]), which extend some of the classical results of Strassen 
INVARIANCEFORRENEWALPROCESSES 171 
[26], Komlos, Major, and Tusnady [18, 193, and Major [21] to the 
multidimensional case, but also cover a range between the Strassen and 
Komlos-Major-Tusnady rates as well. 
2. STRONG INVARIANCE PRINCIPLES 
Throughout the rest of the paper let (U, X), (( Uj, Xi)>,= r, *, __, be an i.i.d. 
sequence of (IWd+ r, W+ ’ )-random vectors, U being real-valued and d> 0 
an integer, R,= U,+ . ..+ U,, S,=X,+...+X, (n= 1,2 ,..., ), R,=O, 
&=O, N(t)=min{nal: R,>t} (t>O). Let EU=u>O, Var(U)=/?*>O, 
EX=/.SOF’, Cov X = C E FY’” “, and suppose that r= Cov( U, X) is 
nondegenerate; 1.1 denotes an arbitrary (fixed) norm in W’+ ‘, but will be 
used with same notation in different dimensions. 
Combining the results of Einmahl [ 10, Theorems 2 and 31, Csorgii and 
RCvCsz [7, Theorem 1.2.1-J and Berkes and Philipp [ 1, Lemma A.1 1, we 
obtain the following approximations: 
THEOREM A. Let H be a continuous, nonnegative function on [0, co) 
such that H(t)/t2 is nondecreasing and H(t)/t3 is nonincreasing. Assume 
EH{I(uJ)I}-. 
(i) Zf H(t)/(t* log log t) is nondecreasing, the random sequence 
(C”i7 xi)>i= I, 2, ._. can be redefined on a probability space (9, N[, P), which 
also accomodates a (d + 1 )-dimensional Wiener process { ( W( t ), W,( t )) } I a 0 
with Cov( W(t), WJt)) = tf, such that as T + 00 
(1) 
sup I(&, - Ctl ~1, SC,, - [t] p)-(W(t), Wd(t))l go(H-l(T)), 
OGf<T 
where HP ’ denotes the inverse function of H. 
(ii) rf H(t)/(t* log log t) is nonincreasing, a similar construction is 
possible such that as T + 00 
(11) suP 
O<fGT 
I(R,,, - Ctla, Sct3 - Ctl PI- (W(t), Wd(f))l 
“2 o(H-‘(T){(T210glog T)/H(T)}“*) 
and 
(II*) 
sup I(%, - IllI ~1, SC,, - Ctl PL) - (w(t), Wc,(t))l = o,(H- ‘(T)). 
OGtGT 
683/26/2-5 
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Here, as usual, for any two stochastic processes (t(t)} and {n(t)} the 
notations 
t(t) = oh(t)) a-s. and C(t) = w?(t)) as. 
mean that 
lim t( t)/q( t) = 0 a.s. 
1-00 
and 
Wm sup I S(tMt)l < 00) = 1, 
t-a; 
whereas the abbreviations 
5(t) = OP(V(f)) and r(tG loo 
stand for 
P- lim <( t)/q( t) = 0 
1-00 
and 
lim P(<(t)><c)= 1 for any c E R. 
,-CC 
Based upon a decomposition like that of (1.2), the following results are 
immediate consequences of Theorem A. 
THEOREM 2.1. Assume EH( 1 U ( ) < 03, where U and H are as in 
TheoremA. Set W(t)= -(l/a) W(t/a) with a=EU(>O). Then, 
(i) if H(t)/(t* log log t) is nondecreasing, as T + w 
sup I N(t) - t/a - W(t)1 = o(H-l(T)) U.S. (2-l) 
O=ZIGT 
(ii) if H(t)/(t* log log t) is nonincreasing, as T -+ w 
sup IN(t)-t/a- W(t)/ =o(H-‘(T){(T*loglog T)/H(T)}“*) a.s. 
o<r< T 
(2.2) 
Proof: Since H( t )/t 3 is nonincreasing, H- ‘( t)/t 1’3 is nondecreasing. 
Hence, for r,(T)=H-‘(T) as in (2.1) and r2(T)=H-‘(T)((T*loglogT)/ 
H(T))‘/* as in (2.2), it holds that 
(Tloglog T)‘j4 (log T)“*=o(ri(T)) (i= 1,2). 
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The proof can thus be completed by applying Theorem 2.1 of Horvath 
[16] (cf. also Csorgo, Horvith, and Steinebach [6, Theorem 3.11). 
COROLLARY 2.1. (i) Zf (0 < ) Var( U) = 8’ < co, then 
sup [N(t) - f/U - I-@)1 = 0( { z-log log r> 1’2) a.s. (2.3) 
O<tCT 
and 
lim sup sup I N(t) - t/u 1/(2T log log 7)“’ = /I/a”’ a.s. (2.4) 
T-70 oic<7- 
(ii) Jf Vat-( U) = fi’( >O) and EU* log log 1 UI < co, then 
sup I N(t) - t/a - W(t)l = o( { T/log log T} “2) a.s. (2.5) 
OGIGT 
and 
lim inf sup 1 N(t) - t/a I/( T/log log T)“* = r$/( 8a3)“* a.s. (2.6) 
T-c+ O<f<T 
Proof (i) Since H(T) = T2, H-‘(T) = T”*, assertion (2.3) is 
immediate from (2.2). Using (2.3), (2.4) is a consequence of the law of the 
iterated logarithm (LIL) for a Wiener process (cf., e.g., Csiirgii and Revesz 
[7, Theorem 1.3.11 and Horvath [14, Theorem 31). Note that 
wwfr,, 2 (B~-3’2W*wlrB0, 
where { W*(r)} is a standard Wiener process. 
(ii) Choosing H(T) = T* log log T, we have H- ‘(T) - (T/log log T)‘/*. 
Hence (2.5) follows from (2.1). 
Assertion (2.6) is a consequence of the Chung type LIL for the Wiener 
process (cf., e.g., Csiirgii and Rev&z [7, pp. 47481 and Horvath [14, 
Theorem 3 ] ). 
For strong approximations of real-valued partial sums under EU2 < co 
only, Major [22] has shown that the Strassen rate r(T) = 
a( { T log log T} I/*) is best possible. More precisely, his result is as follows. 
THEOREM B. Let f (n) be any positive function tending to infinity. Then 
there exists a distribution function F(x), s x dF(x) = 0, j x2 dF(x) = 1, with 
the following property: for any pair of sequences of i.i.d. r.v.‘s X,, X2, . . . and 
y,, y2, a.* with d.f F(x) (resp. Q(x) (standard normal d.f)) one has 
P(lim supf (n)l S, - T, I/(n log log n)l’* = co) = 1, (2.7) 
n-cc 
whereS,=X,+-..+X,,T,=Y,+...+Y,. 
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In view of Theorem B and the close relationship between a renewal 
process and its associated random walk it is to be expected that the rate 
r(T)=o((Tloglog T)“2) in relation (2.3) of Corollary 2.1 is also best 
possible in a sense similar to (2.7). This is indeed true as will be shown 
next. 
THEOREM 2.2. Let f( t) be any positive function tending to infinity. Then 
there exists a distribution function F(u), J udF(u) = a > 0, 0 < s (u - a)* 
dF(u) = B’< co, with the following property: for any renewal process 
GW),,o associated with an i.i.d. sequence U,, U2, . . . distributed according 
to F(u) and for any standard Wiener process { W*(t) ) , 3 0 one has 
P(lim supf(t)lN(t)- t/a-fia-3’2 W*(t)l/(tloglog t)‘/*= co)= 1. (2.8) 
,+CC 
Proof. Set Uj = /?X, + a, where Xi is as in Theorem B. Now, suppose 
that there is a positive function f (t), f (t) + co (as t -+ co) and a set A with 
P(A)>0 such that 
~N(t)-t/a-~a~3i*W*(t)~=O((tloglogt)”2/f(t)} on A. (2.9) 
Put W(t) = -pa-“‘W*(at), i.e., pa-3’2W*(t) = -a-l W(t/a). Note that 
~Wt)l,,o is a Wiener process with Var W(t)=fl*t, and consider the 
inverse process 
i.e. 
M(t)=inf{s: W(s)+sa=t), 
W(M(t)) + M(t) a = t, t 2 0. 
By the latter definitions, relation (2.9) results in 
I N(t) - M(t) + ( Wt/a) - W(Wt))la I = O(rdt)) on A, (2.10) 
with r,(t) = (t log log t)“‘/f (t). On the other hand, M(t) - t/a = 
O((t log log t)“‘) a.s. by the LIL for (M(t)}, so that via Theorem 1.2.1 of 
Cdrgo and RevCsz [7], 
1 W(M(t))- W(t/a)l = O(r,(t)) a.s. (2.11) 
with rl(t) = (t log log t)‘j4 (log t) ‘I* Without loss of generality we can . 
assume f (t) = o( (log log t)‘14), which implies r,(t) = o(rO( t)). A combination 
of (2.10) and (2.11) thus also implies 
I N(t) - M(t)1 = O(rdt)) on A. 
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Now consider T, = W(n) + na, n = 1, 2, . . . . which are distributed according 
to the partial sums of i.i.d. normal N(or, fl*)-r.v.‘s, and R, = U, + ... + U,, 
n = 1, 2, . . . . We obtain 
IR,,,,, - TC,,al/ <u,(t)+ e-. +a,(t), (2.12) 
where 
al(r) = I R,,,, - Rr.,(r, - (Chl -N(t)) a I = @r,(t)) a.s., 
a2(f) = I T,,,,, - TMctj - ([f/al - M(t)) a I = O(rI(t)) a.% 
a,(t) = I RN(r) - [t/a] al = o(t”*) a.s., 
a,(t)= 1 Twc,,- [c/a] al =o(t”*) a.s., 
us(t) = I(Wt) -N(t)) a I = O(r0(f)) on A. 
Since rl (t) = o( t”*) = o( rO( t)), however, assertion (2.12) contradicts (2.7) of 
Theorem B, which completes the proof. 
Similar to Horvath [ 16, Theorem 2.31, extensions of our Theorem 2.1 and 
Corollary 2.1 to considering partial sums of i.i.d. (KY’, Bd)-random vectors 
indexed by a renewal process are immediate. For sake of brevity we only 
consider the case d= 1 and state the following results without proof. 
THEOREM 2.3. Assume%EH( I ( U, X)1 ) < co, where ( U, X) and H are us in 
Theorem A (d=l). Set W(t)= W,(t/a)-(p/a) W(f/a) with a=EU (>O). 
Then 
(i) if H(t)/(t* log log t) is nondecreasing, us T-+ co, 
sup I SN(,) - (p/a) t- l%(t)1 =o(H-l(T)) U.S., (2.13) 
0GlG-T 
(ii) if H(t)/(t2 log log t) is nonincreasing, us T + co, 
sup I SN(,) - (p/a)t- l%‘(z)1 =o(H-‘(T){(T2 log log T)/H(T)}“*) U.S. 
O<f<T 
(2.14) 
Note that {I?‘(r))’ 1s a Gaussian process with E=?‘(t) = 0, Var f?‘(r) = 
b*t = {(0*/a) + (p*fl’/a’) - (2ply/a2)} t, and Cov( W(s), w(t)) = b*s for 
O<s< t, where a= EU% B’=Var(U), p= EX, IS* =Var(X), and 
y=Cov(U, X). Hence { W(t)},,o=9 {bW*(r)}, where {w*(t)} is a 
standard Wiener process. 
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COROLLARY 2.2. (i) Zf EU = a( >O), E(X - (p/a) U)’ = ab2 > 0, 
EU2cco, EX’<co, then 
sup I SN(,) - (p/a) t - W(t)1 = o( { Tlog log T}‘12) a.s. (2.15) 
O<fCT 
and 
lim sup sup 1 SNcl) - (p/a) t 1/(2Tlog log T)1’2 = b a.s. (2.16) 
7-w OQr<T 
(ii) If EU=a>O, E(U-(p/a)X)2=ab2>0, EU210glogIUI<co, 
EX2 log log I X( <: co, then 
sup ( SN(,) - (p/a) t I = o( { T/log log T} ‘12) a.s. (2.17) 
O$t<T 
and 
lim inf sup I SNcrj - (p/a) t I /(T/log log T)1’2 = 7cb/8 ‘I2 a.s. (2.18) 
T+a o<t<7 
The results of Corollary 2.2 have been earlier obtained by Horvath 1141 
under somewhat stronger assumptions. 
Next we consider strong approximations for partial sums indexed by 
arbitrary positive and integer-valued random vaiable v, (n = 1, 2, . ..). For 
sake of brevity we are only interested in real-valued sums and 
approximation rates of Strassen type. Extensions to higher dimensions are 
straightforward. Note, however, that the following result provides only a 
partial generalization of Theorem 2.3, since a derivation of better rates 
needs a stronger assumption on the sequence {vn} than that of (2.19) 
below. 
THEOREM 2.4. Let X, (Xj>j=,.2 ,.__, be an Cd. sequence with EX=O, 
EX2 = 1, and let {v,}, = I, 2, ,,, be a sequence of positive, integer-valued r.v.‘s 
on the same probability space. Assume that 
v,fa, + v as. (n -+ a2 1, (2.19) 
where v is a positive-valued random variable and a,, are positive constants 
tending to infinity. Then there exists a standard Wiener process { W*(t)},,o 
such that 
Sup I S,,n,, - W*(a,vt)l = o( {a, log log a,} ‘j2) U.S., (2.20) 
OGf<l 
where S,, = X, + . . . +X,, n= 1,2 ,..., S,=O. 
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Proof. From Strassen’s [26] strong invariance principle in a slightly 
extended version we have 
,?,a:, 1 Set, - W*(t)1 = o( ( T log log T} 1’2) as. (2.21) 
. . 
Now 
SUP I Sc,,,j - W*(a,vt)l <r,(n) + r,(n), 
O<r<l 
where 
I SC”&, + W*(v,f)l? r,(n)= sup 
OGICI 
r,(n)= sup 
OSf=SI 
I W*(v,t) - W*(a,vt)(. 
(2.22) 
Since v, - a,v == o(a,) as., by Theorem 1.2.1 of Csorgii and Revtsz [7] or 
Theorem 3.2B of Hanson and Russo [ 111, 
r2(n) = o( {a, log log an})“’ a.s. (2.23) 
Remembering that sup, < , < 1 [v,t] <v,= O(a,) a.s., a combination of 
(2.21~(2.23) completes the proof of (2.20). 
For some related results we also refer to CsiirgG and R&&z [7, 
Section 7.21, and the work mentioned therein. 
Let us finally come back to the already introduced Darling-Erdlis [S] 
type extreme value theorem for renewal processes. Although it is a 
convergence in distribution theorem, some of the strong approximations 
above will be helpful in the proof. 
THEOREM 2.5. Let U, { Vi} i = 1.2, _,, be an i.i.d. sequence with EU = c( > 0, 
O<Var(U)=j?‘, andEU’loglog/U(-cco. LetR,=U,+-..+U,,, R,=O, 
and 
N(t)=min{nal:R,>t}, t 2 0. 
Then, for fixed 6 > 0 and all real x, 
lim P a, sup 
N(t)-@ 
6<r<T(M2/a3P2 
(2.24) 
T-m 
and 
lim P a, sup IN(t)-t/aI 
T-a0 6<r<r (tS2/a3)‘f2 
(2.25) 
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UT = (2 log log T)“2, 
b,=2loglog Tf~logloglog T-&log(47c). 
For sake of clarity the proof will be divided into presenting several lemmas. 
LEMMA 2.1. Let { W*(t)),a0 be a standard Wiener process. Then, for all 
real x, assertions (2.24) and (2.25) hold with 6 = 1 and (N(t) - t/a)/ 
(t/12/a3)“’ replaced by W*(t)/t’l’. 
ProoJ: By a simple transformation, the latter result is immediate 
from Theorem 1.9.1 of Csbrgii and RCvCsz [7] stated for the Ornstein- 
Uhlenbeck process (cf. also Leadbetter et al. [20, Theorem 12.3.51). 
LEMMA 2.2. For any 6 > 0, as T -+ 00 
aT 
/(N(t)-f/al -b,-, --co 
h,“1”,‘5,T, (@21a3)1’2 
a.s. 
and 
aT sup 1 W*(f)/t”‘I -b, + - 00 a.s. 
S<t<r(T) 
where r(T) = exp(log T)P with some 0 <p < 1. 
ProoJ: To prove (2.26), we first observe that 
(2.26) 
(2.27) 
lim sup (2 log log r) ~ “’ sup IN+UaI < 1 
dstGr (tlJ2/a3)“’ ’ 
as 
’ ” 
(2.28) 
r--r* 
by the LIL for {N(t)},,0 (cf. Corollary 2.1). Now, by our choice of r(T), 
we have log log r(T) kp log log T, which, using (2.28), completes the proof 
of (2.26), since aA2 log log r( T))lj2 - b7+ - cc as T + co. Assertion (2.27) 
is proved by an obvious modification. 
LEMMA 2.3. With r(T) as in Lemma 2.2, we have, as T + 00, 
aT 
N(t)- t/a W*(t) +. 
“p ( fp2/a3)V2 
-- 
t’l2 a.s. (2.29) 
r(T)Gr<T 
Proof: It is enough to show that 
N(t) - r/a 
Dr=r~~f, (ff12/a3)1’2 
W*(t) -- 
fll2 
= o( {log log r} -‘12) a.s. (2.30) 
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Since EU2 log log 1 iJ 1 < co, by the results of Einmahl [ 10, cf. Theorem A] 
in combination with Theorem 3.1 of Csiirgo, Horvath, and Steinebach [6], 
there exists an 52, with P(Q,) = 1 such that, for any E > 0 and t > t, = 
t,(w, E), 
N(t) - t/a w*(t) -- 
(r/+x3)“* p 6 (log I:, tp2’ 
Note that, if H(t)=t’loglogItl, then H-1(t)-(r/loglogt)“2 as t-+co. 
Hence, choosing I 3 I, completes the proof of (2.30). The latter relation 
with r = r(T) = exp(log T)P immediately implies (2.29). 
Proof of Theorem 2.5. Combine Lemmas 2.1-2.3. 
Remark 2.1. If P( U> 0) = 1 in Theorem 2.5, it is easy to verify that 
assertions (2.24) and (2.25) also hold with 6 = 0. Moreover, N(t) could be 
replaced by 
N*(t)=max{n~O:R,,...,R,dt}=N(t)-1, t 20. 
In the next section we derive some weak analogs of Theorems 2.1, 2.3, 
and 2.4 and we also outline some applications. Considering such weak 
invariance principles is only useful under moments of low order, roughly 
speaking, with t* < H(t) 6 t2 log log t. In this case, however, better weak 
(than strong) approximation rates come up for the renewal processes, too, 
as an immediate consequence of Theorem A, part (ii). 
3. WEAK INVARIANCE PRINCIPLES 
The following results may be of interest when proving convergence in 
distribution statements for renewal processes. In particular, if strong 
approximation rates are too large under moments of low order, the 
improved weak rates could be helpful. Some corollaries are briefly 
discussed from this point of view. 
THEOREM 3.1. Assume EH( I U I ) < co, where U and H are as in Theorem 
A. Set q(r)= -(l/a) W(t/cc) with cc=EU(>O). Then, ifH(t)/(t*loglogt) 
is nonincreasing, as T -+ CC 
sup IN(t)-+- m(t)1 =op(H-I(T)). (3.1) 
O<l.$T 
Proof: Since EU* < co, the Borel-Cantelh lemma implies 
U,ln l/2 -+o a.s. (n + co). 
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Hence, using the SLLN for (N(t)}, also 
max 1 UN(,) l/P’* + 0 as. (T-+ co). (3.2) 
O<f<T 
Making use of the decomposition (1.2), assertion (II*) of Theorem A and 
relation (3.2) completes the proof. (Note again that by Theorem 1.2.1 of 
CsGrgii and RCvCsz [7] 
sup 1 W(N(t))- W(t/cr)l = O(r,(T)) a.s., (3.3) 
O<f<T 
where r,(T)=(Tloglog T)“” (log T)‘/2=o(~-1(7’)).) 
COROLLARY 3.1. Zf(O<)Var(U)=j?*<co, then 
sup IN(t)-t/a- W(t)l=o,(P) (T-+ ~0) (3.4) 
0gt<i- 
and 
where 
op. II 
Y,------+ w* (n-too), (3.5) 
Y,(t) = (N(nt) - nt/a)/(n~*/a3)“*, O<rtl, (3.6) 
and {w*(t)),.,, II is a standard Wiener process on [0, 11. 
Proof: Taking H(t) = t*, (3.4) is immediate from Theorem 3.1, and it 
also implies (3.5), since 
{~(nr)l(n82/a3)“2}rEC0,1, 2 {W*(t)},,Co,l,, n=l,2,.... 
Note that deriving the weak convergence statement (3.5) from (3.4) is 
conceptually much simpler than the usual approach (cf., e.g., 
Billingsley [ 2, Section 173 ). 
The following extensions of Theorem 3.1 and Corollary 3.1 are also 
obvious and given here without proof. 
THEOREM 3.2. Assume _EH( I( U, X)1 ) c oc), where H and ( U, X) are as in 
Theorem A (d= 1). Set p(t) = W,(t/cr) - (p/a) W(t/a) with a = EU( >O). 
Then, if H(t)/(t2 log log t) is nonincreasing, as T+ CO 
SUP I SNc,) - (cl/a) t - fitt)l = oAH-‘(T)). (3.7) 
O<f<T 
INVARIANCE FOR RENEWAL PROCESSES 181 
COROLLARY 3.2. If EU= a( >O), E(X- (p/a) U)’ = ab2 > 0, EU2 < 03, 
EX2 < co, then 
sup ( SN(,) - (p/a) t - &(t)( = oP( T112) (T-t 00) (3.8) 
04fCT 
cd[O, I] 
z,------+ w* (n-+a), (3.9) 
where 
Z,(t) = (SN(m) - W/a)YW2)“‘, O<t<l, (3.10) 
and ( W*(t)} denotes a standard Wiener process on [0, 11. 
Another weak convergence statement is also immediate from 
Theorem 3.2. 
COROLLARY 3.3. Zf EU=a(>O), E(X-(p/a) U)‘=ab’>O, EU2< co, 
EX2 < co, then 
sup (S,,,,-(Clla)t)l(Tb2)“2= IZI +oP(l) 
Oit<T 
(3.11) 
as T -+ 00, where Z possesses a standard normal distribution. 
Proof: On choosing Z, = (sup, <I G T @‘(t))/(Tb’)‘/‘, (3.8) implies (3.11) 
with I Z 1 replaced by Z,. On the other hand, Z. possesses the required 
distribution (cf., e.g., Csorgii and Redsz [7, Theorem 1.5.1]), which 
completes the proof. 
In the vein of Csorgii and Rev&z [7, Section 7.21, we finally discuss a 
weak invariance principle for partial sums with arbitrary positive integer- 
valued random indices v, (n = 1, 2, . ..). 
THEOREM 3.3. Let X, {Xj}i=,,2 ,___ be an i.i.d. sequence with EX= 0, 
EX2 = 1, and partial sums S, = X, + a..+ X, (n= 1,2, ..,), So=O. Let 
{v,},= 1, 2, __, be a sequence of positive integer-valued r.v.‘s on the same 
probability space satisfying 
v,/a, 2 v (n+oo), (3.12) 
where v is a positive-valued random variable and a,, are positive constants 
tending to infinity. Then there exists a standard Wiener process { W*(t)},, o 
such that as n + co 
SUP I vi 1’2 S,“&, - (a,v)P”2 W*(a,vt)l = oP( l), (3.13) 
o<r<1 
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and 
y -112 s 9ro. II 
n C%.l - bv(.) (n -+ 001, (3.14) 
where { b&‘(t)} is a standard Wiener process on [O, I]. 
Proof: We have 
SUP IY?'*~C",,, - (a,v)-“2 W*(a,vt)l <r,(n) + r,(n), 
O<r<1 
where 
r,(n) = sup I vn1/2(SCYnll - W*(v,t))l, 
o<r<1 
r*(n) = sup 1 v;-‘/2 W*(v, t) - (a,v)-“2 W*(a,vt)l. 
OCtGl 
By Lemma 7.2.1 of C&g6 and Rtvksz [7], 
r2(n) = opt 1) (n + 03). 
Similarly, using Theorem A with H(t) = t* and Lemma 1.2.1 of Csiirgii 
and RMsz [ 71, also 
r,(n)=oAl) (n + 001, 
which proves (3.13). 
Assertion (3.14) is a consequence of (3.13) and Lemma 7.2.3 of Csiirgii 
and RCvtsz [7]. 
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