In this work, we propose a novel decoding approach for neural machine translation (NMT) based on continuous optimisation. The resulting optimisation problem can then be tackled using a whole range of continuous optimisation algorithms which have been developed and used in the literature mainly for training. Our approach is general and can be applied to other sequence-to-sequence neural models as well. We make use of this powerful decoding approach to intersect an underlying NMT with a language model, to intersect left-to-right and right-to-left NMT models, and to decode with soft constraints involving coverage and fertility of the source sentence words. The experimental results show the promise of the proposed framework.
Introduction
Sequence to sequence learning with neural networks (Graves, 2013; Sutskever et al., 2014; Lipton et al., 2015) is typically associated with two phases: training and inference (aka decoding). Model parameters are learned by optimizing the training objective, so that the model generalize well when the unknown test data is decoded. The majority of literature have been focusing on developing better training paradigms and/or network architectures for better trained models, but less works investigate the inference/decoding problem as such. Conventionally, heuristics-based approaches are employed for approximate inference, including: greedy search, beam search, and stochastic search.
The greedy and beam search methods have been empirically proved to be very effective for most of sequence to sequence tasks, and are used as standard methods in the neural sequence-to-sequence models.
However, these approximate inference approaches have several drawbacks. First, due to sequential decoding of symbols of the target sequence, the inter-dependencies among the target symbols are not fully exploited. For example, when decoding the words of the target sentence in a left-to-right manner, the right context is not exploited, leading to the difficulty of adding additional constraints for output symbols. Secondly, there is no obvious evidence that neural decoding favors left-to-right or right-to-left direction; or even bidirectional decoding will be sometimes more beneficial, as shown in Japanese-to-English SMT models (Watanabe and Sumita, 2002) .
We introduce a novel framework (Section 3) that converts the decoding/inference in neural models, which is basically a discrete optimization problem, into a continuous optimization problem. This is akin to linear programming approchaes for approximate inference in graphical models with discrete random variables (Sontag, 2010) , where the exact inference is NP-hard. However, decoding in neural models is more challenging than that in graphical models since the resulting optimization problems are usually non-linear and non-convex, due to the usage of non-linear activation functions in deep neural architectures. We relax the integrality constraints of the inference problem to formulate it as a continuous optimization problem, which is then optimized using stochastic gradient descent and its variants. These optimization algorithms have been mainly used for training of neural architectures in the literature, whereas we use them for approximate inference.
Our approximate inference framework is quite powerful and flexible, as it allows to decode for an output which jointly optimizes the scores of several models, e.g., decoding for an output by intersecting left-to-right and right-to-left neural translation models, intersecting a language model with a neural translation models, etc. Our preliminary experimental results (Section 5) show the promise of the proposed framework.
Neural Machine Translation
We briefly review the attentional neural translation model proposed by Bahdanau et al. (2015) as a sequence-to-sequence neural model onto which we will apply our decoding framework.
In neural machine translation (NMT), the probability of the target sentence y given a source sentence x is written as:
(1)
where f is a non-linear function of the previously generated sequence of words y <i , the source sentence x, and the model parameters Θ. In this paper, we realize f as follows:
where MLP is a single hidden layer neural network with tanh activation function. The state g i of the decoder RNN is a function of y <i , its previous state g i−1 , and the context c i summarizing the areas of the source sentence which needs to be attended to:
where − → h i and ← − h i are the states of the left-to-right and right-to-left RNNs encoding the source sentence.
Given a bilingual corpus D, the model parameters are learned by maximizing the (regularized) conditional log-likelihood:
The model parameters Θ include the weight matrix W o ∈ R Vy×H , the bias b o ∈ R Vy (with V y and H denoting the target vocabulary size and hidden dimension size, respectively), the RNN encoder biRNN θ enc / decoder RNN φ dec parameters, and the other parameters in modeling attention mechanism. The model is trained end-to-end by stochastic gradient descent (SGD) or its variants. In this paper, we are interested in the decoding problem though which is outlined in the next section.
Decoding as Continuous Optimization
In decoding, we are interested in finding the highest probability translation for a given source sentence:
(3) where Y x is the space of possible translations for the source sentence x. In general, searching Y x to find the highest probability translation is intractable due to long-range dependency terms in Equation (1) which prevents dynamic programming for efficient search algorithms in this exponentially-large space of possible translations with respect to the input length |x|.
We now formulate this discrete optimization problem as a continuous one, and then use standard algorithms for continuous optimization for decoding. Let's assume that the maximum length of a possible translation for a source sentence is known and denote it by ℓ. The best translation for a given source sentence solves the following optimization problem:
where V is the the target vocabulary. Equivalently, we can re-write the above discrete optimization problem as follows:
whereỹ i are vectors using the one-hot representation of the target words I |V | . To convert the above optimization problem to a continuous one, we drop the integrality constraintsỹ i ∈ I |V | and require the variables to take values from the probability simplex:
(4) where ∆ |V | is the |V |-dimensional probability simplex, e.g., {ŷ i ∈ [0, 1] |V | : ŷ 1 = 1}. In the context of graphical models, the above relaxation technique gives rise to linear programming for approximate inference. However, our decoding problem is much harder due to the non-linearity and non-convexity of the objective function for the deep models.
After solving the above constrained continuous optimization problem, there is no guarantee that the resulting solutionŷ * be one-hot vectors, so we need a technique to "round" up the "fractional" solution. Our method is to put all of the probability mass to the word with the highest probability mass 1 , and denote the resulting discrete solution byỹ * . We leave the exploration of more elaborated projection techniques for future work. We now turn our attention to optimization algorithms to effectively solve the decoding optimization problem.
Exponentiated Gradient (EG)
Exponentiated gradient (Kivinen and Warmuth, 1997 ) is an elegant algorithm for solving optimization problems with Data: an input sequence x; pre-trained model parameters Θ; pre-defined target sequence length ℓ; target vocabulary V ; pre-defined iteration number T. Initializeŷ 1 i for all i ∈ {1 . . . ℓ}; Choose a learning rate η > 0; for each round t = 1, . . . , T , do 1. Calculateŝ t = ∇ŷQ ŷ t , where:
; end Result: Returnŷ * with minimized cost Q. Algorithm 1: The normalized EG algorithm for online relaxed optimization. simplex constraints. Adapting this algorithm to our decoding problem leads to Algorithm 1. It can be shown that the EG algorithm minimizes the objective function endowed with the negative entropy:
In other words, the algorithm looks for the maximum entropy solution which maximizes the log likelihood under the model as well.
Stochastic Gradient Descent (SGD)
To be able to apply SGD to our optimization problem, we need to make sure that the simplex constraints are kept intact. One way to achieve this is by changing the optimization variables fromŷ i tor i through the following transformation:ŷ i = softmax (r i ). The resulting "unconstrained" optimization problem can be then optimized using SGD:
(6) To apply SGD updates, we need the gradient with respect to the new variablesr i which can be derived Data: an input sequence x; pre-trained model parameters Θ; pre-defined target sequence length L * ; target vocabulary V ; pre-defined iteration number T. Initializep 1 i for all i ∈ {1 . . . ℓ}; Choose a learning rate η > 0; for each round t = 1, . . . , T , do 1. Calculateŝ t = ∇ŷQ ŷ t ∇r ŷ t , where:ŷ t := ŷ t 1 , . . . ,ŷ t ℓ , y t = softmax r t ,r t := r t 1 , . . . ,r t ℓ ; and
Result: Returnŷ * with minimized cost Q. Algorithm 2: The SGD algorithm for online relaxed optimization.
using the chain rule:
The resulting SGD algorithm is summarized in Algorithm 2.
A drawback of changing the variables with softmax is that the resulting distribution has always full support. However, in our decoding setting sparse solutions are preferred compared to the fractional ones.
To achieve this, we use the following transformation called sparsemax (Martins and Fernandez Astudillo, 2016) 
It has been shown that the above Euclidean projection onto the probability simplex is likely to hit the boundaries, hence induces sparsity in the solution (Martins and Fernandez Astudillo, 2016) . After changing the variables with sparsemax, we apply SGD to solve the optimization problem (the resulting algorithm is similar to Algorithm 2).
Important Decisions in EG and SGD
Both SGD and EG are iterative optimization algorithms, and there are important decisions to be made about them:
• Maximum number of iterations. We need to effectively choose the maximum number of iterations with proper stopping criteria.
• Initialization. Both SGD and EG algorithms require a proper initialization. We will try random initialization, uniform initialization, and initialization with the solution of the greedy Viterbi decoding.
•
Step-size/Learning rate. A proper stepsize/learning rate is a key in the success of these optimization algorithms. It's worth noting that there are no obvious methods how to choose an optimal value of step-sizes. We can also adaptively change the step-size using (scheduled) annealing of decreasing/increasing it, or via line search.
Decoding in Extended NMT
Our decoding framework allows us to effectively and flexibly add additional soft constraints on the output symbols during inference. We will demonstrate the power of our approach in handling soft constraints which are hard to deal with in either greedy decoding or beam search.
Coverage Constraints
Adapted from Xu et al. (2015) , we can add a coverage penalty to encourage the coverage of source words to be translated during the translation process:
where α i,j is the soft alignment between the target word j and source word i, and λ is a hyperparameter, weighting the importance of the coverage penalty. Alternatively, we can employ more advanced coverage embedding model as proposed in (Mi et al., 2016) , e.g.,
where o ℓ,x j is a coverage embedding vector of the source word x j at the last time step ℓ, formulated as o ℓ,x j := f cov y ℓ , α ℓ,j , o ℓ−1,x j , where f cov is an updating function, e.g., a gated activation function with GRU (Mi et al., 2016) .
Fertility Constraints
Cohn et al. (2016) addressed the drawback of NMT model(s) in modeling the "word fertility" problem during training. Our decoding framework allows us to effectively add a word fertility regularization term to the cost function; hence, the fertility problem can be further integrated during decoding. We employed the global contextual word fertility formulation of Cohn et al. (2016) in our decoding framework, resulting in:
where f j := ℓ i=1 α i,j and p (f j |x, j) := N µ (h j ) , σ 2 (h j ) scores the fertility of source word x j which follows a normal distribution parameterized by µ and σ 2 ; h j is the contextual vector at source word position j; λ is a hyper-parameter, weighting the importance of the fertility regularization term.
Joint Decoding in Bidirectional Models
The standard NMT model generates the translation in a left-to-right manner and conditions every target word to its left context. However, the probability of the translation can be decomposed differently to condition a target word on its right context, i.e. the target sentence can be generated in a rightto-left manner. Naturally, a good translation is the one which has high probability according to these forward (left-to-right) and backward (right-to-left) models. However, decoding the highest probability translation in the intersection of these two models is hard with the traditional greedy or beam search algorithms which need to generate the target words one by one. Our optimization framework is powerful enough to solve the decoding problem involving the intersection of forward and backward models:
(11) where α is an interpolation hyper-parameter to be fine-tuned; Θ fwd and Θ bwd are the pre-trained forward and backward models, respectively. This bidirectional agreement possibly also leads to improvement in translation diversity, as observed in ) via re-ranking.
Joint Decoding with a Language Model
We can intersect a language model with a neural translation model, in the spirit of the noisy channel model for traditional SMT (Koehn, 2010):
where λ is a hyper-parameter, weighting the importance of the additional monolingual language model, and P LM (y | x) is the target language model (e.g., N-gram (Koehn, 2010), NPLM (Bengio et al., 2003) , RNNLM (Mnih and Hinton, 2007; Mikolov, 2012; Mikolov et al., 2011) ).
It's worth noting that the additional monolingual language model can play a flexible role as a domain adapter for a neural MT system. For example, the neural MT system can be trained on the news domain, whereas the additional monolingual target language model can be trained on another domain of interest, e.g., the conversational domain.
Experiments

Datasets
As an initial work, we conducted our experiments on small and medium -scale datasets, including: small (BTEC as in (Cohn et al., 2016) Chinese ↔ English), medium (IWSLT 2015 TED Talks (Cettolo et al., 2012; Cettolo et al., 2014) German → English and French → English). The statistics of the datasets used can be found in Table 1 : Statistics of the training & evaluation sets used, showing in each cell the count for the source language (left) and target language (right). "#types" refers to the vocabulary counted on the training datasets; "#OOVs" is count of out-of-vocabulary words of a given data set; "nil" means "unavailable information".
Setups
We utilized the dynet library 2 as a deep learning back-end for our implementation. We implemented our decoding framework on the top of mantis toolkit 3 (Cohn et al., 2016) . All neural network models were configured with 512 input embedding and hidden layer dimensions, and 256 alignment dimension, with 1 and 2 hidden layers in the source and target, respectively. We employed LSTM recurrent structure (Hochreiter and Schmidhuber, 1997) for both source and target RNN sequences. For vocabulary sizes, we chose the word frequency cut-off 5 for small and medium -size datasets (BTEC and TED Talks). For training our neural models, the best perplexity scores on tuning sets were used for early stopping of training neural translation models, which was usually between 5-8 epochs.
Results and Analysis
For our evaluation, we used two neural model scores (discrete and continuous) as well as an external MT evaluation measure with BLEU (Papineni et al., 2002) . The discrete model score is the cost computed as − log P Θ (y | x) by a neural model, where y is a target (translation) output given by a model and x is a source input; whereas the continuous score is obtained when the relaxed opti-2 https://github.com/clab/dynet 3 https://github.com/trevorcohn/mantis mization over the cost function as in Equation 4 converges at a possibly-optimal point. It's worth noting that the better (aka smaller) continuous score supposedly implies the convergence of the relaxed optimization. Of three algorithms (EG, Softmax, Sparsemax) as discussed in Section 3, in this paper, we only presented our initial results with the EG algorithm. There are four components that greatly affect our proposed RelOpt framework with the EG algorithm, including output sequence length, initialization, learning rate, and algorithm iteration. The first component is the output sequence length. For our initial work, we assume that this length is already given, e.g., from the greedy Viterbi or beam search translations. For initialization, we adopted three strategies: random, uniform, and probability, where only uniform and probability can be applied for the EG algorithm due to the simplex constraints. In our implementation, the uniform initialization initializes (at the first iteration) the relaxed variablesŷ to 1 |V | values where |V | is vocabulary size; whereas the probability initialization initializesŷ to probability outputs (e.g., the softmax prediction) of a given decoding model. Since greedy Viterbi decoding is very fast, it can be chosen for probability initialization. The third component is the learning rate. In fact, there are no obvious method to choose an appropriate learning rate for gradient descent -based optimization; instead, depending on a specific modeling Table 2 : The evaluation scores of the EG algorithm evaluated on BTEC (zh→en) translation. avgDCost: average discrete cost; avgCCost: average fractional/continuous cost. All RelOpt+u+etaXs are with uniform initialization of relaxed variablesŷ, learning rate X, and 100 iterations (fixed); whereas RelOpt+g is withŷ initialization from greedy translation probability, learning rate 10 and 100 iterations (fixed).
task. For simplicity, we attempted different learning rates manually, ranging from 10 to 400. 4 The last component is the algorithm iteration T , which we chose from 40, 100, 200, 300, 400. Table 2 shows our evaluation results on BTEC's zh→en translation. We first fixed the algorithm iteration with 100, and then evaluated the effect of different learning rates. For uniform initialization, increasing learning rates consistently improve all the scores. It could be due to the fact that uniform initialization causes the very small gradients, and large learning rates are likely to compensate for it. As compared to vanilla model, all the scores are worse. This is not surprising us much because the EG algorithm with uniform initialization may get stuck in a very poor local optima, and it finds very tough to escape it. This also reminds us that our relaxed optimization problem is very likely to be "non-convex". For this reason, we utilized a so-called probability initialization from greedy Viterbi decoding which is supposed to be already good. This initialization greatly helps to improve our model, resulting in much better scores, of which BLEU is even better than of the Vanilla model.
Given this probability initialization, we proceed to evaluate the effects of individual learning rate and algorithm iteration selection, as the results are Table 3 : The evaluation scores of the EG algorithm evaluated on BTEC (zh→en) translation. All RelOpt+etaXs are with X for learning rate and 40 iterations; RelOpt+itXs are with fixed learning rate 10 and X iterations; and RelOpt+mo0.9 is with learning rate 10 and 100 iterations, and uses gradient optimization with momentum value 0.9. All RelOpt variants usedŷ probability initialization from greedy Viterbi decoding.
shown in Table 3 . By adjusting the learning rate, our RelOpt algorithm gradually converges at the optimal point (with learning rate 50) which gives better model scores (both discrete and continuous). We also changed the algorithm iteration ranging from 40 to 400, and observed the similar effect. However, adjusting learning rate and algorithm iteration simultaneously does not give better results since they does not complement each other. This above results show that our relaxed algorithm has trouble navigating the local optima. To overcome this, we applied the Momentum (Qian, 1999) to help accelerate the convergence of our relaxed optimization algorithm. This can be done easily by modifying the termŝ t i in Algorithm 1, 2 with weighted moving average of past gradients, e.g.,ŝ t i := γŝ t−1 i + η∇ŷQ ŷ t . As expected, the relaxed optimization algorithm with momentum works really well, achieving the best result without fine-tuning the learning rate and algorithm iteration. Further, we also obtained similar results across other language pairs and data sets, as fully shown in Table 4 : All evaluation scores of the EG algorithm evaluated on BTEC (en↔zh) and TEDTalks (de→en & fr→en) translations. All RelOpt variants are witĥ y probability initialization from greedy decoding, learning rate 10, 100 iterations and gradient optimization with momentum 0.9.
Related Works
Decoding (or inference) for neural models is a challenging task; however, it attracts less attentions in the literature. The most widely-used methods include sampling, greedy Viterbi and beam search. There are only a few works that have attempted to improve those. Birch (2016) attempted to re-rank the "left-toright" decoding results by "right-to-left" decoding, resulting in diversified translation results. Similar in spirit to this, the n-best translation list produced by beam search algorithm can be diversified by integrating bidirectional (left-to-right and rightto-left) scores in re-ranking , or by adjusting the beam diversity with reinforcement learning . Cho (2016) proposed to inject noises in the hidden transition function of the "conditional" recurrent neural language models, and then to execute multiple parallel decoding runs. This so-called NPAD strategy can improve the existing methods, such as greedy Viterbi and beam search. However, this strategy is not clear on why such noisy hidden RNN states can help, and on how, when and where noise(s) should be injected.
Recently, Wiseman and Rush (2016) proposed an approach of integrating beam search optimization during training of neural models. This is somewhat different from ours since our proposed framework executes the optimization during decoding. Also, it's worth noting that our decoding based on online optimization is likely to generalize the beam search strategy, making it feasible with unlimited beam size.
Concurrent to ours, Snelleman (2016) presented a preliminary work on neural translation decoding with gradient descent; however, our work is different from several aspects. First, we proposed three different algorithms of which the exponentiated gradient (EG) algorithm is a generalized version of Snelleman (2016)'s proposed algorithms. Second, we also reveal that our proposed framework exposes the flexibility of incorporating various additional soft constraints. Last, our experiments were conducted with a case study of attentional neural translation models, instead of pure encoder-decoder models as in Snelleman (2016) .
Conclusion and Future Work
We have presented a novel framework based on continuous optimization technique for decoding neural translation models. Within our framework, three stochastic iterative optimization algorithms (including EG, Softmax, Sparsemax) have been proposed and discussed in details. One important innovation of our proposed framework (as discussed in Section 4) is the flexibility of incorporating the additional soft constraints in a principled way. This capability opens up some interesting potential applications which we leave for our future works. First, our proposed framework eases the integration of additional constraints (e.g., word coverage, word fertility) into NMT decoding, which presumably can be only done during training in the existing approaches (Cohn et al., 2016; Mi et al., 2016) . Second, bidirectional decoding can be obtained in an elegant way, rather than via reranking as in (Birch, 2016; . Also, additional monolingual language models can be integrated easily, potentially alleviating MT adaptation for neural models during decoding.
Our preliminary experimental results on a case study of attentional neural translation models give us the first glimpse of the promise of our proposed framework.
