We present a finite difference method for solving the equations of combustion in the limit of zero Mach number. In this limit, acoustic waves are weak and do not contribute significantly to the fluid dynamics or energetics. For the equations describing this limit, we construct an efficient. high-resolution numerical method that allows for large temperature and density variations and correctly acCOl.ll1ts for expansion due to heat release.
construct an efficient. high-resolution numerical method that allows for large temperature and density variations and correctly acCOl.ll1ts for expansion due to heat release.
The method, a projection method, is a second order fractional step scheme. In the first step, we compute the solution to advection-reaction-diffusion equations for the velocity, temperature, and species. In the second step, we impose the constraint on the divergence of the velocity field that represents the effect of bulk compression and expansion of the fluid due to heat release. We demonstrate our method on the problem of combustion in an enclosed container. 
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Introduction
In this paper we present a numerical method for solving a system of equations describing combustion in the zero Mach number limit. This limiting system was first developed for inviscid flow by Baum and Rehm [8] and later extended to viscc'lls flow by Majda and Sethian [7] . In this limit. the acoustic waves are fast and weak, and they do not contribute significantly to the fluid dynamies.
The star.ing point for the derivation of the limiting ~.et of equations i~ the following scaling behavior for pressure,
The two terms. Po and p, have physical significance: Po is the bulk thennodynamic pressure which varies in time only, while the gradient of p is the pressure gradient term in the momentum equati on.
For simplicity, we make several assumptions about our system. We first assume that single step chemistry exists (that is, reactants go to products irreversibly.) We use an Arrhenius reaction rate model, and take all diffusion coefficients to be constant. We also assume reactants and products have the same molecular weight. All assumptions are made for ease of computation~ nothing inherent in the method prevents more complicated models from being used Given these simplifying assumptions, our system of equations for combustion in a closed container, based on those in [7] , take the form
where equations (1.2), (1.3) and (1.4) are conservation equations for momentum, energy, and species, respectively, (1.5) is the ideal gas equation of state, (1.6) is the evolution equation for bulk thermodynamic pressure, and (1.7) is the divergence constraint on the velocity. Z, the mass fraction is defined as the ratio of unburned mass to total mass.
Note that there is no explicit density equation to be solved. Instead, conservation of mass is used to derive the divergence constraint (L7)~ given that the energy equation (1. 3), the equation of state (L5)~ and the ordi-777 nary differential equation for the thermodynamic pressure is satisfied, The divergence equation (1.7) represents the extent to which the flow is compressible.
Despite the fact that energy is released and the fluid expands only locally along the flame front, the time derivative of Po contributes a uniform background to the volume source representing the bulk compression of the fluid to compensate for the expansion along the flame front.
We solve the system using a modified projection method. Projection methods were first introduced by Chorin [4] [2] and [3] to solve the system of equations for reacting flow in the zero Mach number limit. The major difference is that the flow is no longer incompressible and our divergence constraint is no longer homogeneous. We are required to modify the projection to account for the non-zero right hand side of 0.7), Specifically, the incompressible projection is based on the decomposition of an arbitrary vector field into its gradient and divergence-free parts
where the nonnal component of y<1 vanishes on the boundary of the domain. -yd is related to vortical motions while the scalar potential, V cp, is related to the pressure gradient. In the present case, we further split the gradient into two parts.
where v<i is still related to vorticity generation and V cp is still associated with the pressure, but we have an additional gradient, V"" which. accounts for the volume sources in (1.7) and is part of the velocity field:
The procedure for solving the equations for low Mach number reacting flow is similar to that used for solving the equations for incompressible flow, modulo the required additions to solve the scalar equations for temperature, pressure, density and mass fraction. The first step is to calculate all non-linear advective tenns using a Godunov procedure. Thls procedure is second order accurate for smooth flow, stable at discontinuities, and has been shown to provide excellent resolution for flows with complex vortical structure. The Godunov method works by tracing backward along characteristics to determine the conservative flux that entered (or exited) each of the finite difference cell's surfaces.
These fluxes are then used to construct the advective terms. We use this methcxi to calculate flux terms for velocity, energy, and species (mass fraction.)
Next, we update tem-perature and mass fraction by using a Crank-Nicolson discretization where all source terms are approximated at time fl+ 1/2. We use these updated quantities to find bulk pressure by performing the integration indicated in (1.6), and use the result to update density using the equation of state (1.5). Once all these updates have been performed, we re-evaluate all volume sources at time fl+l12.
We continue by finding an approximation to the updated velocity field by solving a Crank-Nicolson discretization of the momentum equation where the pressure term is treated as a source and evaluated at time tn· 1/2. Finally, we complete the velocity update by performing the projections to enforce the compressibility constraint. At this time we also calculate the updated perturbational pressure.
In the next section, we provide details on the Godunov procedure for computing the time centered approximations to the non-linear flux terms. We follow ~s discussion with details on solving the scalar equatIOn. Next. we outline our time-stepping strategy and discuss the projection. Finally, we present some results for the problem of combustion in a closed container.
Treatment of Non-Linear Thrms
This section discusses the steps taken to calculate the time-centered non-linear terms. The Godunov procedure is a conservative, second-order accurate method similar to that used by [2] . It is a multistep method whereby we first predict values at cell edges at time t n + 1/2 using Taylor series extrapolation, upwind at cell edges. enforce the divergence constraint on the predicted velocities, and then use the predicted quantities to construct non-linear terms. Cell centers are located at (i,j), the right side of each cell is at i+ 1/2 and the top is at j+ 1/2. We define velocity, pressure, temperature. density, and mass fraction at cell centers. where the spatial derivatives are estimated by the fourth-order monotorucity limited slopes used by [2] .
These slopes were selected in favor of the van Leer limited slopes used in [1] because they have slightly less damping.
The differential equation is substituted into the expressions above to eliminate the temporal derivative, but the pressure terms are omitted. As in [2] . we will correct for the pressure using a separate pressure calculation. Thus (2.1) becomes
Slopes in the nonnal directions are replaced by fourthorder approximations, while slopes in the transverse direction are calculated by
The next step in the method is to resolve the ambiguity at cell edges by selecting one of the two extrapolated values. Recall that at each cell edge, two values have been extrap01ated. one from the left and one from the right (or one from the top and another from the bottom) Selec~ing a single value from these two is done by &olvmg a Riemann problem. The solution is shown here !·or the velocity at the right cell edge. Dropping the time mdex, we find the normal component u ·+u· ,
otherwise Then we use the normal velocity to find the tangential component
We continue by enforcing the divergence constraint on these predicted velocities we've just calculated using a MAC type projection modified for variable density flow. The projection is based on the idea that the predicted velocities can be decomposed into two components, one divergence-free and the other the gradient of a scalar. The gradient piece has two factors contributing to it: it encompasses both the pressure gradient and a second gradient associated with the heat released from combustion. Specifically, if we write the predicted velocities as
we can take the divergence of (2.7) to form the Poisson equation (2.10) and solve it for the scalar field, q>. From q>. we can construct V cp and recover both the pressure gradient and the velocities which satisfy the divergence constraint using (2.9), This is a particularly straightforward process, since we are given the velocities at cell edges. This enables us to use the MAC centering (Harlow and Welch [6] ) of velocities and pressures in discretizing (2.10),
In detail, we calculate the MAC divergence at cel]
and approximate the volume source term at cell centers (2.12)
where the solution is evaluated at time step n. and the derivative of the thermodynamic pressure is obtained by summing the remaining terms over the grid, and dividing by the area. We subtract the source term from the MAC divergence, and use it as a right hand side in solving the Poisson equation with variable coefficients 779 below. Cell centered Neumann boundaries are used.
Once we have obtained q:I, we compute the gradient to be used as a pressure correction and correct the predicted velocities (2.14)
Thus if+ 112 satisfies a suitably accurate approximation Finally, we use these U's to construct the non-linear terms [(U' V) U] n+1I2 using centered differencing (2.15)
We need to use a slightly modified version of the predictor in calculating the advection terms for mass fraction. We observed that using the algorithm above introduced a mild non-linear instability for CFL numbers greater than about .5 in the reacting flow case.
Using the following alternative scheme alleviates the problem. EssentiaIly~ what we are doing with this modified algorithm is smoothing the source terms that come from the chemical reaction by perfonning one point-Jacobi iteration. The smoothing is consistent with the governing differential equation and introduces no loss of accuracy.
Since the Godunov scheme is explicit~ we need to satisfy a CFL condition on the time step to insure stability. This constraint is ( Ax., a y ,")
Scalar Updates
After the Godunov procedure, we are almost in a position to update mass fraction by solving a CrankNicolson discretization of the species conservation equation (1.4) . First, however, we require that all source terms be evaluated at t n + Ill. All that is needed is a timecentered approximation of T; we use a Taylor series to make the necessary guess. We then solve
for Zn+l using multigrid, and average mass fraction at the old and new times to get a good approximation for Zn+l!2.
We perform a similar process for updating temperature by solving the discretized energy equation (1.3)
At, with mass fraction, we average temperature at the old and new times to obtain a good estimate for JO+lll,
We continue by integrating the evolution equation for bulk thermodynamic pressure (1.6). We use the results of this integration to calculate a corrected value for (DPo/Dtf+ l12 and pon+l which are used, in turn, to 780 update density and evaluate the volume source terms at time (n+l)At.
Projection
The projection step of the algorithm serves to enforce the divergence constraint (1.7) and enables us to find updates for velocity and perturbational pressure. The mechanics of this projection are identical to those of the MAC projection: we take the divergence of the vector field we're projecting; solve the Poisson equation for the scalar field, <p ~ and use the scalar field to find yJ + V"" the velocity update, and the pressure update,
The two questions we address in this section are a) How do we enforce the divergence constraint as a function of time? b) What is the spatial discretization of the constraint?
In response to the first question 1 we use a secondorder predictor-corrector algorithm in [l] to intertwine the viscous operator and the constraint. We first compute U*, an approximation to U n + 1 , by sol ving (4.1) and then use U* in our decomposition. This decomposition is based on the relationship which can be rewritten as As in the MAC case, we satisfy the divergence constraint by subtracting velocity source terms from the divergence of the right hand side. That is, we solve
where S = «OU) n+ 1_ (nU) Il) / (At) to be consistent with the time centering of the projection.
The question remains as to what spatial discretization to use for (4.6) , Unlike in the predictor step, the velocities are all centered at the same points on the grid, so that the choice is not straightforward. We use a hybrid formulation with an additional filter to remove modes that are left in by the projection. Specifically, in the primary projection, we solve
To update the perturbational pressure and calculate IT, an intennediate velocity field, we use -At U = un_pn+1I2GoB (4.6)
Next, we solve (4.8)
and construct Go'" . To remove non-physical high-frequency modes that persist after the primary projection, we construct a "filter" consisting of one point-Jacobi iteration of a diagonal -five point discretization of the Laplacian, and apply it to IT -Go'" [10] . Final1y, we update velocity by adding Go'" to the filtered field.
Note that by using this approach we do not strictly enforce the divergence constraint in that Do U n + 1 :i:-A h", .
The algorithm does, however, appear to be numerically accurate and stable as demonstrated in the last section.
Results
Below some results of our calculations are shown and convergence is demonstrated for the method discussed in the previous sections. Initially, we define a smooth initial velocity profile inside a unit square with homogeneous Dirichlet boundary conditions. The initial ~emperature profile consists of two smooth "hot spots"
In the lower left and upper right corners, corresponding to areas where the fluid contains only products of combustion. The remainder of the fluid consists of low temperature reactants. The temperature in these hot areas is great enough to set off the ignition temperature kinetics. The Reynolds number is approximately 5000. Plots are shown are shown at both early and later times.
We note especially the complex vortical structure that fonns in the burnt gas due to the baroclinic generation of vorticity at the flame front and the enhanced mixing of the lower density gasses.
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In addition, the low Mach number effects are apparent in the temperature profiles. At late times, despite nearly complete combustion of the unburned gas which is releasing energy only locally at the flame front at the domain edges, the high temperature zone is located in the center of the domain. This effect is due to the uniform rise in bulk thermodynamic pressure; as the pressure rises, the temperature rises highest in the center where combustion is completed and the density is low-
est.
We establish convergence rate by solving the same problem with smooth initial data on coarse and fine grids, outputting the results at a fixed time, and comparing the difference on adjacent grids. Our initial stream function is The results of the convergence study are summarized in tables 1,2, and 3. c:J
