Adaptive gradient methods such as AdaGrad and its variants update the stepsize in stochastic gradient descent on the fly according to the gradients received along the way; such methods have gained widespread use in large-scale optimization for their ability to converge robustly, without the need to fine tune parameters such as the stepsize schedule. Yet, the theoretical guarantees to date for AdaGrad are for online and convex optimization. We bridge this gap by providing strong theoretical guarantees in batch and stochastic setting, for the convergence of AdaGrad over smooth, nonconvex landscapes, from any initialization of the stepsize, without knowledge of Lipschitz constant of the gradient. We show in the stochastic setting that AdaGrad converges to a stationary point at the optimal O(1/ √ N ) rate (up to a log(N ) factor), and in the batch setting, at the optimal O(1/N ) rate. Moreover, in both settings, the constant in the rate matches the constant obtained as if the variance of the gradient noise and Lipschitz constant of the gradient were known in advance and used to tune the stepsize, up to a logarithmic factor of the mismatch between the optimal stepsize and the stepsize used to initialize AdaGrad. In particular, our results imply that AdaGrad is robust to the unknown Lipschitz constant and level of stochastic noise on the gradient, in a near-optimal sense. When there is noise, AdaGrad converges at the rate of O(1/ √ N ) with well-tuned stepsize, and when there is no noise, the same algorithm converges at the rate of O(1/N ) like well-tuned batch gradient descent.
Introduction
Consider the problem of minimizing a differentiable function F : R d → R via gradient descent: starting from x 0 ∈ R d and stepsize η 0 > 0, iterate until convergence
where η j > 0 is the stepsize at the jth step. If ∇F is Lipschitz continuous with Lipschitz parameter L > 0, then the fixed stepsize η j = η = 1/L guarantees a strong linear convergence rate, O(1/T ), to a stationary point: ∇F (x T ) 2 ≤ ε after T = O(L/ε) iterations. If η < 1/L, then linear convergence O(1/T ) is still guaranteed, at the slower rate O( 1 ηε ). On the other hand, if η is too big, even just by a factor of 2, η = 2/L, then gradient descent is no longer guaranteed to converge, and can even diverge. That is, gradient descent is sensitive to the choice of stepsize. Thus, in practice, one instead adaptively chooses the stepsize η j > 0 at each iteration to approximately maximize decrease of the loss function in the current direction of −∇F (x j ) via either approximate line search, or according to the Barzilai-Borwein (BB) rule [2] . While the BB stepsize is effective in practice, convergence is only guaranteed for quadratic loss functions, and thus the BB method often used in conjunction with a non-monotone line search. For an overview of line search methods, we refer the reader to [26] .
While line search methods are efficient for adaptively updating the stepsize in the "batch" gradient descent set-up where the gradients ∇F (x j ) are measured exactly, these methods are not useful in the stochastic setting, where instead of observing the full gradient at iteration j, one observes a stochastic gradient G j , in the form of a random vector satisfying E(G j ) = ∇F (x j ) and having bounded variance. Stochastic gradient descent (SGD) is the de facto standard for deep learning optimization problems, or more generally, for large-scale optimization problems where the loss function F (x) can be approximated by the sum of a large number n of component functions, F (x) = n i=1 f i (x), and it is more efficient to measure a single component gradient ∇f ij (x), i j ∼ Uniform{1, 2, . . . , N }, and move in the noisy direction G j (x) = ∇f ij (x), than to compute a full gradient ∇F (x) = n j=1 ∇f j (x). In the stochastic setting, the question of how to choose the stepsize η > 0 or stepsize schedule {η j } is difficult. The classical Robbins/Monro theory [21] says that in order for lim k→∞ E[ ∇F (x k ) 2 ] = 0, the stepsize schedule should satisfy
however, these bounds do not necessarily inform how to set the stepsize in practice, where algorithms are run for a finite number of steps and the constants in the rate of convergence matter.
Adaptive Gradient methods
In the past several years, adaptive gradient methods for SGD which update the stepsize on the fly according to norms of gradients received along the way, have gained widespread use. The first such method, AdaGrad, was introduced independently by [6] and [15] , and is still popular in practice for its robustness to choices of parameters such as the initial stepsize. That is, SGD with AdaGrad stepsize update is observed to converge quickly over a wide range of initial step sizes, compared to plain SGD which requires a carefully engineered stepsize schedule to achieve the same convergence rates. The "norm" version of the AdaGrad update in the stochastic setting is as follows: initialize b 0 > 0; at the jth iteration, observe random variable G j such that E(G j ) = ∇F (x j ) and iterate
It is straightforward that in expectation, E[b
, the stepsize will decay eventually according to
. This stepsize schedule matches the schedule which leads to optimal rates of convergence for SGD in the case of convex, but not necessarily smooth, loss functions, as well as smooth, but not necessarily convex loss functions (see, for instance, [1] and [4] ). This observation suggests that AdaGrad should be able achieve optimal rates for SGD in these settings, but without having to know the parameter σ 2 a priori. Making such observations rigorous is difficult, however, because b j is a random variable and thus the standard proofs in SGD do not straightforwardly extend. Our main result for AdaGrad in the stochastic setting provides such a proof. We also show that in the batch setting, that is, where G j = ∇F (x j ) is the full (noiseless) gradient, AdaGrad also achieves a strong linear convergence rate to a stationary point, matching the best possible rate of convergence for gradient descent with fixed step size as if the Lipschitz smoothness parameter L were known in advance.
Main contributions We show the following: for a loss function F with L-Lipschitz gradient, 1. In the batch (noiseless gradient) setting, Theorem 2 shows that the AdaGrad algorithm with initialization b 0 > 0 will reach an ε-approximate stationary point, or a point x such that ∇F (x) 2 ≤ ε, after 
Up to the factor of log
, our bound for the stochastic matches the bound in [7] achieved with carefully tuned fixed stepsize
which uses knowledge of L and c G . We note however that the bounds of [7] hold also for min =0,1,...,N −1 E ∇F 2 , and so are stronger than our bound for min =0,1,...,N −1 E ∇F 4 3 3 2 ; improving our bound remains an interesting direction for future research. Thus, our results make rigorous and precise the observed phenomenon that AdaGrad is highly adaptable to the level of stochastic noise -one may simply initialize the stepsize to any large value, and the algorithm will converge at a near-optimal rate, but with a price of a logarithmic factor. Moreover, AdaGrad is robust to the level of stochastic noise on the gradient: when there is noise, AdaGrad converges at the rate of O(1/ √ N ) with well-tuned stepsize, and when there is not noise, the same algorithm converges at the rate of O(1/N ) like well-tuned batch gradient descent.
Previous work
AdaGrad, first introduced independently by [6] and [15] , is a state-of-the-art first order method which is already used widely used in practice in stochastic gradient setting for its robustness to the choice of stepsize. The most popular variant of AdaGrad updates not just a single stepsize parameter b j at each iteration, but rather d parameters
We consider the case of only a single stepsize update in this paper for simplicity. Theoretical guarantees of convergence for AdaGrad were proved in [6] for the setting of online convex optimization, where the loss function may change from iteration to iteration and be chosen adversarially. AdaGrad was subsequently observed to be effective for accelerating convergence in the nonconvex setting, and is has become a state-of-the-art algorithm for optimization in deep learning problems. Several modifications of AdaGrad have been proposed, namely, RMSprop [24] , AdaDelta [28] , SGD-BB [25] , AdaBatch [5] , and what is at this point the most popular in practice, Adam [9] .
Regarding convergence guarantees for adaptive gradient methods in the offline gradient descent setting, the recent work [12] introduced a family of adaptive gradient methods inspired by AdaGrad, and proved convergence rates in the setting of convex loss function which match the rates as if the smoothness parameter L were known in advance; yet, that analysis still requires the a priori knowledge of a convex set K with known diameter D in which the global minimizer resides. We provide a similar guarantee for AdaGrad in the convex setting for completeness -see Theorem 10. More recently, the authors of the present paper considered in [27] a different adaptive gradient algorithm, WNGrad, which is closely related to AdaGrad and inspired by the Weight Normalization algorithm [23] . In fact, the WNGrad stepsize update is quite similar to the AdaGrad update; the two updates compare as follows:
[27] provided a guarantee of convergence for WNGrad in the batch setting similar to Theorem 2, and we draw significantly from the analysis of that paper. In fact, unaware to the authors at the time, a very similar update to the WNGrad stepsize was previously proposed in [22] , and generalized to optimization in [19] . However, AdaGrad obtains a better convergence rate -
instead of log( L b0 ) -suggesting that the convergence of WNGrad is less robust to the initial stepsize than AdaGrad. Numerical experiments confirm this comparison; thus, we focus only on the AdaGrad update in this work.
As we were finishing up this work, we became aware of the recent paper [13] which also proves O(1/ √ N ) convergence rates for AdaGrad setup in the nonconvex and stochastic setting, but they require knowledge of Lipschitz constant L of the gradient and require that b 0 > L. We do not require knowledge of the Lipschitz constant, but we do assume the gradient is bounded by some (unknown) finite number, E G 2 ≤ c 2 G , while they only assume bounded variance,
Finally, we provide results also in the batch setting, where we do not assume knowledge of the Lipschitz constant.
Future work
This paper presents a preliminary analysis of the AdaGrad algorithm in batch gradient descent and stochastic gradient descent; our theorems explain in part the popularity of AdaGrad for nonconvex optimization in that the convergence guarantees are universal in the sense that the convergence rate is very robust to the initial stepsize 1/b 0 , and adjusts automatically to the level of stochastic noise. However, several improvements and open questions remain. First, the convergence rate we present in the batch setting of T =
iterations to encounter an ε-approximate stationary point can likely be improved to T =
. It also seems possible to combine our analysis with acceleration in order to improve the sample complexity to T = O(
); the Catalyst of [14] and [20] is a possible recipe for such acceleration. In the stochastic setting, our theorem gives a bound on min =0,1,...,N −1 E ∇F 
k . Finally, AdaGrad is just one particular adaptive stepsize method and other updates such as Adam [9] are often preferable in practice; it would be nice to have similar theorems for other adaptive gradient methods, and to even use the theory as a guide for determining the "best" method for adapting the stepsize for given problem classes.
Notation
Throughout, · denotes the 2 norm. We use the notation
If L > 0 is the smallest number such that the above is satisfied, then we write F ∈ C 1 L .
AdaGrad convergence in the batch setting
Throughout this section, we consider the following algorithm.
Algorithm 1 AdaGrad in Batch Setting
To put our main result in context, let us first review a classical result (see, for example [18] , (1.2.13)) on the convergence rate for gradient descent with fixed stepsize.
after at most a number of steps
, then convergence is not guaranteed at all -gradient descent can oscillate or diverge.
Our main result shows that, unlike gradient descent with constant stepsize, AdaGrad is robust to the choice of initial stepsize, and, precisely, as the initial stepsize 1/b 0 increases away from the critical value of 1/L, the convergence rate only degrades by a factor of log(L/b 0 ).
Theorem 2 (AdaGrad -convergence from initial stepsize). Consider the AdaGrad Algorithm 1.
Comparing the convergence rate of AdaGrad with the convergence rate of gradient descent with fixed stepsize, we see that in case b = b 0 ≥ L, the rates are essentially the same. But in case b = b 0 < L, gradient descent can fail to converge as soon as b ≤ L/2, while AdaGrad converges for any b 0 > 0, and is extremely robust to the choice of b 0 < L in the sense that the resulting convergence rate remains close to the optimal rate of gradient descent with fixed stepsize 1/b = 1/L, paying only a factor of log( L b0 ) in the constant. Remark 3. Theorem 2 suggests that in practice, one should simply initialize AdaGrad with a large stepsize 1/b 0 , and the algorithm will adapt on its own by decreasing the stepsize to an appropriate limiting value -as shown in Lemma 9, to a value no smaller than
Remark 4. The convergence rate in Theorem 2 represents a worst-case analysis of AdaGrad over the class of functions F ∈ C 1 L ; in practice, the limiting stepsize will obtain very quickly, and at a value much larger than 1/L. This is not surprising since the smoothness parameter L represents only the globally worst-case bound on the magnitude of the ratio
. In other words, even if one has a sharp a priori bound on L, the AdaGrad Algorithm 1 can converge significantly faster than gradient descent with fixed stepsize 1/L, and is thus advantageous to use even with such knowledge.
Ingredients of the Proof
We first introduce several lemmas that are used in the proof of Theorem 2. We repeatedly appeal to the following classical Descent Lemma, which is also the main ingredient in Lemma 1, and can be proved by considering the Taylor expansion of F around y.
We will also use the following lemmas concerning sums of non-negative sequences.
Lemma 6. For any non-negative a 1 , · · · , a T , such that a 1 > 0,
Proof. The lemma can be proved by induction. That the sum should be proportional to log T i=1 a i can be seen by associating to the sequence a continuous function g : R + → R satisfying g( ) = a , 1 ≤ ≤ T , and g(t) = 0 for t ≥ T , and replacing sums with integrals.
Lemma 7. For any non-negative a 1 , · · · , a T , such that a 1 > 0,
Proof. The lemma can be proved by induction. Similar to the previous lemma, one can use an integral test to see that the square root of the sum is the correct quantity on the right hand side.
We will use the following lemma to argue that after an initial number of steps N = 1 +
Lemma 8. Fix ε ∈ (0, 1] and L > 0. For any non-negative a 0 , a 1 , . . . , the dynamical system
has the property that after N =
Proof. If b 0 ≥ L, we are done. Else, let N be the smallest integer such that N ≥
which implies
The following Lemma 9 guarantees that the sequence b 0 , b 1 , . . . converges to a finite limit b max > 0 and that b max cannot be much larger than 2L + C where C depends on initialization.
and moreover,
Proof.
Taking j → ∞,
Since the AdaGrad update can be equivalently written as
we find that
As for the upper bound of F (x k0−1 ), we invoke the Descent Lemma again, and have
where third step uses Lemma 6.
Proof of Theorem 2
Proof. By Lemma 8, if min k=0:
If k 0 = 1, it follows from (8) that
and thus the stated result holds straightforwardly. Otherwise, if k 0 > 1, then set
By Lemma 5, for any M ≥ 1,
Thus,
By Lemma 8, we have
we are assured that min
3 AdaGrad convergence in the stochastic setting
Convergence in the smooth, not necessarily convex setting
We now analyze the AdaGrad algorithm in the stochastic setting, where it is most used in practice. We provide convergence theorems in both the smooth, but not necessarily convex setting, and the convex but not necessarily smooth setting, to illustrate the adaptivity of the algorithm.
In the stochastic setting, instead of observing a full gradient ∇F (x k ) at the kth iteration, we observe a stochastic gradient G(x k , ξ k ), where ξ k , k = 0, 1, 2 . . . are random variables whose distributions are supported on bounded subsets Ω k ⊂ R d . We require the following assumptions: for each k ≥ 0,
2. The random vectors ξ k , k = 0, 1, 2, . . . , are independent of each other and also of x k ;
; These assumptions are standard (see e.g. [17, 16] , [3] ). The third assumption implies that the gradient ∇F is uniformly bounded, and so, in particular, F cannot be strongly convex.
From this point on, we use the shorthand G k = G(x k , ξ k ) for simplicity of notation. We consider the same AdaGrad algorithm in the stochastic setting: In the stochastic setting, the
Algorithm 2 AdaGrad in Stochastic Setting
Input:
Generate random variable ξ j−1 and
exhibits quite different behavior -rather than converging to a fixed value proportional to the Lipschitz smoothness constant as in the batch setting, the stepsize decreases to zero in the stochastic setting, roughly at the rate of
. It is well-known that AdaGrad step sizes decrease at this rate, and that this rate is optimal in k in terms of the resulting convergence theorems in the setting of smooth but not necessarily convex F , or convex but not necessarily strongly convex or smooth F . Still, one must be careful with convergence theorems for AdaGrad because the stepsize is a random variable and dependent on all previous points visited along the way.
Suppose that the random variables G , ≥ 0, satisfy the above assumptions. Then
Remark 11. This result implies that -as in the batch setting -AdaGrad converges starting from any value. By simply initializing with a very small b 0 ∈ (0, 1], the most price to pay is a factor of log( To put this result in context, we can compare to Corollary 2.2 of [7] , which implies that under the same conditions, if the Lipschitz constant L and the variance c G are known a priori, and the step-size
Thus, we almost match the optimal rate of [7] but without a priori knowledge of L and c G , up to only an additional factor of log Proof. For simplicity, we write F j = F (x j ) and ∇F j = ∇F (x j ). By Lemma 5, for j ≥ 0,
At this point, we cannot apply the standard method of proof for SGD, since b j+1 and G j are correlated random variables and thus, in particular, for the conditional expectation
If we had a closed form expression for E ξj [
], we would proceed by bounding this term as
Since we do not have a closed form expression for E ξj [ ] to proceed. Condition on ξ 1 , . . . , ξ j−1 and take expectation with respect to ξ j ,
thus,
Now, observe the identity
thus, applying Cauchy-Schwarz,
By applying the inequality ab ≤ (bj +cG) , the first term in (18) can be bounded as
Similarly, applying the inequality ab ≤ (18) is bounded by
Thus, we have
and, therefore, back to (17),
Rearranging,
Applying the law of total expectation, we take the expectation of each side with respect to ξ j−1 , ξ j−2 , . . . , ξ 1 , and arrive at the recursion
Taking j = N and summing up from k = 0 to k = N − 1,
For the second term of right hand side in equation (21),we apply Lemma (6) and then Jensen's inequality to bound the final summation:
As for term of left hand side in equation (21),we apply Hölder's inequality,
and
to obtain
Thus (21) arrives at the inequality
Dividing by
results in the statement of the theorem.
Convergence in the convex setting
Although there is already theory for the convergence of AdaGrad in the setting of online convex optimization [6] , and theory for similar offline stochastic gradient algorithms in the convex setting [12] , we provide a theorem to further illustrate the adaptivity of AdaGrad to different classes of loss functions. Below, we will use the notation x N = 1 N N −1 i=0 x i to denote the average of the first N iterations.
Theorem 12. Suppose F (x) is convex, and let x * denote any optimum point of F . Suppose that the stochastic gradients G 1 , G 2 , . . . satisfy the stated assumptions. In addition, suppose that we know that x * belongs a convex set K of diameter D 2 = max x,y∈K x − y 2 . Consider Algorithm 2, but with an added projection:
so that we have
where
with probability 1 due to the projection step. Applying Lemma 7 to the first and third terms on the RHS, we continue the bound to get
Applying now the law of iterated expectation gives
where the final step uses Jensen's Inequality. Finally, by convexity,
, so we conclude
Numerical Experiments
With guaranteed convergence of AdaGrad in both batch and stochastic settings with strong robustness to the choice of initial stepsize 1/b 0 , we perform experiments in this section to illustrate our analysis and also to illustrate that in the context of deep learning, this robustness does not come at the price of worse generalization. Figure 1 for reading instruction. [8] with no learnable parameters in batch normalization.
1
In addition, we repeat five trails to avoid the random initialization effect, and preprocess the data with normalization using mean and standard deviation of the entire training samples. The experiments are done in PyTorch and parameters are by default if no specification is provided.
For each experiment, we vary the initialization b 0 > 0 while fixing all other parameters, and plot the training accuracy and testing accuracy of AdaGrad compared to gradient descent after 5, 10, 20, 60 and 120 epochs (see the title of each plot), averaged over 5 trials. In both batch an stochastic setting, we compare AdaGrad (red curve) with initial parameter b 0 > 0 to gradient descent initial parameter b 0 > 0 to stochastic gradient descent with (a) fixed stepsize (black curve) 
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