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P
 


 
u
t
u  G
u 
t x  J 
u 
t x in Q  T 
u
t x   on   T 
  
u
 x    
u


x in 
where  is an open bounded and regular set in R

and T   Moreover  is a
negative constant and the nonlinear functions   G and J satisfy the following structural
assumptions
  
s  min 
s   s

 
  
G
u 
t x 

A u


t x


Z
jutu
 
txj
jutj
g

u


t
 

  ju


tj
L
 

 u


t

 



d





 
J 
u 
t x  j

u


t x  ju


tj
L
 

 u


t

 

ju 
t  u 
t xj

 
 
with A      u

 max
u  jEj the Lebesgue measure of the set E So for
example ju 
t  u


t xj denotes the measure of the set fy    u
t y  u


t xg for
a given x   and t  T  The function u


t
 
 u


t
 
 dened on the interval

 
 jj is the decreasing rearrangement of the function u


t     the
latter is dened by u


t 
x  u
t x

 for x   and a xed t  T  
see e g  
By u


t

 
we denote the 
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for all admissible functions u for all t  T  and x  
The above formulation is related to a problem arising in the study of the magnetic
connement of a plasma in a Stellarator device when the plasma is assumed to be a
perfect conductor but with a nonzero net current inside each ux magnetic surface 
in
contrast with ideal Stellarators
Taking into account Ohms and Faradays laws the associated GradShafranov equa
tion obtained after an averaging process from the threedimensional physical problem
can be formulated as a twodimensional inverse problem of the form
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where F  R  R

is an unknown function satisfying F 
s 
p
A 
a given positive
constant for any s   
the set fu  g corresponds to the vacuum region separating
the plasma from the walls of the device see e g   The case of an ideal Stellarator
with zero net current within each ux magnetic surface has been studied recently in 
In practice however this ideal condition does not hold and a known current arises
in the interior of each magnetic surface 
see 	 for a physical modelling and  for a
mathematical treatment both for the associated stationary problem Using the change
of variables introduced in  the condition of a nonzero current inside each magnetic
surface can be expressed in terms of a family of integrals involving a given function
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for any t   T  this is known as the currentcarrying condition The present paper
generalizes the results of  which is concerned with the special case h  
We point out that the physical model involves some weight functions a and b which
here are assumed to be equal to one and the diusion operator is a certain elliptic
secondorder operator with variable coe cients Our problem 
P thus contains some
simplications A more general framework will be considered in 
The main goal of this paper is to prove the existence of a weak solution for 
P 	 The
organization of the rest of the paper is as follows In Section  we explain how 
 
and 
  lead to nonlocal terms of the kind involved in 
P 	 In Section  we introduce
the notion of weak solution and prove some a priori estimates for any weak solution
Finally in Section 	 we state and prove the existence result For the proof we shall use a
Galerkin method as in  Notice that the equation in 
P is ellipticparabolic depending
on the sign of u So we start by approximating 
P by a family of regularized problems
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
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The main goal of this section is to show how the family of conditions 
  allows us to
write the unknown function F in terms of a nonlocal expression in u In order to do so
we shall apply some technical results about decreasing and relative rearrangements
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function and the decreasing rearrangement have many useful properties some of which
will be used here 
see for instance       or  
Assuming u to be regular enough we can apply Theorem    of   in order to obtain
the derivative with respect to s of relation 
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After a truncation argument 
as used in  we are led to the assumption of globally
bounded functions g and j as in 
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 The justication of the truncation argument

passing to the limit is the main goal of 
 On the notion of weak solution and some a priori estimates
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Proof See  Lemma  Regarding the notation recall that 
 
 jj Moreover
given a 
measurable function v on  and a function  on 
 
 we denote by 
jv  v
	j
the function x  
jv  v
xj dened on   
Next we will establish some a priori estimates
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 Let w
m

t 
P
m
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w
i
m

t
i
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t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m
m
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for all t in the solutions interval of existence
Proof The rst statement follows from an estimate similar to the one in Lemma 	 and
from Poincares inequality To prove the second statement we multiply the k
th
equation
in 
	  by
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w
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m
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which proves the assertion  
Proof of Theorem  Since f

 	 	 	  
m
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m
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
 W
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   


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w
m

t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by the CauchyPeano theorem the initial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	 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w

m
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m
m

t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m
 From the a priori estimates given
in Lemma 	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m
 T  that is w
m
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P
m
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w
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Proof 
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 follow from the estimates in Lemma 	 To prove 
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is the orthogonal projection from L
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we then infer that w
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 Passing to the limit as m
Proof of Theorem  For a xed 
 with   
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be a sequence
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continuity of the maps
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see Lemma 		 and use the fact that w
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Proof The desired equality follows from an integration by parts To obtain an estimate
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The last assertion of the lemma now follows  
With similar reasoning as in the proof of Corollary 	
c we infer
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is bounded in L


 T H



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the nonlinear terms in the equations after passing to the limit as 
   we apply a
compactness result due to Rakotoson and Temam 
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 We deduce that w
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Multiplying the dierential equation in 
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From the weak convergence of w

to w in L


 T H



 and from the last equality we get
that w

w strongly in L


 T H

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 Thus we may assume that w


tw
t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in H



 for a e t  T  In fact as w

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
GagliardoNirenberg interpolation shows that
w


tw
t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p

 for a e t  T  and    p 	
Finally we argue as in the proof of Theorem 	 to show that h  G
w    J
w  
We conclude that u  w   is a weak solution of 
P with the properties claimed in the
theorem  
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