Abstract -We study the Berezin transform and the Stratonovich-Weyl correspondence associated with a holomorphic representation of the multi-dimensional Jacobi group.
Introduction
This paper is part of a program to study Berezin transforms and StratonovichWeyl correspondences associated with holomorphic representations. The notion of Stratonovich-Weyl correspondence was introduced in [31] in order to extend the usual Weyl correspondence between functions on R 2n and operators on L 2 (R n ) (see [1] , [21] ) to the general setting of a Lie group acting on a homogeneous space. Stratonovich-Weyl correspondences were systematically studied by J.M. GraciaBondìa, J.C. Vàrilly and various co-workers, see in particular [23] , [20] , [18] and [22] . The following definition is taken from [22] . Definition 1.1. Let G be a Lie group and π a unitary representation of G on a Hilbert space H. Let M be a homogeneous G-space and µ a (suitably normalized) G-invariant measure on M . Then a Stratonovich-Weyl correspondence for the triple (G, π, M ) is an isomorphism W from a vector space of operators on H to a vector space of (generalized) functions on M satisfying the following properties:
(1) W maps the identity operator of H to the constant function 1;
Université de Lorraine, Site de Metz, UFR-MIM, Département de mathématiques, Bâtiment A, Ile du Saulcy, CS 50128, F-57045, Metz cedex 01, France E-mail: benjamin.cahen@univ-lorraine.fr group. The elements of G can be written as ((z,z), c, h) where z ∈ C n , c ∈ R and h ∈ S. The multiplication of G is thus given by ((z,z), c, h) · ((z ,z ), c , h ) = ((z,z) + h(z ,z ), c + c + 1 2 ω((z,z), h(z ,z )), hh ). The complexification G c of G is then the semi-direct product G c = H c Sp(n, C) whose elements can be written as ((z, w), c, h) where z, w ∈ C n , c ∈ C, h ∈ Sp(n, C) and the multiplication of G c is obtained by replacingz andz by w and w in the preceding formula.
We denote by s, s c , g and g c the Lie algebras of S, S c , G and G c . The Lie brackets of Let θ denotes conjugation over the real form g of g c . For X ∈ g c , we set X * = −θ(X). We can easily verify that if X = (z, w), c, Also, we denote by g → g * the involutive anti-automorphism of G c which is obtained by exponentiating X → X * to G c . Let K be the subgroup of G consisting of all elements (0, 0), c,
where c ∈ R and P ∈ U (n). Then the Lie algebra k of K is a maximal compactly embedded subalgebra of g and the subalgebra t of k consisting of all elements of the form ((0, 0), c, A) where A is diagonal is a compactly embedded Cartan subalgebra of g [26] , p. 250. Following [26] , p. 532, we set
Then we have the decomposition g c = p 
In particular, we see that G is a group of the Harish-Chandra type [26] , p. 507 (see also [30] ), that is, the following properties are satisfied:
Berezin transform...
(1)
We can easily verify that g = (z 0 , w 0 ),
if and only if Det(D) = 0 and, in this case, we have y
− the projections onto P + -, K c -and P − -components. We can introduce an action (defined almost everywhere) of G c on p + as follows. For Z ∈ p + and g ∈ G c with g exp Z ∈ P + K c P − , we define the element g · Z of p + by g·Z := log ζ(g exp Z). From the above formula for the
−1 and
This implies that
where
Then one has g Z · 0 = Z. From the above formula for the action of G on D, we can deduce the G-invariant measure µ on D. Let µ L be the Lebesgue measure on D C n × B. Thus, we easily obtain that dµ(Z) = Det(1−YȲ ) −(n+2) dµ L (y, Y ), see for instance [5] . This result can be also deduced from the general formula for the invariant measure, see [26] , p. 538.
In the rest of the paper, we fix the normalization of the Lebesgue measure as follows. For y ∈ C n , write y = (a 1 + ib 1 , a 2 + ib 2 , . . . , a n + ib n ) with a j , b j ∈ R for j = 1, 2, . . . n. Then we take the measure Lebesgue on C n to be dy := da 1 db 1 da 2 db 2 · · · da n db n . Similarly, writing Y ∈ B as Y = (y kl ), we denote by dY the Lebesgue measure on B defined by dY := kl dy kl . Thus we set dµ L (y, Y ) := dy dY . Now we aim to compute the adjoint and coadjoint actions of G c . First, we compute the adjoint action of G c as follows. Let g = (v 0 , c 0 , h 0 ) ∈ G c where v 0 ∈ C 2n , c 0 ∈ C and h 0 ∈ S c = Sp(n, C) and X = (w, c, U ) ∈ g c where w ∈ C 2n , c ∈ C and U ∈ s c . We set exp(tX) = (w(t), c(t), exp(tU )). Then, since the derivatives of w(t) and c(t) at t = 0 are w and c, we find that
On the other hand, let us denote by ξ = (u, d, ϕ), where u ∈ C 2n , d ∈ C and ϕ ∈ (s c ) * , the element of (g c ) * defined by
Moreover, for u, v ∈ C 2n , we denote by v × u the element of (s c )
By restriction, we also get the formula for the coadjoint action of G. The following lemma will be needed later.
The elements ξ 0 of g * fixed by K are the elements of the form
Holomorphic representations
The holomorphic representations of the multi-dimensional Jacobi group were studied by many authors, see in particular [26] , [9] , [10] , [4] , [5] and [6] . We follow here the general presentation of [26] , Chapter XII (see also [14] ).
Let χ be a unitary character of K. The extension of χ to K c is also denoted by χ. We set
) for g ∈ G and Z ∈ D. We consider the Hilbert space H χ of all holomorphic functions f on D such that
where the constant c χ is defined by
We shall see that, under some hypothesis on χ, c χ is well-defined and H χ = (0). In that case, H χ contains the polynomials [26] , p. 546. Moreover, the formula
defines a unitary representation of G on H χ which is a highest weight representation [26] , p. 540.
The space H χ is a reproducing kernel Hilbert space. More precisely, if we set e Z (W ) := K χ (W, Z) then we have we have the reproducing property f (Z) = f, e Z χ for each f ∈ H χ and each Z ∈ D [26] , p. 540. Here ·, · χ denotes the inner product on H χ .
Here we fix χ as follows. Let γ ∈ R and m ∈ Z. Then, for each k = (0, 0), c,
We need the following lemma.
is convergent if λ > −1 and in this case we have
.
Then we have the following result.
We set
Then we have
We have H χ = (0) if and only if γ > 0 and m + n + 1/2 < 0. In this case, we also have c
Proof. We can verify (1) and (3) by computations based on the formula for κ given in Section 2. To prove (2), recall that, by [26] , Theorem XII.5.6, we have H χ = (0) if and only if
Then we have to study the convergence of I χ . By taking into account the expression of µ given in Section 2, we get
and, by making the change of variables y → (I n − YȲ ) 1/2 y whose Jacobian is Det(I n − YȲ ), we find that
But by [21] , p. 258, we have
for γ > 0. The result then follows from Lemma 3.1
Note that we can deduce from (3) of Proposition 3.2 an explicit but rather complicated expression for π χ (g). Now we consider the derived representation dπ χ .
Here we use the following notation. If L is a Lie group and X is an element of the Lie algebra of L then we denote by X + the right invariant vector field on L generated by X, that is,
we can easily prove the following result.
Lemma 3.3. Let X ∈ g c and g = z k y where z ∈ P + , k ∈ K c and y ∈ P − . We have
From this, we easily deduce the following proposition (see also [26] , p. 515).
In particular, we have
Now we need to introduce some notation. As usual, we write Z ∈ D as Z = a(y, Y ) where y = (y j ) 1≤j≤n ∈ C n and Y = (y kl ) 1≤k,l≤n ∈ B. Define
and consider i ∈ I. Then we define ∂ i as follows. If i ∈ {1, 2, . . . , n} then ∂ i is the partial derivative with respect to y i and if i = (k, l) then ∂ i is the partial derivative with respect to y kl . Moreover, we say that P (Z) is a polynomial of degree ≤ q if P (a(y, Y )) is a polynomial of degree ≤ q in the variables y j and y kl .
From the preceding proposition we deduce the following result.
Proposition 3.5. For each X 1 , X 2 , . . . , X q ∈ g c the operator dπ χ (X 1 X 2 · · · X q ) is a sum of terms of the form P (Z)∂ i1 ∂ i2 · · · ∂ ir where r ≤ q, i 1 , i 2 , . . . , i r ∈ I and P (Z) is a polynomial of degree ≤ 2q.
Proof. By Proposition 3.4 we see that, for each X ∈ g c , dπ χ (X) is of the form
are polynomials of degree ≤ 2. The result then follows by induction on q.
Generalities on the Stratonovich-Weyl correspondence
In this section, we review some general facts about the Berezin correspondence, the Berezin transform and the Stratonovich-Weyl correspondence.
First at all, recall that the Berezin correspondence on D is defined as follows. Consider an operator (not necessarily bounded) A on H χ whose domain contains e Z for each Z ∈ D. Then the Berezin symbol of A is the function S χ (A) defined on D by
We can verify that each operator is determined by its Berezin symbol and that if an operator A has adjoint A * then we have S χ (A * ) = S χ (A) [7] , [8] . Moreover, for each operator A on H χ whose domain contains the coherent states e Z for each Z ∈ D and each g ∈ G, the domain of π χ (g −1 )Aπ χ (g) also contains e Z for each Z ∈ D and we have
Cahen that is, S χ is G-equivariant, see [14] . We have also the following result.
Proposition 4.1. [14] (1) For g ∈ G and Z ∈ D, we have
(2) For X ∈ g c and Z ∈ D, we have
Let
P Q QP
= i Tr(P ). We denote by O(ξ χ ) the orbit of ξ χ in g * for the coadjoint action of G. This orbit is said to be associated with π χ by the Kostant-Kirillov method of orbits, see [25] , [14] . Moreover, we have the following result.
Then, for each X ∈ g c and each Z ∈ D, we have
(2) For each g ∈ G and each Z ∈ D, we have
In order to make the expression of Ψ χ more explicit, we introduce the following notation. For ϕ ∈ s * , let α(ϕ) the unique element of s such that ϕ, X = Tr(α(ϕ)X) for each X ∈ s. In particular, one has α(ϕ 0 ) = 1 2 iIn 0 0 −iIn . Moreover, for u = (x,x) ∈ C 2n and u = (y,ȳ) ∈ C 2n we have
Note also that θ intertwines Ad * and Ad. Then we have the following result. 
Moreover, we have
Now we recall briefly the construction of the Stratonovich-Weyl correspondence [20] , [13] , [14] . Denote by L 2 (H χ ) the space of all Hilbert-Schmidt operators on H χ and by µ χ the G-invariant measure on D defined by dµ χ (Z) = c χ dµ(Z). Then the map S χ is a bounded operator from L 2 (H χ ) into L 2 (D, µ χ ) which is one-to-one and has dense range [29] , [32] . Moreover, the Berezin transform is the operator on
We can easily verify that we have the following integral formula for B χ
(see [7] , [32] , [33] for instance). Let ρ be the left-regular representation of G on L 2 (D, µ χ ). As a consequence of the equivariance property for S χ , we see that B χ commute with ρ(g) for each g ∈ G.
Consider the polar decomposition of S χ :
Note that, by (2) of Proposition 4.2, the measure µ 0 :
The following proposition is then immediate.
Note that we have relaxed here (1) of Definition 1.1 which is not adapted to the present setting since I is not Hilbert-Schmidt. However, this requirement should be hold in some generalize sense, see for instance [22] .
B. Cahen

Extension of the Berezin transform
The aim of this section is to extend the Berezin transform to a class of functions which contains S χ (dπ χ (X)) for each X ∈ g c , in order to define and study W χ (dπ χ (X)). This question was already investigated in [14] in the case of a reductive Lie group and in [17] in the case of the Jacobi group.
For Z, W ∈ D, we set l Z (W ) := log η(exp Z * exp W ) ∈ p − .
Lemma 5.1.
(1) For each Z, W ∈ D and V ∈ p + , we have
(2) For each Z, W ∈ D and V ∈ p + , we have
where Q is a polynomial on p − of degree ≤ 2q.
is a sum of terms of the form P (Z)Q(l Z (Z)) where P and Q are polynomials of degree ≤ 2q.
Proof. The proof of this lemma is similar to those of Lemma 6.2 of [14] and Lemma 5.2 of [17] . Note that the proof of (1) is essentially based on Lemma 3.3, that (3) is a consequence of (1) and (2) and, finally, that (4) follows from (3) and Proposition 3.5.
We can then establish the main result of this section.
Proof. First, we fix Z ∈ D and we make the change of variables W → g Z · W in Equation 4.1. Then we obtain
We take F = S χ (dπ χ (X 1 X 2 · · · X q ) and we set Y k := Ad(g
for each W ∈ D. Recall that, by the preceding lemma, the function
is a sum of terms of the form P (W )Q(l W (W )) where P and Q are polynomials of degree ≤ 2q. Then we have to prove that, for each q < 1 4 (−m − 2n) and each polynomials P and Q of degree ≤ 2q, the integral
First, we note that if W = a(y, Y ) then
0 .
Thus we have
As in the proof of Proposition 3.2, we make the change of variables y → (I n − YȲ ) 1/2 y and we find that
Now we make the following remarks.
(1) Since P is a polynomial of degree ≤ 2q and B is bounded, there exists a constant C 0 > 0 such that
2) By using the classical formula for the inverse of a matrix, for each Y ∈ B we have
where C(A) denotes the cofactor matrix of a matrix A. From this we deduce that there exists a constant C 0 > 0 such that
Here · denotes the operator norm corresponding to the Hermitian norm on C n . By using these remarks, we can reduce the study of the convergence of I to that of the integral
and, passing to spherical coordinates, we see that there exists some constants C, C > 0 such that, for each Y ∈ B, we have
Then we have to study the integral
Now denote by λ s (YȲ ) the maximum of the eigenvalues of YȲ and recall that Y 2 = λ s (YȲ ). Then we have
Thus we obtain
for each Y ∈ B. But by Lemma 3.1, we see that J n (−4q − m − 2n − 1) hence I converges if q < 1 4 (−m − 2n). This ends the proof.
Stratonovich-Weyl symbols of derived representation operators
Here we assume that −m > 2n+4. Then, by Proposition 5.2, B χ (S χ (dπ χ (X))) is well-defined for each X ∈ g c . We aim to define also W χ (dπ χ (X)) for X ∈ g c . To this goal, we first introduce a space of functions on D which is stable under B χ and contains S χ (dπ χ (X)) for each X ∈ g c .
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Recall that, by Proposition 4.2 we have S χ (dπ χ (X))(Z) = iξ(Ad(g −1 Z )X) for each X ∈ g c and Z ∈ D. This leads us to introduce the vector space S generated by the functions Z → φ 0 (Ad(g −1 Z )X) where X ∈ g c and φ 0 is an element of (g c ) *
which is Ad * (K)-invariant. Such elements φ 0 were determined in [15] , see Lemma 2.1 above. The following proposition is analogous to Proposition 6.2 of [17] .
Proposition 6.1. Let φ : D × g c → C be a function such that (i) For each Z ∈ D, the map X → φ(Z, X) is linear; (ii) For each X ∈ g c , g ∈ G and Z ∈ D, we have φ(g·Z, X) = φ(Z, Ad(g −1 )X). Then
(1) The element φ 0 of (g c ) * defined by φ 0 (X) := φ(0, X) is fixed by K;
(2) For each X ∈ g c and Z ∈ D, we have
We also have
(3) For each X ∈ g c , the function ψ : D×g c → C given by ψ(·, X) = B χ (φ(·, X)) is well-defined and satisfies (i) and (ii).
(4) The vector space S is generated by all the functions Z → φ(Z, X) for φ as above and X ∈ g c . Moreover, S is stable under B χ .
Proof.
(1) By (ii), for each k ∈ K and X ∈ g c , we have
Then φ 0 is fixed by K.
(2) The first assertion follows from (ii). To prove the second assertion, recall that by [15] , there exists
and, noting that φ 0 | p ± = 0 by Lemma 2.1, we can conclude that
(3) By using the same arguments as in the proof of Proposition 5.2, we can verify that, for each X ∈ g c , the Berezin transform of φ(·, X) is well-defined. The second assertion follows from the fact that B χ commutes to the ρ(g), g ∈ G.
(4) This follows from the preceding statements.
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Now we need the following lemmas.
Lemma 6.2. For each Y ∈ B, we have
Proof. For s ∈ [0, 1] and Y ∈ B, let us introduce
By [21] , p. 258, we have
Then, by computing the derivative of J s (Y ) at s = 1, we get
On the other hand, by integrating by parts, we get
for each k = 1, 2, . . . , k. By summing up over k, we obtain The following lemma gives a useful expression for K χ (Z, Z) which will be used in the proof of Proposition 6.4 . Lemma 6.3. For each Z = a(y, Y ), let z 0 := (I n − YȲ ) −1 (y + Yȳ). Then we have
Proof. The result follows from Proposition 3.2 by a routine computation. Alternatively, by [14] , Lemma 4.1, we have
and, by taking into account the expressions of χ and g Z , we then recover the desired formula for K χ (Z, Z).
Let us introduce the following integral of Hua's type:
Since the maximum of the eigenvalues of (I n − YȲ ) and then we see that K n (λ) converges for λ > 2 since J n (λ) converges for λ > 1, see Lemma 3.1. Also, we denote by φ 1 and φ 2 the elements of S defined by φ Let φ ∈ S defined by φ 0 = (0, d, λϕ 0 ) with d, λ ∈ C. Let ψ ∈ S such that ψ(·, X) = B χ (φ(·, X)) for each X ∈ g c . Then we have ψ 0 = (0, d, dµ n + λν n ).
Proof. We will use the formula and we make the change of variables y = z 0 −Yz 0 whose Jacobian is Det(I n −YȲ ). Hence, by using Lemma 6.2, we obtain
On the other hand, it is clear that ψ 1 0 (H 2 ) = iλ 1 n. Finally, we find that
Similarly, we write ψ 
