Current electronic system design requires to be concerned with power consumption consideration. However, in a lot of design tools, the application power consumption budget is estimated after RTL synthesis. We propose in this article a methodology based on measurements which allows to model the application power consumption with architectural and algorithmic parameters. So, the modeled applications can be added in a library in order to help the system designer to determine early in the design flow the best adequacy between high performances and low power consumption.
INTRODUCTION
Electronic systems continually progress, becoming more and more complex, fast, powerful and power consuming. Indeed, the transistor miniaturization dramatically increases the power consumed by a whole chip [5] . The main consequences of this trend are the addition of cooling circuits and the battery lifetime reduction for embedded systems. Like for timing and die area, the power consumption becomes a critical constraint for electronic system designers. As shown in Figure 1 , usual system power estimation is obtained after design place and route (2) . All design optimizations at this level are time consuming and are not always obvious. Moreover, this estimation is not reusable to design a new system. Such as demonstrated [4] , to improve the design flow effectiveness, it is necessary to raise the power estimator abstraction level. Therefore, we propose in this paper to model the power consumption of existing IPs with high-level parameters (1) . The IP and the power model associated will be placed on a CAD tool library. Thus, the IPs can be characterized at the early stage of the design flow in order to respect the system power constraint. The designer efficiency is enhanced and all models are re-usable with each IP to design a new system. The paper is organized as follows: In section 2, the methodology used for modeling the IP power consumption is presented and illustrated by case studies which are the LAR space coder and Fast Fourier Transform. Section 3 shows how to use the IP models to estimate the system power consumption. Section 4 concludes this paper and presents future works. 
HOW TO MODEL AN IP POWER CONSUMPTION

Power Characterization Methodology
The FLPA (Functional Level Power Analysis) methodology was applied for modeling the IP power consumption on FPGA. This methodology was developed by [3] in order to extract the processor power consumption model with a set of high level parameters [2] . The FLPA is based on physical measurements which guarantee realistic values with good accuracy. As shown on Figure 2 , this methodology has four main parts, which are given below:
• The IPs are considered as black boxes. A primary functional analysis helps to determine which highlevel parameters have an effective impact on the power consumption: relevant algorithmic and architectural parameters are then selected such as entropy in a picture, number of FFT points, filter order, clock frequency, data size and so on.
• Then, the power characterization step explicits the power consumption behavior (obtained by measurements) when each parameter varies independently.
• After curve fitting, the complete power model is obtained; it expresses the whole power consumption variations related to all the parameters with mathematical laws.
• Finally, the accuracy of the model obtained is validated against a new measurements set.
Power Modelization Methodology
The IP power model is given by the equation (1). It is composed of two terms, which represents the dynamic power (equation (3)) and the static power (equation (2)).
Equation (2) The dynamic power is deduced from the other power consumption measurements in order to obtain equation (3), which is composed of clock frequency and the different high-level parameters.
Case Studies
In order to illustrate our approach, we proposed in this section to model the LAR space coder and the Fast Fourier Transform. In the first case, the power consumption of a fixed architecture is modeled on Virtex E and Virtex 2 pro FPGA. In the second case, the FFT power consumption is modeled for different kinds of butterfly architecture and a data activity fixed to 50% on a Virtex 2 pro.
LAR space coder
The LAR method (Locally Adaptive Resolution) [1] is used to compress a gray levels image coded on 8 bits. The interest of this methodology is to adapt the local resolution according to the image entropy. Here, LAR space coder is considering as a black box. After a (4) for a parameter range given by equation (5). 
The specific model parameters for each component are given by the table 2. The slice number for the both FPGA is nearly equivalent. We have noticed a difference between λ P lan , and δ parameters. This is an obvious difference which is due to transistor technology. Indeed, Virtex E have a 18 µm transistor sizing and 13 µm for the Virtex 2 pro. So, the static power consumed is lower in the first case than in the second one. The dynamic power consumption depends on α and β parameters. The last parameters are higher for the Virtex E than the Virtex 2 pro. Indeed, the core voltage supply for the Virtex E is 1,8 Volts against 1,5 Volts for the Virtex 2 pro. The error obtained between model estimation against measurements are indicated on table 3. On average, the power estimations are given with a good accuracy. 
Fast Fourier Transform
Here, we proposed to model the power consumption of Xilinx FFT IP [6] for different kinds of butterfly architecture which are radix 2, radix 4 and pipelined. In order to simplify this work we have fixed the data activity to 50%. Like for the LAR space coder, high level parameters were determined after a functional analysis. We retained 2 parameters which are:
• f MHz : the FFT clock frequency.
• N : Number of FFT points.
We decomposed the FFT power consumption such as an equation of 3 terms (equation (6)).
For the 3 kinds of architecture, we obtained 3 models which are given by the equation (7), (8) and (9) respectively for a parameter range given by equation(10).
The model coefficients are given by 
SYSTEM ESTIMATION METHOD-OLOGY
In this section, it is proposed to use these IPs model in order to estimate the power consumption of a full system design. We have considered a system of N IPs. We assumed that the power consumed by the system is the sum of the power consumed by the N IPs and the power consumed by the FPGA configuration plan, such as is given by the equation (11).
The power consumed by each IP is given by the equation (12); e.g : for the FFT or the LAR space coder, it is the previous models without the P F P GAP lan term.
To validate this approach, various IP combinations were implemented up to five. Table 6 shows the average error obtained between estimations and measurements when the IP number is increasing. The average error obtained for one IP is 5 %. When the IP number is increasing, the average error raises around to 10 %. When the IP is modeled alone on the FPGA, a power consumption overhead is due to the interconnections length between the IP core and the FPGA pads. When, the IPs are associated, the interconnections length between 2 IPs is reduced. Thus, in all cases, the power is overestimated.
CONCLUSION AND FUTURE WORKS
In this paper, we have presented an efficient highlevel power estimation for SoC based on IP power modeling methodology which is validated on FPGA. During the first step of a system design flow, these models help the designer to develop an application under a power constraint. The time consuming in design backtrack is strongly reduced and model estimation is re-usable for designing a new system. Future works will consist in defining an IPs models formalism and to increase the IPs library, in particular those dedicated to communication such as NoC.
