A time-frequency decomposition was applied to the event-related potentials (ERPs) elicited in an auditory oddball condition to assess differences in cognitive information processing. Analysis in the time domain has revealed that cognitive processes are reflected by various ERP components such as N1, P2, N2, P300, and late positive complex. However, the heterogeneous nature of these components has been strongly emphasized due to simultaneously occurring processes. The wavelet transform (WT), which decomposes the signal onto the time-frequency plane, allows the time-dependent and frequency-related information in ERPs to be captured and precisely measured. A four-octave quadratic B-spline wavelet transform was applied to single-sweep ERPs recorded in an auditory oddball paradigm. Frequency components in delta, theta, and alpha ranges reflected specific aspects of cognitive information processing. Furthermore, the temporal position of these components was related to specific cognitive processes.
ich, 1993). Typically, the ERP analysis is performed in the time domain, whereby the amplitudes and latencies of prominent peaks in the averaged potentials are measured and correlated with information processing mechanisms. However, this conventional approach confronts two major problems.
First, it is well recognized that ERPs are time-varying signals reflecting the summated time courses of underlying neural events during stimulus processing. Indeed, consecutive, overlapping, and partly overlapping processes have been demonstrated to accompany ERP generation (Miller, 1991a) . Furthermore, the processing mechanisms as reflected by distinct components may operate on different time scales, i.e., ranging from milliseconds to seconds (Hillyard & Picton, 1987) as in the example of the early brain stem responses, middle latency evoked potentials, and late (endogenous) ERP waves (Regan, 1989) . To separate functionally meaningful events that occur simultaneously and on different time scales, different procedures such as ERP subtraction (e.g., Hansen & Hillyard, 1980; Näätänen, 1990) , or statistical methods (principal component analysis, repeated-measures analysis of variance) have been employed (Rösler & Manzey, 1981) . However, the reliable isolation of these events from ERP waveforms is still problematic.
Second, analysis in the frequency domain has revealed that EEG/ERP frequency components in different frequency ranges (delta, theta, alpha, beta, gamma) are functionally related to information processing and behavior (see, e.g., Başar & Bullock, 1992; Pantev, Elbert, & Lütkenhöner, 1994; Klimesch, Schimke, & Schwaiger, 1994; Pfurtscheller, Neuper, Andrew, & Edlinger, 1997; Başar, Hari, Lopes da Silva, & Schürmann, 1997) . However, the application of a conventional frequency domain analysis to transient signals such as ERPs by using the Fourier transform (FT) has a major drawback: the FT obscures all information about the timing of transient neural events, just as time domain representations obscure the specific frequencies that constitute the signal. Therefore, to deal with transient signals such as ERPs where the spectral properties of the signal vary with time, it is necessary to prevent such extremes and to find a representation that will capture the relevant signal features in both time and frequency.
To address these requirements, Başar (1980) introduced a combined time and frequency domain analysis based on general systems theory. In that method, major resonant frequencies in the ERP response are first determined using the FT and then the timing of stimulus-related oscillations is obtained by means of adaptive digital bandpass filtering. Another commonly used method for time-frequency analysis is the short time Fourier transform (STFT) (Gabor, 1946; van Dijk, Caekebeke, Jennekens-Schinkel, & Zwinderman, 1991; Makeig, 1993; Sinkkonen, Tiitinen, & Näätänen, 1995) . The STFT divides the time domain into uniform successive time windows and applies the FT to the signals in each of these epochs of equal size. The STFT is generally restricted to the use of a tapered windowed sinusoid as an analyzing function. Its major drawback is the basic limitation of time-frequency localization due to the fixed window size.
1 Because the same window size is used for each frequency, time localization becomes progressively worse at higher frequencies and short-lasting components cannot be precisely localized in time. Conversely, the ability to discriminate between two nearby frequencies becomes worse at lower frequencies.
As a better alternative, an efficient time-frequency (time-scale) decomposition method, the wavelet transform (WT), has been recently proposed (Grossman & Morlet, 1984; Mallat, 1989; Daubechies, 1990) . The major advantage of the WT is the variable time resolution involving shorter effective time windows for higher frequencies and longer effective time windows for lower frequencies. This variable time resolution closely matches the structural properties of ERP signals (de Weerd & Kap, 1981; Samar, Swartz, & Raghuveer, 1995) . Therefore, the WT yields optimal time resolution over the respective scales of ERPs. Using the WT, the ERP can be partitioned among several orthogonal functions (independent frequency components) with overlapping time courses at different scales. These orthogonal functions can also be chosen to have compact support, i.e., to be well localized in time. Thus, the WT with its variable time-frequency localization takes into consideration the overlapping component composition of ERPs (Bartnik, Blinowska, & Durka, 1992; Schiff, Aldroubi, Unser, & Sato, 1994; Samar et al., 1995; Kolev, Demiralp, Yordanova, Ademoglu, & IsogluAlkac, 1997 ) and provides for the efficient analysis of the nonstationary nature of transient signals like ERPs (Ademoglu, Micheli-Tzanakou, & Istefanopulos, 1993; Ademoglu, 1995; Ademoglu, Micheli-Tzanakou, & Istefanopulos, 1997 ).
The present study was undertaken to examine the effectiveness of the WT time-frequency technique in the analysis of the ERPs elicited in a cognitive task. The well-known oddball paradigm was used to elicit differences in information processing of rare targets and frequent nontargets. According to many previous analyses in the time domain, a parietal positive wave, P300, differentiates most consistently oddball targets from frequent nontargets (Pritchard, 1981; Picton, 1992; Polich, 1993) . In the frequency domain, differences between oddball task and no-task stimuli have been described for the delta and theta frequency ERP components. These components were larger in amplitude for oddball targets (Stampfer & Başar, 1985; Başar-Eroglu, Başar, Demiralp, & Schürmann, 1992; Schürmann, Başar-Eroglu, Kolev, & Basar, 1995) . Furthermore, oddball task effects on theta response amplitude and phase-locking have been found only for periods later than 250 ms (Başar-Eroglu et al., 1992; Yordanova & Kolev, 1996 . The above findings generally indicate that (1) frequency components of ERPs contain important information about cognitive processes of stimulus evaluation, and (2) these processes have specific localizations along the time axis.
Given the advantages of the WT, the present study addressed the question of whether ERP decomposition in the time-frequency plane performed on both averaged and single-sweep data can reveal new specific information about auditory oddball stimulus processing. The wavelet coefficients for three scales corresponding to the delta (0.5-4 Hz), theta (4-8 Hz), and alpha (8-16 Hz) frequency ranges of the EEG were obtained at their time positions and statistically assessed.
METHODS

Subjects
Subjects were 10 healthy volunteers, 6 females and 4 males, between 18 and 25 years of age. They were colleagues or students in the Medical University, Sofia. The subjects reported no neurological or hearing problems in the past and were free of any medications known to affect the EEG.
Procedure
The subjects sat in an electrically shielded, sound-diminished, and dimly illuminated room. The data were derived with Ag-AgCl disk electrodes placed on the midline frontal (Fz), central (Cz), and parietal (Pz) locations according to the International 10/20 system, referenced to linked earlobes. The electrode impedances were less than 8 kΩ as measured before and after the experimental session. The electrooculogram was recorded bipolarly with electrodes placed below and above the outer canthus of the left eye to mark both vertical and horizontal eye movement artifacts. The cutoff frequencies of the amplifiers were 0.5 and 70 Hz (Ϫ3 dB/ oct.). The amplified signals were sampled with a sampling frequency of 256 Hz (12 bit) and stored for offline analysis.
Stimuli
Eighty tones with an intensity of 60 dB SPL and a duration of 1000 ms with rise and fall time of 10 ms were presented. The interstimulus intervals varied randomly between 3.5 and 5.5 s with a mean duration of 4.5 s. Two types of auditory stimuli were used in the oddball experimental session. They differed in their frequency (2000 Hz, frequent; and 1950 Hz, rare) and were mixed randomly with a probability of 0.2 for the rare tones. The rare tones were the targets and subjects had to count them silently.
Data Analysis
Time domain analysis. An artifact elimination procedure was performed to select sweeps for further analysis. All sweeps contaminated with ocular, muscle, or other non-EEG activity were excluded, so that only sweeps not exceeding Ϯ 45 µV were accepted for averaging and further processing. The number of accepted sweeps was between 13 and 15 for the targets and between 50 and 60 for the nontargets. The peaks in the averaged responses (N1, P2, N2, P300, and late negative potential) were identified, and their latencies and baseline-to-peak amplitudes were measured and statistically analyzed.
Wavelet transform. In the present study, the WT was applied to both averaged and singlesweep responses to transform ERPs to the time-frequency plane. An efficient multiresolution time-frequency decomposition of the signal is achieved by using a wavelet basis function.
2
The WT includes the following principal operations: (1) Logarithmic scaling (or frequency decomposition) of the signal was performed to yield logarithmically ordered bandpass filters falling into different octaves (scales). The logarithmic scaling relates to an important property of the WT to preserve a constant ratio between the central frequency of the bandpass and the bandwidth (or constant-Q property). This property is very useful for improving the identification and discrimination of the time-scale representation of events or components even if they are overlapped by other nonrelevant signals, as, for example, is the case of a signal mixed with noise. Brain ERPs have been demonstrated to have spectra displaying constant-Q behavior (cf., e.g., de Weerd & Kap, 1981; Başar, Gönder, Ö zesmi, & Ungan, 1975) . (2) Linear time shifting of the wavelet basis function relative to the ERP was performed for each scale (frequency band), and wavelet coefficients were computed to measure the energy present in the ERP at the corresponding point in time at that scale. This permits the time localization of components in each frequency band in a manner that guarantees the separability of the captured component in time and frequency.
In the present study, we used a quadratic B-spline wavelet (Ademoglu et al., 1993; Ademoglu, 1995; Ademoglu et al., 1997) . A wide description of the method is given in the Appendix of the companion study (Demiralp et al., 1999) . The reasons for choosing the quadratic Bspline were the following: (1) Extraction of a component contained within a complex signal will be more successful the closer the wavelet shape is to the shape of the component itself (Samar, Begleiter, Chapa, Raghuveer, Orlando, & Chorian, 1996) . For example, if the searched component is an oscillation with a Gaussian envelope, a Gaussian wavelet would provide the best basis function to isolate that component within the complex signal (Tuteur, 1988) . The quadratic B-spline has a wave shape similar to that of the frequency components obtained by applying a digital filtering technique to evoked EEG activity (e.g., Başar, 1980) , and also to that of field potentials directly recorded from groups of cells (e.g., Gray & Singer, 1989; Eckhorn, Bauer, Jordan, Brosch, Kruse, Munck, & Reitboeck, 1988; Llinas, 1988) . The quadratic spline also appears especially applicable to analysis of single EEG responses because its shape fits well raw EEG waveforms. (2) Further, the choice of the specific wavelet basis function determines the orthogonality of the obtained time-frequency decomposition of the signal. Orthogonality means that the waveform information is partitioned into distinct scales (independent frequency bands) and time locations. Thus, a reliable input to statistical analyses is supplied for testing the functional distinctiveness of different frequency components falling into different time windows. B-spline wavelets were used in this study because they have near optimal time-frequency localization (Unser, Aldroubi, & Eden 1992) . Although they are not orthogonal, unlike the Battle-Lemarie polynomial spline wavelets used by Mallat (1989) , which are exponentially decaying, they are semiorthogonal and have a compact support (a precise time localization). These features of the quadratic B-spline function help to improve the distinctiveness of the time-frequency transformation of the ERP.
In the present study, we used a fast WT algorithm in a standard pyramidal filter scheme to decompose average and single trial ERPs using a B-spline wavelet of order 2 (see Demiralp, Ademoglu, Schürmann, Başar-Eroglu, & Başar, 1999) . The application of a four-octave wavelet transform to the data yielded four sets of coefficients in the 32-64 Hz (gamma), 16-32 Hz (beta), 8-16 Hz (alpha), and 4-8 Hz (theta) frequency ranges, and a residue in the 0.5-
FIG. 1.
One single sweep recorded from the human scalp (frequency limits 0.5-70 Hz) after application of auditory target stimulus, (a) wavelet coefficient sets in the 7.76-15.51 Hz (alpha) and 3.38-7.76 Hz (theta) frequency ranges, and the residues in the 0.5-3.38 Hz (delta) frequency band. Each octave contains the number of coefficients appropriate to display the relevant time resolution for that frequency range. Interpolation of the coefficients by spline functions can be used (b) to visualize the single-sweep time course in each frequency band.
4 Hz (delta) frequency band. As shown in Fig. 1a , each octave contained the number of coefficients necessary to provide the relevant time resolution for that frequency range. The interpolation of the coefficients by quadratic spline functions was used to reconstruct the analyzed signal and to represent the full time course of each frequency band (Fig. 1b) . In the present study, 8 delta, 8 theta, and 16 alpha coefficients were obtained for the poststimulus epoch. The window size for delta and theta resolution levels was 128 ms. The precise time localization of each delta and theta coefficient was as follows: Coefficient 1 (Ϫ64-ϩ64 ms), Coefficient 2 (64-192 ms), Coefficient 3 (192-320 ms), Coefficient 4 (320-448 ms), Coefficient 5 (448-576 ms), Coefficient 6 (576-704 ms), Coefficient 7 (704-832 ms), Coefficient 8 (832-960 ms). The window size for the alpha range was two times smaller (64 ms) and only the first 8 alpha coefficients were evaluated. The first coefficient of each level was excluded from analysis as occupying activity of both the pre-and poststimulus epochs. In the following text, for the sake of simplicity, the time positions of the analyzed coefficients (coefficients 2-8) will be referred to as 60-190, 190-320, 320-450, 450-580, 580-700, 700-830 , and 830-960 ms, respectively, as designated in Fig. 3 .
Statistical analysis. Individual means of wavelet coefficients obtained from the single-sweep potentials were subjected to repeated measure analysis of variance (ANOVA) with two withinsubjects factors, stimulus (target vs nontarget), and lead (Fz, Cz, and Pz). The coefficients of the averaged ERPs were also analyzed to control for a possible phase-locking effect. The Greenhouse-Geisser correction procedure was applied to the three-level repeated measure factor. The original df and the probability values from the reduced df are reported under Re-
FIG. 2.
Grand average ERPs from oddball nontarget and target stimuli and the reconstructed delta (0.5-4 Hz), theta (4-8 Hz), and alpha (8-16 Hz) frequency components. Stimulus onset occurs at 0 ms. sults. Amplitude measures of time domain ERP components were subjected to the same analysis.
RESULTS
Time-Domain ERPs
Grand average ERPs from oddball target and nontarget stimuli are presented in Fig. 2 and illustrate that N1 (mean latency 125 ms; min 100 ms, max 140 ms), P2 (mean latency 205 ms; 180-280 ms), N2 (mean latency 270 ms; 240-320 ms), and P300 (mean latency for targets 410 ms; 300-530 ms, and mean for non-targets 335 ms; 290-420) waves were elicited by both stimulus types. A late negative potential (LNP) was observed to follow the target P300 wave. It is also shown in the figure that targets elicited a P300 wave with a larger amplitude and longer latency than nontargets did.
Results from statistical evaluation showed that N2, P300, and LNP amplitudes were significantly larger for targets than for nontargets: N2, F(1/9) ϭ 13.5, p Ͻ .001, mean Ϫ4.1 vs Ϫ1.3 µV; P300, F(1/9) ϭ 29.3, p Ͻ .001, mean 11.6 vs 3.2 µV; LNP, F(1/9) ϭ 20.0, p Ͻ .001, mean Ϫ8.6 vs Ϫ4.4 µV.
ERP Wavelet Analysis
Figure 2 presents the grand average reconstructed delta (0.5-4 Hz), theta (4-8 Hz), and alpha (8-16 Hz) frequency components of target and nontarget ERPs. In Fig. 3 , mean values of single-sweep delta, theta, and alpha wavelet coefficients are displayed. Results from the statistical analysis of single sweeps are presented in Table 1 . In the text, the wavelet coefficients are designated with a letter corresponding to the frequency range (D for delta, T for theta, and A for alpha) together with the coefficient number and two other numbers in brackets to represent the time window in ms. For example, D5(450-580) denotes the fifth delta coefficient obtained for the 450-580 ms poststimulus epoch.
Delta coefficients. As presented in Table 1 , significant main effects of stimulus type were found for a number of coefficients. Figure 3 shows that D2(60-190) was smaller for targets at anterior sites, but this difference was not significant. D3(190-320) was negative for targets but positive for nontargets, with this difference being significant only at the frontal location (simple stimulus effect at Fz, F(1/9) ϭ 23.5, p Ͻ .001). D4(320-450) was significantly higher for targets only at fronto-central sites (simple stimulus effects at Fz and Cz, F(1/9) Ͼ 3.8, p Ͻ .05). A most remarkable stimulus type effect was obtained for the parietally predominant fifth positive delta coefficient, D5(450-580), which was significantly larger for targets at all electrodes, with the difference being most pronounced at Pz. D6(580-700) and D8(830-960) were significantly more negative for the targets, mainly at Fz and Cz for D6(580-700). The same results were obtained from WT analysis of averaged data.
Theta coefficients. Significant effects of stimulus type were obtained for theta coefficients covering the latency range from 60 to 700 ms (Table 1) . As illustrated in Fig. 3 , targets produced a smaller T2 at the frontal electrode than nontargets did (simple stimulus effects at Fz, F(1/9) ϭ 5.6, p Ͻ .05), and a significantly larger T4(320-450) at the three locations, despite the centro-frontal distribution of the latter coefficient. Also, T5(450-580) and T6(580-700) differed significantly between targets and nontargets in that they had opposite signs. Similar results were found for theta coefficients of averaged ERPs.
Alpha coefficients. A6(290-350) and the A7(350-430) alpha coefficients, both from the P300 latency range, tended to vary as a function of the stimulus type (Table 1) . These coefficients' values were small for targets and therefore different from the larger positive A6(290-350) and the larger negative A7(350-430) for nontargets. In contrast to the predominance of the earlier alpha coefficients at the central site. A6(290-350) and A7(350-430) did not manifest any dependence on the electrode location. It is to be noted that no significant effects were found for the alpha coefficients in the averaged ERPs. 
Correlation Analysis
As demonstrated by the statistical analysis, a number of wavelet coefficients showed a response to the targets and also some different topographical behavior. The wavelet coefficients represent nonredundant information from the point of view of the projections of the waveform on the wavelet basis functions. Although the present results show topographic differences and specific responses to the targets for the various coefficients, this does not still guarantee a functional independence of these components. However, some evidence for functional independence can be provided if delta, theta, and alpha coefficients that respond to target relevance also tend not to be correlated over subjects. This would suggest that these wavelet components are adding distinct sources of variance to the ERP at their respective points in time.
To approach this issue, for each time window wherein specific time domain components occur, Pearson product-moment correlations were calculated among the wavelet coefficients. Correlations were run across subjects at each lead separately only for coefficients manifesting significant stimulus type effect. Since more than one coefficient discriminated target from nontarget processing only for the P300 and LNP latency ranges, correlations between D4(320-450), D5(450-580), T4(320-450), T5(450-580), and A7(350-420) were tested for the P300 latency range, and correlations between D6(580-700), D8(830-960), and T6(580-700) were tested for the LNP time period. For the P300 range, significant negative correlations (r Ͼ Ϫ.7, p Ͻ .001) were found for T4(320-450) and T5(450-580) at the three leads, and positive correlations (r Ͼ .6, p Ͻ .05) were found for T5(450-580) and A7(350-420) at Cz and Pz. The rest of the correlations were small and nonsignificant. Hence, D4(320-450), D5(450-580), and a theta-alpha (320-580 ms) component appear as functionally independent in the P300 latency range. For the LNP time window, T6(580-700) was negatively correlated with D6(580-700) at anterior sites (r Ͼ Ϫ.75, p Ͻ .01), but the correlations between D6(580-700) or T6(580-700) and D8 (830-960) were small and nonsignificant.
DISCUSSION
Time-Scale ERP Components
The application of the wavelet transform to the transient auditory responses allowed the partition of the ERP among the natural delta, theta, and alpha EEG frequencies that compose it. One major finding was that stimulus type processing was reflected by each of the three frequency bands. These findings support previous results obtained by means of frequency analysis, in which the functional relevance of frequency ERP components has been demonstrated (Stampfer & Başar, 1985; van Dijk et al., 1991; Başar-Eroglu et al., 1992; Başar, 1992; Başar & Bullock, 1992; Klimesch et al., 1994; .
The present results show additionally that delta, theta, and alpha processing levels have specific involvement over time during the oddball task condition. It is noteworthy that only coefficients with specific time localization differentiated stimulus type processing. Significant stimulus effects were found for several delta coefficients with time localization from 190 to 960 ms. A significant difference between target and nontarget processing was also obtained for a number of theta coefficients within 60-700 ms. Finally, target vs nontarget processing was reflected by two alpha coefficients within approximately 300-450 ms.
Topographic distribution has been adopted as a major criterion for component identification (e.g., Pritchard, 1981; Johnson, 1993) . The present observation that specific topography patterns (despite the small number of electrodes used) were detected for the WT coefficients suggests that they reflect functional components occurring at specific brain locations. Thus, the WT analysis not only revealed the presence of simultaneous functional components but also emphasized the importance of timing for the occurrence and course of cognitive processes.
Multicomponent Structure of ERPs
The WT analysis further demonstrated that multiple functionally significant events may be present during a single time domain component development. First, no significant differences in N1 and P2 amplitudes were found between target and nontarget ERPs. Single-sweep analysis of WT coefficients from the same latency range (60-190 ms) revealed, however, that targets produced significantly smaller negative theta coefficients at the fronto-central locations. The theta activity occupies a somewhat larger scale (larger frequency range) than the N1-P2 complex, thus suggesting that functionally distinct, multiple ERP frequency components overlap in this time region. It is noteworthy that by using WT analysis, differences in the processing of oddball targets and frequent nontargets could be detected even in this early stage of processing. Conventional peak analysis in the time region does not detect these differences presumably because peak measurement is not optimally sensitive to effects at the theta scale. The functional sensitivity of frontal theta activity during the earliest stages of stimulus evaluation (Mizuki, Masotoshi, Isozaki, Nishijima, & Inanaga, 1980; Miller, 1991b; is strongly emphasized by the present results.
Second, time domain analysis of ERPs showed that a larger N2 component was produced by oddball targets than by frequent nontargets, with no significant topography effect obtained. In contrast, by using the WT, the delta frequency component in the N2 latency range (190-320 ms) was found to differentiate target from nontarget processing only at the fronto-central loca-tions. This observation points further to the specific functional engagement of slow fronto-central activity during rare task stimulus processing, a result obtained so far only by employing specific selective attention paradigms (Näätänen 1990 ). Previous results from selective attention studies indicate that the larger early negative delta component may relate to the early aspect of the attention-related processing negativity described as a slow endogenous potential as well as to the mismatch negativity (Hansen & Hillyard, 1980; Näätänen, 1990; Alho, 1992) .
Third, the WT and correlation analyses indicate that there may be at least three functionally separate subcomponents (or subprocesses) with specific scalp topography that occur simultaneously in the P300 range. These are reflected by the earlier D4(320-450) and by the fronto-central theta-alpha coefficients in the 320-450 ms range, and by the later D5(450-580), all of which significantly distinguished targets from nontargets. Previous results have shown that when the presented stimuli are extremely rare, surprising, or novel, a P300 wave called P3a, with relatively short latency and frontal predominance can be elicited that is distinct from the larger, later P3b (Squires, Squires, & Hillyard, 1975; Pritchard, 1981; Courchesne, 1983; Polich, 1988) . It may be suggested that the processes eliciting P3a are also involved during the oddball condition in the present study. These processes may be reflected by the fronto-central theta components T4(320-450) and by the simultaneous delta D4(320-450) component that was significantly larger for the oddball targets at fronto-central sites. However, since rare stimuli in the active oddball paradigm are usually made task relevant, as in the present experiment, these earlier processes might not be reliably detected by traditional peak measurement in the ERPs. This is because the larger, later P3b or the late positive complex may overlap and obscure the P3a (e.g., Squires, Donchin, Herning, & McCarthy, 1977; Picton & Stuss, 1980; Rösler, Sutton, Johnson, Mulder, Fabiani, Gorsel, & Roth, 1986; Picton, 1992; Polich & Kok, 1995, etc.) . Furthermore, the WT analysis demonstrated a later delta coefficient D5(450-570) with a parietal predominance, which differed markedly between targets and nontargets and may be associated with P3b (Demiralp et al., 1999) . It will be a matter of future research to establish whether the time-frequency components from the P300 latency range manifest specific responsiveness to the cognitive variables known to modulate P300 subtypes.
Fourth, the difference in the late negative wave amplitude following P300 could be better and more precisely described by two consecutive different processes reflected by the frontal D6(580-700) and more widely distributed D8(830-980) coefficients.
CONCLUSION
The wavelet transform, as a tool optimizing the time-frequency representation of a time series, is a powerful method for decomposing the transient ERPs into components with distinct functional significance on the basis of an enriched combination of criteria: (1) frequency, (2) temporal position, and (3) scalp topography. Thus, signals of identical frequency ranges can be distinguished if they have specific temporal position and/or specific scalp topography. Or, temporally overlapping processes can be separated due to different frequency content and/or topography.
The application of the time-frequency decomposition method helped to separate various simultaneous events related to cognitive information processing that could not be detected in the time domain ERPs. Furthermore, a number of different frequency components were found to occur during a single time-domain component development. The present study points to the heterogeneous nature of time domain waves and the possible functional importance of the time-frequency ERP events.
