ABSTRACT In Bayesian multi-target tracking (MTT), knowledge of clutter intensity is required for effective multi-target state estimation. In this paper, we propose an online multi-target filter that can operate under background with unknown clutter intensity. Our solution is based on the Poisson multi-Bernoulli mixture (PMBM) filter that jointly estimating the multi-target state and clutter rate. The unknown clutter rate is modeled as Gamma distribution, consequently, the derived PMBM recursion that adapts for unknown clutter intensity remains closed. Moreover, we adopt a Gibbs sampler to find the finite number of global hypotheses, then the multi-Bernoulli mixture is approximated by a multi-Bernoulli distribution based on a simple fusion strategy. The derived Poison multi-Bernoulli (PMB) filter has a similar form with labeled multi-Bernoulli filter (LMB) but has a straightforward prediction step. Simulations conducted for linear-Gaussian models are presented to verify that the proposed algorithm can adapt to the background with unknown clutter intensity and yield reliable tracking performance.
I. INTRODUCTION
Multiple target tracking (MTT) is a hot topic with many important uses, for example, in aerospace applications, air traffic control, computer vision, surveillance and autonomous driving [1] - [3] . In recent years, random finite sets [4] have emerged as a coherent approach for problems commonly encountered in tracking, involving unlabeled measurements of a set of targets with unknown cardinality. The probability hypothesis density (PHD) [4] - [7] and multi-target multi-Bernoulli (MeMBer) [4] , [8] - [11] filters are effective in a variety of tracking problems. The benefits associated with combining these two structures have been demonstrated in [8] , [12] - [14] . The paper [14] shows that under the common assumption that the target birth process is Poisson, the full Bayes RFS filter consists of both a Poisson component and a linear combination of multi-Bernoulli (MB) distributions, where the Poisson component represents the distribution of targets that have never been detected. The proposed filter is termed as the Poisson multi-Bernoulli
The associate editor coordinating the review of this article and approving it for publication was Kezhi Li. mixture (PMBM) filter. The Poisson RFS is more suitable to model these potential objects with low confidence compared to Bernoulli RFS [8] . The paper [15] takes the advantage of extending the Poisson component to represent tracks with a low probability of existence and provides a novel mechanism for adaptively initializing targets at their first appearance from unlabeled measurements.
The posterior multi-target distributions of the filter proposed in [14] , [16] - [20] have the same functional form as the prior. The development of these conjugate multi-target distributions has shown to be a significant trend in MTT field [21] - [25] . These filters based on MTT conjugate priors have shown better tracking performance compared to PHD, cardinality PHD (CPHD) [26] , [27] and MeMBer filters [9] .
Knowledge of parameters such as clutter rate and detection profile are of critical importance in Bayesian multi-target filtering. The detection profile is characterized by the probability that an object generates an observation. Clutters are false measurements not originated from any target, and often modeled as a Poisson point process characterized by a clutter rate. However, the majority of RFS based approaches so far have assumed a priori specification of the detection VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ and clutter parameters, which is not generally the case in practice [4] . Consequently, significant mismatches in clutter and detection parameters will result in erroneous estimates. Recent works addressing the filtering problems with unknown clutter and detection parameters are based on the PHD, CPHD [28] , cardinality balance MeMBer (CBMeMBer) [29] and δ-GLMB filter [30] . These papers take the strategy proposed in [28] , model the unknown detection probability as Beta distribution, and model individual clutter returns based on individual clutter generators. Each clutter generator has its separate models for birth and death as well as transition and detection. The derived filters learn the clutter and detection parameters while tracking, thus, termed as online robust RFS-based filters.
The PMBM filter has aroused great research interest due to its conjugate multi-target distributions [12] . Moreover, it provides a theoretical tool for discussing the relationship between RFS-based filters and conventional filters based on data association algorithms [28] . In [29] , the PMBM filter is extended for tracking extended targets based on Gibbs mapping. In [20] , a multi-sensor version of PMBM filter is derived for joint vehicle-target state tracking. Continuous tracks can be generated by PMBM trajectory filters proposed in [22] , [33] , [34] . Even with so many advantages, in the update step of the PMBM filter [14] , each possible data association will create an updated global hypothesis, consequently, the number of MBs in the posterior density will increase exponentially over time. Hence, finding a feasible method to reduce the number of global hypotheses after the update step is essential for designing a tractable PMBM filter. This paper proposes an online robust Poisson multiBernoulli (R-PMB) filter that jointly estimates the clutter rate and multi-target state. After each update step, we approximate the multi-Bernoulli mixture distribution with a multi-Bernoulli distribution. A similar operation was taken in [14] , which utilize a marginal distribution averaging over association hypotheses. However, the resulted joint probabilistic data association (JPDA) related algorithm suffers from coalescence. To overcome this problem, our approximation procedure is based on a Gibbs sampler [35] . Inspired by the method in [36] , we model the clutter rate as a random variable with Gamma distribution, but the proposed robust filter has a cost matrix with lower dimension. Since the number of clutter measurements is assumed Poisson distribution and Gamma distribution is the conjugate prior for the expected number of clutter measurements, the proposed R-PMB filter remains closed under the filtering procedure. We do not consider the problem of estimating detection parameters, since modeling the detection probability as beta distribution has been widely applicated in plenty of papers.
The remainder of this paper is organized as follows. Section II reviews the PMBM filter. Section III presents the adaption of the PMBM recursion to accommodate a time varying, unknown clutter intensity. Section IV presents the Gaussian implementation of the proposed R-PMB filter.
Section V gives numerical studies with a linear multi-target filtering scenario. Conclusion is given in Section VI.
II. BACKGROUND
This section gives the necessary background knowledge of the proposed algorithm.
A. POISSON MULTI-BERNOULLI MIXTURE FILTER
We make the same assumptions as taken in [14] .
Assumption 1: The multi-target state evolves according to the following time dynamics process: 1) Targets arrive at each time according to the Poisson point process (PPP) with birth intensity v b (x), independent of existing targets;
2) Targets depart according to independent, identically distributed (i.i.d.) Markovian processes; the survival probability is p S (x);
3) Target motion follows i.i.d. Markovian processes; the single-target transition probability density function (pdf) is f k|k−1 (x|ζ ).
Assumption 2: The multi-target measurement process is: 1) Each measurement is either a false alarm, or a measurement generated by a single target;
2) Each target may give rise to at most one measurement and detected with probability p D (x);
3) False alarm measurements arrive according to a non-homogeneous PPP with intensity λ C (z), independent of targets and target-related measurements; 4) Each target related measurement is conditioned on its corresponding target, with a single target measurement likelihood g (z|x), independent of all other targets and measurements.
It is proved that the following form is a conjugate prior under these assumptions [14, 18] , which is preserved by prediction and update step:
where X and Y denote the RFS of multiple targets, and f P (Y ) is a PPP representing unknown targets. With intensity v u (x), the f P (X ) is given by
and f MBM (X ) is a MB mixture, i.e., a linear combination of multi-Bernoulli distributions, of the form
where denotes the union of disjoint subsets, and A is the set of global association history hypotheses. A global hypothesis is represented as a = a 1 , ..., a N , where a i denotes a choice of measurement groups correspond to the same target, termed as single target hypothesis utilized for the ith target. The coefficient w a ≥ 0 is the probability of global hypothesis a and a∈A w a = 1. The tracks at each time step conditioned on measurements are denoted as T = {1, ..., n}. We consider the single-target hypotheses set H, single-target hypotheses f i,a i (X i ) for all Bernoulli components are indexed through the set H, i.e., a i ∈ H∀ i, i ∈ T . It is generally the case that the elements a i used by different Bernoulli components will be disjoint across all global hypotheses. Thus, the notation f i,a i (X i ) can be simplified as f i,a (X i ). The hypotheses f i,a (X i ) are of the form:
where r i,a is the probability of existence under single target hypothesis a i , and f i,a (x i ) is the pdf of target state under a single target hypothesis a i . Denote by M k the set of all measurement indices up to and including time step k. The elements of M k are of the form(τ, j), where j ∈ 1, ..., N z τ is an index of a measurement in scan τ ≤ k. Each single-target association history hypothesis incorporates the following information:
1) the history of measurement indices that are hypothesized to correspond to the target under the hypothesis,
, then a i hypothesizes that the ith hypothesized target was first detected as measurement index 7 at time 3, a missed detection occurred at time 4, it was detected as measurement 8 at time 5, and a missed detection occurred again at time 6);
2) the single target hypothesis weight w i,a k , which is utilized in calculation of the probability of the global hypotheses;
3) the hypothesis-conditioned Bernoulli distribution f Plugging (3) into (1), we can write (1) into
where |X i | ≤ 1 for i = 1, ..., n, and the RFS Y can have any cardinality to meets the constraint Y X 1 ... X n = X .
B. DEFINITIONS ON TRACKS
We present several definitions to help understand the derivation of the proposed filter. Definition 1: An unknown target is a potential target that is hypothesized to exist but has never been detected.
Definition 2: A global association history hypothesis (or global hypothesis for short) is a partitioning of all measurements received so far into subsets, where each subset is hypothesized to a corresponding potential target.
Definition 3: A single target association history hypothesis (or single target hypothesis for short) is a subset of measurements that are hypothesized to the same corresponding potential target.
The form of single-target hypotheses correspond to Bernoulli distributions is shown in (4). Consequently, a global hypothesis specifies a distribution over actual target cardinality, rather than a unique cardinality. One single target hypothesis can incorporate a distribution over the following events:
1) The target never existed;
2) The target did exist but dead at some time since the last detection;
3) The target continues to exist. Incorporation of first event arises from the update of Poisson prior presented in Section III-A. The update step naturally creates a new Bernoulli component for each measurement, which represents a false alarm, or a new potential track originated from a potential target. We do not consider the false alarm as single hypothesis. Thus, one single target hypothesis (correspond to a single Bernoulli distribution) represents the event that it was first detection of a new target.
Definition 4: A track is the collection of information available about the target that was first detected in a measurement, consisting of a collection of single-target hypotheses and the associated weight, representing different possibilities of measurement sequences corresponding to the target.
III. ADAPTION FOR UNKNOWN CLUTTER INTENSITY
The clutter has no dynamics, it is not necessary to specify explicit forms of transition density. Different from definitions utilized in [28] - [30] , in this paper, we do not specify the birth and death process of clutter generators. Suppose that each global hypothesis contains an unknown clutter rate that modeled as Gamma distribution, and clutter generators are modeled as uniform distribution at each time step. Consequently, at each time step, the Poisson density of clutter is
where the notation Gamma λ C k |s a , t a denotes a gamma probability density function defined over λ C k with shape parameter s a > 0 and inverse scale parameter t a > 0, and V denotes the ''volume'' of the observation region. Conversion from measurement space to target state space is straightforward.
A. UPDATE OF POISSON PRIOR
We model the clutters, undetected and birth targets with Poisson RFS. Consequently, a Poisson prior contains the state information of them. For Z = {z 1 , ..., z m }, we write the likelihood with slightly different compared to the standard likelihood derived in [18] as
We give the interpretation of (6) as follows. The set X ∈ X of targets is decomposed into all possible sets U ,
Set U represents the undetected targets, and Y i represents the origin of the ith measurement, which is a single-element set containing the state of a target or a clutter generator that give rise to the measurement. Note that the set U contains no clutter generators.
Given a Poisson prior f P a,k|k−1 (X , λ C k|k ) and measurement set Z = {z 1 , ..., z m }, the posterior f a,k|k (X , λ C k|k |Z ) is derived by Bayes' rule
Note that the posterior f a,k|k (X , λ C k|k |Z ) is not Poisson unless Z is empty. Substituting (2) and (6) into (8), the updated posterior is a union of a Poisson process and a multi-Bernoulli RFS [18] 
Given the measurement set Z y = {z 1 , ..., z m }, we construct two disjoint measurement sets, such that Z y = Z T Z C , where Z C denotes clutter set and Z T includes measurements assigned to unknown targets. Then, we rewrite (9) as
The updated clutter rate and the associated weight can be determined from posterior Gamma distribution (12) where
Thus, the updated parameters of the Gamma distribution can be computed according to (13) . Note that Z C denotes the number of clutters determined by
The set Z T denotes the measurements associated with potential targets. It is intuitive that value of Z C have many choices for each previous global hypothesis a, and the updated global hypothesisā is also associated with a clutter rate. It can be seen from (13) that number of MBs in the posterior density will increase exponentially over time, because each global hypothesis will create a number of updated global hypothesis at each update step. We employ a Gibbs sampler to solve this problem. Notation f P k|k (U ) is Poisson component with the intensity of the prior multiplied by missed detection probability
where
and 1 A (·) denotes the indicator function on set A
The set Z C k denotes the measurements that are not assigned to a potential target, which means that Y i = 0. For Y i = 0, the Bernoulli components are given by
Note that we define ρ k (z i ) by normalizing it by
. The equation (11) indicates that given measurement set Z and a Poisson process with intensity v u k|k−1 (·), the updated density is the union of m + 1 independent RFSs. The RFS U is Poisson with intensity 1 − p D,k (·) v u k|k−1 (·) and represents the undetected part of the prior. Specially, the RFS Y i is the Bernoulli RFS coming from the ith measurement, which can be an actual target or clutter. Its density is given by (14) .
B. UPDATE OF CONJUGATE PRIOR
Another likelihood that is suitable to update the PMBM with a slightly different as given in [18] 
Further, the notation Z y represents both measurements from targets and clutter generators, and t k (Z i |X i ) is the likelihood for a set with zero or one measurement elements without clutters
Using the Bayes' rule to update the prior (5), the posterior is derived as (23) , as shown at the bottom of this page. (23) represents the unnormalized update of a Poisson prior. The result obtained in (11) can be applied in (23), then we have
Simplifying (24), we have
The notation r i,a k|k is the existence probability of single target hypothesis a i . We will give the implementation methods in the following section.
C. PREDICTION
Compared to the δ−GLMB and LMB filters [17, 37] with multi-Bernoulli births, the prediction step of R-PMBM filter
is straightforward. In [14] , the prediction of the PPP component (2) follows the standard PHD prediction step of [5] , and the multi-Bernoulli tracks are predicted independently in an equivalent manner to the MeMBer filter [9] (excluding birth of new targets, since the proposed filter utilize a PPP birth model instead of a multi-Bernoulli birth model). The intensity of PPP is given by
Moreover, the single target hypotheses are assumed unchanged, with single target hypothesis weights
The predicted existence probability of a Bernoulli component is given as
with the predicted pdf conditioned on the target label
The predicted parameters for the distributions of the clutter rate do not change at the prediction step. As shown in (26), the corrected parameters are increased by a positive amount at each update step. This may result in a decrease in the variance of Gamma distribution at each time step, which would not adapt to varying values of the clutter rate [36] . To avoid the problem of the clutter rate reducing to Dirac delta distribution, we scale the parameters of Gamma distribution by a constant factor γ . The choice of this constant factor should preserve the expected value of the clutter rate, and the variance of the clutter rate does not fall below a predefined threshold σ 2 G . Deriving a value for γ can be carried out as
then, the γ is given by
IV. IMPLEMENTATION OF THE PROPOSED FILTER
This section gives the implementation methods for the proposed filter. We have given the derivation process of adapting the PMBM filter for unknown clutter intensity in the above section. Obviously, the filter is intractable, and approximations must be made. In the following section, we will omit obvious time index for notation simplicity. In [14] , the author approximate the posterior distribution with marginal distribution averaging over association hypotheses, which is based on calculating the discrete probability distribution of global association history hypotheses P k (a) directly. (33) where w a denotes the normalized weight of global hypothesis a. Since the global association hypotheses are merged to one, the sum over a ∈ A (the previous global hypotheses) in Section III during the derivation process can be removed. The clutter rates associated with each global hypothesis also need to be merged, by which we can approximate the union of clutter distributions as Poisson distribution. Since each clutter rate is modeled as Gamma distribution, we take a theorem proposed in [38] to find the best Gamma distribution that minimizes the Kullback-Leibler divergence between this single component and the sum of Gamma distributions. Then the parametert is given bȳ t =s a∈A w a s a t a (34) and the parameters is the solution to
where ψ 0 (·) is the digamma function (the polygamma function of order 0). Finally, the existence probability and the corresponding density can be calculated according to (33) , and the estimated clutter rate at time step is given by the mean of Gamma distribution
In this paper, we assume the linear Gaussian dynamics and measurement models with Poisson births.
where F is the transition matrix, Q is the process noise covariance, H is the observation matrix, and R is the observation noise covariance. The survival probability and detection probability of targets are assumed constant given by P S (x) = P S and P D (x) = P D respectively. Further, we assume the intensity of the Poisson component (representing the actual targets) is a Gaussian mixture
and the ith MB parameters are w i , r i , the density is a Gaussian mixture
where N i denotes the number of Gaussian components that represent ith detected track.
A. PREDICTION STEP
We utilize single Gaussian to represent a potential birth target, the newborn targets at time step k + 1 are modeled as Poisson RFS and the intensity is (41) where N b k+1 denotes the number of birth targets. Then, from Section III-C and using the Kalman filter prediction step [7] , the predicted intensity of Poisson part is also a Gaussian mixture
where N u k denotes the number of unknown targets at previous time step . The predicted Bernoulli components (single target hypotheses) have the same weights as in the previous time step with existence r i k+1|k = r i k+1|k p S and density
where N i k denotes the number of Gaussian components of ith track, w j,i k+1|k = w j,i k . As mentioned in Section III-A, we do not specify explicit forms of birth intensity for the clutter generators. The predicted clutter rate is modeled as Gamma distribution with the same expected value as the previous time step, and the variance is given by (32) .
B. UPDATE STEP
According to the conjugate prior update algorithm derived in Section III, we have three different types of updates: update for birth/undetected targets which is modeled by Poisson components, update for targets detected for the first time (modeled by Poisson components in the previous time step), and update for previously detected targets.
1) Birth/undetected targets: The update of the PPP intensity of the proposed algorithm is different from [14, 18] , which updates the intensity of the Poisson part directly. In contrast, we use a finite number of global hypotheses to represent the Poisson part, and update the Poisson part under a global hypothesis a respectively. For a global hypothesis a, the updated PPP intensity is
where x ∈ U , the set U is given in Section III. Note that although we have merged the previous global hypotheses to one, the update step will create a set of new global hypotheses (require a new fusion step).
2) Targets detected for the first time: For the new track commencing on measurement z, i > n ot k+1|k , we perform the Bayesian update (17) . (47)
3) Previously detected targets: For tracks continuing (modeled by Bernoulli RFS at previous time step), a hypothesis at time k + 1 is a combination of a hypothesis from the previous time, and either a missed detection, or updated using a new measurement. For missed detection hypotheses, i ∈ 1, ..., n ot k+1|k :
Note that the density does not change. For hypotheses updated with measurement z, i ∈ 1, ..., n ot k+1|k : is the same as (47)-(50), and N i,a k+1 = N i k . Finally, the existence probability and the correspond probability density can be calculated according to (33) .
C. GIBBS SAMPLING
As shown in (25) , for each global hypothesis at the previous time step, we must go through all possible data association hypotheses that give rise to the updated global hypotheses. A Gibbs sampler [30] , [35] , [39] or Murty's [17] , [18] algorithm can be used to prune the number of hypotheses to guarantee the computation efficiency. Despite this, if we adopt the method proposed in [29] , the computation complexity of a Gibbs sampler with T iterations is O T |X | 2 |Z | . It is intuitive that |X | ≥ |Z | since clutters are treated as objects. VOLUME 7, 2019 Hence the complexity is at least O T |Z | 3 , which is cubic in the number of measurements and results in inefficient implementation. To overcome this problem, we consider the clutter rate as a random variable and perform sampling procedure on the actual target space. After the prediction of conjugate prior, there are n ot old tracks and n nt new potential tracks. Let n = n ot + n nt , we define a n-tuple γ = (γ 1:n ) ∈ {0 : N z } n to represent the association between targets and measurements, which inherits the positive 1 − 1 property, i.e., there are no distinct i, i ∈ {1 : n} with γ i = γ i > 0. Further, we define
where j ∈ {1 : N z } is the index of the jth measurement assigned to ith target, w i is the weight associated with ith birth/undetected Gaussian component. Notationm i denotes the predicted target state, S i = R + H P i H T . Note this definition is different from those in [30, 39] . The n×(n + N z ) cost matrix C of this optimal assignment problem is
The association map can be represented by an n × (n + N z ) assignment matrix S consisting of 0 or 1 entries with every row and column summing to either 1 or 0. For (i, j) ∈ {1 : n} × {1 : N z }, S i,j = 1 when γ i = j (i.e., the ith track generate the jth measurement). For (i, j) ∈ {1 : n} × {N z + 1 : N z + n}, S i,j = 1 when γ i = 0 and j = N z + i (the ith track is not detected, or does not exist). An all-zero column j means that measurement z j is a false alarm, while an all-zero row i does not exist. The cost of an assignment matrix S is
and is related to the weight of the corresponding positive
The assignment matrix S designed in this paper is different from those in [17, 18, 30, 39] . The key idea of the Gibbs sampling method is to consider γ as a realization of a random variable distributed according to a probability distribution π on {0 : N z } n . Candidate positive 1 − 1 vectors are then generated by independently sampling from π. To ensure that mostly high-weight positive 1 − 1 vectors are sampled, an obvious choice of π is one that assigns each positive 1 − 1 vector a probability proportional to its weight, i.e.,
where is the set of positive 1 − 1 vectors in {0 : N z } n . Sampling directly from the distribution (59) is very difficult, Markov Chain Monte Carlo (MCMC) is a widely used technique for sampling from a complex distribution by constructing a suitable Markov chain [40] . The Gibbs sampler is a special case of the Metropolis-Hasting MCMC algorithm [41] , in which the proposed samples are always sampled. Consequently, the computational efficiency is improved. More details regarding the Gibbs sampling algorithm are given in [39] , [41] , [42] .
The Gibbs sampler generates a finite number of best global hypothesesā ∈Ā, we aim to approximate the posterior distribution as multi-Bernoulli distribution, the fusion strategy can be operated based on this sampler. The weight of the global hypothesis a can be calculated as (60), as shown at the bottom of this page.
V. SIMULATION
In this section, we demonstrate the performance of the proposed robust Poisson multi-Bernoulli mixture filter for linear Gaussian models. For illustration purposes we adopt the simulation model similar to that of [28] . Considering a two-dimensional scenario where targets appear in the surveillance region [−1000, 1000] × [−1000, 1000] m. A single sensor is located at (0, 0) m and provides measurements to a controller. The sample interval is = 1s and the true number of targets at each sampling step is unknown. The true trajectories of targets are shown in Fig. 1; 
A. TARGETS MODEL AND FILTER PARAMETERS
The targets following Gaussian dynamics (37) The process noise covariance matrix is 
where the standard deviation of the measurement noise is σ ε = 10m. Clutters are generated according to a Poisson distribution with clutter rate λ C = 50, and uniform spatial probability density 1/V over the surveillance region, where V = 4 × 10 6 m 2 is the "volume" of the surveillance region. The clutter information is not known to the filter.
For target state extraction we use threshold r TH = 0.7. In the Poisson part, the pruning threshold is 10 −5 . For the MB part, we remove Bernoulli components whose existence probability is lower than 10 −5 . We merge components whose distances are lower than 5m.
B. SIMULATION RESULTS
The filter output for a single run is shown in Fig. 2, which gives the x and y coordinates of the true and estimated positions, along with the x and y coordinates of the received measurements versus time. It shows that the proposed filter has reasonable performance, generally initiates and terminates each of the tracks within several time steps, and generally produces accurate estimates of the targets' positions.
Over 100 Monte Carlo runs, it can be seen from the averaged results in Fig. 3 that the R-PMB filter converges to the true number of targets, and Fig. 4 shows that the R-PMB filter produces accurate estimates of the mean clutter rate. We proceed to analyze the error in the final state estimates obtained by the proposed R-PMB filer without the prior information of clutter intensity, standard PMB filter with correct clutter model, standard MPMB filter with correct clutter VOLUME 7, 2019 model, and the CPHD filter without information of clutter intensity proposed in [28] using Monte Carlo simulation with N MC = 100 runs. Regarding the performance of these filters, we employ the Optimal Sub-Pattern Assignment (OSPA) distance as the error metric [43] , which is a distance metric for the difference between two sets of points. Moreover, we also employ the generalized OSPA (GOSPA). Compared to OSPA, GOSPA penalize localization errors for detected targets and the errors due to missed and false target [44] . The GOSPA metric with parameter α = 2 can be rewritten using the 2-D assignment set as
where (|X |,|Y |) is the set of all possible 2-D assignment sets, c denotes the cut-off value at base distance and p determines the severity of penalizing the outliers in the localization component. In this paper, we calculate the root mean square OSPA and the root mean square GOSPA for the position elements across all time steps. We use the Euclidean metric as the base metric, p = 2 and c = 300. In this
can be decomposed into the square costs: We compare the root mean square OSPA miss distance versus time between several standard filters and robust filters in Fig.5 and Fig.6 . Note that the standard filters are given the exact prior information of clutter intensity while the robust filters are not. Intuitively, there is an initial settling in period for these filters, but after this the miss distance achieves a value consistent with the measurement noise profile and exhibits peaks with changes in target numbers. Firstly, Fig.5 shows the comparison results between the proposed standard PMB filter and the standard MPMB filter proposed in [14] . Obviously, the proposed standard PMB filter outperforms the standard MPBM filter, especially in initializing birth tracks at time step k = {40, 60, 80}. However, the standard MPBM filter performs better in removing death tracks at time step k = 71.
Secondly, we verify the performance of the proposed robust PMB filter with unknown clutter intensity by comparing it with the standard PMB filter, standard CPHD filter, and the CPHD filter proposed with unknown clutter intensity (we term it as robust CPHD filter) proposed in [28] . We initial our robust PMB filter with Gamma parameters s 0 = N z 1 , and t 0 = 1, where N z 1 is the number of measurements at time step k = 1. Intuitively, the proposed robust PMB filter had similar tracking performance compared to standard PMB filter, which means that the robust PMB filter can accommodate for environments with unknown clutter intensity. Obviously, the tracking performance of robust CPHD is worse than standard CPHD filter, because the standard CPHD filter has better cardinality estimation.
Finally, we show the root mean square OSPA and GOSPA errors averaged over all time steps of these filters for different situations (high clutter intensity, and low detection probability) in Table 1 . We abbreviate GOSPA-location error with G-Loc, GOSPA-Miss with G-Miss, GOSPA-False with G-False respectively. Overall, the PMB filters based on a Gibbs sampler performs better than the rest regardless of the detection probability and clutter rate, except in G-False. The reason for this can be seen from Fig.5 , the MPMB filter outperforms the PMB filter in removing death tracks. Moreover, the PMB filter outperforms the MPMB filter in initializing birth tracks, which also means that this filter is relatively more sensitive to false alarms. 
VI. CONCLUSION
In this paper, a tractable algorithm called robust PMB filter for tracking multiple targets in environments with unknown clutter intensity is proposed. The filter is based on the PMBM filter. Specifically, the unknown clutter rate is modeled as Gamma distribution, and a closed PMBM recursion for propagating the joint targets state and clutter rate is derived, along with an efficient implementation. To overcome the coalescence problem in the marginal PMB filter, we approximate the posterior PMBM distribution with the PMB distribution based on a Gibbs sampler and a simple fusion strategy.
Simulation results demonstrate that the proposed filter outperforms the CPHD filter and has reliable performance in the presence of unknown clutter intensity. Moreover, the proposed filter has better performance in initializing tracks compared to the marginal PMB filter. We provide an implementation of the PMBM filter for linear/Gaussian measurement models and Poisson births, the sequential Monte Carlo implementation can be considered to extend the proposed filter for operating in a more challenging scenario.
