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Abstract
We discuss the flow field and propulsion velocity of
active droplets, which are driven by body forces resid-
ing on a rigid gel. The latter is modelled as a porous
medium which gives rise to permeation forces. In the
simplest model, the Brinkman equation, the porous
medium is characterised by a single length scale ` –
the square root of the permeability. We compute the
flow fields inside and outside of the droplet as well
as the energy dissipation as a function of `. We fur-
thermore show that there are optimal gel fractions,
giving rise to maximal linear and rotational veloci-
ties. In the limit `→∞, corresponding to a very di-
lute gel, we recover Stokes flow. The opposite limit,
`→ 0, corresponding to a space filling gel, is singular
and not equivalent to Darcy’s equation, which cannot
account for self-propulsion
1 Introduction
Hydrodynamic models of self-propelled particles [1]
have focused primarily on either squirmers built on
ciliary propulsion or phoretic effects – both localised
on the surface of the swimmer. Here we consider
instead active forces in the interior of a living organ-
ism or cell. The complex spatial organisation of a
cell includes a network of filaments, which serves not
only as a backbone but also provides the tracks for
active transport by motor proteins. Biomolecules,
vesicles or even organelles can be actively trans-
ported in this way, thereby generating flow in the
cytosol. Cytoplasmic streaming has been discussed
extensively [2] in the context of intracellular trans-
port. However sustained flow of the cytosol can have
various other effects. Here we discuss the possibil-
ity of self-propulsion: Active forces generate internal
flow which in turn gives rise to swimming motion [3].
Coarse grained models of the cell interior are fre-
quently based on multi-component or multi-phase
systems, in the simplest case a two fluid model [4]
or a biphasic system, representing the filamentary
network and the interstitial fluid [5]. We built on
this work and model the cytoplasm as a biphasic sys-
tem, consisting of a gel and a sol phase. The gel is
modeled as a porous medium and the sol as a New-
tonian fluid. Poroelastic materials as a model for the
cytoplasm [6] have been discussed i.a. in the con-
text of force-indentation curves of cells. Here, we
assume that the active forces are localised on the gel
and drive permeation flows in the sol [7]. As a first
step, we ignore the elasticity of the porous gel and
assume the gel to be rigid. Within this approxima-
tion the dynamics of the gel is restricted to rigid body
motion and the flow of the fluid component follows
Brinkman’s equation. The resulting model can be
solved analytically, allowing us to compute the linear
and angular velocity of propulsion as well as the flow
fields inside and outside of the droplet.
Our study gets further motivation from increas-
ing experimental efforts to construct simplified
biomimetic devices or even synthesize artificial cells
with controlled ingredients and the ability for self-
assemblance, active processes and some degree of
functionality. Mixtures of actin filaments, cross-
linkers and motor proteins exhibit stationary dy-
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namic states with high activity [8]. Active nematics
of microtubules and motors inside lipid vesicles also
exhibit dynamic states, sometimes periodoc and pos-
sibly shape changing [9]. More recently droplet sta-
bilised vesicles [10] have been assembled and loaded
with biomolecules to synthesize increasingly more
complex, functional cells in aequous solution. Theo-
retical approaches have suggested that active droplets
may serve as models for protocells [11]. Droplets
generated by phase separation provide compartments
for the spatial organization of chemicals with their
size being controlled by chemical reaction rates[12].
Active droplets were furthermore shown to sponta-
neously split into two identical daughter cells [11],
thus behaving similarly to cells. Here we focus on
the active motion of biphasic droplets.
The paper is organized as follows. We introduce
the model in sec. 2. Linear and rotational motion of
the droplet as well as the interior flow fields are pre-
sented in sec. 3 and sec. 4. The singular limit of very
small permeation length is dicussed in sec. 5, where
we also show that Darcy’s equation cannot account
for self-propulsion. Finally, in sec. 6 we present our
conclusions and give an outlook to future work. De-
tails of the calculation are delegated to 3 appendices.
2 Model
We consider a neutrally buoyant spherical droplet
of radius R = 1, immersed into an incompressible
Newtonian fluid of viscosity η+. The interior of the
droplet is composed of a statistically homogeneous
and isotropic rigid gel coexisting with another incom-
pressible fluid of viscosity η. Both the internal fluid
and the gel are assumed to be completely immiscible
in the ambient fluid. The volume fraction occupied
by the gel (gel fraction) will be denoted by φ. The
disorder or volume averaged flow velocity field v in-
side the droplet is assumed to obey the Brinkman
equation [13, 14]
∇2v(r)− 1
κ(φ)
(v(r)−vgel) = 1
η
(
∇p(r)− fact(r, φ)
)
.
(1)
Here κ(φ) denotes the intrinsic permeability, which
depends on the details of the gel structure, the pres-
sure field p(r) is determined from the incompressibil-
ity constraint ∇ · v = 0 and the body force density
fact is due to active processes in the gel, which drive
permeation flows. As an example, one may think of
cargo particles actively moving on a random network
of stiff filaments, thereby generating flow (see sketch
in Fig 1). We introduce a frame of reference with its
origin at the center of the sphere. In this frame the
velocity of the rigid gel must be of the form
vgel(r) = vg + ωg × r (2)
with constant vectors vg and ωg.
All passive properties of the gel, which influence
the flow field v are subsumed in the permeability
κ and the vicosity η. In polymeric gels, the length
scale
√
κ = ` is also referred to as the hydrodynamic
screening length. There are many models in the liter-
ature [15], which relate κ to other macroscopic prop-
erties of the gel (for example gel fraction, specific
surface area and tortuosity). Here, we restrict our
attention to the dependence of κ on the gel fraction
φ. Without any additional information about the gel
structure, we consider κ(φ) as a smooth monotonic
function, which varies between the obvious limiting
cases (i) κ → 0 for φ → 1 and (ii) κ → ∞ if φ → 0.
κ may vanish before φ = 1 is reached, if the fluid
no longer percolates. Here we are not interested in
the behaviour close to the percolation threshold and
choose a variant of the classical Carman-Kozeny for-
mula [16]
κ(φ) = `2 = `20(1− φ)2/φ2 (3)
for purposes of illustration. Our qualitative results
do not depend on the precise form of κ(φ). As the
force density fact(r, φ) is assumed to result from ac-
tive elements, which are distributed smoothly over
the gel, we assume that fact(r, φ) ∝ φ.
Outside of the volume V , the flow velocity field
v+ satisfies Stokes equation without the permeation
force and without active forces. Boundary conditions
at an interface ∂V between a porous medium and a
Newtonian fluid are still discussed in the literature.
Various different forms have been proposed [17] [18]
[19][20], depending upon the microstructure of the
interfaces both between internal and ambient fluid
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Figure 1: Our model is a continuum version of the
scetched situation, where actively transported parti-
cles (for example vesicles) move along the rigid fila-
ments of a gel.
and between gel and ambient fluid. Here we consider
the simplest situation, which occurs if the gel phase
is wetted by a layer of internal fluid, thus avoiding
any interface with the ambient fluid. Otherwise, the
stresses at the interface would have to be divided into
viscous stresses and solid stresses. Furthermore, if a
large fraction of the interface is solid, the situation
may be complicated by the appearance of velocity
slips. For the simple fluid-fluid interface considered
here, we can assume that there is no velocity slip,
i.e. the tangential velocity component is continuous
across the interface. In combination with the condi-
tion of immiscibility, this leads to the continuity of v
across ∂V ,
v+(r) = v(r) for r ∈ ∂V. (4)
A second boundary condition at ∂V simply states
that the interface is force free:
σ+ · er − σ− · er = 2γ0er. (5)
The balance of forces includes the viscous tractions
t± = ±σ± · er with σ−ij = σij(v) = −pδij + η(∂jvi +
∂ivj) and σ
+
ij = σij(v
+) and the Laplace pressure
2γ0er resulting from a homogeneous surface tension
γ0.
We are interested in an autonomous swimmer and
hence require that it be force and torque free, so that
∫
V
fact d3r = 0 and
∫
V
r×fact d3r = 0 hold. Integrat-
ing the Brinkman equation over the volume (directly
and after multiplying by r×) relates vg and ωg to
the internal flow field:∫
V
d3x v =
∫
V
d3x vg =
4pi
3
vg (6)∫
V
d3x r× v =
∫
V
d3x r× (ωg × r) = 8pi
15
ωg.(7)
Brinkman’s equation allows for the same expan-
sion in vector spherical harmonics as Stokes equation,
suggesting a representation of the active force densi-
ties in the same set of functions. The self-propelling
properties of arbitrary force densities and tractions
are entirely determined by their l = 1 component, so
that we restrict the expansion to l = 1:
fact = α(r)Y10er+β(r)∇sY10(+γ(r)er×∇sY10. (8)
We further simplify the discussion by considering
onlym = 0, which leads to parallel directions of linear
and angular velocity. The generalization to m = ±1
and to l ≥ 1 is straightforward.
The functions α(r), β(r), γ(r) are restricted by the
requirements of vanishing total force and torque, im-
plying ∫ 1
0
(α(r) + 2β(r))r2 dr = 0 (9)
and ∫ 1
0
γ(r)r3 dr = 0. (10)
3 Linear motion
As for Stokes flow, we can decompose active forces
and the resulting flow into a chiral part (∝ γ(r)),
giving rise to rotations of the droplet around the
polar axis ez of the spherical coordinates, and a
non-chiral part, giving rise to linear motion in ez
direction. In terms of vector spherical harmonics
ez = (
√
4pi/3)(erY10 +∇sY10), so that vg = vgez =
vg,0erY10 + vg,1∇sY10 with vg,0 = vg,1 =
√
4pi/3 vg
(and analogously for ωg). Note that vg and ωg still
have to be determined as part of the solution. We
first consider linear motion and hence put γ(r) = 0
; subsequently we are going to discuss the rotational
motion with non-vanishing γ(r) .
3
3.1 Solution of Brinkman’s equation
We use the following ansatz for the solution of
Brinkman’s equation: v − vg = vhom + vinh. The
first term on the right hand side, vhom, is the solu-
tion of the homogeneous equation
∇2vhom(r)− 1
κ(φ)
vhom = 0. (11)
The second term, vinh, denotes a special solution of
the inhomogeneous equation. Given the restriction
to the l = 1, m = 0 components of the active forces,
we represent vhom as:
vhom = vhom0 (r)Y10(θ, ϕ)er + v
hom
1 (r)∇sY10(θ, ϕ).
(12)
The requirement of incompressibility, which reads ex-
plicitly v1(r) = (r/2)dv0(r)/dr + v0(r), can be used
to reduce Eq. (11) to a single equation for vhom0 (r):(
d2
dr2
+
4
r
d
dr
− 1
κ
)
vhom0 (r) = 0. (13)
This equation has two fundamental solutions, one
regular at the origin and one regular for r →∞. For
the interior of the droplet we pick the one which is
regular at the origin, which is vhom0 (r) = Au0(r/
√
κ)
with
u0(x) =
1
x
(
sinh(x)
x2
− cosh(x)
x
) = x−3/2I3/2(x) (14)
Here I3/2(x) denotes a modified Bessel function Iν as
defined in [21].
To solve the inhomogeneous equation, we first de-
termine the pressure, using incompressibility to write
∇2p = ∇ · fact. The general solution (regular at the
origin) is given by p(r) = (p0r + p
inh(r))Y10(θ, ϕ),
where pinh(r) has to be determined from(
d2
dr2
+
2
r
d
dr
− 2
r2
)
pinh =
dα
dr
+
2
r
(α− β). (15)
The inhomogeneous velocity, vinh is expanded in
analogy to the homogeneous component
vinh = vinh0 (r)Y10(θ, ϕ)er + v
inh
1 (r)∇sY10(θ, ϕ).
(16)
and vinh0 (r) is a special solution of the inhomogeneous
equation(
d2
dr2
+
4
r
d
dr
− 1
κ
)
vinh0 (r) =
1
η
(p0 +
dpinh
dr
− α(r)).
(17)
We will consider explicit forms of α(r) and β(r) later
to illustrate the solution. Note that vinh depends
upon the pressure coefficient p0, which has to be
determined from boundary conditions. In the fol-
lowing we make this dependence explicit and split
vinh0 (r) = w0(r)− (κ/η)p0.
The external flow field v+0 (r) = a
+/r + b+/r3 is
the well known solution of the Stokes problem. Our
solution thus contains four constants, A, p0, a
+, b+
and the boundary conditions, Eq.(4) and Eq.(5), pro-
vide a system of four linear equations to determine
them (see Appendix A for further details). The force
free condition implies the absence of a Stokeslet, i.e.
a+ = 0.
As shown in Appendix A, linear motion leads to
the radial flow field vr =
√
3/4pi v0(r) cos θ er with
v0(r) = A[u0(r/
√
κ)−u0(1/
√
κ)]+[w0(r)−w0(1)]+vg,0.
(18)
The tangential flow field vt = −
√
3/4pi v1(r) sin θ eθ
is determined from the incompressibility condition.
The center of mass velocity turns out to be vg,0 =
−(Au′0(1) +w′0(1))/3 and for the constant A we find
A = −
(
2(η+ − η)w′0 + w0η/κ+ pinh
2(η+ − η)u′0 + u0η/κ
)
r=1
. (19)
Here pinh(r) and w0(r) depend on the active driv-
ing forces which have yet to be specified. We first
discuss a monotonic force density and subsequently
introduce a nonmonotonic force, varying on a length-
scale smaller than the size of the droplet.
3.2 Examples of simple force densities
We find analytical solutions for any polynomial force
density, as discussed in detail in Appendix B. A par-
ticularly simple example is α(r) = −2β(r) = αφr2,
which gives rise to the following inhomogeneous so-
4
lution:
pinh(r) =
αφ
2
r3 (20)
w0(r) = −αφκ
2η
(r2 + 10κ). (21)
The resulting center of mass velocity is shown in
Figure 2: Center of mass velocity of the droplet vs.
gel fraction φ for a force density α(r) = −2β(r) = φr2
and Carman-Kozeny length `0 = 1.
Fig.2 as a function of gel fraction. The velocity van-
ishes for φ→ 0, because the active forcing is assumed
to be associated with the gel fraction and in our sim-
ple model is taken to be proportional to φ. It also
vanishes for φ → 1, when the droplet is completely
rigid and active forces cannot generate flow. These
two limits imply the nonmonotonic dependence of
vg on gel fraction, which is a general feature of our
model. In all examples discussed below, we put the
viscosity η = 1 and choose it to be ten times the
viscosity of the ambient fluid.
Note that for `→∞ (Stokes limit) and φ < 1 the
model must and in fact does reproduce the results
for a droplet without interaction with a rigid gel [3].
The limit is not immediately obvious and requires an
expansion of u0(1/`) and u
′
0(1/`) up to order 1/`
4 to
see that apparently diverging terms cancel out. The
flow field of Stokes equation is an algebraic function
of r and hence has no inherent length scale. The
crossover from Brinkman flow to Stokes flow is thus
determined by the only available lengthscale, namely
the radius of the droplet, which has been set equal to
one, defining the unit of length. Hence we expect to
see Stokes flow for ` 1. In Fig. 3, we show the flow
fields, v0(r) (a) and v1(r) (b), for the simple forcing
α(r) = −2β(r) = φr2. The Stokes flow is seen to be
a good approximation to the Brinkman flow even for
` & 1.
A simple way to introduce a forcing lengthscale is
to consider fourth order polynomials of the form,
α(r) = α2r
2 + α4r
4 (22)
β(r) = β2r
2 + β4r
4. (23)
The parameters αi, βi, i = 1, 2 are restricted by
the condition of Eq.(9), which takes on the form
7(α2 + 2β2) + 5(α4 + 2β4) = 0. The resulting in-
homogeneous pressure and velocity fields are given
by (see Appendix B for details):
pinh(r) =
2α2 − β2
5
r3 +
3α4 − β4
14
r5 (24)
w0(r) = A4r
4 + (A2 + 28κA4)r
2 + (10κA2 + 280κ
2A4)
The constants are given by A2 =
−κ(α2−3β2)
5η and
A4 =
−κ(α4−5β4)
14η . In Fig. 3 we show v0(r) (c)
and v1(r) (d) for several values of ` and a forc-
ing corresponding to Eq.(22) with α2 = 10φ, α4 =
−14φ, β2 = −5φ and β4 = 7φ. The forcing is max-
imum for r ≈ 0.6 and changes sign around r ≈ 0.8,
giving rise to nonmonotonic flow for r < 1.
3.3 Dissipated Power
In the stationary state the dissipated energy is bal-
anced by the power input due to the active forces.
In addition to the usual viscous energy dissipation
∂Eη/∂t =
∫
d3xσi,k∂kvi in both, the inside and out-
side fluid, we identify an additional energy dissipation
due to friction between gel and fluid:
∂Eκ
∂t
=
η
κ
∫
V
d3x(v − vg)2. (25)
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Figure 3: (a) and (b): Radial velocity v0(r) and tan-
gential velocity v1(r) for a simple force density with
α(r) = −2β(r) = 2φr2. ((c) and (d)): for a force den-
sity corresponding to Eq.(22) with α2 = 10φ, α4 =
−14φ, β2 = −5φ and β4 = 7φ. In both cases,
φ = 1/2, so that ` and the Karman-Cozeny length
`0 coincide. The label ”Stokes” refers to `→∞.
All 3 contributions are compensated by the power
input, Ptrans, due to the active forces
Pact =
∫
v·fact dV =
∫ 1
0
[α(r)v0(r)+2β(r)v1(r)]r
2 dr.
(26)
The power input is plotted in the inset of Fig. 4 as
a function of gel fraction. Not surprisingly, do we
observe the same nonmonotonic dependence as for
the flow field.
To quantify the efficiency of the propulsion mech-
anism we use Lighthill’s measure [22, 23],
 =
Pext(vg)
Pact
, (27)
which compares the dissipated power to the cor-
responding power, Pext, needed to move a passive
droplet by a constant external force, Fstall, with the
same velocity vg. Alternatively one can think of
Fstall as the force which is necessary to keep an active
droplet at rest; we therefore call it stall force. The
stall force is related to vg via the mobility µ, Fstall =
µ−1vg 1, so that Pext(vg) = vg ·Fstall = µ−1v2g. The
mobility µ smoothly interpolates between the result
for a droplet as φ→ 0 and the result for a solid par-
ticle for φ → 1, as is calculated in Appendix C. The
efficiency is monotonically decreasing in gel fraction
φ as shown in Fig. 4.
Figure 4: Lighthill efficiency vs. gel fraction for
an active force density with α(r) = −2β(r) = φr2.
Inset: Dissipated power
4 Rotational motion
Let us next consider rotational motion of the droplet
generated by a chiral force density
factrot (r) = γ(r)er ×∇sY10 (28)
with a single l = 1,m = 0 mode. The internal flow
field
v(r) = v2(r)er ×∇sY10 (29)
is divergence free and is calculated from
d2v2
dr2
+
2
r
dv2
dr
− 2
r2
v2 − 1
κ
v2 = −γ(r)
η
+
ωg0r
κ
. (30)
1Note that there is a misprint in Eq. (3.10) of reference [3],
where µvcm must be replaced by µ−1vcm.
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The differential equations for v0 and v2 remain un-
coupled, should both active forces facttrans and f
act
rot be
present simultaneously.
The solution procedure is completely analogous to
the case of linear motion. We split v − ωg × r =
(v2+ωg0r)er×∇sY10 = (vhom2 +w2(r))er×∇sY10. In
this case, the solution of the homogeneous equation
is given by vhom2 (r) = Bu2(r/
√
κ) with
u2(x) = x
−1/2I3/2(x), (31)
and w2 is a special solution of Eq.(30) with ωg0 = 0.
The outer solution is given by v+2 = c
+/r2 and it is
easily checked, that it carries an angular momentum
current, which does not vanish at infinity. There-
fore c+ has to be zero for any autonomous swimmer.
This implies that the swimming (l=1) mode, which
causes the rotation of the droplet, leaves no trace
in the ambient fluid. The boundary conditions (see
Appendix A) thus give us two linear equations to de-
termine B
B = −
(
w2 − w′2
u2 − u′2
)
r=1
(32)
and ωg,0
ωg,0 =
(
w′2u2 − w2u′2
u2 − u′2
)
r=1
. (33)
A torque free force distribution cannot be achieved
with a single power law, but requires a nonmonotonic
force. As for the case of linear motion we can find
analytical solutions for all polynomial γ(r) given in
Appendix B. As a simple illustrating example of a
torque free force distribution we choose
γ(r) = γ0φ
(
r
7
− r
3
5
)
, (34)
which leads to
v2(r) = Bu2(r/
√
κ)+
γ0φκ
η
[(
1
7
− 2κ
)
r − 1
5
r3
]
−ωg,0r
(35)
The angular velocity of the droplet is shown in the
left part of Fig. 5 as a function of gel fraction. As
discussed above, the dependence is nonmonotonic,
Figure 5: (a): angular velocity versus gel fraction
φ with `0 = 1; (b) v2(r) versus r for several ` and
φ = 1/2; for both (a) and (b) the force density is
characterised by γ(r) = (5r − 7r3)2φ.
and ωg vanishes for φ = 0 and φ = 1, so that its
overall φ−dependence is similar to the linear veloc-
ity The tangential flow field is displayed in the right
panel of Fig. 5; it is nonmonotonic as a function of
r. Its maximum hardly depends on ` and coincides
approximately with the corresponding maximum in
the forcing density.
5 Darcy Flow versus Brinkman
Flow in the limit `→ 0
In the limit `→ 0 both, the velocities and the viscous
stresses vanish in the interior of the droplet. How-
ever the rescaled interior flow fields vˆ = v/`2 and
the droplet velocities vˆg,0 = vg,0/`
2, ωˆg,0 = ωg,0/`
2
remain finite, as will be shown explicitly below. In
the following, we will therefore focus on a discussion
of these rescaled quantities, which we denote by an
additional caret. For `2 = 0 the equation for vˆ be-
comes the Darcy equation
(vˆD(r)− vˆgel) = 1
η
(
fact(r, φ)−∇p(r)
)
, (36)
which is frequently used to study flows in porous me-
dia [24]. Therefore let us consider the approxima-
tion v ≈ `2vˆD for `  1 in detail and discuss to
what extent properties of an active porous droplet
can be obtained from Darcy’s equation. The second
order spatial derivative of the Brinkman equation for
7
rescaled flow is multiplied by `2. This indicates that
the Darcy limit is a singular perturbation problem,
and we cannot expect that the leading order term of
Brinkman flow for ` → 0 coincides with vˆD. In par-
ticular, the Darcy equation, when supplemented by
the incompressibility condition, is a system of first
order partial differential equations, which cannot ful-
fil all the boundary conditions of the second order
Brinkman equation. Several physical arguments have
been put forward to generate a mathematically well-
posed problem for systems, which contain an inter-
face between a Darcy medium and a viscous fluid
[25].
First we consider the simpler case of rotational mo-
tion. To obtain vˆhom2 for ` 1 we use the asymptotic
behaviour of the modified Bessel functions, Iν(x) →
exp(x)[1− (4ν2 − 1)/8x+O(x−2)]/√2pix for x 1.
Thus the function u2(r) defined in Eq.(31) has an
essential singularity u2(r/`) → ` exp(r/`)/(
√
2pi r)
for ` → 0, and from Eq.(32) we find that B →√
2pi b `2 exp(−1/`). Consequently,
vˆhom2 (r) =
Bu2(r)
`2
→ b`
r
e(r−1)/` (37)
and the function as well as all its derivatives van-
ish faster than any power of ` in the interior of the
droplet, provided x = r/`  1. At the interface
r = 1, vˆhom2 (1) → b`, and it contributes to the
tractions as tˆhom2 (1) → ηvˆhom2 (1)/` = ηb – even at
` = 0. Thus, the rescaled traction of the homoge-
neous Brinkman flow does not vanish for ` → 0 and
contributes to the boundary conditions Eqs.(A.17,
A.18), which become b` = ωˆg,0 − wˆ2(1) → 0 and
b − ωˆg,0 − wˆ′2(1) = 0 for ` → 0. For Darcy flow,
the homogeneous solution is strictly 0, so that b = 0
holds from the outset. Consequently there is no con-
sistent solution for ωˆDg,0 . If we require ωˆ
D
g,0 = ωˆg,0
the Darcy flow fulfils the boundary condition for the
rescaled velocity vˆ2 (see Eq.(A.17)), but there re-
mains a slip in the tangential traction tˆ2 at the inter-
face, i.e. Eq.(A.18) is violated.
In Fig. 6 we show vˆ2(r) and tˆ2(r) for the special
forcing γ(r) of Eq.(34) in comparison to the flow field,
vˆD2 (r) = −ωˆDg,0r + γ(r)/η, of the Darcy equation.
Note that we have chosen the value ωˆDg,0 = γ(1)/η
of the Brinkman flow in the Darcy flow to enable a
comparison. As expected from our discussion, the
convergence of the Brinkman flow to the Darcy flow
is uniform in r, but the rescaled tractions develop
a boundary layer. Thus our discussion has revealed
that for small ` the Darcy solution is a good approx-
imation to the Brinkman flow in a frame of reference
co-rotating with the gel, it also approximates the cor-
responding viscous traction in the interior outside of
a boundary layer at the interface, but it cannot ex-
plain the self-propelling property.
Figure 6: v2/κ and t2/κ vs. r for different values of
` =
√
κ in comparison to the Darcy solution, demon-
strating the uniform convergence of the Brinkman
flow towards the Darcy flow (a) and the existence
of a boundary layer in the tractions (b).
The case of linear motion is similar, but slightly
more complicated due to the pressure contribution.
As for the rotational motion, we can use the asymp-
totics of the Bessel function to obatin the homoge-
neous solution of the Brinkman equation, vhom0 =
Au0(r/`), in the limit ` → 0. As for the rota-
tional motion u0(r/`) → `2/(
√
2pi r2) exp(r/`), has
an essential singularity at ` = 0. With A =√
2pia`2 exp(−1/`), we find in the limit `→ 0:
vˆhom0 (r) =
Au0(r)
`2
→ a`
2
r2
e(r−1)/`. (38)
Analogous to the case of rotational motion, vhom0 gen-
erates a finite rescaled tangential traction tˆhom1 =
thom1 (1)/`
2 → η(vhom0 )′′/(2`2) → ηa/2 at the in-
terface in the limit ` → 0. The contribution to
the radial traction becomes thom0 (1)/`
2 → −(p0 +
pinh(1))/`2 + 2ηwˆ′0(1). From the solution for poly-
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nomial force densities (see Appendix B) we find that
p0 + p
inh(1) = O(`2), and from Eq. (A.13) one reads
off that p0 → η(a`2 +w0(1)). Thus, even in the limit
`→ 0 the rescaled pressure on the interface contains
a non-vanishing term proportional to a, which results
from the homogeneous flow. If we put a = 0, as re-
quired for the Darcy equation, no consistent solution
for vˆg,0 = b
+/`2 can be obtained from the boundary
conditions Eqs.(A.13-A.15).
Let us illustrate this in more detail for the sim-
ple force density α(r) = −2β(r) = αφr2. From
Eqs.(20, 21) one sees that p(r) = p0r + (αφ/2)r
3
and wˆ0(r) = −αφ(r2 + 10`2)/(2η). On the other
hand, solving the Darcy equation for this particu-
lar force density we find pD(r) = pD0 r + (αφ/2)r
3
and wˆD0 (r) = −αφr2/(2η). The boundary condition
(A.13) determines p0 → η(a`2 + wˆ0(1)) = ηa`2 −
αφ(1 + 10`2)/2 and pD0 = −αφ/2. Hence the differ-
ence in pressure ∆p(r) = p(r) − pD(r) is solely due
to the homogeneous pressure and explicitly given by
∆p(r) = `2(ηa− 5αφ) +O(`4). It dominates the dif-
ference between the radial tractions of Brinkman and
Darcy flow
tˆ0 − tˆD0 →
(pD0 − p0)r
`2
= (ηa− 5α)r, (39)
and is not restricted to a boundary layer but a bulk
effect. Inserting these asymptotic forms for `  1
into the boundary conditions Eqs.(A.14, A.15) we get
vˆg,0 = αφ/3η +O(`
2)and η+vˆg,0 = ηa− 3αφ+O(`2)
which are obviously inconsistent for a = 0.
The approach of the rescaled flow fields and trac-
tions towards their limits is shown in Fig. 7 and
Fig. 8. To allow for a comparison with Darcy flow,
vˆD0 (r) = −(αφr2/2 − pD0 )/η + vDg,0, we have set
vDg,0 = vg,0. The radial and tangential flow fields are
observed to approach the Darcy solution uniformly in
the interior (Fig. 7). On the other hand the rescaled
pressure and radial tractions of the Brinkman solu-
tion differ from the Darcy solution in all of the inte-
rior bulk, as demonstrated in the left part of Fig.8.
The difference in tangential tractions is restricted to
a boundary layer as for the torsional tractions for the
rotational motion.
Figure 7: Radial (a) and tangential (b) flow fields,
v0, v1, in comparison to the Darcy solution, showing
uniform convergence of the flow fileds as `→ 0.
Figure 8: (a) (pD − p)/κ is the asymptotic differ-
ence of rescaled radial tractions, shown vs r. This
difference is not confined to a boundary layer at the
interface. (b) tangential traction t1 for several values
of ` in comparison to the Darcy solution, displaying
the emergence of a boundary layer for decreasing `.
6 Conclusions and Outlook
We have proposed a biphasic model for an ac-
tive swimmer, consisting of a gel and a viscous
fluid. Building on previous work on porous media,
we model the fluid interacting with a rigid gel by
Brinkman’s equation. The permeability of the gel,
κ, defines a characteristic lengthscale ` =
√
κ, which
depends on the gel fraction φ. It decreases mono-
tonically with gelfraction: If the gel fills the droplet
completely, the lengthscale vanishes. In the oppo-
site limit, for very small gel fraction the lengthscale
` diverges and we recover Stokes flow.
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Activity is modelled by active forces, residing on
the gel. We assume their magnitude to be propor-
tional to the gel fraction. The resulting linear and ro-
tational propulsion velocity of the swimmer are non-
monotonic functions of the gel fraction φ. Both ve-
locities vanish for φ → 0, because the strength of
the active forces go to zero, and they also vanish as
φ → 1, because the forces cannot generate internal
flow in the space filling rigid gel. Hence there is an
optimal gelfraction, giving rise to maximal linear and
rotational propulsion. We also discuss energy dissi-
pation, which in addition to viscous dissipation inside
and outside of the droplet has an additional contri-
bution from the viscous drag between gel and fluid.
Modelling active body forces allows us to introduce
another lengthscale which can give rise to nonmono-
tonic flow as a function of r inside the droplet.
As the gel fraction approaches one, the lengthscale
goes to zero and one might naively expect that the
flow follows Darcy’s equation. However this is not
the case, because ` → 0 is a singular limit of the
Brinkman equation: The solution of the homoge-
neous equation, vhom(r), aquires an essential singu-
larity, so that the homogeneous flow and all its deriva-
tives vanish faster than any power of ` in the interior
of the droplet. For Darcy‘s equation the boundary
conditions cannot be fulfilled and there is no con-
sistent solution for vgel. Hence the Darcy equation
cannot explain self-propulsion.
If we enforce the correct vgel in the Darcy equa-
tion, then the flow fields within the droplet are well
approximated by Darcy flow for `→ 0. However the
pressure in the bulk of the droplet is not accounted for
by Darcy‘s equation and the tangential and torsional
tractions are incorrect in a boundary layer, reflect-
ing the incompatibility of Darcy‘s equation with the
boundary conditions.
Even though we have explicitly discussed body
forces only, the treatment of surface tractions is
straightforward. Similarly, the restriction to m = 0
was chosen for simplicity and can easily be lifted. As
far as self-propulsion is concerned the expansion in
angular momenta can be restricted to l = 1, the only
mode which contributes to self-propulsion. A correct
description of the flow fields inside and outside of
the droplet requires inclusion of all l, which is easily
feasable.
Our approach can be extended in several ways.
Our model of the gel as a completely rigid porous
structure, should be improved. A first step is to con-
sider an elastic gel, a next step could be a viscoelastic
medium including dynamics of the gel. So far we have
only discussed the simplest forcing. However, the ap-
proach is general enough to allow for a more realistic
modelling of biological forcing mechanisms, such as
an ensemble of motors, moving along a filamentary
structure. Work along these lines is in progress.
7 Authors contributions
All the authors were involved in the preparation of
the manuscript. All the authors have read and ap-
proved the final manuscript.
A Boundary conditions
The interface ∂V of the spherical droplet at r = 1
is a free boundary, and the flow field is continu-
ous across ∂V . The velocity components inside the
droplet are given by va(r) = v
hom
a (r) + v
inh
a (r) + vg,0
(for a = 0, 1), v0 = Au0(r/
√
κ)+w0(r)−(κ/η)p0+vg,0
and v2(r) = Bu2(r/
√
κ) + w2(r) − ωg,0r. The in-
compressibility condition determines v1 in terms of
v0: v1(r) = v0(r) + rv
′
0(r)/2. Here and in the
following the prime denotes the derivative with re-
spect to r. The external flow field is determined by
v+0 (r) = a
+/r + b+/r3, v2 = c
+/r3 and the linear
velocity vg,0 coincides with v
+
0 (r = 1).
The viscous tractions t± = ±σ± · er in a spherical
geometry are represented in the from [3]:
t = t0(r)Y10er+t1(r)∇sY10+t2(r) er×∇sY10. (A.1)
The flow inside the droplet gives the following con-
tributions
t−0 (r) = −p0(r)− pinh(r) + 2ηv′0(r) (A.2)
t−1 (r) = η
(
v′1 + (v0(r)− v1(r))/r
)
(A.3)
t−2 (r) = η(v
′
2 − v2/r). (A.4)
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whereas the outside flow and hence the tractions t+
are the same as in [3].
Using these quantities, the boundary conditions
take on the form of 6 linear equations for the un-
knowns a+, b+ c+, A, p0, B. The two equations in-
volving v2 and t2 are decoupled from the rest, which
takes on the form:
0 = Au0 + w0 − κ
η
p0 (A.5)
−a
+ + 3b+
2
= A
(
u0 +
u′0
2
)
(A.6)
+
(
w0 +
w′0
2
)
− κ
η
p0
−3η+(a+ + 2b+) = −p0 − pinh + 2η(Au′0 + w′0)(A.7)
3η+b+ = η(v′1 − v1 + v0). (A.8)
The remaining equations become
c+ = Bu2 + w2 − ωg,0 (A.9)
−3η+c+ = η[B(u′2 − u2) + w′2 − w2] (A.10)
Here all functions are taken at r = 1 and the prime
denotes the derivative with respect to r, for example
u′0 = du0/dr = (1/
√
κ)(du0(x)/dx)x=1/
√
κ.
From the force-free and torque-free condition, we
find that a+ = 0 and c+ = 0. The vanishing of c+
is obvious from the r−3 dependence of the outer flow
field, which leads to r−4 dependence of the viscous
stress and thus to a non-vanishing total torque acting
on the entire system, in contradiction to the torque-
free condition. The vanishing of a+ can be inferred by
adding up two times Eq. (A.8) and Eq.(A.7), which
gives
− 3η+a+ = t−0 + 2t−1 (A.11)
On the r.h.s. of this equation we can use∫
∂V
t d2S =
∫
∂V
(t0Y10er + t1∇sY10) d2S (A.12)
=
∫
V
∇ · σ d3V =
√
4pi
3
(t0 + 2t1)e2.
Inserting ∇ · σ = −f , one can replace t0 + 2t1 by
− ∫ 1
0
(α + 2β)r2 dr, and thus the r.h.s of Eq.(A.11)
becomes the force-free condition Eq. (9).
Using a+ = 0 and subtracting Eq.(A.5) from Eq.
(A.6 ) leaves us with three linearly independent equa-
tions, which can be written in the form
p0 =
η
κ
(Au0 + w0) (A.13)
b+ = vg0 = −1
3
(u′0A+ w
′
0)(A.14)
6η+b+ + 2ηu′0A− p0 = −2ηw′0 + pinh(A.15)
Solving the last two equations for A, yields the result
given in Eq. 19 in the main text. Note that with
Eq.(A.5) the radial velocity field v0(r) becomes
v0(r) = Au0(r) + w0(r) + vg,0 − κp0
η
(A.16)
= A(u0(r)− u0(1))
+ (w0(r)− w0(1)) + vg,0.
In this form it is given in the main text in Eq.(18).
For rotational motion Eqs. (A.9- A.10) simplify for
c+ = 0:
(Bu2 − ωg,0 + w2)r=1 = 0 (A.17)
(Bu′2 − ωg,0 + w′2)r=1 = 0. (A.18)
with the explicit solution given in Eqs. (32,33).
B Flow fields from polynomial
force densities
Here we discuss special solutions of Eqs. (20, 17)
and Eq.(30), for force densities with polynomial
α(r), β(r), γ(r), like α(r) = α0 + α1r + α2r
2 + · · · .
The pressure equation (20) has polynomial solu-
tions, provided we put α0 = β0. (For α0 6= β0,
terms ∝ r ln r will also occur.) For nth order mono-
mials, αnr
n and βnr
n, a particular solution, regular
at r = 0, is given by
pinh(r) =
(n+ 2)αn − 2βn
n(n+ 3)
rn+1 = pinhn r
n+1. (B.1)
Note that for n = 2 and n = 4 this produces Eq.(24).
All inhomogeneities in Eq.(17) are thus polynomi-
als
∑
n=0Dnr
n with Dn = (p
inh
n (n + 1) − αn)/η.
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For example, D2 = (α2 − 3β2)/5η and D4 = (α4 −
5β4)/14η.
For every monomial of even order, D2mr
2m, it is
easy to find a solution from the ansatz
w0 = A2mr
2m +A2m−2r2m−2 + · · ·A2r2 −A0.
It leads to A2k−2 = 2k(2k+3)κA2k for k = 1, 2 · · ·m,
which allows to determine the A2k starting from
A2m = −κD2m.
So, for example, for force densities ∝ r2, corre-
sponding to m = 1, this leads to
wm=10 = A2(r
2 + 10κ), (B.2)
with A2 = −κD2, and for m = 2 we get
wm=2 = A4(r
4 + 28κr2 + 280κ2). (B.3)
In the main text, we considered both r2 and r4 terms
to be present, so that
w0 = w04r
4 + w02r
2 + w00 (B.4)
= A4r
4 + (A2 + 28κA4)r
2 + (10κA2 + 280κ
2A4)
For odd order monomials D2m+1r
2m+1 a polyno-
mial ansatz for w0 is not sufficient. Extending the
ansatz by terms A−1r−1 and A−3r−3 does lead to
solutions, but they are not regular at r = 0. To con-
struct solutions, which stay regular in the droplet’s
interior, one has to add a homogeneous solution,
which compensates the singular terms. A regular so-
lution takes on the form
w0 = C(r/
√
κ)−3/2K3/2(r/
√
κ) + (−8r−3(B.5)
+ 4r−1 + r)A1 + · · · − κD2m+1r2m+1.
and the coefficients A2k+1 can be determined in anal-
ogy to the case of even order inhomogeneities.
Starting from Eq. (30) and polynomials γ(r) we
can proceed analogously to construct w2. Odd or-
der monomials γ2n+1r
2n+1 lead to polynomial solu-
tions w2 = B2n+1r2n+ 1+B2n−1r2n−1+· · ·B1r with
B2n+1 = κγ2n+1/η and B2k−1 = κ[(2k+ 1)(2k+ 2)−
2]B2k+1. For even order monomials, the Polynomial
Ansatz has to be extended by terms B0+B−2r−2 and
a regular solution has to be constructed by adding a
homogeneous solution F (r/
√
κ)−1/2K3/2(r/
√
κ).
C Stall force and mobility
To move a passive droplet with velocity vg in z-
direction, one applies a constant force density fstall =
fez = −∇U , which gives rise to a total force F =
4pif/3.
The inhomogeneity in Eq. 1 is then given by
∇p(r) − fstall = ∇p˜, so that the stall force can be
absorbed into a modified pressure p˜ = p − U . The
latter fulfils Laplace equation, whose solution is given
by p˜(r) = p˜0rY10(θ, ϕ) with p˜0 = (p0−
√
4pi/3f). The
only inhomogeneity in Eq. 17 is p˜0, so that w0 = 0.
The set of Eqs. A.5 to A.8 then reads
0 = Au0 − κ
η
p˜0 (C.1)
−a
+ + 3b+
2
= A
(
u0 +
u′0
2
)
− κ
η
p˜0(C.2)
−3η+(a+ + 2b+) = −p0 + 2ηAu′0 (C.3)
3η+b+ = Aη(u′0 + u
′′
0/2). (C.4)
and has to be solved for the four unknowns
A, p0, a
+, b+. Due to the presence of a force, there
is a Stokeslet with a+ =
√
4pi/3f/(3η+). The center
of mass velocity is given by vg =
√
3/(4pi)(a++b+) =
µF with the mobility
µ =
1
4piη+
(
1 +
η(u0/κ− 2u′0)/3
2u′0(η − η+)− ηu0/κ
)
. (C.5)
In the Stokes limit κ → ∞ and u0/(κu′0) → 5.
This reproduces the well-known mobility µ = (λ +
1)/[2piη+(3λ + 2)] of a fluid droplet with viscosity
contrast λ = η/η+. In the Darcy limit the terms pro-
portional to u′0 can be neglected and one recovers the
mobility of a solid particle.
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