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Abstract
We consider the nonlinear nonelliptic Schrödinger equation defined by i∂t u + (∂2x − ∂2y )u + γ |u|2u = 0
with initial datum in L2(R2). We show that if the solution blows up in finite time, then there is a mass
concentration phenomenon near the blow-up time. The key ingredient is a refinement of the Strichartz
inequality on the saddle.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and results
The free nonelliptic Schrödinger equation in R2+1,
i∂tu +
(
∂2x1 − ∂2x2
)
u = 0,
can, by a change of coordinates, be rewritten as
i∂tu + ∂x1∂x2u = 0. (1)
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to (1) with initial datum u(x,0) = u0(x) ∈ L2(R2) can be written as
eitu0(x) =
∫
R2
û0(ξ)e
2πi(x·ξ−2πtξ1ξ2) dξ. (2)
Thus motivated, we will consider the adjoint restriction operator f → f̂ dσ defined by
f̂ dσ (ξ, ξ3) =
∫
R2
f (x)e2πi(x·ξ+x1x2ξ3) dx.
By the Strichartz inequality [15] (see also the Stein–Tomas theorem [14]),
‖f̂ dσ‖L4(R3)  C‖f ‖L2(R2). (3)
More recently, Vargas [17] and Lee [9] proved that, for f supported in the unit disc D,
‖f̂ dσ‖Lq(R3)  C‖f ‖Lp(D), (4)
for all q > 10/3 and 2p/(p−1) < q . We will need both these inequalities to prove the following
refinement of (3).
For each k, l ∈ Z we break up R2 into dyadic rectangles Rjk,l defined by
R
j
k,l =
[
j12−k, (j1 + 1)2−k
]× [j22−l , (j2 + 1)2−l],
where j = (j1, j2) ∈ Z2. We define the space Xp of measurable functions by
Xp =
{
f : ‖f ‖Xp =
(∑
j,k,l
2(4/p−2)(k+l)
( ∫
R
j
k,l
|f |p
)4/p)1/4
< ∞
}
,
where 1 < p < 2. We will show that ‖ · ‖Xp  C‖ · ‖L2(R2) and prove the following theorem.
Theorem 1. Let 12/7 p < 2. Then ‖f̂ dσ‖L4(R3)  C‖f ‖Xp .
Moyua, Vargas and Vega [11,12] proved an analogous bound for restriction to surfaces with
positive curvature, refining and generalizing a theorem of Bourgain [3]. In [12], they define a
similar space to Xp , but with the rectangles replaced by squares. That rectangles need to appear
in the nonelliptic case is essentially due to the fact that there is a two-parameter family of dilations
T(λ,μ)(x1, x2, t) = (λx1,μx2, λμt)
under which (1) is invariant. More concretely, consideration of f = χ[−	,	]×[−1,1] with 	  1,
shows that the bound in Theorem 1 does not hold when Xp is defined using only squares.
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iut +u + γ |u|2u = 0,
u(x,0) = u0(x) ∈ L2(R2),
(5)
where γ ∈ R \ {0}. The theory on the Cauchy problem asserts a unique maximal solution
u ∈ C((−Tmin, Tmax),L2(R2))∩ L4loc((−Tmin, Tmax),L4(R2)),
where Tmin, Tmax > 0, and it is easy to show that∥∥u(t)∥∥
L2(R2) = ‖u0‖L2(R2)
for all t ∈ (−Tmin, Tmax). For physical applications, see [7,8] or [16].
In the elliptic case, that is when the box operator in (5) is replaced by the Laplacian, there
exists initial data in L2 for which the solution blows up in finite time [6]. Such initial data is only
known to exist when γ > 0.
It is not known if there is initial data for which the solution blows up in the nonelliptic case.
However, by a change of variables and taking the complex conjugate of the solution, whether
such initial data exists will not depend on the sign of γ .
We will prove the following theorem demonstrating that if the solution blows up, then there is
a mass concentration phenomenon. This may help to prove the existence or nonexistence of such
solutions.
Theorem 2. Suppose that u is a solution to (5) that blows up at Tmax < ∞. Then
lim sup
t→Tmax
sup
R: R a rectangle
|R|Tmax−t
(∫
R
∣∣u(x, t)∣∣2 dx)1/2 > ε,
where ε is a constant depending only on γ and ‖u0‖L2(R2).
Bourgain [4] proved a similar result for the elliptic Schrödinger equation in R2+1, again with
squares instead of rectangles. This was generalized to higher dimensions by Bégout and Var-
gas [1].
Finally, we note that nonelliptic versions of results of Merle and Vega [10] (see also [5]) can
also be obtained as a corollary of Theorem 1.
Throughout, C will denote an absolute constant whose value may change from line to line.
The constants c, ε, A and N will generally depend on other factors such as γ and ‖u0‖L2 , and
this will occasionally be made explicit.
2. Refinement of the Strichartz inequality on the saddle
We will need the following theorem due to Sogge and Stein [13]. Let Φ :Rn × Rn → R be
smooth, and define the surface Sz by
Sz =
{
x ∈ Rn: Φ(x, z) = 0}.
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det
(
Φ ∂Φ
∂zk
∂Φ
∂xj
∂2Φ
∂xj ∂zk
)

= 0
when Φ(x, z) = 0. Define the operator L by
Lf (z) =
∫
Sz
ψ(x, z)f (x) dσz(x),
where ψ is smooth and compactly supported, and dσz is the induced Lebesgue measure on Sz.
Theorem 3. [13] Suppose that {Sz}z have nonvanishing rotational curvature. Then
‖Lf ‖H(n−1)/2(Rn)  C‖f ‖L2(Rn),
where H(n−1)/2(Rn) denotes the Sobolev space.
We restate our main result.
Theorem 1. Let 12/7 p < 2. Then ‖f̂ dσ‖L4(R3)  C‖f ‖Xp .
Proof. Without loss of generality, we suppose that f  0. Define hδ by
hδ = 12δ f χ|x3−x1x2|<δ,
so that ∫
|f̂ dσ |4 = lim
δ→0
∫
ĥδf̂ dσ f̂ dσ f̂ dσ .
Following the proof of [12, Theorem 4.2], we note that by Plancherel’s theorem,
lim
δ→0
∫
ĥδf̂ dσ f̂ dσ f̂ dσ = lim
δ→0hδ ∗ f dσ ∗ f dσ(−·) ∗ f dσ(−·)(0),
so that
‖f̂ dσ‖4
L4 = limδ→0
∫∫∫
hδ(x + y − z, x1x2 + y1y2 − z1z2)f (x)f (y)f (z) dx dy dz. (6)
Note that there is symmetry between the x and y variables.
With y and z fixed, hδ(x + y − z, x1x2 + y1y2 − z1z2) is supported on the set
Γ˜ δy,z =
{
x ∈ R2: ∣∣Φy(x, z)∣∣< δ},
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Φy(x, z) = x1x2 + y1y2 − z1z2 − (x1 + y1 − z1)(x2 + y2 − z2). (7)
Rearranging this expression,
Φy(x, z) = y1z2 + y2z1 − 2z1z2 + x1(z2 − y2) + x2(z1 − y1),
so we see that Γ˜ δy,z is a ‘thickened line’ with gradient −(z2 − y2)/(z1 − y1). The ‘thickness’ of
Γ˜ δy,z can be calculated to be 2δ/|z − y|, where | · | denotes the Euclidean norm. Thus, letting δ
tend to zero, we have
‖f̂ dσ‖4
L4 =
∫∫
f (y)f (z)
|z − y|
∫
Γ˜y,z
f (x + y − z)f (x) dσy,z(x) dy dz,
where
Γ˜y,z =
{
x ∈ R2: Φy(x, z) = 0
}
and dσy,z is the induced Lebesgue measure on Γ˜y,z. By the symmetry noted in (6) we also have
‖f̂ dσ‖4
L4 = 2
∫∫
f (y)f (z)
|z − y|
∫
Γy,z
f (x + y − z)f (x) dσy,z(x) dy dz,
where Γy,z = {x ∈ Γ˜y,z: |z − x| |z − y|}.
For each k, l ∈ Z we break up R2 into dyadic rectangles Rjk,l of dimensions 2−l ×2−k . It being
the modern world, each Rjk,l will have three parents. We call the unique rectangles R
j1
k−1,l−1,
R
j2
k−1,l , and R
j3
k,l−1 that contain R
j
k,l , the mother, the father, and the stepfather, respectively. We
write Rjk,l ∼ Rj
′
k,l if R
j
k,l and R
j ′
k,l have adjacent mothers, but their fathers and stepfathers are not
adjacent. Now as ∫∫
g(y, z) dy dz =
∑
k,l
∑
j,j ′:Rjk,l∼Rj
′
k,l
∫
R
j
k,l
∫
R
j ′
k,l
g(y, z) dy dz,
we see that ‖f̂ dσ‖4
L4
is bounded by a constant multiple of
∑
k,l
2min{k,l}
∑
j,j ′: Rjk,l∼Rj
′
k,l
∫
R
j
k,l
f (y)
∫
R
j ′
k,l
f (z)
∫
Γy,z
f (x + y − z)f (x) dσy,z(x) dy dz. (8)
Suppose first that k = l = 0 and define the operator T by
T (f1, f2, f3, f4)(y) = f1(y)
∫
1|z1−y1|4
f2(z)
∫
Γy,z
f3(x + y − z)f4(x) dσy,z(x) dz1|z2−y2|4
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Lyg(z) =
∫
Γy,z
g(x) dσy,z(x)χ 1|z1−y1|4
1|z2−y2|4
.
By Hölder’s inequality,∥∥T (f1, f2, f3, f4)∥∥L1  ‖f1‖L1‖f3‖L∞‖f2‖L3/2 sup
y
‖Lyf4‖L3 . (9)
Now as |z − x| |z − y| and |z − y| 8, we have
|x − y| |x − z| + |z − y| 16,
so that for a given y, the variables x and z are compactly supported. Thus, we can define an
operator L˜y by
L˜yg(z) =
∫
Γy,z
ψ(x, z)g(x) dσy,z(x),
so that Lyg  L˜y |g|, where ψ is smooth and compactly supported, with
1/2 |z1 − y1| 8 and 1/2 |z2 − y2| 8
in the support of ψ .
By a straightforward calculation,∣∣∣∣∣det
(
Φy
∂Φy
∂zj
∂Φy
∂xj
∂2Φy
∂xj ∂zj
)∣∣∣∣∣= ∣∣2(z1 − y1)(z2 − y2)∣∣ 1/2,
in the support of ψ , so that we are in a position to apply Theorem 3 with n = 2. Define Iα by
Îαg =
(
1 + |ξ |2)−α/2gˆ,
where α ∈ C. By Theorem 3,
‖IαL˜yg‖L2  C‖g‖L2,
where Reα = −1/2, and by duality,∥∥L˜∗yIαg∥∥L2  C‖g‖L2 . (10)
To calculate the dual, we write
〈
h, L˜∗yg
〉= 〈L˜yh, g〉 = lim
δ→0
∫∫ |z − y|
δ
χΓ δy,z
(x)ψ(x, z)h(x) dx g(z) dz
= lim
∫∫ |z − y|
χΛδy,x
(z)ψ(x, z)g(z) dzh(x) dx,δ→0 δ
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Λδy,x =
{
z ∈ R2: ∣∣Φy(x, z)∣∣< δ, |z − x| |z − y|}.
Now as
Φy(x, z) = 12 (y1 − x1)(y2 − x2) − 2
(
z1 − x1 + y12
)(
z2 − x2 + y22
)
,
we see that Λδy,x has ‘thickness’ approximately equal to δ/|z − x+y2 |. Letting δ tend to zero,
L˜∗yg(x) =
∫
Λy,x
|z − y|
|z − x+y2 |
ψ(x, z)g(z) dσy,x(z),
where Λy,x = {z ∈ R2: Φy(x, z) = 0, |z − x| |z − y|} is a hyperbola and dσy,x is the induced
Lebesgue measure.
We now bound |z − x+y2 | from below for all z ∈ Λy,x such that
1/2 |z1 − y1| 8 and 1/2 |z2 − y2| 8.
Suppose, for a contradiction, that ∣∣∣∣z − x + y2
∣∣∣∣< 14 .
Then, as |z1 − y1| 1/2, we have∣∣∣∣y1 − x12
∣∣∣∣ |z1 − y1| − ∣∣∣∣z1 − x1 + y12
∣∣∣∣ 14 ,
and similarly |(y2 − x2)/2| 1/4. Now, as Φy(x, z) = 0, we have(
z1 − x1 + y12
)(
z2 − x2 + y22
)
= (y1 − x1)
2
(y2 − x2)
2
 1
16
.
Thus, ∣∣∣∣z − x + y2
∣∣∣∣ ∣∣∣∣(z1 − x1 + y12
)(
z2 − x2 + y22
)∣∣∣∣1/2  14 ,
and we have a contradiction.
Letting ny,z denote the unitary normal on Λy,x , we can write
L˜∗yg(x) =
∫
Λ
|z − y|
|z − x+y2 |
ψ(x, z)g(z)ny,z · ny,z dσy,z(z).
y,x
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ψ(x, z) and its derivative with respect to z are bounded above by an absolute con-
stant, so by the divergence theorem,∣∣L˜∗yg(x)∣∣ C ∫
R2
∣∣∇g(z)∣∣+ ∣∣g(z)∣∣dz.
Thus, ∥∥L˜∗yIαf ∥∥L∞  C‖f ‖H 1,
where H 1 denotes the Hardy space and Reα = 1. Interpolating between this and (10) using
Stein’s interpolation theorem (see [14, p. 385]), we obtain∥∥L˜∗yg∥∥L3  C‖g‖L3/2 .
By duality, we have
‖L˜yg‖L3 C‖g‖L3/2 ,
and as Lyg  L˜y |g|, we also have
‖Lyg‖L3  C‖g‖L3/2 .
Substituting this into (9), we obtain∥∥T (f1, f2, f3, f4)∥∥L1 C‖f1‖L1‖f2‖L3/2‖f3‖L∞‖f4‖L3/2 .
Now by (7), we see that x ∈ Γy,z if and only if x + y − z ∈ Γz,y , so by Fubini’s theorem,∥∥T (f1, f2, f3, f4)∥∥L1 = ∥∥T (f2, f1, f4, f3)∥∥L1  C‖f1‖L3/2‖f2‖L1‖f3‖L3/2‖f4‖L∞ .
Moreover, x ∈ Γy,z if and only if z ∈ Γx+y−z,x , so that∥∥T (f1, f2, f3, f4)∥∥L1 = ∥∥T (f3, f4, f1, f2)∥∥L1  C‖f1‖L∞‖f2‖L3/2‖f3‖L1‖f4‖L3/2 .
Combining the two permutations, we have∥∥T (f1, f2, f3, f4)∥∥L1 = ∥∥T (f4, f3, f2, f1)∥∥L1  C‖f1‖L3/2‖f2‖L∞‖f3‖L3/2‖f4‖L1,
and interpolating between the four bounds (see [2, Theorem 4.4.1]), we obtain
∥∥T (f1, f2, f3, f4)∥∥L1  C 4∏
j=1
‖fj‖L12/7 . (11)
Now, suppose that f1 is supported in Rjk,l . By scaling,∑
j ′:Rj ′k,l∼Rjk,l
∫
R
j
k,l
f1(y)
∫
R
j ′
f2(z)
∫
Γy,z
f3(x + y − z)f4(x) dσy,z(x) dy dz
k,l
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2−2(k+l)−min{k,l}
∫
f
k,l
1 (y)
∫
1|z1−y1|4
1|z2−y2|4
f
k,l
2 (z)
∫
Γy,z
f
k,l
3 (x + y − z)f k,l4 (x) dσy,z(x) dz dy,
where f k,lj (x) = fj (2−kx1,2−lx2). By (11) and rescaling, this is, in turn, bounded by a constant
multiple of
2−2(k+l)−min{k,l}
4∏
j=1
∥∥f k,lj ∥∥L12/7 = 2(7/3−2)(k+l)−min{k,l} 4∏
j=1
‖fj‖L12/7 . (12)
Now as |x − z| |y − z|, we have that either
|x1 − z1| |y1 − z1| or |x2 − z2| |y2 − z2|,
and we suppose, without loss of generality, that the former is true. Thus
|x1 − y1| |x1 − z1| + |z1 − y1| 2|z1 − y1| and∣∣(x1 + y1 − z1) − y1∣∣= |x1 − z1| |z1 − y1|.
As f2 is supported in
⋃
j ′:Rjk,l∼Rj
′
k,l
R
j ′
k,l , we have that |z1 − y1| 2−k+3, so that f1, f2, f3 and f4
are all supported in a rectangle Rj
′′
k−5,l−5. Thus, substituting (12) into (8), we see that
∥∥f̂ dσ∥∥4
L4  C
∑
j,k,l
2(7/3−2)(k+l)
( ∫
R
j
k−5,l−5
|f |12/7
)7/3
 C
∑
j ′,k′,l′
2(7/3−2)(k′+l′)
( ∫
R
j ′
k′,l′
|f |12/7
)7/3
= C‖f ‖4X12/7 .
Finally, when 12/7 p < 2, we have ‖ · ‖X12/7  ‖ · ‖Xp by Hölder’s inequality. 
Theorem 4. Let 1 < p < 2. Then
‖f ‖Xp  C sup
j,k,l
(∣∣Rjk,l∣∣p/2−1 ∫
R
j
k,l
|f |p
)1/p−1/2
‖f ‖p/2
L2(R2)
 C‖f ‖L2(R2).
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the first. As 4/p > 2, we have
‖f ‖4Xp =
∑
j,k,l
(∣∣Rjk,l∣∣p/2−1 ∫
R
j
k,l
|f |p
)4/p
 sup
j,k,l
(∣∣Rjk,l∣∣p/2−1 ∫
R
j
k,l
|f |p
)4/p−2 ∑
j,k,l
(∣∣Rjk,l∣∣p/2−1 ∫
R
j
k,l
|f |p
)2
,
so it will suffice to show that
∑
j,k,l
(∣∣Rjk,l∣∣p/2−1 ∫
R
j
k,l
|f |p
)2
 ‖f ‖2p
L2(R2)
. (13)
Now the left-hand side of (13) is equal to
∑
j,k,l
∣∣Rjk,l∣∣p−2 ∫
R
j
k,l
|f |p
∫
R
j
k,l
|f |p 
∑
j,k,l
2(2−p)(k+l)
∫
R
j
k,l
|f |p(z)
∫
|z1−y1|2−k
|z2−y2|2−l
|f |p(y) dy dz.
By summing over j , then changing the order of the sum and the second integral, this is equal to
∫
|f |p(z)
∫
|f |p(y)
∑
2−k|z1−y1|
2−l|z2−y2|
2(2−p)(k+l) dy dz
 C
∫
|f |p(z)
∫ |f |p(y)
|(z1 − y1)(z2 − y2)|2−p dy dz.
Thus, by Hölder’s inequality, the left-hand side of (13) is bounded by a constant multiple of∥∥|f |p∥∥
L2/p(R2)
∥∥∥∥I 2p−1(I 1p−1(|f |p))∥∥
L
2
2−p (R)
∥∥
L
2
2−p (R)
, (14)
where
I 1p−1
(
f (·, z2)
)
(z1) =
∫
R
f (y1, z2)
|z1 − y1|2−p dy1,
and I 2p−1(f ) is defined analogously. By two applications of the Hardy–Littlewood–Sobolev
inequality,
222 K.M. Rogers, A. Vargas / Journal of Functional Analysis 241 (2006) 212–231∥∥∥∥I 2p−1(I 1p−1(|f |p))∥∥
L
2
2−p (R)
∥∥
L
2
2−p (R)

∥∥∥∥I 1p−1(|f |p)∥∥L2/p(R)∥∥
L
2
2−p (R)

∥∥∥∥I 1p−1(|f |p)∥∥
L
2
2−p (R)
∥∥
L2/p(R) 
∥∥|f |p∥∥
L2/p(R2),
where the second inequality is an application of Minkowski’s integral inequality. Thus, substi-
tuting this into (14),
∑
j,k,l
(∣∣Rjk,l∣∣p/2−1 ∫
R
j
k,l
|f |p
)2
 C
∥∥|f |p∥∥
L2/p
∥∥|f |p∥∥
L2/p = ‖f ‖2pL2,
proving (13), and we are done. 
3. Mass concentration for the nonelliptic Schrödinger equation
The following two lemmas are simple adaptations of those due to Bourgain [4]. We note that
it will not be possible to follow the argument of Bourgain in the proof of Theorem 1 due to the
differing properties of squares and rectangles. In particular, there is no absolute constant C such
that ∣∣{x + y: x ∈ R1, y ∈ R2}∣∣C max{|R1|, |R2|}
for all rectangles R1, R2.
Lemma 1. Suppose that f ∈ L2(R2) and that 0 < 	  ‖eitf ‖L4 . Then there are functions
{fn}1nN such that fˆn is supported in a rectangle Rn,
|fˆn|A|Rn|−1/2 and
∥∥∥∥∥eitf −
N∑
n=1
eitfn
∥∥∥∥∥
L4(R3)
< 	,
where N and A depend only on ‖f ‖L2 and 	.
Proof. By Theorems 1 and 4, there exists a p < 2 and a rectangle R1 such that
∥∥eitf ∥∥
L4(R3)  C
(
|R1|p/2−1
∫
R1
|fˆ |p
)1/p−1/2
‖f ‖p/2
L2(R2)
.
Thus, as ‖eitf ‖L4  	, we have ∫
|fˆ |p  c|R1|1−p/2,R1
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p2
2−p
L2
. Now,
∫
R1∩{|fˆ |>λ}
|fˆ |p 
∫
R1∩{|fˆ |>λ}
|fˆ |p
( |fˆ |
λ
)2−p

‖f ‖2
L2
λ2−p
,
so that setting
λ = (2c−1‖f ‖2
L2
) 1
2−p |R1|−1/2,
we see that ∫
R1∩{|fˆ |λ}
|fˆ |p =
∫
R1
|fˆ |p −
∫
R1∩{|fˆ |>λ}
|fˆ |p  c
2
|R1|1−p/2. (15)
Now, by Hölder’s inequality,( ∫
R1∩{|fˆ |λ}
|fˆ |2
)p/2
|R1|1−p/2 
∫
R1∩{|fˆ |λ}
|fˆ |p,
so that, combining this with (15), we have∫
R1∩{|fˆ |λ}
|fˆ |2 
(
c
2
)2/p
. (16)
Define f1 and f 1 by
fˆ1 = fˆ χR1∩{|fˆ |λ} and fˆ 1 = fˆ − fˆ1.
We see that fˆ1 is supported in the rectangle R1 and that
|fˆ1| λ = A|R1|−1/2,
where
A = (2‖f ‖2+ p22−p
L2
ε
− 2p2−p ) 12−p .
If ‖eitf 1‖L4  	, we continue the process with f 1 in place of f . Recursively we obtain
functions
fˆk−1 = fˆk + fˆ k,
where fˆk is supported in a rectangle Rk , and
|fˆk|
(
2
∥∥fˆ k−1∥∥2+ p22−p2 ε− 2p2−p ) 12−p |Rk|−1/2 A|Rk|−1/2.L
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∫
|fˆk|2 
(
ε
2p
2−p ‖fˆ k−1‖−
p2
2−p
L2
2
)2/p

(
c
2
)2/p
.
Thus,
∥∥fˆ k∥∥2
L2 = ‖fˆ ‖2L2 −
k−1∑
n=1
‖fˆn‖2L2  ‖fˆ ‖2L2 − (k − 1)
(
c
2
)2/p
.
By the Strichartz inequality (3),
∥∥eitf k∥∥2
L4  C
∥∥fˆ k∥∥2
L2 C
(
‖fˆ ‖2
L2 − (k − 1)
(
c
2
)2/p)
,
so that the process will stop in a finite number of steps depending only on ‖f ‖L2 and 	, and we
are done. 
Lemma 2. Suppose that fˆ is supported in a rectangle R with center ζ , and that |fˆ |A|R|−1/2.
Then, for a given 	, there is a family of regions {Qn}1nN(A,	) defined by
Qn =
{
(x, t) ∈ R3: (x1 − 2πtζ2, x2 − 2πtζ1) ∈ Rn, t ∈ In
}
,
where Rn is a rectangle of measure |R|−1 and In is an interval of length |R|−1, such that( ∫
R3\⋃Qn
∣∣eitf ∣∣4)1/4 < 	.
Proof. Suppose that fˆ is supported in a rectangle of dimensions 2b × 2a with center ζ , and that
|fˆ |A(ab)−1/2. Making the change of variables ξ → ξ + ζ , we see that
∣∣eitf (x)∣∣= ∣∣∣∣ ∫
|ξ1|a, |ξ2|b
fˆ (ξ + ζ )e2πi((x−2πt(ζ2,ζ1))·ξ−2πtξ1ξ2) dξ
∣∣∣∣.
Thus, defining fˆ ′ by
fˆ ′ = (ab)1/2fˆ ((aξ1, bξ2) + ζ ),
we have ∣∣eitf (x)∣∣= (ab)1/2∣∣eit ′f ′(x′)∣∣, (17)
where x′ = (a(x1 − 2πtζ2), b(x2 − 2πtζ1)) and t ′ = abt .
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we are in a position to apply inequality (4), which will be the main ingredient. Taking p = ∞,
there exists a q < 4 such that ∥∥eit ′f ′(x′)∥∥
Lq
 C‖fˆ ‖∞  CA.
Thus, setting λ = (	4(CA)−q) 14−q , we see that∫
{|eit ′f ′|<λ}
∣∣eit ′f ′(x′)∣∣4 dx′ dt ′ < (CA)qλ4−q = 	4. (18)
Now, as fˆ ′ is compactly supported and bounded by A, we have∣∣eit ′f ′(x′) − eit ′′f ′(x′′)∣∣ CA(|x′′ − x′| + |t ′′ − t ′|).
We see that if |eit ′f ′(x′)| λ, and
|x′′ − x′| λ
4CA
and |t ′′ − t ′| λ
4CA
,
then |eit ′′f ′(x′′)|  λ/2. Suppose that 	 is sufficiently small so that λ/4CA < 1/8. Then we
can cover {(x′, t ′): |eit ′f ′(x′)| > λ} with cubes {Bn}1nN of side length λ/2CA < 1/4, such
that
N
(
λ
2CA
)3

∣∣{(x′, t ′): ∣∣eit ′f ′(x′)∣∣ λ/2}∣∣ 24‖eit ′f ′‖4L4(R3)
λ4
.
By the Strichartz inequality (3), we have
N 
CA3‖fˆ ′‖4
L2(R2)
λ7
 CA
7
λ7
so that, as λ is a function of A and 	, we see that N depends only on A and 	.
As {Bn} is a cover of {(x′, t ′): |eit ′f ′(x′)| λ}, by (18), we have∫
R3\⋃Bn
∣∣eit ′f ′(x′)∣∣4 dx′ dt ′ < 	4.
Finally, we define the regions Qn by
Qn =
{
(x, t):
∣∣∣∣x1 − 2πtζ2 − xn1a
∣∣∣∣< 18a ,
∣∣∣∣x2 − 2πtζ1 − xn2b
∣∣∣∣< 18b ,
∣∣∣∣t − tnab
∣∣∣∣< 18ab
}
,
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R3\⋃Qn
∣∣eitf ∣∣4 = (ab)2 ∫
R3\⋃Qn
∣∣eiabtf ′(a(x1 − 2πtζ2), b(x2 − 2πtζ1))∣∣4 dx dt

∫
R3\⋃Bn
∣∣eit ′f ′∣∣4 < 	4,
and we are done. 
The elliptic version of the following lemma is well known. We provide a proof for conve-
nience.
Lemma 3. Suppose that u is the solution to (5) and that I ⊂ R. Then∥∥u(t) − ei(t−T0)u(T0)∥∥L4(I×R2) C|γ |‖u‖3L4(I×R2).
Proof. By a change of coordinates, we can consider the box operator to be defined by  =
∂
∂x21
− ∂
∂x22
, and write
eitf (x) =
∫
fˆ (ξ)e2πi(x·ξ−2πt(ξ21 −ξ22 )) dξ = (fˆ (ξ)e−4π2it (ξ21 −ξ22 ))∨(x).
If we define Kt by
Kt(x) = 14πit e
i(x21−x22 ),
then K̂t (ξ) = e−4π2it (ξ21 −ξ22 ), so that
eitf = f ∗ Kt .
Thus,
∥∥eitf ∥∥
L∞(R2) 
1
|t | ‖f ‖L1(R2),
and by interpolating between this and ‖eitf ‖L2(R2) = ‖f ‖L2(R2), we obtain∥∥eitf ∥∥
L4(R2) 
1
|t |1/2 ‖f ‖L4/3(R2). (19)
By Duhamel’s formula,
u(t) − ei(t−T0)u(T0) = iγ
t∫
ei(t−τ)
(|u|2u)(τ ) dτ,
T0
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∥∥u(t) − ei(t−T0)u(T0)∥∥L4(I×R2)  |γ |
∥∥∥∥∥
t∫
T0
∥∥ei(t−τ)(|u|2u)(τ )∥∥
L4(R2) dτ
∥∥∥∥∥
L4(I )
,
where I ⊂ R. Thus, by (19),
∥∥u(t) − ei(t−T0)u(T0)∥∥L4(I×R2)  |γ |
∥∥∥∥∥
t∫
T0
‖(|u|2u)(τ )‖L4/3(R2)
(t − τ)1/2 dτ
∥∥∥∥∥
L4(I )
.
Now, by the 1-dimensional Hardy–Littlewood–Sobolev inequality,∥∥∥∥∥
t∫
T0
‖(|u|2u)(τ )‖L4/3(R2)
(t − τ)1/2 dτ
∥∥∥∥∥
L4(I )
 C
∥∥|u|2u∥∥
L4/3(I×R2),
so that ∥∥u(t) − ei(t−T0)u(T0)∥∥L4(I×R2)  C|γ |∥∥|u|2u∥∥L4/3(I×R2) = C|γ |‖u‖3L4(I×R2),
and we are done. 
Theorem 2. Suppose that u is a solution to (5) that blows up at Tmax < ∞. Then
lim sup
t→Tmax
sup
R: R a rectangle
|R|Tmax−t
(∫
R
∣∣u(x, t)∣∣2 dx)1/2 > ε,
where ε is a constant depending only on γ and ‖u0‖L2(R2).
We note that it follows from the proofs of Lemmas 1 and 2 and the proof below that ε =
c(γ )‖u0‖−mL2(R2), where m > 0.
Proof of Theorem 2. By the same argument as for the elliptic case [6], a solution that blows up
in finite time, also satisfies
‖u‖L4((0,Tmax)×R2) = ∞.
Thus, for a fixed small η and for all times T0 < Tmax, there is a T1 < Tmax such that
‖u‖L4((T0,T1)×R2) = η. (20)
By Lemma 3, we see that∥∥u(t) − ei(t−T0)u(T0)∥∥ 4 2  C|γ |η3. (21)L ((T0,T1)×R )
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when η is sufficiently small. Thus, by Lemma 1 with 	 = η3, there exists {fn}1nN0 such that
fˆn is supported in a rectangle Rn,
|fˆn|A|Rn|−1/2 and∥∥∥∥∥ei(t−T0)u(T0) −
N0∑
n=1
ei(t−T0)fn
∥∥∥∥∥
L4(R3)
< η3, (22)
where N0 and A depend only on ‖ei(t−T0)u(T0)‖L2 = ‖u0‖L2 and η.
Now, by the Cauchy–Schwarz inequality,∫
|u|2
∣∣∣∣u −∑
n
ei(t−T0)fn
∣∣∣∣2  ‖u‖2L4∥∥∥∥u −∑
n
ei(t−T0)fn
∥∥∥∥2
L4
,
and the right-hand side of this is bounded by
‖u‖2
L4
(∥∥u− ei(t−T0)u(T0)∥∥L4 + ∥∥∥∥ei(t−T0)u(T0) −∑
n
ei(t−T0)fn
∥∥∥∥
L4
)2
.
Thus, by (20)–(22), we have∫
(T0,T1)×R2
|u|2
∣∣∣∣u −∑
n
ei(t−T0)fn
∣∣∣∣2  η2(C|γ |η3 + η3)2 = (C|γ | + 1)2η8 < η44 , (23)
where we have chosen η < (2(C|γ | + 1))−1/2. As (x + y)2  2x2 + 2y2,
η4 =
T1∫
T0
∫
R2
|u|2|u|2  2
T1∫
T0
∫
R2
|u|2
∣∣∣∣∑
n
ei(t−T0)fn
∣∣∣∣2 + 2
T1∫
T0
∫
R2
|u|2
∣∣∣∣u −∑
n
ei(t−T0)fn
∣∣∣∣2,
so that, by (23),
T1∫
T0
∫
R2
|u|2
∣∣∣∣∣
N0∑
n=1
ei(t−T0)fn
∣∣∣∣∣
2
 η
4
4
.
Now, as N0 depends only on η(γ ) and ‖u0‖L2 , there exists an n0 and an f = fn0 supported on a
rectangle R, which we now fix, such that
T1∫
T0
∫
R2
|u|2∣∣ei(t−T0)f ∣∣2  ε0, (24)
where we denote by εj constants that depend only on ‖u0‖L2 and η(γ ).
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Qn =
{
(x, t) ∈ R3: (x1 − 2πtζ2, x2 − 2πtζ1) ∈ Rn, t ∈ In
}
,
where Rn denotes a rectangle of measure |R|−1 and In an interval of length |R|−1, such that( ∫
R3\⋃Qn
∣∣ei(t−T0)f ∣∣4)1/2 < ε0
2η2
.
Now, by the Cauchy–Schwarz inequality,∫
((T0,T1)×R2)\⋃Qn
|u|2∣∣ei(t−T0)f ∣∣2  ‖u‖2
L4((T0,T1)×R2)
( ∫
R3\⋃Qn
∣∣ei(t−T0)f ∣∣4)1/2
< η2
ε0
2η2
= ε0
2
,
so by (24), we see that ∫
(T0,T1)×R2∩(⋃Qn)
|u|2∣∣ei(t−T0)f ∣∣2  ε0
2
.
Again, as N1 depends only on A and ε0/2η2, which in turn depend only on ‖u0‖L2 and η(γ ),
there is a region Q0 such that ∫
(T0,T1)×R2∩Q0
|u|2∣∣ei(t−T0)f ∣∣2  ε1.
We rewrite this as ∫
(T0,T1)∩I0
∫
Qt0
|u|2∣∣ei(t−T0)f ∣∣2  ε1, (25)
where Qt0 = {x ∈ R2: (x1 − 2πtζ2, x2 − 2πtζ1) ∈ R0} and R0 is a rectangle of measure |R|−1
and I0 is an interval of length |R|−1.
Now, by formula (2), we have
∣∣ei(t−T0)f ∣∣ ∫
R
|fˆ | |R| A|R|1/2 = |R|
1/2A, (26)
so that
ε1 
T1∫
T0
∫
Qt
|u|2∣∣ei(t−T0)f ∣∣2  |R|A2 T1∫
T0
∫
R2
|u|2 = |R|A2(T1 − T0)‖u0‖2L2 .
0
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T1 − T0  ε1|R|A2‖u0‖2L2
= ε2|R| .
Now by (26),
T1∫
T1− ε22|R|
∫
Qt0
|u|2∣∣ei(t−T0)f ∣∣2  ε2
2|R| |R|A
2‖u0‖2L2 =
ε1
2
,
so that, by (25), ∫
(T0,T1− ε22|R| )∩I0
∫
Qt0
|u|2∣∣ei(t−T0)f ∣∣2  ε1
2
.
Again, by (26),
ε1
2
 |I0| sup
t∈(T0,T1− ε22|R| )
∫
Qt0
|u|2∣∣ei(t−T0)f ∣∣2  1|R| |R|A2 sup
t∈(T0,T1− ε22|R| )
∫
Qt0
|u|2,
so that
sup
t∈(T0,T1− ε22|R| )
∫
Qt0
|u|2  ε1
2A2
.
Thus, for all T0 < Tmax, there exists a t0 > T0 and a rectangle Qt00 such that∫
Q
t0
0
∣∣u(x, t0)∣∣2 dx > ε14A2 .
We note that t0  T1 − ε22|R| , so that∣∣Qt00 ∣∣= 1|R|  2ε2 (Tmax − t0).
Dividing Qt00 into m = 2/ε2 rectangles, there exists a rectangle R′ such that |R′| Tmax − t0
and ∫
R′
∣∣u(x, t0)∣∣2 dx > ε14A2m = ε3,
and we are done. 
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