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Two Perspectives on Preferences and
Structural Transformation∗
By Berthold Herrendorf, Richard Rogerson, and A´kos Valentinyi
We assess the empirical importance of changes in income and rela-
tive prices for structural transformation in the postwar US. We explain
two natural approaches to the data: sectors may be categories of final
expenditure or value added; e.g., the service sector may be the final ex-
penditure on services or the value added from service industries. We es-
timate preferences for each approach and find that with final expenditure
income effects are the dominant force behind structural transformation
whereas with value added categories price effects are more important.
We show how the input–output structure of the US can reconcile these
findings.
JEL: O11; O14
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Structural transformation – i.e., the reallocation of resources across the broad eco-
nomic sectors agriculture, manufacturing, and services – is a prominent feature of eco-
nomic development. Kuznets (1966) included it as one of the main stylized facts of de-
velopment, and recent work shows that extending the standard one–sector growth model
to incorporate structural transformation is important for a variety of substantive issues.1
However, there remains no consensus on the economic forces that drive the process of
structural transformation. Recent theories stress two distinct economic mechanisms that
can explain why households reallocate expenditures across broad economic sectors: one
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emphasizes changes in aggregate income, whereas the other emphasizes changes in rel-
ative sectoral prices. For example, Kongsamut, Rebelo and Xie (2001) assume that only
income changes matter, whereas Baumol (1967) and Ngai and Pissarides (2007) assume
that only relative price changes matter. In the data, both income and relative prices have
changed significantly. We ask: How important is each of these changes as a source of
structural transformation?2
In addition to being crucial for understanding the driving forces behind structural trans-
formation, the answer to this question has important implications. For example, the de-
cline of the manufacturing sector figures prominently in public policy discussions, and
a recurring issue is what public policies could slow or even reverse it. This depends
crucially on the forces that lead to the decline, and in particular on the relative strengths
and on the directions of income and price effects. Another example where the answer to
this question has important implications is the future path of economic growth. In a clas-
sic contribution, Baumol (1967) suggested that the secular increase in the expenditures
on many labor–intensive services is largely due to an increase in their relative prices, re-
flecting the fact that there is little technological progress in labor–intensive services. This
so–called Baumol disease is of concern because it slows down growth of real aggregate
GDP. The extent to which this happens critically depends on the nature of income and
price effects. On the one hand, if the income elasticity of services is larger than one and
if services are complements to the other consumption goods, then the economy is contin-
ually reallocating economic activity towards a sector with low productivity growth. On
the other hand, if the income elasticity of services is smaller than one and if services are
substitutes to the other consumption goods, then the economy is continually reallocating
economic activity away from a sector with low productivity growth.
We seek to assess the relative importance of changes in income and in relative prices
as driving forces for structural transformation in the US economy over the period 1947–
2010. Because these two mechanisms ultimately reflect different features of preferences,
our objective amounts to answering the question: What is an empirically reasonable
specification of preferences in models of structural transformation?3 In answering this
question, our analysis offers three contributions.
First, we point out a fundamental ambiguity regarding the conceptual definition of
commodities that arises when one seeks to connect a multi–sector model to the data.
To see the ambiguity, consider a static stand–in household model with utility function
u(ca, cm, cs), where ca, cm and cs are consumption of agriculture, manufacturing and ser-
vices, respectively, and three sectoral production functions, ci = f i(hi) for i = a,m, s
where h denotes labor input. Even conditional on giving specific labels to the sectors,
there are still two very different interpretations of what a sector is. If one interprets the
sectoral production functions as value added production functions, consistency dictates
2We will refer to these effects as income effects and price effects. Our terminology differs somewhat from that in
microeconomics where the effects of changes in relative prices are decomposed into income and substitution effects. In
our terminology, the price effect comprises both the income and substitution effect of this decomposition whereas the
income effect is the result of any change in income.
3A companion paper, Herrendorf, Herrington and Valentinyi (2012), focuses on the related question, What is an
empirically reasonable specification for sectoral technology in models of structural transformation?
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that the arguments of the utility functions are necessarily the value added components of
final consumption. We will call this the consumption value added approach. To illustrate
the significance of this observation, consider the example of a cotton shirt. With the value
added interpretation, a cotton shirt represents consumption of all three commodities: raw
cotton from agriculture, processing from manufacturing, and retail services from services
sector.
Alternatively, one could interpret the commodities in the utility function as the final
consumption purchases of the household. In this case the entire expenditure on the cot-
ton shirt represents consumption of manufactured goods, while a service such as health
care, for example, would be entirely counted as consumption of services. We call this
the final consumption expenditure approach. Consistency now requires that the sectoral
production functions be final consumption production functions rather than value added
production functions. Each of these two approaches is internally consistent, but for a
given model, the empirically reasonable choices for the parameters of utility and produc-
tion functions will potentially differ.
A separate questions is whether one of these specifications is more reasonable. Follow-
ing Lancaster (1966), a reasonable starting position is that households value a large set
of characteristics that are bundled in various combinations in different goods. The two
approaches we describe reflect two different attempts to “aggregate” these preferences
using a utility function with a small set of arguments. Any attempt to capture this com-
plex ordering using a utility function with few arguments will lead to some undesirable
implications in specific contexts. For example, it may seem undesirable that the value
added approach implies that individuals worry about the intermediate inputs that go into
the production of a given final good (though we note that there certainly are examples
for which this is the case, such as organic vegetables or canned tuna that is produced
using methods that do not endanger dolphins). But, it as undesirable that in the final
expenditure approach the utility that one obtains from eating an apple is bundled with
the services that are offered at the supermarket where the apple is bought, as opposed to
separately considering utility from the apple and utility from the services offered at the
supermarket. We think that the point here is not that one approach is better, but that any
specification that aggregates underlying characteristics into a small number of categories
is going to have its individual strengths and weaknesses in terms of capturing relevant
aspects of preferences.
Our second contribution is to estimate utility functions for each of these two ap-
proaches and assess their implications for the driving forces behind structural transfor-
mation.4 In each case we find that a relatively simple utility function provides a good
fit to the relevant data. Importantly, the two specifications have fundamentally different
properties, thereby emphasizing the empirical significance of the ambiguity noted above.
For the final consumption expenditure approach, a specification close to the Stone–Geary
4Whereas the relevant data for the final expenditure approach is readily available, this is not true for the consumption
value added approach. To be sure, data on total value added by sector are readily available, but these data are not sufficient
because not all of total value added is consumed. One of the by–products of this paper is to lay out and implement a
procedure for extracting the consumption component of total value added, and to produce an annual time series for U.S.
consumption value added by sector between 1947 and 2010.
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utility function provides a good fit to these data, implying that changes in income rather
than changes in relative prices are the dominant force behind changes in expenditure
shares. For the consumption value added approach, changes in income are much less
important and changes in relative prices are much more important than for final expen-
diture. In particular, a specification close to a Leontief utility function now provides a
good fit to the data. In other words, our findings provide some measure of support for
each of the specifications emphasized by Kongsamut, Rebelo and Xie (2001) and Ngai
and Pissarides (2007), with the appropriate choice being dictated by how one interprets
the arguments in the utility function: under the final consumption expenditure approach,
the Stone–Geary specification of Kongsamut, Rebelo and Xie (2001) is a reasonable
approximation, whereas under the consumption value added approach, the homothetic
specification of Ngai and Pissarides (2007) is a reasonable approximation.
We emphasize that our two estimated utility functions are based on two different repre-
sentations of the same underlying data. In particular, the final consumption expenditure
data are linked to the consumption value added data through intricate input–output rela-
tionships, which implicitly translate part of the income effects that dominate with final
consumption expenditure into relative price effects that are much more important with
consumption value added, and vice versa. Our third contribution is to explore how the
input–output structure influences the mapping between the two different representations
and to derive conditions under which a specification close to Stone–Geary for final con-
sumption expenditure is consistent with a specification close to Leontief representation
for consumption value added.
While our analysis is motivated by a desire to build empirically reasonable models
of structural transformation, some of our basic messages are relevant for any applied
analysis in the context of multi–sector models. Specifically, researchers must be careful
to apply consistent definitions of commodities on both the household and production
sides when connecting multi–sector models with data. Changing what is meant by the
label “services”, for example, has implications not only on the household side for what
form of utility function is appropriate, but also on the production side for such things as
the measurement of productivity growth. This has important implications for comparing
results across studies and for the practice of importing parameter values across studies.
For example, it is not appropriate in general to use the utility function that was estimated
from final consumption expenditure together with value added production functions at
the sector level. If one wants to use a utility function that was estimated from final
consumption expenditure, then one either needs to write down a production structure
that captures the complexities of the input–output relationships at the sector level, or
find a representation of production that isolates the contribution of capital and labor to
the production of final expenditure categories. While this can be done, it is much more
difficult than working directly with sectoral value added production functions.5
An outline of the paper follows. In the next section we describe the model and the
method that we use to calibrate preference parameters. In Section II we describe the final
5Valentinyi and Herrendorf (2008) showed how to construct sectoral production functions that use only capital and
labor to produce final expenditure by broad category.
VOL. NO. PREFERENCES AND STRUCTURAL TRANSFORMATION 5
consumption expenditure method and we report the estimation results for this method.
In Section III, we turn to consumption value added. We explain in some detail how
to construct the relevant time series of variables from existing data and we report the
estimation results. Section IV links the results of both methods and provides intuition
for the differences. Moreover, it discusses the relative merits of the two methods and
some additional measurement issues. Section V concludes.
I. Model
As noted in the introduction, our objective is to determine what form of preferences
for a stand–in household defined over broad categories are consistent with U.S. data for
expenditure shares since 1947. This section develops the model that we use to answer
this question.
We consider an infinitely lived household with preferences represented by a utility
function of the form: ∞∑
t=0
βt
u(cat, cmt, cst)1−ρ − 1
1 − ρ ,
where ρ > 0 is the intertemporal elasticity of substitution of consumption and the indices
a, m, and s refer to the three broad sectors of agriculture, manufacturing, and services.6
We could generalize this utility function and introduce leisure. This would not change
our results if the generalized utility function was separable between consumption and
leisure so that the utility of leisure did not influence the optimal allocation of expenditures
across consumption categories for given prices and total expenditure.
We further assume that the period utility function u(cat, cmt, cst) is of the form:
(1) u(cat, cmt, cst) =
 ∑
i=a,m,s
ω
1
σ
i (cit + c¯i)
σ−1
σ

σ
σ−1
,
where ωi are non–negative weights that add up to one and c¯i are constants. We restrict
c¯m to be zero but allow c¯a and c¯s to take any value.7 If the c¯i’s are all zero, then prefer-
ences are homothetic and σ > 0 is the within–period elasticity of substitution between
consumption categories.
This is the most parsimonious utility specification that nests the specifications used by
Kongsamut, Rebelo and Xie (2001) and Ngai and Pissarides (2007). The preferences
used by Kongsamut et al are the special case in which σ = 1, c¯a < 0 and c¯s > 0. The
6The exact definition of these sectors for each of the two specifications that we consider will be provided later. We
note here that we have followed the convention of using the label “manufacturing” to describe a sector which consists
of manufacturing and some other sectors (e.g., mining and construction). While the label “industry” is perhaps more
appropriate to describe this sector, we will later use the term “industry” to describe a generic production activity and the
index i to denote a generic sector. In view of this, “manufacturing” seems a better choice.
7We have experimented with an unrestricted specification where c¯m could take any value but found that the goodness
of fit hardly changed. As a result we follow Kongsamut, Rebelo and Xie (2001) in restricting c¯m to equal zero.
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implied utility function was first introduced by Stone (1954) and Geary (1950-1951):8
(2) u(cat, cmt, cst) = ωa log(cat + c¯a) + ωm log(cmt) + ωs log(cst + c¯s).
The preferences used by Ngai and Pissarides are the special case in which σ < 1 and
c¯a = c¯s = 0. This is a homothetic CES specification with less substitutability than log:
(3) u(cat, cmt, cst) =
 ∑
i=a,m,s
ω
1
σ
i c
σ−1
σ
it

σ
σ−1
.
Two remarks are at order. First, we assumed that the elasticity parameter σ is the
same among all three consumption categories. While this may seem somewhat restric-
tive, it is important to realize that if the non–homotheticity terms are different from zero,
then σ is not equal to the elasticity of substitution between consumption categories. In
other words, our specification does allow for differences in the elasticity of substitution
between different pairs of consumption categories. Second, if all households have prefer-
ences of the above form and have total consumption expenditure that exceed a minimum
level, then aggregate expenditures are consistent with those for a stand–in household with
preferences of the same form. The precise condition is in the Online Appendix A where
we derive this result formally. This property extends to settings in which individuals
make consumption–savings decisions if there are complete markets.
Consider the stand–in household in a setting in which it maximizes lifetime utility
given a market structure that features markets for each of the three consumptions and
a market for borrowing and lending at each date t. Our strategy is to focus solely on
the implications for optimal consumption behavior within each period. The advantage
of this “partial” approach is that we do not have to take a stand on the exact nature of
intertemporal opportunities available to the household (i.e., the appropriate interest rates
for borrowing and lending), or to specify how expectations of the future are formed. With
these assumptions, if Ct is observed total expenditure on consumption in period t and pit
are observed prices, then it follows that the consumption choices in period t must solve
the following static optimization problem:
max
cat ,cmt ,cst
u(cat, cmt, cst) s.t.
∑
i=a,m,s
pitcit = Ct.
Assuming interior solutions, the first–order conditions for the above maximization prob-
lem are easily derived.9 Some simple algebra yields the following expression for the
8The implied demand model is often called the Linear Expenditure System. Deaton and Muellbauer (1980) is another
classic contribution to the literature on expenditure systems.
9In general, of course, the nonhomotheticity terms in our class of utility functions can lead to corner solutions.
However, this is not relevant for aggregate consumption in a rich country such as the postwar U.S. Looking ahead, we
will find that the stand–in household chooses quantities that are far away from corners.
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expenditure shares:
(4) sit ≡ pitcitCt =
ωi p1−σit∑
j=a,m,s ω j p1−σjt
1 + ∑
j=a,m,s
p jtc¯ j
Ct
 − pitc¯iCt .
In the empirical work reported below, we will estimate the parameters of the utility func-
tion using (4).
II. Final Consumption Expenditure
The final consumption expenditure method originated in the literature on expenditure
systems and associates the arguments of the utility function with final expenditure of
households over different categories of goods and services. Specifically, this method
classifies the expenditures on individual commodities into the three broad sectors agri-
culture, manufacturing, and services. For example, purchases of food from supermarkets
will be included in cat, purchases of clothing will be included in cmt, and purchases of
air–travel services will be included in cst.
A. Implementing the Final Consumption Expenditure Specification
The required data in this case are total consumption expenditure and the expenditure
shares and prices for final consumption expenditure on different commodities. These
data are readily available from the BEA.10
While expenditure shares do not depend on how one splits total expenditures into their
price and quantity components, the series for prices do. That is, given total expenditure,
different procedures for inferring the consumption quantities will imply different relative
prices. Consistent with BEA measurement, we measure final consumption quantities
using chain–weighted indices. For the period 1947–2010 and for the available com-
modities, we obtain annual data on final consumption expenditure, chain–weighted final
consumption quantities, and chain–weighted prices from the BEA. Since quantities cal-
culated with the chain–weighted method are not additive, we use the so called cyclical
expansion procedure to aggregate quantities that are not available from the BEA.11 We
assign each commodity to one of the three broad sectors agriculture, manufacturing, and
services. A detailed description of this assignment can be found in the Online Appendix
A.2. Note that for estimating utility function parameters we do not need to know whether
the commodities purchased by the household are produced in the U.S. economy or im-
ported. All that matters for our exercise is information on total consumption expenditure,
expenditure shares and prices.
Figures 1–3 show the resulting evolution of the expenditure shares, prices and quanti-
ties, respectively. Looking at Figure 1, we see that the data are consistent with the stan-
10Specifically, we use data from the National Income and Product Accounts, the Annual Industry Accounts, the Bench-
mark Input–Output Accounts, and the Fixed Asset Accounts. The exact data sources can be found in the Online Appendix
A.1. and in the data files.
11See the Online Appendix C for the description of the cyclical expansion procedure. See Landefeld and Parker (1997)
for the approximate aggregation, and Whelan (2002) for more discussion about chain–weighted indices.
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Final Consumption Expenditure Per Capita
Figure 1. Expenditure shares
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Figure 2. Price Indices (1947=1)
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Figure 3. Quantity Indices (2005 chained dollars,
1947=1)
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dard (asymptotic) pattern of structural transformation: The expenditure share for services
is increasing, while those for agriculture and manufacturing are decreasing. Turning next
to Figure 2, which shows the evolution of prices (with prices in 1947 normalized to 1),
we see that while all three prices have increased, the price of services has increased rel-
ative to both manufacturing and agriculture and the price of agriculture has increased
relative to manufacturing. Figure 3 shows real quantities relative to their 1947 values.
Here we see that while the quantities of all three categories have increased, the quantity
of manufacturing has grown the most, while the quantity of agriculture has grown the
least.
Figures 1–3 already suggest some of the qualitative features of the utility specification
that our estimation will select. First, note that the price of services has increased relative
to that of agriculture, while at the same time the quantity of services has also increased
relative to that of agriculture. This is qualitatively inconsistent with a homothetic utility
specification, which would have relative prices and relative quantities move in opposite
directions. In the context of our class of utility functions, reconciling these observations
amounts to having c¯a < 0 and/or c¯s > 0. Second, as the price of agriculture relative
to manufacturing has increased, the quantity of agriculture relative to manufacturing has
decreased. This is consistent with there being substitutability between agriculture and
manufacturing. While to some extent this could also be accounted for by having c¯a < 0,
in the context of our preference specification, it turns out that σ will come out close to
one.
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B. Results with Final Consumption Expenditure
In this section we estimate the parameters of the demand system (4) by using iterated
feasible generalized nonlinear least square estimation. This is a fairly standard way of
estimating demand systems; see Deaton (1986).12 Since the expenditure shares sum to
one, the error covariance matrix is singular. Therefore we drop the demand for agricul-
tural goods when we do the estimation. Note that the estimation results are not affected
by which equation we drop. To deal with the issue that four out of our six parameters are
constrained (i.e., σ ≥ 0, ωi ≥ 0, and ωa + ωm + ωs = 1) we transform the constrained
parameters into unconstrained parameters as follows:
σ = eb0 , ωa =
1
1 + eb1 + eb2
, ωm =
eb1
1 + eb1 + eb2
, ωm =
eb2
1 + eb1 + eb2
,
where b0, b1, b2 ∈ (−∞,+∞). We estimate the model in terms of the unconstrained
parameters b0, b1, b2 and c¯a, c¯s and then calculate the point estimates and standard errors
of the constrained parameters σ,ωa, ωm, ωs.
Table 1 shows the results for three different specifications. For now we focus on the
first two columns; the estimates from the third column are discussed in the next sub-
section. Column (1) shows the results when we do not impose any restrictions on the
parameters. The point estimate for σ is 0.85 and the signs of the two unrestricted non-
homothetic terms have the pattern suggested by Kongsamut, Rebelo and Xie (2001), that
is, c¯a < 0 and c¯s > 0. Figure 4 shows that the fit of the estimated model from Column
(1) to the data on final consumption expenditure shares is very good.
While the specification from Column (1) is similar to the Stone–Geary specification
imposed by Kongsamut, Rebelo and Xie (2001), it is not identical, since Stone–Geary
assumed that σ = 1. To assess the extent to which this specification fits the data, Column
(2) shows estimates when we impose σ = 1. The nonhomothetic terms retain the same
sign configuration, although the magnitude of c¯s increases significantly. This is intuitive:
a higher σ implies that households respond to the given increase in the relative price of
services by substituting away from services, and the higher value of c¯s serves to offset
this response. Figure 5 shows that the specification of Column (2) fits virtually as well
as the specification of Column (1). This is consistent with the fact that in Table 1 the
Akaike information criterion (AIC) and the root mean square errors for each of the three
expenditure share series hardly change.13
The chi–squared statistics reported in the table show that we can reject the hypothesis
12More precisely, our demand system falls into the non–linear seemingly unrelated regression framework. The equa-
tions seem “unrelated” because the endogenous variables do not feature as explanatory variables in other equations; but
in general they are related through the covariance structure of the error terms. Assuming that the error terms are not
correlated with the exogenous variables, iterating on the feasible generalized nonlinear least square estimator produces a
sequence of parameter estimates that converges to the maximum likelihood estimates; see Greene (2011, Chapter 14.9.3).
For further discussion on the econometric issues related to the estimation of demand systems, see the review article by
Barnett and Serletis (2008).
13We do not report the standard R2 statistic here because it is not well defined for non–linear regressions. Instead, we
report the Akaike information criterion and the root mean squared errors. Note that to judge the goodness of fit, one needs
to consider the change in the level of the Akaike information criterion across specifications; the level itself provides no
information. If the measure increases by ∆ as we go from one specification to another, then the likelihood of the latter
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Table 1—Results with Final Consumption Expenditure
(1) (2) (3)
σ 0.85∗∗ 1 0.89∗∗
(0.06) − (0.02)
c¯a −1350.38∗∗ −1315.99∗∗
(31.18) (26.48)
c¯s 11237.40∗∗ 19748.22∗∗
(2840.77) (1275.69)
ωa 0.02∗∗ 0.02∗∗ 0.11∗∗
(0.001) (0.001) (0.005)
ωm 0.17∗∗ 0.15∗∗ 0.24∗∗
(0.01) (0.004) (0.00)
ωs 0.81∗∗ 0.84∗∗ 0.65∗∗
(0.01) (0.005) (0.01)
χ2(c¯a = 0, c¯s = 0) 3866.73∗∗ 4065.33∗∗
AIC −932.55 −931.35 −666.03
RMS Ea 0.004 0.004 0.040
RMS Em 0.009 0.009 0.022
RMS ES 0.010 0.011 0.061
Robust standard errors in parentheses ∗ p < 0.05, ∗∗ p < 0.01
χ2 is the Wald Test Statistics for the hypothesis that c¯a and c¯s = 0 are jointly zero.
AIC is the Akaike information criterion, RMS Ei is the root mean squared error for
equation i.
Table 2—Nonhomotheticity Terms Relative to Final ConsumptionExpenditure from the Data
1947 2010
−pac¯a/C 0.17 0.04
psc¯s/C 0.73 0.32
−c¯a/ca 0.81 0.62
c¯s/cs 1.49 0.43
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Fit of Expenditure Shares with Final Consumption Expenditure
Figure 4. Fit of Column (1)
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Figure 5. Fit of Column (2)
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that both non–homotheticity terms are equal to zero. We have also considered specifica-
tions where one of these terms is set to zero. In the interests of space we do not report
the full set of results, but we note that setting c¯a results in a large increase in both the
AIC and the root mean square errors, whereas the increase is much smaller when we set
c¯s = 0. We conclude that the non–nonhomotheticity associated with c¯a are empirically
the most important.
We conclude that when using data on final consumption expenditure, the data broadly
support the Stone–Geary specification of Kongsamut, Rebelo and Xie (2001).14 Having
said that, note that these authors also imposed the condition
patc¯a + pstc¯s = 0,
which is required for the existence of a generalized balanced growth path in their model.15
This condition is rather trivially not consistent with the final consumption expenditure
data, since Figure 2 clearly shows that pst/pat has been steadily increasing since 1947
whereas c¯a and c¯s are constants.
At first pass it may appear problematic that the estimated specification is not consis-
tent with balanced growth, since balanced growth is often viewed as a robust feature of
the data. In fact, this issue turns out not to be quantitatively significant. Kongsamut,
Rebelo and Xie (2001) includes simulation results for specifications that depart from the
conditions required for exact balanced growth and show that the resulting time series
are still very close to satisfying balanced growth. To the extent that the stylized fact is
relative to the former specification equals exp(−∆/2). See Burnham and Anderson (2002) for a detailed treatment of the
Akaike information criterion.
14Our results are related to some earlier work. For example, Pollak and Wales (1969) studied aggregate US data from
1948 to 1965 on food, clothing, shelter, and miscellaneous items and found that the linear expenditure system implied by
a Stone–Geary utility function fits the data very well and that the nonhomotheticity terms are important. For a subsequent
literature review, see Blundell (1988).
15Given the nonhomotheticity terms, their model does not have a balanced growth path in the usual sense of the word.
They therefore consider a generalized balanced growth path, which they define as a growth path along which the real
interest rate is constant.
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simply that balanced growth is a good approximate description of the data, there is no
inconsistency. Similar calculations also appear in Gollin, Parente and Rogerson (2006),
who used a somewhat different commodity space though.
C. Income versus Price Effects with Final Consumption Expenditure
In this subsection we take a closer look at the relative importance of changes in income
and relative price in accounting for the observed changes in the shares of final consump-
tion expenditures. As a first pass it is useful to provide some perspective on the size of
the estimated nonhomotheticity terms in Column (1). Table 2 reports the value of the
c¯i’s relative to several values from the data in the first and last years of our sample. Most
notably, rows three and four show that in both 1947 and 2009, each of the nonhomoth-
eticity terms are sizeable compared to the actual consumption quantities of agriculture
and services, suggesting that income effects could play an important role in shaping the
shares of final consumption expenditure.
To explore this issue further, Figure 6 shows the fit of the expenditure shares implied
by the parameters of Column (1) under the counterfactual in which total expenditure
change as dictated by the data but relative prices are held constant at their 1947 values.
Although the fit deteriorates somewhat, this counterfactual still captures the vast majority
of the changes in the expenditure shares. The main discrepancy between the data and the
model are that the share of services now increases slightly more than in the data and the
share of agriculture decreases slightly more than in the data. This discrepancy is intuitive
since the price of services increases relative to agriculture during the sample period, and
therefore works to partially offset the changes associated with these income effects. This
is illustrated in Figure 7, which shows the fit of the expenditure shares implied by the
parameters of Column (1) under the counterfactual in which prices change as dictated by
the data but total expenditure are held constant at their 1947 values. We can see that price
effects alone drive the expenditure shares in the opposite direction to income effects and
to what is observed in the data.
A second way to judge the importance of income versus relative prices is to assess
the extent to which a homothetic specification can fit the data, since such a specification
necessarily implies that total expenditure has no effect on expenditure shares. Column
(3) of Table 1 presents the estimates when the nonhomothetic terms are restricted to
equal zero. The point estimate for the elasticity parameter σ increases from 0.85 to
0.89, but most importantly, the Akaike information criterion significantly increases, as
do all of the root mean square errors, implying that the fit deteriorates considerably.
Figure 8 confirms, showing that the fit becomes quite poor for agriculture relative to the
previous two specifications. We conclude that the income effects associated with the
nonhomotheticities are the dominant source of the observed structural transformation in
the shares of final consumption expenditure.
III. Consumption Value Added
As noted in the introduction, many multi–sector general equilibrium models represent
the sectoral production functions in value added form, in which case the arguments of the
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Income versus Price Effects with Final Consumption Expenditure Shares
Figure 6. Fit of Column (1) with Relative Prices
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Figure 7. Fit of Column (1) with Income Fixed at 1947
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Figure 8. Fit of Homothetic Specification in Column
(3)
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utility function necessarily represent the value added components of final expenditure.
Individual industries are then classified into different broad sectors, and a sector is a
collection of industries, with sector value added being the sum of the value added of
the industries belonging to it. Effectively, this way of proceeding breaks consumption
spending into its value added components. For example, purchases from supermarkets
will then be broken down into the components of cat (food), cmt (processing of the food)
and cst (distribution services). Similarly, purchases of clothing will be broken down into
the components of cat (raw materials, say cotton), cmt (processing of cotton into clothing)
and cst (distribution services), and purchases of air–travel services will be broken down
into the components of cmt (fuel) and cst (transportation services).
Note that the final–expenditure and the value–added specifications are two different
representations of the same underlying data. The data on final consumption expenditure
are linked to the data on consumption value added through complicated input–output
relationships, and vice versa. We explore the mapping between these two specifications
in more detail in a later section.
A. Implementing the Consumption Value Added Specification
In this section we describe how to construct the relevant data when one identifies the
three consumption categories with their respective value added components. The exact
data sources can be found in the Online Appendix A.1. Similar to the case of final expen-
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Consumption Value Added Per Capita
Figure 9. Expenditure Shares
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Figure 10. Price Indices (1947=1)
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Figure 11. Quantity Indices (2005 chained dollars,
1947=1)
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diture shares, there is annual data available from the BEA on value added by industry,
as well as real value added and prices. As we mentioned above, the consumption value
added method assigns industries, instead of commodities, to the three broad sectors. The
Online Appendix A.2 describes the details of this assignment.
Although readily available, the data on value added and prices are not sufficient for our
purposes. The reason is that value added data come from the production side of the na-
tional income and products accounts, and so contain both consumption and investment.
It is therefore necessary to devise a method to extract the consumption component from
the production value added of each sector. This has not been sufficiently appreciated in
the literature, which often proceeds by assuming that all investment is done in manufac-
turing. This assumption is problematic, since from 1999 onward the BEA reports that the
total value added in manufacturing has been consistently smaller than investment. We
therefore need to properly extract the consumption component from the total value added
in each sector. One contribution of our paper is to lay out a procedure that achieves this.
To carry out this extraction one needs to combine the value added data from the in-
come side of the NIPA with the final expenditure data from the expenditure side of the
NIPA. The complete details of this procedure are fairly involved, and so we relegate its
description to the Online Appendix B.1. Here we provide a rough sketch. A key differ-
ence between value added data from the income side and final expenditure data from the
expenditure side is that the former are measured in what the BEA calls producer’s prices
whereas the latter are measured in purchaser’s prices. From a practical perspective, the
key difference is that purchaser’s prices include distribution costs whereas producer’s
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price do not (distribution costs are sales taxes and transport, wholesale, and retail ser-
vices). For example, in the case of a shirt purchased from a retail outlet, the purchaser’s
price is the price paid by the consumer in the retail outlet whereas the producer’s price is
the price of the shirt when it leaves the factory.
The first step in breaking down final consumption expenditure into its value added
components is therefore to convert final consumption expenditure measured in purchaser’s
prices into those measured in producer’s prices. This amounts to removing distribution
costs from final consumption expenditure on goods and moving them into expenditure
on services. The Online Appendix B.1 explains the details of this calculation. Once this
is done, the second step is to use the input–output tables to determine the sectoral inputs
in terms of value added that are required to deliver the final consumption expenditure.
This involves an object called the total requirement matrix which is derived from the
input–output tables. The Online Appendix B.2 explains the details of this procedure.
Two points are worth stressing. First, since we are interested in the time series proper-
ties of consumption value added, and the structure of input–output relationships changes
over time, an important feature of our calculation is that we use all annual input–output
tables together with all benchmark tables that are available for the period 1947–2010.
Second, when we break final consumption expenditure into its value added components
we follow the BEA and treat imported goods as if they were produced domestically with
the same technology that the United States uses to produce them. Given this assumption,
we do not have to take a stand on whether intermediate goods are produced domestically
or imported.16
Having broken final consumption expenditure into its value added components, we
obtain data on consumption value added expenditure shares and chain–weighted prices
and quantities, which are displayed in Figures 9–11. Note that these figures display the
same qualitative pattern for consumption value added shares that we saw in the analo-
gous figure for final consumption expenditure shares. Hence, both representations are
consistent with the stylized facts about structural transformation. However, although the
shares display similar qualitative behavior, there are some important differences in the
behavior of relative prices and quantities. First, Figure 10 shows that while the price of
services still increased the most, the price of manufacturing now increased by more than
that of agriculture. Second, the relative quantities behave very differently from before.
Whereas Figure 3 indicated substantial changes in relative quantities, Figure 11 suggests
that the relative quantities of manufacturing and services now hardly change over the en-
tire period, while the relative quantity of agriculture remains fairly constant after about
1970.
We report formal estimation results in the next section, but we can already note that
these figures are revealing about the economic mechanisms at work. Given that relative
prices changed substantially, the near constancy of relative quantities, particularly of
manufacturing relative to services, suggests a very low degree of substitutability between
the different components of consumption value added. Moreover, the near constancy of
the relative agricultural quantity after 1970 suggests that nonhomotheticities will not play
16The Online Appendix B.2 explains this point in more detail.
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Table 3—Results with Consumption Value Added
(1) (2) (3)
σ 0.002 0 0
(0.001) − −
c¯a −138.68∗∗ −138.88∗∗
(4.57) (16.04)
c¯s 4261.82∗∗ 4268.06∗∗
(223.78) (439.93)
ωa 0.002∗∗ 0.002 0.01∗∗
(0.0002) (0.001) (0.001)
ωm 0.15∗∗ 0.15∗∗ 0.18∗∗
(0.002) (0.004) (0.002)
ωs 0.85∗∗ 0.85∗∗ 0.81∗∗
(0.002) (0.004) (0.003)
χ2(c¯a = 0, c¯s = 0) 1424.50∗∗ 216.30∗∗
AIC −873.27 −875.36 −739.35
RMS Ea 0.005 0.005 0.010
RMS Em 0.012 0.012 0.019
RMS Es 0.011 0.011 0.024
Robust standard errors in parentheses ∗ p < 0.05, ∗∗ p < 0.01
χ2 is the Wald Test Statistics for the hypothesis that c¯a and c¯s = 0 are jointly zero.
AIC is the Akaike information criterion, RMS Ei is the root mean squared error for
equation i.
as important a role as before.
B. Results with Consumption Value Added
We follow the same procedure as was described previously in the context of estimat-
ing parameters using data on final consumption expenditure. Results are contained in
Table 3. Column (1) reports the parameter estimates when we impose no restrictions.
Strikingly, the point estimate of σ is equal to 0.002 and is not statistically significantly
different from zero, which in the absence of nonhomotheticities implies the Leontief
specification.17 The nonhomothetic terms have the same signs as before, and the chi-
squared tests again reject the hypothesis that both are zero. Given that the unrestricted
estimated value of σ is so close to zero and not statistically different from zero, Col-
umn (2) shows the estimates when we impose σ = 0. Note that while the root mean
squared errors remain unchanged, the AIC actually decreases as we move from Column
(1) to Column (2), suggesting that the restricted version of Column (2) is preferable to
17The corresponding Leontief utility function is given by min j={a,m,s}{c jt/ω j}.
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Table 4—Nonhomotheticity Terms Relative to Consumption from the Data
1947 2010
−pac¯a/C 0.08 0.004
psc¯s/C 0.34 0.12
−c¯a/ca 0.86 0.32
c¯s/cs 0.53 0.14
the unrestricted version of Column (1). Figure 12 confirms that based on the estimates
in Column (2), the fit of the model to the expenditure share data is again very good.18
C. Income versus Price Effects with Consumption Value Added
It is again of interest to ask how important income and relative price changes are in
accounting for the observed changes in the expenditure shares of consumption value
added. As a starting point it is revealing to look again at the size of the estimated c¯i’s
relative to total consumption expenditure from the data. The first two rows of Table 4
show that these ratios are now considerably smaller than in the case of final consumption
expenditure. Although this suggests that income effects will be less important than in
the final expenditure case, the fact that in 1947 the agricultural consumption value added
from the data was fairly close to c¯a, it is likely that these terms still plays a significant
role.
A first method for assessing the importance of income and substitution effects is to
evaluate the ability of a homothetic specification to fit the data. To examine this, Col-
umn (3) in Table 3 presents estimates under the restriction c¯a = c¯s = 0. Note that the
Akaike information criterion increases significantly, as do each of the root mean square
errors, suggesting a deterioration in terms of goodness of fit, though the change is not as
large as we found for the same exercise in the final expenditure specification. Consistent
with this, when we plot the expenditure shares predicted by the estimated homothetic
specification from Column (3) in Figure 13, and compare them to the nonhomothetic
specification of Figure 12, the visual fit remains reasonably good.
A second method for assessing the importance of income and substitution effects is to
repeat the counterfactual exercises that we previously carried out for the final expendi-
ture case. Specifically, Figure 14 shows the implied path for expenditure shares under
the counterfactual in which relative prices stay fixed at their 1947 values and total ex-
penditure rises as in the data. While this counterfactual does account for some of the
secular changes in expenditure shares, it is evident that the fit is much worse than in
Figure 12. This shows that changes in relative prices now play a much more important
role in accounting for the movements in expenditure shares. Figure 15 shows the alter-
native counterfactual, in which we keep total expenditure fixed at its 1947 level but allow
relative prices to changes as in the data. While this figure does confirm that changes in
18The reason why the AIC decreases is that it penalizes using additional parameters.
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Fit of Expenditure Shares with Consumption Value Added
Figure 12. Fit of Column (2)
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Figure 13. Fit of Homothetic Specification in Column
(3)
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Figure 14. Fit of Column (2) with Prices Fixed at
1947 Value
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Figure 15. Fit of Column (2) with Income Fixed at
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Figure 16. Shares in Consumption Value Added with Different Ways of Treating Investment
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relative prices do play an important role now, it also makes it clear that price effects alone
cannot account for the changes in expenditure shares.
We conclude that the econometrically preferred specification implies an economically
significant role for both income and price effects in accounting for changes in expen-
diture shares. Notably, the preferred value of σ is not statistically different from zero.
Nonetheless, from a practical perspective, the consumption value added data provide
some measure of support for the homothetic preference specification used by Ngai and
Pissarides, though in the somewhat extreme form of a Leontief specification, i.e. σ = 0.
Since introspection would suggest substantial willingness to substitute across many
commodities, some readers might question the empirical plausibility of preferences that
do not permit any substitution across the consumption value added categories agriculture,
manufacturing, and services. It is therefore important to understand exactly what the
resultσ = 0 means. Although havingσ = 0 implies that there is no substitutability across
the three categories, it is completely consistent with there being substantial substitution
within each of these categories. In particular, since the categories are quite broad, having
σ = 0 does not in any sense imply that there is no substitutability between all the different
goods and services that individuals consume.
A simple example may be useful. Most readers will agree that there is some substi-
tutability between the two activities of going to the movies and going to sporting events.
When we represent these activities in consumption value added terms, we see that both of
them involve some consumption of goods (e.g., the use of buildings) and some consump-
tion of services (e.g., actors and athletes producing entertainment services). It seems
reasonable to think that the key dimensions of substitution are within these two value
added categories, i.e., that the key substitution is between the uses of buildings or the
uses of athletes’ and entertainers’ time, rather than between goods and services per se.
While this is not to suggest that one cannot think of specific examples with some sub-
stitution between specific goods and specific services, the key point we want to make is
that there is likely to be considerably more substitutability within each of the value added
categories.
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D. Related Literature
In independent research, Buera and Kaboski (2009) asked whether there are parame-
ters for which a canonical model of structural transformation can match the time series
for sector shares in the US. While this question is closely related to our work, there are
several important differences between the two papers. First, Buera and Kaboski con-
sidered a longer time period than we do, 1870 to 2000. Although there is clearly some
benefit of extending the analysis further back in time when assessing the ability of the
model to account for secular changes, the cost of doing this is that comparable data do
not exist for the pre 1947 period, thereby forcing several compromises.19 Second, Buera
and Kaboski only looked at value added data, whereas one of our main contributions is
to contrast the implications of matching value added data versus final expenditure data.
Perhaps the most important difference between the two papers is that although Buera
and Kaboski also found that a low σ provides the best fit to the value–added data, they
reach the conclusion that the canonical model of structural transformation cannot do a
good job of accounting for the key secular patterns of sectoral value added shares in
the later part of the sample period. Specifically, they argued that the data for the post
1960 period show both an increase in the relative price of services and an increase in
the relative share of services, and that Stone–Geary preferences cannot generate these
outcomes this late in the time series when the bite coming from the non–homotheticity
term in services has all but faded; see the pages 473–4 of their paper for more details.
Why do the two studies reach such different conclusions about the ability of the model
to fit the data? The key to answering this question lies in the different ways of treating
investment. Whereas we extract the consumption component from sectoral value added
by decomposing investment value added into its manufacturing and service components,
Buera and Kaboski followed the standard way of proceeding in the literature and assumed
that all investment value added is produced in manufacturing. This means that their
consumption value added produced in services equals the total services value added and
their consumption value added produced in manufacturing equals the total manufacturing
value added minus the total investment value added. As we noted earlier, this approach
runs into a basic problem in 1999, since at this point investment value added in the data
actually exceeds total manufacturing value added. It turns out that Buera and Kaboski
define the manufacturing sector more broadly than is typically done, therefore avoiding
this problem during their sample period.20
But a second problem remains when one assumes that all of investment represents
value added from the manufacturing sector. This problem arises because the sectoral
composition of investment in the post 1947 period has changed dramatically: while in
1947 the shares of manufacturing and services valued added in investment value added
19For example, Buera and Kaboski were forced to use data for sector expenditure shares and prices that are not
necessarily mutually consistent. Specifically, they use the implicit deflator of services in NIPA and the producer price
index of finished goods from the BLS. The former is based on gross sales while the latter is based on final expenditure.
In contrast, we use price indices that are based on value added.
20Based on their definition of manufacturing, the share of their manufacturing sector in total value added in 1947 is
about ten percentage points larger and the share of the service sector in total value added is about ten percentage points
smaller than the shares resulting from the standard definition that we use.
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were roughly 2/3 and 1/3 respectively, as of 2010 they are roughly 1/2 and 1/2. Neglect-
ing this change in the composition of investment while assuming that all of investment
represents value added from the manufacturing sector leads to a spurious increase in the
growth rate of the share of services in total consumption value added and a spurious de-
crease in the growth rate of the share of manufacturing in total consumption value added
towards the end of the sample. Figure 16 shows this by comparing our consumption value
added shares with the consumption value added shares that one gets by subtracting total
investment value added as reported by the BEA data from the series of manufacturing
value added used by Buera and Kaboski.
IV. Discussion
A. Comparing the Results
Although each of the estimation exercises yield utility specifications that provide very
good fits to their respective data sets, the specifications have very different implications
for the relative importance of changes in relative prices and income in accounting for
changes in expenditure shares. In the case of final consumption expenditure, income
effects are the dominant force behind changes in the expenditure shares, whereas in the
case of consumption value added income effects are less important and relative price
effects are found to play a key role.
As we have stressed previously, given the technology for producing final expenditure
categories from value added categories, there is an implicit mapping from preferences
defined over final expenditure categories to preferences defined over value added cate-
gories. In this section we explore the properties of this mapping in order to reconcile the
two very different estimated utility functions. Before delving into the details, it might be
instructive to build some intuition. The intuition is sharpest if we focus on two consump-
tion items: food from supermarkets and meals from restaurants.
Intuition
The intuition for greater substitutability in the final consumption expenditure specifi-
cation is closely related to the fact that this specification may place items with similar un-
derlying characteristics into different categories. To stay with our example, this method
counts food from supermarkets in agriculture, while meals from restaurants are counted
in services. One would expect there to be substitutability between the two items because
they both use the intermediate input food. In contrast, in the consumption value added
specification, all agricultural inputs into food production are counted in the agriculture
sector, removing this source of substitutability.
The differing importance of nonhomotheticities is also intuitive. In the final consump-
tion expenditure specification, for example, it is natural to think that food from super-
markets is a necessity, thereby leading to a negative value for c¯a. Similarly, it is natural to
think that many services such as restaurant meals are more of a luxury, thereby leading to
a positive value for c¯s. However, this reasoning does not apply to the consumption value
added specification, since the category labeled agriculture now contains the agricultural
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inputs that went both into the production of “necessary” food and “luxury” restaurant
meals. It follows that the nonhomotheticities should be less apparent in the consumption
value added specification.
We now turn to the mapping from preferences defined over final expenditure categories
to preferences defined over value added categories. We start from some given prefer-
ences over final consumption goods and assume that the household self–produces final
consumption goods by combining the different consumption value added categories. We
derive the form of preferences over consumption value added that is implied by the pref-
erences over final consumption goods and the production technology that specifies how
the household obtains final consumption goods from consumption value added. Because
our empirical strategy was to uncover preference parameters by estimating the expendi-
ture systems, our approach will emphasize how the expenditure system for consumption
value added is derived from the expenditure system for final consumption expenditure.
Formal analysis
To derive the mapping from preferences defined over final expenditure categories to
preferences defined over value added categories, we need to specify how final consump-
tion goods are produced from the different value added categories. We assume that the
corresponding production functions have the CES functional form:
(5) cFEit =
 ∑
j∈{a,m,s}
(Aitφ ji)
1
ηi
(
cVAjit
) ηi−1
ηi

ηi
ηi−1
,
where cVAjit is the value added from sector j that is used as an intermediate input in the
production of the final consumption good cFEit , Ait determines the TFP of producing final
consumption of category i, φ ji are relative weights with
∑
j φ ji = 1, and ηi > 0 is the
elasticity of substitution.
The household’s demand functions for cVAjit are obtained by minimizing the costs of
producing a given quantity cFEit subject to (5) taking the p
VA
jt as given. The resulting
demand functions take the familiar form:
(6) pVAjt c
VA
jit =
φ ji
(
pVAjt
)1−ηi
∑
n∈{a,m,s} φni
(
pVAnt
)1−ηi pFEit cFEit ,
where we have used the identity
∑
j∈{a,m,s} pVAjt c
VA
jit = p
FE
it c
FE
it .
The next step in the derivation of the demand system for consumption value added is
to aggregate the demands for cVAjit to the demand for c
VA
jt . Summing equation (6) over i,
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we obtain:
(7) pVAjt c
VA
jt =
∑
i∈{a,m,s}
φ ji
(
pVAjt
)1−ηi
∑
n∈{a,m,s} φni
(
pVAnt
)1−ηi pFEit cFEit .
One can express (7) as a standard demand system for consumption value added that
depends only on the pVAjt and on PtCt =
∑
i∈{a,m,s} pFEit c
FE
it . This involves two steps:
substitute in the demand functions for pFEit c
FE
it , which depend on p
FE
it and PtCt and then
use that final–expenditure prices are given by the following price index:
(8) pFEit =
 ∑
n∈{a,m,s}
Aitφni
(
pVAnt
)1−ηi
1
1−ηi
.
At a general level there is not much that we can say about this resulting demand system,
and it may not even be consistent with the functional form for preferences over value
added consumptions that we imposed in our estimation. But given our estimation results,
a useful starting point is to ask whether there are any conditions under which the demand
system (7) can be consistent with a Leontief utility function over value added. While the
data do not imply that Leontief is the preferred specification for the value added case, we
did find that this specification still provides a reasonable fit to the data, and focusing on it
serves to highlight how the finale expenditure and value added expenditure systems can
have very different properties. To proceed, suppose that the following condition holds:
(9) ηi = 0 and φ ji = φ j ∀i ∈ {a,m, s}.
Simple manipulation of (7) leads to:
(10) pVAjt c
VA
jt =
φ j pVAjt∑
n∈{a,m,s} φn pVAnt
∑
i∈{a,m,s}
pFEit c
FE
it =
φ j pVAjt∑
n∈{a,m,s} φn pVAnt
PtCt.
This is readily seen to be the demand system that is implied by a Leontief utility function.
The condition ηi = 0 means that the production functions (5) have the Leontief form
and φ ji = φ j means that the intermediate input from a given sector has the same weight
in the production of all three final consumption goods. In this case, the aggregate inter-
mediate inputs are not substitutable and each aggregate intermediate input has the same
weight in the production of total final consumption as it has in the production of each of
the three final consumption categories. Intuitively, this implies that the demand for inter-
mediate inputs from a given sector is independent of the composition of final consump-
tion. As a result both substitution and income effects present in the final consumption
expenditure system vanish in the consumption value added expenditure system, because
the reallocation of final consumption expenditure in response to income changes does
not necessitate a reallocation of consumption value added.
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Table 5—Results for the Estimation of (7)
Agriculture Manufacturing Services
ηi 0.19∗∗ 0.001 0.001
(0.03) (0.001) (0.0003)
φai 0.05∗∗ 0.02∗∗ 0.005∗∗
(0.002) (0.001) (0.0002)
φmi 0.33∗∗ 0.36∗∗ 0.09∗∗
(0.003) (0.002) (0.001)
φsi 0.62∗∗ 0.62∗∗ 0.90∗∗
(0.005) (0.002) (0.001)
AIC −657.99 −790.10 −896.63
Robust standard errors in parentheses ∗ p < 0.05, ∗∗ p < 0.01
AIC is the Akaike information criterion, RMS Ei is the root mean squared error for
equation i.
Having isolated theoretical conditions under which the value added demand system is
consistent with Leontief preferences, we now turn to assessing the empirical relevance
of these conditions. In this context, it is important to recall that while a Leontief speci-
fication gives a reasonable fit, the statistically preferred specification features significant
non–homotheticity terms, and so is not a Leontief specification. In other words, there is
no presumption that condition (9) will hold in the data.
Given observations of pVAjt , p
VA
jt c
VA
jt , and p
FE
it c
FE
it , we estimate the parameters ηi and
φni in equation (7) similar to the way that we estimated demand systems in the previous
sections. The results are in Table 5. The point estimates for the η’s come out surprisingly
close to zero, and for ηm and ηs they are not statistically different from zero. We conclude
that the first condition in (9) is approximately born out the data. The evidence regarding
the second condition in (9) is less favorable. While some values in a given row are very
similar, there are differences that are quite large and statistically significant. Nonetheless,
it is still possible that the demand system generated by a Leontief utility function may
provide a reasonable fit to the data on consumption value added. To see why this is the
case, note that (10) can be written as:
(11) pVAjt c
VA
jt = Φ jt
φ j pVAjt∑
n∈{a,m,s} φn pVAnt
PtCt,
where
(12) Φ jt =
∑
i∈{a,m,s}
φ ji pVAjtφ j pVAjt
∑
n∈{a,m,s} φn pVAnt∑
n∈{a,m,s} φni pVAnt
 pFEit cFEitPtCt .
Demand system (11) is consistent with a Leontief utility function as long as Φ jt = 1.
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Condition (9) is sufficient for this to hold. Even if (9) does not hold, the departures from
Φ jt = 1 may be small quantitatively so that a utility function close to a Leontief utility
function can still provide a good fit.
In summary, the discussion in this subsection illustrates in a unified setting how a given
economy can be consistent with two very different expenditure systems expressed in final
expenditure and value added form. To do so, we focussed on the benchmark functional
forms Stone–Geary and Leontief. Even though these are not the exact specifications from
our estimation exercises, each does provide a reasonable fit to the data. The advantage
of using them in this context instead of the econometrically preferred specification is
that they imply simple closed–form expressions for the expenditure systems, which are
helpful for purposes of exposition.
B. Additional Measurement Issues
In this subsection we note several measurement concerns and carry out some robust-
ness exercises motivated by these concerns.
Government
Our previous results implicitly assumed that households were purchasing government
services at the price ps. An alternative assumption is that households take the provision
of government services as given and then make a decision about how many additional
services to purchase privately in the market. In this subsection we present results for this
alternative assumption.
We begin with the final consumption expenditure specification. Maintaining the as-
sumption that government services are a perfect substitute for services that are purchased
in the market, the alternative approach is equivalent to treating the provision of govern-
ment services as a time varying component of c¯s. Estimation results for this case are
provided in Table 6. For ease of comparison, Columns (1) and (2) report the earlier re-
sults for our benchmark case when σ is left unrestricted and when σ is restricted to equal
one, respectively. Columns (3) and (4) do the equivalent exercise for the case in which
we treat government spending as a time varying component of c¯s, and Figures 17 and
18 display the fit of the two estimated specifications. The main finding is that our ear-
lier conclusions continue to hold. Specifically, while Stone–Geary is not the preferred
econometric specification, a Stone–Geary specification does provide a good fit to the
data.21
Next we consider the same exercise for the case of value added consumption. Note
that because value added from government consumption can contain components from
all three sectors, in contrast to the final consumption expenditure case, this case involves
time varying non–homotheticity terms for all three sectors. Results are shown in Table 7,
21Based on both the AIC values and the root mean square errors, this treatment of government expenditures seems
to provide a somewhat worse fit to the data than our benchmark specification, but it is important to note that under
this alternative specification these diagnostics reflect the ability of the model to match the expenditure share for private
consumption of services, whereas in the benchmark model the diagnostics reflect the ability of the model to match the
total expenditure share for services.
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Table 6—Results for Final Consumption Expenditure and different Specifications of Government Expenditures
(cs\g + cg) + c¯s cs\g + (cg + c¯s)
(1) (2) (3) (4)
σ 0.85∗∗ 1.00 0.80∗∗ 1.00
(0.06) − (0.05) −
c¯a −1350.38∗∗ −1315.99∗∗ −1360.93∗∗ −1314.89∗∗
(31.18) (26.48) (29.83) (26.40)
c¯s 11237.40∗∗ 19748.22∗∗ 7254.04∗∗ 14685.83∗∗
(2840.77) (1275.69) (1806.82) (1045.21)
ωa 0.02∗∗ 0.02∗∗ 0.02∗∗ 0.02∗∗
(0.001) (0.001) (0.001) (0.001)
ωm 0.17∗∗ 0.15∗∗ 0.19∗∗ 0.16∗∗
(0.01) (0.004) (0.01) (0.005)
ωs 0.81∗∗ 0.84∗∗ 0.79∗∗ 0.82∗∗
(0.01) (0.005) (0.01) (0.01)
Average cg 5283.67 5283.67
AIC −932.55 −931.35 −856.26 −853.56
RMS Ea 0.004 0.004 0.030 0.030
RMS Em 0.009 0.009 0.066 0.066
RMS Es 0.010 0.011 0.095 0.095
Robust standard errors in parentheses ∗ p < 0.05, ∗∗ p < 0.01
AIC is the Akaike information criterion, RMS Ei is the root mean squared error for
equation i.
Final Consumption Expenditure and different Specifications of Government Expenditures
Figure 17. Fit of Column (3)
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Figure 18. Fit of Column (4)
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Table 7—Results for Consumption Value Added and different Specifications of Government Expenditures
(cs\g + cg) + c¯s cs\g + (cg + c¯s)
(1) (2)
σ 0.002 0.001
(0.001) (0.001)
c¯a −138.68∗∗ −140.53∗∗
(4.57) (4.33)
c¯s 4261.82∗∗ 5712.68∗∗
(223.79) (225.99)
ωa 0.002∗∗ 0.001∗∗
(0.0002) (0.0002)
ωm 0.15∗∗ 0.14∗∗
(0.002) (0.002)
ωs 0.85∗∗ 0.86∗∗
(0.002) (0.003)
Average cag 21.02
Average cmg 516.95
Average csg 3906.44
AIC −873.27 −812.14
RMS Ea 0.005 0.008
RMS Em 0.012 0.023
RMS Es 0.011 0.026
Robust standard errors in parentheses ∗ p < 0.05, ∗∗ p < 0.01
AIC is the Akaike information criterion, RMS Ei is the root mean squared error for
equation i.
where for ease of comparison we have included the results of our earlier benchmark esti-
mation in column (1) and column (2) presents the results when government expenditure
are taken as given. Figure 19 shows the ability of the specification in column (2) to fit
the data. Comparing the results in columns (1) and (2) and looking at Figure 19, we see
that our earlier results are virtually unaffected. Consistent with the results for the final
expenditure case, we do see a small increase in the value of the AIC and higher root
mean square standard errors.
We conclude that our main findings are robust to this alternative treatment of govern-
ment services.
Unmeasured Quality Improvements
An important issue when examining time series changes in prices and quantities is the
extent to which the data take proper account of quality improvements. Failure to do so
will bias the decomposition of expenditure shares into price and quantity components.
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Figure 19. Consumption Value Added and different Specifications of Government Expenditures – Fit of Column (2)
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In particular, if the quality of a consumption category has improved but this is not mea-
sured properly, then the reported price will be larger than the true price and the reported
quantity will smaller than the true quantity (while of course the reported expenditure are
the same in both cases).
A key limitation of the official data used in our analysis is that effectively no cor-
rections are made to allow for quality improvements in services. Absent a systematic
treatment of quality improvements that extends over a long time period it is difficult
to provide a definitive assessment of how this issue might impact our findings. How-
ever, we can provide some illustrative calculations based on the findings of the report by
Boskin et al. (1996) on the extent of quality change bias in the CPI during the period
1965–1996 (where quality change bias as they measure it results both from unmeasured
quality improvements and from unmeasured introduction of new goods).
Calculating annual averages for our three sectors, their numbers imply quality change
biases for the final expenditure on agriculture, manufacturing, and services equal to
0.3%, 0.5%, and 0.6%. We use these annual estimates for our final expenditure ap-
proach, assuming that they are also applicable outside of the time period 1965–1996.
The results of redoing the estimation with these quality adjustments are in Table 8. We
can see that the estimated value of σ is slightly closer to one and the absolute values
of both non–homotheticity terms are reduced somewhat but still large. Intuitively, the
quality adjustment implies that the relative price of services increases less than in our
benchmark specification, so that for a given value of σ there is less need for c¯s to offset
the substitution away from services due to the higher relative price.
We conclude that implementing the quality adjustments consistent with the estimates
in Boskin et al. (1996) has little impact on our findings for final consumption expenditure.
It would be of interest to assess the importance of quality change bias also for consump-
tion value added. Unfortunately, Boskin etal offer estimates only for final expenditure
categories in the CPI.22
22One might think that we could use the input–output tables to back out what the implied unmeasured quality improve-
ments for value added must have been. This idea is not promising, however, because the input–output relationships come
in terms of current prices, and so it is unclear how to decomposed them into quantities and prices, which are required to
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Table 8—Results for Final Consumption Expenditures with Quality Adjustment
Original Quality adjusted
σ 0.85∗∗ 0.90∗∗
(0.06) (0.06)
c¯a −1350.38∗∗ −1046.19∗∗
(31.18) (31.05)
c¯s 11237.40∗∗ 7478.75∗∗
(2840.77) (1403.05)
ωa 0.02∗∗ 0.03∗∗
(0.001) (0.001)
ωm 0.17∗∗ 0.18∗∗
(0.01) (0.01)
ωs 0.81∗∗ 0.78∗∗
(0.01) (0.01)
AIC −932.55 −924.70
RMS Ea 0.004 0.005
RMS Em 0.009 0.008
RMS Es 0.010 0.010
Robust standard errors in parentheses ∗ p < 0.05, ∗∗ p < 0.01
AIC is the Akaike information criterion, RMS Ei is the root mean squared error for equation i.
Home Production
Our model has abstracted from the explicit consideration of home production. Given
that most home production takes the form of services, Kongsamut, Rebelo and Xie
(2001) suggested that the parameter c¯s could be interpreted as the level of home produced
services, under the assumption that home produced services are a perfect substitute for
market produced services. More generally, one might simply posit that the parameter c¯s
captures both the presence of home production and a possible nonhomotheticity in the
preferences for services. This interpretation raises two issues for our analysis, each of
which we discuss in turn.
First, to what extent does home production enter our two different specifications in a
symmetric fashion? Consider one prominent example of home production: the provision
of child care services. In the final consumption expenditure specification, all of the
child care services purchased in the market would be counted in services. In the value
added approach we would have to decompose the production of market provided child
care services into its various components. To the extent that the two dominant inputs
will be labor and real estate space, the value added approach will also mostly assign the
production of market provided child care to the services category. More generally, as
long as time is the key input into those market activities which are good substitutes for
make the quality adjustments.
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home production, it is reasonable to think that home production will enter symmetrically
into the two different specifications. We believe that this applies to activities such as
child care, elderly care, cleaning, and home maintenance.
But while we think this symmetry is valid for a large share of home production activ-
ities, it does not apply for all of them. For example, in the case of home cooked meals
versus meals purchased in restaurants, the symmetry is broken because the value added
approach will assign the food used in the restaurant to other sectors, with the breakdown
depending on the extent to which the food has been processed. However, it should be
noted that about 45% of the price of food purchased at a supermarket represents value
added from distribution services and retail, which are in the service sector.23 In view
of this, we believe it is reasonable as a first pass to assume that home produced output
enters the two specifications in a symmetric fashion. Note that the value of c¯s need not
be the same in the two specifications since home production is simply one component of
c¯s.
The second issue concerns the constancy of home production over time. Even if only
part of c¯s represents home production, any variation in home production over time would
induce variation in the value of c¯s over time, whereas our empirical work has treated this
parameter as constant. Given that Aguiar and Hurst (2007) and Ramey and Francis
(2009) both documented a sharp drop in time devoted to home production associated
with the dramatic increase in the participation rate of married women, it is possible that
this assumption is problematic. Before pursuing this possibility further, we note two
important qualifications. First, what matters in our specification is the output of home
production and not simply the time input. To the extent that technological progress has
lessened the amount of time required to produce output at home, the reduction in time
spent in home production need not imply a decrease in the quantity of home produced
output. Even if home produced output is constant it will still account for a declining share
of overall consumption. Second, as emphasized by Ramey and Francis (2009), although
individuals are spending less time in home production during their prime age years, older
individuals engage in more home production time than prime aged individuals and the
increase in life expectancy creates an opposing effect in terms of aggregate time devoted
to home production.
In order to allow for the possibility that there has been a secular trend in the amount
of home produced output over the time period being considered, we have redone our
estimation exercise for the consumption value added specification allowing for a constant
growth rate in the value of c¯s, i.e., we assume that c¯s is time varying with c¯st = exp(γt)c¯s.
We carry out the same procedure as previously, except that we now also estimate the
parameter γ. When we do this we obtain estimates of γ that are not significantly different
from zero, and the estimated values of the other parameters are virtually unchanged,
suggesting that imposing a constant c¯s is not restrictive in our context.
23The average distribution margin over the period 1947–2010 we calculated is 45%.
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Table 9—Decomposition of Increase in Expenditure Share of Servicesin Value Added (accumulated 1947–2010)
Category %
Finance, Insurance, Real Estate, Rental, and Leasing 46.9
Professional and Business Services 41.1
Health Care and Social Assistance 27.9
Information 6.9
Utilities 1.8
Educational Services 3.7
Government 5.0
Arts, Entertainment, Recreation, Accommodation, Food Services, and Other −0.1
Trade and Transport −33.2
100.0
Other Issues
In this subsection we note two other issues. The first concerns the fact that consump-
tion of durable goods typically does not equal expenditure on durable goods. For hous-
ing, which is by far the most prominent example of durables, the BEA takes account of
this and imputes the rents for owner–occupied houses. For all other durables, the BEA
reports expenditure (or value added) only, which forces us to associate the expenditures
on these durables with current consumption. This implies, for example, that current pe-
riod utility from automobiles is derived solely from current period sales of automobiles,
and so we do not attribute any current period utility flow to the stock of automobiles pur-
chased in previous periods. Because we are focused on longer term trends in aggregate
data, this is not likely to be as serious as it would be in looking at individual data, or
business cycle fluctuations; but it is an issue worth noting.
The second issue concerns the possibility that reallocation of resources across sectors
reflects a relabeling of activity due to outsourcing, as opposed to fundamental shifts
of economic activity across sectors. For example, if a car manufacturer changes from
having in–house security guards at its establishments to purchasing security services
from an outside firm, the data will record this as a movement of value added across
sectors.24 This phenomenon will bias the measurement of changes in the expenditure
shares of consumption value added. However, this bias is not likely to be a major driving
force of structural transformation at the level of aggregation that we consider. The main
reason is that industry classifications are done at the establishment level, implying that all
in–house services provided at a central administrative office (headquarters) or a separate
service–providing unit are classified as service industries.
There are two additional ways of establishing that outsourcing is not the major force
behind structural transformation. First, Table 9 decomposes the accumulated increase in
the expenditure share of service consumption value added into the contributions of ten
24Fuchs (1968) suggested that this is one of the driving forces behind the process of structural transformation.
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subcategories of services, where outsourced services are part of the subcategory Profes-
sional and Business Services. Although this category is the second biggest contributor
to the overall increase in the expenditure share of services, more than half of the in-
crease is accounted for by other categories. Moreover, it is reasonable to think that a
substantial share of the increase in business and professional services reflects purchases
directly made by consumers, in which case they would not be subject to outsourcing.
A second way of establishing that outsourcing is not the major force behind structural
transformation is to look at what happened to final consumption expenditure, instead
of consumption value added, because final consumption expenditure are not affected by
outsourcing. To stay with the example of the car manufacturer, all that matters with final
consumption expenditure is how much is spent on purchases of cars. Holding the price
and quantity of security services fixed, it does not matter if the security services that
are implicitly reflected in the price of cars were supplied in–house or outsourced. The
fact that the changes in the shares are very evident in the final consumption expenditure
data confirms that the process of structural transformation is not mainly a process of
outsourcing.
V. Conclusion
What utility function should one use in applied work on structural transformation and
related issues? This paper provides an answer to this simple question by examining the
behavior of household expenditure shares for the US economy over the period 1947 to
2010. In answering this question, our analysis offers three contributions.
The first contribution of this paper is to clarify that given common practice in specify-
ing multi–sector general equilibrium models, the previous question requires two answers,
one for each of two different methods of defining commodities in such models.
The second contribution of this paper is to supply the two answers. A key step in
achieving this is to develop and execute a procedure for producing time series data on
consumption value added. This requires extracting the component of total value added
by sector that corresponds to consumption value added. A priori there is little guidance
as to how different (or similar) the two answers might be. It is noteworthy that we find the
answers to be dramatically different in terms of their basic properties. Interestingly, each
of the answers can be approximated by a simple functional form. If one adopts the final
consumption expenditure specification, then a Stone–Geary utility function provides a
good fit to the US time series data. If instead one adopts the consumption value added
specification, then a homothetic Leontief utility provides a reasonable fit to the data,
although the preferred econometric specification does include non–homotheticity terms.
The third contribution of this paper is to shed light on how the two different spec-
ifications of preferences are connected via technology and the nature of input–output
relationships. In particular, we derive a sufficient condition under which a Stone–Geary
utility function over final consumption expenditure is consistent with a Leontief utility
function defined over consumption value added.
While the utility functions that we estimate are specifically relevant for models of
structural transformation, some of the basic messages of the analysis are much more
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general. In particular, researchers must be careful to apply consistent definitions of com-
modities on both the household and production sides when connecting models with data
in any multi–sector general equilibrium analysis. Changing the definition of what is
meant, for example, by the label “services” has implications not only on the household
side for what form of utility function is appropriate, but also on the production side for
such things as the measurement of productivity growth. This has important implications
for comparing results across studies and for the practice of importing parameter values
across studies.
There are several dimensions along which it will be important to extend the analysis
carried out here. For example, in this paper we have only analyzed the evolution of
expenditure shares and prices in one country – the postwar US. It is also of interest to
extend this analysis to a larger set of countries, in particular to situations which feature a
larger range of real incomes. This will be useful in assessing the extent to which one can
account for the process of structural transformation with stable preferences.
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Appendix
Data Sources
All data are in per capita terms and for the U.S. during 1947–2010.
We calculate a per capita quantity by dividing the total quantity by the population size.
We take the population size from NIPA Table 7.1: “Selected Per Capita Product and
Income Series in Current and Chained Dollars”.
The construction of final consumption expenditure data is based on standard NIPA ta-
bles from the BEA. We use the most recent NIPA data released in August 2009 which
incorporates the last comprehensive revision. In particular, we use data from the follow-
ing tables:
• Table 2.4.3: “Real Personal Consumption Expenditures by Type of Product, Quan-
tity Indexes”; Table 2.4.5: “Personal Consumption Expenditures by Type of Prod-
uct”; .
• Table 3.10.3: “Real Government Consumption Expenditures and General Govern-
ment Gross Output, Quantity Indexes”; Table 3.10.5: “Government Consumption
Expenditures and General Government Gross Output”
The construction of total value added data by sector is based on the Annual Industry
Accounts, which contain current dollar value added and quantity indices by industry
based on chain weighted methods. The value added by industry data is consistent with
the NAICS for the entire period 1947–2010.25
The construction of consumption value added (as opposed to production value added)
is based on two main data sources: the annual expenditure data described above and
the total requirement matrices from the IO Tables. In the next subsection, we describe
in detail how these two data sources are combined to obtain consumption value added.
Here we just describe the exact data sources. There are benchmark IO Tables and annual
IO Tables. Benchmark IO Tables are available for 1947, 1958, 1963, 1967, 1972, 1977,
1982, 1987, 1992, 1997 and 2002.26 Annual IO Tables are available for each year during
the period 1998–2010.27 An important additional data source are the so called “Bridge
Tables for Personal Consumption Expenditure”, which are available for the 1997 and
2002 benchmark IO Tables. Bridge Tables link IO Tables with the standard expenditure
data of the BEA. In particular, they report how personal consumption expenditure in the
IO Tables are related to those in the BEA expenditure tables. If we don’t have IO Tables
for a particular year, then we use linear interpolation between the years for which IO
Tables are available.
25http://www.bea.gov//industry/zip/AllTables.zip
26http://www.bea.gov/industry/io_benchmark.htm
27http://www.bea.gov/industry/io_annual.htm
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Sector Assignment
When we use final consumption expenditure data, the three sectors contain the follow-
ing BEA commodities:
• Agriculture: “food and beverages purchased for off-premises consumption”
• Manufacturing: “durable goods”; “nondurable goods” excluding “food and bever-
ages purchased for off-premises consumption”
• Services: “services”; “government consumption expenditure”
When we use value added data, the three sectors contain the following BEA industries:
• Agriculture: “farms”; “forestry, fishing, and related activities”
• Manufacturing: “construction”; “manufacturing”; “mining”
• Services: all other industries including “government industries”
