Motivation
Our aim is to find solutions of the two-sided generalized eigenvalue problem
where A and M ∈ C n×n are assumed to be large and sparse matrices, and the nonzero vectors x ∈ C n and y ∈ C n are the right and left eigenvectors corresponding to the eigenvalue λ ∈ C n . For now we assume that the sought eigenvalues of A, M are finite and simple, such that y H M x = 0 is satisfied for the corresponding eigenvectors. If M = I the finite condition number of a simple eigenvalue λ is given by κ(λ) = |y H x| inverse or Rayleigh quotient iteration (RQI) provide basic methods for this purpose.
In general (one-sided) inverse iteration converges linearly and RQI achieves quadratic convergence [21] , in the normal case (x = y) RQI converges even cubically [20] . If inexact solves are used with a fixed solve tolerance then the order of convergence is reduced by one. If a decreasing tolerance proportional to the eigenvalue residual is chosen for the inexact solve, then the same convergence order as for exact solves can be recovered (see, for example [33, 5, 8, 7, 10] ). It is also known that (one-sided) accelerated Rayleigh quotient iteration (Rayleigh quotient iteration with subspace expansion) is equivalent to the Jacobi-Davidson method [32] -if all linear systems are solved either exactly or, for Hermitian problems, by a certain number of steps of the conjugate gradient method [29] . This result has been extended to preconditioned non-Hermitian problems in [10] , when a special preconditioner is used. For this paper we are interested in the two-sided version of inverse iteration, Rayleigh quotient iteration and the related two-sided Jacobi-Davidson method [17, 34] . In [17] it was shown that, for the standard eigenproblem (M = I), two-sided Rayleigh quotient iteration converges locally cubically for exact solves and locally quadratically for inexact solves. We review these results in this paper, extend them to the generalized eigenvalue problem, and show that for inexact solves we can recover the convergence rate of the exact algorithms if we choose a decreasing solve tolerance, that is, linear convergence for inexact two-sided inverse iteration and cubic convergence for inexact two-sided Rayleigh quotient iteration.
Another important consideration independent of the convergence rate of the outer iteration is the choice of the preconditioner for the inner iteration. For the standard (one-sided) eigenproblem it has been shown that a "tuned" preconditioner, a rank-1 modification of the standard preconditioner, reduces the number of iterations for the inner solve considerably [8, 7, 11] , a result that has been extended to inverse subspace iteration in [23, 38] . In this article we extend the result to two-sided inverse iteration and Rayleigh quotient iteration, where, due to the structure and the simultaneous solution of a forward and adjoint linear system a rank-2 modification of the standard preconditioner is necessary for an efficient tuning strategy.
In [17] it was shown that for the standard eigenproblem M = I the simplified two-sided Jacobi-Davidson method (Jacobi-Davidson without subspace expansion) is equivalent to two-sided Rayleigh quotient iteration, when all pairs of linear equations are solved by a certain number of steps of a Petrov-Galerkin-Krylov method in each outer iteration. In this paper we extend this equivalence result to the generalized eigenproblem and to preconditioned solves, by using a special preconditioner and extensions of the techniques from [11, 10] for the one-sided algorithms.
In Section 2 we review and extend convergence results for two-sided inverse and Rayleigh quotient iteration. Section 3 contains preconditioning strategies for the inner iteration of the two-sided methods. In Section 4 we show the equivalence of two-sided Rayleigh quotient iteration and the Jacobi-Davidson method, when certain preconditioners are used. Section 5 supports our theory with numerical examples. 0 Algorithm 1: Two-sided inverse iteration (TII) and two-sided RQI (TRQI)
Notation used in this paper R and C denote the real and complex numbers and R n×m , C n×m are n × m real and complex matrices, respectively. By X we denote the complex conjugate of a complex quantity X. The absolute value of ξ ∈ C is denoted by |ξ|. We use A T and A H = A T for the transpose and, respectively, complex conjugate transpose of real and complex matrices. The inverse of a regular matrix A is denoted by A −1 . Expressions of the form x = A −1 b should always be understood as solving the linear system of equations Ax = b for x. The identity matrix is indicated by I. If not stated otherwise · is the Euclidean vector, or subordinate matrix norm. The expression x ⊥ stands for the orthogonal complement {z ∈ C n \{0} : z ⊥ x} of x ∈ C n .
Convergence theory for two-sided inverse iteration and RQI
The two-sided inverse iteration (TII) is illustrated in Algorithm 1 and requires a sufficiently good eigenvalue approximation θ ≈ λ which is used a fixed shift. The two-sided RQI (TRQI) was originally proposed in [19] and is obtained by choosing the current shift θ k in step 5 as the two-sided generalized Rayleigh quotient
of the previous iterates, where u k and v k are approximate right and left eigenvectors. Another early occurrence of this two-sided iteration can be found in [16, Section 13] .
The main computational effort is done in the steps 6 and 7, where two linear systems with adjoint coefficient matrices have to be solved in each iteration of Algorithm 1 for obtaining new right and left eigenvector approximations. Throughout the rest of the paper we refer to the linear system in step 6 for u k+1 as forward linear system, and, respectively, the one in step 7 for v k+1 as adjoint linear system. Moreover, subscripts k always denote quantities of the kth iteration of Algorithm 1. In this section we review existing convergence results on the exact and inexact methods, where we adapt 1 the notation given in [17] . Note that here we consider the generalized eigenproblem as opposed to the standard eigenproblem M = I in [17] . A result on inexact TRQI from [17] is then extended to the generalized eigenproblem and to inexact solves with decreasing solve tolerance.
Review of the convergence of the exact methods
For investigating the convergence rate of the methods, we assume that they converge, i.e., u k → x and v k → y and hence, θ k → λ as k → ∞. Then it is possible to write ⊥ to x ⊥ , respectively, for all µ ∈ C in a sufficiently small vicinity of λ. Thus, there exist a ψ ≥ 0 such that
for all µ in a neighborhood of λ and s ∈ (M H y) ⊥ , t ∈ (M x) ⊥ (cf. [25] ). The following result extends the work from [17] to the generalized eigenproblem.
Theorem 1 (Convergence of exact two-sided II and RQI). Under the above assumptions, let u k , v k be given as in (3) . Then the following convergence results hold.
1. For TII, let θ k ≡ θ be approximation to the simple eigenvalue λ with |θ − λ| = ν.
Then Algorithm 1 converges linearly, i.e.,
where
2. TRQI achieves locally cubic convergence, i.e.,
with
The constants ψ TII , ψ TRQI ≥ 0 originate from (4) when using a constant or Rayleigh quotient shift and h.o.t. stands for higher-order terms in δ k and k .
Proof. As in the proof of [17, Theorem 3.1] for TRQI, which is a slight generalization of the original convergence proof in [20, p. 689] , one can find nonzero α k+1 , β k+1 such that
and the result for exact TII in (5) follows. Basic calculations yield
which reveals that (2) can (like the one-sided Rayleigh quotient) be seen as a quadratically accurate eigenvalue approximation. Replacing ν in the TII result with this estimate gives the desired result (6) .
A different approach showing the cubic rate of convergence can be found in [1] .
Convergence under inexact solves
We are especially interested in the case when the involved linear systems in steps 6 and 7 are solved inexactly, i.e. for instance
where the constants ξ R k , ξ L k define the accuracy to which the linear systems are solved in the kth iteration of Algorithm 1. This inexact solution is usually carried out using Krylov subspace methods for unsymmetric linear systems, e.g., GMRES, BiCG, BiCGstab, BiCGStab( ), QMR, IDR(s) [4, 26] to name at least a few. From now on, the method used to solve the linear system is referred to as inner solver and its iterations are called inner iterations. The iterations of eigenvalue method TII or TRQI (Algorithm 1) are hence referred to as the outer iterations.
For investigating the convergence of inexact two-sided inverse and Rayleigh quotient iteration, the following statement is helpful which immediately follows from (9):
where 
Then we have for one step of inexact two-sided inverse iteration
2. For one step of inexact TRQI it holds
i.e., inexact TRQI with fixed inner tolerances converges locally quadratic.
The constants γ TII , γ TRQI are as in Theorem 1.
Proof. Exemplary, for the forward linear system, using (3) and decomposing f k as
we find
The remainder of the proof is similar to the proof of Theorem 1.
Theorem 2 shows that inexact TII can stagnate if the steps 6, 7 of Algorithm 1 are solved to a fixed accuracy, whereas inexact TRQI achieves quadratic convergence, as we would expect.
For one-sided methods it can be shown that, by using increasing inner accuracies, i.e. decreasing sequences
the convergence rate of the exact methods can be reestablished in the inexact ones [8, 11, 36] . The next theorem shows that this can also be achieved for the two-sided methods by asking that ξ R k and ξ L k are proportional to the eigenvalue residual norms r u k and r v k , respectively, which is similar to the one-sided case. Hence we can achieve the same convergence rates for inexact TII and inexact TRQI as for the exact versions of the algorithms, if a decreasing inner solve tolerance is used.
Theorem 3 (Convergence with decreasing inner tolerances). Let the assumptions of Theorem 2 hold but choose
for some η
such that the following estimates hold.
For inexact TII:
2. For inexact TRQI:
The constants γ TII , γ TRQI are again the ones from Theorem 1.
Proof. We proceed through the proof exemplary for the linear system for the right eigenvector approximation. The result for k+1 in the adjoint linear system for the left eigenvector approximations can be obtained similarly. Using (3), (8) and
and using (14) this can be plugged into the expression for ζ
The fraction on the right hand side of the above expression can be bounded from above by
Assuming that this inequality holds, the result for inexact TII then follows from using (19) in (12) . For the left eigenvector approximation one finds in a similar way that
has to hold. The result for inexact TRQI follows as before from (8) .
One can conclude inexact TII and TRQI, converge at a similar speed as their exact versions if decreasing solve tolerances are used.
Remark 4.
Note that due to the large constants in any of the previous theorems, the actual convergence might be slower than stated for highly nonnormal problems. Hence, it might be more adequate to rephrase the statement of Theorem 3 in the sense that the convergence of the inexact methods can be improved by using increasing inner accuracies.
Remark 5. In order to implement the decreasing solve tolerance in practice one usually chooses ξ
Inspired by TRQI a two-sided Jacobi-Davidson method with bi-orthogonal basis vectors can be designed [34, 17] (see Section 4). It is well known that a simplified version of the Jacobi-Davidson method (a method without subspace expansion) is equivalent to Rayleigh quotient iteration if the linear systems are solved exactly. Hence, the same convergence rates as stated in Theorem 1 can be expected (see also [17, Theorem 4 
.1]).
For the inexact versions of both algorithms the equivalence between the methods does not hold and hence the convergence theories cannot be carried over. In fact, in [17, Theorem 5.3] ) it was shown that two-sided Jacobi-Davidson achieves locally linear convergence whereas TRQI converges locally quadratically (see Theorem 2) for a fixed solve tolerance. However, as also noted in [17] , this does not mean that inexact two-sided JD has a worse behavior than inexact TRQI.
In Section 4 we will show that both methods are in fact still equivalent for inexact solves, if a certain preconditioner and type of linear system solver is used -and hence the convergence theories for both methods can be carried over.
The inner iteration and tuned preconditioners
A good preconditioner helps to speed up the computations in step 6 and 7 of Algorithm 1. In this section we investigate the behavior of preconditioned Krylov subspace methods used to solved the linear systems (9) inexactly. We distinguish between two strategies: On the one hand solving those two linear systems separately by two runs of a Krylov subspace method or, on the other hand, since the matrices in both linear systems are adjoint to each other, simultaneously by suitable Krylov subspace methods. The first case essentially amounts to follow the approaches for one-sided eigenvalue problems [10, 8, 9, 11] . There the concept of tuning, and more precisely tuned preconditioners, is introduced which significantly reduces the amount of work to achieve (9) in terms of the required inner iterations. The main contribution of this section is then to carry this tuning concept over to the simultaneous solution. In this section superscripts (i) refer to quantities related to the ith inner iteration, i.e. the ith iteration of the applied Krylov subspace methods.
Separate solution
If the systems in (9) are solved separately, a whole range of Krylov subspace methods are available. For illustration purposes GMRES is considered here. For the solution of the linear system
If the right hand side b is an eigenvector of C and we start GMRES (or in fact any Krylov method) with zero initial guess, then the method will converge within one step. For inexact inverse iteration or Rayleigh quotient iteration without a preconditioner and M = I, the right hand side b turns out to be an approximation to the eigenvector of C which becomes increasingly better as the outer iteration proceeds (see [29] ) and hence an improved performance of the inner iteration is observed, even if the system becomes more and more singular. If (left or right) preconditioners are applied, this property gets lost and the right hand side b is generally far from a good approximation to the eigenvector of C. For the standard, one-sided methods tuned preconditioners have been proposed, which are rank-one updates of the standard preconditioners and force the right hand side of the linear system to be an approximation to the eigenvector of the system matrix, in fact, in the limit, if the outer iteration has converged, they are exact eigenvectors of the system matrix [10, 8, 9, 11, 37] .
For the analysis here we concentrate on a fixed shift θ k = θ (that is TII) and the forward linear system, hence, in the unpreconditioned case C = A − θM and b = M u k . The motivation for the adjoint linear system and the variable shift (that is TRQI) is similar. Moreover, we choose decreasing inner tolerances ξ R k = η R r u k in order to obtain convergence of the method, see Theorem 3. We also explain our strategy using a right preconditioner, but the theory extends to the case of a left preconditioner (see [11] ).
Let the smallest eigenvalue c 1 of C be separated from the other n − 1 eigenvalues. We can block-diagonalise C as
where v c1 = 1 and V C2 has orthonormal columns. We have the following Lemma which explains the role the right hand side plays in the solution of the linear system Cx = b when Krylov subspace methods are used. 
> ε} is contained in a convex closed bounded set E in the convex plane with 0 ∈ E. Assume GMRES is used to solve Cx = b, where b ∈ C n can be decomposed as b = v c1 b 1 +V C2 b 2 , where v c1 and V C2 are given in (20) and b 2 ∈ C n−1 , b 1 = 0. Let x (i) be the approximate solution to Cx = b obtained after the ith GMRES iteration with For details about D a and D b we refer the reader to [23, 11] , for our analysis these constants have very little significance. We have the following Theorem for the number of inner iterations of the unpreconditioned algorithm (see [38, Theorem 3.2] ) applied to the forward linear system. Theorem 7. Assume that (un)preconditioned GMRES is used to solve the linear system Cu k+1 = M u k , where C = A − θM to the prescribed tolerance in (9) , that is,
. Then under assumptions in Theorem 3 we have u k → x linearly, and the lower bound on the GMRES iterations from Lemma 6 increases as the outer iteration proceeds.
Proof. From (21) the lower bound on the GMRES iterations is
Using (17) we have
and clearly the denominator in the second term of (22) converges to zero as
Hence, the expression on the right of (22) increases as the outer iteration k increases.
Remark 8. An equivalent result to Theorem 7 holds for the adjoint linear system in step 7 of Algorithm 1. Note that Theorem 7 only shows that a lower bound on i k increases, there is no result on the behaviour of the actual iteration count. However, numerical results in [11] endorse that our theoretical findings on the iteration bound are indicative of the actual performance of the iterations.
Now consider the (right) preconditioned systems
where P is a preconditioner for C = A − θM . The results of Theorem 7 also hold for the preconditioned system (23), as, in general, the right hand side M u k is not an approximate eigenvector of CP −1 . (In the limit, M x is not an eigenvector of CP −1 .) A new type of preconditioner was considered in [8, 11] . Assume we have preconditioners P k such that
In both cases the right hand side M u k is an approximate eigenvector of CP
and, as u k → x we have δ k → 0 and M u k is an approximate eigenvector of (A − θM )P −1
k . For the choices of P k in (24) we then have (b 2 ) k = D c δ k in Theorem 7 and the lower bound on the iteration number does not increase. We observe this in the numerical examples in [11] .
In order to satisfy the first condition in (24) we may choose
depending on the availability of a preconditioner. Similar we may choose
in order to satisfy the second condition in (24) . Note that these choices are just rankone updates of the identity or the preconditioner and can be efficiently implemented using the Sherman-Morrison formula [15] .
Remark 9. For the adjoint linear system we use a tuned preconditioner Q k such that
instead of (24) in order to satisfy the property that the right hand side of the linear system is an approximation for the eigenvector of the system matrix. This can be achieved by
Note that the strategy of tuning can in fact be applied to any Krylov method (that is, if the right hand side of the system is an approximation for the eigenvector of the system we obtain convergence in few steps), however, explicit bounds are only available for certain Krylov methods such as GMRES.
For steps 6 and 7 of Algorithm 1 it can be more efficient to solve both the forward and adjoint systems simultaneously, which we will consider in the next section. The concept of tuning for simultaneous solution is examined in Section 3.3.
Simultaneous solution
Since the coefficient matrices in both linear systems are adjoint to each other, they can be solved simultaneously to the desired accuracy in one run of Krylov subspace 9 methods which are based on the two-sided (non-symmetric) Lanczos process. There, for the solution of a linear system Cx = b, biorthogonal bases for the Krylov subspaces
are build for some generating Krylov vectors s and t. Probably the most prominent methods belonging to this class are the bi-conjugate gradient (BiCG) [6] and Quasi Minimal Residual method (QMR) [13] , which can also implicitly solve an adjoint system C H y = c if the generating vectors are chosen suitably, e.g.
. This is, however, only rarely exploited in practice [18, 14] , but here we make explicit use of this property.
The two-sided Lanczos process is the generalization of standard Lanczos process for nonsymmetric matrices. Let the columns of W (i) and Z (i) span biorthonormal bases for K 
In other words, the approximate solutions are constructed according to a Petrov-Galerkin projection of the linear system, and hence we call methods following this approach Petrov-Galerkin methods for solving the linear systems when not referring to a particular implementation.
Recursively updating an LU decomposition of T (i) for solving the small i × i linear systems leads to the short-recurrence formulation of BiCG [6] which is more economical in terms of the amount of work since only a small and constant number of vectors needs to be stored in each step to get x (i) , y (i) . In Algorithm 2 the basic preconditioned BiCG algorithm is illustrated. It is possible that Algorithm 2 breaks down. On the one hand when the underlying two-sided Lanczos process breaks down, i.e. γ (i) = 0 but s (i) , g (i) are nonzero vectors, which is referred to as breakdown of the first kind or Lanczos breakdown. On the other hand, it is possible that a pivotless LU decomposition of T (i) does exist which is called breakdown of the second kind or pivot breakdown. This happens in Algorithm 2 when (q (i) ) H v (i) = 0 in step 8. Lanczos breakdowns can be handled by sophisticated look-ahead strategies (see, e.g., [12] and the references therein) which leads to rather complicated expressions where the shortrecurrence property of BiCG is also lost to some extend. In the remainder we assume that these breakdowns do not occur. Breakdowns of the second kind can be dealt with, e.g., the composite step BiCG (CSBCG) [3] which is a rather simple rearrangement of Algorithm 2. Since these pivot breakdowns appear to be a special issue in the context of solving the adjoint linear systems of two-sided RQI, they are investigated in more depth in the next subsection.
Other less prominent methods which are also capable of a simultaneous solution of forward and adjoint linear system are GLSQR [14, 22, 27] as well as unsymmetric variants of MINRES and SYMMLQ [27] , where other Krylov-like subspaces which are not related to the two-sided Lanczos process are used.
Algorithm 2: Preconditioned BiCG [4]
Input : C, b, c, initial guesses
Breakdowns of BiCG with two-sided RQI
Before discussing tuned preconditioners for the simultaneous solution, we shall have a look at the issue of breakdowns of BiCG within two-sided Rayleigh quotient iteration. Apply the above BiCG to the adjoint linear systems occurring in, say iteration k of TRQI, i.e.
where u k , v k are approximations to right and left eigenvectors of A, M , respectively.
Theorem 10 (Breakdown of BiCG within two-sided RQI). Consider Algorithm 2 applied within TRQI with x (0) = y (0) = 0. Then BiCG suffers from a breakdown of the second kind in the very first iteration if
Proof. For M = P = I n , the first BiCG iteration gives (1) and θ k being the two-sided Rayleigh quotient this yields
such that α (1) in step 8 is not defined and the iteration cannot continue. According to [3] this is exactly a breakdown of the second kind. The case
H v k can be dealt with similarly.
Note that QMR also encounters a breakdown due to (q Figure  2 .8]) although this is not referred to as pivot breakdown.
Of course, since in most situations applying a preconditioner P = I might be feasible or even necessary, and P u k = M u k , P H v k = M H v k will most likely generically hold, this kind of breakdown appears to be no intrinsic issue. It will, however, play a role for the preconditioners proposed in the next subsection and thus we shall discuss some strategies to circumvent this issue.
Although in inner-outer eigenvalue iterations it is common to start the inner solver with zero initial vectors since they are not biased towards any eigenvector directions, one could also use nontrivial starting vectors, e.g., random ones. A more appealing idea might be to set the starting vectors equal to the approximate eigenvectors of the previous TII / TRQI iteration as x (0) = u k , y (0) = v k since u k , v k may already be close to the sought solutions of the current step.
A more sophisticated approach is to using the CSBCG algorithm [3] which is intrinsically designed to deal with those pivot breakdowns. The CSBCG/LAL implementation [2] of this method appears to be the most stable choice for our purpose.
Tuned preconditioners for the simultaneous solution
Now we discuss the application of tuned preconditioners for a Petrov-Galerkin method to solve both systems in Algorithm 1 in one run. If S k is a tuned preconditioner for the forward linear system, then S H k should be a tuned preconditioner for the adjoint one. Additionally, by incorporating the concept of tuning, S k should satisfy
respectively. It is easy to see that this cannot be achieved with an rank-one modification of a standard preconditioner as in the one-sided case or when both system are solved one by one. Instead we propose a rank-two modification of the form
where P ∈ C n×n is standard preconditioner, and a k , b k , c k , d k ∈ C n are vectors yet to be determined. For the case (30) we assume w.l.o.g. that v
Rearranging (33) for a k , and inserting it into (34) gives
such that we may choose
which yields
The complete tuned preconditioner is then the rank-two modification of the standard preconditioner P , i.e.,
It is checked easily that S k and S H k satisfy (30) . The applications of S k , S H k are, using the Sherman-Morrison-Woodbury formula [15] and
For each outer iteration two extra applications of P are required to compute the vectors f k , g k and apply S k , in particular we need one solve with P and P H . This amounts to the same extra costs as for the tuned preconditioner for the separate solution (see Section 3.1). Note that f k , g k as well as the scalar α k can be constructed and stored before the inner solver is started. For a tuned preconditioner satisfying (31) the vectors defining 4 Equivalence between two-sided Rayleigh quotient iteration and two-sided simplified Jacobi-Davidson method with preconditioned iterative solves
The two-sided Jacobi-Davidson [34, 17] (TJD) is an extension of the (one-sided) JacobiDavidson [30, 31] to compute eigentriples of nonnormal eigenvalue problems. A first idea of such a method was already briefly mentioned in [30] . Here we discuss the simplified TJD given in Algorithm 3 which does work with one-dimensional subspaces for the right and left eigenvector approximations. In [17, Proposition 5.5.] it was shown (using a result for one-sided methods from [29] ) that for the standard eigenvalue problem simplified TJD is equivalent to TRQI Algorithm 3: Simplified two-sided Jacobi-Davidson method (TJD) (biorthogonal version) [34, 17] 
Test for convergence;
Exploiting the inherent biorthogonality relations leads to applications of both projected preconditioners (see [24] , [30] )
Note that Π 2 Π P = Π P . In order to ensure applicability of a Petrov-Galerkin type methods one has to use, e.g., right preconditioning for one correction equation and left preconditioning for the other one, such that the pair of preconditioned correction equations become
The preconditioned equations for TRQI are
Note that the other way around, i.e. using left and right preconditioning in the forward and adjoint linear system, respectively, is of course also possible as well as using both left and right preconditioning for each linear system (cf. [34] for this strategy in TJD).
In the following we consider the tuned preconditioner S with a rank-two modification which satisfies (30) (Su = M u, S H v = M H v) and is given by (35) with its inverse (36) . In order to show the equivalence of TRQI with a tuned preconditioner and simplified TJD with a standard preconditioner we require the following Lemma. The proofs of Lemma 11 and Theorem 12 mimic the ones of [29, 35, 10, 17, 11] . 
as well as the subspaces
For every i ≥ 1 we have , t (i) denote the approximate solutions to the correction equations of simplified TJD obtained with a Petrov-Galerkin method using standard preconditioners P, P H . Then for the approximate solutions
to the TRQI equations obtained after i + 1 steps of the same Petrov-Galerkin method applying the tuned preconditioner S with Su = M u and
for some constants µ 1 , µ 2 .
Proof. The spaces spanned by i steps of a preconditioned Petrov-Galerkin method applied to the JD correction equations are
which, according to Lemma 11 and with Π S = Π 2 , are equal to tion on (−1, 1) 2 by Q1 finite elements on a uniform grid. The matrices A, M are provided by the test example T-CD2 on a 256×256 grid which gives n = 66049. We look for the eigentriple corresponding to the eigenvalue λ = 2.4508 · 10 3 . The shift for TII is θ = 2.5 · 10 3 and the starting vectors for TRQI were constructed as in the previous example. Both methods were terminated when max ( r u k , r v k ) < 10 −10 . We use decreasing inner tolerances ξ R/L k = min ϕ, ϕ r u k /v k with ϕ = 0.1 (0.5) in TII (TRQI). The linear systems are solved separately with GMRES and simultaneously with CSBCG. Without preconditioning the inner solvers did not converge at all or within a reasonable amount of time. The standard preconditioner P is an incomplete LU decomposition of A − θM with a drop tolerance of 0.01 and P H was chosen for the adjoint linear system. The tuned preconditioners are P k , Q k within GMRES, and S k within CSBCG, and are given as in Section 3. We used the M -variants which satisfy (25), (28), (35)) as well as the A-variants (cf. (26), (29)) where Table 1 gives the required outer iterations k, the total inner iterations i (i.e., matrix vector products with A − θ k M ) and their average number over all outer iterations, the total number of applications with P and P H , and the consumed CPU time for this experiment. Clearly, using tuned preconditioners leads to a decreased number of inner iterations compared to the application of the standard preconditioners in all settings except for GMRES within TRQI and the A-variant. This reduction is more significant for TII than for TRQI because of the significantly higher number of outer iterations such that savings regarding the runtime are more obvious for TII. For the majority of Figure 5 .2 the inner iterations are plotted against the outer iterations. The two plots on the left for inexact TII show that, as predicted by Theorem 7, the number inner iterations increases along the outer iteration when a standard preconditioners is employed. Using tuned preconditioners not only reduces the number of required inner iterations for GMRES (top left plot), but also keeps this number approximately constant after a start up time in the beginning. The effect is similar for CSBCG, although there the number of inner iterations shows a more oscillating behavior.
Although for TRQI (right plots) the reduction of the number of inner iterations is also given, this number does still increase as the outer iteration proceeds. This increase seems to be, however, smaller than for the standard preconditioner which is particularly visible in the CSBCG experiment.
To conclude, the inexact two-sided methods with preconditioned inner solves show a similar behavior as the one-sided methods as it was, e.g., investigated in [11, Theorem 3.5] using GMRES as inner solver.
Comparing the M -and A-variants of the tuned preconditioners in Table 1 and Figure  5 .2, it appears that the M -variant works better within CSBCG (bottom plots) whereas GMRES (top plots) seems to benefit more from the A-variant. This was indeed also 
Equivalence of preconditioned RQI and BiJD
We use the same example as above to investigate the equivalence of TRQI and simplified TJD which was shown in Section 4. To this end we restrict the maximum number of inner iterations to 8 (7) for TRQI (TJD) and do not stop when a certain inner accuracy is met. The short recurrence formulation of CSBCG might introduce rounding errors which could spoil the results. Hence, we employ the basic two-sided Lanczos method [26, Algorithm 7 .2] with re-biorthogonalization of the generated dual Krylov bases. In line with Theorem 12 and Corollary 13 we use the standard (P, P H ) and the M-variant of the tuned (S k ) preconditioners, as well as the tuning operator T k from (45) and no preconditioner at all for the inner solves.
The convergence history for 20 outer iterations of TRQI, TJD is illustrated in Figure  5 .3. In the left plot shows the results when P = I. As predicted by Corollary 13, TJD and TRQI are equivalent when the tuning operator T k is applied to the linear systems. Not surprisingly, this operator has no effect for TJD. Only TRQI without the application of T k shows a different behavior which would be identical to the other ones if M = I. We also see that rounding errors induce minor differences between TRQI and TJD using T k in the final outer iterations. In other similar experiments (not reported here) these differences can be larger if more inner or outer iterations are employed.
Similar observations can be made for the preconditioned case in the right plot. As proposed by Theorem 12, TJD using the standard and tuned preconditioner as well as TRQI using the tuned preconditioner give the same results. Again, only TRQI with a standard preconditioner shows a different residual history which would also be the case when M = I. 
Conclusions
We have discussed, reviewed and extended the convergence analysis on exact and inexact two-sided inverse iteration and Rayleigh quotient iteration established in [17] to the generalized eigenvalue problem. We showed that, if inexact solves are used with a prescribed decreasing solve tolerance then the inexact two-sided methods recover the convergence rates of the exact two-sided methods, that is linear convergence for inexact two-sided inverse iteration and locally cubic convergence for inexact two-sided Rayleigh quotient iteration. Moreover, we considered preconditioners for the inner iteration and extended the results on the tuned preconditioner for one-sided inverse iteration and Rayleigh quotient iteration [8, 7, 11 ] to the two-sided methods, where the forward and adjoint linear systems are solved simultaneously and therefore a rank-two modification of the standard preconditioner has to be used for the tuning strategy.
Finally we showed that the equivalence of inexact two-sided Rayleigh quotient iteration and inexact two-sided Jacobi-Davidson method (without subspace expansion) which was established in [17] for the standard eigenproblem without a preconditioner (when a certain number of steps of a Petrov-Galerkin-Krylov method is used), also holds for the generalized preconditioned eigenproblem (when a specific preconditioning strategy is applied).
Future work should validate the tuning strategies when subspace acceleration is used in TRQI and TJD as one would use in practical computations. In this case, the selection of the inner solver should be done problem-dependent.
