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Abstract
We will give in this paper the proof of an integral breakdown criterion for Einstein
vacuum equations. In [4] a new breakdown criterion was proved as a result of the
sequence of articles [7], [9], [5] and [10]. This result is a large improvement of pre-
existing results as it will be explained later on. However, in this article, the authors
mentioned that it was likely possible to prove a sharper result involving an integral
condition instead of a pointwise one. This paper is concerned with giving the proof
of this improvement. Moreover the proof of this breakdown criterion was written in
[4] for a foliation of constant mean curvature, we will present it here for a maximal
foliation which leads to some difficulties due to the non-compacity of the leaves of
such a foliation and the use of weighted Sobolev norms.
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1 Breakdown for Einstein Equations :
1.1 Introduction :
We will consider here a 3 + 1 dimensional Lorentzian manifold (M, g) satisfying the
Einstein vacuum equations (EVE).
Rαβ(g) = 0 (1)
In order to describe our problem as a PDE evolution problem, that is to state
our problem as a Cauchy problem, we need a 3 + 1 splitting of our space-time.
To do that, we will suppose that a part of the space-time denoted by M ⊂ M is
globally hyperbolic with respect to a spatial hypersurface Σ0 and foliated by the
level hypersurfaces of a regular time function denoted by t. We suppose moreover
that this time function is monotically increasing towards future, with lapse function
n and second fundamental form k. We will use the following sign convention :
k(X, Y ) = −g((
¯
DXT, Y ), (2)
n = (−g(Dt,Dt))−1/2 (3)
Throughout this paper T, will denote the future unit normal to the leaf Σt of the
time foliation and D the covariant derivative associated with g. Let Σ0 be a slice of
the time foliation wich will be referred as the initial slice. The EVE can be seen as an
initial value problem once an initial data set is given. An initial data set consists in a
3 dimensional Riemanian hypersurface Σ0 together with a 3 dimensional Riemanian
metric g and a second fundamental form k.
The initial hypersurface has moreover to satisfy constraint equations which ap-
pear when writing the equation (1) in term of a 3+1 splitting. In the case of a
maximal foliation, these equations take the following form :
trk = 0, (4)
∇jki,j = 0, (5)
R = |k|2 (6)
where here R stands for the Riemann curvature of the metric g. The other equa-
tions coming from the reformulation of equation (1.1) are the following evolutions
equations :
∂tgij = −2nkij , (7)
∂tkij = −∇i∇jn+ n(Rij − 2kiakaj ) (8)
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together with the lapse equation :
∆n = |k|2n (9)
with condition n → 1 at spatial infinity on Σ0. The result [4] as well as what we
will prove here can apply to maximal foliations as well as constant mean curvature
foliations (CMC). In this case the leaves are compact and the mean curvature can be
taken as being the time function. We will consider here the case of maximal foliation,
the one with CMC foliation being simpler due to the compacity of the leaves. We
will consider the case of asymptotic flatness. Σ0 is said to be asymptotically flat if
the complement of a compact set K ∈ Σ0 is diffeormorphic to the complement of a
3-sphere and that there exists a system of coordinate in which :
gij = (1 +
M
r
)δij + o4(r
−3/2) (10)
kij = o3(r
−5/2) (11)
The system of equations (4) to (9) is a closed system of equations. We are
naturally led to ask the question of well-posedness for this system. The first result
of this theory is the local well-posedness result of Choquet-Bruhat [2], here as stated
in [1]:
Theorem 1.1.1. (Local existence theorem) Let (Σ0, g0, k0) be an initial data set
verifying the following conditions :
1) (Σ0, g0) is a complete Riemannian manifold diffeormorphic to R
3.
2)The isoperimetric constant of (Σ0, g0) is finite.
3) Ric(g0) ∈ H2,1(Σ0, g0) and k0 ∈ H3,1(Σ0, g0).
4) The initial slice satisfies the constraint equations.
Then there exists a unique, local-in-time smooth development, foliated by a nor-
mal, maximal time foliation t with range in some [0, T ] and with t = 0 corresponding
to the initial slice Σ. Moreover :
a) g(t)− g ∈ C1([0, T ], H4,1)
b) k(t) ∈ C0([0, T ], H3,1)
c) Ric(g)(t) ∈ C0([0, T ], H2,1)
where for a given tensorfield h on Σ, ‖h‖Hn,s denotes the norm :
‖h‖Hn,s = (
n∑
i=0
∫
σ
(1 + d20)
s+i|∇ih|2) 12
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where d0 stands for the geodesic distance to a basepoint O.
The natural question for such a local result is the minimum regularity of the
inital data set for having well-posedness. The scaling property of (1.1) could lead
to think that the critical sobolev exponent for g should be 3/2. The local theorem
can be easily extended to 5/2 + ǫ. An important improvement led to the proof for
2 + ǫ, see [6]. The so-called L2-conjecture asserts that the optimal regularity for the
initial data set is Ric(g) ∈ L2 corresponding to an initial metric g in H2, the proof
is however not yet avable.
Consistant with this conjecture, we can expect to prove continuation arguments
with g(t) having this critical regularity, which is precisely the purpose of [4] and of
the continuation argument of this paper. We are now ready to state the main result
of [4] :
Theorem 1.1.2. Let (M, g) be a globally hyperbolic development of an asymptotically
flat initial data set (Σ0, g0, k0) satisfying the assumptions of the local in time result
and globally foliated by a normal, maximal foliation given by the level sets of a smooth
time function t such that Σ0 corresponds to t = 0. Suppose moreover that Σ0 satisfies
the geometric condition (G1) (see below). We suppose that :
a)
∫
Σ0
|R|2(x)dµ(x) 6 ∆0 (12)
b)
∥∥n−1∥∥
L∞([0,t1[,L∞(Σt))
6 ∆1 (13)
c) ‖k‖L∞([0,t1[,L∞(Σt)) + ‖∇(log(n))‖L∞([0,t1[,L∞(Σt)) 6 ∆2 (14)
than the space-time together with the maximal foliation can be extended beyond time
t1.
This theorem implies directly the following breakdown criterion :
Theorem 1.1.3. [Breakdown Criterion] With the notations of theorem (1.1.2),
the first time T∗ with respect to the t-foliation of a breakdown is charecterized by the
condition :
lim sup
t→T∗
( ‖k‖L∞(Σt) + ‖∇(log(n))‖L∞(Σt)
)
= +∞
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A lot of commentaries should be done on this theorem. But before entering the
remarks and elements of the proof of [4], let us state what will be the result of this
paper.
Theorem 1.1.4. [Main theorem] We keep here the notations of theorem (1.1.2).
We suppose that there exists ∆0,∆1 and ∆2 such that :
a)
∫
Σ0
|R|2(x)dµ(x) 6 ∆0 (15)
b)
∥∥n−1∥∥
L∞([0,t1[,L∞(Σt))
6 ∆1 (16)
c)
∫ t1
0
(‖k‖L∞(Σt) + ‖∇(log(n))‖L∞(Σt))2ndt 6 ∆2 (17)
than the space-time together with the maximal foliation can be extended beyond
time t1.
This theorem implies of course the corresponding breakdown criterion. Before
doing some remarks on the theorems, we will describe the geometric condition (G1)
:
Theorem 1.1.5. [Geometric assumption (G1)] The initial surface Σ0 is said to
satisfy (G1) if and only if there exists a convering of Σ0 by a finite number of charts
U such that for any fixed chart, the induced metric g verifies :
C−1|ξ|2 6 gij(x)ξiξj 6 C|ξ|2, ∀x ∈ U
with C a fixed number.
1.2 Remarks on the theorems :
The first remark is that theorem (1.1.4) is trivially better than theorem (1.1.2).
One has to remark that even in the case of theorem (1.1.2), one has to add pointwise
conditions on the lapse n because a lower bound is not implied by (1.1.9) as it was
the case in [4] in which the corresponding elliptic equation : ∆n = |k|2n − 1 for
CMC foliation led to such lower bound. By the maximum principle, the lapse takes
its value in [0, 1]. With hypothesis b), the lapse is thus supposed to be uniformly
bounded from above and from below.
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The fact that working with asymptotic flatness does not change the proof could
be understood when thinking to global non-linear stability of Minkowski Space. We
will see that thanks to [1] and [3], our space-time will be uniformly asymptotically
flat outside a compact set. The proof is thus concerned with the control of the
geometry of M in a compact set. Moreover, the additional difficulty created by the
weights in the case of maximal foliation will not be a problem as from the one hand
they don’t play any role in the estimates for the compact region and from another
hand the exterior is very regular.
Let us now make some remarks on the main hypothesis of the two theorems.
Before theorem (1.1.2) was proved, the best breakdown criterion avaible was a result
of M.Anderson which requires uniform bounds in space and time on the curvature
R. Consistant with the L2 conjecture the theorems (1.1.2) and (1.1.4) only requires
L2 bounds on the curvature. Contrary to Anderson’s result, the [4] result requires a
deep understanding of the causal structure of null cones which is the purpose of the
article [5].
However a condition on the L2 norm of the curvature on the initial slice is not
sufficient to obtain a global existence result. The heuristic idea is that the minimum
requirement (even if a L2 local result is avaible) is :
α ) Having a uniform control on the geometry of the leafs Σt
β ) Having uniform L2(Σt) control on the curvature and its derivatives.
The purpose of the conditions b) and c) of theorem (1.1.2) (resp. (1.1.4)) is
heuristically to assure these two very minimum requirements. The conditions b)
and c) can be more clearly understood when looking at the deformation tensor of T
denoted by π = (T)π = LTg.
When expressing the components of this tensor relative to an orthonormal frame
T, e1, e2, e3, we obtain the following expressions :
π00 = 0, π0i = ∇ilog(n), πij = −2kij. (18)
where we’ve used the standard conventions about latin and greek indices in General
Relativity. Thus, the additional conditions are nothing else than uniform controls
on the "non-killingness" of the vector field T. In the case of a L∞ in space and time
on π or equivalently condition c) of theorem (1.1.2), the vector field T is said to
be almost Killing. The idea beyond this notion of almost-killingness is quite clear
if we recall that a standard approach to get a continuation result in PDE theory is
to use a local existence result together with the existence of a conserved quantity.
As it will be shown later on, energy estimates in general relativity typically lead to
L2 estimates on the curvature. The idea is that Killing vectorfields give birth to
conserved quantities. By controlling the non-killingness of a vectorfield, we can hope
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to get control on the associate quantity.
We will now review the main elements of the proof of theorem (1.1.2). We would
like to insist in this part on the global structure of the proof of [4], precisely on how
the other articles of the sequence are used in the proof of the breakdown criterion.
As we will see, part of the work to obtain theorem (1.1.4) from the proof of theorem
(1.1.2) is just checking that this weaker assumption is in fact sufficient. However we
will see that a key element has to be redone : the control of the causal structure of
the light cones with the integral condition c). This will be the subject of most of
this paper (the section 2).
Let us sketch the proof of theorem (1.1.2). According to the local existence result,
a continuation result requires from the one hand a geometric control of the leaves
and roughly a H2 control on R. A first remark (see below) is that the hypothesis of
theorem (1.1.4) are sufficient to control basic aspects of the geometry of the leaves,
this will be the first step of the proof. As an hypothesis, we have the control of the
L2 norm of the curvature. The purpose of the work will thus be to obtain L2 control
on the two first derivatives. If energy estimates are sufficient to get L2 bounds from
the initial data hypothesis and b) and c), these techniques applied to the derivatives
of the curvature will lead to a L2 control of DR and D2R involving not only the
initial condition but also ‖R‖L∞(Σt).
There are not a lot of techniques avaible to prove uniform pointwise bounds in
PDE theory. The first one consists in using Sobolev embeddings which lead typically
to a loss. The second one is by using a representation formula. In fact, the curvature
R satifies a non linear wave equation of the form :
gR = R ⋆R
where ⋆ is a bilinear symmetric operator from the four times covariant tensorfields
into itself and from Weyl tensor fields into itself.
Thus, we can hope to find a parametrix for this equation as it is the case with flat
background. This parametrix has been derived in [9]. One of its main properties is
that both the integral and the error terms can be expressed as integrals along a null
cone. Now, having an integral representation formula, it seems possible to derive L∞
bounds on R using L2 bounds. It remains to be able to control the causal structure
of the null cones and in particular its radii of conjugacy and injectivity (see [5] and
[10]).
Moreover, we can remark that the asymptotical flatness as stated here (that is
consistantly with [1]) is the natural requirement for physical quantities to be defined
but we do not need so much regularity. Let us list the elements of spatial asymptotics
which will play a role in the proof :
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• L∞ bound on R outside a compact set (for the control of the radius of injectivity
of null cones).
• gij−δij being o2(r−1) which is essential to control the weighted estimates needed
to apply the local-in-time result.
and of course the regularity Ric(g(0)) ∈ H2,1(O,Σ0) and k(0) ∈ H3,1(O,Σ0). In
fact a development with this regularity which is more a asymptotically euclidian
regularity would be sufficient.
We shall also make a remark on the link between n and k. In view of (1.19), one
can ask if an integral control on k would imply the same on ∇log(n). More precisely
does a pointwise control on n and a bound on
∫ t⋆
0
‖k‖L∞(Σt)ndt implies a bound
on
∫ t⋆
0
‖∇log(n)‖L∞(Σt)ndt. In view of (1.9), the question underlying this problem
is the control of the constant in the following elliptic estimate : ‖∇n‖L∞(Σt) .
‖n‖L∞(Σt) + ‖∆n‖L∞(Σt). However the constant in this inequality depends on the
harmonic radius on Σt. But to control this radius we need at the minimum a L
2
control on R, but the way we derive such a control requires itself bounds on ∇n via
the energy estimates as we will see later on. So it seems to me that the control of all
the components of (T)π has to be kept.
Let us now begin with the proof of the very minimum control that we mentioned
as requirements α) and β).
1.3 Basic geometric control and energy estimates
In this section we will consider a space-time such as in theorem (1.1.4) satisfying
the hypothesis on [0, t⋆[.
1.3.1 Geometric control :
Contrary of the case of a CMC foliation we will not of course get control on the
volume of the leaves which is infinite, but we keep the following geometric control:
Theorem 1.3.1. Under the assumptions of Theorem (1.1.4), the leaves Σt of the t
foliation satisfy uniformly the hypothesis (G1) for t ∈ [0, t⋆[.
Proof : Consider the good coordinate chart U given by (G1) and consider the
transported coordinates t, x1, x2, x3 on I × U . Let X a time independant vector
tangent on M tangent to Σt. Then :
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∂tg(X,X) = −1
2
nk(X,X) (19)
This implies :
− 1
2
‖nk‖L∞(Σt) |X|2g 6 ∂t(|X|2g) 6
1
2
‖nk‖L∞(Σt) |X|2g (20)
which leads to :
|X|2g(0)e−
∫ t
0 ‖nk‖L∞(Σt)(s)ds 6 |X|2g(t) 6 |X|2g(0)e
∫ t
0 ‖nk‖L∞(Σt)(s)ds (21)
and thus using hypothesis c) of the main theorem together with (G1), we get
(1.3.1).
This uniform control on the metric allows us to get uniformity in the constants
of some of the Sobolev embeddings on the leaves Σt (see [4]).
Theorem 1.3.2. Under the assumptions of Theorem (1.1.4), there exists a constant
independant of t ∈ [0, t⋆[ and depending only on ∆1, ∆2 and t⋆ such that for every
smooth scalar function on Σt and any smooth tensorfield F on Σt and any 2 6 p 6 6
, we have :
‖f‖
L
3
2 (Σt)
6 C(‖∇f‖L1(Σt) + ‖f‖L1(Σt)) (22)
‖F‖Lp(Σt) 6 C(‖∇F‖
3/2−3/p
L2(Σt)
‖F‖3/p−1/2L2(Σt) +
∥∥|F |2p/3∥∥
L1(Σt)
(23)
We also have the following result :
Lemma 1.3.1. Let F be a tensor field on Σt, then :
‖F‖2L4(Σt) 6
∥∥∇2F∥∥
L2(Σt)
‖F‖L∞(Σt) (24)
and the less trivial following (this theorem require the existence of a good local
system of coordinates, see the part on the radius of injectivity) :
Lemma 1.3.2. Let f be a scalar function on Σt, then :
‖f‖L∞(Σt) 6 C(
∥∥∇2f∥∥
L2(Σt)
+ ‖f‖L2(Σt)) (25)
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Theorem 1.3.3. Under the assumptions of Theorem (1.1.4), the leaves Σt of the t
foliation are uniformly asymptotically flat for t ∈ [0, t⋆[.
Proof : The proof of the uniformity of the asymptotic flatness relies on the proof
of non-linear stability of Minkowski Space. With the notation of [3], there exists a
sufficiently large compact K such that the initial data satisfies the global smallness
assumption JK(Σ0, g0, k0) 6 ǫ
2 for a sufficiently small ǫ > 0. Then applying the main
theorem of [3] as stated in page 126, we get in particular control on the O, D and
R norms. This imply in particular that outside the domain of influence of K, the
curvature in uniformly bounded and tends uniformly to zero on the slices Σt.
A primary thing which has also to be proved is that the hypothesis a), b) and
c) are sufficient to control the L2 flux along the leaves of the foliation from the one
hand and along the null cones from the other hand (the two coming in fact together).
This basic result is a consequence of the energy estimates for EVE.
1.3.2 Energy estimates :
Let us briefly describe the procedure used to derive energy estimates for the cur-
vature tensor R. This procedure can be applied to the whole class of Weyl tensor
field that is the class of four covariant traceless tensor Wαβγδ satisfying the symme-
tries of the curvature tensor. From a Weyl tensor field W , we define its so-called
Bel-Robinson tensor :
Q[W ]αβγδ = Wα̺γσWβ
̺
δ
σ + ⋆Wα̺γσ
⋆Wβ
̺
δ
σ
where we have used the standard notation ⋆ for Hodge duality.
This tensor satisfies the following properties (see [3] or [1]) :
Proposition 1.3.1. Let Q = Q[W ] be the Bel-Robinson tensor relative to a Weyl
tensor W then :
i) Q is symmetric and traceless relative to all pairs of indices.
ii) Q satisfies the following condition : for any non-spacelike future directed vector
fields X1, X2, X3, X4 the quantity Q(X1, X2, X3, X4) is nonnegative.
iii) if W satisfies the Bianchi equations then Q is divergence free
Property i) comes directly from the algebraic properties of W . Properties ii) will
be of great use when applied to our vectorfield T. The property iii) is naturally the
infinitesimal formulation of a conservation law.
The following proposition is also fundamental :
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Proposition 1.3.2. Let Q = Q[W ] be the Bel-Robinson tensor relative to a Weyl
tensor W and X1, X2, X3 a triplet of vector fields and let P the following covariant
vectorfield :
Pα = QαβγδX
β
1X
γ
2X
δ
3 .
then we have :
DivP = DivQβγδX
β
1X
γ
2X
δ
3 +
1
2
Qαβγδ
(
(X1)παβXγ2X
δ
3 +
(X2)παγXβ1X
δ
3 +
(X3)παδXβ1X
γ
2
)
The result of this proposition as well as the positivity result applied to Pα =
Q[R]αβγδT
βT γT δ gives raise to the following theorem :
Theorem 1.3.4. Let R be the Riemann curvature tensor of a solution of the EVE
and satisfying the hypothesis a), b) and c) of the Main theorem, then for all t in [0, t⋆[:
a)
∫
Σt
|R|2(x)dµ(x) 6 C1(∆0,∆1, t⋆) (26)
b)
∫
N−(p)
Q[R](T,T,T, L) 6 C2(∆0,∆1, t⋆) (27)
where N−(p) stands for the past null cone initiating at the point p that is the
boundary of the causal past of p and the integral is taken in time between 0 and t⋆
and L for the null geodesic generator of N−(p), that is the vectorfield on N−(p)
satisfying :
DLL = 0 < L,L >= 0 (28)
and the normalization condition at p :
< L, T > (p) = 1
Following again the notation of [4], we will note this flux :
F(p) =
∫
N−(p)
Q[R](T,T,T, L) =
∫ t(p)
0
n
∫
Σt
Q[R](T,T,T, L)dAt
.
If the integral appearing in a) involves all the components of the curvature tensor,
it is not the case of the one involved in F(p).
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We recall the definition of the null components of a Weyl Field W relative to a
null pair (e3, e4) :
α(W )(X, Y ) = W (X, e4, Y, e4)
β(W )(X) =
1
2
W (X, e4, e3, e4)
ρ(W ) =
1
4
W (e3, e4, e3, e4)
σ(W ) =
1
4
⋆W (e3, e4, e3, e4)
α(W )(X, Y ) = W (X, e3, Y, e3)
β(W )(X, Y ) = W (X, e3, e3, e3)
α(W ) and α(W ) are symmetric traceless tensors. We have here a decomposition
of the ten independant coefficients of the Weyl field W . Writing N the exterior unit
normal to St = Σt ∩N−(p) in Σt:
L = e4 = b(T +N)
L = e3 = b
−1(T−N)
If we denote by s the affine parameter relative to L, we have the following simple
lemma (see [4]) :
Lemma 1.3.3. There exists C(∆1) such that :
C−1 6 | dt
ds
| 6 C (29)
We have moreover :
Q(T,T,T, L) = b3|α|2 + 3b2|β|2 + 3b(ρ2 + σ2) + |β|2
.
The two components of the "bad" tensor α are not controled by our hypothesis.
Thus, the control provided by the previous theorem is only a control of a reduced
curvature flux :
R(p) =
∫
N−(p)
|α|2 + |β|2 + |β|2 + |ρ|2 + |σ|2
.
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1.3.3 Energy estimates for higher derivatives
As explained after the presentation of the local existence theorem that we will
use, we will have to control higher derivatives of R. These energy estimates make
use of the wave structure of R :
gR = R ⋆R (30)
where the bilinear operator ⋆ has the following definition :
R⋆Rαβγδ = −Rµσγδ(R µσβ α−R µσα β)+Rασγµ(R µσδ β−R µσβ δ)+Rασµδ(R σµβ δ−R µσγ δ)
It is natural according to the standard hyperbolic theory to associate to the
covariant d’Alembertian g the following Energy-momentum tensor :
Q[U ]αβ = h
IJDαUIDβUJ − 1
2
gαβh
IJgµνDµUIDνUJ
where h stands for the natural Riemaniann metric associated to the Lorentzian metric
g. As it is the case for standard wave equations in flat background, the computation
of the covariant derivatives of this tensor leads to simplifications and we finally obtain
the following expression :
DβQ[U ]αβ = h
IJDµUIUJ + h
IJ(DβDαUI −DαDβUI)DβUJ
+DβhIJ(DαUIDβUJ − 1
2
gαβg
µνDµUIDνUJ)
therefore :
|Dβ(Q[U ]αβQα)| . |DU ||U | + |R||DU ||U |+ |DU |2
where the constant in the . depends on all the constants of the Main Theorem.
Using moreover the fact that :
Q[U ](T,T) =
1
2
|DU |2
we have,
∫
Σt
|DU |2 .
∫
Σ0
|DU |2 +
∫ t
0
n
∫
Σs
(|DU ||U |+ |R||DU ||U |+ |DU |2)dAsds
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Thus, as explained in the presentation of the main structure of [4], we need
pointwise bounds on the curvature tensor R to control L2 norms of derivatives of
order one of this tensor. More precisely the previous formula leads directly to the
following theorem :
Theorem 1.3.5. With the hypothesis of our Main theorem, there exist a constant
C = C(t⋆,∆0,∆1,∆2) such that for all t in the time slab [0, t⋆[ :
‖DR‖2L2(Σt) 6 C
( ‖DR‖2L2(Σ0) +
∫ t
0
‖R‖2L∞(Σs) ds
)
Note that due to hypothesis b) of the Main Theorem, we can omit to put the
lapse n into the time integral if we add the dependance on ∆1 in the constant C.
Exactly the same procedure but applied to U = DR leads to the corresponding
estimates for the second derivatives of the curvature tensor :
Theorem 1.3.6. With the hypothesis of our Main theorem, there exist a constant
C ′ = C ′(t⋆,∆0,∆1,∆2) such that for all t in the time slab [0, t⋆[ :
∥∥D2R∥∥2
L2(Σt)
6 C ′
( ∥∥D2R∥∥2
L2(Σ0)
+
∫ t
0
‖R‖2L∞(Σs) ‖DR‖2L2(Σs) ds
)
1.4 Estimate for ‖R‖H2,1(Σt,Ot) :
The generalized energy type estimates of the previous subsection would be suffi-
cient for the case of the CMC foliation. However as we choose to present the theorem
here in the case of a maximal foliation, we have to deal with weighted Sobolev norms
in the local existence result. We will see that in fact, it causes few difficultes.
Let’s begin with our base point O on Σ0, following the integral curves of T, we
get the points Ot. Let us denote by J −(E) the causal past of a subset E ⊂ Σt1 for
a t ∈ [0, t⋆[. We note E(t, G,H) := {p ∈ Σt, de(p, Ot) ∈ [G,H ]} the annulus relative
to the euclidian norm and E ′(t, G,H) := {p ∈ Σt, dt(p, Ot) ∈ [G,H ]} relative to the
geodesic distance on Σt. As a consequence of condition b) (the pointwise bound on
n) and theorem (1.3.1), we have that there exists a constant C := C(t⋆,∆1,∆2) such
that :
Lemma 1.4.1. For any t ∈ [0, t1], any 0 6 G 6 H <∞,
E(t, G,H) ⊂ J −(E(t1, G,H)) ∩ Σt
J −(E(t1, G,H)) ∩ Σt ⊂ E(t, G− C(t1 − t), H + (t1 − t))
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Proof : Following the integral curves of nT and using the definition of trans-
ported coordinates give the first inclusion. For the second one, let us denote by D the
constant of theorem (1.3.1) and we recall that ∆1 is the constant controlling n and
n−1. Let c(τ) = (τ, x(τ)) be an arbitrary causal curve ending in I−(E(t1, G,H))∩Σt
then by definition :
0 > g(l˙(τ), (l˙(τ)) (31)
and using the bounds :
∆21 > n
2(τ, x(τ)) > D−1|x˙|2 (32)
which implies the preceding lemma with a constant C = D∆21.
Moreover outside a compact set of M, E ′(t, (1 + ǫ)G, (1 − ǫ)H) ⊂ E(t, G,H)
Let us consider for a positive integer m the following set E(t,m) = E(t, 2
m, 2m+1)
and Fm = F (0, 2
m − Ct⋆, 2m+1 + Ct⋆).We will now apply the proposition (1.3.2) to
J −(E(t,m)) which together with the positivity of the flux give that there exists
D := D(t⋆,∆1,∆2) such that :
∫
E(t,m)
|R|2dµt 6 D
∫
Fm
|R|2dµ0 (33)
than we remark that there exits H(t⋆,∆1,∆2) such that on Σ0 :
∑
m∈N
1Fm 6 H (34)
Then, we have :
‖R‖L2,1(Σt,Ot) 6
∑
m∈N
(1 + 22m+2)
∫
E(t,m)
|R|2dµt (35)
6 D
∑
m∈N
(1 + 22m+2)
∫
Fm
|R|2dµ0 (36)
6 D
∑
m∈N
1 + 22m+2
1 + (2m − Ct⋆)2)
∫
Fm
(1 + d20)|R|2dµ0 (37)
6 D ·H ·
∫
Σ0
(1 + d20)|R|2dµ0 (38)
. ‖R‖L2,1(Σ0,O) (39)
We apply the same method to prove that :
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Theorem 1.4.1. The theorems (1.3.3), (1.3.4) and (1.3.5) hold with ‖R‖L2(Σt),
‖DR‖L2(Σt) and ‖D2R‖L2(Σt) replaced respectivly by ‖R‖L2,1(Σt,Ot), ‖DR‖L2,2(Σt,Ot)
and ‖D2R‖L2,3(Σt,Ot)
where we have used the following weighted norms :
‖f‖|L2,i(Σt,Ot) =
∫
Σt
(1 + d2t )
1+i|f |2dµt (40)
We will also need estimates on k to apply the local in time result. The standard L2
estimates for k are easy to get from the 3D Hodge systems satisfied by k on Σt (see
[1] and subsection (1.9)). However, proving the weighted estimates with the method
we used for R would require the control of the flux of k and its derivatives along null
hypersurfaces. We could deal with such a quantity if we were able to derive a wave
equation on k, more precisely an equation of the form :
(T)π = [,LT]g = F ((T)π) (41)
However when doing the calculation, we do not obtain a good structure similar
to the one obtained for R, that is a F depending only on (T)π. The way we find
to avoid this difficulty is by using a modified 3D Hodge systems on the E(m, t) to
prove that there exists J(t⋆,∆1,∆2) such that :
‖k‖H3,1(Σt,Ot) 6 J‖R‖H2,1(Σt,Ot) (42)
This will be done in subsection 1.9.
So at this step of the proof, the problem consists mainly in deriving pointwise
estimates for the curvature involving L2 estimates of R and its derivatives which is
in a sense the heart of the proof of [4]. This is the Kirchoff-Sobolev type parametrix
proved in [9].
1.5 Geometry of null cones :
1.5.1 Geometrical definitions :
Let us begin by recalling the definitions associated with the geometry of the null
cones. We denote by N−(p) the null boundary of the causal past of the point p,
J −(p). In general it’s an achronal, Lipschitz hypersurface ruled by the set of past
null geodesics initiating in p. We use the following parametrization at the vertex p
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for the geodesics. For every direction ω ∈ S2, we consider the null vector lω in TpM
such that :
g(lω,Tp) = 1,
We consider associated to it the past null geodesic γω(s) with initial data p and
initial speed γ˙(0) = lω. We the define a null vectorfield L on N−(p) by setting :
L(γ(p)) = γ˙(p)
When two geodesics intersect, we have a multi-valued vectorfield. We associate
to L its affine parameter s id est L(s) = 1 and s = 0 at p.
For a sufficiently small δ > 0 the exponential map G : (s, ω) → γω(s) is a
diffeomophism from (0, δ)× S2 to its image in N−(p). For each ω ∈ S2 either γω(s)
can be continued for all positive values of s or there exists a terminal point after which
the γω(s) are not longer in N−(p) but in its interior I−(p). If the exponential is map
is singular (resp. non-singular) the terminal point is said to be a conjugate (resp.
cut-locus) terminal point. N−(p) is thus regular except in its vertex and terminal
points. Its regular part will be denoted by N˙−(p). The set G−1(N−(p)\N˙−(p)) has
dA−N (p) := dsdA
2 mesure zero.
Definition 1.5.1. Given a point p ∈ M we note i−⋆ (p) (resp c−⋆ (p)) the supremum
over all values s > 0 for which the exponential map G is a global (resp. local)
diffeormorphism, it is the past null radius of injectivity (resp. conjugacy) at p relative
to the geodesic foliation. Consistantly we note i−⋆ (p, t) the supremum over all values
t(p) − t > 0 for which the exponential map G is a global diffeormorphism, it is the
past null radius of injectivity at p relative to the t-foliation.
If we denote by d−(p, t) the t distance to the past boundary of M, we have the
following :
Definition 1.5.2. Under the assumption of theorem (1.1.4) there exists a positive
number i⋆ depending only on the constants of ∆0, ∆1 and ∆2 and t⋆ such that for
all p ∈M we have :
i−⋆ (p, t) > min(i⋆, d
−(p, t)) (43)
Remarks : Contrary to the situation in [4], the preceding theorem is not just an
application of [10], because this article makes the assumptions of theorem (1.1.2)
which are stronger than ours. So this whole work has to be checked to see that the
integral condition on k and n−1∇n is in fact sufficient. We will not reproduce here
the proof, it would be pure copy. The main idea is that the heart of the proof relies
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on a argument of Cheeger-Gromov type which depend only on the uniform control
of the L2 norm of R. This theorem is the following :
Theorem 1.5.1. Given Λ > 0, v > 0 and ǫ > 0 there exists an r0 > 0 such that on
any 3D complete Riemannian manifold (M, g) with ‖R‖L2 6 Λ and volume radius,
at scales 6 1 bounded from below by v, verifies the following :
Every geodesic ball Br(p) with p ∈ M and r 6 r0 admits a system of harmonic
coordinates x = (x1, x2, x3) relative to which we have,
(1 + ǫ)−1δij 6 gij 6 (1 + ǫ)δij (44)
r
∫
Br(p)
|∂2|gijdvg 6 ǫ (45)
Thus once we have control on ‖R‖L2 (see the subsection on energy estimates and
the subsection on the control of k) and the control on the metric (see the subsection
on the geometric control), we can apply this theorem.
In fact we have to mention that the controls on the raddii of conjugacy and
injectivity come together. So in fact the main argument on which we have to work is
the control of the radius of conjugacy. But this one is a consequence from the control
of the causal structure which is the part of the breakdown criterion where the largest
number of differences appear in the proof of theorem (1.1.4) in comparison with the
proof of theorem (1.1.2) : it will be the subject of the section 2 of this paper.
We have also to remark that the fact that we do not work with CMC foliation
but with maximal foliation does not change the statement of the previous result. We
define l⋆(p) the smallest value of s for which there exists two distinct null geodesics
initiating at p and intersecting for the affine parameter (the smallest value for the
two geodesics) s⋆ = l⋆(p). The theorem of [10] requires that there exists a future
compact set C ⊂M and δ⋆ > 0 such that ∀ p ∈ Cc, l⋆(p) > δ⋆.
This condition is trivially satisfied in the case of CMC foliation in view af the
compacity of the leaves. In our case the assymptotic flatness is sufficient to assure
that there exists C ⊂ M outside which we have in particular pointwise bound on R
which is sufficient to assure the control of the geodesic loops. In fact in comparison
with the same situation in Riemannian geometry, the surprising fact is that an inte-
gral condition on the curvature is sufficient in the compact case (see the preliminary
discussion in [10]).
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1.5.2 Extension of the derivation :
We can associate on any point of N−(p)\{p} a conjugate null vector L such that
g(L, L) = −2 and L is orthogonal to the leafs St. Endowed with γ, the restriction of
g, St is a two dimentional compact surface. We choose an orthonormal base (e1, e2) to
complete the null frame (e1, e2, L, L). We will denote by e3 = T+N and e4 = T−N.
The null frame (e1, e2, e3, e4) is called the canonical null frame associated to the t
foliation. We define as usual the Ricci coefficients associated to these frames (see
section 2 for the details) and extend the angular derivation to arbitrary covariant St
tangent tensor F by setting :
6∇XF (Y1, ......, Yk) = X(F ((Y1, ......, Yk))− F ( 6∇XY1, ....., Yk)− F (Y1, ....., 6∇XYk)
(46)
where X, Y1, ......, Yk S tangent. Given an S-tangent vector-field X we note 6∇LX by
:
6∇LX = DL + 1
2
g(DLX,L)L (47)
and extend it to any covariant S-tangent tensor F by setting :
6∇LF (Y1, ......, Yk) = L(F ((Y1, ......, Yk))−F ( 6∇LY1, ....., Yk)−F (Y1, ....., 6∇LYk) (48)
The covariant derivatives can be extended to space-time not necessarily S-tangent
along a fixed surface St (see [1]).
1.5.3 Construction of the optical function :
An optical function is necessary to make sense both of the Kirchoff-Sobolev
parametrix and the trace theorems of subsection (1.10). Let p an an arbitrary point
of M. We want to construct a function u in a neighborhood of N−(p, δ) (with
0 < δ < i⋆(p, t), vanishing on N−(p, δ). We consider the timelike geodesic initiating
at p with initial speed Tp. We can define such a geodesic Γǫ1,ǫ2 : (1− ǫ1, 1+ ǫ2)→M
with Γǫ1,ǫ2(1) = p and Γ
′
ǫ1,ǫ2
(1) = Tp. We remark that there exists a constant r > 0
such that, for every p we can construct such a geodesic with r < max(ǫ1, ǫ2). Now
u is defined to be constant on each N−(q, δ) for q = Γǫ1,ǫ2(t) and t ∈ (1− ǫ1, 1 + ǫ2)
and :
uN−(q,δ) = t− 1 (49)
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This defines a smooth function on a neighborhood of N−(p, δ) verifying :
gαβ∂αu∂βu = 0 (50)
Remark : We remark that by the same argument as above and the control on
max(ǫ1, ǫ2) the constructed neighborhood of N−(p, δ) contains a κ-geodesic neigh-
borhood of p in Σt with κ independently bounded from below.
1.6 Causal structure of null cones :
This part is the one which has to be redone in comparison with [4]. In fact even in
this article, the authors use the result of [5] in which the setting is geodesic foliation.
The control on the lapse together with hypothesis b) is sufficient (see lemma (1.3.3) )
to prove that on every null cone the affine geodesic parameter is uniformly controlled
by the time t. However even if we have this control, the control of the different norms
involved on the St is not implied by the one on Ss, the work has to be redone. In
particular, the role of the control on the derivative of n is not a priori clear. Note that
the following estimate hold both for the Ricci coefficients relative to the canonical
null frame and the associated affine parameter s and the Ricci coefficients relative
relative to the renormalized null frame and its affine parameter s′.
Theorem 1.6.1. For any t ∈ (t(p) − δ, t(p)) with δ < i⋆(p, t) the Ricci coefficients
relative to the renormalized null frame :
sup
t
|trχ− 2
s(t)
| . D(t⋆,∆i) (51)
‖ sup
t
(t(p)− t)|6∇trχ|‖L2ω . D(t⋆,∆i) (52)
sup
ω∈S2
∫ t(p)
t(p)−δ
(|χˆ|2 + |ζ |2 + |η|2)(t, ω)dt . D(t⋆,∆i) (53)
‖µ‖L2(N−(p,δ) . D(t⋆,∆i) (54)
The points on the null cone are here parametrized by the coordinate (t, ω) given by
the exponential map.
Proof : The proof is the subject of the whole section 2.
1.7 The Kirchoff-Sobolev parametrix :
Let us briefly describe without proof the Kirchoff-Sobolev parametrix of [9]. We
begin with the standard formula in flat background.
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We consider the solutions to the covariant tensorial wave equation in the 3 + 1
flat Minkovsky space-time :
mΨ = F (55)
then it’s well known that the solution of this equation with a given initial data
set can be written as the sum of two terms :
Ψ = Ψh +ΨF (56)
where Ψh has flat d’Alembertan and the same initial data set and ΨF can be
written :
ΨF (t, x) =
1
4π
∫
R3+1
H(t− s)δ(− (t− s)2 + |x− y|2)f(s, y)dsdy (57)
where H denotes the standard Heaviside function and δ the standard Dsirac.
Some remarks can be immediately made. The first one is of course the speed of
propagation and the other one of great importance for us is that this integral involves
only F on the past null cone initiating in the point x. However the situation is more
difficult in curved background. One can hope to have the same kind of structure
that is :
ΨF (p) =
1
4π
∫
I−(p)
r(p, q)δ
(
d2(p, q)
)
f(q)dv(q) (58)
where I−(p), d, r stand respectively for the causal past of the point p, the
Lorentzian distance defined by the metric g and a correction factor satisfying a
transport equation along the past null cone N−(p). Of course a minimum require-
ment for such a formula is to work on a part of the causal past of p in which the
Lorentzian distance is smooth enough.
Let us consider the tensorial equation :
Ψ = F (59)
with Ψ a k covariant tensor field. Let p ∈M. Let us considerN−(p, δ) for δ < i⋆(p, t).
Consider now the solution of the following transport equation with blowing up initial
data :
DLA+
1
2
Atrχ = 0, A(p) = J0 on N−(p, δ) (60)
where J0 is a fixed k-tensor in p such that |J0| ≤ 1, then we have the following
representation formula.
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Theorem 1.7.1. Representation Theorem The solution Ψ of the equation (59)
has the following form
Ψ(p) · J0 = −
∫
N−(p)
A ·Ψ+
∫
N−(p)
g(E ,Ψ) (61)
where the error term E has the following representation formula :
Ea = 1
2
RaλγδA
λLγLδ +
(
∆A+ ξaDaA
)
α
+
µ
2
Aα (62)
1.8 Closure of the estimates :
1.8.1 Consequence of the parametrix :
Proposition 1.8.1. The following estimate holds for all p ∈M and 0 < δ < i−⋆ (p, t)
:
|R(p)| . E + ‖R‖L∞(N−(p,δ)) ‖A‖L2(N−(p,δ))
(R(p, δ) + ‖µ‖L2(N−(p,δ)) )
+ ‖6∇A‖L2(N−(p,δ))
( ‖6∇R‖L2(N−(p,δ)) + ‖R‖L∞(N−(p,δ)) ‖ζ‖L2(N−(p,δ)) )
Proof :
Once we have proved the estimates for the Ricci coefficients relative to the t
foliation, the proof is pure copy of the one in [4]. In particular this part being local,
the difference between the CMC and the maximal foliations setting plays no role.
We reproduce it here.
Let’s introduce a smooth cut-off function f taking its values in [0, 1] supported
in [t(p), t(p)− δ] and identically equal to 1 in [t(p), t(p)− δ/2]. We have :
fR(p) = R(p) (63)
(fR) = fR ⋆R+ (f)R+ 2DαfDαR (64)
then applying the representation formula :
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4πR(p) · J0 = I(p) + J(p) +K(p) + L(p) + E(p) (65)
I(p) =
∫
N−(p,δ)
A · f(R ⋆R) (66)
J(p) = −1
2
∫
N−(p,δ)
A ·R(., ., L¯, L) · fR (67)
K(p) =
∫
N−(p,δ)
( 6∆A+ ζa 6∇aA) · fR (68)
L(p) =
1
2
∫
N−(p,δ)
µA · fR (69)
E(p) =
∫
N−(p,δ)
(
f(A ·R) + 2Dαf((A ·DαR)
)
(70)
Estimate of I(p) :
The important remark to estimate I(p) is that W = R ⋆ R is also a Weyl
tensorfield. So the natural question is the one of the null components of W as
a function of the null components of R. Due to the formula giving W , the null
components are quadratic expressions of the one for R. However recall that we have
no a priori control of the L2 norm of α(R) on the null cone, so it’s important to
understand the presence of this term in the null components of W . Following [1], we
can assign the natural signature to the null components, id est the power of a in the
transformation α → α′ etc .... when performing the base transformation L → aL
and L→ a−1L. Due to this scaling property and the definition of W , we can deduce
that the only terms in which α appears are quadratic terms of the form Q(α,R0)
where R0 has signature 0, 1 or 2. In particular we will not have quadratic terms of
the form Q(α, α).
So if we note :
|R|′2 = |α|2 + |β|2 + |α|2 + |ρ|2 + |σ|2 (71)
we have :
|R ⋆R| . |R| · |R|′ (72)
and also :
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|I(p)| .
∫
N−(p,δ)
|A| · |R| · |R|′ (73)
.
( ∫
N−(p,δ)
|R|′2) 12 (
∫
N−(p,δ)
|A|2 · |R|2) 12 (74)
. R(p, δ)(
∫ t(p)
t(p)−δ
‖R‖2L∞(Σt) ‖A‖2L2(St)dt
)
(75)
. R(p, δ)(
∫ t(p)
t(p)−δ
‖A‖2L2(St)dt
) 1
2 sup
t′∈[t(p)−δ,t(p)]
‖R‖L∞(St) (76)
Estimate for J(p) :
The same method leads to :
|J(p)| . R(p, δ)(
∫ t(p)
t(p)−δ
‖A‖2L2(St)dt
) 1
2 sup
t′∈[t(p)−δ,t(p)]
‖R‖L∞(St) (77)
Estimate for L(p) :
|L(p)| . (
∫ t(p)
t(p)−δ
‖µ‖2L2(St)dt
) 1
2
( ∫ t(p)
t(p)−δ
‖A‖2L2(St)dt
) 1
2 sup
t′∈[t(p)−δ,t(p)]
‖R‖L∞(St) (78)
Estimate for K(p) :
|K(p)| .
∫
N−(p,δ)
(|6∇A||R|+ |ζ ||6∇A||R|)
. ‖6∇A‖L2(N−(p,δ))
( ‖6∇R‖L2(N−(p,δ)) + ‖R‖L∞(N−(p,δ)) ‖ζ‖L2(N−(p,δ)) )
Estimate for E(p) :
We have :
|Dt| . 1 (79)
but to contrary to [4], we have only :
∫
|t|2ndt . 1 (80)
therefore , we have the following estimates :
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‖f ′‖L∞ . δ−1,
∫ t(p)−δ/2
t(p)−δ
‖f‖2L∞(Σt)dt . δ−4 (81)
|E(p)| . sup
t′∈[t(p)−δ,t(p)−δ/2]
(
δ−1‖R‖L2(St) + ‖DR‖L2(St)
)
. δ−1 sup
t′∈[t(p)−δ,t(p)−δ/2]
( ‖R‖L2(Σt) + ‖DR‖L2(Σt) +
∥∥D2R∥∥
L2(Σt)
)
Moreover we have the following estimates on A:
There exists C(t⋆,∆i) such that :
‖(t(p)− t)A‖L∞(N−(p,δ)) 6 C (82)
‖6∇A‖L2(N−(p,δ)) 6 C (83)
‖A‖L2(N−(p,δ)) 6 δ
1
2C (84)
(85)
(Little changes based mainly on the use of Gronwall type arguments have to made
to obtain the same estimates obtained in [4] for A. Thus we refer directly to this
article).
Then putting everything together and choosing δ small enough but depending
only on t⋆ and the ∆i, we get :
‖R(t)‖L∞ . Cδ−1 sup
t′∈[t−δ,t−δ/2]
‖R(t)‖H2 (86)
1.8.2 Control on R :
Now returning to the energy estimates, we get :
‖DR(t)‖2L2,2 . ‖DR(t− δ/2)‖2L2,2 + δ−2 sup
t′∈[t−δ,t−δ/2]
‖R(t)‖2H2 (87)
‖D2R(t)‖2L2,3 . ‖D2R(t− δ/2)‖2L2,3 + δ−2 sup
t′∈[t−δ,t−δ/2]
‖R(t)‖2H2 (88)
Finally :
‖R(t)‖H2,1 . δ−1 sup
t′∈[t−δ,t−δ/2]
‖R(t)‖H2,1 (89)
then iterating by step of size δ/2, we get :
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Theorem 1.8.1. With our hypothesis, there exits C(t⋆,∆i) such that for every t ∈
[0, t⋆[ :
‖R(t)‖H2,1(Σt,Ot) 6 C‖R(0)‖H2,1(Σ0,O) (90)
Now we have to derive estimates and weighted estimates of k and that will imply
estimates on R.
1.9 3D Hodge systems and estimates :
As explained above the difference between our approach of the analysis of the
causal geometry of our space time and the one in [5] lies in the use of a priori
estimates of k and n on the 2 dimensional surfaces St,u. The idea underlying this
approach is to use the L∞([0, t⋆[, L
2(Σt)) control on R to get a control on ∇k and
∇2n.
First estimates for k and n :
Let us begin by recalling a result concerning rank 2 symmetric Hodge systems on
a 3 dimensional Riemannian manifold Σ :
Lemma 1.9.1. Let V a 2 symmetric traceless 2-tensor on a 3 dimensional Rieman-
nian manifold Σ satisfying :
∇ · V = D, ∇∧ V = C,
Then, ∫
Σ
(|∇V |2 + 3RmnV imVin − 1
2
R|V |2) =
∫
Σ
(|C|2 + 1
2
|D|2)
For a scalar, φ,
∫
Σ
|∇2φ|2 +
∫
Σ
Rij∇iφ∇jφ =
∫
Σ
|∆φ|2
We will now apply the first part of the lemma to k and the second to n.
k is a rank 2 symmetric tensor verifying :
∇ · k = 0, ∇∧ k = H
where H stands for the magnetic-part of the electric-magnetic decomposition of
the tensor of the curvature of the leaf Σ :
H(X, Y ) = 〈⋆R(X,T)T, Y 〉
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E(X, Y ) = 〈R(X,T)T, Y 〉
Thus, the previous theorem applied to k on a leaf Σt for a fixed t ∈ [0, t⋆[ and
taking into account the constraint equation gives us :
∫
Σt
(|∇k|2 + 3(k2)mn(Emn(k2)mn − 1
2
|k|4) =
∫
Σt
|H|2
This leads to the following :
∫
Σt
(|∇k|2 + 1
4
|k|4) ≤
∫
Σt
|R|2 (91)
Then applying the second part of the lemma above to the lapse and using the
elliptic equation :
∆n = |k|2n (92)
gives : ∫
Σt
|∇2n|2 +
∫
Σt
Rij∇in∇jn =
∫
Σt
|k|4n2 (93)
then using the pointwise estimates for the lapse n and (26) gives :
∫
Σt
|∇2n|2 +
∫
Σt
Rij∇in∇jn .
∫
Σt
|R|2 (94)
now for all ǫ, there exists a Cǫ such that :
∫
Σt
Rij∇in∇jn ≤ Cǫ
∫
Σt
|R|2 + ǫ
∫
Σt
|∇n|4
≤ Cǫ
∫
Σt
|R|2 +Dǫ(
∫
Σt
|∇2n|2) sup
Σt
n2
where D can be taken independant of the time t ∈ [0, t⋆[.
Moreover as we have the following constraint equation :
Rij − kiakaj + trkkij = Eij
we have using (1.17) uniformly in t :
∫
Σt
|R|2 .
∫
Σt
|R|2
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thus using the pointwise bound on n and taking ǫ small enough we get :
∫
Σt
|∇2n|2 .
∫
Σt
|R|2 (95)
Higher order derivatives of k and n :
From the constraint equations in the case of maximal foliations we have :
Rij − kiakaj = Eij (96)
moreover differentiating the curl equation of k, we get :
∆kjm −∇i∇jkim =∈sij ∇iHsm (97)
thus using that k is divergence free and commuting the derivatives, we get that
∆kjm− ∈sij ∇iHsm is a quadratic expression in R and k.
Integration over Σt,
∫
Σt
|∆k|2 6
∫
Σt
(|k|6 + |E|2|k|2 + |∇H|2) (98)
as a consequence :
∫
Σt
|∇2k|2 6
∫
Σt
(|k|6 + |E|2|k|2 + |∇H|2)+
∫
Σt
|R|2|∇k|2 (99)
here we have to be a little more careful that in [4] as we do not have a priori
control on ‖k‖L∞(Σt). In particular, the L∞ bounds implied by the control on R do
not imply L∞ bounds on R, nevertheless :
∥∥∇2k∥∥2
L2(Σt)
6 C(t⋆,∆1,∆2) +
∫
Σt
|R|2|∇k|2
6 C(t⋆,∆1,∆2) + ‖∆k‖L2(Σt)
∥∥∇2k∥∥
L2(Σt)
‖∇k‖4L2(Σt)
6 C(t⋆,∆1,∆2)(1 + ‖∇k‖4L2(Σt)
∥∥∇2k∥∥
L2(Σt)
)
which implies the following :
Theorem 1.9.1. There exists a constant J(t⋆,∆i) such that for all t ∈ [0, t⋆[ :
∥∥∇2k∥∥2
L2(Σt)
6 J (100)
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At this step of the proof, we thus have pointwise bounds for k. The proof for
the derivatives of order 3 is similar. We begin by differentiating two times the curl
equation and so on.
As for the energy estimates, we have now to face the problem of the weighted
Sobolev spaces. As mentioned before, we do not have a sufficiently good wave equa-
tion for k that’s why we have to use an other idea. We need to control the weighted
Sobolev norms in a neighborhood of spatial infinity. To do that we use the asymp-
totic flatness property. Considering that O is the origin of the system of coordinate
given by the theorem, we have that the geodesic distance is controlled by the euclid-
ian norm relative to the transported coordinates r =
√
x21 + x
2
2 + x
2
3. Now that we
have the weighted estimates for R, we derive a 3D Hodge system for fk := (1+ r2)k
and it’s easy to control lower order terms in the divergence and curl. Let us consider
a smooth scalar function f . Let k˜ = fk, k˜ satisfies the following 3D Hodge :
trk˜ = 0 (101)
∇j k˜ij = kij∇jf (102)
∇∧ k˜ij = fHij + kbj ∈abi ∇af + kbi ∈abj ∇af (103)
remark that |∇f | ≤ 2min(f, f/r). The idea of using modified Hodge systems is
taken from [1], work in which due to the differences between an exterior region and
an interior region, the authors have to work on a modified k.
We thus can apply to k˜ the same treatment that we did on k using the fact that
the additional terms are low order and can be controlled. We thus obtain :
Theorem 1.9.2. There exists a constant C(t⋆,∆i) such that :
‖k‖H3,1(Σt,Ot) 6 C‖R‖H2,1(Σt,Ot) (104)
Proof :
Applying the same calculations that previously we get :
∫
Σt
(|∇k˜|2 + 1
4
|k˜|4) .
∫
Σt
|R|2 +
∫
Σt
|∇f |2|k|2 (105)
.
∫
Σt
f 2|R|2 +
∫
Σt
|min(f, f/r)|2|k|2 (106)
.
∫
Σt
f 2|R|2 +
∫
Σt
|k˜|2|min(1, 1/r)|2 (107)
.
∫
Σt
f 2|R|2 + ǫ
∫
Σt
|k˜|4 + Cǫ (108)
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taking ǫ small enough we get :
∫
Σt
(|∇k˜|2 + 1
4
|k˜|4) .
∫
Σt
f 2|R|2 (109)
The same modification could be applied to the estimates on the derivatives of k.
The previous theorem together with the control on ‖R‖H3,1(Σt,Ot) and the con-
straint equation :
Rij − kiakaj = Eij (110)
gives :
Theorem 1.9.3. There exists a constant C(t⋆,∆i) such that :
‖R‖H2,1(Σt,Ot) 6 C‖R‖H2,1(Σt,Ot) (111)
1.10 Conclusion :
To conclude we have :
‖R‖H2,1(Σt,Ot) + ‖k‖H3,1(Σt,Ot) 6 C(t⋆,∆i) (112)
It remains to check that we have a uniform control on the isoperimetric constant
(Σt, gt). This is an implication of the uniform control on ‖R‖L∞(Σt).
1.11 Trace theorem with finite curvature flux in 2D geometry
:
Now let us consider a family St,u for t ∈ [t0, t1] and a fixed u of smooth 2 dimensional
surfaces in a fixed 3 dimensional Riemannian manifold. We suppose moreover that
the constant of the trace theorem can be uniformly controlled, then we have :
‖k‖2L∞a (L4(Sa)) .
∫
Σt
|R|2
‖∇n‖2L∞a (L4(Sa)) .
∫
Σt
|R|2
Moreover we can at the minimum heuristically control half a derivative in L2(St,u)
norm of k and 3/2 derivatives of the lapse n restricted to the same family of 2 dimen-
sional surfaces. We would like to apply this theorem to the surfaces St,u. However
33
the standard theory requires pointwise bound of the curvature of the surfaces St,u
that we will denote by Kt,u.
Let us recall the following relation :
K = −1
4
trχtrχ+
1
2
χˆ · χˆ− ρ
but we only have in our case of ‖ρ‖L2
[0,T ]
L2x
< +∞ as assumption of our theorem
due to the hypothesis of finite curvature flux a). Thus there is no chance to get the
required bound and directly the trace theorem.
Let us consider a fixed leaf Σt. Suppose moreover that we have constructed an
optical function u in a neighborhood M of a truncated null cone N = N−(p, δ)
such that u = 0 on it. We suppose moreover that M ∩ Σt = Mt contains a r/2-
neighborhood of our reference surface St,0. We consider on Mt the induced foliation
by the sets of u with lapse b and second fundamental form θ. For a point q ∈ Mt,
we consider the 2D surface St,u(q) and note r(q) =
1
4π
( ∫
St,u(q)
1)
1
2 .
Suppose moreover that :
‖trθ − 2
r
‖L∞(Mt)+L3(Mt) . 1 (H)
and that we have pointwise bounds for b on Mt:
b ∼ 1 (P)
1.11.1 Lebesgue estimates :
Theorem 1.11.1. Trace theorem Let F be an arbitrary tensor tangent to St,0 at
each point of Mt then we have the following estimate :
∫
St,0
|F |4 . ( ‖F‖4L4(Mt) + ‖F‖4L6(Mt)
)
+ ‖F‖3L6(Mt) ‖∇F‖L2(Mt)
. ‖∇F‖4L2(Mt) +
∥∥r−1F∥∥4
L2(Mt)
Proof :
Let us consider a smooth function φ from Mt to [0, 1] such that : φ = 1 in a
neighborhood of St,0 in Mt, φ(q) = 0 for q ∈ MS and dt(p, q) > r2 and |∇φ| 6 Cfr on
Mt, where f = 1dt(p,q)6 r2 .
Let G = φF . we have :
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trθ = div N
thus we have :∫
St,0
|F |4 = −
∫
ExtSt,0
div(|G|4N)
= −
∫
ExtSt,0
(
trθ|G|4 + 4|G|2G · ∇NG
)
6 −
∫
ExtSt,0
|G|4(trθ − 2
r
)−
∫
ExtSt,0
|G|42
r
−
∫
ExtSt,0
4|G|2G · ∇NG
6
( ‖G‖4L4(Mt) + ‖G‖4L6(Mt)
)(‖trθ − 2
r
‖L∞(Mt)+L3(Mt) + ‖
2
r
‖L3,∞(ExtSt,0)
)
+ ‖G‖3L6(Mt) ‖∇G‖L2(Mt)
.
( ‖G‖4L4(Mt) + ‖G‖4L6(Mt)
)
+ ‖G‖3L6(Mt) ‖∇G‖L2(Mt)
.
( ‖F‖4L4(Mt) + ‖F‖4L6(Mt)
)
+ ‖F‖3L6(Mt) ‖∇F‖L2(Mt) + ‖F‖4L6(Mt) ‖f/r‖L3(Mt)
.
( ‖F‖4L4(Mt) + ‖F‖4L6(Mt)
)
+ ‖F‖3L6(Mt) ‖∇F‖L2(Mt)
. ‖∇F‖4L2(Mt) +
∥∥r−1F∥∥4
L2(Mt)
Theorem 1.11.2. Suppose that we can construct an optical function in the neighbor-
hood of every truncated null cone. Suppose moreover that these foliations satisfy (H)
uniformly. Let us denote S a generic St,u and MS its corresponding neighborhood in
Σ. We have uniformly :
‖k‖2L4(S) .
∫
MS
|R|2
‖∇n‖2L4(S) .
∫
MS
|R|2
Proof : It’s sufficient to remark that k ∈ L4(Mt) and∇k ∈ L2(Mt) which implies
that k ∈ Lp(Mt) for every 4 6 p 6 6 and in particular for p = 6. For the lapse n we
have n ∈ L∞(Mt) and ∇2n ∈ L2(Mt), thus by integration by part :
‖∇n‖2L4(Mt) 6 ‖n‖L∞(Mt) ‖∆n‖L2(Mt)
thus we can apply the trace theorem to ∇n. We have also to remark that we can
take κ uniformly bounded from bellow (see the Remark in subsection (1.5.3)).
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Remark : In our application (see section 2), we will make large use of these
estimates. The hypothesis (H) will be quite natural in this context because we will
derive L∞ bound for trχ and as we have :
χAB = θAB − kAB
and by maximality trk = 0, it gives :
trθ = trχ− kNN
thus as we have kNN ∈ Lp(Mt) for all p, 4 6 p 6 6 just by using 3D-Hodge systems,
we will be able to apply the trace theorem.
Moreover we have using the same idea :
∫
St,0
|F |2 . ( ‖F‖2L2(Mt) + ‖F‖2L3(Mt)
)
+ ‖F‖L2(Mt) ‖∇F‖L2(Mt)
1.11.2 Sobolev estimates :
The proof of Sobolev type trace theorems under assumption (H) requires the use of
a geometric version of Littlewood-Paley theorem (see [7] and the appendix below).
The proof of such theorem requires an additional assumption H2 :
there exists C such that :
‖θ‖L∞u (L4(St,u) + ‖6∇b‖L∞u (L4(St,u) (113)
We will use the notation H˜s(Mt) for s ∈ [12 , 32 ] for Sobolev-type spaces of order s
defined as the subspace of D′(Mt) of finite Ns(Mt) norm wher we denote by Λ :=
(Id− 6∆) 12 and :
‖A‖N1(Mt) := ‖r−sA‖L2(Mt) + ‖ΛsA‖L2(Mt) + ‖Λs−1 6∇NA‖L2(Mt) (114)
With our definition we have by complex interpolation that :
H˜s(Mt) = [H˜
1
2 (Mt), H˜
3
2 (Mt)] (115)
Moreover, we have that ‖ΛA‖L2(Mt) = (‖A‖2L2(Mt) + ‖6∇A‖2L2(Mt))
1
2 thus :
‖A‖N1(Mt) ≈ ‖r−1A‖L2(Mt) + ‖6∇A‖L2(Mt) + ‖6∇NA‖L2(Mt) (116)
For a St-tangent tensor-field, we define for s > 0 : ‖F‖Hs(St) = ‖r−sF‖L2(St) +
‖ΛsF‖L2(St).
With the same notations we need to prove the following :
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Theorem 1.11.3. Let F be an arbitrary tensor tangent to St,u at each point of Mt.
Suppose that the (t, u) foliation verifies (H) (H2)and(P) in Mt, then we have the
following estimate :
‖F‖
H
1
2
St,0
. ‖F‖H˜1(Mt)
Proof : By interpolation it is sufficient to prove the continuity of the trace
operator from H˜
3
2 (Mt) to H
1(St,u)) and from H˜
1
2 (Mt) to L
2(St,u)). For the second
mapping, we write :
∫
St,0
|F |2 . ( ‖F‖2L2(Mt) + ‖F‖2L3(Mt) + ‖F‖2N 1
2
(Mt)
)
. ‖F‖2N 1
2
(Mt)
The continuity of the other mapping (from H˜
3
2 (Mt) to H
1(St,u))) requires a com-
mutator lemma proved below :
Lemma 1.11.1. We have the following commutator Lemma :
|
∫
Mt
6∇F · [6∇N , 6∇]FdµSbdu| . ‖F‖2N 3
2
(Mt) (117)
But controlling these terms by the N 3
2
(Mt) norm of F is a direct consequence of
the commutator lemma for the second term and by interpolation and definition of
our norms for the first one.
Once we have this lemma we recall that :∫
St,0
|6∇F |2 . ( ‖6∇F‖2L2(Mt)+‖6∇F‖2L3(Mt)+|
∫
Mt
6∇N 6∇F · 6∇F |+
∫
Mt
6∇N 6∇F · 6∇F |
)
The only difficulty to prove the continuity of the mapping relies in proving :
|
∫
Mt
6∇N 6∇F · 6∇F | . ‖F‖2N 3
2
(Mt) (118)
but :
|
∫
Mt
6∇N 6∇F · 6∇F | . |
∫
Mt
6∇ 6∇NF · 6∇F |+ |
∫
Mt
6∇F · [6∇N , 6∇]F | (119)
As a corollary, we have the following proposition :
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Proposition 1.11.1. Suppose that we have proved that the (t, u) foliations locally
defined satisfy the hypothesis (H) and (P) uniformly. Let S be a generic 2D surface
obtained as the subsection of a null cone N and a leaf Σt. Let MS its canonical
neighborhood in Σt. Then we have :
‖k‖2
H
1
2 (S)
.
∫
MS
|R|2
‖n‖2
H
3
2 (S)
.
∫
MS
|R|2
1.11.3 Other trace estimates :
We will later need B0 estimates for k and ∇logn. So let us consider a truncated
null cone H = ∪[0,1]S(t,u) where the S(t,u) are uniformly weakly regular and of radius
comparable to 1. Suppose moreover that these surfaces verify (H) and (P) uniformly,
then we have :
Proposition 1.11.2 (Besov estimates). Let a, 0 6 a < 1
2
:
‖k‖2Ba . sup
t∈[0,1]
∫
MSt,u
|R|2 (120)
‖∇logn‖2Ba . sup
t∈[0,1]
∫
MSt,u
|R|2 (121)
Proof :
Following the notations of previous subsection , we have :
‖k‖Ba . Cκ
∑
m
2am sup
t∈[0,1]
( ∫
u
∫
St,u
2m|Pmk|2
) 1
2 (122)
. Cκ
∑
m
2m(a−
1
2
) sup
t∈[0,1]
( ∫
u
∫
St,u
22m|Pmk|2
) 1
2 (123)
but :
sup
t∈[0,1]
( ∫
u
∫
St,u
22m|Pmk|2
)
. sup
t∈[0,1]
( ∫
u
∫
St,u
|6∇Pmk|2
)
. sup
t∈[0,1]
∫
MSt,u
|6∇k|2 (124)
and idem for ∇logn.
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1.12 Appendix : Some results from a geometric version of LP
theory
This theory is based on the heat flow and the ideas can be traced back to E.Stein.
The geometrical context of this theory is 2D weakly regular surfaces :
Definition 1.12.1. Let S0 ⊂ Σ0 be a compact 2-surface diffeomorphic to S2 with γ
a Riemannian metric on it. We say that Σ0 is weakly regular if it can be covered by
a finite number of coordinate charts U with coordinates ω1, ω2 relative to which,
C−1|ξ|2 6 γab(p)ξaξb 6 C|ξ|2, uniformly for all p ∈ U
∑
a,b,c
∫
U
|∂cγab|2dx1dx2 6 C−1
We say moreover that γ is W-weakly spherical if in addition :
∑
a,b,c
∫
U
|∂cγab −R2γ˜ab|2dx1dx2 6 I20
where γ˜ is the standard metric on S2 and R is a constant, W−1 6 R 6W . Here
I0 is a sufficiently small constant.
For the properties of such surfaces see [7]. We say that a family of surfaces is
uniformly weakly spherical if the elements of this family are W-weakly spherical with
constants bounded independently of the elements.
Following the article [7], we introduce a family of LP projectors (Pk)k∈Z verifying∑
k P
2
k = Id, these operators are based on the heat flow on S whose evolution semi-
group will be denoted U(τ) and on a function m of the family M defined as the
family of smooth functions on [0,∞[ and verifying the following vanishing moment
property at order N :
∫ ∞
0
τk1∂k2τ m(τ)dτ = 0, |k1|+ |k2| ≤ N (125)
From the heat flow and such a function, we define the projection operators as
follows :
Pk =
∫ ∞
0
22km(22kτ)U(τ)Rdτ (126)
This family also satisfies the following additional properties that they share with
the usual LP projectors :
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Proposition 1.12.1. LP type properties The LP projectors defined in [7] verify
the following properties :
i) Lp boundness : For any 1 6 p <∞ and any interval I ⊂ Z,
‖PIF‖Lp(S) . ‖F‖Lp(S) (127)
ii) Lp almost orthogonality, for any (k, k′) and families of LP projector (P,P’)
corresponding to the base functions (m,m’):
‖PkP ′k′F‖Lp(S) . 2−2|k−k
′|‖F‖Lp(S) (128)
iii) Bessel inequality
∑
k∈Z
‖PkF‖2L2(S) . ‖F‖2L2(S) (129)
iv) Reproducing property
Given any integer l 6 2 and m¯ ∈Ml, there exists m ∈M such that :
(m¯)Pk = (m)Pk · (m)Pk (130)
v) Other estimates : For any 1 6 p 6∞ and any k ∈ Z :
‖ 6∆PkF‖Lp(S) . 22k‖F‖Lp(S) (131)
‖PkF‖Lp(S) . 2−2k‖ 6∆F‖Lp(S) (132)
Given a m ∈ M, it’s possible to find an m′ ∈ M and the LP projectors family
associated to it P ′ such that 6∆Pk = 22kP ′k
Moreover we have the following estimates :
‖∇PkF‖L2(S) . 2k‖F‖L2(S) (133)
‖PkF‖L2(S) . 2−k‖ 6∇F‖L2(S) (134)
‖Pk 6∇F‖L2(S) . 2k‖F‖L2(S) (135)
vi) Weak Bernstein inequalities : For any 2 6 p <∞
‖PkF‖Lp(S) . (2(1−
2
p
)k + 1)‖F‖L2(S) (136)
‖P<0F‖Lp(S) . ‖F‖L2(S) (137)
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and their dual estimates
‖PkF‖L2(S) . (2(1−
2
p
)k + 1)‖F‖Lp′(S) (138)
‖P<0F‖L2(S) . ‖F‖Lp′(S) (139)
vii) Commutator estimates . : Given two tensorfields F, G and denoting by F ·G
any contraction of their tensorial product. We have the following estimates for the
commutator [Pk, F ] ·G :
‖[Pk, F ] ·G|L2(S) . 2−k‖ 6∇F‖L∞(S)‖ 6∇G‖L2(S) (140)
‖[Pk, F ] ·G|L2(S) .
(
2−2k‖ 6∆F‖L∞(S) + 2−k‖ 6∇F‖L∞(S)‖ 6∇G‖L2S
)
(141)
With the help of this family of operator, we can define the fractional Sobolev
norms as we usually do on numerical spaces with the standard LP theory based on
Fourier transform.
Definition 1.12.2. Given an arbitrary tensor F on a fixed surface S = St for some
t, 0 6 t 6 T 6 1 and a ∈ R
‖F‖Ha(S) = ‖ΛaF‖L2(S) :=
(∑
k>0
22ka‖PkF‖2L2(S)
) 1
2 + ‖P<0F‖L2(S)
where Λ = (Id−∆) 12 . Remark that these Sobolev type spaces are inhomogoneous.
We follow again KR in defining the corresponding Besov type norms for an arbitrary
S-tangent vectorfield F on H :
‖F‖Ba =
∑
k>0
2ka sup
t∈[0,1]
‖PkF‖L2(S) + sup
t∈[0,1]
‖P<0F‖L2(S)
‖F‖Pa =
∑
k>0
2ka‖PkF‖L2(H) + ‖P<0F‖L2(H)
1.13 A commutator Lemma :
In the proof of Sobolev type trace theorems we have used the following lemma :
Lemma 1.13.1. Commutator Lemma :
A := |
∫
Mt
6∇F · [6∇N , 6∇]F | . ‖F‖2N 3
2
(Mt) (142)
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We have for any arbitrary k-tensor on Σt tangent to St,u at any point,
|[6∇N , 6∇]F | ≤ | 6∇(logb)|| 6∇NF |+ |θ|| 6∇F |+ |R||F |+ | 6∇(logb)||F ||θ| (143)
With our assumptions (H) and (H2) which will be verified in the bootstrap of
section 2, we will have :
A . ‖F‖2N 3
2
(Mt)(‖6∇b‖L∞u (L4(St,u) + ‖6∇b‖L∞u (L4(St,u)‖θ‖L∞u (L4(St,u) + ‖θ‖L∞u (L4(St,u) +
‖R‖L2(Mt))
where we have used we the notation ∇ = ( 6∇, 6∇N) :
‖∇F‖L2u(L4(St,u) . ‖F‖N 3
2
(Mt)
‖F‖L6(Mt) . ‖F‖N1(Mt)
The second one is a consequence of Sobolev imbedding once we have made the
remark that the N1 norm is equivalent to the standard H1 norm. For the first one,
remark that :
‖∇F‖2L2u(L4(St,u) .
( ∫
u
‖∇F‖2L2(St,u) + ‖Λ
1
2∇F‖2L2(St,u)
)
. ‖F‖2N 3
2
(Mt) (144)
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2 Causal Structure of null Hypersurfaces :
2.1 Definitions :
We will consider in this section a null hypersurface H typically a troncated null
cone initiating in a point p of a part of our space-time foliated by a regular time
function t. Thus H itself is foliated by the level surfaces St of t restricted to H. We
will denote by S0 the initial 2D compact surface that is H ∩ Σt0 . We will work on a
truncated hypersurface in subsection 1 to 14 and we will describe the modifications
to consider the null cone till the vertex to conclude in subsection 15 .
We will moreover assume that we have constructed an optical function in the
neighborhood of H vanishing on H and verifying the eikonal equation :
gαβ∂αu∂βu = 0 (145)
Following the standard formulation, we say that two vectors (L, L) defined in this
neighborhood of H form a null pair compatible with t and u iff 〈L, L〉 = −2 and at
every point there are normal to the sphere St,u passing through that point. Moreover,
an arbitrary orthonormal frame on St,u will be denoted by (ea)a=1,2. (e1, e2, L, L) is
called a null frame compatible with the t-foliation. We have by definition :
< ea, L >=< ea, L >= 0, < ea, eb >= δa,b. (146)
Associated with this frame, we define the following geometric quantities :
Theorem 2.1.1. Ricci coefficients The Ricci coefficients relative to an adapted
frame (eA, eB, L, L) are defined as follows :
χAB = 〈DAL, eB〉 χAB = 〈DAL, eB〉
ξA =
1
2
〈DLL, eA〉 ξA =
1
2
〈DLL, eA〉
ηA =
1
2
〈DLL, eA〉 ηA =
1
2
〈DLL, eA〉
Ω =
1
4
〈DLL, L〉 Ω = 1
4
〈DLL, L〉
VA =
1
2
〈DAL, L〉
If we denote by (T) the unit future-directed vector normal to Σt and by (N)
the unit vector normal to St,u in Σt, two among the compatible null frames play an
important role :
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Definition 2.1.1. The null pair (L, L) with L = T−N and L = T+N is called the
standard null pair. The null pair (L′, L′) with L′ = b−1(T −N) = −gµν∂νu∂µ and
L′ = b(T+N) is called the renormalized null pair.
We will use the adjectives standard and renormalized for the corresponding null
frames. The renormalized null pair correspond to the null pair (L, L) of section 1,
that is L is the null geodesic generator of our null cone. We denote by s the affine
parameter corresponding to L that is L(s) = 1 and s(p) = 0 and s′ the corresponding
affine parameter for L′.
As we want to make comparisons with the original proof in [5], we introduce the
following null frame adapted to the geodesic foliation id est the foliation given by
the level sets of s′. From our normalized null frame (e1, e2, L
′, L′) we obtain such a
frame by the following transformation :
e′a = ea − ea(s′)L′
e′3 = L
′ − 2ea(s′)ea − 2|∇s′|2L′
e′4 = L
′
Then we have the following relations :
Theorem 2.1.2. Ricci coefficients (case of the geodesic foliation :) In the
case of the geodesic foliation and relative to the null frame (e′1, e
′
2, e
′
3, e
′
4) we have in
particular the following cancelations:
ξ
(g)
A =
1
2
〈De′
4
e′4, e
′
A〉 = 0
Ω(g) =
1
4
〈De′
4
e′4, e
′
3〉 = 0
V
(g)
A =
1
4
〈De′
A
e′4, e
′
3〉 = −η(g)A
If we denote by b the lapse function of the foliation induced by u on each Σt and
by θ the second fundamental form of the surfaces St,u relative to Σt, we have :
Theorem 2.1.3. Ricci coefficients (case of the (t,u) foliation :) In the case of
the (t, u) foliation and relative to the standard (t, u) compatible null frame (e1, e2, L, L),
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we have the following relations :
χAB = θAB − (2)kAB
χ
AB
= −θAB − (2)kAB
ξ
A
= n−1 6∇An− b−1 6∇Ab
η
A
= n−1 6∇An− ǫA = −ǫ¯A
ηA = b
−1 6∇Ab+ ǫA
Ω =
1
2
(−n−1 6∇Nn+ δ)
Ω =
1
2
(n−1 6∇Nn+ δ)
VA = ǫA
where we have used the following 2 + 1 splitting of the second fundamental form
k :
(2)kAB = kAB
ǫA = kAN
δ = kNN
The proof of this proposition can be found in [1] p. 171. When there is no risk
of confusion between k and (2)k, we will omit the (2)
We will also make use of the following notations :
δ¯ = kNN − n−1 6∇Nn
ǫ¯A = kAN − n−1 6∇An
We have seen using 3D Hodge systems and trace theorems that if we have a basic
control on trθ, we get estimates for k, ǫ, ǫ¯, δ and δ¯ on H, we will make use of course of
these estimates. As there is no risk of confusion in this section between the different
derivations, we will omit the bars and note ∇ for 6∇, etc ...
2.2 Structure equations :
As explained above, the global structure of this proof will be the same as in [5].
As we would like to insist here on the differences between our case and their, we will
present first the structure equations relative to the geodesic foliation which is the
setting in [5] and in comparison the structure in our case.
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2.2.1 Structure equations relative to the geodesic foliation
The structure equations relative to the geodesic foliation are the following :
e′4(trχ
(g)) = −|χˆ(g)|2 − 1
2
(trχ(g))2 −R44 (147)
∇e′4χˆ(g) = −χ(g) · χˆ(g) − α(g) (148)
∇ · χˆ(g) = −β(g) + 1
2
∇trχ(g) + 1
2
trχ(g)ζ (g) − ζ (g) · χˆ(g) +R4a (149)
e′4(trχ
(g)) = 2∇ · η(g) + 2ρ(g) − 1
2
(trχ(g))trχ(g) − χˆ(g) · χˆ(g) + 2|η(g)|2 −R43 (150)
∇e′4χˆ(g) = ∇⊗ˆη(g) −
1
2
trχ(g) · χˆ(g) − 1
2
trχ(g) · χˆ(g) + η(g)⊗ˆη(g) +Rab − 1
2
Rccγab(151)
∇e′4ζ(g) = −β(g) + χ(g) ·
(− ζ (g) + η(g)) (152)
∇∧ η(g) = 1
2
χˆ(g) ∧ χˆ(g) − σ(g) (153)
K(g) = −1
4
trχtrχ(g) +
1
2
χˆ(g) · χˆ(g) − ρ(g) + 1
2
Raa −
1
2
R43 (154)
∇ · χˆ(g) = 1
2
∇trχ(g) − 1
2
trχ(g)ζ (g) + ζ (g) · χˆ(g) + β(g) +R3a (155)
2.2.2 Structure equations relative to the (t, u) foliation :
Relative to the standard null pair, we have :
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L(b) = −δ¯ b (156)
L(trχ) + δ¯ trχ = −|χˆ|2 − 1
2
(trχ)2 −R44 (157)
∇Lχˆ+ δ¯ χˆ = −trχ · χˆ− α (158)
∇ · χˆ+ χˆ · ǫ = −β + 1
2
∇trχ+ 1
2
trχǫ+R4. (159)
∇Lη = −β − χ ·
(
η + ǫ¯
)
(160)
∇ ∧ η = 1
2
χˆ ∧ χˆ + σ (161)
L(trχ)− δ¯ trχ = 2∇ · η + 2ρ− 1
2
(trχ)trχ− χˆ · χˆ+ 2|η|2 −R43 (162)
∇Lχˆ− δ¯ χˆ = ∇⊗ˆη − 1
2
trχ · χˆ− 1
2
trχ · χˆ+ η⊗ˆη +Rab − 1
2
Rccγab (163)
∇ · χˆ− χˆ · ǫ = 1
2
∇trχ− 1
2
ǫ trχ+ β +R3. (164)
K = −1
4
trχtrχ+
1
2
χˆ · χˆ− ρ+ 1
2
Raa −
1
2
R43 (165)
We could have written these equations relative to the renormalized null pair.
Sometimes it will be easier to deal with them, we of course have the corresponding
equations :
L′(b) = −δ¯
L′(trχ′) = −|χˆ′|2 − 1
2
(trχ′)2 −R44
etc...
In fact as we remark on this two first equations, the structure equations look
simpler relative to the renormalized null pair, but as we have in mind to use a priori
estimates coming from trace theorems we prefer the relations involving directly the
components of k. For instance the estimates on the derivatives of χ together with
the a priori estimates give estimates on χ. To pass from estimates on derivatives of
χ′ to estimates on χ′, we would have to prove a prori estimates on bk that we don’t
have. (Recall that we have an a priori control on half derivative of k as soon as we
will have some basic control on trθ).
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2.3 Remarks :
We have the following relations between the geometric quantities relative to the
standard null frame and the renormalized ones :
χ′ = b−1χ (166)
χ′ = bχ (167)
ξ′ = b−2ξ (168)
ξ′ = b2ξ (169)
η′ = η (170)
η′ = η (171)
Ω′ = 0 = b−2Ω− 2b−1L(b−1) (172)
Ω′ = b2Ω− 2bL(b) (173)
V ′A = VA + b
−1∇Ab (174)
The relations between the null components is directly given by :
nullccomponents′ = b−signature(nullccomponents)nullccomponents (175)
where nullccomponents stands for a null component among (α, α, β, β, σ, ρ) and
signature(nullccomponents) stands for its signature.
We have moreover the following relations :
χ(g) = χ′ (176)
α(g) = α′ (177)
Let us now do some remarks about the differences between the formulation of the
structure equations relative to the (t, u)-foliation and the one relative to the geodesic
foliation. The first remark is that these equations seem a little bit more complicated
due to the presence of additional terms. Moreover we have to keep trace of the
differences between the three quantities : V , η and −η. This was not the case in the
formulation of [5]. But as soon as we will have some control on the geometry, we will
have :
• Estimates for the following quantities : ǫ, η, the restriction of k, δ and δ¯ .
• The estimates on χ imply some estimates on χ due to the relation :
χ+ χ = −2k
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2.4 Bianchi equations and mass equations :
Following [1], we have the following commutation formulas :
Theorem 2.4.1. We have the following commutations formulas for an arbitrary
m-covariant S tangent vector-field π :
∇B∇LπA1,....Am −∇L∇BπA1,....Am = χBC∇CπA1,....Am − n−1∇Bn∇LπA1,....Am
+
∑
i
(
χAiB ǫ¯C − χBC ǫ¯Ai +RCAi4BπA1,....C,....Am
)
In particular for a scalar f :
∇B∇Lf −∇L∇Bf = χBC 6∇Cf − n−1∇Bn∇Lf
For a one-form F :
L(divF )− div(∇LF ) = −χ · ∇F − n−1 6∇n · ∇LF − 1
2
trχ · ǫ¯ · F − χˆ · ǫ¯F − βF
Remark : Contrary to the case of geodesic foliation we do not have :
η(g) + ζ (g) = 0
which implies in the preceeding formulas the presence of a term involving∇LFA1,....Am
which itself implies the presence of additional terms in every formula or calculation
that we transpose from [5].
Let us now see the additional terms in the following equations which are special
forms of Bianchi equations :
Theorem 2.4.2. Bianchi equations We have the following Bianchi equations :
∇Lβ + 2trχβ = divα− δ¯ β + α · (2ǫ+ η) +D4Ra4 −DaR44 + 1
2
tr(χ)R4. − χˆb.R4b
L(ρ) +
3
2
trχρ = divβ − 1
2
χˆ · α + ǫ · β + 2η · β + 1
2
D4R34 − 1
2
D3R44 − 1
2
χˆabRab +
1
4
trχR43
−1
4
trχR44
L(σ) +
3
2
trχσ = −curlβ + 1
2
χˆ · α− ǫ ∧ β − 2η ∧ β − 1
2
χˆ ∧R+ η ∧R4.
∇Lβ + trχβ = −∇ρ+ ∗∇σ + 2χˆ · β + δ¯ · β − 3η · ρ+ 3η∗σ +D3R4. + 1
4
trχR4.
−1
4
trχR3. − 1
2
χˆ ·R4. + 1
2
χˆ ·R3. − ηbRb. + 1
2
ηR+ ηR34
49
Remark : Let us remark that in comparison to [5], we have additional terms.
These ones come from (in [1] notations) :
Ω =
1
4
〈DLL, L〉 = 1
2
δ¯
This term is of course vanishing in the case of the geodesic foliation. Again the
additional terms are not so bad because of our control on δ¯ .
Remark : Contrary to [5], we do not need to renormalize Bianchi equation because
of the better control that we have on every term involving χ.
We will moreover use the reduced mass µ˜ :
µ˜ = −div η + 1
2
χˆ · χˆ− ρ+ 1
2
δtrχ− |η|2 − 1
2
R43 (178)
The goal of studying such a quantity is as we will see later to close the 2D Hodge
system on η for which we do not have any a priori estimates (due to the dependance
on b) contrary to η. We can derive a transport equation for such a quantity (see [1]
p.363).
Theorem 2.4.3. Transport equation for the reduced mass : The reduced mass
µ˜ satisfies the following transport equation :
L(µ˜) + trχµ˜ = 2χˆ · ∇η + (η − η)(b∇(b−1trχ) + trχη)
−1
2
trχ(χˆ · χˆ− 2ρ+ 2η · η) + 2η · χˆ · η − δ|χˆ|2 − 1
2
δ¯ (trχ)2 − 1
2
D3R44
+2ζaRab − 1
4
trχR34 − trχR44
Remark : We do not use the same mass as in [5]. The main problem is the
presence of a term involving divη for which we do not have a priori estimate (see the
trace theorems of part 1).
In order to estimate the full derivative of χ we will need in addition the following
transport equation :
∇L(∇trχ) = −3
2
trχ∇trχ− χˆ · ∇trχ− 2χˆ · ∇χˆ− δ¯∇trχ− δ¯ trχ
−n−1∇n(|χˆ|2 + 1
2
(trχ)2 + δ¯ trχ)−D.R44 − 2χb.R4b −∇(logn)R44
Again the second line of this transport does not vanish contrary to the case of
the geodesic foliation and this fact creates additional problems.
Let us now define the appropriate norms and quantities needed to state our result.
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2.5 Definitions :
We will introduce the appropriate norms for our problem but before we need to recall
the following lemma :
Lemma 2.5.1. Relative to the (t, u) foliation on H, we have the following relation
for a scalar function f ,
d
dt
∫
St,u
fdAt,u =
∫
St,u
( d
dt
f + ntrχf
)
dAt,u
where dAt,u = dAγs denotes the volume element on St,u, with γt,u being the induced
metric on St,u. In particular, if we introduce the area A(t, u) of the 2-surface and
the radius r(t, u) defined by :
A(t, u) = 4πr2(t, u)
we have along a given Cu :
dA
dt
=
∫
St,u
ntrχdAt,u
and along Cu
dr
dt
=
r
2
ntrχ
where we have used the following notation for the mean value on a surface St,u
f(t, u) =
1
A(t, u)
∫
St,u
fdAt,u
.
The presence of the lapse n has of course no influence due to the pointwise control
on the lapse that we will have.
We will also make use of the corresponding lemmas with respect to the affine
parameter s relative to L = T+N and s′ the geodesic affine parameter (thus relative
to L′ = b−1L).
Throughout this paper we will consider a null hypersurface which for our applica-
tion (see section 1) will be a truncated null cone initiating on a initial 2-surface which
will be supposed to be weakly spherical (see section 1) and with a radius r(0) > 1.
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2.6 Assumptions :
We will consider in this section a truncated null cone H foliated by our t-function
into 2 dimensional compact surfaces. We will thus suppose that :
H =
⋃
t∈[t0,t0+T ]
St
.
(We will now omit the subscript u as we work on a fixed Cu).
Let us now describe what will be our assumptions on the initial surface and its
geometry :
Assumptions on the initial surface :
We suppose that the inital surface S0 satisfies the following properties :
• (HI1) S0 W-is weakly spherical with constants smaller that I0 and r(0) > 1
• (HI2)
∥∥trχ− 2
r
∥∥
L∞x (S0)
+ ‖∇trχ‖B02,1(S0) + ‖µ˜‖B02,1(S0) 6 I1
• (HI3) there exists a constant C such that :
C−1 6 b(ω) 6 C for all ω ∈ S0
Remarks :
α) The only true hypothesis is HI2. Up to a scaling argument HI1 is no longer
restrictive. HI3 is just a matter of normalization of b. As we choose to be consistent
with section 1 where b(p) is normalized to n(p) at the vertex, we have to add this
hypothesis which of course disapears when adapting the proof from the truncated
null cone case to the null cone with vertex case.
β) In comparison with [5], we have to put a condition of W-weakly spherical
which has no importance, it is just due to the relation along null geodesics :
dt
ds′
= (nb)−1
which with the pointwise bound on n (see (HST1)) force us to change the range
allowed for R in the definition of weakly spherical surfaces.
γ) Of course the main difference in the main hypothesis HI2 lies in the fact that
we do not need initial assumption on χ which are in fact automatic due to (HST2)
and the relation between χ and χ.
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Moreover we assume the following space-time controls :
Space-time assumptions :
• (HST1) ‖n‖L∞([0,T ],L∞(Σt)) + ‖n−1‖L∞([0,T ],L∞(Σt)) 6 ∆1
• (HST2)
∫ t1
0
(‖k‖L∞(Σt) + ‖∇(log(n))‖L∞(Σt))2ndt 6 ∆2
Remark : We have seen that in the case of our application for the breakdown
criterion, if we suppose that :
∫
Σ0
|R|2(x)dµ(x) 6 ∆0 (179)
then the following reduced flux is also finite :
R(T ) = ( ‖α‖2L2
[0,T ]
L2x
+ ‖β‖2L2
[0,T ]
L2x
+ ‖σ‖2L2
[0,T ]
L2x
+ ‖ρ‖2L2
[0,T ]
L2x
+
∥∥β∥∥2
L2
[0,T ]
L2x
) 1
2 (180)
We recall that two of the null components out of ten are missing, the two coeffi-
cients "coded" by α.
We will also note :
R′(0) =
∫
MS0
|R|2dµ0 (181)
this integral is taken over MS0 as defined in section 1. Let us also define :
R′′(T ) =
∫ t0+T
t0
(‖k‖L∞(Σt) + ‖∇(log(n))‖L∞(Σt))2dt (182)
In the formulation of the theorem, we will make the assumption that T = 1.
That is :
H =
⋃
t∈[t0,t0+1]
St
We will note R = max(R(1),R′(0),R′′′(1)) and I := max(I0, I1).
We will prove that if R and I is small enough, we can control the geometry of
H. In our application this quantity is not small, but only finite. A reformulation a
our theorem states that we can control geometry of the troncated null cone for t− t0
small enough and depending only on the fundamental constants t⋆ and ∆i.
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2.7 Statement of the main theorem
Theorem 2.7.1. Main theorem Consider a troncated null coneH verifying (HST1)
and (HST2). Suppose that H is foliated by our time function t and that it initiates
on a 2-surface S0 (corresponding to t = t0) diffeomorphic to S
2 and verifying the
hypothesis (HI1), (HI2), (HI3). Suppose moreover that R and I are small enough,
then we have the following estimates :
Primary estimates :
∥∥∥∥trχ− 2s
∥∥∥∥
L∞
[0,T ]
L∞x
. R+ I (183)
‖∇trχ‖B0 + ‖µ‖B0 . R+ I (184)∥∥∥∥
∫ 1
0
|χˆ|2
∥∥∥∥
L∞x (S0)
+
∥∥∥∥
∫ 1
0
|η|2
∥∥∥∥
L∞x (S0)
. R+ I (185)
∥∥∥∥∥ supt∈[0,1]|χˆ|
∥∥∥∥∥
L2x(S0)
+
∥∥∥∥∥ supt∈[0,1]|µ|
∥∥∥∥∥
L2x(S0)
. R+ I (186)
N1(χˆ) +N1(η) +N1(trχ− 2
s
) . R+ I (187)
(188)
Secondary estimates :
∥∥∥∥trχ+ 2s
∥∥∥∥
L∞
[0,1]
L∞x +L
∞
[0,1]
H
1
2
x
. R+ I (189)
‖χˆ‖
L∞
[0,1]
H
1
2
x
. R+ I (190)
(191)
Remarks :
• These results should be compared to the result in [5]. In our case, we obtain
better estimates for χ. In fact, the estimates on χ, η and µ come exactly as
in [5] and the estimates on χ come as consequences of the global structure
properties and the primary estimates.
• The goal is clearly to use as often as possible the a priori estimates. However,
as it was mentioned in the end of section 1, we need the a priori estimates in
their "trace formulation". But we need a minimum control on trθ to apply
54
these results. And we do not have this control a priori. So we will have to
apply the trace theorems into the bootstrap argument, as it is the case for the
sharp trace theorems of [8].
2.8 Strategy of the proof :
2.8.1 Derivation of the estimates :
Starting with the transport equation on χ, we see that if we want to control χ in
L∞, we have to control the trace term :
∫ t
0
|χˆ|2ndt +
∫ t
0
|R44| (192)
The first idea consists in using a trace theorem on H. By comparison with the
standard trace theorems, we could expect :
∫ t
0
|χˆ|2ndt . ‖∇χˆ‖2L2(H) (193)
Such a trace theorem together with the Codazzi equation on div χˆ could lead
with the help of elliptic estimates for Hodge systems on the leaves to the control of
‖∇χˆ‖2L2(H) and
∫ t
0
|χˆ|2ndt. However, this trace theorem fails to be true if we do not
add structure conditions on χˆ. Here is the main idea of [5]. If χˆ can be written under
the following form, then we have the type of trace theorem mentioned before :
χˆ = ∇LQ+ E (194)
where we control roughly two derivatives of Q and E is an error term. The next step
consists in proving that χˆ is of this form. To do that we recall that we have :
L(ρ) +
3
2
trχρ = divβ − 1
2
χˆ · α + ǫ · β + 2η · β + F (R,DR)
L(σ) +
3
2
trχσ = −curlβ + 1
2
χˆ · α− ǫ ∧ β − 2η ∧ β +G(R,DR)
It implies that β = D−11 L(ρ,−σ) + other terms where D1 stands for an Hodge
operator (see below).
So D2(χˆ) := div χˆ = −LD−11 (ρ,−σ) + [L,D−11 ](ρ,−σ) + ..... It follows from this
approach of the problem that we have to control commutators. Moreover a typical
problem will come from terms of the type :
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∫ t
0
|D−12 ∇trχ|2ndt (195)
The difficulty comes here from the non-locality of D−12 ∇ which leads to consider
the besov space B12,1(S) instead of L
∞(S).
To close the estimates for χ, we need to control simultaneously η. In fact (µ, η)
satisfies a coupled transport-Hodge system similar to the one satisfied by (∇trχ, χˆ).
The structure of the derivation of the control on these quantities is quite parallel to
the one we have just described.
2.8.2 Differences with [5] :
We will follow step by step the original paper [5]. Let us list however the differences
:
• Simplifications : The main source of simplification comes from the link be-
tween χ and χ. It implies in particular that we do not need bootstrap assump-
tions on χ. The second source of simplifications is the estimates that we will
get once we will have a minimal control on the geometry of the surfaces. How-
ever, these simplifications are needed in the sense that in comparison with the
structure equations relative to the geodesic foliations, we have more unknown
in our setting.
• Difficulties : This number of unknown in the structure equations is the first
additional difficulty. From another hand, we mentioned that we will have to
prove estimates for commutators. But in every commutator calculation, our
setting produces more terms that in the case of the geodesic foliation. We will
thus have additional terms almost everywhere some of them requiring special
estimates. Moreover as explained before, the estimates on some of the terms
(see end of section 1) will in fact come into the bootstrap as it is the case for
the application of the sharp trace theorems of [8]. This idea is something new
in comparison to [5].
2.9 Hodge operators :
We have already used Hode systems in section 1 to derive estimates for k on the
leafs Σt. The use of 2 dimensional Hodge systems on the St,u will be of great use in
the proof of the theorem. For instance (2.17) and (2.34) form a 2 dimensional system
for η.
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Following for this part exactly [5], we introduce the following notations :
Notations. We consider the following Hodge operators acting on a St :
• The Hodge operator D1 takes an 1-Form F into the pair of scalar functions (div
F, curl F).
• The operator D2 takes any S-tangent symmetric, traceless tensor F into the S
tangent one form div F.
• ⋆D1 takes the pair of scalar functions (ρ, σ) into the S-tangent one form −∇ρ+
(∇σ)⋆.
• ⋆D2 takes 1 form F on S into the 2-covariant, symmetric traceless tensor−12 LˆFγ
the traceless part of the Lie derivative of the metric γ relative to F .
We recall the following properties of these operators :
• ⋆D1 is the L2 adjoint of D1 and ⋆D2 is the L2 adjoint of D2.
• The kernels of D1 and D2 in L2 are trivial.
• The kernel of ⋆D1 consists in the pairs of constant functions.
• The kernel of ⋆D2 consists in the conformal Killing vector fields on S
• The L2 range of D1 consists of all pairs of functions on S with vanishing mean
curvature.
• The L2 range of D2 consists of all pairs of all L2 integrable 1-form on S orthog-
onal to the Lie algebra of all conformal Killing vector fields on S.
Moreover we have the following relations where K stands for the Gauss curvature
of St :
⋆D1 · D1 = −∆+K
⋆D2 · D2 = −1
2
∆ +K
D1⋆ · D1 = −∆
D2⋆ · D2 = −1
2
(
∆+K
)
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2.10 Bootstrap assumptions and consequences :
We assume that there exists of sufficiently small constant M0, 0 < M0 <
1
2
such that
:
Assumptions (B1) :
sup
H
r|b−1trχ− 2
r
| 6M0, sup
H
r|b−1trχ− b−1trχ| 6 M0
Assumptions (B2) :
‖χˆ‖L∞x L2[0,T ] , ‖η‖L∞x L2[0,T ] 6 M0
‖µ‖L2xL∞[0,T ] , ‖∇trχ‖L2xL∞[0,T ] 6 M0
N1(χˆ), N1(ηˆ) 6 M0
Remark : There are different ways of writing (B1) depending on the application
we have in mind. For instance the first part could be written as a control on |trχ− 2
s
|
is we want to use an equation in s. Here we use this formulation because we have in
mind an equation in s′. The reader as to keep in mind that we will write equations
along null geodesics and that due to the following relations :
dt
ds
= n−1 (196)
dt
ds′
= (nb)−1 (197)
equations can be rewritten in the formulation the most useful for us. Moreover,
we will have uniform from above and below for the two lapses n and b thus the
constants in the transport lemmas can be taken uniformly bounded.
We have the following comparison result :
Theorem 2.10.1. Comparison theorem We have the following estimates on H :
|b−1r − s| . R+M0 (198)
|n− b| . R (199)
And as a consequence we have :
sup
H
r|trχ− 2
s
| 6 M0 + CR, sup
H
r|trχ− trχ| 6M0 + CR
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Proof : Let us consider :
L′(b−1r − s) = −δ¯ b−2 + b−1b−1trχr
2
− b−1 = −δ¯ b−2 + b−1 r
2
(
b−1trχ− 2
r
)
(200)
Thus integrating in s′ from the vertex and using the pointwise bounds on b gives
(203).
For (204) just remark that n(p) = b(p) by normalization, moreover on H :
|n(q)− n(p)| . R (201)
|b(q)− b(p)| = |b(p)(e−
∫ q
p
−δ¯ ds − 1)| . R (202)
where the integral is taken on a null geodesic from p to q.
We have also the following :
Theorem 2.10.2. As a consequence of (B1) and (B2), we have that for every
t0 6 t 6 T 6 t0+1, the volume elements |γ(t)| and |γ(0)| stay comparable, moreover,
the St are uniformly weakly spherical.
Proof :
We have the following relation :
dr
ds′
= 1 +
r
2
(b−1trχ− 2
r
) (203)
this implies ,
|r(s′)− r0 − s′| 6 s′M0 (204)
thus :
r0 + (1− 1
2
M0)s
′ 6 r 6 r0 + (1 +
1
2
M0)s
′ (205)
but along Cu:
ds′
dt
= nb (206)
which implies that s′ is bounded in H by a constant. If we suppose without loss of
generality 0 6M0 6
1
2
, we get :
r0 +
3
4
s′ 6 r 6 r0 +
5
4
s′ (207)
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From another hand :
|b−1trχ− 2
r
| 6 2M0
r
(208)
This implies that for all t ∈ [0, 1] :
1
r0 + 2s′
6 b−1trχ 6
3
r0 +
1
2
s′
(209)
but we have Q−1(t− t0) 6 s′ 6 Q(t− t0), thus :
1
r0 + 2Q(t− t0) 6 b
−1trχ 6
3
r0 +
1
2
Q−1(t− t0) (210)
but d
dt
(log
√|γ|) = 2ntrχ and thus using pointwise bounds for n and b, there
exists G such that :
G−1 6
|γ(t)|
|γ(0)| 6 G (211)
We have now to prove that the surfaces St stay uniformly weakly spherical. We
introduce the transported local coordinates (s′, ω). We have :
d
ds′
γab = 2χab (212)
then :
d
ds′
∂cγab = ∂c(trχ · γab + 2χˆab)
= ∇ctrχγab + trχ · ∂cγab + 2∂cχˆab
= ∇ctrχγab + trχ · ∂cγab + 2∇cχˆab + ∂γ · χˆ
denoting schematically g := ∇χ+ ∂γ · χˆ and vt =
√
|γt|√
|γ0|
:
∂γ(s′, ω) = vs
(
∂γ(0, ω) +
∫ s
0
v−1r g(r, ω)dr
)
(213)
then using the uniform control on vs and the fact that s
′ is bounded :
‖∂γ − ∂vsγ(0)‖L2xL∞[0,T ] . ‖∇χ‖L2xL1[0,T ] + ‖∂γχˆ‖L2xL1[0,T ]
. M0 +M0 ‖∂γ − ∂vsγ(0)‖L2xL∞[0,T ]
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with our assumption on M0 and on S0 together with the control on vs gives :
‖∂γ − (1 + s′)γ(0)‖L2xL∞[0,T ] . I +M0 (214)
This estimate together with the uniform control on the components of γt that we
have proved gives the uniformity in the weakly spherical property.
As a consequence given an arbitrary S-tensor on H the following quantities are
equivalent :
( ∫ T
0
ndt
∫
St,u
|F |2dAt,u
) 1
2 and
( ∫ T
0
dt
∫
S0
|F (t, ω|2dA0
) 1
2
We can of course put or omit the lapse in the definition of this quantity later
on referred as ‖F‖L2
[0,T ]
L2x
. The same remark can of course been made for the other
Lebesgue norms. We also define for 1 6 p <∞ :
‖F‖L∞
[0,T ]
Lpx
= sup
t∈[0,T ]
‖F (t)‖Lpx(S0)
‖F‖L2
[0,T ]
Lpx
=
( ∫ T
0
‖F (t)‖Lpx(S0) ndt
) 1
2
‖F‖L∞x L2[0,T ] = supω∈S0
( ∫ T
0
|F (t, ω)|2ndt)12
‖F‖L2xL∞[0,T ] =
∥∥∥∥∥ supt∈[0,T ]|F (t, ω)|
∥∥∥∥∥
L2x(S0)
Sadly we will also have to use Sobolev and Besov norms due to the non local-
ity of some crucial operators. We have to recall that as we are working with 2D
compact surfaces with low regularity, the standard theory using local coordinates
does not work and these type of utilisations deeply requires the use of the geometric
Littlewood-Paley theory developed in [7]. The results of this article useful in the rest
of this section can be found in the appendix of section 1.
We introduce also the following notations :
Notation 2.10.1. For an arbitrary S-tangent tensor F on H :
‖∇F‖L2(St) = ‖∇F‖L2(St) + ‖∇LF‖L2(St)
N1(F ) = ‖r−1F‖L2(St) + ‖∇F‖L2(St)
N2(F ) = ‖r−2F‖L2(St) + ‖r−1∇F‖L2(St) + ‖∇∇F‖L2(St)
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Let us recall the following lemma :
Lemma 2.10.1. Let us consider the following transport equation ∇LF +ktrχF = G
for S-tangent tensors F,G on H and limt→0 v(t)kF = 0. Then, for any 1 6 p 6∞,
‖F‖LpxL∞[0,T ] . ‖F (0)‖Lpx(S0) + ‖G‖LpxL1[0,T ]
Proof : we have :
d
dt
|F |2 + kntrχ = 2nG · F (215)
If we denote by vt =
√
|γt|√
|γ0|
, we have :
|F |2(t, ω) = lim
s→0
vt(ω)
−2k
(|F |2(s, ω) +
∫ t
s
vt′(ω)
2kG · Fndt′) (216)
using the bounds previously proved :
|F |2(t, ω) . |F |2(0, ω) +
∫ t
0
|G| · |F |ndt′ (217)
whence :
|F |(t, ω) . |F |(0, ω) +
∫ t
0
|G|dt′ (218)
whence :
sup
[0,1]
|F |(t, ω) . |F |(0, ω) +
∫ 1
0
|G|dt′ (219)
From another hand integrating (161) along the null geodesics and using the initial
assumptions on S0 there exists D(C,∆2) such that :
D(C,∆2)
−1 6 b(p) 6 D(C,∆2) for all p ∈ H
Then we will also need the following lemma :
Lemma 2.10.2. Let us consider the following transport equation ∇LF + ktrχF ±
δ¯ F = G for S-tangent tensors F,G on H and limt→0 v(t)kF = 0. Then, for any
1 . p .∞,
‖F‖LpxL∞[0,T ] . ‖G‖LpxL1[0,T ]
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Proof : To prove Lemma 2 it is sufficient to apply Lemma (2.10.1) to b∓1L and
using (2.12).
The theorem (2.10.2) allows us to apply the geometric Littlewood-Paley of [7]
and in particular deduce the following form of Sobolev inequalities.
Definition 2.10.1. We will use the following notations :
• we denote by R the full collection of null curvature components α, β, ρ, σ, α,
β.
• we denote by R0 the collection of null curvature components β, ρ, σ, α, β.
• we denote by A the collection trχ− 2
s
, χˆ, η
• we denote by C the collection ∇n, k(2), ǫ, η, δ, δ¯ .
• we denote by A the collection trχ− 2
s
, χˆ, η and trχ+ 2
s
, χˆ
• we denote by M the collection µ, ∇trχ.
• we denote by ∇A the collection ∇(trχ− 2
s
), ∇χˆ, ∇η
Remarks :
1) The elements of type C are the ones for which we we will get estimates when
we will have control on trθ by application of the trace theorems.
2) contrary to [5] the coefficients A are not so bad as sums of terms of type A
and terms of type C.
Theorem 2.10.3. Relations on the surfaces St We have the following relations
on the surfaces St with constants not depending on t ∈ [0, T ], T 6 1. For an arbitrary
scalar function f and an arbitrary tensorfield F , we have :
‖f‖L2x(St) . ‖∇f‖L1x(St) +
∥∥r−1f∥∥
L1x(St)
(220)
‖f‖L∞x (St) .
∥∥∇2f∥∥
L1x(St)
+
∥∥r−2f∥∥
L1x(St)
(221)
‖F‖Lpx(St) . ‖∇F‖
1− 2
p
L2x(St)
‖F‖
2
p
L2x(St)
+
∥∥∥r−1+ 2pF
∥∥∥
L2x(St)
2 6 p <∞ (222)
‖F‖L∞x (St) .
∥∥∇2F∥∥ 12
L2x(St)
‖F‖
1
2
L2x(St)
+
∥∥r−1F∥∥
L2x(St)
(223)
On the cone we have the following Sobolev type relations :
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Theorem 2.10.4. Relations on the surface H For an arbitrary S tangent ten-
sorfield F and for T ∈ [0, 1], we have :
‖F‖L∞
[0,T ]
L4x
. T−
1
2 ‖F‖L2
[0,T ]
L4x
+ ‖F‖L∞x L2[0,T ] ·
∥∥∥r 12∇LF
∥∥∥
L2
[0,T ]
L2x
(224)
‖F‖L∞
[0,T ]
L4x
. T−
1
2
( ∥∥∥r 12F
∥∥∥
L2
[0,T ]
L2x
+
∥∥∥r− 12∇F
∥∥∥
L2
[0,T ]
L2x
)
+
∥∥∥r 12∇LF
∥∥∥
L2
[0,T ]
L2x
(225)
‖F‖L6
[0,T ]
L6x
. T−
1
3
( ∥∥∥r 23F
∥∥∥
L2
[0,T ]
L2x
+
∥∥∥r 53∇F
∥∥∥
L2
[0,T ]
L2x
)
+ T
2
3
∥∥∥r− 23∇LF
∥∥∥
L2
[0,T ]
L2x
(226)
‖F‖L∞
[0,T ]
L∞x
. T−
1
2
( ∥∥r−1F∥∥
L2
[0,T ]
L2x
+
∥∥r∇2F∥∥
L2
[0,T ]
L2x
)
(227)
+T
1
2
( ‖∇LF‖L∞x L2[0,T ] + ‖∇∇LF‖L2[0,T ]L2x
)
As a consequence, we have the following :
Theorem 2.10.5. As a consequence of the bootstrap assumptions, the elements of
type A verify the following estimates for 2 6 p <∞ :
‖A‖L∞x L4[0,T ] , ‖A‖L6xL6[0,T ] . M0
and
‖A‖L2xLp[0,T ] .M0
we also have :
Theorem 2.10.6. The Gauss curvature Kt of St satisfies :∥∥∥∥Kt − 1s(t)2
∥∥∥∥
L2
[0,T ]
L2x
.M0 +R (228)
Proof :
Let’s begin by recalling the Gauss curvature equation :
K = −1
4
trχtrχ+
1
2
χˆ · χˆ− ρ+Ric (229)
Due to the curvature term, we cannot hope better than a L2x(L
2
t ) estimate.
K − 1
s2(t)
=
1
2r
A− 1
2r
A− 1
4
A ·A +R +Ric (230)
with the previously defined notations. We thus have :
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∥∥∥∥K − 1s2(t)
∥∥∥∥
L2
[0,T ]
L2x
. ‖A‖L2
[0,T ]
L2x
+ ‖A‖L∞
[0,T ]
L4x
· ‖A‖L2
[0,T ]
L4x
(231)
+ ‖R‖L2
[0,T ]
L2x
+ ‖Ric‖L2
[0,T ]
L2x
(232)
. M0 +M0R+R (233)
Theorem 2.10.7. The Gauss curvature Kt of St satisfies for
1
2
< a < 1 :
∥∥∥∥Λ−a(Kt − 1s(t)2 )
∥∥∥∥
L∞
[0,T ]
L2x
.M0 +R (234)
Proof :
We use the following non-sharp Sobolev embedding :
Lemma 2.10.3. The following inequality holds for an arbitrary tensorfield F uni-
formly on the St with 2 < p <∞, s > 1− 2p :
‖F‖Lp(St) . ‖ΛsF‖L2(St) (235)
Then we have for 1
2
< a < 1 :
∥∥∥∥Λ−a(Kt − 1s(t)2 )
∥∥∥∥
L∞
[0,T ]
L2x
.
∥∥Λ−aA∥∥
L∞
[0,T ]
L2x
+
∥∥Λ−aA · A∥∥
L∞
[0,T ]
L2x
+
∥∥Λ−aρ∥∥
L∞
[0,T ]
L2x
(236)
The control of the first term is not difficult :
∥∥Λ−aA∥∥
L∞
[0,T ]
L2x
. ‖A‖L∞
[0,T ]
L4x
.M0 +R (237)
For the second term :
∥∥Λ−aA · A∥∥2
L2x(St)
. ‖A‖L2x(St)
∥∥Λ−a(A ·A)∥∥
L4x(St)
‖A‖L4x(St) (238)
The difficult term is ‖Λ−aρ‖L∞
[0,T ]
L2x
which requires the use of the Bianchi equation
in ρ :
L(ρ) +
3
2
trχρ = divβ − 1
2
χˆ · α + ǫ · β + 2η · β (239)
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and the following calculous inequality (see [5]) :
∥∥Λ−aρ∥∥
L∞
[0,T ]
L2x
.
∥∥∥∥Λ−2a ddtρ
∥∥∥∥
L2
[0,T ]
L2x
+ ‖ρ‖L2
[0,T ]
L2x
+
∥∥∥∥[ ddt,Λ−a]ρ
∥∥∥∥
L1
[0,T ]
L2x
(240)
but similarly to the control proved in [7], we have :
∥∥∥∥[ ddt,Λ−a]ρ
∥∥∥∥
L1
[0,T ]
L2x
. (1 +K
1
1−a
a +K
1
2
a )
ǫ ‖ρ‖L2
[0,T ]
L2x
(241)
for a small ǫ.
It remains to control
∥∥Λ−2a d
dt
ρ
∥∥
L2
[0,T ]
L2x
.
We have : ∥∥∥∥Λ−2a ddtρ
∥∥∥∥
L2
[0,T ]
L2x
. ‖div β‖L2
[0,T ]
L2x
+
∥∥Λ−2aA · A∥∥
L2
[0,T ]
L2x
(242)
we have already proved :
∥∥Λ−2aA · A∥∥
L2
[0,T ]
L2x
.M20 +M0R (243)
But we have :
Lemma 2.10.4. For a one form F and a > 1
2
,
∥∥Λ−2adiv F∥∥
L2
[0,T ]
L2x
. ‖F‖L2
[0,T ]
L2x
(244)
Finally, we get :
Ka .M
2
0 +M0R+M0(1 +K
1
1−a
a +Ka)
ǫ (245)
and then if we take ǫ small enough we get the desired estimate.
Theorem 2.10.8. As a consequence of the bootstrap assumptions we have the fol-
lowing estimates :
sup
t∈[0,1]
‖k‖
H
1
2 (St)
. R (246)
sup
t∈[0,1]
‖n‖
H
3
2 (St)
. R (247)
66
In particular it implies the following estimates :
‖k‖L∞
[0,T ]
L4x
. R (248)
‖∇n‖L∞
[0,T ]
L4x
. R (249)∥∥η∥∥
L∞
[0,T ]
L4x
. R (250)
∥∥δ¯∥∥
L∞
[0,T ]
L4x
. R (251)
that is for a generic element of type C :
‖C‖
L∞t (H
1
2 )
. R (252)
We also have according to trace theorems :
Proposition 2.10.1. For κ, 0 6 κ < 1
2
, we have :
‖C‖Bκ . R (253)
it implies directly the following :
Proposition 2.10.2. For κ, 0 6 κ < 1
2
, we have :
‖A‖Bκ . R+M0 (254)
‖A · A‖Pκ . RM0 +M20 (255)
Proof : It’s sufficient to apply the localized version of the trace estimates of the
end of section 1 and remark that the hypothesis on trθ is a consequence of the a
priori estimate for k (consequence of the 3D Hodge estimates on the leaves) and the
estimate of trχ consequence of the bootstrap assumptions.
Remark : We remark that the terms A are more regular that in [5]. This will
make some error terms easier to treat later.
2.11 Estimates for Hodge operators :
We begin this part by recalling basic L2 estimates for 2D Hodge systems :
Proposition 2.11.1. Let (S, γ) be a compact manifold with Gauss curvature K.
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• i) For an arbitrary vectorfield F on S, we have :
∫
S
(|∇F |2 +K|F |2) =
∫
S
|D1F |2
• ii) For an arbitrary symmetric, traceless, 2 tensorfield F on S, we have :
∫
S
(|∇F |2 + 2K|F |2) = 2
∫
S
|D2F |2
• iii) For an arbitrary pair of functions (σ, ρ) on S we have :
∫
S
(|∇σ|2 + |∇σ|2) =
∫
S
|⋆D1F |2
• ii) For an arbitrary vectorfield F on S, we have :
∫
S
(|∇F |2 −K|F |2) = 2
∫
S
|⋆D2F |2
Theorem 2.11.1. 2 dimensional Hodge estimates The following estimates hold
uniformly on an arbitrary 2-surface St for t0 6 t 6 T 6 t0 + 1, the definitions of the
operators are given in section 2.10 :
• The operator D1 is invertible on its range and its inverse D−11 takes pair of
functions f = (ρ, σ) in the rande of D1 (see above) into S-tangent 1-forms F
with (div F = ρ, curl F = σ) with the following estimate :
‖∇ · D−11 F‖L2(St) + ‖r−1D−11 F‖L2(St) . ‖F‖L2(St)
• The operator D2 is invertible on its range and its inverse D−12 takes S-tangent
1-forms F in the range of D2 into S-tangent symmetric, traceless, 2-tensorfields
Z with div Z = F with the following estimate :
‖∇ · D−12 F‖L2(St) + ‖r−1D−12 F‖L2(St) . ‖F‖L2(St)
• The operator ∆ is invertible on its range and its inverse ∆−1 verifies the fol-
lowing estimate for an arbitrary scalar function f on St:
‖∇2(−∆)−1f‖L2(St) + ‖r−1∇(−∆)−1f‖L2(St) . ‖f‖L2(St)
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• The operator ⋆D1 is invertible as an operator defined from the pairs of H1
functions of vanishing mean (canonically identified to the quotient of H1 by
the pairs of constant functions). Moreover its inverse denoted by ⋆D−11 takes
S-tangent an 1-forms into a pair of function (ρ, σ) with mean zero, such that
−∇ρ+ (∇σ)⋆ = F with the following estimate :
‖∇ · ⋆D−11 F‖L2(St) . ‖F‖L2(St)
• The operator ⋆D2 is invertible as an operator defined from the quotient of H1
vector fields by the kernel ⋆D2 (see above). Its inverse denoted by ⋆D−12 takes
S-tangent L2 2-forms Z into S tangent 1-forms F such that ⋆D2F = Z. Fur-
thermore we have the following estimate :
‖∇ · ⋆D−11 Z‖L2(St) . ‖Z‖L2(St)
2.12 Estimates in Besov norms :
Due to the non-locality of operators like ∇D−12 , KR had to deal with Besov norms.
Even if most of the following inequalities are trivial in a numerical space, they require
in our setting use of the theory which was developed in [7]. In particular all the
standard calculations involving Bony’s paraproduct are to be redone but with weaker
properties of the dyadic blocs (remark for instance the weak Bernstein inequalities,
see appendix of section 1). A crucial question in this discussion is the regularity of
the gauss curvature K involved in all these properties. A recurrent difficulty is that
we do not have pointwise bound for K. It is a cause of non-sharpness in the trace
theorems.
Let’s begin with Sobolev embeddings :
Theorem 2.12.1. Embeddings theorems We have the following sharp Sobolev
embedding for any scalar field f on St :
‖f‖L∞x (St) . ‖f‖B12,1(St) (256)
and also:
‖f‖B12,1(St) . ‖f‖L2x(St) + ‖∇f‖B02,1(St) (257)
thus :
‖f‖L∞
[0,T ]
L∞x
. ‖f‖B1 (258)
The following version of classical product rules are also true in our weakly regular
setting :
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Theorem 2.12.2. Let f be a scalar and U an arbitrary tensor on a fixed weakly
spherical two dimensional compact surface S. We have the following estimates :
‖fU‖B02,1(S) .
(‖∇f‖L2(S) + ‖f‖L∞(S))‖U‖B02,1(S) (259)
‖fU‖B0 .
(‖∇f‖L2(S) + ‖f‖L∞(S))‖U‖B0 (260)
Proof : See [7].
The following embeddings are also great use
Theorem 2.12.3. Let F be a S-tangent tensorfield on H. We have for any 0 6 κ < 1
2
:
‖F‖Bκ . N1(F ) (261)
As a consequence of the bootstrap assumptions :
Theorem 2.12.4.
‖A‖Bκ .M0 (262)
We have now to state estimates for the transport equations. As usually in this
section, each statement can be restated relative to either L, L′ or d
dt
and we will
obtain the same estimates relative to the norms Lpx(L
q
t ). Each time we come back to
a transport equation relative to t using the relations between the three parameters
along null geodesics.
Theorem 2.12.5. If we consider the following transport equation along H for an
arbitrary S-tangent tensor U :
∇LU = F (263)
where F denotes a tensor of same type. If we assume that F is of one of the following
forms :
i) F = G · ∇LP . Then,
‖U‖B0 .
(N1(G) + ‖G‖L∞x L2[0,T ]
)N1(P ) + ‖U(0)‖B02,1(S0) (264)
ii) F = G · P . Then,
‖U‖B0 .
(N1(G) + ‖G‖L∞x L2[0,T ]
)‖P‖P0 + ‖U(0)‖B02,1(S0) (265)
iii) if F = 0,
‖U‖B0 . ‖U(0)‖B02,1(S0) (266)
iv) we have also :
‖G · U‖P0 .
(N1(G) + ‖G‖L∞x L2[0,T ]
)(‖U(0)‖B02,1(S0) + ‖F‖P0
)
(267)
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Proof : see [8]. We have to say a few words about why the result of [8] remains
true in our setting. In fact it should be redone mainly because of the new terms that
appear in the commutator formulas. However, we will show in the next subsection
how these additional terms can be estimated. We make use of the following product
estimates (see [7]) :
Proposition 2.12.1. For any S-tangent tensors F , G, we have:
‖F ·G‖P0 .
( ∥∥r−1F∥∥
L2
[0,T ]
L2x
+ ‖∇F‖L2
[0,T ]
L2x
) · ‖G‖B0 (268)
‖F ·G‖P0 . N2(r 12F ) · ‖F‖P0 (269)
‖F ·G‖P0 .
( ‖∇F‖L2
[0,T ]
L2x
+ ‖∇F‖L∞ω L2t
) · N1(r 12G) (270)
We will in particular make use of (268) with F of type A and G of type C, for which
we will have :
‖A · C‖P0 .
(
r−1 ‖A‖L2
[0,T ]
L2x
+ ‖∇A‖L2
[0,T ]
L2x
) · ‖C‖B0 (271)
As a consequence of the main Lemma :
Proposition 2.12.2. Assume that the scalar U satisfies the transport equation along
H for some k :
L(U) + ktrχU = F1 · ∇LP + F2 ·W. (272)
Then we have the following control :
‖U‖B0 . ‖U(0)‖B02,1(S0) +
(N1(F1) + ‖F1‖L∞x L2[0,T ]
) · N1(P ) + (N1(F2)
+ ‖F2‖L∞x L2[0,T ]
) · ‖W‖P0
Proposition 2.12.3. Assume that the S-tangent tensor U satisfies the transport
equation along H for some k :
∇L(U) + ktrχU = E (273)
Then we have the following control for any other S-tangent tensorfield G:
‖G · U‖P0 .
(N1(G) + ‖G‖L∞x L2[0,T ]
)(‖U(0)‖B02,1(S0) + ‖E‖P0
)
(274)
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Proposition 2.12.4. Let F be a S-tangent tensor which admits a decomposition of
the form ∇F = ∇LP + E, with P ,E tensors. Then,
‖F‖L∞x L2[0,T ] . N1(F ) +N1(P ) + ‖E‖P0 (275)
Proof :
Let us consider f(s) =
∫ s
0
|F |2, we have :
∇Lf = |F |2, F (0) = 0 (276)
then we apply the commutation formula :
∇L(∇f) + 1
2
trχ(∇f) = 2F · ∇F − χˆ · (∇f) + (n−1∇n)∇Lf (277)
As usual we pay particular attention to the additional term.
Using the transport lemma, we get schematically:
‖∇f‖B0 .
(N1(F ) + ‖F‖L∞x L2[0,T ]
) · N1(P ) (278)
+
(N1(F ) + ‖F‖L∞x L2[0,T ]
) · ‖E‖P0 (279)
+
(N1(A) + ‖A‖L∞x L2[0,T ]
) · ‖∇f‖P0 (280)
+
(N1(F ) + ‖F‖L∞x L2[0,T ]
) · N1(F ) · ‖C‖B0 (281)
in view of the control on C and the bootstrap assumptions :
‖∇f‖B0 .
(N1(F ) + ‖F‖L∞x L2[0,T ]
) · (N1(P ) + ‖E‖P0 +RN1(F ))
+M0‖∇f‖B0
For M0 small enough (not depending on (t, u)) :
‖∇f‖B0 .
(N1(F ) + ‖F‖L∞x L2[0,T ]
) · (N1(P ) + ‖E‖P0 +RN1(F ))
but :
‖f‖L∞
[0,T ]
L∞x
. ‖f‖B1
. ‖∇f‖B0 + ‖f‖L∞
[0,T ]
L2x
. ‖f‖L∞
[0,T ]
L2x
+
(N1(F ) + ‖F‖L∞x L2[0,T ]
) · (N1(P ) + ‖E‖P0 +RN1(F ))
. ‖F‖2L2
[0,T ]
L4x
+
(N1(F ) + ‖F‖L∞x L2[0,T ]
) · (N1(P ) + ‖E‖P0 +RN1(F ))
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then using ‖F‖L2xL4[0,T ] . N1(F ) :
‖F‖2L∞x L2[0,T ] .
(N1(F ) + ‖F‖L∞x L2[0,T ]
) · (N1(P ) + ‖E‖P0 +RN1(F ))+N1(F )2
as a consequence :
‖F‖L∞x L2[0,T ] . N1(F )(1 +R) +N1(P ) + ‖E‖P0
. N1(F ) +N1(P ) + ‖E‖P0
Proposition 2.12.5. Let D−1 denote the inverse of one of the four previously defined
operators. Then any S-tangent F on H, and any 0 6 κ < 1 :
‖∇D−1F‖Pκ . ‖F‖Pκ (282)
Proof : see [7]
We will also need :
Proposition 2.12.6. Let D−1 be either D−11 , ⋆D−11 , ⋆D−12 , ∇·D−12 · D−11 or ∇·D−11 ·
⋆D−11 then for any S-tangent tensor belonging to the corresponding definition set and
any 1 < p 6 2,
‖D−1F‖B02,1(S) . ‖r2−2/pF‖Lp(S) (283)
also along H :
‖D−1F‖B0 .
∥∥r2−2/pF∥∥
L∞
[0,T ]
Lpx
(284)
for and 2
2−κ < p 6 2,
‖D−1F‖Pκ .
∥∥r2−2/p−κF∥∥
L2
[0,T ]
Lpx
(285)
and the following lemma :
Proposition 2.12.7. Let F be a S-tangent tensor on H and D−1 one of the operators
as in last proposition. Then, we have the estimate :
‖F‖B0 . ‖F‖L2
[0,T ]
L2x
+ ‖r∇F‖L2
[0,T ]
L2x
(286)
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2.13 Error terms :
In this subsection, we will study the various error terms appearing in the proof
of the estimates. Some of them are easier to treat that it was in the proof in the
case of geodesic foliation. It is typically the case of A ·A. However, some new terms
appear due to the non-cancellation in the commutation formula, typically in terms
of the form [∇L,D].
We recall the following notations :
• R′ denotes either (ρ, σ) or β
• D−1R′ either D−11 (ρ, σ) or ⋆D−11 β
• D−2R′ either D−12 D−11 (ρ, σ) or D−11 ⋆D−11 β
• D−1∇LR′ either D−11 ∇L(ρ, σ) or ⋆D−11 ∇Lβ
• D−2∇LR′ either D−12 D−11 ∇L(ρ, σ) or D−11 ⋆D−11 ∇Lβ
As before, we don’t need to renormalize the coefficients. Using the Bianchi equa-
tions, we get the following schematic form :
D−1 · ∇LR′ = R0 +D−1(1
r
R0 + A · (R0 +∇A + 1
r
A + A · A+ A · C) (287)
Remark the presence of new terms A · C.
We now set the definitions for the commutators :
Definition 2.13.1.
C1(R
′) = ∇ · D−12 · [∇L,D−11 ](ρ,−σ) or ∇ · [∇L,D−11 ] · ⋆D−11 (β)
C2(R
′) = ∇ · [D−12 ,∇L] · D−11 (ρ,−σ) or ∇ · [∇L,D−11 ] · ⋆D−11 (β)
C3(R
′) = [∇,D−12 ] · ∇L · D−11 (ρ,−σ) or [∇,∇L] · D−11 ] · ⋆D−11 (β)
We now make the distinction between strong and weak error types :
Definition 2.13.2. E is said to be of strong error type if for a fixed κ > 0 :
‖E‖Pκ . M20 +RM0 (288)
and of weak error if this inequality holds with κ = 0.
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Proposition 2.13.1. The following are strong error types :
D−1(A · ∇A), ∇D−2(A · A), D−1(A · R), ∇D−2(A · R), D−1(A · ∇ · D−1R),
D−1(A ·A ·A), D−1(A ·A ·A), ∇D−2(A ·A ·A), ∇D−2(A ·A ·A), A ·A, ∇·D−1A ·A,
A · A, ∇ · D−1A · A.
Proof : The proof is exactly the same that in [5] with the exception of the last
to terms A ·A, ∇ ·D−1A ·A which are in our case of strong error type whereas they
were in weak type in [5].
Proposition 2.13.2. The commutator [D−1,∇L](R′) is of strong error type
Proof : We have schematically :
[∇L,D−1] = D−1 · [∇L,D] · D−1 (289)
and for an arbitrary S tangent tensor :
[∇L,∇]F = A · ∇F + A · A · F + β · F + C · ∇LF (290)
that leads to :
[∇L,D−1]R′ = D−1
(
A · (∇ · D−1R′) + A · A · (D−1R′) + β · (D−1R′)
+C · ∇L(D−1R′)
)
= I1 + I2 + I3 + I4
‖I1‖Pκ .
∥∥A · ∇L(D−1R′)∥∥L2
[0,T ]
L
4/3
x
. ‖A‖L∞
[0,T ]
L4x
· ∥∥∇(D−1R′)∥∥
L2
[0,T ]
L2x
. RM0
‖I2‖Pκ .
∥∥A ·A · D−1R′∥∥
L2
[0,T ]
L
4/3
x
. ‖A‖2L∞
[0,T ]
L4x
· ∥∥D−1R′∥∥
L2
[0,T ]
L2x
. RM20
‖I3‖Pκ .
∥∥β · D−1R′∥∥
L2
[0,T ]
L
4/3
x
.
∥∥D−1R∥∥
L∞
[0,T ]
L4x
· ‖R‖L2
[0,T ]
L2x
‖I4‖Pκ .
∥∥C · ∇L(D−1R′)∥∥L2
[0,T ]
L
4/3
x
. ‖C‖L∞
[0,T ]
L4x
· ∥∥∇L(D−1R′)∥∥L2
[0,T ]
L2x
moreover :
∥∥D−1R∥∥
L∞
[0,T ]
L4x
. N1(D−1R′) (291)∥∥∇L(D−1R′)∥∥L2
[0,T ]
L2x
. N1(D−1R′) (292)
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Thus, we have :
‖[∇L,D−1]R′‖Pκ .M20 +RM0 + (M0 +R)N1(D−1R′) (293)
Where we have used the following estimates :
Proposition 2.13.3. We also have the following estimates :∥∥D−1 · ∇LR∥∥L2
[0,T ]
L2x
. R+M20 +R2M0 (294)∥∥[D−1,∇L]R∥∥L2
[0,T ]
L2x
. R+M20 (295)
N1(D−1R) . R+M20 (296)
Proof :
We use :
D−1 · ∇LR′ = R0 +D−1
(1
r
R0 + A · (R0 +∇A+ 1
r
A+ A · A+ A · C))
but all the terms in D−1(1
r
R0+A · (R0+∇A+ 1rA+A ·A+A ·C)
)
are of strong
error type.
Finally : ∥∥D−1 · ∇LR∥∥L2
[0,T ]
L2x
. R+M20 +R2M0 (297)
Coming back to (2.149) :
‖[∇L,D−1]R′‖Pκ .M20 +RM0 + (M0 +R)N1(D−1R′) (298)
we use :
N1(D−1R′) =
∥∥D−1R′∥∥
L2
[0,T ]
L2x
+
∥∥∇ · D−1R′∥∥
L2
[0,T ]
L2x
+
∥∥∇L · D−1R′∥∥L2
[0,T ]
L2x
. R+M20 +R2M0 +
∥∥[∇L,D−1]R′∥∥L2
[0,T ]
L2x
Putting everything together :
‖[∇L,D−1R′]‖Pκ .M20 +RM0+(M0+R)
(R+M20 +R2M0+∥∥[∇L,D−1]R′∥∥L2
[0,T ]
L2x
)
choosing 0 < R 6M0 6 12 gives :
‖[∇L,D−1R′]‖Pκ . R+M20
and :
‖D−1R′‖Pκ . R+M20
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2.13.1 Commutator estimates :
The commutator terms Ci(R
′) can be written under the following form :
C1(R
′) = ∇ · D−2(A · ∇ · (D−1(R′)) + A · A · (D−1(R′)) + β · (D−1(R′)) + C · ∇L(D−1(R′)))
C2(R
′) = ∇ · D−1(A · ∇ · (D−2(R′)) + A · A · (D−2(R′)) + β · (D−2(R′)) + C · ∇L(D−2(R′)))
C3(R
′) = A · ∇ · (D−2(R′)) + A · A · (D−2(R′)) + β · (D−2(R′)) + C · ∇L(D−2(R′))
The additional terms are of the same level of regularity than the others. We have
:
Proposition 2.13.4. The commutator C1(R
′) is of strong type, moreover there exists
a strong error terms Eκ and E
′
κ such that :
C2(R
′) = ∇ · D−1 · (β · D−2(R′)) + E (299)
C3(R
′) = β · D−2(R′) + E ′ (300)
Proof :
C1(R
′) can be estimated exactly as [∇L,D−1]R′.
For the two remaining commutators, let us begin by remarking that due to the
boundness of ∇ · D−1 on Pκ. The estimates on C3(R′) imply the one on C2(R′).
Now we have :
‖A · (∇ · D−2(R′))‖Pκ . N1(A) · ‖(∇ · D−2(R′))‖Bκ .M0‖(∇ · D−2(R′))‖Bκ
. M0 N1(∇ · D−2(R′))
‖A · A · (D−2(R′))‖Pκ . M20N2(D−2R′)
‖C · ∇L(D−2(R′))‖Pκ . RN2(D−2R′)
It remains to control N1(∇ · D−2(R′)) and N2(D−2(R′)).
We have the following estimates :
Proposition 2.13.5. We have the following estimates :
∥∥∇ · D−2 · ∇LR′∥∥L2
[0,T ]
L2x
. R+M20 (301)
‖Ci(R′)‖L2
[0,T ]
L2x
. M20 (302)
N1(∇ · D−2(R′)) . R+M20 (303)
N2(D−2(R′)) . R+M20 (304)
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Proof : The proof of (306) is the same as in (2.13.2). For the L2 estimates, we
have :
‖C1(R′)‖L2
[0,T ]
L2x
. M20
‖C2(R′)‖L2
[0,T ]
L2x
.
∥∥∇ · D−1 · (β · D−2(R′)∥∥
L2
[0,T ]
L2x
+M0N1(∇ · D−2R′)
+M20N2(D−2R′) +
∥∥C · ∇LD−2(R′)∥∥L2
[0,T ]
L2x
. M20 +M0
(N1(∇ · D−2R′) +N2(D−2R′))
and the same estimate for C3(R
′).
A this step we have to control N1(∇ · D−2R′) + N2(D−2R′).
Using the estimates, we get :
∥∥∇ · ∇LD−2(R′)∥∥L2
[0,T ]
L2x
. R+M20 + ‖Ci(R′)‖L2
[0,T ]
L2x∥∥∇L · ∇D−2(R′)∥∥L2
[0,T ]
L2x
. R+M20 + ‖Ci(R′)‖L2
[0,T ]
L2x
now using the elliptic estimates, we have :
∥∥∇2 · D−2(R′)∥∥
L2
[0,T ]
L2x
. R+M0 ‖Ci(R′)‖L2
[0,T ]
L2x
(305)
it implies :
N1(∇ · D−2R′) . R+M0 ‖Ci(R′)‖L2
[0,T ]
L2x
+M20 (306)
N2(D−2R′) . R+M0 ‖Ci(R′)‖L2
[0,T ]
L2x
+M20 (307)
Using finally that M0 6
1
2
, we get the desired estimates.
2.13.2 Decomposition of the Ci(R
′) :
Proposition 2.13.6. Let F be an arbitrary tensor on H verifying :
N2(F ) <∞ (308)
Then we have that :
i) β enjoys the following structure :
β = ∇L(D−11 (R′)) + E (309)
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with ‖E‖Pκ 6M20
ii) β · F has the following structure :
β · F = ∇LP + E (310)
with N1(P ) + ‖E‖Pκ .M0N2(F ).
iii) ∇ · D−1 · β · F admits a structure similar to the structure of β · F .
iv) D−1(β · F ) has the following structure :
D−1(β · F ) = ∇LP + E (311)
with N2(P ) + ‖∇E‖Pκ .M0N2(F ).
and we have as a consequence :
Proposition 2.13.7. All the commutators Ci(R
′) enjoy the following form :
Ci(R
′) = ∇LP + E (312)
where N1(P ) + ‖E‖Pκ . M20 .
Proof : Once we have proved that the additional terms in the commutators due
to the (t, u)-setting instead of the geodesic one, can be estimated at the same level
of regularity that in [5], the proof of the decomposition Lemma and its consequence
is exactly the same. This proof is based on an elaborate iteration scheme.
2.14 Proof of the primary estimates :
2.14.1 Estimate on χ :
estimate on trχ− 2
s
: We will first record the following lemma.
Let us note :
V = b−1trχ− b−1trχ
W = b−1trχ− 2
r
then we have :
Lemma 2.14.1.
d
ds′
W +
1
2
b−1trχW =
1
2
(
V ·W + V 2))− b−2|χˆ|2
d
ds′
V +
1
2
b−1trχV = −1
2
b−1trχ+ V 2 − (b−2|χˆ|2 − b−2|χˆ|2)
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With the corresponding reformulations in term of t and s.
Remark : It is clearly not a good idea to try to use the (t, u) structure for
this equation. The natural inner structure is easily seen considering the geodesic
foliation. In this kind of case, we re-give the good structure by considering the
quantities corresponding to the affine geodesic parameter s′.
We first recall that we have :
L′(b) = −δ¯ (313)
L′(b−1trχ) = −1
2
b−2|trχ|2 − b−2|χˆ|2 (314)
L′(r) =
2
r
b−1trχ (315)
In view of these relations, we get :
L′(b−1trχ) = −b−1trχ2 + b−2trχ+ L′(trχ) (316)
= −b−1trχ2 + 1
2
b−2trχ2 − b−2|χˆ|2 (317)
−1
2
b−1trχ
2
+
1
2
(b−1trχ− b−1trχ)2 − b−2|χˆ|2 (318)
Thus :
L′(b−1trχ− 2
r
) = −1
2
b−1trχ(b−1trχ− 2
r
) +
1
2
(b−1trχ− b−1trχ)2 − b−2|χˆ|2 (319)
From another hand, we have the following relation :
L′(b−1trχ− b−1trχ) = −1
2
(
b−1trχ− b−1trχ)(b−1trχ+ b−1trχ) (320)
= +
1
2
(b−1trχ− b−1trχ)2 − (b−2|χˆ|2 − b−2|χˆ|2) (321)
Thus applying the transport lemma an using both (BA1), (BA2) and the com-
parison theorem, we get :
∥∥∥∥b−1trχ− 2r
∥∥∥∥
L∞
[0,T ]
L∞x
. I +M20 (322)
80
which implies : ∥∥∥∥trχ− 2s
∥∥∥∥
L∞
[0,T ]
L∞x
. I +R+M20 (323)
Estimate for L(trχ− 2
s
) : The estimation of ∇L(trχ− 2s ) comes when writing :
L(trχ− 2
s
) + (δ¯ +
2
s
)trχ = −|χˆ|2 − 1
2
(trχ− 2
s
)2
which gives : ∥∥∥∥trχ− 2s
∥∥∥∥
L∞x L
1
[0,T ]
. R+M20 (324)
Estimate for ∇trχ :
We recall :
∇L(∇trχ) = −3
2
trχ∇trχ− χˆ · ∇trχ− 2χˆ · ∇χˆ− δ¯∇trχ− δ¯ trχ
−n−1∇n(|χˆ|2 + 1
2
(trχ)2 + δ¯ trχ)
We have moreover the following Codazzi equation :
∇ · χˆ+ χˆ · ǫ = −β + 1
2
∇trχ+ 1
2
trχǫ (325)
and the following Bianchi equations :
L(ρ) +
3
2
trχρ = div β − 1
2
χˆ · α + ǫ · β + 2η · β
L(σ) +
3
2
trχσ = −div β + 1
2
χˆ · α− ǫ ∧ β − 2η ∧ β
Thus :
β = D−11 L(ρ,−σ) +D−11 (R0 + A′ · R + C · R) (326)
then :
χˆ = D−12 D−11 L(ρ,−σ) +D−12 D−11 (R0 + A′ ·R + C ·R) (327)
+D−11 (A · C +∇trχ) (328)
and as a consequence :
∇χˆ = ∇D−12 D−11 L(ρ,−σ) +∇D−12 D−11 (R0 + A′ · R + C · R)
+∇D−11 (A · C +∇trχ)
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Schematically we thus have :
∇χˆ = ∇D−12 D−11 L(R0) + F +∇D−11 (∇trχ)
where
‖F‖Pǫ . R+M20 (329)
In view of the structure estimate, we can write :
∇D−12 D−11 L(R0) = ∇L(∇D−12 D−11 R0) + C(R0) (330)
and according to proposition (2.13.7) :
C(R0) = ∇LP + E (331)
N1(P ) + ‖E‖Pǫ . M20 (332)
Therefore :
∇L(∇trχ) + 3
2
trχ∇trχ = A(∇LP +∇trχ+∇ · D−1M + E)
+C
(
A2 + C · A)
We have here to be careful with the additional term C
(
A2 + C · A).
To apply the transport lemma in Besov norm, it’s sufficient to control :
(N1(A) + ‖A‖L2
[0,T ]
L2x
)‖A.C‖P0 (333)
but :
(N1(A) + ‖A‖L2
[0,T ]
L2x
) . M0 (334)
‖A.C‖P0 .
( ‖A‖L2
[0,T ]
L2x
+ ‖∇A‖L2
[0,T ]
L2x
)‖C‖B0 . RM0 (335)
Then applying the transport lemma, we get :
‖∇trχ‖B0 . I +M20 (336)
For the estimate of ‖∇trχ‖L2xL∞[0,T ] , we come back to :
∇L(∇trχ) = −3
2
trχ∇trχ− χˆ · ∇trχ− 2χˆ · ∇χˆ− δ¯∇trχ− δ¯ trχ
−n−1∇n(|χˆ|2 + 1
2
(trχ)2 + δ¯ trχ)
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and applying the standard transport lemma, we get :
‖∇trχ‖L2xL∞[0,T ] . ‖∇trχ(0)‖L2x(S0) + ‖A ·M + A · A‖L2xL1[0,T ]
+ ‖C · C · trχ+ C · A ·A‖L2xL1[0,T ]
. I + ‖M‖L2xL∞[0,T ] · ‖A‖L∞x L1[0,T ] + ‖A‖
2
L∞x L
2
[0,T ]
+ ‖C‖2L4xL2[0,T ] ‖trχ‖L∞x L∞[0,T ] + ‖C‖L∞x L1[0,T ] ‖A‖
2
L4xL
∞
[0,T ]
it implies :
‖∇trχ‖L2xL∞[0,T ] . I +M
2
0 +RM0 (337)
Estimates for χˆ :
The estimate of N1(χˆ) is a direct consequence of Codazzi equation :
∇ · χˆ+ χˆ · ǫ = −β + 1
2
∇trχ+ 1
2
trχǫ (338)
In view of the elliptic estimate :
‖χˆ‖L2
[0,T ]
L2x
+ ‖∇χˆ‖L2
[0,T ]
L2x
. ‖β‖L2
[0,T ]
L2x
(339)
+ ‖∇trχ‖L2
[0,T ]
L2x
+ ‖A · C‖L2
[0,T ]
L2x
(340)
. I +RM0 +M20 (341)
The last estimate is the one concerning ‖χˆ‖L∞x L2[0,T ] ,
With the notations that we took in the previous part we have :
‖χˆ‖L∞x L2[0,T ] . N1 +N1(P )‖∇D
−1M‖P0 + ‖E‖P0 + ‖A · C‖P0 (342)
. N1(χˆ) +N1(P ) + ‖M‖B0 + ‖E‖P0 (343)
. R+ I +RM0 +M20 (344)
2.14.2 Secondary estimates :
The estimates of χ are consequences of the one proved for χ and the following equality
:
(2)k = −1
2
(χ+ χ)
Moreover, we have due to the maximality of the t-foliation :
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tr(3)k = tr(2)k + δ = 0
The a priori estimates together with what we have just proved leads to :
∥∥∥∥trχ+ 2s
∥∥∥∥
L∞
[t0,t0+1]
L∞x +L
∞
[0,1]
H
1
2
x
. R+ I +M20 (345)
‖χˆ‖
L∞
[t0,t0+1]
H
1
2
x
. R+ I +M20 (346)
2.14.3 Estimates for µ˜ :
As explained before the mass µ˜ will play the role of ∇trχ in the following estimates.
We will work on the 2 dimensional Hodge system for η :
curl η =
1
2
χˆ ∧ χˆ− σ
div η = µ˜+
1
2
χˆ · χˆ− ρ+ 1
2
δtrχ− |η|2
together with the transport equation for the reduced mass :
L(µ˜) + trχµ˜ = 2χˆ · ∇η + (η − η)(b∇(b−1trχ) + trχη)
−1
2
trχ(χˆ · χˆ− 2ρ+ 2η · η) + 2η · χˆ · η − δ|χˆ|2 − 1
2
δ¯ (trχ)2
The main problem comes from the term χˆ ·∇η which requires the application of a
trace theorem on H which is the subject of [8]. We used this mass to avoid the need
for additional control on η other than the ones provided by the trace theorems.
Schematically :
L(µ˜) + trχµ˜ . χˆ · ∇η + trχ · ρ+ A · A · A+ A · A · A
+(A+ C) · ∇trχ+ C · A · A.
which leads to with M = (−µ˜, 0) to :
η = D−11 (ρ,−σ)−D−11 M +D−11 (A · A) +D−11 (A · C) (347)
from another hand :
∇Lβ = ⋆D1(ρ, σ) + 1
r
R0 + A · (R0 +∇A + A · A) + C · (A+R0) (348)
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denoting by J(ρ, σ) = (−ρ, σ), and schematically :
η = −D−11 · J · ⋆D−11 (∇Lβ +
1
r
R0)−D−11 M +D−11 (A · A) +D−11 (A · C)
+D−11 · J · ⋆D−11 (A · (R0 +∇A + A · A) + C · (A+R0))
If we denote by D−2 := D−11 · J · ⋆D−11 and recalling :
‖A · A‖Pκ .M20 (349)
using the boundness of ∇ · D−11 on Pκ, we get :
∇η = −∇ · D−2(∇Lβ) +−∇ · D−11 M + E (350)
where ‖E‖P0 . R+M20 .
but :
∇L · (∇ · D−2R′) = ∇ · ∇LR′ + C(R′) (351)
where C(R′) admits the following decomposition :
C(R′) = ∇LP ′ + E ′ (352)
with N1(P ′) + ‖E‖Pκ .M20 .
Setting P = P ′ +∇ · D−2(R′) and recalling N1(∇ · D−1(R′)), we have :
∇η = ∇L(P ) +∇ · D−2(1
r
R0) +∇ · D−11 M + E (353)
with N1(P ) + ‖E‖P0 . R+M20 .
We have now to deal with trχρ, by using a proof similar to the one we have just
done, we get that ρ admits a decomposition of the form :
ρ = ∇Lp+ e (354)
with N1(p) + ‖e‖P0 . R+M20 .
L(µ˜) + trχµ˜ . (A+
1
r
)∇L(P ) + 1
r
E + E + A · A · A + A · A · A
+(A+ C) · ∇trχ + C · A · A+ A · D−11 M
with N1(P ) + ‖E‖P0 . R+M20 .
The terms A · A · A are better then A · A · A which are of form A · A · C. So we
write schematically :
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L(µ˜) + trχµ˜ . (A+
1
r
)∇L(P ) + 1
r
E + E + (A + C) · ∇trχ
+C · A · A+ A · D−11 M
that we write :
∇LM + trχM = F1 · ∇LP + F2 · E + A ·W + C∇trχ (355)
then using the Besov version of the transport lemma :
‖M‖B0 . ‖M(0)‖B02,1(S0) +
(N1(F1) + ‖F1‖L∞x L2[0,T ]
)N1(P )
+
(N1(F2) + ‖F2‖L∞x L2[0,T ]
)‖E‖P0 + (N1(A) + ‖A‖L∞x L2[0,T ]
)‖W‖P0
+ ‖C‖L2
[0,T ]
L∞x
‖∇trχ‖B0
. I +R+M20 +M0‖W‖P0
where :
‖W‖P0 . ‖∇ · D−1M +∇trχ+ E‖P0
. I +R+M20 + ‖M‖B0
putting everything together :
‖M‖B0 . I +R+M20 (356)
We can also derive directly a L2xL
∞
t of M :
‖M‖L2xL∞[0,T ] . ‖M(0)‖L2(S0) +R+ ‖χˆ · ∇η‖L2xL1[0,T ]
+ ‖(A + C)∇trχ‖L2xL1[0,T ] + ‖A ·A · C‖L2xL1[0,T ]
. I +R+M20
2.14.4 Estimates for η :
Applying the elliptic estimates :
‖η‖L2
[0,T ]
L2x
+ ‖∇η‖L2
[0,T ]
L2x
. ‖R‖L2
[0,T ]
L2x
+ ‖M‖L2
[0,T ]
L2x
+ ‖A · A‖L2
[0,T ]
L2x
. I +R+M20
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From another hand :
∇Lη + trχη = R + A · A+ A · C (357)
it implies direclty :
‖∇Lη‖L2
[0,T ]
L2x
. I +R+M20 (358)
As usually the trace estimates are more difficult. We have proved :
∇η = ∇L(P ) +∇ · D−2(1
r
R0) +∇ · D−11 M + E (359)
with N1(P ) + ‖E‖P0 . R+M20 .
But then we can apply the same control as previously and finally :
‖η‖L∞x L2[0,T ] . N1(η) +N1(P ) + ‖∇ · D
−2(
1
r
R0) +∇ · D−11 M + E‖P0
. I +R+M20
These results together give :
Proposition 2.14.1. Assuming the bootstrap assumptions, we get :
‖µ˜‖L2xL∞[0,T ] . I +R+M
2
0 (360)
N1(η) . I +R+M20 (361)
‖η‖L∞x L2[0,T ] . I +R+M
2
0 (362)
‖µ˜‖B0 . I +R+M20 (363)
Conclusion : Taking I and R small enough and depending only on our funda-
mental constants enable us to close the bootstrap argument.
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