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parameter which trades off the mean square error and sparsity 
of ܐ. Without lose generality, corresponding update equation 
of ASCE methods can be written as 
ܐ(݊ + 1) = ܐ(݊) − ߤ௦ങಽೞ(೙)ങܐ(೙)                            
= ܐ(݊) + ߤ௦݁(݊)ܠ(݊) − ߩ௦௟௣ ‖ܐ
(௡)‖೛భష೛ୱ୥୬൫ܐ(௡)൯
ఙା|ܐ(௡)|భష೛ , (5) 
where ߩ௦௟௣ = ߤ௦ߣ௦௟௣ and ߤ௦ ∈ (0, ߛ୫ୟ୶ିଵ ) is the step size of 
LMS gradient descend and  ߛ୫ୟ୶ is the maximum eigenvalue 
of the covariance matrix ܀ = ܧ{ܠ(ݐ)ܠ்(ݐ)}. 
III. PROPOSED ASCE METHODS 
A. ASCE -NLMS 
We consider a ܮ௣-norm sparse penalty on cost function of 
NLMS to produce a sparse channel estimator, since this 
penalty term forces the channel taps values of ܐ to approach 
zero. It is termed as LP-NLMS which was proposed for 
single-antenna systems in [21]. According to (4) and (5), 
update equation of LP-NLMS based ASCE method is given by 
ܐ(݊ + 1) = ܐ(݊) + ߤ௦ ௘(௡)ܠ(௡)‖ܠ(௡)‖మమ  −ߩ௦௟௣
‖ܐ(௡)‖೛భష೛ୱ୥୬൫ܐ(௡)൯
ఙା|ܐ(௡)|భష೛ .  (6) 
where ‖∙‖ଶ  is the Euclidean norm operator and ‖ܠ‖ଶଶ =∑ |ݔ௜|ଶே௜ୀଵ . If ݌ = 0 in Eq. (4), then it is termed as ܮ଴-norm 
NLMS (L0-NLMS) [21] and the cost function is given by 
ܮ௦௟଴(݊) = భమ݁ଶ(݊) + ߣ௦௟଴‖ܐ(݊)‖଴,           (7)  
where ‖ܐ‖଴ is the ܮ଴-norm operator that counts the number 
of nonzero taps in ܐ and ߣ௦௟଴ is a regularization parameter 
to balance the estimation error and sparse penalty. Since 
solving the ܮ଴-norm minimization is a NP-hard problem [17], 
we replace it with an approximate continuous function  
‖ܐ‖଴ ≈ ∑ ൫1 − ݁ିఉ|௛೗|൯ே೟ேିଵ௟ୀ଴ .             (8) 
According to the approximate function, L0-LMS cost function 
can be revised as 
ܮ௦௟଴(݊) = భమ݁ଶ(݊) + ߣ௦௟଴ ∑ ൫1 − ݁ିఉ|௛೗|൯ே೟ேିଵ௟ୀ଴ .     (9) 
Then, the update equation of L0-NLMS based ASCE can be 
derived as 
ܐ(݊ + 1) = ܐ(݊) + ߤ௦݁(݊)ܠ(݊)                   
−ߩ௦௟଴ߚsgn൫ܐ(݊)൯݁ିఉ|ܐ(௡)|,    (10) 
where ߩ௦௟଴ = ߤ௦ߣ௦௟଴ . It is worth mentioning that the 
exponential function in (10) has high computational 
complexity. To reduce the computational complexity, the first 
order Taylor series expansion of exponential functions is 
considered as [22] 
݁ିఉ|௛| ≈ ൜1 − ߚ|ℎ|, when	|ℎ| ≤ 1 ߚ⁄ 	0, others.        (11) 
where ℎ is any element of channel vector ܐ. Finally, the 
update equation of L0-NLMS based adaptive sparse channel 
estimation can be derived as 
ܐ(݊ + 1) = ܐ(݊) + ߤ௦ ௘(௡)ܠ(௡)‖ܠ(௡)‖మమ −ߩ௟଴ܬ(ܐ(݊)),    (14) 
where  ܬ(ܐ) is defined by 
ܬ(ܐ) = ൜2ߚଶℎ − 2ߚsgn(ℎ), when	|ℎ| ≤ 1 ߚ⁄ 	0, others.     (15) 
B. ASCE-NLMF 
Unlike the proposed method in Section A, here we propose 
a kind of improved ASCE method using sparse NLMF 
algorithm for MISO channel. First, a cost function ܮ௡௟௠௙(݊) 
of standard LMF can be constructed as 
ܮ௙(݊) = ଵସ ݁ସ(݊).               (16) 
The update equation of ASCE using LMF algorithm is given 
by 
ܐ(݊ + 1) = ܐ(݊) − ߤ௙ങಽ೙೗೘೑(೙)ങܐ(೙)                     
= ܐ(݊) + ߤ௙݁ଷ(݊)ܠ(݊),             (17) 
where ߤ௙ ∈ (0,2)  is a gradient descend step-size which 
controls convergence speed and steady-state performance; 
However, LMF algorithm only works stable in low SNR 
regimes [23]. Based on our previous research in [21], 
ASCE-NLMF algorithm is stable for different SNR regimes. 
The update equation of ASCE-NLMF is derived as 
ܐ(݊ + 1) = ܐ(݊) + ߤ௙ ௘
య(௡)ܠ(௡)
‖ܠ(௡)‖మమቀ‖ܠ(௡)‖మమା௘మ(௡)ቁ
  
       = ܐ(݊) + ߤ௙(݊) ௘(௡)ܠ(௡)‖ܠ(௡)‖మమ  ,              (18) 
where ߤ௙(݊) = ߤ௙݁ଶ(݊) (‖ܠ(݊)‖ଶଶ + ݁ଶ(݊))⁄ . Here, we 
observe that when ݁ଶ(݊) ≫ ‖ܠ(݊)‖ଶଶ , then ߤ௙(݊) → ߤ௙ ; 
when ݁ଶ(݊) ≈ ‖ܠ(݊)‖ଶଶ , then ߤ௙(݊) → ߤ௙ 2⁄ ; when 
݁ଶ(݊) ≪ ‖ܠ(݊)‖ଶଶ, then ߤ௙(݊) → 0. Hence, NLMF algorithm 
in Eq. (18) is stable which is equivalent to NLMS algorithm in 
Eq. (6).  According to the previous research in [21], if the 
standard NLMF algorithm is stable, then its corresponding 
ASCE method using sparse NLMF algorithm is also stable.  
For MISO channel vector ܐ, the cost function of ASCE 
using LP-NLMF algorithm is given by 
ܮ௙௟௣(݊) = ଵସ ݁ସ(݊) + ߣ௙௟௣‖ܐ‖௣,         (19) 
where ߣ௙௟௣ is a regularization parameter which trades off the 
fourth-order mismatching estimation error and ܮ௣ -norm 
sparse penalty of ܐ. The update equation of ASCE method 
using LP-NLMS can be derived as 
ܐ(݊ + 1) = ܐ(݊) + ߤ௙(݊) ௘(௡)ܠ(௡)‖ܠ(௡)‖మమ  −ߩ௙௟௣
‖ܐ(௡)‖೛భష೛ୱ୥୬൫ܐ(௡)൯
ఙା|ܐ(௡)|భష೛ ,  
  (20) 
where ߩ௙௟௣ = ߤ௙ߣ௙௟௣ depends on gradient descend step-size 
ߤ௙ and regularization parameter ߣ௙௟௣. Similarly, cost function 
of ASCE method using L0-LMF algorithm is written as  
ܮ௙௟଴(݊) = ଵସ ݁ସ(݊) + λ௙௟଴‖ܐ(݊)‖଴,          (21) 
where ߣ௙௟଴ > 0 is a regularization parameter which trades off 
the fourth-order mismatching estimation error and sparseness 
of MISO channel. The corresponding updating equation 
algorithm is given by 
ܐ(݊ + 1) = ܐ(݊) + ߤ௙(݊) ௘(௡)ܠ(௡)‖ܠ(௡)‖మమ − ߚଶܬ(ܐ(݊)),   (22) 
where ߚଶ = ߤ௙ߣ௙௟଴  and ܬ(ࢎ)  is an approximate sparse  
ܮ଴-norm function, defined in Eq. (15).  
IV. NUMERICAL SIMULATIONS 
In this section, we evaluate our proposed ASCE estimators 
using 1000 independent Monte-Carlo runs for averaging. The 
length of channel vector ܐ௡೟ between each transmitter and 
receiver antenna is set to ܰ = 16  and the number of 
dominant taps is set to ܶ = 1 and 3, respectively. Values of 
dominant channel taps follow Gaussian distribution and their 
positions are randomly allocated within the length of ܐ௡೟ 
which is subjected to 	ܧ{||ܐ௡೟||ଶଶ = 1} . The received 
signal-to-noise ratio (SNR) is defined by 20log	(ܧ଴ ߪ௡ଶ⁄ ) , 
where ܧ଴ = 1 is the transmit power at each antenna. Here, 
we set the SNR as 3dB , 6dB  and 9dB  in computer 
simulation. All of the step sizes and regularization parameters 
are listed in Table I. The estimation performance is evaluated 
by average mean square error (MSE) which is defined as 
Avergae	MSE{ܐ(݊)} = ܧ{‖ܐ − ܐ(݊)‖ଶଶ},       (23) 
where ܧ{∙} denotes the expectation operator, ܐ and ܐ(݊) are the actual MISO channel vector and its ݊-th adaptive 
channel estimator, respectively.  
TABLE I.  SIMULATION PARAMETERS.  
Parameters Values 
Gradient descend step-size: ߤ௦ 0.5 
Gradient descend step-size: ߤ௙ 1.5 
Regularization parameter: ߣ௦௟௣ (2e − 4)ߪ௡ଶlog	(ܰ ܶ⁄ ) 
Regularization parameter: ߣ௙௟௣ (2e − 6)ߪ௡ଶlog	(ܰ ܶ⁄ ) 
Regularization parameter: ߣ௦௟଴ (2e − 3)ߪ௡ଶlog	(ܰ ܶ⁄ ) 
Regularization parameter: ߣ௙௟଴ (2e − 5)ߪ௡ଶlog	(ܰ ܶ⁄ ) 
In the first example, the proposed methods are evaluated in 
Fig. 4 (ܶ = 1) and Fig. 5  (ܶ = 3) at SNR = 3dB . To 
balance the estimation performance and computational 
complexity, the step-size of sparse NLMS algorithms and 
sparse NLMF algorithms are set as ߤ௦ = 0.5 and ߤ௙ = 1.5, 
respectively. Note that the step-size ߤ௦ = 0.5  was also 
recommended by the paper [21]. As the two figures show, 
ASCE-NLMS method achieves better estimation performance 
than ACE-NLMS. Similarly, ASCE-NLMF method also 
achieves better estimation performance than ACE-NLMF 
method. We can also observe that ASCE-NLMF method 
outperforms the ASCE-NLMS method significantly but with 
the cost of higher computational complexity (iterative times). 
Relatively, the computational complexity of ASCE-NLMS is 
very low [21]. As a result, selecting a reasonable ASCE 
method depends on the requirements of the system to be 
designed.  
In the second experiment, the proposed methods are 
evaluated at SNR regimes 6dB and 9dB as shown in Figs. 6-7. 
Again, we can notice improvement over conventional methods. 
Please note that computational complexity of ASCE-NLMF 
method increases with SNR. Our future work is finding a 
solution for reducing the complexity in ASCE-NLMF.  
 
V. CONCLSION 
In this paper, we proposed a ASCE method using sparse 
NLMS and sparse NLMF algorithms for time-variant 
MISO-OFDM systems. First of all, system model was 
formulated to ensure each MISO channel vector can be 
estimated. Secondly, cost functions of the two proposed 
methods were constructed using sparse penalties, i.e., 
ܮ௣ -norm and ܮ଴ -norm. Later, MISO channel vector was 
estimated using ASCE method. Simulation results indicate that 
the proposed ASCE-NLMS method achieves a better 
performance than the standard ACE-NLMS method without 
much increase in computational complexity. The simulation 
results also demonstrate that the proposed ASCE-NLMF 
Fig. 4. Performance comparison at SNR = 3dB. 
 
Fig. 5. Performance comparison at SNR = 3dB. 
method is even better than ASCE-NLMS method but has a 
higher amount of computation complexity. 
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Fig. 6. Performance comparison at SNR = 6dB. 
 
Fig. 7. Performance comparison at SNR = 9dB. 
