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I. INTRODUCTION
MONG renewable energy resources, photovoltaic solar energy has gained significant attention due to its lowmaintenance requirements and low-noise operation. However, PV modules still suffers from relatively low energy conversion efficiencies. Hence, operating a PV system at its maximum power point is crucial. Therefore, many MPPT methods have been introduced in the literature. Perturb and observe (P&O) is the most commonly used MPPT method due to its ease of implementation [1] , [2] . However, one of the major drawbacks of the P&O method is that under steady state operation, the output power oscillates around the maximum power point (MPP.) Hill climbing and P&O have the same fundamental method [3] . The Incremental Conductance (IC) technique was proposed to overcome the disadvantages of the P&O method [4] . This IC technique stops and determines when the MPP is reached without having to oscillate around this value.
However, it can produce oscillations and can perform erratically under rapidly changing atmospheric conditions. Furthermore, the computational time is increased due to slowing down of the sampling frequency resulting from the higher complexity of the algorithm compared to the P&O method. To overcome the demerits of the aforementioned methods, support vector regression based strategies have been proposed for the estimation of solar irradiation (for the MPPT) [5] , [6] . A significant advantage of SVR-based method is that it can provide the global optimal point, unlike other methods, for example, artificial neural networks [7] , which are prone to multiple local minima. In the published literature, however, researchers have assumed a constant temperature [5] , [6] . The assumption is not plausible in practice as the temperature can vary significantly during the day. The temperature variation, in turn, can remarkably affect the effectiveness of the MPPT process; the inclusion of temperature measurements in the process will add to the cost and complexity of the overall PV system and will decrease its reliability. This paper proposes a novel SVR-based multi-stage algorithm for MPPT in PV systems. The proposed algorithm avoids outdoor irradiation and temperature sensors. The proposed MSA consists of three stages: The first stage estimates the initial values of irradiation and temperature; the second stage instantaneously estimates the irradiation with the assumption that the temperature is constant over one-hour time intervals; the third stage updates the estimated value of the temperature once every one hour. After estimating the irradiation and temperature, the voltage corresponding to the MPP is estimated, as well. Then, the reference PV voltage is given to the power electronics interface. The proposed strategy is robust to rapid changes in solar irradiation and load, and it is also insensitive to ambient temperature variations. 
II. SUPPORT VECTOR REGRESSION
The idea of the support vector regression technique is based on computation of the linear regression function in a high dimensional feature space Φ where the input data x are mapped using some nonlinear function. Thus, the SVR problem can be defined as the determination of function f(x) which approximates an unknown desired function and has the following form [8] (1) where (·) denotes the inner product,
, and Φ denotes a non-linear transformation from n R space to high dimensional space (see Fig. 1 ). Considering a set of training
where
denotes the input space of the sample and has a corresponding target value R y i , and n is the dimension of the training data. To calculate the parameter vector w , the following cost function should be minimized [9] , [10] :
where * is a cost function, ε is the permissible error, and C is a pre-specified value that controls the cost incurred by training errors. Every vector outside ε-tube is captured in slack variables , ,
which are introduced to accommodate unpredictable errors on the input training set. The constraints include the term, ε, which allows a margin of error without incurring any cost. The value of ε can affect the number of support vectors used to construct the regression function. As ε is larger, the support vectors selected are fewer. Hence, vales of ε affect the model complexity. With Using a kernel function, the required decision function can be expressed as [9] 
Several choices for the kernel are possible to reflect special properties of approximating functions; the radial base function (RBF) [8] is used in this paper:
where the V is called as kernel parameter. Fig. 2 shows the schematic diagram of the SVR.
III. PROPOSED SVR-BASED MSA
As mentioned earlier, the output power of the PV system depends on the solar insolation (G) and temperature (T). Fig. 3 shows I-V characteristics for a PV array under variable irradiation and temperature. The figure can be divided into two zones: zone A on the left side where curves do not intersect with each other, and zone B on the right side where curves intersect with each other in several points. If the SVR is used to estimate the irradiation and temperature at the intersecting points on the right side, the performance of the estimator will be deteriorated. Therefore, we propose a multi-stage SVRbased algorithm to solve the aforementioned problem. & T=25  G=200 & T=30  G=200 & T=35  G=300 & T=25  G=300 & T=30  G=300 & T=35  G=400 & T=25  G=400 & T=30  G=400 & T=35  G=500 & T=25  G=500 & T=30  G=500 & The proposed algorithm consists of three stages: The first stage estimates the initial values of temperature and irradiation; the second stage instantaneously estimates the irradiation assuming that the temperature is constant within a one-hour time span; and the third stage updates the estimated temperature once every one hour.
The proposed MSA is composed of three SVR modules (SVR1, SVR2, and SVR3). the MPP with a high accuracy. Fig. 9 shows the response of the proposed MSA to a step change in the temperature. At t=0.15 sec, the temperature changed from 25 to 35 o C. As a consequence, the percentage error for both irradiation level and output power is increased to approximately 5.2. At t=0.207 sec, V ref is set to equal V selected , and SVR1 is activated to update the temperature accurately. As a result, the percentage error for both irradiation level and output power is decreased again to almost zero. 
V. CONCLUSION
In this thesis, a novel senseless SVR based multi-stage algorithm (MSA) for MPPT in PV systems is proposed. The proposed algorithm avoids using outdoor irradiation and temperature sensors which means lower cost. Moreover, it improves the reliability of the system based on the fact "using less number of sensors improves the reliability of the system." The proposed MSA consists of three stages: The first stage estimates the initial values of irradiation and temperature; the second stage instantaneously estimates the irradiation with the assumption that the temperature is constant over one-hour time intervals; the third stage updates the estimated value of the temperature once every one hour. After estimating the irradiation and temperature, the voltage corresponding to the MPP is estimated, as well. Then, the reference PV voltage is given to the power electronics interface. The proposed strategy is robust to rapid changes in solar irradiation and load, and it is also insensitive to ambient temperature variations. Simulations studies in PSCAD/EMTDC and Matlab demonstrate the effectiveness of the proposed technique. As a future work, incorporation of the partial shading effect of PV arrays can be carried on to expand the scope of this research. This problem arises when sunlight is blocked from hitting a section of a PV array directly while other sections continue their normal operation. The estimation process of the irradiation and temperature of the PV array will not be accurate and this will cause significant deviations from the maximum power point. The control algorithm should be able to detect this situation and carry out any required corrections. APPENDIX Parameters in Fig. 5 Value 
