Abstract. In this paper we show that the systems introduced in [12] and [22] are equivalent, both giving the notion of quaternionic Hermitian monogenic functions. This makes it possible to prove that the free resolution associated to the system is linear in any dimension, and that the first cohomology module is nontrivial, thus generalizing the results in [22] . Furthermore, exploiting the decomposition of the spinor space into sp(m)-irreducibles, we find a certain number of "algebraic" compatibility conditions for the system, suggesting that the usual spinor reduction is not applicable.
Introduction
Classical Clifford analysis can be seen as an elegant tool for studying (elliptic) first-order differential operators which are invariant with respect to a suitable action of the orthogonal Lie algebra so(m). Since this branch of classical analysis is nowadays to be considered as an independent field of research, we here only mention the generally accepted standard references [3, 11, 16] or [8] for an approach through algebraic analysis methods. Whereas most of the classical work is centered around the Dirac operator ∂ x in R m acting on functions taking values in either the whole Clifford algebra R m or the spinor spaces S, Clifford analysis techniques have also successfully been used to investigate higher spin Dirac operators such as Rarita-Schwinger operators, see [5, 26] , and operators between more general representation spaces. From a more general point of view, all these differential operators arise as projections of the Stein-Weiss generalized gradient ∇ acting on sections ϕ of suitable (higher) spin bundles on a Riemannian spin manifold M, see e.g. [25] .
Recently however, the notions of complex and of quaternionic Hermitian Clifford analysis were introduced. These are refinements of the classical orthogonal framework in which two complex Dirac operators (respectively four quaternionic Dirac operators), commuting with the action of the unitary algebra u(m) (respectively the real symplectic algebra sp(m)) are studied. The key point is that the Lie algebras underlying the symmetry of the system can be realized inside the Lie algebra C (2) 2m , allowing one to formulate the resulting function system in terms of standard objects from the orthogonal setting such as the Dirac operator ∂ x on R 2m and spinor spaces. It also means that complex (respectively quaternionic) Hermitian Clifford analysis allows the study of irreducible sl(m)-modules within a function theoretical context (respectively sp 2m (C)-modules). This theory is still under full development, we refer e.g. to [1, 2, 4, 14, 24] for the complex setting and [12, 13, 22] for the quaternionic setting. In this paper, we extend the analysis started in our paper [10] with the complex Hermitian case to the quaternionic Hermitian case. In particular, we investigate some algebraic properties of the complex associated to the Hermitian system which entails some analytic consequences. To this purpose, we will combine techniques coming from algebraic analysis using computational techniques, see reference [8] , with the language of representation theory, see [15] .
The results we obtain show that, despite the fact that quaternionic Hermitian monogenic functions in one variable are described by a system of equations (and not by a unique equation like classical monogenic functions, which are nullsolutions of the Dirac operator) and have a nontrivial resolution, they possess important properties of functions in one variable, like the existence of non-removable compact singularities.
The system describing quaternionic Hermitian monogenic functions consists of four equations which, translated into real components, have several redundancies. In the last section we describe, at least in low dimensions, the nature of these redundancies.
Acknowledgements. The authors are grateful to the anonymous referee for the careful reading of the manuscript and the useful comments.
Background material
We begin this section by recalling the basic facts which lead to the Hermitian setting. For a more complete treatment we refer the reader to [14] . Let us consider the orthogonal vector space R 4m endowed with the symmetric real bilinear form B R ( · , · ) of signature (0, 4m). The group SO R (4m) is the real Lie group of automorphisms of R 4m of unit determinant which preserve the inner product associated to B R ( · , · ). The choice of a specific element I 4m ∈ SO R (4m) such that I 2 4m = −1 4m allows to define a complex structure on the vector space R 4m . Let us introduce the standard orthonormal basis {e p } for which B R (e p , e q ) = −δ pq and let us define the complex structure
where the 2 × 2 matrices are repeated 2m times. The so-called Witt basis in
If we set W + and W − the subspaces of C 4m generated by {f p } and {f † p } respectively, we have that C 4m = W + ⊕ W − . Indeed, the operators
are mutually annihilating projection operators with
For X ∈ R 4m , we have:
Remark 1. The subspaces W ± are eigenspaces of the complex linear map I C with respect to the eigenvalues ±i. Defining B C as the complex extension of B R it is immediate to verify that W ± are isotropic.
Remark 2. The real Lie algebra su(2m) and its complexification sl(2m) can be realized inside the Lie algebra C
4m of bivectors in C 4m , see [14] . This fact implies the possibility to define, starting from the Dirac operator on R 4m , differential operators which are invariant with respect to the action of the special unitary group and which act on functions with values into irreducible sl(2m)-modules. Those operators are now well known in the case of Hermitian Clifford analysis, see [1] , [2] , [4] , [24] .
In order to introduce the quaternionic Hermitian setting, one could consider the standard quaternionic Hermitian form ( · , · ) H : H m × H m → H as follows:
where
denotes the conjugate of the quaternion q = x 0 + ix 1 + jx 2 + kx 3 . The subgroup of GL n (H) preserving the above quadratic form gives rise to the symplectic group Sp(m). It is also possible to introduce this Lie group by defining another complex structure J 4m ∈ SO R (4m) as
where the 4 × 4 blocks are repeated m times. With this notation one has
A double cover for this group will be denoted by Spin I,J (4m). Note that I, J can be associated to two bivectors σ I , σ J ∈ R
4m . It turns out that the product σ I σ J is a third bivector σ K which can be associated to the element K = IJ ∈ SO R (4m). The vector spaces generated by either {1, σ I , σ J , σ K } or {1 4m , I, J, K} are both isomorphic, as algebras, to H.
According to [14] we give the following: Definition 1. Given the complex structures I, J ∈ SO R (4m), we define the projection operators
where the upper (respectively lower) index refers to ±I (respectively ±J). The definition is a refinement of the notion of complex Hermitian operators on C 2m , indeed
We have the following proposition: 
for all s ∈ Spin I,J (4m) and all B ∈ sp(m).
Quaternionic Hermitian monogenic functions
In this section we discuss several equivalent definitions of Hermitian monogenicity. As in [12] we give the following 
Remark 4. Since we can rewrite the system as
by taking suitable linear combinations of the equations we have that system (1) is equivalent to
In the paper [22] it has been introduced a notion of quaternionic Hermitian monogenic functions which turns out to be equivalent to the one given in Definition 3, as we will see in a while. To this purpose, let us briefly recall some definition from [22] . We first introduce the quaternionic Witt basis.
Definition 4. The quaternionic Witt basis of
We introduce the operator (so-called quaternionic Hermitian vector derivative)
and its variations
We can introduce another notation. Let us write
It is immediate to verify that
is called q-Hermitian monogenic if it satisfies all the four equations
Proposition 2. By choosing suitable complex structures, Definitions 3 and 5 are equivalent.
Proof. If we choose the complex structures I , J ∈ SO(4m) defined by
and K = I J , the corresponding system (2) written with I , J , K coincides with (4). 2
Another useful characterization of quaternionic Hermitian functions (in short q-Hermitian functions) can be given by introducing in C 4m the Witt basis {f p , f † p } with p = 1, . . . , 2m. We define the operators (see [13] ):
where z p = x 2p−1 + ix 2p and z c denotes its conjugate. We have (see [13] ):
Proposition 3. A C 4m -valued function f is q-Hermitian monogenic if and only if it satisfies the system
Remark 5. Note that the four operators in (6) are invariant with respect to the action of the complex symplectic algebra sp 2m (C).
Let us now introduce the following notation:
Definition 6. For all 0 ≤ j ≤ 2m, we define the space S j of homogeneous spinors of degree j as S j = Λ † j I, where Λ † j is the subspace generated by the products of j-vectors
. We have the following: Proposition 4. With respect to the decomposition S = 2m j=0 S j we can represent the Dirac operators appearing in system (6) as the following block matrices with entries in
where the i, j-th block is a 2m i times 2m j matrix of either zeroes or given by the restriction of the Dirac operator
and
Proposition 6. The relations of the previous proposition translate into the following
Furthermore, setting a and b to be any two symbols within the set {d, δ, d , δ }, and choosing any two indices i, j such that j = i ± 1, we have a i b j = 0.
Proof. The first set of relations immediately follows from the previous proposition and by the description of the operators in matrix form given in Proposition 4. The last set is a consequence of the fact that the two matrices representing a i and b j are incompatible. 2
Remark 6. It is in fact the case that some extra conditions hold for the operators in the q-Hermitian system, for instance in the case m = 1 we have d 2 = δ 0 and δ 0 = d 2 .
Such conditions do not really constitute differential conditions, but rather they reflect the fact that some of the rows of P 4m are linearly dependent. In Section 5 we will also give an interpretation of such "degree zero" relations, which we also refer to as "algebraic constraints" as opposed to "differential constraints", from the point of view of symplectic invariance.
Algebraic analysis of the operators
We begin by the description of the characteristic variety of the module associated to the q-Hermitian system. In the following, R will denote the polynomial ring C[x 1 , . . . , x 4m ].
Definition 7. Let P (D) be the matrix associated to the q-Hermitian system and let P be the polynomial matrix symbol of P (D) whose rows form a set of minimal generators. We define M 4m to be R-module given by the cokernel of the map P t .
Theorem 1.
The characteristic variety of the R-module M 4m is given by
Proof. To show the result we will consider the q-Hermitian system (4). Written in this form, the system is given by the Dirac operator ∂ X = ∂ X1 and the variations ∂ Xi , i = 2, 3, 4 obtained by suitable changes of variables (see (3) Remark 7. In general, when dealing with several Dirac operators, the orthogonality conditions are required for the description of the characteristic variety (see [7] ). Here these conditions are automatically satisfied.
Corollary 1. For the module M 4m we have Ext
Proof. By contradiction, if Ext 1 (M 4m , R) = 0, then by Corollary 1, p. 377 in [21] , the dimension of the characteristic variety would be less than 4m − 1.
2 Remark 8. In the complex Hermitian case all the relevant Ext-modules are nonzero. In the q-Hermitian case some Ext-modules can be zero, and some other can be nonzero depending on the dimension. For example, in the case m = 1 only the first and the last Ext-module are nonzero, while the remaining ones vanish identically.
A consequence of this discussion and in particular of the fact that Ext 1 (M 4m , R) = 0 is the following result which we have already encountered in the case of the complex Hermitian monogenic functions, see [9] , [10] , and which has already been noticed in [22] in the low dimensional cases: Corollary 2. Let K be a compact convex subset of an open set U ⊆ R 4m , m ≥ 1 and let f be a q-Hermitian monogenic function on U \ K. Then f cannot in general be extended to a q-Hermitian monogenic function on U .
Example 1.
To provide an example of a q-Hermitian monogenic function with a compact non-removable singularity, we cannot use the kernel functions appearing in the integral representation formulas (see [22] ) since these functions are not q-Hermitian monogenic. Note that this is the case even when considering Hermitian monogenic functions in the complex setting: it is wellknown that the kernel used in the Cauchy integral formula is not Hermitian monogenic itself. In view of the fact that both classical Clifford analysis as well as the complex and the quaternionic Hermitian Clifford analysis refine the theory of harmonic functions, it seems natural to start from the fundamental solution for the Laplace operator ∆ m on R In a similar way, invoking rather lengthy computations, we can prove that
is not identically zero and it clearly has a compact singularity at the origin. This function is q-Hermitian monogenic, as can be seen using Proposition 3 and the relations in Proposition 5. Note that it is necessary to consider the S 1 -valued function E (1) 4 (r) since the S 0 or S 2 -valued parts of a function come from a holomorphic or anti-holomorphic system of equations, whose compact singularities can be removed.
Using the description of the characteristic variety for the Dirac system in four vector variables, we can describe the free resolution associated to the q-Hermitian Dirac operator in any dimension, thus generalizing the results in [22] .
Theorem 2. The free resolution of the module M n associated to the system (2) in real dimension 4m is linear of length 4m.
Proof. The system of Equations (4) can be written in the form
where ∂ X 1 denotes the standard Dirac operator ∂ X and the operators ∂ . A wellknown result in commutative algebra states that pd(M 4m ), the projective dimension of M 4m , is greater than or equal to depth(P) for every associate prime P, and since the number of variables is an upper bound, we have in this case pd(M 4m ) = depth(A) = 4m.
Linearity of the resolution follows from Proposition 6. Indeed, one can consider the qHermitian Dirac system as a 16m × 4m matrix P 4m with entries in
. This is the free associative non-commutative algebra over the set of symbols Σ = {d i , d i , δ i , δ i }, and one can take the quotient of this algebra with the two sided ideal I generated by the relations of Proposition 6. It is easily seen that D/I is a GR-algebra (or Gröbner-ready algebra, according to the terminology of [20] ), i.e. it is a quotient of the algebra generated, as a vector space, by the standard monomials in Σ, and satisfying relations of the type ts = C ts · st + D ts , s, t ∈ Σ, s < t, where C ts is an upper triangular matrix of complex numbers indexed over Σ, < is an order on the symbols of Σ, and D ts are polynomials containing terms that are strictly smaller than st with respect, for example, to the lexicographic ordering on monomials induced by <. One can then construct the free resolution of the row span of the matrix P 4m within D/I, using one of the methods outlined in [20] . We will follow the standard Schreyer's method with S-polynomials, which naturally extends to GR-algebras. Our aim is to prove that at each step, only linear relations will appear. Looking at the matrices (7)÷(10), we need to look for syzygies of their rows. However, since in each row there is at most one nonzero element, it is sufficient to calculate the syzygies column by column. Let us fix one of the columns. There appear only four nonzero elements a
j , using the notation of Proposition 6, with j = i + 1. Therefore, once we calculate their Spolynomials vanish identically. This means that the only way to annihilate them is to use the relations a
The only two cases we did not include are the first and the last column which can be treated in a similar way. This proves linearity at the first step. Since the syzygies obtained this way are again of the same type, with at most one nonzero element in each row, we can conclude that all matrices in the resolution will be of degree one by recursion.
2
Despite the fact that other systems in hypercomplex analysis correspond to CohenMacaulay modules, e.g. the Cauchy-Fueter system and the Moisil-Theodorescu system, the q-Hermitian system is different as shown in the next corollary. In order to describe explicitly the free resolution associated to the q-Hermitian system, we consider the Fourier transform of the matrices (7)÷(10), which we will denote by the same symbol. The context will make clear if we are consider matrices of differential operators or of polynomials. Let Q 4m be the matrix obtained by putting the four blocks
The rows of the matrix Q 4m generate the same module as the rows of the matrix P 4m , however, as we already noted, there are redundancies. This means that at the level of syzygies there will be some degree zero relations. However, this description is convenient in order to describe the matrix of the first syzygies in terms of the original operators. We obtain: Proposition 7. The map of the degree one first syzygies of coker(Q 4m ) is given by
Proof. The matrix is obtained using the relations of Proposition 6. Note that the relations involving the Laplace operator do not generate syzygies because, if one writes the relations
these are identically satisfied given the fact that all elements of Σ are idempotents. 2
As a corollary we now prove the vanishing of Ext 0 (M 4m , R) which means that when a q-Hermitian function on the complement of a compact set K admits an extension inside K, then this extension is unique.
Corollary 4.
. A minimal system of generators for the denominator is given by the rows of P 4m , since they are independent homogeneous vectors of degree one. This fact is sufficient to conclude that Ext 0 (M 4m , R) = 0. 2
Algebraic constraints clarified
In this section we illustrate how one can interpret the degree zero compatibility conditions for the q-Hermitian system on the level of representation theory. To do so we decompose the space of spinors, where the functions on which the operators act take values, into irreducible sp(m)-modules, and we study how the operators split according to this decomposition. Our aim is to study compatibility conditions for the following inhomogeneous system of equations, involving the operators that are used to introduce the notion of q-monogenicity:
Remark 9. Technically speaking, at this point one could also find a relation between d 1 and δ 1 . They both end up in the space S 1 , but act on functions taking values in spinor spaces that can be identified. This, however, does not appear in the calculation of syzygies with computational methods, since the operators appear in different columns in the matrices (7) and (10).
As a general principle, we will look for relations between operators ending up in isomorphic spaces, as they correspond to different rows of the symbol matrix, since compatibility conditions for the system (13) are syzygies of these rows.
5.2
The case m = 2.
Proposition 9. The algebraic constraints for the system (13) for m = 2 are
Proof. We start from the complex vector space C 8 and its Clifford algebra C 8 , which after multiplication with the idempotent I 1 I 2 I 3 I 4 gives rise to the spinor space S = S
The so-called homogeneous spinor spaces S j are all sl(4)-irreducible, but they are not necessarily sp 4 (C)-irreducible. Indeed, the module S 2 splits into the direct sum of two irreducibles:
where P and Q denote the sp 4 (C)-invariant multiplication operators
and the superscript P or Q refers to the fact that we intersect with the kernel for these operators. For example, S
P
Step 3. Next, consider the function f 3 ∈ C ∞ (C 8 , S 3 ). A completely analogous argument can now be applied to the lowering operators ∂ † Z and J[∂ Z ], and this will eventually lead to the following conditions:
Remark 10. A priori, one could look for relations coming from operators starting from the space S 2 , since they end up in either S 1 or S 3 which are clearly isomorphic. However, the above four complex relations exhaust the situation since, thanks to computations with CoCoA, we know the exact number of real algebraic constraints, which is 8 in this case.
5.3
The case m = 3.
Proposition 10. The algebraic constraints for the system (13) for m = 3 are
Proof. This time we will start from the complex vector space C 12 and its associated Clifford algebra C 12 , which after multiplication with the idempotent I 1 I 2 I 3 I 4 I 5 I 6 gives rise to the spinor space S = S + ⊕ S − = S 0 ⊕ . . . S 6 . Again, these homogeneous spinor spaces are sl(6)-irreducible, but they are not necessarily sp 6 (C)-irreducible. Indeed, the following modules split into the direct sum of two irreducible summands:
where P and Q denote the multiplication operators
The other homogeneous spinor spaces are irreducible with respect to sp 6 (C), whence we again omit the subscripts P or Q. Let us then again consider the compatibility conditions for the inhomogeneous system (13) , where all functions take values in the spinor space S and depend on the complex variables (z, z † ) ∈ R 12 . In order to derive conditions, we first need to introduce notation to label each of the components of a function taking values in one of the irreducible slots. For our initial function f ∈ C ∞ (R 12 , S) for example, we put
where each column as a whole will be represented by means of f i ; e.g. f 4 = f 4 + P F 6 . In order to illustrate how the algebraic information coming from the representation theory will reflect on the syzygies, we proceed as follows:
Step 1. Consider the function f 1 ∈ C ∞ (R 12 , S 1 ). By definition, we have that
In order to find the components of ∂ Z f 1 in each of these summands, we have to consider the action of the operator P . We have that P ∂ Z f 1 = P QΦ 0 = 3Φ 0 , where we have used the fact that the restriction of the operator P Q to S 0 acts as the constant 3. On the other hand, invoking the commutation relations, we have:
so that we conclude
From the system, we get ∂ Z f = g, hence ∂ Z f 1 = g 2 ⊕ QG 0 , which means that the initial data G 0 have to be compared with the initial data for J[
f has a component in S 0 given by p 0 and this leads to the following compatibility condition:
Along completely similar lines, one can consider the effect of the operator J[∂ † Z ]. This leads to a similar condition, explicitly given by 3R 0 = −ih 0 .
Step 2. One the other hand, one can of course consider the 'dual' result starting from the function f 5 ∈ C ∞ (R 12 , S 5 ). Again using completely similar arguments, involving the commutation relations, one is easily led to the conditions 3H 6 = +ir 6 and 3P 6 = −ig 6 .
Step 3. Finally, we will use the fact that starting from a function f 3 ∈ C ∞ (R 12 , S 3 ), it is possible to reach a component taking values in the spaces S 0 and S 6 (as an irreducible subspace of the spaces S 2 and S 4 respectively). Moreover, there is a natural identification between these extremal (one-dimensional) spaces so that it is natural to compare those functions. To do so, we first of all note that the natural isomorphism can be expressed by means of Q 3 : S 0 → S 6 . Let us then prove the following result:
Lemma 1. For any function f 3 ∈ C ∞ (R 12 , S 3 ), the following result holds:
Proof: It suffices to note that J[∂ Z ]f 3 is S 2 -valued, which means that the operator QP acts as a constant on the summand QS 0 ⊂ S 2 (since the summand S P 2 will be annihilated). It is then easily seen that QP S 2 = QP QS 0 = 3QS 0 . Together with [Q, J[∂ Z ]] = −i∂ Z , we thus get:
On the level of data then, this gives rise to the compatibility condition Q 3 P 0 = −6iG 6 . In a completely similar way, we are also led to Q 3 H 0 = −6iR 6 . Considering that CoCoA returns only 6 syzygies of degree zero, we have the statement. 2
Conclusions.
Based on the calculations of the previous paragraphs, we can now make some general considerations on the algebraic constraints of the q-Hermitian system. In the low dimensional cases we presented, it is clear that such constraints appear only when there is a copy of S 0 inside one of the homogeneous spinor spaces. Since such copies only appear in the decomposition of S 2j into irreducibles, for 1 ≤ j ≤ m, we have a total of 2m algebraic conditions. Each pair of such conditions comes from considering a spinor in S 2j−1 , 1 ≤ j ≤ m and applying either ∂ Z and
A priori, one could expect more constraints to come from the various copies of other homogeneous spinor spaces, which occur in higher dimensions. However, experiments with CoCoA suggest that this is never the case. Therefore, we conjecture that all the algebraic constraints are concentrated in even homogeneous pieces of the data functions, these being the only spaces in which there is a copy of S 0 . As a consequence of this fact, it is not possible to split the system into two equivalent parts using the classical decomposition S = S + ⊕ S − . We already noticed in [10] that this was not always possible for the complex Hermitian Dirac system. Indeed only for some values of the dimension the reduction yielded two equivalent systems. Also in the quaternionic case, we expect that the reduction of, for example, system (4) into even and odd part will never be possible, since the algebraic constraints would only appear in one of the two systems.
