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Abstract
This paper proposes a theory for understanding perceptual learn-
ing processes within the general framework of laws of nature. Neural
networks are regarded as systems whose connections are Lagrangian
variables, namely functions depending on time. They are used to
minimize the cognitive action, an appropriate functional index that
measures the agent interactions with the environment. The cognitive
action contains a potential and a kinetic term that nicely resemble the
classic formulation of regularization in machine learning. A special
choice of the functional index, which leads to forth-order differential
equations—Cognitive Action Laws (CAL)—exhibits a structure that
mirrors classic formulation of machine learning. In particular, unlike
the action of mechanics, the stationarity condition corresponds with
the global minimum. Moreover, it is proven that typical asymptotic
learning conditions on the weights can coexist with the initialization
provided that the system dynamics is driven under a policy referred to
as information overloading control. Finally, the theory is experimented
for the problem of feature extraction in computer vision.
1 Introduction
In machine learning one is typically involved in the longstanding dilemma
on whether to use on-line or batch-mode learning. Clearly, the trend to-
wards on-line schemes is strongly motivated by the need of learning on huge
training sets, though the forgetting behavior of stochastic gradient descent
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algorithms have promoted intermediate solutions based on weight updating
on mini-batches of data. When focussing on perceptual tasks, it is worth
mentioning that the iteration steps in on-line weight updating algorithms do
not fully capture the notion of time. Whenever time does matter, appropri-
ate computational models have been proposed with the purpose of capturing
temporal dependencies (see e.g. hidden Markov models and recurrent neu-
ral networks). In these cases, the relation between the iteration step of the
learning algorithm operating on sequences and time is quite involved and
very much depend on the specific approach that has been adopted (see e.g.
the differences between recurrent networks with and without state relaxation
towards a fixed point [1, 2, 3]. A close relation between time and neural ac-
tivations is typically assumed in neurobiological models, since in this case
one is directly involved with natural processes. Recently, there has been a
growing interest in the formulation of computational models of learning that
are fully embedded with time. When addressing the rising concerns on the
biological plausibility of the backpropagation algorithm, in [4], an extension
of the framework of “equilibrium propagation” has been proposed that does
not compute the true gradient of the objective function [5, 4]. Using statisti-
cal physics, it has been shown that the inference processes from our sensory
inputs and learning regularities can be described by the same principles [6].
The perceptual processes turn out to be an emergent property of systems
that conform to a free-energy principle. Also in this case, the correspond-
ing computational models are truly embedded in time, which leads to an
extension of the gradient heuristics.
The approach followed in this paper is based on a formulation of learn-
ing that parallels the principle of least action in analytic mechanics, where
the potential energy is related to the loss function, while a generalized form
of the kinetic energy is used to model the temporal evolution of the model
parameters (weights) [7]. While the proposed principle draws interesting
paths to explore, there are at least a couple of remarkable issues that need
to be addressed. First, unlike mechanics, it is clear that the correspond-
ing variational index, that is referred to as the cognitive action, needs to
be minimized. The authors of [7] did not stress minimization issues, thus
fully paralleling the approach used in mechanics, where one is only looking
for stationary points of the action. While the proposed energy balancing
approach somewhat helps understanding the dynamics, there was no effort
to discover the minimum of the action, which is an important requirement
for deeply understanding learning processes. Second, a more serious short-
coming in [7] is that the concrete interpretation of the learning processes
driven by the Euler-Lagrange equations derived from the cognitive action
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requires the fulfillment of boundary conditions, that are typically violated
when following the inspiration from analytic mechanics, where one drives
the trajectory from Cauchy’s initial conditions. This is a serious problem,
since we need a causal dynamic computational model to provide a truly on-
line update of the parameters and, at the same time, we need to satisfy the
consistency with the boundary conditions. The causality of the model is in
fact required to gain the computational tractability, since any algorithmic
search for the satisfaction of the boundary conditions seems to be hopeless.
The typical assumption behind learning policies is that of discovering con-
stant weights at the end of the learning process, which corresponds with
imposing that all the temporal derivatives of the weights are null.
In this paper we address both limitations. First, we provide sufficient
conditions for achieving the minimum of the cognitive action. As it will
be shown, unlike mechanics, this requires to choose an action where the
kinetic energy and the potential comes with the same sign. This confers
kinetic energy the role of classic regularization terms in machine learning.
Second, we solve the problem of making the boundary conditions consistent
with Cauchy initialization, so as the Euler-Lagrange equations turn out
to be a causal computational model. This is made possible by enforcing
special dynamics over a manifold that corresponds with trajectories that are
driven by an appropriate manipulation of the input. In particular, we give
conditions such that when the input is turned to zero then all the temporal
derivatives of the weights are quickly reset, thus respecting the boundary
condition on the right border. Basically the model turns out to be strongly
stable which supports the need of quick dynamics. The intuition behind this
solution comes from the principle of avoiding information overload, which is
somewhat similar to related ideas where the agent is expected to be exposed
to the environment according to a certain teaching plan (see e.g. [8],[9]).
A fundamental result in this paper is that the analysis on the minimality
of the action joint with the need of enforcing stability leads to a choice of the
kinetic terms that yields a forth-order associated Euler-Lagrange differential
equations of learning and inference, that throughout the paper, are referred
to as the Cognitive Action Laws (CAL). The forth order turns out to be
the minimum that guarantees the above conditions, which confers a special
meaning to the special structure of CAL presented in this paper.
The proposed theory offers a framework to grasp an in-depth under-
standing of the dynamics of learning processes that are related to stochastic
gradient to which they reduce under an appropriate selection of the action
parameters. After having properly framed the CAL equations into the dis-
crete setting of computation, we carry out a preliminary experimental anal-
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ysis of the theory for problems of visual feature extraction. The purpose of
this analysis is not that of addressing classic computer vision benchmarks,
but is that of providing an experimental assessment of the novel concepts
introduced in the theory in a specific example. In particular, we introduce
an unsupervised learning process, that is based on the maximization of the
mutual information from the video signal to a set of symbols. Basically, the
mutual information turns out to be the potential of the action, while the
kinetic term drives the temporal evolution. The results show that the theory
leads to construct a consistent unsupervised scheme whose features resemble
typical feature extraction in convolutional neural networks. This opens the
doors to a systematic adoption of the theory, where the agent is simply ex-
posed to its own visual environment. In a sense, this is a new perspective in
which one can think of learning of “living agents” whose behavior is driven
by information-based laws.
2 Cognitive action
Human cognitive processes do not present a neat distinction between train-
ing and test set. As time goes by, humans react surprisingly well to new
stimuli, which suggests us to look for alternative foundations of learning by
embedding the agent into its own learning environment, so as we can think
of learning as the outcome of laws of nature. This view of learning relies on
the principle that the acquisition of cognitive skills obeys to information-
based laws, which hold regardless of biology. Based on [7], we establish a
link with mechanics by paralleling the weights of a neural network to the
Lagrangian coordinates of a system of particles. For reasons that will be-
come clear in the rest of the paper, given an agent in its own environment,
the following functional, referred to as the cognitive action, will be used to
drive inferential and learning processes:
Γ(q) :=
∫ T
0
eθt
(
ξR(q(t), q˙(t), q¨(t)) + U
(
q(t), u(t)
))
dt. (1)
Here θ > 0, q : R+ → Rn, n ∈ N are the weights of the learning system that
are the coordinates of a Lagrangian function composed of a regularization
term1 R(q, q˙, q¨) = ξk/2|q|2 + T (q˙, q¨) and of a potential term U ∈ C1(Rn ×
Rm), where ξ ∈ {−1,+1}. In particular, we choose the following kinetic
term
T (q˙, q¨) :=
α
2
|q¨(t)|2 + β
2
|q˙(t)|2 + 1
2
|γ1q˙(t) + γ2q¨(t)|2
1Throughout the paper | · | is used to denote the norm.
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that somewhat characterizes the presence of an ongoing learning process.
The choice of this kinetic energy is related to the one adopted in [7]. As it
will be shown in the remainder of the paper, the incorporation of second-
order derivatives turns out to be useful when considering the need of mini-
mizing the cognitive action while enforcing stability in the associated Euler-
Lagrange equations. Notice that the kinetic energy is a sort of temporal
regularization term that, once minimized, leads to develop weights that
settle to constant values, while the quadratic term ξk/2|q|2 is the classic
regularization term that favor solutions with small weights. The potential
U ∈ C1(Rn ×Rm) depends on the function u : R+ → Rm, which describes
the input information coming from the interactions with the learning envi-
ronment. The underlying assumption is that U(q, u) ≥ 0. For example, in
computer vision, u is the video signal from which the agent is expected to
learn. The purpose of learning is that of achieving conditions under which,
for t > t, we have U(q(t), u(t)) ' 0. Hence, according to machine learning
terminology, the potential can be regarded as a loss function. It is worth
mentioning that if ξ = −1, α = γ1 = γ2 = 0 then the cognitive action re-
duces to the classic action of analytic mechanics, where the regularization
term ξk/2|q|2 is aggregated with the potential. Interestingly, in this case,
one can look for learning processes that turn out to be a stationary point
of the action, while they are not necessarily minima. Unlike [7], here, we
are mostly concerned with the extended notion of action, where we want to
discover minima configurations. Overall, the Lagrangian (1) contains the
factor eθt ∝ eθ(t−T ) that provides a growing weight as time goes by. The
term eθ(t−T ) is equivalent under re-scaling of the cognitive action, and clearly
prescribes that the weight 1 is gained at the end, while past information is
gradually forgotten. A clear motivation for this weighing will be given the in
the following, but one can easily noticed that it is a sort of discount factor
that leads to focus more on recent information. If we pose µ = α + γ22 ,
ν = β + γ21 , γ = γ2 · γ2, and ξ = 1, then Eq. (1) can be rewritten as
Γ(q) =
∫ T
0
eθt
(µ
2
|q¨|2 + ν
2
|q˙|2 + γq˙ · q¨ + k
2
|q|2 + U(q, u)) dt. (2)
The interpretation of learning by means of functional (2) is especially inter-
esting since, unlike the case of the classic action in mechanics, it admits a
minimum under appropriate conditions. Of course, this property makes it
more attractive for machine learning.
Theorem 1. If the following coercivity conditions
µ > γ22 , ν > γ
2
1 , k > 0 (3)
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hold true then functional Γ, defined by Eq. 2, admits a minimum on the set
K = { q ∈ H2((0, T ),Rn) | q(0) = q0, q˙(0) = q1 }.
Proof. See Appendix A.
We report a few qualitative comments in order to understand this result.
First, we notice that, unlike mechanics, the choice ξ = 1 helps the lower
boundedness of Γ. This is immediately clear when γ = 0, but the term q˙q¨
will be proven to play a fundamental role for the approximation of stochastic
gradient dynamics. Its sign contributes to develop solutions that generate
consistent learning trajectories while minimizing Γ(q). Suppose the weights
are growing, that is q˙ > 0. Then a trajectory following q¨ < 0 yields a
concave function that clearly contributes to minimize Γ. Likewise, the same
holds for q˙ < 0 and q¨ > 0 acts coherently while enforcing convexity of q. At
the light of these comments, the coercivity conditions (3) clearly contribute
to impose a lower bound on Γ. The reason is that the correspondent choices
of µ and ν leads attribute a relevant weight to the second- and first-order
kinetic terms that, unlike γq˙q¨, are positive.
In order to determine the minimum, we must impose the conditions for
determining stationary points, which require the fulfillment of the Euler-
Lagrange equations. We will perform the variation of Γ in the general
assumption that µ, ν, γ, k and U have an explicit dependence on time.
Although this does not change the structure of the resulting differential
equation, it will turn out to be useful in the remainder of the paper. In order
to simplify the calculations of the variation we use the following equivalent
expression of Γ:
Γ(q) =
∫ T
0
( µˆ(t)
2
|q¨(t)|2 + νˆ(t)
2
|q˙(t)|2 + γˆ(t)q˙(t) · q¨(t)
+
kˆ(t)
2
|q(t)|2 + Uˆ(t, q(t), u(t))) dt; (4)
where µˆ(t) = eθtµ, νˆ(t) = eθtν, γˆ(t) = eθtγ, kˆ(t) = eθtk, and Uˆ(t, q(t), u(t)) =
eθtU(q(t), u(t)). Now, let us consider the variation v and define ψ(s) =
Γ(q + sv), where s ∈ R. In the analysis below, we will repeatedly use the
fact that v(0) = v˙(0) = 0. This corresponds with the assignment of the ini-
tial values q(0) and q˙(0). Since we want to provide a causal computational
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framework for q(t), this is in fact the first step towards this direction. The
stationarity condition for the functional Γ is ψ′(0) = 0, 2
ψ′(0) =
[
(µˆq¨ + γˆq˙)v˙ +
(
νˆq˙ + γˆq¨ − (µˆq¨ + γˆq˙)˙)v]
t=T
+
∫ T
0
{
(µˆq¨ + γˆq˙)¨ − (νˆq˙ + γˆq¨)˙ +∇qUˆ} · v = 0.
According to the fundamental lemma of variational calculus, if q is a mini-
mum, the above expression should hold for all the allowed variations v, so
as we can proceed as follows:
1. Consider only the variations such that v(T ) = v˙(T ) = 0. In this case
ψ′(0) = 0 yields the following differential equations
µˆq(4) + 2 ˙ˆµq(3) + (¨ˆµ+ ˙ˆγ − νˆ)q¨ + (¨ˆγ − ˙ˆν)q˙ + kˆq +∇qUˆ = 0. (5)
2. Because of Eq. (5), ψ′(0) = 0 reduces to
[
(µˆq¨ + γˆq˙)v˙ +
(
νˆq˙ + γˆq¨ −
(µˆq¨ + γˆq˙)˙
)
v
]
t=T
= 0. Moreover, since v(T ) and v˙(T ) can be chosen
independent one of each other, then the vanishing of the first variation
also implies that
µˆq¨(T ) + γˆq˙(T ) = 0;
µˆq(3)(T ) + ˙ˆµq¨(T ) + ( ˙ˆγ − νˆ)q˙(T ) = 0. (6)
The set of triples (q˙(T ), q(2)(T ), q(3)(T )) that satisfy this condition is denoted
by NT . Now, if we restore the explicit dependence of the coefficients on the
term eθt then Eq. (5) reads
µq(4) + 2θµq(3) + (θ2µ+ θγ − ν)q¨ + (θ2γ − θν)q˙
+ kq +∇qU(q, u) = 0.
(7)
These equations are referred to as the Cognitive Action Laws (CAL) of
learning. Notice that the eventual non-linearity in this differential equation
resides entirely in the gradient term; the remaining part is a linear ODE.
When joining the result stated by Theorem 1 and the above analysis, we
can state the following theorem:
Theorem 2. If the weight function q? ∈ K that satisfies the CAL equa-
tions (7) is consistent with the right-boundary conditions (6) then it is the
argument of the minimum of Γ(q).
2Here and in the rest of the paper, we sometimes simplify the notation by removing
the explicit dependence on time.
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Notice that the two initial conditions on q(0) = q0, q˙(0) = q1, along with
the right-boundary conditions (6), guarantee the existence of the minimum.
While this is an interesting result, unfortunately, Theorem 2 does not offer
a direct computational scheme for determining the minimum. There is in
fact the typical causality issue that arises whenever one wants to optimize
over time. Basically, the additional Neumann-like conditions (6) may be in
conflict with the Cauchy conditions to be used for a causal solution. As
pointed out in the introduction, this was in fact one of important problem
left unsolved in [7]. In the next section, however, we will show that a careful
modulation of the input signal u(t), that does not change the nature of the
learning and inference task, allows us to establish a causal computational
scheme that verifies, with an arbitrary degree of precision, the conditions (6).
3 Boundary conditions and developmental issues
The theoretical results of the previous section suggest to formulate learning
and inference as the problem of determining
q?(t) = arg min
q∈Q
Γ(q), (8)
where the functional space Q is constructed from K with augmented left
and right boundary conditions:
Q = { q ∈ K | (q˙(T ), q(2)(T ), q(3)(T )) ∈ NT }.
Clearly, we cannot search in this space by a causal computational scheme,
which would require to set also the values of q(2)(0) and q3(0). These two
additional conditions lead in fact to an overdetermined set of equations for
finding the coefficients of the CAL equations. Hence, the chosen Cauchy
conditions likely violates the Neumann-like conditions (6). It is worth men-
tioning that this degree of violation likely depends on T , and that if T → 0
the right-boundary conditions collapses to the Cauchy conditions (in the
case of null initial conditions). An early discussion on how to make causal-
ity consistent with Neumann-like conditions (6) was given in [10]. As dis-
cussed in [11] (Ch. 6), the basic idea can be naturally framed in the context
of developmental learning, according to which one does not overload the
agent with all the available information, but filter it properly so as to gain
a causal optimization of Γ. In other words, the environmental information
is presented gradually to the agent so as to favor the acquisition of small
chunks, for which the approximate satisfaction of the boundary conditions
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is facilitated. The gradual exposition of the agent can also benefit from an
appropriate filtering of the input with the purpose of reducing the associated
information. In experimental results reported in Section 5 we will provide
evidence that a suitable modulation of the input signal, that does not change
the nature of the problem, allows us to solve Eq. (5) with Cauchy conditions
in such a way that the boundary conditions (6) are satisfied.
Now we show that there is another way of controlling the information
overloading. Intuitively, the consistency with the boundary conditions can
be gained by two decoupled dynamics in Eq. (5), one of which performs a
“reset” of the derivatives. Hence, the divergent dynamics that gives rise
from the Cauchy’s initialization and from the natural rhythm of incoming
information can be controlled by discharging the learning state accumu-
lated in the weights. While such a decoupling dynamics is admissible in the
general model of CAL equations, we will show that we can always choose
the parameters in such a way to implement the “reset”. Like in the previ-
ous discussion on developmental issue, where the information is supposed
to be gradually presented, the rationale behind this result is that learn-
ing processes are typically consistent with the temporary detachment of the
input (u = 0) for arbitrarily small intervals. Consider a sequence of times
0 < t0 < t1 < t2 < · · · < t2N < T that defines the two sets A =
⋃N
i=0Ai with
Ai = (t2i−1, t2i), t−1 = 0 and B =
⋃N
i=0Bi with Bi = (t2i, t2i+1), t2N+1 = T
and we let 3
µˆ(t) = eθˆ(t)t
(
µ [t∈A] + µ¯ [t∈B ]);
νˆ(t) = eθˆ(t)t
(
ν [t∈A] + ν¯ [t∈B ]);
γˆ(t) = eθˆ(t)t
(
γ [t∈A] + γ¯ [t∈B ]);
kˆ(t) = eθˆ(t)t
(
k [t∈A] + k¯ [t∈B ]),
(9)
with θˆ(t) = θ [t∈A] + θ¯ [t∈B ]. Not only Eq. (5) still holds, but with this
special temporal dependence, the equations turn out to be decoupled, for
all times apart from t0, t1, . . . , t2N , as follows:
µq(4) + 2θµq(3) + (θ2µ+ θγ − ν)q¨ + (θ2γ − θν)q˙
+ kq +∇qU = 0, t ∈ A;
(10)
and
µ¯q(4) + 2θ¯µ¯q(3) + (θ¯2µ¯+ θ¯γ¯ − ν¯)q¨ + (θ¯2γ¯ − θ¯ν¯)q˙
+ k¯q +∇qU = 0, t ∈ B.
(11)
3We use Iverson’s notation: Given a statement A we set [A] to 1 if A is true and to 0
if A is false.
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We make the fundamental assumption of controlling the input by u(t) →
u(t) [t∈A], that is to reset the input when we are outside set A. This choice
comes when one bears in mind the previous discussion on the need to fulfill
the boundary conditions. As a consequence the equation that describes the
temporal evolution for t ∈ B reduces to the linear equation
µ¯q(4) + 2θ¯µ¯q(3) + (θ¯2µ¯+ θ¯γ¯ − ν¯)q¨ + (θ¯2γ¯ − θ¯ν¯)q˙ + k¯q = 0, t ∈ B. (12)
Now we state two important theorems that show how the input u(t) →
u(t) [t∈A] leads to matching the desired boundary conditions thus gaining
the consistency with Cauchy initialization.
Theorem 3. We can choose the system parameters of Eq. (12) in such a
way that |qk(t2i+1)| = 0 up to an arbitrary precision for i = 0, 1, . . . , N
regardless of the initial Cauchy conditions, which is in fact a special way of
satisfying boundary conditions (6).
Proof. See Appendix A.
While this theorem guarantees the consistency between Cauchy’s initial-
ization and the boundary conditions, one might wonder whether the reset of
the derivatives of the weights in any segment Bi can also be paired with the
latching of the weights developed in the previous segment Ai. As stated in
the following theorem the choice of the roots of the characteristic polynomial
in Eq. (12) guarantees that the values of q(t) at the beginning and at the
end of any time interval Bi, i = 0, . . . , 2N is the same with arbitrary degree
of precision. We will show that if we choose the roots (0, λ2, λ3, λ4), then the
value ρ = maxk |λk| to achieve a precision  depends on the Vandermonde
matrix V3 = V (λ2, λ3, λ4), on the value of the derivatives q˙, q¨ and q
(3) at ti
on  and on a suitable constant C that bounds the entries of the inverse of
the Vandermonde matrix V (λ2/ρ, λ3/ρ, λ4/ρ)).
Theorem 4. Let Λ = (V (λ2/ρ, λ3/ρ, λ4/ρ))
−1 be. For every even i =
0, . . . , 2N consider the defined sets Ai = (ti−1, ti), Bi = (ti, ti+1). It is
always possible to choose the coefficients in Eq. (12) such that ∀ > 0, if we
choose
ρ > [(9C/) ·max
k
|q(k)(ti)|]1/2 > 1
we have |q(ti+1)− q(ti)| < , where |Λkj | ≤ C for all k and j = 1, 2, 3.
Proof. See Appendix A.
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This theorem enables the replacement of the solution of Eq (12) with
the enforcement of a reset as it is described in Section 5. Basically, the
information overloading associated with the temporal presentation of the
source can be properly controlled by resetting all derivatives of the weights,
while keeping their value. The corresponding solution keeps all the discussed
properties and, particularly, makes Cauchy initialization consistent with the
boundary conditions, an issue which was left open in [7]. The conclusion
that can be drawn from Theorems 3 and 4 is quite surprising, since the reset
of the derivatives turns out to be fully consistent with the causality of the
problem.
4 CAL dynamics
In this section we discuss the dynamics behind the cognitive action laws
stated by Eq. (7). This is important for the appropriate set up of the
parameters in the application to any cognitive task, like the one of vision
described in the following experimental section. In particular, we will focus
on case in which u ≡ 0, where the free dynamics is driven by the kinetic
term only. We also address the relationships of CAL dynamics with classic
stochastic gradient and prove that it can be reproduced under appropriate
choices of the parameters.
4.1 Free dynamics
On null input, since we assume that U(q, 0) = 0, Eq. (7) becomes q(4) +
bq(3)+cq¨+dq˙+eq = 0, where we assume µ 6= 0 and use the notation b = 2θ,
c = (θ2µ+ θγ − ν)/µ, d = (θ2γ − θν)/µ, and e = k/µ. The solution is fully
characterized by the nature of the roots of the characteristic polynomial
χ(x) = x4 + bx3 + cx2 + dx+ e. In particular the behavior of the solution is
mainly affected by the negativeness of the real part of the roots and by their
imaginary part. The first condition ensure the asymptotic stability of the
solution, while the violation of the second one prevents oscillatory behavior.
Lemma 1. The characteristic polynomial χ(x) with real coefficients is asymp-
totically stable if and only if
b > 0, c > 0, 0 < d < bc, 0 < e <
bcd− d2
b2
. (13)
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Proof. The proof is gained by the straightforward application the Routh-
Hurwitz criterion (see for example [12]).
If we replace x = z − b/4 with χ(x) then we obtain the reduced quartic
equation ζ(z) := χ(z−b/4) = z4+qz2+rz+s = 0, where q = c−3b2/8, r =
b3/8− bc/2 + d, s = b2c/16− 3/256b4 − bd/4 + e.
Lemma 2. The characteristic polynomial ζ(z) with real coefficients q, r, s
and with discriminant ∆ has only real roots if:
1. q < 0, 4s− q2 < 0 and ∆ > 0 (4 distinct real roots);
2. −q2/12 < s < q2/4 and ∆ = 0 (roots real, only two equal);
3. q < 0, s = q2/4 and ∆ = 0 (two pair of equal real roots);
4. q < 0, s = −q2/12 and ∆ = 0 (all roots real, three equal);
5. q = 0, s = 0 and ∆ = 0.
Proof. See [13].
Proposition 1. If we choose θ, µ, ν, γ1, γ2, k such that θ > 0 and:
µ < γ22 , ν < γ
2
1 , ν < θγ1γ2, 0 < k <
(ν − θγ1γ2)2
4µ
γ1 < 0, γ2 <
γ1
θ
or γ1 > 0, γ2 >
γ1
θ
.
(14)
then the following conditions are jointly verified:
1. Γ admits a minimum in K ;
2. the homogeneous equation associated with Eq. (7) has the following
two properties:
i. it is asymptotically stable;
ii. it yields aperiodic dynamics (the roots of the characteristic poly-
nomial are real).
Proof. The proof follows of 1 on the admission of a minimum comes from
Theorem 1 when considering that, under the given assumptions, condi-
tions (3) hold true. As for the statements 2, the proof of i comes from
Lemma 1 (stability) and from Lemma (2) (aperiodicity).
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4.2 Reproducing gradient flow
Let us consider Eq. (7) with µ = ν ≡ 0 and γ = 1/θ2. Then this equation
reduces to
θ−1q¨(t) + q˙(t) = −kq(t)−∇qU(q(t), u(t)). (15)
We can promptly see that as θ → ∞ the CAL equation (7) restores the
classic gradient flow with potential k/2|q|2 + U(q, u). As anticipated in
Section 2, gradient flow arises from the term q˙q¨, whose intuitive contribution
to the system dynamics was already given. The choice of the parameters
that reduces CAL dynamics to a gradient flow transforms the boundary
conditions (6) into q˙(T ) = 0. This is in fact the ordinary condition that
one expect to be matched at the end of gradient-driven learning processes,
namely that the weights converge to a constant value. Clearly, for such a
convergence we tacitly assume that the learning task presents some form of
regularity to be induced. A recent result in this direction is given in [14].
Notice that gradient flow is also recovered from the action of analytic
mechanic with strong dissipation. This correspond with choosing ξ = −1,
µ = γ = 0 and ν = 1/θ. In this case the Euler Lagrange Equation reduces
to
− θ−1q¨(t)− q˙(t)− kq(t)−∇qU(q(t), u(t)) = 0. (16)
Like Eq. (15), as θ →∞, also the above equation indeed returns a gradient
flow. Thus in both cases the Euler approximation is q(k+1) = q(k)−kq(k)−
∇qU(q(k), u(k)).
The importance of the incorporation of gradient flow in CAL equations
is that some of the results can be inherited also for classic gradient descent
algorithms that are massively used in most applications of machine learn-
ing. On-line stochastic gradient and gradient descent on mini-batches are
typically given a foundation by they association with batch mode gradient
to invoke a sort of overall minimization property that emerges from data
redundancy. The theory herein presented offers a clear foundations of those
intuitive connections in a natural framework driven by the temporal repre-
sentation of the input in the context of variational calculus.
5 The case of visual features
In this section we carry out an experimental analysis aimed at understand-
ing the dynamics of CAL equations with the final purpose of exploring their
behavior in learning tasks. We are mostly interested in understanding the
role of the different parameters in the action functional and to validate the
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theoretical results stated in the previous section. In addition to the ex-
perimentation of the causal processing scheme we aimed at verifying the
important role of filtering the input, as well as that of properly resetting the
system dynamics. More specifically, we are not interested in carrying out
experiments on classic benchmarks, that are typically based on large image
collections, but on checking the agent behavior on real-world visual environ-
ments. With this purpose in mind, we consider the problem of unsupervised
learning of visual features from videos. It is a classic perceptual task where
the role of time plays a crucial role.
Let X be the set of pixel coordinates and denote by u the input video,
where u(t) is the frame at time t. We extract n convolutional features from
each pixel, where the coefficients of the convolutional filters are stored into
q. If the size of a filter is f × f (for each of the m input channels), then the
number of components of q(t) is n · f2 ·m. The activations of the features
on the pixel x ∈ X at a certain time t are given by Φ(x, t) = σ(q(t) x∗u(t)),
where σ : Rn → Rn is the softmax function and q(t) x∗u(t) is the convolution
of the video with the n filters computed in the pixel of coordinates x.
A possible criterion to learn the filters q(t) is to require that the Mutual
Information (MI) between the input video and the extracted features is max-
imized [15, 9]. Instead of using the Shannon entropy we use the quadratic
entropy −∑i p2i , and the following associated potential can be chosen which
play the same role as maximizing the MI4:
U(q, u) :=
n−1∑
i=0
[
λE
2
(∑
x∈X
gxσ
(
q
x∗u
))2 − λC
2
∑
x∈X
gx
(
σ
(
q
x∗u
))2]
, (17)
where gx is a probability measure on the pixel coordinates, that is supposed
to be uniform. For an in-depth discussion on this equation see [10]. Here, we
we follow the spirit of MaxEnt and relax the definition of MI by introducing
the parameters λE , λC > 0 that weigh the contribution of the two entropies.
We implemented a solver for the CAL of Eq. (7) that is based on the
Euler method with step size h. After having reduced the CAL equations
to the first order, the variables that were updated at each t are q, q˙, q¨,
and q(3). The code and data we used to run the following experiments can
be downloaded at https://github.com/alessandro-betti/see, together
with the full list of model parameters. We randomly selected two real world
video sequences from the Hollywood Dataset HOHA2 [16], that we will refer
to as “skater” and “car”, and a clip from the movie “The Matrix” ( c©Warner
4In this case it is always possible to achieve U(q, 0) = 0 just by adding a constant.
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Bros. Pictures). The frame rate of all the videos is ≈ 25 fps, each frame was
rescaled to 240×110 and, unless differently specified, converted to grayscale.
Videos have different lengths, ranging from ≈ 10 to ≈ 40 seconds, and they
were repeated in loop until 45, 000 frames were generated, thus covering
a significantly longer time span. We randomly initialized q(0) while the
derivatives at time t = 0 were set to 0. Following the developmental plan
indicated in Section 3, the video was gradually presented to the system,
starting from a completely null signal (all pixel intensities are zero), and
slowly increasing the level of detail and the pixel intensities, in function of
φ(t) ∈ [0, 1], u(t) = φ(t)
(
gauss ((1− φ(t)δ)) x∗uo(t)
)
, where uo(t) is the
source video signal, gauss(σ2) is a Gaussian filter of variance σ2, and δ ∈
[0, 1] is a customizable scaling factor. We start with φ(0) = 0, and then φ is
progressively increased as time passes, φ(t+ 1) = φ(t) + η(1− φ(t)) (we set
η = 0.0005). We refer to the quantity 1− φ as the “blurring factor”.
According to the indications of Section 3, we also carried out the “reset
plan” according to which the video signal undergoes a reset whenever the
derivatives become too large. Formally, if ‖q˙(t′)‖2 ≥ 1, or ‖q¨(t′)‖2 ≥ 2,
or ‖q(3)(t′)‖2 ≥ 3 then we forced φ(t′) to 0, switching from the case of Eq.
(10) to the one of Eq. (11) (j = 300 · n, for all j), and then we set to 0 all
the derivatives.
We evaluated the CAL dynamics by experimenting four instances of the
set of parameters {µ, ν, γ, k}. Each instance is characterized by the roots of
the characteristic polynomial that lead to stable or not-stable configurations,
and with only real or also imaginary parts, keeping the roots close to zero,
and fulfilling the conditions of Proposition 1 when stability and reality are
needed. These configurations are all based on values of k ∈ [10−19, 10−3],
while θ = 10−4.
We performed experiments on the “skater” video clip; in particular we
let h = 1/frame rate, n = 5 features, and chose filters of size 5×5. Results
are reported in Fig. 1 (first column). The plots indicate that there is an
initial oscillation that is due to the effects of the blurring factor, that vanish
after about 10k frames. The MI portion of the cognitive action correctly
increases over time5, and it is pushed toward larger values in the two extreme
cases of “stability, reality” and “no-stability, no-reality”. The latter shows
more evident oscillations in the frame-by-frame MI value, due to the not-
stable configuration, and roots with imaginary part. In all the configurations
the norm of q increases over time, due to the small values of k, while the
frequency of reset operations is larger in the “no-stability, no-reality” case.
5When evaluating results, we used the classical MI based on the Shannon entropy.
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Figure 1: Comparing 4 configurations of the parameters, characterized by
different properties in terms of stability and reality of the roots of the charac-
teristic polynomial. The input video is reproduced (in loop) for 45k frames,
at 3 different frame rates. The plots are organized into three columns, asso-
ciated to the different frame rates. Each plot shows the temporal behavior
measured by the frame index. From top-to-bottom, we report the cognitive
action of Eq. (2), the portion of the cognitive action that is about the Mu-
tual Information (MI) (minus the potential), the MI per-frame, the norm of
q(t), and the fraction of “reset” operations performed every 1000 frames.
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When moving to the second column of Fig. 1 (smaller frame rate), we can
see that all the configurations have more difficulties in reducing the cognitive
action and increasing the MI index. This is due to the faster changes in the
video signal and the larger h that makes it hard to follow the dynamics of
the CAL (leading to a bad solution in the case of “stability, no-reality”).
Differently, when using a larger frame rate (third column of Fig. 1), we
get better results, that seem to support our intuition of slowly presenting
information to the system. The system is also able to develop the MI index
in a smaller number of steps.
We investigated other configurations of parameters that are character-
ized by larger values of k (between 10 and 20, in the not-stable configu-
rations, and of the order of 10−8 and 10−15 in the last two configurations,
respectively). Fig. 2 shows that the MI index is always pretty small. This is
due to the stronger regularization that we enforce in the problem, so that the
system has difficulties in developing good features. However, the norm of q
is either small or it becomes almost constant after awhile (with the excep-
tion of one configuration, where q still grows), showing the convergence of
the variables to a fixed value. We clearly observe that the unstable configu-
rations make a wider use of the reset mechanism. We evaluated the quality
of the developed features by freezing the final q of Fig. 1 and computing
the MI index over a single repetition of the whole video clip, reporting the
results in Tab. 1 (a). We notice that, while in Fig. 1 we compute the MI
on a frame-by-frame basis, here we compute it over the whole frames of the
video at once, thus in a batch-mode setting. The result confirms that the
100 fps case is preferable, and that the two extreme configurations “stabil-
ity, reality” and “no-stability, no-reality” show better results, on average.
While this was expected in the “stability, reality” case, we explain the per-
formances of “no-stability, no-reality” by the effect of the reset mechanism,
that allows even such unstable configuration to develop good solutions.
We compared the behavior of the system on multiple video clips and
using different filter sizes (5× 5 and 11× 11) and number of features (n = 5
and n = 11) in Fig 3. We selected the “stability, reality” configuration of
Fig. 1, that fulfils Proposition 1. Changing the video clip does not change
the considerations we did so far, while increasing the filter size and number
of features can lead to smaller MI index values, mostly due to the need of a
better balancing the two entropy terms (λE) to cope with the larger number
of features. The MI of Table 1 (b) confirms this point. Interestingly, the best
results are obtained in the longer video clip (“The Matrix”) that requires
less repetitions of the video, being closer to the real online setting. In Fig. 6
we repot some of the developed filters, that clearly resemble oriented edges
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Figure 2: Comparing 4 new configurations of the parameters, all of them
with “larger” values of k (with respect to the ones of Fig. 1).
and corners.
Fig. 4 and Table 1 (c) show the results we obtain when using different
developmental plans (“skater” clip), that is, different values of η that lead
to the blurring factors reported in the first graph of Fig. 4. These results
suggest that a gradual introduction of the video signal helps the system to
find better solutions than in the case in which no-plans are used, but also
that a too-slow plan is not beneficial. The cognitive action has a big bump
when no-plans are used, while this effect is more controlled and reduced in
the case of both the slow and fast plans.
Finally, we experimented the setting of Eq. (15), thus simulating an
online gradient-descent with θ = 1000. We generated an artificial video from
the “skater” clip, by concatenating 3 instances of it, each of them using one
of the R-G-B channels only. Fig. 5 and Table 1 (d) show that the gradient-
like case leads to a smaller MI index and to an unstable evolution of it. We
found that the MI is zero when reproducing the portions of video composed
of shades of red or blue. This suggests that the system has focussed on
features that are only about the greenish portion of the video, and that it
was not able to capture information from the rest of the video, due to the
large θ. However, since there is only one derivative involved, the number of
reset operation is almost zero.
6 Conclusions
In this paper we have proven that the minimization of the cognitive action
yields causal equations, referred to as the Cognitive Action Laws (CAL).
Depending on the choice of the potential they model different tasks, while
the choice of the kinetic energy characterizes the system dynamics, and
nicely extends the classic gradient flow and, consequently, the stochastic
gradient descent. The main results that arises from the analysis of causal
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Figure 3: Different number of features and filter sizes (1st row: n = 5, size =
5 × 5; 2nd row: n = 11, size = 11 × 11) in 3 videos. See Fig. 1 for a
description of the plots.
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Figure 4: Three different developmental plans (n = 11 and filters of size
11× 11).
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5× 5).
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Table 1: MI on the whole video, given the filters developed by the systems
of Fig. 1. S=stability, R=reality, while the overline symbol indicates the
lack of a property.
(a)
FPS S¯R¯ S¯R RR¯ SR
25 0.58 0.30 0.34 0.63
10 0.52 0.32 1.18 · 10−5 0.50
100 0.59 0.65 0.37 0.61
(b)
Video n=5, 5× 5 n=11, 11× 11
Car 0.39 0.28
Matrix 0.62 0.46
Skater 0.56 0.29
(c)
Blurring n=11, 11× 11
Slow 0.29
Fast 0.41
Fastest (None) 0.26
(d)
Video n=10, 5× 5
Gradient 0.48
Cognitive Laws 0.54
Figure 6: Some pictures of the filters obtained by solving CAL. The first
five filters (top row) are from the 5× 5 case, the others are 11× 11.
optimization is that the learning process must be driven by the gradual
presentation of the input that, in particular, when turned to zero, yields
the reset of the dynamics. This sheds light on the video blurring process
in newborns, which stimulated the preliminary validation with the task of
visual feature extraction presented in this paper. While the experiments are
currently exhibited on simple video, it is worth mentioning that the proposed
approach is naturally suited for carrying out learning and inference by an
agent which is “living in its own environment” on a continuous video stream,
where there is no difference between learning and test set. The enforcing of
the reset in the system dynamics might be very well suited for processing
the video on the basis of the focus of attention as proposed in [17]. When
considering the very nature of this unsupervised learning scheme integrated
with motion invariance [10], the proposed theory opens the doors to a new
approach to learning on video streams with no supervision. This is especially
interesting when considering deep convolutional architectures, that can be
modeled by cognitive action laws by an opportune choice of the potential in
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the cognitive action.
Appendices
A Proofs of theorems
Proof of Theorem 1: The proof can be readily adapted from Lemma 2.1
of [18]. Because of the terms proportional to µ, ν and k in Eq. (2) any
minimizing sequence of this functional is bounded in H2((0, T ),Rn); hence
it is compact in L2((0, T ),Rn). This motivates us to choose the following
notion of convergence in L2((0, T ),Rn):
qκ → q (strongly), q˙κ → q˙ (strongly), q¨κ ⇀ q¨ (weakly). (18)
These arguments accounts for the coercivity of the functional (compactness
of sub-levels). For the lower semicontinuity the only adjustment we have
to do is to show that the term γ
∫ T
0 e
θtq˙ · q¨ dt is lower semicontinuous with
respect to Eq. (18). This, however, can be deduced from a well known result
that states that in a separable Hilbert space H with vn ⇀ v and wn → w
and 〈vn〉 limited, the scalar product (vn, wn)→ (v, w) since:
|(vn, wn)− (v, w)| ≤|(vn, wn)− (vn, w)|
+|(vn, w)− (v, w)| ≤M‖wn − w‖ < .
This being done we can conclude as in [18].
Remark 1. In the proofs of Theorems 3 and 4 we will use the fact that
the roots of the characteristic polynomial χ(x) of Eq. (12) can always be
chosen to be distinct, real, and to be more negative than any constant −L
with L > 0 and always bigger than −L − τ (τ > 0). The property of
having real and distinct roots can be achieved by imposing condition 1 of
Lemma 2, while the other two more conditions coincide with the Routh-
Hurwitz criterion applied to χ(x − L) and to χ(−x − (L + τ)). We have
checked for the existence of a solution to all this conditions using the licensed
software Wolfram Mathematica [19].
Proof of Theorem 3: The dynamic in each Bi is given by Eq. (12); since
one of the roots of the characteristic polynomial is 0, the solution in Bi is
thus q(t) = c1+c2e
λ2(t−t2i)+c3eλ3(t−t2i)+c4eλ4(t−t2i), where λi with i = 2, 3, 4
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are the remaining roots. In order to show the theorem it is sufficinet to show
that |q(k)(t2i+1)| can be made arbitrary small for k = 1, 2, 3. Indeed since it
is possible to show that the coefficients in Eq. 12 can be choosen in such a
way to have λi < 0 and with |λi| > L for any L positive and i = 2, 3, 4, the
magnitude of the derivatives
|q(k)(t2i+1)| =|c2λk2eλ2(t2i+1−t2i) + c3λk3eλ3(t2i+1−t2i)
+ c4λ
k
4e
λ4(t2i+1−t2i)|, k = 1, 2, 3,
is exponentially suppressed.
Proof of Theorem 4: The proof arises when imposing the continuity of
the derivatives at the time t = ti. Suppose that we have already solved
the problem in Ai and therefore we know the values q(ti), q˙(ti), q¨(ti) and
q(3)(ti). Since λ1 = 0, the evolution in Bi is given by q(t) = c1+c2e
λ2(t−ti)+
c3e
λ3(t−ti)+c4eλ4(t−ti). Hence for t = ti we must have c1+c2+c3+c4 = q(ti)
and λ2 λ3 λ4λ22 λ23 λ24
λ32 λ
3
3 λ
3
4
c2c3
c4
 =
 q˙(ti)q¨(ti)
q(3)(ti)
 .
Let V (λ2, λ3, λ4) ≡ V3 be the above Vandermonde matrix. Since it is always
possible to choose the coefficients of Eq. (12) so that λi < 0 and −L −
τ < λi < −L for all L > 1 and τ positive, and since |q(ti+1) − q(ti)| =
|c2(eλ2ti+1 − 1) + c3(eλ3ti+1 − 1) + c4(eλ4ti+1 − 1)|, if we let ρ = maxk |λk| so
that 1/(1 + τ) < −λi/ρ < 1 we have
|q(ti+1)− q(ti)| ≤ |c2|+ |c3|+ |c4|
≤
3∑
j=1
3∑
k=1
ρ−k|Λkj | · |q(k)(ti)|
≤ 3(1 + ρ
2 + ρ4)
ρ6
C max
k
·|q(k)(ti)|
≤ 9ρ−2C max
k
|q(k)(ti)|,
where Λ = (V (λ2/ρ, λ3/ρ, λ4/ρ))
−1, and C > 0 is such that |Λkj | ≤ C for
all k and j = 1, 2, 3.
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