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Abstract
Solotronic devices formed from group V dopants in silicon are a prospective option as a
qubit system for quantum technologies. A spin-based silicon based quantum computer is
highly promising with the longest qubit coherence times found to date, and an existing
compatibility with the CMOS industry. The electron spin states of silicon solotronic de-
vices are controlled through resonance absorption of microwave frequencies. Due to the
small dimensions of the dopants, integration of the microwaves to ensure individual qubit
addressability is a important step on the path to producing a commercial quantum com-
puter. Within this thesis, we investigate two different pathways to potentially optimise
this process.
Mesoscopic interconnects could be used to deliver microwaves to individual qubits within
a qubit array. Conventional metals are not suitable as the resistivity increases as the
dimensions approach the atomic scale and have immature nanoscale fabrication tech-
niques. Highly doped metallic phosphorous delta-doped monolayers in silicon could be
a viable material for mesoscopic transmission lines. Si:P delta-doped nanowires can be
fabricated with atomic precision and have been shown to maintain ohmic behaviour down
to wire widths of 1.5 nm. The microwave characterisation of Si:P delta-doped layers was
completed validating that it is a suitable material for microwave propagation. The trans-
mission parameters are extracted and matched to a circuit model and complementary
electromagnetic simulations. A universal nanoscale transmission model showed that Si:P
nanowires have transmission parameters equivalent to graphene nanoribbons and have
optimal behaviour compared to copper nanowires below 5 nm. This investigation has
further reaching applications than silicon quantum technologies as conventional micro-
electronics also require mesoscopic interconnects as Moore’s law progresses.
The application of an external magnetic field modulates the electron spin splitting within
a group V donor and has a linear relationship with the resonant microwave frequency
under high magnetic fields. Within the literature, external magnetic fields approaching
10 T are being used to optimise the operating conditions of the qubit and to simplify the
experimental parameters. Knowledge of the behaviour and mechanisms of the spin lattice
relaxation is unknown at these fields. Electron spin resonance in phosphorous doped
silicon was demonstrated at magnetic fields between 10.5–14 T using electrically detected
donor bound exciton spectroscopy. To accompany this investigation, the first donor
bound exciton spectroscopy model under the influence of magnetic field was developed
and analysed.
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Chapter 1
Solotronics and the quantum
computer
Solotronics is the study of devices formed from single dopants or defects within a semi-
conductor. A relatively new field, it combines optoelectronics and spintronics to create
electrical devices that interact with light for technological applications. The primary
motivation for developing solotronic devices is the potential role they may have within
quantum technologies. Since the conception of quantum computing, research into quan-
tum technologies has been rapidly accelerating. The field has received significant funding
and as of April 2016, the European Commission announced $1.13 billion for the develop-
ment of quantum technologies, including enabling technologies, over the next decade [8].
1.1 Quantum information processing
Analogous to the common micro-processor, quantum technologies utilise quantum bits,
or qubits, to store units of information [9]. A qubit can be formed from any quantum sys-
tem where the qubit can hold a superposition of the two ‘on/off’ states and can entangle
to the surrounding qubit states. It is this ability that defines the processing power of the
quantum computer, with processing rates that increase exponentially with the addition
of each qubit compared to the polynomial growth of the conventional silicon-based com-
puter using transistor bits. In 1965, Moore’s law observed that the number of transistors
per square inch was doubling every year, and Moore predicted that this trend would be
maintained indefinitely [10]. However, as of 2019, the commercial transistor has reached
the 7 nm node [11,12], where the node refers generally to the minimum feature size. For
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dimensions below 10 nm, quantum effects from donors/defects within the silicon start to
become dominant within electrical measurements causing inconsistency between devices.
Additionally, as transistor geometries continue to shrink in size, the dimensional limit
of the 1.5 nm silicon atom is becoming rapidly closer leading to a plateau in potential
processing power. Finally, qubits can be manipulated to complete hypothesised quantum
algorithms which cannot be fulfilled by classical systems including Grover’s searching
algoritm [13] and Shor’s algorithm for integer factorisation for products of primes [14].
This is a key motivation for quantum computers, as the requirement for quantum algo-
rithms is becoming ever more essential as technology starts to progress towards big data
manipulation with accessible processing speeds [15].
1.1.1 Quantum architectures
DiVincenzo outlined a number of basic criteria for the implementation of a quantum
computer [16]. The two-level qubit architecture must have a decoherence time that is
both longer than the required operating time and be robust to errors introduced through
dephasing. Secondly, it must be able to achieve a universal family of unitary transforma-
tions with a finite set of control operations that have reasonable fidelity and operation
times. These requirements can be satisfied with a surprisingly large number of proposed
qubit architectures ranging from superconducting loops to trapped magnetic ions. To
date, the superconducting qubit architecture has the greatest maturity with the produc-
tion of the world’s first, and only, commercial quantum computer, ‘D-Wave’ [8]. The
computer operates through quantum annealing and is limited to a singular optimisation
algorithm however it has highlighted the robustness and ease of fabrication of the su-
perconducting qubit and its potential to create a system of qubit gates. The limitation
of the superconducting qubit, which has prevented it being labelled the winner of the
quantum computing qubit race, is that it has a very short and sensitive decoherence time
on the order of 10µs [17]. Recently, there has been rapid progress in using the spin state
of atoms as a qubit architecture, due to their long decoherence times and the stability
of solid-state systems. This is beneficial as more gate operations can be completed be-
fore the qubit decays. Various different spin mechanisms are being explored within the
literature: the electron and nuclear spin states of single atoms within a semiconductor,
the collective spin within a quantum dot, the nuclei state of a molecule suspended within
a liquid and the electron spin of an isolated nitrogen vacancy centre in diamond [18].
Of these, the longest decoherence time of all proposed qubits has been found within the
nuclear spin of a phosphorous atom within silicon which has achieved coherence times
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greater than 180 s [19]. Within this thesis, the focus shall be on quantum information
architectures fabricated from group V dopants in silicon.
1.1.2 Silicon as a quantum computing platform
A group V donor atom incorporated into a silicon lattice has a single loosely bound
electron sat within an unfilled shell [20]. At low temperatures, the electron maintains
large orbital wavefunctions analogous to the hydrogen wavefunctions to the first order.
Within an external magnetic field, the spin state of the electrons and nuclei within the
donor splits into two-levels, spin-up (me = +1/2) and spin-down (me = −1/2). The
choice between the electron and nuclei spin states as a qubit base is dependant upon the
chosen quantum computing scheme.
The seminal, and still the most widely supported, proposal for a quantum com-
puter within a silicon platform was published by Kane in 1998 [1]. The qubit is formed
from the nuclear spin in phosphorous donors placed singularly below a series of A-gates
atop the silicon surface. The A-gates apply a small electric field to the phosphorous donor
which modulates the wavefunction of the electron cloud, modifying the nuclei hyperfine
spin splitting. J-gates located between the donors switch on/off coupling between ad-
jacent qubits through the modification of the overlapping electron clouds through the
exchange interaction. Figure 1.1a shows the Kane scheme under a two-gate operation.
Due to the isolation of the nuclear spin from the surrounding environment, it is very ro-
bust to external influences producing very long coherence times. This isolation however
has its limitations as the nuclear spin is hard to access, manipulate and measure.
Conversely, the electron spin is easily accessible in its position on the edge of the
donor, allowing it to couple of many degrees of freedom, including other electrons, nuclei,
phonons and photons. However, the coherence time is shorter as the electron is more
sensitive to surrounding influences. The extent of the compromise between the two is still
being established within the quantum community. An example of a scheme that uses the
electron spin of a group V donor impurity as a qubit is the ‘Stoneham-Fisher-Greenland’
(SFG) model [2], as seen in Figure 1.1b. Qubit gates are created from a pair of deep donors
separated by a shallow donor, proposed as bismuth and phosphorous. The deep donors are
the computation qubits and the shallow donor acts as a control gate. Initially, the donors
are positioned so that there is no exchange interaction between their respective 1s ground
states. Optical excitation of the control donor into a higher orbital state, conventionally
the 2p±, produces an overlapping between the computation donors wavefunctions causing
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Figure 1.1: Diagram of the a) Kane and b) Stoneham-Fisher-Greenland quantum com-
puting schemes. The Kane scheme is shown under the implementation of a two-gate
operation where a positive electric field is applied to the A-, and J -gates. The A-gate
pulls the electron wavefunction away from the donor and towards the barrier modifying
the nuclear hyperfine coupling. The J -gate varies the electrostatic barrier between the
donors to enhance exchange coupling. The SFG scheme comprises of two deep donors
A and B and a shallow control donor C. In the ground states WCG, WA and WB, the
wavefunctions are isolated. Under excitation of the control donor to a higher wavefunc-
tion WCE, the wavefunctions overlap producing a spin-exchange interaction between the
deep donors.
a spin-exchange interaction across the three donors, turning on the two-qubit system.
The SFG model relies significantly on the effective mass theory which states that the
excited energy levels of the donor electron must scale by an amount corresponding to the
electron effective mass me and the silicon dielectric constant r. As each donor species
has a different set of electron orbital levels, it is possible to tune the orbital excitation to
only the control donor. The use of a deep donor as the qubit, such as bismuth, mitigates
some of the dephasing effects from the surrounding environment. Bismuth is the heaviest
of the group V elements, so it has a tighter electron binding and hence, the electron wave
functions have a smaller spatial reach reducing the electron exchange interactions with
neighbouring degrees of freedom. For reference, additional schemes that utilise either the
nuclear and electron [21–23] spin or even an electron-nucleus spin-pair [24] are mentioned,
showing an approximate 50:50 split within the literature.
Our discussion has been limited to the use of single donor impurity centres
within bulk silicon. It should be noted that other group V qubit structures in silicon
are possible. Quantum dots are small groups of donors that can be defined physically
within a confined mesa structure or electrostatically using gate electrodes. The combined
nuclear or electron spin state provides the two-level quantum system [25].
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Commercially, building a quantum computer out of silicon is pragmatic. Sil-
icon is the second most abundant naturally found element on Earth meaning material
costs are relatively cheap when compared within the rare earth elements required for
superconducting qubits. Secondly, classical computers are built from silicon and it has
been estimated that, in total, 1 trillion US dollars have been invested in silicon technolo-
gies. Not only does this mean that much of the preliminary fabrication work has been
researched and optimised, but the use of a shared platform simplifies future integration
between classical and quantum computers. Thirdly, with a Bohr radii on the order of
nanometres, a group V donor is the smallest spatially proposed qubit thus far enabling a
higher qubit density and a smaller qubit chip. This is useful as the majority of proposed
systems require a large amount of external control systems (low-temperature fridges etc.)
and equipment for qubit manipulation and measurements that can limit the maximum
qubit array size.
This section has introduced the topic of solotronics and its potential application
as a quantum information architecture. The current state of the quantum computer has
been briefly explored before a fuller discussion of the implementation of a quantum com-
puter based within silicon. Two primary quantum computer schemes have been described
and the relative merits of both explored. Whilst it is clear that silicon-based quantum
information processing architectures have great potential, there are still a number of hur-
dles to overcome. The next sections introduce two of these such hurdles that are explored
further within this thesis.
1.2 Nanoscale interconnects for enabling technolo-
gies
The primary difficulty in the production of a silicon-based qubit system is the requirement
for nanoscale fabrication procedures for both the qubit and the surrounding circuitry. The
group V donors and silicon have relatively large m∗ and r respectively, meaning that the
exchange interaction operates over the order on nanometres. Both the Kane and SFG
model require the ability to place donors with atomic precision with qubit separations
of around 10–20 nm. This separation has to be carefully managed to ensure that the
qubits are isolated whilst ‘off’ and experience the exchange interaction whilst ‘on’ where
the exchange interaction has a negative exponential dependence on the qubit separation
distance. Consequently, any surrounding control systems or electrical circuitry including
microwave interconnects for spin control are also limited by these dimensions. Current
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devices used to deliver microwaves to, and drive, the spin of a qubit are formed of a
terminated transmission line above the qubit and have minimum dimensions on the order
of 150 nm at the qubit interface and would be impractical for a qubit array [26]. A large
proportion of silicon quantum computing research is focused on the precise incorporation
of single donors. The leading fabrication technique, which has shown rapid progress over
the last decade, is hydrogen-resist lithography (HRL).
1.2.1 Hydrogen-resist lithography
Since the 1980s, it has been possible to fabricate large monolayer sheets of phosphorous
donors in silicon known as delta-doped layers (δ-layer). Atomistically flat silicon is placed
under ultra-high vacuum and subjected to phosphine (PH3) dosing. The PH3 molecules
adsorb onto the silicon surface and are incorporated using an annealing step, before en-
capsulation with silicon. HRL is a modification of this process that enables controlled
donor placement. Prior to the phosphine release, the silicon surface is passivated with hy-
drogen which prevents PH3 adsorption. A charged scanning tunneling microscope (STM)
tip is used to desorb individual hydrogen atoms across the silicon surface creating a pos-
itive hydrogen mask for the PH3. This technique can place a phosphorous atom with
the spatial resolution of one in six silicon lattice sites. This precision is limited by the
requirement to open three pairs of dimers in the hydrogen mask to ensure 100 % incor-
poration. Demonstration of this technique has enabled a number of high profile research
outputs including the fabrication of a two-qubit gate [27], a single-atom transistor [28],
another silicon based solotronic device, and has been successfully implemented to create
metallic dopant nanowires and epitaxial gates [29]. Non-invasive scanning microwave
microscopy can be used to both image and electronically characterise these buried phos-
phorous nanostructures [30]. Recently, HRL on silicon has been extended to include
arsenic doping, another shallow donor. Other dopant species, including bismuth, are not
yet possible due to a limited availability of suitable precursor gases.
1.2.2 Metals at the nanoscale
Whilst HRL can provide precise placement of the qubit itself, consideration has to be
made for the enabling electrical architecture surrounding the qubit. Within the Kane
model and other electrically gated schemes, the required nanoscale qubit separation scale
extends to the metal A− and J− gates. For the Kane model, ideal gates widths and
separations of around 15 nm are required. Currently, electron beam lithography (EBL)
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Figure 1.2: a) STM image of a 1.5 nm wide wire fabricated with HRL. b) The wires are
formed from two dimer rows making it four atoms wide and one atom tall. c) Evidence
of the limitation of atomic positioning to six lattice positions. Figure reproduced from
Weber 2012 [15].
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provides the smallest resolution for metal deposition which is limited by the width of the
electron column. Optimised standard EBL can achieve wire widths down to 30 nm, which
is not adequate for [31]. Secondly, as metal dimensions approach the scale of the mean
free path lmfp of the charge carriers (lmfp ≈40 nm within copper at room temperatures),
they experience a degradation in their electrical properties. Specifically, the metallic
resistivity increases due to increased diffusive scattering at the grain/surface boundaries.
As the dimensions of the wire decreases the grain sizes reduce and there is an increased
level of surface roughness [32–35]. The Fuchs-Sondheimer (FS) and Mayadas-Shatzkes
(MS) models are two semi-classical models of the nanowire resistivity ρ dependence on
these scattering mechanisms. The FS model details scattering at the surface of the wire
whilst the MS model details scattering at the grain boundary [35].
Equations 1.1 and 1.2 are simplified variations of these models for a metal cylin-
drical nanowire where ρ0 is the material bulk resistivity at macroscopic scales and d is
the scattering length.
FS :
ρ
ρ0
= 1 +
3
4
(1− p) lmfp
d
(1.1)
MS :
ρ0
ρ
= 3
[
1
3
− α
2
+ α2 − α3 ln (1 + 1
α
)
]
(1.2)
For the MS model, α =
lmfp
d
1−b
b
where d is the average distance between the grain
boundaries. For the FS model, d is the nanowire diameter. The variables p and b are the
fractions of electrons scattered at the surface and grain boundaries respectively. The FS
model here is specifically for a cylindrical wire where lmfp/d  1. Extended models for
both the MS and FS model be found for different nanowire geometries and properties etc.
within the literature [35]. The FS model has a simple inverse relationship dependence
on the wire diameter where as the MS model shows that the grain boundaries induce a
higher order relationship, showing a more complicated scaling regime as d is reduced. The
inverse relations can be seen within Figure 1.3, which is experimental data complied on
copper wires fabricated within a SiO2 substrate [35]. Here, the average distance between
the grain boundaries is taken to be equivalent to the nanowire diameter. The combined
models show a prominent inverse relationship between the resistivity and the d below
1 µm. Matthiessen’s rule states that the total resistivity of the wire, ρ = m/Ne2τ , comes
from the combined relaxation times for each scattering regime , 1
τ
= 1
τFS
+ 1
τMS
+ 1
τBG
where BG refers to the bulk background scattering from acoustic and optical phonons,
electrons, defects and impurities. Here, m is the effective charge carrier mass and N the
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Figure 1.3: Experimental data for the resistivity of a copper wire as the dimensions
approach the nanoscale. The copper wires are embedded within trenches within a SiO2
matrix on top of a bulk Si substrate. The copper wires are deposited electrochemically
and have a rough trapezium shape. Equations 1.1 (FS) and 1.2 (MS) are plotted and
show the importance of the inclusion of scattering at the grain boundary surfaces. Here,
‘bulk’ refers to the bulk resistivity of copper at macroscopic scales. Data reproduced from
Steinghogl 2002 [35].
charge carrier density.
Another variable in metal resistivity to be considered is the temperature. Con-
ventionally, the resistivity of a metal decreases with decreasing temperature with relation
ρ/ρ0 = 1 + a(T − T0), where a is a constants, due to reduced scattering from thermally
induced phonons. However, for metallic nanowires this behaviour changes below 10 K,
where the resistivity has been found to have a T−0.5 relation. This relation combines from
the electron-electron interactions which begin to dominate at these small dimensions and
has been both theoretically and experimentally verified in both gold and copper [33].
This relationship needs to be considered as the working temperature of a silicon quan-
tum computer is within the milli-kelvin regime.
There are a number of obstacles to effectively creating nano-interconnects from
gold. Whilst research into extending EBL and the quality of metallic nanowires is contin-
uing, an alternative solution could be to utilise the high resolution fabrication technique
of HRL and to use metallic doped semiconductor wires as nanoscale interconnect.
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1.2.3 Metallic delta-doped layers
In 2012, HRL was used to fabricate atomic scale nanowires from Si:P δ-layers, with
wire widths down to 1.5 nm as seen in the Figure 1.2. The wires were the first litho-
graphically produced nanowires which maintain ohmic behaviour down to the atomic
scale and have the current-carrying capabilities of copper [15]. The key reason that the
nanowires have the ability to maintain ohmic behaviour is due to the use of HRL which
embeds the phosphorous nanowires within the silicon substrate, as detailed within Figure
1.2. The annealing process incorporates the nanowire into the surrounding silicon lattice
removing any dielectric mismatch between the wire and substrate and any associated
scattering at the surface of the wire [15]. Additionally, as the donors sit within the crys-
talline silicon lattice, there are no grain boundaries to induce further scattering. Due
the ultra-thin body of nanowire, any dielectric mismatch can significantly alter the shape
of the Coulomb potential within the surrounding silicon which, in turn, could modify
the properties of the qubit [36]. Bjork found a 15 nm VLS silicon nanowire has a 50 %
lower carrier density than in bulk silicon due to this dielectric mismatch [37]. Therefore,
it is important to reduce any dielectric mismatch within the enabling technologies for
the control of impurity qubits. The use of Si:P δ-layers would mitigate the three pri-
mary problems identified within non-semiconducting metallic interconnects: fabrication,
low-temperature and non-ohmic behaviour. Additionally, HRL could be used to fabri-
cate both the qubits and the surrounding gates/leads which would reduce the number of
different fabrication steps.
1.2.4 Quantum transmission lines
Weber et al. has shown that Si:P δ-layer can be used for DC interconnect at the nanoscale.
However, for the manipulation of spin qubits, interconnects that can propagate high
frequencies are also required. Radio and microwaves are used to selectively manipulate
and control the nuclear and electron spin states of the system respectively [38]. As a
reference, a phosphorous donor within an external magnetic field of 0.5 T has nuclear and
electron spin splittings of 8.6 MHz and 14 GHz respectively. It has been proposed that
non-contacting methods could be used to manipulate small quantities of solotronic atoms
simultaneously [1]. However as the number of qubits starts to increase, this technique
could become impractical for individual qubit manipulation. An architecture created
from nanoscale transmission lines that could propagate radio and microwaves, and due to
the nature of solotronic devices, function at low temperatures, would enable individual
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Figure 1.4: Experimental resistivities taken from Si:P nanowires with decreasing
wire widths at 4.5 K. Data is presented for nanowires fabricated from the hydrogen
resist lithography (HRL) and vapor liquid solid (VLS) growth (carrier density =
1.5× 1020 cm−3). It can be seen that there is a metallic characteristic increase in re-
sistivity with wire width shown in the VLS wires, which sit above the substrate surface,
and not within the HRL wires which are embedded within the substrate. Data taken
from Weber 2012 [15]
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qubit addressability, control and readout. Within this thesis, an investigation into the
use of Si:P delta-doped nanowires as nanoscale transmission lines with the motivation
of enabling an on-chip microwave architecture was completed. Whilst this seems like
a straight forward extension of the Si:P DC interconnect, there is more to consider for
nanoscale transmission lines. As dimensions approach 2D, and even 1D, the impedance of
the transmission line is expected to be on the order of kΩs, due to the intrinsic quantum
resistance, RQ = h/2e
2 = 12.9 kΩ [39]. This is discussed further within Chapter 3. The
need for nanoscale transmission lines is not limited to quantum computers and has already
undergone extensive research. Within the literature, there has been a continual focus on
graphene and its allotropes. Chapter 4.1.1 completes a literature review on graphene as
a nano-transmission line as a guide for our research.
1.3 High magnetic field spin dynamics in silicon
Our discussion now switches to the second focus within this thesis, the spin control of
group V impurity donors at high magnetic fields. The previous sections have discussed
the importance of spin control within a qubit using microwaves. Intrinsically entwined
with using microwaves for spin control is the externally applied static magnetic field
required to split the electron/nucleus spin states into two, provides a two-level qubit.
The relation between the Zeeman energy splitting between the spins EZ and the applied
magnetic field is EZ = hν = gµBB0, where ν is the resonance frequency of the applied
radio or microwaves, g is the particle g-factor (g ≈ 2 in silicon) and µB is the Bohr
magneton, a physical constant. Whilst the relation between the required resonant fre-
quency and the magnetic field seems simple, the implementation for a donor qubit state
requires certain conditions. Ideally, the qubit system will be naturally polarised into the
spin-down state between calculations preventing any requirements for an initialisation
operation to achieve a known spin state. For a thermal polarisation of the spin, it is
required that EZ  kBT . A second limitation is that EZ  5kBT , where 5kBT is the
thermal broadening of the system [26] to ensure the high resolution of the electron spin
resonance measurement. Therefore, at 300 mT, a standard magnetic field strength used
for spin resonance experiments, a temperature of 80 mK is required to avoid thermal
broadening. Temperatures of 80 mK require specialised cryogenic dilution refrigerators
which are designed to achieve temperatures below liquid helium (≈4.5 K). Furthermore
it is questionable that electron temperatures in the mK range can be maintained when
scaling the system to thousands and millions of qubits each with their individual control
electronics. Recent ESR literature is using higher magnetic fields ( 1 T) to circumvent
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these limitations.
1.3.1 Spin coherence within silicon
A key parameter of a qubit is the coherence time which defines the number of opera-
tions that can be completed before the qubit de-phases. Short de-phasing times limit the
fabrication of a fault-tolerant system. As discussed in Section 1.1.2, the long coherence
times found in donor qubits are a primary motivation for a silicon based quantum com-
puter. There are two forms of coherence time; the spin lattice relaxation time T1 and
the spin-spin relaxation time T2, where T1 ≥ T2. The T1 time defines the longitudinal
relaxation of the spin vector along the z-axis, where T2 defines the transverse relaxation
of the spin vector in the xy plane. For a silicon qubit, T1 is the limiting time for a qubit
gate operation and has a inverse relation on the magnetic field - this is discussed more
thoroughly within Section 6.1.3. Consequently, as the external magnetic field is increased
the lifetime of any qubit operation sequences is reduced.
To optimise the integration of microwaves within a silicon qubit architecture,
comprehensive knowledge of the dependence of T1 on B0 is required. Knowledge of this re-
lationship at low magnetic fields is very well understood. Relaxation occurs through three
different mechanisms which have been identified and experimentally verified through a
range of papers [40–42]. However, there has been very little investigation of this depen-
dence as the magnetic field increases above 1 T, where the hyperfine mixing is weak. The
current knowledge base was developed through a series of empirical studies in the 1960’s,
and therefore, cannot be confidently extrapolated to higher fields. Recently, within the
literature high magnetic fields are beginning to be used to provide natural thermal polar-
isation and to produce a sufficient Zeeman spin splitting to allow resonant electrical in-
jection of a specific spin polarization [43–45]. These electrical high field experiments have
been performed on spin states in gate-defined quantum dots in GaAs up to 14 T [43, 45]
and in silicon up to 5 T [44]. Knowledge of the spin relaxation mechanisms in isolated
donors at higher fields is limited, with the majority of the literature at X-band (≈10 GHz,
0.35 T) or below [46], and with very few detailed studies above 2 T [43–45,47–49]. These
measurements have all been completed at individual field points and on few-spin qubits,
but a full dependency study of the T1 on magnetic field for either individual spins or bulk
silicon has not be completed. This is vital for three reasons. Firstly, as higher magnetic
fields are approached the silicon lattice begins to distort. Confirmation is required that
additional relaxation mechanisms are not employed or that the lattice distortion does not
extend to the point where relaxation can no longer occur. Secondly, the sensitivity of the
13
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Figure 1.5: Theoretical dependence of the spin lattice relaxation in silicon on the applied
external magnetic field for temperatures between 1.3–20 K. Equation 6.4 details the
theoretical dependence with the coefficients taken from Song 2010 [48]. The shaded area
below 0.5 T represents the fields at which the majority of bulk electron spin resonance
measurements occur.
low field dependence of T1 on B0 can be seen in Figure 1.5. It can be seen that over a
range of 25 T and 10 K, T1 moves through five orders of magnitude. This dependency is
primarily due to the wavefunction mixing and the phonon energy dependence on T . Any
quantum computing systems would need to be highly stable and have a highly accurate
value for the T1 for the system qubits to prevent faults appearing between computations.
Finally, the available magnetic field range is extending. Continuous magnetic fields up to
7 T can be found within bench-top laboratories and continuous or pulsed magnetic fields
up to 60 T are now available at a number of specialised high field laboratories [50–52].
1.3.2 Additional merits of magnetic fields for solotronic control
An additional optimisation parameter to consider is the influence of the magnetic field
on the spatial shape of the donor excited states [53]. Within a qubit array, modification
of the magnetic field could be used as a control mechanism for the entanglement of
two neighbouring donor wave-functions. This could be a very useful additional control
parameter with energy level based schemes such as the SFG model. Next, we propose
the option of a magnetic field gradient for qubit control. The application of a magnetic
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field gradient across a qubit array will induce individual EZ values for each qubit. This
could be used to to enable individual qubit addressability within a global microwave
field. Finally, we consider the linear relation between magnetic field and spin resonance
frequency. The use of higher microwave frequencies decreases the time required for qubit
manipulation increasing the clock speed of the computer [21].
The lack of high magnetic field knowledge is down to the difficulties in design-
ing a suitable spin resonance experimental test configuration. Standard spin resonance
experiments uses resonance chambers, which are produced for individual frequencies or
small bandwidths, limiting magnetic field dependence studies. Additionally, high field
magnets have confined sample spaces, preventing the use of resonance cavities, and there
are few commercial high powered microwave sources which are required to maintain high
coupling between the sample and the resonant light without a resonant cavity. Within
this thesis, the high magnetic field dependency of T1 in bulk phosphorous doped silicon is
investigated up to 15 T. In order to achieve this, a new experimental setup was developed
using a high power free electron laser to negate the requirements for a resonant microwave
cavity.
15
1.4. Thesis outline
1.4 Thesis outline
The thesis is organized in the following way:
Chapter 2, Fundamentals of silicon and delta-doped layers, reviews the theory
of doped silicon and silicon based δ-layers, in preparation for the experimental chapters.
The first half covers group V doping of silicon and the low temperature properties of
phosphorous doped silicon. The second half looks at the electronic transport in δ-layers,
before detailing the fabrication techniques and electronic properties of the Si:P δ-layers
used within Chapter 4.
Chapter 3, Fundamentals of transmission lines, gives a brief introduction into
the transmission line theory referenced throughout the thesis. The chapter starts with a
discussion of the transmission parameters and the electrical parameters which are used
to characterise a transmission line, before presenting the required modifications to trans-
mission line theory as the dimensions approach the quantum regime. The chapter finishes
with a brief discussion on completing electromagnetic simulations of transmission lines
and the material models used for the electromagnetic simulations throughout the thesis.
Chapter 4, Microwave characterisation of Si:P δ-doped layers details the exper-
iment used to characterise three different types of Si:P δ-layers, fabricated using different
techniques. First, a literature review into similar studies completed on the alternative 2D
monolayer material graphene is presented for comparison and to review potential char-
acterisation techniques. Next, the experiment methodology and the properties of each of
the samples is outlined, before a comprehensive investigation into the most appropriate
calibration technique for a bi-layer contacting pad to an embedded transmission line is
completed. The measured S-parameters and the extracted transmission parameters are
presented and matched to an electromagnetic simulation model.
Chapter 5, Modelling and simulating quantum transmission lines, completes
an investigation into the practicality of a nanoscale transmission line fabricated from
Si:P δ-layer. It opens with a literature review of published nanoscale transmission line
models and experimental studies, before a universal model is used to compare Si:P δ-layer
nanowire transmission lines with alternative nanowires including a carbon nanotube.
The chapter ends with an simulation study into the breakdown of the design equations of
transmission lines at the nanoscale and the optimal nanoscale transmission line geometry.
Chapter 6, High field electron spin resonance in silicon discusses the experi-
ments directed towards completing electron spin resonance in high magnetic fields with a
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free electron laser. The chapter begins with a brief summary of electron spin resonance,
and the spin lattice relaxation time, within doped silicon and an introduction to donor
bound excition spectroscopy which is used as a spin-to-charge readout method. The
experimental methodology is presented including a study into the D0X spectroscopy of
Si:P samples with different fabrication procedures. The next section completes electri-
cally detected D0X spectroscopy up to the highest fields known to date and a novel low
frequency electron spin resonance technique suitable for high magnetic fields is developed
and tested showing successful ESR up to 15 T for the first time.
Chapter 7, Modelling of D0X spectroscopy, develops a model for contactless elec-
trically detected donor bound spectroscopy and suitable for analysis under high magnetic
fields. The final section of this chapter applies the model to the results of Chapter 6 to
extend the previous analysis further.
Chapter 8 includes a summary of the thesis including a brief overview of the
potential future work detailed within each chapter.
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Chapter 2
Fundamentals of silicon and
delta-doped layers
Within this thesis, silicon is used as the primary substrate for quantum information
technologies. This chapter reviews the properties of silicon in both its elemental and
doped state and the donor electronic states at low temperatures. The second section
discusses δ-layers fabricated specifically within silicon and focuses on electronic transport
theory and common fabrication techniques.
2.1 Elemental silicon
Silicon is a naturally occurring element with a face-centre-cubic (FCC) lattice structure.
Each lattice site maintains two atoms with a lattice constant, aSi = 0.543 nm. Three
silicon isotopes are found in nature, 28Si (92.23 %), 29Si (4.67 %) and 30Si (3.10 %). Ideally,
electron spin based qubits are created in purified 28Si, as 29Si has a nuclear spin of 1/2,
leading to dephasing nuclear interactions. In the following experimental work, natural
silicon was used in all samples due to the difficulties in producing and obtaining high
quality pure 28Si samples.
The energy band structure of silicon is shown in Figure 2.1. It can be seen that
silicon has an indirect bandgap, Egap between the valance and conduction bands along the
〈100〉 axis. The bandgap is temperature dependant with a relation, Egap(T ) = E0K−AT 4
where E0K and A are 1.1701 eV and 1.45× 10−8 eV/K4 respectively. The spin-orbit
interaction causes splitting of the valance band into two bands with J = 3/2 and J = 1/2.
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Figure 2.1: Energy band structure of silicon modelled using an energy dependant calcu-
lation (solid line) and a local-pseudopotential calculation (dotted line). Figure reproduced
from Chelikowsky 1974 [54]
.
The J = 3/2 valence band has been split further due to the presence of light holes,
m = ±1/2, and heavy holes, m = ±3/2 within the silicon lattice. Further, silicon has a
six-fold degenerate structure with the conduction band minima replicated along each of
the 〈100〉 lattice directions.
2.2 Group V dopants within silicon
As discussed within Chapter 1, group IV silicon can be substitutionally doped with the
group V elements: P, As, Sb and Bi (excluding N as it is electrically inert) to create a
Si:D0 system. The bound donor atom sits at the centre of the silicon tetrahedral lattice
forming four covalent bonds. The fifth donor electron is free to move under a Coulomb
potential producing a state analogous to the hydrogen atom. It is this fifth electron that
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Figure 2.2: Resistivity for phosphorous doped silicon with changing dopant density.
Data taken from Thurber 1980 [57].
forms the qubit in electron spin qubit structures.
The donor electron levels sit between the conduction and valance band of the
silicon, as seen in Figure 2.1. Spin-orbit interaction causes splitting of the electron 1s
state into a singlet 1sA, doublet 1sD, and triplet 1sT , states. Throughout this thesis,
reference to the qubit ground state references the 1sA state, as the lowest lying energy
state. It should be noted, that due to parity rules, only the 1A state experiences the
hyperfine interaction with the nucleus and the subsequent further splitting of the energy
state. The effective Bohr radius a0 of a phosphorous donor, whilst in the ground state,
is 2.087 nm [55], giving a spatial wavefunction of the form, A exp(−r/a0) [56].
2.2.1 Dopants at low temperatures
At room temperatures, the thermal energy of the system is greater than the donor binding
energy causing the ‘free’ electron to become ionised and move freely throughout the silicon
lattice. Consequently, the resistivity of silicon has a negative relationship on the dopant
concentration density as shown in Figure 2.2 which is valid at room temperatures. At low
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temperatures this is no longer the case and the electron becomes bound to the system
creating a bound donor D0. The onset of the electron binding is known as ‘carrier freeze
out’ and produces a rapid decrease in the occupation of the conduction band NCB. The
expression for the change in NCB with temperature T is:
NCB(T ) = ge(T ) exp
{(
−EC − EF (T )
kBT
)}
(2.1)
where ge(T ) is the effective density of states and EF is the Fermi energy.
As the electrons freeze out with T approaching 4.5 K from room temperature,
the semiconductor resistivity moves through three regimes: intrinsic conduction from
ionised donors (ρ = ρ0αT , where α = −0.075 for Si), saturated impurity conduction
and a ‘freeze out’ range below Egap as the conduction electrons drop into the valance
band (ρ = ρ0 exp{(Egap/kBT )}) [58, 59]. At a minimum temperature, the resistivity
becomes static [60]. For doped semi-conductors just below the Mott transition, for T ≤
10 K, conduction can occur through ‘hopping’ which has the temperature dependence
ρ = ρh exp{(−h/kBT )} where ρh has a form of exp
{
(α(ρo/a)
3/2)
}
and h is the hopping
energy [61]. The bulk semiconductor substrates within this thesis are low-doped so the
‘hopping’ regime does not need to be considered.
2.3 Atomically confined delta-doped monolayers in
silicon
Delta-doped layers refer to a dopant sheet which has been confined to an atomic layer
within the xy crystallographic plane. This classifies them as a low-dimensional 2D struc-
ture [62]. A large combination of donor/substrate combinations can be used to create
δ-layers including GaAs:Si and Si:B [63]. The high level of confinement means that the
layer is angstroms thick, leading to the name, delta, which refers the shape of the con-
duction band closely resembling the delta potential, as shown in Figure 2.3. Due to the
fabrication techniques used, the dopants are distributed randomly within the 2D layer
creating a high level of disorder. Consequently the theoretical understanding of electronic
transport in δ-layers cannot be understood by conventional Bloch-Wilson band theory
which assumes that the dopants sit in a periodic lattice. [62,64]
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2.3.1 Electronic transport in δ-layers
As with donors in bulk silicon, each group V donor within the δ-layer releases a single
electron as a free carrier which can undergo electronic transport. Assuming that the
thickness t of the dopant sheet is negligible, the charge carriers are confined to the xy
plane forming a 2D free electron gas (2DEG). Consequently, the 2D conductivity σ2D of
the δ-layer can be modelled by classical Drude-Boltzmann theory under an oscillating
electric field [62,64].
σ2D(ω) =
N2De
2τ
m∗
1
1 + iωτ
= σ0
1
1 + iωτ
(2.2)
Here, N2D is the doping density of the δ-layer, ω = 2pif the applied angular frequency,
m∗ is the relative effective mass and τ is the momentum scattering time.
At high temperatures, conventional charge transport occurs as the electrons
are ionised into the conduction band. At low temperatures, our region of interest, the
electrons relax out of the conduction band and and impurity conduction dominates.
Impurity conduction can be explained by the simplified Hubbard model, which models
the δ-layer as a lattice of interacting particles, with a Hamiltonian containing a kinetic and
a potential energy term. Each of the ionised donors experiences a positive Coulomb screen
induced by its free electron which creates a potential energy well around each donor [62].
Thus the δ-layer can be modelled as a lattice of quantum wells, as shown in Figure
2.3 where the free electrons are localised around their associated donor. Neighbouring
free electrons have overlapping wavefunctions which have a lower energy than the bulk
silicon conduction band minimum as seen in Figure 2.3 [66]. The kinetic energy allows
the carriers to tunnel between the overlapping electronic potentials of the dopant atoms
producing conduction. The coupling between neighbouring donors is proportional to
exp(−αr) due to the Coulomb screening, where r is the inter-nuclear separation. Hubbard
bands are formed as the coupling creates a splitting in the lattice energy bands, with
N -fold splitting for N donors. As the donor density is increased, r decreases and the
Hubbard bands start to overlap. The Coulomb repulsion between neighbouring donors is
overcome allowing free electron motion and metallic behaviour. This is known as a Mott
transition [66].
In high density 2D δ-layers the mobility is found to increase with
√
N2D which
can be explained by semi-classical Boltzmann theory [64]. This is opposite in behaviour to
other 2D structures, such as Si MOSFET’s, where the mobility decreases with increasing
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Figure 2.3: a) Energy band structure (lowest 12 conduction bands only) for a metallic
0.25ML Si:P δ-layer in the tP phase Brillioun zone. The dashed lines represent the
conduction band structure of bulk Si. The energy offset sets the bulk Si conduction band
minimum to zero. Figure reproduced from Smith 2013 [65]. b) Diagram of the potential
energy function V (x) for an ideal periodic delta-doped layer.
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Table 2.1: Fermi values EF , kF , vF and D(E) for δ-layers and 3D metals assuming
T = 0. The equivalent values for graphene are included for use in Chapter 4.1.1 [3].
EF kF vF D(E)
δ-layer
~2k2F
2m∗
√(
4pin0
g
)
~kF
m∗
gm∗
2pi~2
3D metal
~2k2F
2m∗
3
√(
6pi2n0
g
)
~kF
m∗
gm∗
2pi2~2
√
2m∗E
~2
Graphene hvFkF
√(
4pin0
g
)
vF
gE
2pi~2v2F
Equation E(k = kF) n0 =
s
|k|≤kF
ddk
(2pi)d
g vF =
1
h
∂E
∂k
∣∣
k=kF
D(E) = ∂n
∂E
N2D. The δ-layer experiences different behaviour as the number of charge carriers is
approximately equal to the number of impurities whereas within a Si MOSFET, the
carrier density is independent of the number of impurities as the carriers are induced by
a gate potential [64]. Additionally, the δ-layer is integrated into the silicon bulk, during
the fabrication process, removing the surface and interface states [62, 64] which cause
scattering and reduce the carrier mobility. The relative effective mass m∗ appropriate for
transport within a Si:P δ-layer is m∗ = 0.3225 [67]. For bulk doped silicon m∗ = 0.26.
The Fermi energy of δ-layer compared to other metallic materials is shown in Table 2.1.
Si:P δ-layers also demonstrate the weak localisation at low temperatures and low
magnetic field due to the weak spin-orbit coupling [68]. The disorder in the system causes
2D diffusive electron movement which leads to circular motion. The Aharabov-Bohm
effect between pairs of electrons on opposing closed loops causes destructive quantum
phase interference which reduces the net resistivity with increasing magnetic field. It is
expected that low density Si:P δ-layers will experience strong localisation where this effect
is increased to the point that there is an absence of diffusion and the electron position is
localised [64].
2.3.2 Electrical characteristics of Si:P δ-layers
Within this thesis, I shall focus upon the δ-layer formed from phosphorous donors in
silicon. The Mott-Insulator transition in Si:P is ∼ 4× 1018/cm3. Si:P δ-layers should
theoretically produce the highest conductivity levels due to their smaller atomic size
reducing the amount of internal scattering [64]. For the applications in this research
project, the highest possible conductivity is desired. The conductivity σ2D of the layer is
the product of the mobility µ, electron charge e and the donor doping density, N2D: σ2D =
µeN2D, so both need to be maximised. Standard δ-layers reach full saturation at a doping
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density ofN2D ∼ 2.35× 1014/cm2 which means that averaged spatially every forth atom in
the silicon lattice structure is replaced with a phosphorous atom. A fully doped δ-layer can
be referred to as a 0.25 mono-layer (ML). Si:P δ-layers are characterised in terms of the DC
sheet resistance Rs at 4.5 K which can be reported in various forms: resistance R, sheet
resistance Rs, resistivity ρ, conductivity σ, mobility µ and relaxation time τ . The values
can be related to each other through a series of equations: R = Rsl/w = ρl/wt = l/σ3Dwt,
σ3D = n0eµ and τ = (µ/e)(~kF/vF ) [69]. Hall bar measurements of a 0.25ML Si:P δ-layer
produces Rs ∼ 670 Ω/2, which corresponds to a ∼ 1× 106 S/m conductivity assuming
t ∼ 10 nm. Mobility in the Si:P δ-layer is highest in the Si(100) plane, as this lattice
direction gives the smallest interstitial distance. The expected mobility of samples used
within this thesis is 40 cm2/V, giving τ = 7.5 µs.
2.3.3 Fabrication
There are a number of established fabrication techniques which can be used to create
δ-layers, each offering different resolutions and fabrication times. These include, but are
not limited to, electron beam lithography (EBL), scanning tunnelling microscopy (STM),
low temperature molecular beam epitaxy (MBE), ion-implantation and for phosphorous
doped 2D nanowires, the vapor-liquid-solid mechanism (VLS) [70]. Within this thesis, the
δ-layers are fabricated through the following process detailed below [71]. These process
steps are show in Figure 2.4 aside the extended fabrication process used for HRL.
1. The base silicon wafer is purified through outgassing and heating to 1000◦ to create
an atomically clean, uniform surface.
2. STM is used to check the cleanliness of the surface and its suitability for fabrication.
The ultrathin body of a 2DEG makes it very sensitive to surface roughness which
can perturb the energy levels [72].
3. Gaseous PH3 is applied across the surface to create a dopant monolayer. The gas
reacts with the reactive surface sites due to the spontaneous dissociation of PH3
into H, PH and PH2, which bonds with the silicon surface sites. This creates a
saturated 0.35 ML doping.
4. The sample undergoes activation annealing at 350 ◦C. The phosphorous atoms
are incorporated into the substitutional silicon sites and any hydrogen atoms are
de-adsorbed. The ejected silicon atoms diffuse to the step edges repairing the silicon
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Figure 2.4: Fabrication process steps for a Si:P monolayer for both sheet PH3 doping
and HRL for smaller atomically precise structures.
lattice around the donor atoms. There is some loss of the phosphorus atoms at this
point due to diffusion reducing the doping to a 0.25 ML.
5. An epitaxial intrinsic silicon layer is slowly overgrown on the δ-layer. This is com-
pleted using low-temperature MBE at 250 ◦C. This is used to prevent oxidisation
and damage to the layer etc. A segregation tail can be formed at this point as the
donors move into the epitaxial silicon layer.
6. Etching of the layer to create structures can occur and additional metallic contacts
can be added in order to access the δ-layer.
The annealing process places a limitation on the precision of the dimensions of
δ-layer. During the low-temperature MBE, the additional heat provides the energy for
the donors to diffuse within the sample. This causes a segregation tail as the donors
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diffuse towards the silicon surface. Consequently, the dimensions of the δ-doped layer
should ideally be re-measured after finalised fabrication. In the x and y axes, this can
be completed through scanning electron microscopy (SEM). In the z axis, a study of the
weak localisation under a magnetic field through resistivity measurements can be taken
and analysed to assess the thickness. The mean square of the δ-layer thickness is directly
proportional to the annealing time [68]. Alternatively, destructive secondary ion mass
spectrometry (SIMS) profiling can be used as utilised in Chapter 4. For a Si:P 0.25ML
δ-layer, a sheet thickness of ∼ 2 nm is to be expected, excluding the prior mentioned
segregation tail (see Figure 4.2).
2.3.4 Advances in δ-layer fabrication
There have been many recent developments to the fabrication process within the liter-
ature, primarily focused upon improving the doping density and the thickness of the
δ-layer. Doping densities higher than a 0.25ML can cause geometric frustration of
the lattice which in turn induce dopant deactivation through the formation of dopant
pairs. McKibbon et el. has produced 0.35ML δ-layers, with active densities as high as
3.6± 1.1× 1014/cm2 through the use of a second saturation PH3 doping after Step 4
above [71]. Similar techniques have produced the highest achieved mobility to date in
a Si:P (100) δ-layer of 200 cm2/V developed during a collaboration between the UNSW
and the Sandia National Laboratory [64]. Theoretical studies indicate that a maximum
mobility of 500 cm2/V could be achieved in an impurity free sample [64].
The key development in suppressing the segregation of the donors is the inclusion
of a ‘locking layer’ (LL) [73–75]. This is a modified silicon overgrowth process where a
10 ML intrinsic silicon layer is grown using MBE at room temperatures after Step 4,
before the remaining encapsulation layer is overgrown at 350 ◦C. The room temperature
growth prevents any diffusion of the phosphorous ions, however the quality of the 10 ML is
lower as the reduced temperature increases the likelihood of defects in the growth process.
Consequently, a trade-off has to be made between the low-temperature growth for sharp
dopant confinement and high-temperature growth for optimum epitaxial intrinsic silicon
quality.
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Fundamentals of transmission lines
Within this chapter we review the fundamentals of transmission line theory as. for re-
search into creating interconnects for silicon-based quantum computers, the understand-
ing of planar transmission lines is essential. The chapter begins with a review of transmis-
sion line theory before presenting the required modifications for mesoscopic transmission
lines. The chapter finishes with a section explaining the use of electromagnetic (EM)
modelling within transmission line design and a brief explanation of the EM software
packages utilized within the thesis.
3.1 Transmission line models
Transmission lines are used to transmit signals between two points of a circuit for frequen-
cies primarily between the radio frequency and microwave frequency range. The theory of
transmission lines is derived from Maxwell’s Equations which identify the electromagnetic
behaviour of macroscopic systems [6]:
∇ ·D = ρ (3.1)
∇ ·B = 0 (3.2)
∇× E = −∂B
∂t
(3.3)
∇×H = J + ∂D
∂t
(3.4)
where D, B, E and H are the electric flux density, magnetic flux density, electric field
and the magnetic field respectively. The electric charge density ρ and the electric cur-
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Figure 3.1: Lumped element model of a generic transmission line. R, L, G and C are
the resistance, inductance, shunt conductance and capacitance p.u.l respectively.
rent density J are the sources in the equations which induce electromagnetic behaviour.
By taking the curl of both sides, Maxwell’s equations can be manipulated to produce
homogeneous wave equations in E and H [6]:
∇2E + ω2µ00E = 0 (3.5)
∇2H + ω2µ00H = 0 (3.6)
where 0 and µ0, are the vacuum permittivity and permeability respectively and ω = 2pif
is the angular frequency. The fundamental solution to the equations produces two cou-
pled plane waves where E and H are orthogonal creating characteristic transverse elec-
tromagnetic waves (TEM). For a transmission line with applied boundary conditions,
additional solutions are found for the higher-order TE and TM waveguide modes which
have longitudinal components of magnetic and electric fields in the direction of propaga-
tion respectively.
Standard transmission line theory uses the generic Telegrapher’s Equations,
shown in Equation 3.7 and Equation 3.8 for a lossy transmission line. The Telegra-
pher’s Equations can be derived the application of Kirchoff’s voltage and current laws to
an equivalent lumped element circuit model for a two-wire transmission line, as shown in
Figure 3.1 [6,76]. A transmission line is made of two conductors, one of which acts as the
signal line and the other as the ground plane that the TEM waves and the higher-order
TE and TM waves propagate between.
∂
∂x
V (x, t) = −L ∂
∂t
I(x, t)−RI(x, t) (3.7)
∂
∂x
I(x, t) = −C ∂
∂t
V (x, t)−GV (x, t) (3.8)
L, C, R and G are the inductance, capacitance, resistance and the shunt conductance
per unit length (p.u.l.) respectively. For an ideal transmission line formed from lossless
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materials, it can be assumed that R and G are negligible, where G accounts for the
dielectric loss in the material between the conductors and R the loss from the finite
resistivity of the conductors. Within in a transmission line it is expected that L = LM , the
mutual inductance, which is determined predominately by the transmission line geometry,
while C = CE, the electrostatic capacitance between the conductors, determined by the
geometry and the real part of the dielectric constant. These equations can be solved
simultaneously to give wave equations for V and I which are similar to the electromagnetic
field wave equations shown in Equations 3.5 and 3.6.
The primary parameters used to characterise a transmission line are the prop-
agation constant γ, the characteristic impedance Z0 and the phase velocity νp. The
propagation constant is a complex value formed of two components as shown by Equa-
tion 3.9 [6].
γ = α + jβ =
√
(R + iωL)(G+ jωC) (3.9)
where α is the attenuation constant, measured in (Np/m), and β is the phase constant,
(rad/m). α is the decay of the amplitude of the wave as it propagates along the trans-
mission line. For an ideal transmission line, with negligible loss, α = 0. β indicates the
spatial evolution of the phase along the length of the transmission line. For a transmission
line, β = ω/νp. Throughout this thesis, the unit for α will be dB/mm. Both the decibel
and the neper are unitless variables that measure the ratio between two voltages where
the neper is the natural logarithm and the decibel the base 10. The conversion between
Np and dB is a fixed ratio defined by 1 Np = 20 log10 e dB ≈ 8.686 dB [6]. Z0 describes
the intrinsic impedance of the line, assuming a uniform cross-section and infinite length,
and can be calculated from the RLGC p.u.l. values as shown in Equation 3.10.
Z0 =
√
R + jωL
G+ jωC
(3.10)
Lumped vs. distributed element models
Lumped element models are appropriate for use when there is little to no variation in the
current or voltage along the transmission line. As the transmission line length increases,
the current and voltage at each branch and node for each circuit element respectively
vary along the line length and a distributed element model is more appropriate. The
distributed element model is formed of infinitesimally small circuit elements of length δx
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and parameters δR, δL, δC and δG. The general role of thumb for the transition between
a lumped and distributed element is when the electrical line length lE ≤ 110λ [6]. The
electrical line length is measured in radians and is defined as lE = βl where l is the line
length. As an approximate guideline, for transmission lines upon a silicon substrate, a
maximum length of 877µm at 10 GHz is appropriate for lumped element models.
3.1.1 Electrical parameters
The electrical behaviour of the transmission lines are analysed using scattering param-
eters (S-parameters) which can be measured using two-port network analyzers (NA).
S-parameters are defined in terms of the incident and reflected waves at each port mak-
ing them suitable for microwave frequencies. Alternative electrical parameters describe
the voltage/current response which is difficult to measure directly using electrical test
equipment within the microwave regime due to their small magnitudes [6].[
b1
b2
]
=
[
S11 S12
S21 S22
][
a1
a2
]
(3.11)
S-parameters can be used to express the gain, loss, voltage standing wave ratio (VSWR)
and reflection coefficients of the lines. For a passive symmetrical transmission line, Sii =
Sjj and Sij = Sji. In order to extract the fundamental characteristics parameters of the
transmission line, Z0 and γ, ABCD-parameters are used. Equation 3.12 shows how the
parameters are defined in terms of V and I at the ports of the transmission line [6].
[
V1
I1
]
=
[
A B
C D
][
V2
I2
]
(3.12)
ABCD-parameters are beneficial in creating cascaded networks where
[
AT BT
CT DT
]
=
i∏
i=0
[
Ai Bi
Ci Di
]
(3.13)
In terms of a two-port transmission line network, Equation 3.12 can be written as[
A B
C D
]
=
[
cosh(γl) Z0 sinh(γl)
1
Z0
sinh γl cosh(γl)
]
(3.14)
31
3.1. Transmission line models
where l is the transmission line length.
Equation 3.14 can be manipulated to give the attenuation constant,
α = R(cosh−1(A)/l), the phase constant, β = I(cosh−1(A)/l) and the characteristic
impedance, Z0 =
√
B
C
[77]. These values can be extended further to extract the R,
C, L and G values of the modelled transmission line as seen in Figure 3.1 and Equations
3.9 and 3.10. Other electrial parameters used throughout this thesis are the admittance
parameters (Y-parameters) and the scattering transfer parameters / wave cascade ma-
trices (T-parameters). Full conversions between each of the electrical parameters can be
found in Appendix A.1. All of the electrical parameters are converted from the measured
or simulated S-parameters [6].
S-parameters can be used to extract another parameter often used in the dis-
cussion of transmission line performance: the insertion loss (IL). The insertion loss is
a measure of the power loss within a system and is applicable within a two-port pas-
sive network, such as a transmission line. Power loss in a transmission line can be due
to radiative losses (i.e. the line acts as an antenna), heat (as energy is absorbed into
the structure through system or termination impedance), or due to parasitic modes (via
coupling to cavity/other geometry resonances). The IL is defined as:
IL = −10 log |S21|
2
1− |S11|2
dB (3.15)
(3.16)
assuming that Sij = Sji. For a lossless network,
∑N
n=1 SijS
∗
ji = 1.
3.1.2 Skin effect in metal transmission lines
The skin effect is a measurement of the distribution of the electromagnetic wave within
the metallic conducting plane. The current is confined to the outer edge of the metal
within a thickness called the skin depth, as detailed as follows [6]:
δ =
√
2ρ
ωµ
√√
1 + (ρω)2 + ρω (3.17)
The skin effect induces a characteristic square root dependency within the AC resistance
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of the metal of frequency, as the reduced skin depth decreases the effective cross-sectional
area of the metal. For gold, δ = 0.464µm at 26 GHz.
3.2 Quantum transmission line theory
Standard transmission line theory does not hold at the atomic scale. As the geometry of
a transmission line approaches the nanoscale and the coherence length of the electrons,
there is a need to include quantum effects which have negligible influence at macroscopic
scales, producing the nomenclature, a ‘quantum’ transmission line. At small dimensions,
a quantum mechanical restraint is placed on the number of electrons that travel through
the wire. Rather than the traditional continuum of energy levels found in bulk metals,
the energy levels are now confined laterally to quantised sub-bands [64]. Discrete values
of electrical conductance are formed, which can be considered to travel through the wire
as quanta in the longitudinal direction only. The electron transport is characterised
by tunnelling behaviour along the sub-bands that sit around EF and form a number
of conducting channels M . The ballistic transport considered before is no longer an
appropriate model [78]. Quantum confinement manifests itself as three quantum effects:
charge discreteness, kinetic inductance LK and quantum capacitance CQ. Convention
within the literature states that the basic principles of standard transmission line theory
can be utilised by combining quantum theory within the classical lumped-element model
[4, 39, 78–81]. This is demonstrated in Figure 3.2 and is explored further in Section
5.1.1 [4].
Figure 3.2: Expanded lumped element model for a quantum transmission line with p.u.l.
elements. LM , LK , CE, CQ, R and G are the mutual inductance, kinetic inductance,
electrostatic capacitance, quantum capacitance, resistance and the shunt conductance
p.u.l respectively.
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3.2.1 Kinetic inductance
LK is manifested from the kinetic energy stored by the electrons as they experience
an AC field and represents the reluctance of the collective electron mass momentum to
change [82]. This is akin to the way the mutual inductance LM represents the reluctance
of the magnetic flux to change. The LK p.u.l for a 2DEG can be derived classically [3].
We take a time-dependant electric potential V (t) and apply it longitudinally along a
mono-layer with width w and length l where l sits within the lumped element regime. The
induction of an electric field E(t) = V (t)/l applies inertial acceleration to the electrons.
Following Newton’s equation of motion, the movement of an electron with velocity v is:
−eV
l
= m∗
dv
dt
(3.18)
The current due to the electron motion is I = −n0evw and in the frequency domain
dv
dt
= iωv. Therefore, we can state that the inductive impedance ZK of the δ-layer p.u.l
is:
ZK =
V
I
= iω
m∗
n0e2
1
w
(3.19)
The relationship between the impedance and inductance is ZK = iωLK giving a kinetic
inductance p.u.l:
LK =
m∗
n0e2
1
w
. (3.20)
Equation 3.20 has been derived classically for a 2DEG sheet. By substituting vF and kF
an equation for LK for universal scenarios can be found, where X is an area parameter.
(Examples of X include the width of a 2D material etc. or the surface area of a cylindrical
nanowire etc.):
LK =
4pi~
ge2vFkF
1
X
(3.21)
This can be derived under universal circumstances for an isotropic electron dispersion
from an investigation into the shifting of the Fermi disc under an applied electric field. A
full derivation of the universal equation from first principles can be found in [83] pg. 15.
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3.2.2 Quantum capacitance
The quantum capacitance, or chemical capacitance, is induced by the chemical potential
difference between the energy bands of the material. CQ is directly proportional to the
density of states D(EF ) which describes the occupation of the energy bands as shown in
Equation 3.22 [82] and becomes dominant when the density of states is low.
CQ = D(EF )e
2w (3.22)
For δ-layer, as detailed in Table 2.1, assuming T = 0 the quantum capacitance can be
calculated as:
CQ =
gm∗e2
2pi~2
w (3.23)
Again, a universal equation can be formulated:
CQ =
ge2kF
2pi~vF
X (3.24)
CQ and LK can be directly related through
√
LK
CQ
= h/2e2 which is equivalent to the
quantum resistance as discussed in Section 1.2.4 [39].
It should be noted that the skin effect is not considered for a quantum trans-
mission line. The skin depth δs of most metals at microwave frequencies is on the 10’s
micron scale, so it can be assumed that the charge carriers move throughout the full
depth of the quantum wire, with a Bessel function charge density profile. The skin effect
is frequency dependent, so it can be inferred that at low frequencies there should be a
plateau in any characteristics and that the transmission lines might perform better at
ultra high frequencies [78].
3.3 Electromagnetic modelling of transmission lines
Throughout this thesis, EM simulations were completed to provide complementary re-
sults to experimental work. The majority of the simulations were completed in Sonnet
Software [84]. Sonnet delivers high frequency-domain EM 3D planar analysis using the
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Galerkin’s shielded domain Method of Moments technique combined with FFT (Fast
Fourier Transform) analysis [85,86]. It has a model extraction error of less than 1 % and
has built-in models for semiconductors, insulators and metals. An example simulation
model and full simulation details can be seen in Appendix C.1. Design equations are used
to engineer transmission lines geometries for the desired Z0 and electrical line length [6].
The equations are unique for each type of transmission line and can be produced through
full wave analysis or quasi-static methods. Additional simulations and analysis of the ex-
tracted data was completed in Keysight’s Advanced Design System (ADS), an electronic
design package for microwave applications. For each of the EM simulations, the structure
is de-embedded from the metallic box that outlines the simulation area to remove the
influence of the conducting walls (as seen in Appendix C.1). This was essential for the
nano-scale models where the simulation results were found to be particularly sensitive to
the de-embedding length, due to the large size of the box relative to the transmission line
width.
3.3.1 EM simulations at 4.5 K
Modified metal and substrate models were used within the EM simulations to accommo-
date the experiment environment. The resistivity of metals has a temperature depen-
dence of ρ = ρ0(1 + α(T − T0)) and ρ = T0 + AT 3 + BT 5 at temperatures above and
below the Debye temperature θB respectively. For gold, θB = 170 K so the inbuilt value,
ρ = 4.83× 10−8 Ω/m, provided by Sonnet is not appropriate and ρ = 0.022× 10−8 Ω/m
was used instead [87]. Sonnet’s ‘Thick Metal Model’ is used to accommodate the cur-
rent distribution when t  δ. The model uses a multi-sheet method to capture the
effects of the current penetration more accurately. Similarly, the silicon substrate values
have a temperature dependence as discussed within Section 2.2.1. Following the rela-
tions described a silicon substrate with r = 11.7, tan δ = 0.004 and ρ = 14.95 Ω cm
at room temperature was modelled with r = 11.45, tan δ = 0.00004 and resistivity
ρ =1× 104 Ω cm [59].
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In order to create mesoscopic transmission lines from Si:P δ-layers, a full understanding of
how the material responds to high frequency EM waves and its ability to transmit short
pulses is required. This knowledge can then be used to develop accurate simulations,
design equations and assess the signal integrity of the transmission lines. This is essential
for quantum computing where a key use of the transmission lines is to deliver EM pulses
to the qubit for spin control. Knowledge of the material transmission properties enables
the ability to design the pulse input to reverse any distortion of the pulse shape during
propagation. This has not yet been published for Si:P δ-layers. There are a number of
motivations for this experiment. Characterisation studies of other monolayer materials
have show frequency resonances due to the kinetic inductance of the charge carriers at
low dimensions [88]. Secondly, applying a high frequency field across a metal induces a
magnetic field which could have a number of effects. Delta-doped layers experience the
weak localisation effect [68], where the resistance of the δ-layer is inversely proportional to
the magnetic field. Additionally, Shklovskii et el. has shown that the Mott transition level
can be influenced by a magnetic field causing the size of the electronic orbit to decrease,
hence increasing the hopping radius required for electron transport [58,89]. Whilst these
effects are unlikely to occur at the small magnetic fields induced, the research outcomes
will be valuable. It is proposed to complete an on-wafer characterisation of Si:P δ-layers
at cryogenic temperature at microwave frequencies.
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4.1 Literature review of 2DEG microwave character-
isation
The primary competitor to Si:P δ-layers for planar mesoscopic interconnect within the
literature is graphene: another high-mobility, low resistivity 2DEG [90–93]. As with Si:P
δ-layers, graphene can be reduced to produce nano-interconnects through its derivatives:
carbon nanotubes (CNTs) or graphene nanoribbons (GNRs). To this end, a number of
studies have been completed on the microwave characterisation of graphene [92–98] and
even, graphene oxide [99, 100]. A literature review on the microwave characterisation of
graphene is presented as a reference point for the microwave characterisation study of
Si:P δ-doped layer.
4.1.1 Graphene as low-dimension interconnect
Graphene is a mono-atomic layer allotrope of carbon in the sp2 hybridization state. Un-
like δ-doped layers, it has a fixed layer thickness of 0.335 nm and can be formed in an
isolated environment. Each carbon atom is covalently bonded to three others, forming
a honeycomb lattice which can be tessellated to make a sheet. Further carbon struc-
tures including CNTs and GNRs are formed by the manipulation of the graphene sheet.
Graphene is unusual as it has a zero-band gap which causes it to act as a semi-metal,
an elemental state exactly between a semi-conductor and a metal. The valance and con-
duction bands are cone-shaped and meet at two Dirac points within the Brilloiun zone,
which create four valleys in the energy band structure [91,101]. Consequently, the carriers
within graphene act as massless relativistic fermions which have a linear EF dispersion
and vF = c/300 [102] where c is the velocity of electromagnetic waves in free space.
The Fermi relations are detailed in Table 2.1. The nature of the particles means that
they uniquely experience ballistic transport at sub-micron scales and they have very long
mean-free paths approaching 300µm at room temperatures [94]. Another key outcome
of its semi-metal status is that graphene is theorised to have a minimum conductivity
of σ = 4e2/pih = 4.92× 10−5 S/m [79], due to the 2D quantisation of the resistivity,
although this has yet to be confirmed experimentally.
Research into graphene as interconnect was prompted by its high carrier mobil-
ities and current densities, withstanding of its high thermal conductivity and mechanical
strength [93]. Carrier mobilities in excess of 200 000 cm2 V−1 s−1 have been achieved ex-
perimentally in the highest quality suspended graphene, fabricated through mechanical
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cleavage exfoliation [103]. However the electrical characteristics of graphene are strongly
dependant on the fabrication technique employed. The majority of graphene is fabri-
cated through chemical vapour deposition (CVD) of hydrocarbons or through thermal
decomposition of SiC [104]. These techniques produce larger graphene flakes than ex-
foliation but the quality is inferior. Epitaxial graphene fabricated from these methods
can have flake sizes in the 10’s of microns, as opposed to 100’s of nanometres through
cleavage exfoliation. However, the carrier mobilities are much more varied with a range of
800–18 100 cm2 V−1 s−1 quoted within the literature [91]. Another measure of the electri-
cal characteristic of graphene is the sheet resistance RS. Despite the very high achievable
carrier mobilities, experimentally obtained RS are between of 0.5–15 kΩ which covers the
range of sheet resistances extracted from Si:P δ-doped layers. Whilst the carrier mobility
of graphene is larger than those for in δ-layers, the carrier density of graphene is approx-
imately 2× 1012/cm2 which is two orders of magnitude lower than the carrier density in
0.25 ML δ-layers [105]. This can be modified slightly through biasing but the theoretical
maximum carrier density limit is 10× 1013/cm2 [106], which is still an order of ten lower
than those found in 0.25 ML δ-layers. As discussed in Section 2.3 further developments
in δ-layer fabrication have produced Si:P δ-layers with sheet resistances ≤180 Ω/2 at
4.2 K [71]. With this in mind, and combined with the advanced macroscopic and meso-
scopic fabrication procedures (Section 2.3.3) Si:P δ-layer is proposed as an alternative
interconnect material.
Published studies have used a number of techniques to characterise the mi-
crowave propagation in graphene [92–95, 97]. The dominant method is to measure the
on-wafer S-parameters of a co-planar waveguide (CPW) device which is designed to con-
tact the graphene and enable ground-signal-ground (GSG) probing. The graphene is
characterised either by placing it within the signal line [95, 97] or by fabricating a CPW
from graphene and terminating it with metallic probing pads [92,93]. An alternative tech-
nique utilised by Jeon 2009 [94] completes a one port measurement of a CPW shunted with
graphene to measure the impedance of the graphene flake, however this provides limited
information about the transmission characteristics. Notable results from the literature
include measurements of the insertion loss, defined by Equation 3.15, of graphene struc-
tures and a RLC lumped element model to define the graphene. Graphene mono-layer
insertion losses were found by Moon 2010 and Heo 2014. Moon found an IL of 17 dB at
20 GHz for exfoliated graphene with dimensions of 10× 10 µm [95]. Alternatively, Heo
found an IL of 20 dB at 20 GHz for a CVD graphene flake with dimensions of 100× 20 µm
in a 50 Ω characterisation device. To date this is the largest graphene flake which has
been experimentally probed.
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Figure 4.1: Equivalent RLC circuit model extracted from graphene S-parameter mea-
surements. RC , RS, RI , LK , CG, CSG, CS and CQ are the contact resistance, dielectric
loss, intrinsic resistance of the signal line, kinetic inductance, capacitance of the signal
line, capacitance between the signal line and ground, capacitance between the signal line
and substrate and the quantum capacitance. Model reproduced from Heo 2014 [92].
The RLC graphene model, as seen in Figure 4.1 is presented by Heo [92] and
has been validated by Rahim 2014 [93]. Moon uses a simplified model with a reduced
substrate CRC block component. The model is formed of 10 components: the contact re-
sistance RC , the intrinsic metallic resistance of the graphene RI , the dielectric loss RDL,
the signal-ground capacitance CSG, the signal line capacitance CG and the graphene -
substrate capacitance CS. LK and CQ are the kinetic inductance and quantum capac-
itance as defined previously in Section 3.2. Key variations from the standard RLGC
lumped element model are the inclusion of CSG and CG. CG is included as the model
is applicable for studies that look at multi-layer graphene sheets whilst CSG is required
as the CPW transmission line structure extends across the contact pad, so additional
capacitative coupling is induced here.
An interesting discussion within the literature is that of the kinetic inductance.
Heo and Rahim [83,92,93] attribute the inductance of the graphene primarily to the LK as
it is the only inductive component in Figure 4.1, indicating that it is dominant over LM .
However Skulason and Jeon [94,97] state that LK is negligible with little variation between
the graphene flake sizes between studies. The relation between LK and LM indicates that
LK should be dominant below a signal line width of wK < 1/ (σ0γL0 ln(1/m
′)) for a 2D
co-planar strips transmission line structure (see Figure 5.7), where γ is the scattering rate
of the free carriers, L0 is a geometry dependent constant where LM = L0 ln (1/g), and m
′
is a constant aspect ratio between s/w where s is the separation of the signal line and the
ground plane [107]. For m′ = 0.5, wK is on the order of 100 µm so the varying assessment
of LK within the literature is not unreasonable as much of the characterisation studies
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used graphene sheets around this dimension. Additionally, as LK starts to dominate,
plasmonic resonances are propagated longitudinally along the transmission line. Plas-
monic waves are formed from the oscillation of the electrons originating from the electron
inertia (which also induces LK) and the Coulomb restoring force from the background
charges [83]. Whilst the electrons of the graphene are considered massless particle, the
LK induces a collective mass of m
∗
c = 0.012me required to carry the wave [108,109]. Plas-
monic resonances have been seen in some graphene studies at microwave frequencies [83],
with a theoretical study by Mousavi [107] indicating the onset of plasmonic waves at
frequencies of 1 THz and above for a graphene width of 100µm. Plasmonic resonances
are non-ideal for transmission propagation as they increase energy absorption and losses
within the transmission line. Additionally, they can cause reduction in the wavelength
as the transmission line becomes multi-moded by up to a factor of 40 [110]. The effective
mass of graphene, m∗ = 0.012me is a factor of 26 times smaller than m∗ for a Si:P 0.25 ML
δ-layer which means that LK becomes dominant over LM at lower frequencies and larger
geometries reducing the onset of plasmonic resonance. The dependence on m∗ can be seen
in the microwave characterisation study of a GaAs/AlGaAs 2DEG, m∗ = 0.067me, which
shows strong plasmonic resonances in the 2DEG impedance below 10 GHz for micron
dimensions [39].
Further comparisons with Si:P δ-layer can also be considered. One of the lim-
itations with graphene as it that it oxides easily changing the electrical properties, so
any experiment has a limited lifespan. Secondly, graphene is contaminated by silicon de-
grading its electrical properties so has limited CMOS compatibility. Finally, as discussed
above, the control of graphene placement is far behind that of δ-layers with no current
technologies enabling atomistic placement.
4.2 Fabrication of samples
As discussed in Section 2.3.3, conventionally sheet δ-layers are fabricated through PH3
doping and low-temperature MBE whilst the nano-structures are predefined using STM.
However, both of these processes are relatively slow with a singular 2× 5 mm δ-layer
sheet requiring upwards of 8 h of fabrication time. An alternative to PH3 doping for
incorporation of phosphorous into a silicon substrate is ion beam implantation, which
has implantation rates of 3 m2/s. Additionally, there have been recent developments in
single atom ion implantation which can now achieve placement of singular phosphorous
atoms with an approximately 20 nm resolution with large atom arrays being implanted
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in seconds [111, 112]. Due to continuing advances within implantation technologies, and
the commercial practicality in having a faster fabrication procedure, it would be worth
considering this alternative technique. Thus, it was decided to characterise an implanted
δ-layer alongside the PH3 doped δ-layer. In total, three samples were fabricated for
characterisation: two PH3 doped δ-layers, one fabricated with a ‘locking layer’ (referred
to here as PH3 and PH3 LL respectively) and an ion beam implanted layer (referred to
as IBI).
4.2.1 PH3-doped δ-layers
The PH3 doped δ-layers were fabricated by Taylor Stock at the London Centre of Nan-
otechnology, University of London following the steps outlined in Section 2.3.3. The sam-
ples are fabricated on 2× 9 mm dies of bulk-doped Si:As with a thickness of 525 µm and
a resistivity of 14.95 Ω · cm, which corresponds to a As doping density of 3× 1014/cm3.
The crystals were cut perpendicular to the 〈100〉 crystallographic axis and STM used
to scan the surface for potential defects to ensure an atomically clean surface prior to
fabrication. The δ-layer are fully saturated with an approximated doping density N2D =
2.35× 1014/cm2 and have an active doped region of 2× 5 mm. The PH3 δ-layer was
flashed annealed at 350 ◦C for 2 min and the PH3 LL δ-layer (Section 2.3.4) underwent
a 15 s rapid thermal anneal at 500 ◦C to incorporate the phosphorous donors, after the
growth of a 10 ML room temperature ‘locking layer’. Both δ-layers were overgrown with
an epitaxial layer of intrinsic silicon up to a total of 20 nm at 250 ◦C. The samples have ex-
pected DC sheet resistances of approximately 670 Ω/2 and 1000 Ω/2 respectively which
have been extracted on similar samples using Hall bar measurements (provided by Taylor
Stock, LCN). SIMS profile data is shown for Si:P δ-layers fabricated with and without
the ‘locking layer’ in Figure 4.2. Both layers have a thickness, taken from the FWHM, of
2 nm, however the PH3 δ-layer has a segregation tail that leads up to the sample surface.
The peak concentration is higher in the PH3 LL δ-layer due to the enhanced confinement,
however the total quantity of phosphorous donors in both δ-layers is roughly the same,
as no phosphorous should be lost during the ‘locking layer’ overgrowth.
4.2.2 Ion beam implanted δ-layer
The IBI sample was created at the Surrey Ion Beam Centre Nodus Laboratory, University
of Surrey. The δ-layer was fabricated on a Si:As die cut from the same wafer as the dies
used for the PH3 δ-layers. The implantation was designed to replicate the PH3 δ-layers
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Figure 4.2: Doping profiles for the three monolayer samples. Secondary ion mass
spectroscopy profiles are presented for the PH3 and PH3 LL samples. SRIM software was
used to model the ion implantation profile for phosphorous implantation into silicon at
12.5 keV. The bulk-arsenic dopants were not included as they make up less that 0.0005 %
of the silicon lattice.
so that the performance of the respective δ-layers can be directly compared. This was
completed with the use of the SRIM software package which simulates the transport
of the ions in matter [113]. The phosphorous ions were implanted at an ion energy of
12.5 keV which produces a peak implantation depth of 20 nm as seen in Figure 4.2. An
implantation angle of 7◦ was used to prevent the ions tunnelling down the 〈100〉 axis.
The SRIM simulation was used to calculate the required ion implantation dose AIM
(ions/cm2) required for a fully saturated sample (N3D ≈ 1× 1020/cm3) through
Atoms/cm3
Atoms/cm2
(AIM) = N3D (4.1)
giving AIM = 2.35× 1014/cm2. It should be noted that doses higher than 1× 1020/cm3
can start to cause irreversible damage to the silicon lattice. The phosphorous ions were
incorporated using a 10 s, 1000 ◦C rapid thermal anneal to suppress aggregation of the
phosphorous ions [114].
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4.2.3 Fabrication of devices
In order to extract the transmission characteristics of the δ-layers, the layers are fabri-
cated into planar transmission lines. It was chosen to create co-planar waveguide (CPW)
transmission lines with the δ-layer as a transmission line under-test (TUT) within the
signal line and gold ground planes as this facilitates ground-signal-ground (GSG) probing.
Figure 4.3 shows the cross-section of the characterisation transmission lines, detailing the
placement of the δ-layer. The CPW dimensions were chosen for a 50 Ω contact pad with
a signal line width w of 75 µm and signal line to ground plane gap s of 46 µm to minimise
reflective losses in the experimental setup. The transmission lines are terminated with a
100µm2 metallic probing pad and capacitive contacts to the δ-layer formed of an 50µm2
overlap between the metallic and δ-layer [88]. Due to the small size of the samples, limited
configurations could be tested on a single sample die. In total, six transmission lines were
fabricated on each sample with TUTs of lengths: 200, 400, 600, 800, 1000, 2000 µm. The
TUT lengths were chosen to accommodate potential de-embedding techniques - discussed
in Section 4.4. Additionally, it was chosen to incorporate an ‘open’ reflect structure onto
each sample. The ‘open’ is formed of the probing pads and the capacitative contact pads
and is included as a potential de-embedding device. From here, the probing and capacita-
tive contact pads will be collectively known as the contact pad. Large δ-layer structures
were required to get a dominant effect from the δ-layer within measured results.
A two-step photo-lithography process was used to fabricate the transmission
lines on all experiment samples: a positive reactive ion etch for the δ-layer followed by
a negative metallic deposition. (Appendix C.2 presents the photo-mask designed for the
device fabrication.) Due to the small size of sample, and the thermal incorporation of the
δ-layer, adjustments were made to the conventional silicon photo-lithography recipe as
detailed in Appendix B.1. The metallisation layer for the ground planes and contact pads
has a total thickness of 120 nm, which is stipulated by the photo-lithography fabrication
process. The recommended probing pad thickness is 1 µm. Gold was chosen as it was
optimal for on-wafer probing as it reduces the damage to the RF probe tip during landing.
Tests were completed to indicate that this probing thickness was effective whilst applying
a small over-travel of around 10–20µm to ensure contact. Figure 4.3 shows the final
‘standard’ δ-layer sample after fabrication.
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Figure 4.3: a) Top down and b) cross-sectional diagrams of a device with a δ-layer
within the signal line of the TUT. The dashed line in a) details the cross-sectional slice
shown in b). The probing and contact pads terminate either end of the TUT with
the ground-signal-ground (GSG) probe placement detailed. The geometry of the TUT is
defined with w as the signal line width, s as the signal-ground distance and l as the signal
line length. c) Photograph of the final six devices and the ‘open’ ready for probing.
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4.3 Experimental setup
4.3.1 On-wafer probing
S-parameters were measured for the test structures measured using a two-port on-wafer
experimental setup at 4.5 K and 4–26 GHz. This was completed with a Lakeshore TTPX
Cryogenic probe station combined with a Keysight N9918A 26 GHz FieldFox Microwave
Analyser and GGB 40 GHz, 100µm-pitch probes. The probe station was based at the
LCN, UCL and access provided by the Quantum Spin Dynamics Group. Complementary
room temperature measurements were completed at the ATI, UoS using a MPI TS200-SE
probe station combined with a Keysight N5247A PNA-X 67 GHz Network Analyser and
MPI 40 GHz, 150µm-pitch probes. Figure 4.4 shows a schematic view of the experimental
setup and the probing configuration at the LCN. The measurements included 201 data
points, a 1000 kHz IF bandwidth and were averaged across three frequency sweeps. An
input power level of −15 dB m was used to prevent potential heating within the structures
due to the high reflective losses. For the 4.5 K measurements, the chamber was optically
isolated to prevent any potential optical excitations within the donors.
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Figure 4.4: Photographs showing the a) experimental setup at UCL including the
Lakeshore cryogenic probe station and the Keysight FieldFox vector network analyser, b)
the probe configuration within the probe station and c) the probe placement upon the
devices.
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4.4 Calibration techniques
A key element of RF measurements, particularly with on-wafer probing, is the removal of
any effects from the surrounding electrical connections and any contact structures from
the final measurement results. There are a number of techniques that can be utilised to
achieve this that can be completed before or after the experimental measurements take
place. The various available calibration procedures used a number of physical reference
standards fabricated specifically for this purpose, which can be purchased as commercial
calibration impedance standard substrates (ISS):
Thru a symmetric pair of horizontally connected probing pads only and does not include
a TUT.
Line a symmetric pair of probing pads connected using a line of known length.
Short a symmetric pair of isolated probing pads with shorts between the ground and
signal pads
Open a symmetric pair of isolated probing pads
Load a symmetric pair of isolated probing pads with 50 Ω loads applied between the
ground and signal pads
Shorts and opens are collectively known as ‘reflects’ and a load is known
as a ‘match’. The two primary on-wafer techniques for a two-port measurement are
short-open-load-thru (SOLT) and thru-reflect-line (TRL) [115]. The SOLT requires full
knowledge of the electrical behaviour of each of the standards and accompanying probe
tips so that error boxes can be established and de-embedded. For the TRL, the thru
and the line must be uniform and have a known electrical length. A TRL can be ap-
plied before or after the measurement procedure. Additionally, it is relatively easily to
fabricate a set of TRL calibration standards. Between the two, the SOLT is the more
rigorous calibration technique. Within the proposed experiment, the unknown δ-layer
is embedded beneath an epitaxial silicon overgrowth, producing a bi-layer contact pad
which includes the material to be characterised. This raises two key difficulties in using
conventional calibration techniques. Firstly, the complete structure and electrical pa-
rameters of the δ-layer capacitive contact is unknown, so we cannot form error boxes to
include in an SOLT. Secondly, the inclusion of the bi-layer contact within the line classes
it as non-uniform so we cannot complete a TRL. Within the experiment, a sequential
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calibration procedure was chosen. Firstly, a standard calibration procedure was utilized
to move the measurement reference plane up to the probe-tips before the measurement
was commenced. A secondary post analysis calibration procedure was used to remove
the effects from the probing and capacitative contact pads. Non-conventional techniques
were required here and the choice is discussed in Section 4.4.2.
4.4.1 De-embedding to the device
Calibration to probe tip
Different network analyzers were used for the respective cryogenic and room temperature
measurements due to the accessibility in each location. An SOLT using a MPI AC-2 ISS
was used for the room temperature measurements and a TRL using a Cascade 100µm
GSG ISS for the cryogenic temperatures. Firstly, SOLT calibration substrates are probe
specific and a suitable calibration substrate was not readily available for the GGB 100 µm
probes. Secondly, due to changes in the probe structure across the temperature gradient,
it is recommended to use a TRL at high frequencies when using the cryogenic probe
station. In order to complete comparisons between the S-parameter data at the different
temperatures, calibration tests were completed to ensure consistency between the two
techniques. For the TRL, the line is band limited between 20–160◦. Equation 4.2 details
the conversion between line length and the upper and lower frequency limits. It was
chosen to use the Cascade 1800µm line with an electrical delay of 13 ps. This sets the
experiment frequency range between 4–32 GHz.
νlower =
20
360
(
c
l
√
eff
)
, νupper =
160
360
(
c
l
√
eff
)
(4.2)
The effective dielectric constant eff is dependant on the transmission line geom-
etry and the permittivity of the substrate above and below the metallisation layer [116]
(detailed further in Section 4.5.3). Calibration measurements were completed on a 50 Ω,
3500µm line measured as both a line and an offset open at port 1. An open was used
as the reflect standard. S-parameters for the different calibration techniques and the
network analyzers can be seen in Figure 4.5. There is no variation between the each of
the calibration techniques applied using different network analyzers, aside from a peak
in the PNA data at 7 GHz due to a faulty port. The S21 parameters between the TRL
and SOLT are a good match, whilst there is some variation in the S11 parameters below
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15 GHz for the 50 Ω line. The variation between the two accounts to about a 1 % change
in the voltage ratio, so we can confidently alternate between using an SOLT and TRL
within the data sets. There is more noise on the FieldFox data, potentially due to its
higher noise floor. It should be noted that the TRL calibration was completed once the
cryogenic probe station had stabilised at 4.5 K.
The Smith chart can be used to further assess the quality of the calibration.
The line S11 is centered on the Smith chart reading a characteristic impedance of 50 Ω.
Additionally, the rotation of the position of the offset open S11 shows the changing phase
along the offset open length, as expected.
4.4.2 Non-conventional techniques for bi-layer calibrations
The bi-layer contacts required to access the δ-layer prevent the implementation of stan-
dardised on-wafer de-embedding techniques as the impedance, and hence prior knowledge
of the contact structure is unknown [117]. This prevents the use of techniques such as
a TRL with specialised bi-layer standards. Therefore, we need to find a de-embedding
technique that is not restricted by requiring prior knowledge of the contact pad error
terms. Here, four techniques from the literature that are suitable for the measurement
devices are investigated and compared, before establishing the technique with the highest
accuracy to be subsequently applied. A comprehensive review of calibration techniques
suitable for bi-layer contact structures has not been completed within the literature.
L-2L method
The first technique requires the measurements of two devices where the second device
has a transmission line TUT length that is twice the length of the other [118,119]. This
technique shall be referenced as the L-2L method. The technique requires conversion of
the measured S-parameters into ABCD-parameters, which allows the device matrix AD
to be defined in terms of the matrices of the TUT, ATUT , and the contact pads, AA and
AB, which relate to the port 1 and port 2 contact pads respectively:
AD = AAATUTAB (4.3)
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Figure 4.5: S-parameter measurements for the SOLT and TRL calibrations completed
on the FieldFox and PNA network analyzers. (a) S11 and (b) S21 parameters for a 50 Ω,
3500µm line. (c) S11 and (d) S21 parameters for an 3500µm at port 1. S11 parameters
for the line and the offset open displayed on a Smith chart.
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Figure 4.6: Impedance model of a thru reference standard detailing the contact pads A
and B at the respective measurement ports 1 and 2.
ADx2 = AAATUTx2AB (4.4)
The ABCD matix of a thru, consisting only of the contact pads, can be found
as defined through the following equation:
AT = AAAB = AD [ATF2]
−1 AD (4.5)
We assume that AB is the mirror image of [AA]. The thru is modelled as seen
in Figure 4.6, and is defined through the use of the Z-parameter and Y-parameter 2-port
circuit definitions. By conversion of AT to Y-parameters, YT , the unknown Z and Y
parameters of the thru can be defined as:
Z =
−1
2YT12
, Y = YT11 + Y
T
12 (4.6)
From here, AA and AB can be found and used to isolate the ABCD-parameters of the
TUT:
ATUT = [AA]
−1 AD [AB]
−1 (4.7)
From the final ATUT matrix, γ and Z0 can be extracted as shown in Equation 3.14.
There are a number of limitations within this technique. Firstly it requires
that there must be a single propagating mode within the transmission line. The probe
52
Chapter 4. Microwave characterisation of Si:P delta-doped layers
station chuck, on which the sample is placed, is metallic producing a ground plane for the
CPW. Therefore, there is a probability that additional microstrip modes could propagate
inducing a multi-moded response within the data. Secondly, it is required that there is
minimal coupling/fringing fields between each of the device components particularly the
ports. Finally, if AA 6= AB, then Figure 4.6 is no longer valid, and we cannot accurately
extract the appropriate matrix for each contact pad.
Y-parameter method
The second calibration technique investigated utilizes the Y-parameter definition of cas-
caded networks [100]. In the low frequency approximation, the device YD can be modelled
by Equation 4.8, where YOPEN is a structure formed of the contact pads only.
YD = YTUT + YOPEN (4.8)
As YD and YOPEN can be found through measurements of the devices and the
‘open’ structures, YTUT can be found through a simple subtraction and converted into
ATUT , to be continued as above. This technique is also susceptible to the limitation dis-
cussed above, where we assume that minimal fringing occurs between device components.
Due to the inclusion of the open structure, we assume that the coupling across the open
structure is small, and would be consistent between different TUT lengths.
L-L method
The final technique investigated is not a full calibration technique focused on the removal
the error fixture terms to obtain the network parameters of the TUT. Instead, the tech-
nique extracts γ and Z0 directly from the measurement of two uniform transmission lines
of different lengths, hereafter referred to as the L-L method. This technique is possible
as two uniform transmission lines with the same cross-sectional geometry and materials
should have identical γ and Z0. The method discussed here is extracted from two pa-
pers that focus on γ [120] and Z0 [121] individually and are combined to create one full
transmission line parameter extraction technique. The extraction of Z0 relies on prior
knowledge of γ.
The L-L method works with the T-parameters, or wave cascade matrices of the
network. As before, TA and TB refer to the contact pads matrices at ports 1 and 2
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respectively. Under the T-parameter formulation, the device TD can be written in the
form:
TD = TATTUTTB (4.9)
The reference planes are set to the centre of the shorter transmission line of
length l1. Subsequently, the wave cascade matrices for each TUT can be modelled as:
TTUT1 =
[
1 0
0 1
]
,TTUT2 =
[
e−γ(l2−l1) 0
0 e−γ(l2−l1)
]
(4.10)
The eigenvalues of TM = TD2T
−1
D1
, gives a solution of γ, where e−γ(l2−l1) is
assigned as the positive eigenvector and corresponds to the positive propagation constant.
For a full derivation of the eigenvalue, see Fuh 2013 [120]. An advantage to this technique
is that it does not require that TA = TB as with the 2L-L method for the extraction of
γ.
The Z0 section of the L-L method utilises the ABCD-parameters, where the
device can be defined as in Equation 4.3. Through a requirement that AA and AB are
identical, symmetrical (A = D) and reciprocal (AD = BC), simultaneous equations can
be written for each of the TUTs:
AD1 [AA]
−1 = AAATUT1
AD2 [AA]
−1 = AAATUT2
(4.11)
The solution for Z0 from the symmetrical equations is:
Z0 =
BD2(cosh (γl1) + AD1)−BD1(cosh (γl2) + AD2)
det(K)
(4.12)
where
K =
[
AD1 + cosh (γl1) sinh (γl1)
AD2 + cosh (γl2) sinh (γl2)
]
(4.13)
Figure 4.7 compares the three different calibration methods that could be used
to find γ and Z0. Gold transmission lines were simulated using Sonnet Software (Section
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Figure 4.7: Calibrated characteristic transmission line parameters for EM simulations of
a lossy CPW comparing the different calibration techniques studied for bi-layer contact
structures. The simulations were completed for gold lines on a Si:As 500µm 14.95 Ω
substrate at room temperature.
3.3) with the same geometry and substrate as the devices detailed in Section 4.2. The
simulations used line lengths of 1000µm and 2000µm used for l1 and l2 respectively for
the L-L and L-2L methods. A probing pad of length 100µm was used. From Figure 4.7,
it can be seen that the L-L and L-2L techniques have the highest level of accuracy, with
the L-L method producing a near match to the TUT. The Y-parameter method follows
the trend of the TUT parameters with frequency, but is offset with magnitudes up to 1.5
of that of the TUT in γ. The poor match in the magnitude of the parameters is likely to
be due to additional coupling effects between the individual contacts and the TUT which
are not detailed within the additive Y-parameter formulation.
However, there are stringent conditions applied on the pair of contact pads
with the L-2L method and for the Z0 element of the L-L method. Under experimental
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Figure 4.8: Calibrated characteristic transmission line parameters for a measured lossy
CPW comparing the different calibration techniques studied for bi-layer contact struc-
tures. The measurements were completed on gold lines on a Si:As 500 µm 14.95 Ω sub-
strate at room temperature.
conditions, small errors are likely to be induced from the position of the probe landing
and variations in the probe pad geometry. The calibration analysis was repeated for
measurements of gold transmission lines of the same structures to assess the sensitivity
of the methods to small variations between the appropriate matrices of the contact pads.
Comparison between the methods using measurement data shows a different
picture. As before, the L-L method shows the highest accuracy with a small variation
from the measured TUT values above 26 GHz in γ and 8 GHz for Z0. The L-2L method
fails with an inflection seen within the data above 20 GHz. This failure could be due to
the line length corresponding to an integer interval of the wavelength, as it is echoed in a
small noise element in the L-L method at the peak of the inflection in α and R(Z0). From
the failure of the L-L method it can be seen that AA 6= AB. There are concerns that as
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the contact pad is extended to include the capacitive contact pad to the δ-layer, variations
between the two pads will extend further. The Z0 part of L-L also sets requirements on
AA and AB, so it is not unreasonable to expect further deterioration of this method as
the contact pad geometry complicates further. To ensure the highest levels of accuracy
for calibration within the transmission lines, it was chosen to use the L-L method to
find γ and the Y-parameter method for Z0. The Y-parameter method is good match for
the Re(Z0) of the measured data, but again shows a small magnitude mismatch for the
I(Z0). The aim of this chapter is to investigate the viability of Si:P δ-layer for microwave
transmission and compare the various fabrication procedures available. The Y-parameter
method should provide a high enough level of accuracy required for our analysis.
4.5 Microwave characterisation results
In this section, the S-parameter measurements for each for samples are presented and the
characteristic transmission parameters, as discussed in Section 3.1, are extracted using the
chosen calibration techniques from Section 4.4. The results are analysed and compared
to literature studies of graphene with specific focus on matching to EM simulations and
lumped element models. Additional results are presented for the PH3 sample and a bulk
substrate at room temperature.
4.5.1 S-parameter measurements
The measured device S-parameters, |S11| and |S21|, for each of the samples are shown
in Figure 4.9. The data set for the implanted sample is limited to the DUTs of length
200, 400, 800, 1000 µm, where the remaining structures could not be accessed due to
degradation of the probe landing pads. For an ideal transmission line, it is desired to
have a low S11 and S21 ∼ 0. An open structure should have S11 = 0 and a very low
S21. The S-parameters for all lines show properties relating to a non ideal line with
S11 ≈ −0.5 dB. The PH3 results show that there is significant difference in transmission
between the TUT and open. The S11 values are approximately 0.5 dB lower than the
open S11 values and the S21 values are all higher than the open S21 values. These trends
are repeated within the PH3 LL devices for all the TUT lengths excluding the 2000 µm
and the 1000µm lines which have S11 values which sit between the TUT and open values.
This is attributed to poor landing on the probe pad structures, with the probes scratching
though to the silicon substrate below. The S11 parameters are slightly higher for the PH3
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LL δ-layer by around 0.1 dB which equates to an additional 2 % reflection at port 1. The
S21 parameters are lower in the PH3 LL TUT, with the 200µm TUT having a −10 dB
change between the two PH3 doped samples. This gives an initial indication that the PH3
LL δ-layer has higher losses within the line. Within the PH3 δ-layer, the 800 µm TUT
appears to have an anomalous S21 which diverts from the low frequency trend where S21
is inversely related to the TUT line length, and has a higher power transmission between
ports one and two than expected. This could be an anomalous reading, however the
trend is reproduced within the PH3 LL sample measurements indicating that this is a
real measurement. The higher S21 values could due to additional coupling between the
ports due to a resonance being setup across the device. Resonances are possible when
there are mismatched impedances across the device, which is expected here due to the
high sheet resistance of the δ-layer (This is discussed further in Section 4.5.2.) As seen
in Figure 4.3, the 800µm device has four key lengths: the calibrated 800µm δ-layer, the
900µm gap between the gold contact pads, the 1000µm gap between the probing pads
and a total device length of 1200µm. On a silicon substrate, these lengths are equivalent
to the quarter wavelength of frequencies between 27.4–18.3 GHz. Quarter wavelength
transmission lines are used as impedance matching transformers, thus decreasing the
reflections within the device at impedance boundaries. This could also explain similar
behaviour seen in the 1000µm S21 values which has similar device lengths around this
range.
The IBI δ-layer induces very different S-parameters for the devices. The S11
values for the transmission lines are much lower with an average S11 value of −5.8 dB.
Additionally, the open S11 is much lower at −4.7 dB, although the open S21 = −80 dB
as seen within the other samples. The low S11 values indicate a lower impedance of
the TUT with an lower input reflection at port 1. However, both S11 and S21 appear
to be primarily independent of frequency across the applied frequency band which is
S-parameter behaviour seen within resistors. The IBI sample is discussed further within
Section 4.5.4.
As with the PH3 LL, it is thought that the anomalous 2000 µm TUT, is due
to poor landing of the probe placement, with the probe over-travelling into the silicon
substrate. Throughout this section, only S11 and S12 are shown. The devices are designed
to be symmetric and passive with |Sii| = |Sjj| and |Sij| = |Sji|.
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Figure 4.9: Measured (i) S11 and (ii) S21 parameters for the (a) PH3 δ-layer, (b) the
PH3 LL δ-layer and (c) the IBI δ-layer at 4.5 K. The ‘open’ reflect structure is the black
line in all plots.
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4.5.2 Characteristic transmission line parameters
As detailed in Section 3, the S-parameter measurements are used to extract γ and Z0
for the three samples. 2L-L and Y-parameter calibration techniques are used to extract
γ and Z0 respectively and include calibration of the reference plane to the ends of the
TUT.
Propagation constant
Figure 4.10 details the attenuation constant α and the phase constant β for each of the
samples in a) and b) respectively. For all samples, α 6= 0 indicating an amount of loss in
the TUT from the non-zero RS in the δ-layer and a non-zero dielectric loss tangent, and
hence G within the silicon substrate, where for a lossy transmission line, α ∝ ω. For the
PH3 TUT, α rises steadily with frequency from 30 dB/mm at 10 GHz.The PH3 LL TUT
has a higher attenuation constant than the PH3 TUT above 13 GHz. The phase constant
is positively linear with frequency for all TUTs as expected with νp = ω/β. Linear fits to
β between 10–26 GHz give respective νp = 4.2± 0.4× 107 m/s and 3.3± 0.4× 107 m/s.
For a transmission line mounted on silicon, we expect a propagating wave velocity of
c/
√
r = 8.87× 107 m/s, so the measured phase velocities are reasonable.
Characteristic impedance
Figure 4.10c shows the real and imaginary part of Z0 for all three samples, with mag-
nitudes in the regime of 1000 kΩ which appear reasonable for δ-layer sheet resistances
around 600 Ω/2. The magnitude of the PH3 and PH3 LL both follow a similar negative
dependence on the frequency. This is converse to standard lossy transmission lines where
|Z0| has a positive dependence on the applied frequency with an expected square root
dependence from the skin effect. It is thought that this is due to the two-dimensional
nature of the TUT. Estimates of the δ-layer skin depths can be made through Equation
3.17, as 13 µm and 7 µm at 10 GHz for the PH3 and PH3 LL δ-layers respectively, which
is approximately three orders of magnitude larger than the thickness. It is thought that
the EM field saturates the full width of the δ-layer and begins to leak into the doped
substrate. At higher frequencies, the EM field experiences higher confinement reducing
the effect of the dielectric loss. It is interesting to note that this trend is also seen in the
similar studies on graphene, discussed in Section 4.1.1, although no attempt was made
to explain this phenomena was found within the literature.
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Figure 4.10: The characteristic transmission line parameters are shown as the (a) α,
(b) β, (c) Z0 and (d) IL for the TUT: PH3 δ-layer (blue), PH3 LL δ-layer (orange) and
the IBI layer (green). The inset in (c) shows the absolute magnitude values of |Z0|. α has
been presented in terms of dB/m. The data has been smoothed with a moving median
method across ten data points for clarity.
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The real and imaginary parts of the Z0 can be isolated through Z
2
0 , where Z0 is
defined in Equation 3.10:
Z2C =
RG+ ω2LC
ω2C2 +G2
+ i
ω(GL−RC)
ω2C2 +G2
(4.14)
By manipulating this expression, and completing a rough binomial expansion,
neglecting x2 and beyond, Z0 can be written as a complex parameter:
ZC =
√
RG+ ω2LC
ω2C2 +G2
[
1 + i
(ω
2
)( GL−RC
RG+ ω2LC
)]
(4.15)
The real part of Z0 must be positive and the sign of the imaginary part depends
on the sign of the GL − RC term. For the PH3 and PH3 LL TUTs, the imaginary
component is negative showing that RC >> LG. This can either indicate a dominance
in R or C, where R is effected by the δ-layer properties and C is dependant on the TUT
geometry. The PH3 LL TUT has a lower imaginary component than the PH3 TUT,
suggesting a greater RC contribution.
4.5.3 Transmission line lumped element model
Further analysis of the PH3 doped δ-layers can be advanced through extraction of the
physical parameters of the TUTs. As discussed in Equations 3.9 and 3.10, γ and Z0
can be used to find R, L, G and C assuming a simple lumped element model as seen in
Figure 3.1. Figure 4.11 plots the real and imaginary parts of a) γZ0 = R + iωL and b)
γ/Z0 = G+ iωC. (The results for the IBI sample are shown for later discussion).
As discussed in Section 3.1, C and L should be equivalent across the samples
as the geometries are designed to be identical. This is found to be consistent between
the PH3 samples where there is less than a factor of two for each parameter between the
samples, with the PH3 LL sample having larger L and C. Extrapolation of the imaginary
components to 0 GHz gives γZ0 = γ/Z0 = 0 for both samples excluding the plot of iωL
for the PH3 LL sample, which is thought to be due to a phase wrapping issue. Simple
closed-form analytic expressions can be used to attempt to verify the output values of
C and L as seen in Equations 4.16 and 4.22 shown below. For these calculations, we
assume a thin planar CPW where the signal line and ground planes are assumed to have
equal thickness and equal resistances dictated by the δ-layer and all sit within the same
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Figure 4.11: Real and imaginary components for i) γZ0 and ii) γ/Z0 for the a) PH3, b)
PH3 LL and c) IBI at 4.5 K. The values are extracted from the 800µm TUT.
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horizontal plane [122,123].
The CPW capacitance is a summation of the capacitances found in the substrate
below the CPW and the air gap between the signal line and the ground planes [124] and
is defined by the electrostatic capacitance CE:
CE = 4eff0
K(k0)
K(k′0)
(4.16)
The effective relative dielectric permittivity eff of a CPW is defined as
eff = 1 + (− 1)q (4.17)
q =
K(k1)
K(k′1)
K(k′0)
K(k0)
(4.18)
where q is a filling factor proportional to the height of the substrate and K is the complete
elliptical of the first kind with components
k′ =
√
1− k2 (4.19)
k0 = (1 + 2s/w)
−1 (4.20)
k1 =
sinh (piw/4h)
sinh (pi(w + 2s)/4h)
(4.21)
The expression produces CE = 0.16 nS/m which is a factor of 3.2 larger than the C value
extracted for the PH3, C = 0.0501± 0.0005 nF/m and 1.7 for the PH3 LL sample, which
is a good match.
A similar expression can be found for the inductance where it is assumed that
the primary contribution is from the mutual inductance, LM :
LM =
µ0
4
K(k′0)
K(k0)
=
eff
c2CE
=
1
ν2pCE
(4.22)
From Figure 4.11ai, L = 15.1± 0.2 µH/m compared to the theoretical calcula-
tion of LM = 0.44 µH/m, which is two orders of magnitude smaller. The discrepancy
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between the two parameters could be due to the large assumptions in the geometry, as
in reality the ground plane substrate height is fifty times larger than that of the signal
line. Further discussion is completed in Section 4.6.1.
A comparison between the two PH3 doped samples can be made from R and G.
At 5 GHz, the resistance of the PH3 is approximately 10 MΩ/m which is almost double the
resistance of the PH3 δ-layer. This can be attributed to the inclusion of the ‘locking layer’.
The ‘locking layer’ epitaxial overgrowth will be highly defected as it is grown at room
temperature compared to the standard 250 ◦C overgrowth of epitaxial silicon. Defects can
act as charge traps which will lower activation and require high temperature anneals to
remove them. The δ-layer activation temperature is reduced as low as possible to ensure
incorporation of the phosphorous ions and minimise diffusion, so does not achieve these
temperatures. Remaining defects will act as scattering centers which will reduce mobility,
producing an overall higher sheet resistance. Additionally, we see that the PH3 LL TUT
has a lower frequency dependence in R and G. It is thought that this is due to the higher
confinement of the phosphorous dopants within the transmission line where the change in
R follows on from the discussion regarding |Z0| and the skin effect. The PH3 LL sample
has a lower G than the PH3 sample. As each δ-layer is fabricated on the same substrate.
G should be consistent between samples. Differing G values can therefore be used as
a rough analysis of the confinement of the δ-layer, through its relation to the substrate
doping density. The segregation tail within the PH3 δ-layer acts as donors within the
substrate, contributing to the substrate loss. Therefore, we can expect a higher G value,
as there are more donors within the substrate bulk where G = Neµ.
From an extrapolated value of R = 6.5 MΩ/m at 0 GHz, we find Rs = 450 Ω/2.
This is a little lower than the estimated Rs from equivalent samples, however is still
in good agreement with typical Si:P δ-layer values from elsewhere [71]. Throughout
this analysis, it can be seen that the major loss within the transmission line is within
the δ-layer resistance and hence this is the major contributor to the transmission line
characteristic parameters. Additionally, the dominance of R explains the negative value
for I(Z0) in the discussion of Z0 where we noted that the RC  LG.
Insertion loss
The final transmission characteristic parameter to consider is the insertion loss. Figure
4.10d shows the IL for the PH3 doped samples extracted from the measured S-parameters.
We assume that comparison between the non-calibrated IL of the samples is reasonable as
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the contact geometries between the three samples is designed to be equivalent. The PH3
and PH3 LL device have IL of 35 dB and 32 dB at 10 GHz respectively. Unexpectedly, the
IL shows a negative frequency relation which opposes the relation seen in α. This can
be attributed to the capacitative contacts of the device which are not calibrated out of
the IL, as calculated from the S-parameters. The impedance of the contacts ZC = 1/iωC
and hence, will decrease with increasing frequency. The IL of the PH3 device and PH3
LL device overlap across the full frequency range, which does not match the trend seen
in α, where the PH3 LL TUT had consistently higher loss above 10 GHz. The contacts
can be modelled by a simple parallel plate capacitor, CC = A/d. The reduced metal
thickness due to the ‘locking layer’ increases d and hence decreases the CC across the
contacts, reducing the loss.
4.5.4 Graphene comparison
Extracted γ and Z0 values for graphene have not been found within the literature, even
though experiments similar to those presented here have been performed. As discussed in
Section 4.1.1, the primary presented results for graphene characterisation are S-parameter
measurements, of which some are then matched to an extended lumped parameter model
(Figure 4.1) and the R, L, G and C values extracted. The lack of γ and Z0 is pre-
sumably due to the limited sizes of the graphene flakes characterised which ranged from
10–200µm, making it difficult to perform a calibration and extract transmission line pa-
rameters. However, a comparison between graphene and δ-layer CPWs can be completed
through the IL. For graphene, a IL of 20 dB at 20 GHz was presented from the published
S-parameters for a 100× 20 µm graphene TUT within a 50 Ω device. For comparison, the
IL was extracted for the smallest PH3 device with a δ-layer dimension of 76× 200µm and
was found to be ∼ 30 dB at 20 GHz. Comparisons between the Si:P δ-layers and graphene
are hard to complete as the IL are dependant on the transmission line geometry and con-
tacting structures, which varies between the two material studies. However, it can be
seen that the Si:P δ-layer has similar losses and transmission properties at microwave
frequencies.
Ion beam implanted δ-layer
We turn to the discussion of the IBI δ-layer. In Section 4.5.1, the IBI sample S-parameters
did not represent those of a transmission line. For clarity, characteristic transmission
properties are shown in Figure 4.10 for the IBI sample to see whether the extracted γ, Z0
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and IL support the conclusions made in the S-parameter discussion. The IBI TUT has
the lowest Z0 magnitude but the highest α and IL, where α has an inverse relationship
on the frequency opposing the relation seen in the PH3 TUTs. The IL is a value of 42 dB
at 10 GHz, therefore approximately 95 % of the power successfully transmitted into the
device at port 1 is lost along the length of the TUT, compared to 50 % found in the PH3
doped δ-layers. This is a further indication that ion beam implantation is not a suitable
technique for fabricating metals to be used for transmission line.
Consideration of the ion beam implantation procedure can provide an explana-
tion for these characteristics. As can be seen in Figure 4.2, the expected line thickness of
the δ-layer is around 20 nm prior to annealing, as the phosphorous dopant can travel eas-
ily through the silicon lattice causing high straggle levels. During the activation anneal,
there is an expected movement of around 10 nm which would still place the final layer
thickness at around 40 nm with non-uniform dopant dispersion. The implantation ions
are still confined within the signal line mesa but have a large distribution into the silicon
substrate directly above and below the doped plane. The lower Z0 could be attributed
to a higher N2D than anticipated within the incorporation anneal, which would reduce
the R value. This would also support the lower S11 values seen in Figure 4.9 for the IBI
TUTs which are due to a lower impedance mismatch with the 50 Ω probing configuration.
Figure 4.11 shows the results of the lumped element model. Whilst this it not
appropriate as the IBI TUT does not appear to act as a transmission line, it can be used
for analysis pointers. Firstly, the G is very high compared to the PH3 TUTs showing that
the dopants are acting as substrate dopants, as opposed to metal dopants. Secondly the
G and iωC term are not linear, indicating that the dopant behaviour is dependant upon
the propagating frequency. As G increases with frequency, this indicates that this could
be due to the skin effect seen earlier, where the EM field penetrates into the substrate
less at high frequencies and consequently, more of the outlying donors act as substrate
dopants.
Confirmation of the nature of the implanted layer was completed by repeat-
ing the measurements on a bulk-doped n-type Si:P substrate with a low resistivity of
4.2 Ω · cm. The signal line is etched directly into the silicon substrate to ensure a
bulk-doped signal line, with the same doping profile as the substrate. The room tempera-
ture S-parameter measurements can be seen in Figure 4.12 where they maintain the same
frequency independence between 4–20 GHz, corroborating our bulk signal line hypothesis.
The large losses and resistive nature of the IBI TUT indicate that δ-layers
fabricated with PH3 doping and MBE are preferable over δ-layers fabricated from ion
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Figure 4.12: Comparison between measured S-parameters between the IBI sample at
4.5 K (solid) and an n-type Si:P bulk doped sample (dashed) at room temperature. The
400µm and 800µm TUT devices are shown.
beam implantation for use as interconnects at microwave frequencies.
4.5.5 Room temperature measurements
The samples within this chapter have been measured at 4.5 K as this temperature ap-
proaches the current milli-kelvin working regime of silicon-based quantum computers. To
assess the versatility of the Si:P δ-layer as an interconnect for other commercial appli-
cations including CMOS technologies, the S-parameter measurements were repeated at
room temperatures. Figure 4.13 shows the S-parameters for the PH3 400µm device, the
1000µm device and the open standard at both 4.5 K and 298 K.
The S11 values are approximately 1.5 dB lower at 4 GHz within both the devices
and for the open. Additionally, the S11 negative relationship on the frequency has a
lower gradient than seen for the cryogenic measurements, which looks closer to the IBI
S-parameter measurements. The characteristic transmission line parameters can be seen
in Figure 4.13, where it can be seen that raising the temperature increases Z0, but
decreases α. From Equations 3.9 and 3.10 this would require an increase in G or C.
As the temperature increases intrinsic carriers within the silicon substrate are
thermally generated increasing the substrate conductivity, meaning that the substrate
conductivity begins to approach the metallic regime. Additionally we would expect a
change in the resistance of the δ-layer as at higher temperatures the phosphorous donors
within the δ-layer ionise, allowing them to act as free charges with a higher charge carrier
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Figure 4.13: S-parameter measurements a) S11 and b) S21 for the PH3 400 µm device,
the 1000µm device and the open standard, c) α and |Z0| at both 4.5 K (line) and 298 K
(dashed line).
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mobility and increasing the metallic conductivity. It is expected that this would result in
a reduction in α and Z0, however only a reduction in α is seen in Figure 4.13. Evidence
of this can be seen in the S11 values of the open structure which shows a smaller load
at port 1. For successful room temperature propagation, a higher resistivity substrate is
required. Currently, the δ-layer fabrication procedure has limitations on the maximum
silicon resistivity which can be used of 300 Ω · cm. This limitation comes from the use
of STM to image the surface of sample for cleanliness before depositing the phospho-
rous dopants. Additionally higher resistivity silicon is expensive as it is much harder to
fabricate due to the high purity levels required. The substrate loss could be reduced by
mimicking commercial CMOS technologies, which incorporate an insulting layer of SiO2
isolating the metallic layer from the doped substrate and, thus, suppressing leakage of
the electromagnetic wave into the dielectric.
4.6 2DEG Discussion
4.6.1 2DEG transmission properties
The extracted transmission characteristics have shown that the δ-layer can successfully
transmit microwaves. However, for a full understanding of the TUT, consideration of the
confinement of the signal line to two-dimensions is required. As discussed in Section 2.3,
at 4.5 K, a δ-layer is a 2DEG. The 2DEG conductivity σδ can be found via the Drude
model, shown in Equation 2.2 [88]. The impedance of the δ-layer sheet, Zδ =
1
σδt
l
w
, within
the signal line of the TUT is complex [88]. Separation of Zδ into real and imaginary terms
produces:
Zδ(ω) =
(
m∗
N2De2τ
l
w
)
+ i
(
ωm∗
N2De2
l
w
)
= RS + iωLK (4.23)
This re-arrangement details how LK is induced by the imaginary element of
the complex 2DEG conductivity, with a recovery of Equation 3.20. In Section 4.5.3, the
theoretical LM was two orders of magnitude larger than the extracted L from measure-
ment. Inclusion of LK in series with LM , as in Figure 3.2, could explain this discrepancy.
Theoretical calculations of the L terms produce LK = 76 nH/m and LM = 440 nH/m.
Therefore, it is expected that 15 % of the overall inductance of the δ-layer TUT is con-
tributed to by the LK and it should not be considered dominant for these geometries
and does not explain the discrepancy between the theoretical and measured values, and
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we return to our conclusion that the expression given for LM is over simplified for the
experimental geometry.
Comparatively, studies into graphene have found a larger contribution from
LK . Although graphene contains massless electrons, the collective electron motion of the
kinetic inductance induces an effective mass. In CVD grown graphene, Yoon found an ef-
fective mass for graphene m∗ = 0.012 [83]. Therefore, the factor m∗/N2D is approximately
four times larger than for the Si:P 0.25 ML δ-layer, with means that LK becomes domi-
nant over LM at larger geometries and larger frequencies in graphene than Si:P δ-layer.
Evidence of dominant LK at microwave frequencies has been seen in graphene through-
out a number of references [83,92]. As discussed prior in Section 4.1.1, dominance of LK
induces plasmonic resonances within the transmission line [3]. Plasmonic resonances are
non-ideal for transmission propagation as they increase energy absorption, reduction of
the propagating wavelength [107] and additional losses within the transmission line.
EM simulations
A key element of commercialising planar electronics is the ability to design and optimise
circuit components. Analytically, the transmission line design equations can be used to
calculate Z0 and the effective line length from an understanding of the line geometry and
dielectric materials. However, the design equations are limited as they do not consider
high losses in the transmission line where R and G 6= 0, which can cause deviations in
Z0. A more flexible technique for transmission design is through the use of EM planar
simulation solvers, as discussed in Section 3.3. In addition, this can be used to simulate
the TUT and the surrounding device which is useful when there are unknown elements
within the device as in the case for our bi-layer geometry. In order to extend, optimise
and commercialise the usage of δ-layers for planar electronics, it is required to be able to
accurately model it using standard EM planar simulation software software. The 200µm
device was simulated using the set up detailed in Section 3.3 and Appendix C.1 and
the simulated S-parameters shown in Figure 4.14. The material values have been taken
from the expected RS of the δ-layer and the resistivity ρS and loss tangent tan δ of the
dielectric substrate have been previously detailed in Section 3.3.
The S-parameters are a good match, excluding the mismatch in S11 above
10 GHz. It is suspected that the 0.5 dB difference is due to an underestimation of the
silicon substrate loss tangent at 4.5 K. There is also a small deviation in the phase, how-
ever appraisal of the phase of S11 for the other PH3 transmission lines shows that this
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Figure 4.14: Measured and simulated S-parameter measurements for the 200 µm device:
a) S11, b) S21 magnitude and c) S11, d) S21 phase. The measured S-parameters (black)
are from the PH3 sample. The simulation has material values of RS = 670 Ω/2, ρS =
1000 Ω · cm and tan δ = 4× 10−4. The LK simulation includes LK = 5.71 H/2.
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is actually due to a small anomaly in the 200µm device, and that the simulated phase
is accurate when compared to the other measured devices. This is a positive result as
it shows that we can successfully simulate Si:P δ-layers with conventional EM planar
software.
An additional feature of the Sonnet simulation software is the ability to include
LK as a property of the metallic layer. This is an important feature as we start to look
towards nanoscale electronics, however it can also be used to confirm our theoretical
predictions about the dominance of LK under the measurement conditions. To assess
the effect of LK , the device was re-simulated with the metallic layer defined as RS =
670 Ω/2 and LK = 5.71 H/2 with the simulation S-parameters also shown in Figure
4.14. On average, the inclusion of LK contributes approximately a 3 % change in the
magnitude of the S-parameters. There is no visible change in the phase of S11 and
S21. The simulation confirms our theoretical predictions that LK does produce a small
contribution to the transmission line behaviour, but that LK is not a dominant feature
at macroscopic geometries and microwave frequencies.
4.7 DC measurements
The contact between the probing pad and the δ-layer is formed of a capacitive contact
and an edge contact. Two port cryogenic DC measurements using a ohmmeter were
completed across the signal lines on the PH3 sample to measure the resistance of the
edge contact. Table 4.1 displays the results for a 2 V bias. The DC measurements were
achieved on the 200–1000µm TUTs but not the 2000 µm TUT indicating that the edge
contact is not a fully reliable contacting mechanism.
Figure 4.15 shows the measured resistances for the 200–600 µm devices. The
800µm line appears anomalous, so was not used. From the y-axis interception, 2RC can
Table 4.1: DC resistance measurements for the devices of transmission line lengths be-
tween 200–2000µm on the PH3 sample. The measurement was taken across the contacts
at either end of the signal line which incorporates the δ-layer.
TUT length (µm) DC Resistance (kΩ)
200µm 2.48
400µm 4.03
600µm 5.55
800µm 37.39
1000 µm 27.77
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Figure 4.15: DC resistance measurements on the PH3 devices at 4.5 K. The resistance
was measured across the signal line containing the δ-layer.
be found producing RC = 475 Ω. Additionally, the DC measurements can be used to give
an estimate for the resistance of the δ-layer. RS = 576 Ω/2 is found from the gradient,
which is slightly lower than predicted δ-layer Rs but higher than that found from Figure
4.11. These measurements could not be successfully repeated at a later date, suggesting
potential deterioration of the edge contact structures during the measurement procedure.
4.8 Further work
There are a number of directions that this work can be taken further. The natural next
step within this research is to repeat this analysis with an improved and optimised Si:P
δ-layer. The recent fabrication and advances discussed in Section 2.3.4 have produced
δ-layers with sheet resistances as low as 180 Ω/2, which is approximately 3.5 times smaller
than the RS of the PH3 δ-layer used within this chapter, and hence would decrease the
resistance of the transmission line which was found to be the dominant property. A
very recent contribution to δ-layer fabrication research is the inclusion of arsine as a
precursor gas which allows the fabrication of a Si:As δ-layer [125]. Arsine has a number
of benefits over phosphine as a precursor gas. Firstly, arsine monolayers have higher
confinement as the heavier molecule is less likely to diffuse during the annealing process.
Due the implications of this with HRL, high frequency analysis of Si:As δ-layers would
be profitable. An additional improvement to the δ-layer transmission line would be to
use a higher resistivity substrate. In Section 4.5.2, it is seen that despite the anticipated
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freezing out of the intrinsic carriers at cryogenic temperatures, there is still a significant
loss within the substrate. Whilst commercial silicon resistivities up to 5000 Ω · cm are
available, current fabrication procedures limit the substrate resistivity to 300 Ω · cm as
discussed in Section 4.5.5. Here, it was suggested that a potential method to include
the substrate resistivity would be to mimic traditional CMOS technologies and include a
silicon dioxide insulator layer. This would be compatible with intrinsic silicon and could
be deposited as a mounting surface for the phosphorous monolayer. The inclusion of
an insulator layer would also extend the use of the δ-layer transmission lines to higher
operating temperature regimes.
The motivation behind our microwave characterisation of δ-layers was the pro-
duction of an ohmic nanoscale transmission line. Due to the time-consuming process
behind nanowire fabrication, the initial step is to attempt to simulate the nanoscale
transmission lines. Chapter 5 looks at developing a theoretical nano-transmission line
model for a δ-layer. Additionally, EM simulations are used to investigate the optimal
design and geometry for nanoscale transmission line designs.
Finally, with the success of the characterisation, potential device designs can be
conceived for future development. Potential design structures to be investigated include
the spin-control structures highlighted in Section 1.2.4 where an important consideration
is the electrical field strength at the transmission line termination. Another potential
device considered is to use the δ-layer to implement a microwave switch. Lower density,
resistive delta-layers approaching the Mott transition could be optically excited into over-
lapping states to reduce the resistivity and allow EM transmission. This device would
not be achievable within graphene due to its zero-band gap energy structure. A last step
would be to consider the properties of the δ-layer under the additional external conditions
that may be required for a quantum computer, which could include an external magnetic
field and under terahertz illumination.
4.9 Conclusion
Within this chapter, we have characterised Si:P delta-doped layers at microwave fre-
quencies between 4–26 GHz and the transmission line characteristics, the propagation
constant and the characteristic impedance, are extracted. The δ-layers fabricated using
phosphine doping and molecular beam epitaxy have favourable transmission properties,
and show relatively low loss with a insertion loss between 45–25 dB across the measured
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frequency range. The characterisation was repeated at room temperature, but show un-
usual transmission properties due to the poor definition between the doped metallic layer
and the intrinsic carriers within the bulk. Room temperature and cryogenic transmission
could be optimised further with the inclusion of a highly insulating layer. The ion beam
implanted sample showed very lossy transmission characteristics and resistive behaviour
with a frequency independent S-parameters, indicating that ion beam implantation is
not suitable for the fabrication of transmission lines within the microwave regime. The
results were matched to a simple lumped element transmission model and an extended
lumped model developed for complementary studies in graphene. The theoretical model
showed that the dominant contribution to the transmission parameters is the resistance
of the δ-layer and that further work should be focused upon reducing this to improve
the transmission properties. The δ-layers are compared to graphene, which is the pri-
mary material being considered for low-dimension interconnect within the literature, and
are found to have similar transmission characteristics, but have the additional advan-
tages brought by high stability, consistent sheet resistances, CMOS compatibility and
can achieve greater manipulation in processing at both the macro and nanoscale. Fi-
nally, the δ-layer transmission lines were successfully simulated using conventional planar
software, which is important for the development and design of circuits and devices for
commercial integration.
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In Section 1.2.4, the goal for the first half of this thesis was outlined as the investigation
into the possibility of using Si:P δ layer to create novel 2D mesoscopic transmission
lines. Chapter 4 showed that Si:P δ-layers are suitable for microwave propagation, and
identified a number of techniques to optimise their low frequency properties. In this
chapter, we turn our focus to transmission lines with nanoscale dimensions. The chapter
begins with a literature review of the theoretical and experimental studies into nanoscale
transmission lines. These models have been developed for the inclusion of nanowires
as interconnects within future CMOS technologies. Next, we take the general quantum
transmission line model proposed by Maffucci and Miano [126] and extend it to Si:P
δ-layers, which provides a theoretical comparison between Si:P δ-layers and alternative
materials for nanoscale transmission line suitability. Finally, the chapter completes a
study into the optimal design of a mesoscopic transmission line, through the use of planar
electromagnetic simulation software.
5.1 Literature review of nanoscale transmission lines
5.1.1 Theoretical models for quantum transmission lines
Quantum transmission line models have been popular within the recent literature as
technology starts to look at the miniaturisation of circuits to accommodate Moore’s law.
The models have focused on several modelling approaches including semi-classical [4,78],
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phenomenological [39,74], electrodynamic [81] and first principle derivations [127]. Often
quantum transmission line theories are written specifically for the individual materials as
they are highly dependant on the type of electron transport within the nanowire and the
behaviour of each nanoscale material under high frequencies.
In Section 4.1.1, a literature review was completed on the microwave character-
isation of graphene. The purpose of this literature review was two-fold. Firstly, it helped
to identify suitable experimental techniques for characterising a 2DEG and secondly,
graphene’s derivatives (CNTs and GNRs) have been the primary material studied with
regards to quantum transmission lines. CNT’s and GRNs are considered as a promising
material for interconnect due to their superior electrical, thermal and mechanical proper-
ties when compared to copper nanowires including high current densities (Single walled
CNT (SWCNT): ∼ 109 A/cm2, Cu: 107 A/cm2) and large mean free paths (SWCNT:
∼ 5 µm, Cu: ∼ 40 nm) [127]. Here, the literature review is extended to focus on the
theoretical models derived for CNTs and metallic nanowires over the last 20 years [128]
and a discussion of the supporting experimental results to assess the requirements of a
Si:P nanowire.
The key requirement of a theoretical transmission line model is to develop an
accurate model for a nanowire that incorporates the quantum effects discussed within
Section 3.2 and can be implemented within a circuit model. Typically, the models place
the nanowire within a microstrip structure, with the nanowire sat above a perfectly con-
ducting ground plane as seen in Figure 5.2, although alternative structures have been
developed including n-wire arrays [129]. A seminal work in developing transmission line
model for a CNT was published by Burke [39,130]. He noted that Landau’s Fermi liquid
theory breakdowns upon application to 1D systems as the electrons no longer behave as
non-interacting quasi-particles, and proposed the use of Luttinger’s liquid theory. Here
the collective electron motion is modelled as a 1D plasmon. This technique is the touch-
stone for many of the later quantum transmission line models, but it is limited to metallic
nanowires only. CNTs and GNRs can be fabricated in both metallic and semiconduct-
ing forms, with complicated additional fabrication steps require to separate and isolate
them. A series of papers by Maffucci and Miano [101, 131–133, 133, 134] and similar
works [78, 129, 135, 136] have developed a circuit model based on a semi-classical Boltz-
mann transport theory for the electron motion, which can be applied to any nanowire.
This technique finds the number of conducting channels within the nanowire and hence
the spatial dispersion of the conductivity across the nanowire which allows for the in-
corporation of spin and consideration of transport across multiple conducting channels
within the nanowire. The methodology of finding the current carrying modes is useful
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as it can be applied to any nanowire structure and can be used to explore the different
types of GNR edge structures [133,137] and chirality studies in CNT [134]. More usefully,
Maffucci and Miano detailed a generic transmission line model which is discussed further
in Section 5.2 [4].
Extensive numbers of further models can be found within the literature. These
range from early very simple circuit models which include LK and QC , but do not consider
the multi-channel transport effects [74] to those that start to look at the more complicated
multi-walled CNT [138] and bundles of CNTs [139]. Additionally, there are extensive
nanowire models that specifically focus on characterising various properties to assess
suitability for integration with commercial technologies. These include papers that study
the delay ratio [140], the phase velocity [127] and incorporation into silicon CMOS circuits
as a via [141].
The key conclusion within the theoretical literature states that below a
cross-sectional dimension of ∼ 60 nm a single walled CNT has preferable transmission
characteristics than a conventional copper nanowire [142]. However the propagation at
microwave frequencies is slow compared to a lossless transmission line and it is proposed
that transmission can be optimised by using bundles of tens-of-micrometers long densely
packed nanotubes [78]. This is a crucial fabrication step still to be achieved and optimised.
Finally, the transmission properties between CNTs and GNRs are similar, but GNRs have
additional edge effects from the planar geometry that appear to be detrimental.
5.1.2 Experimental characterisation of carbon nanotubes
Whilst theoretical modelling of nanowires is extensive, complementary experimental stud-
ies are scarce. This is due to the complicated experimental setups required to complete
high frequency characterisation of a nanowire. Commercial experimental test platforms
for on-wafer characterisation are designed for structures in the micron scale with mini-
mum probe pitches of 25 µm available. To be able to characterise atomic scale structures,
adaptions to the characterisation test bed are required which can introduce a high amount
of loss and require complex calibration procedures. Secondly, atomic scale structures have
resistances approaching the quantum resistance, RQ = h/2e
2 = 12.9 kΩ. Electronic test
equipment is optimized for 50 Ω creating a large impedance mismatch between the con-
tacting structures and the TUT. A large impedance mismatch produces high reflections at
the ports of the transmission line reducing the measurement accuracy to the point where
it is no longer sufficient to resolve the measured S-parameters. For example, the reflection
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for Z = RQ measured with a 50 Ω port is equivalent to 0.992, or 0.0695 dB, which is very
close to the resolution of commercial network analyzers at 0.05 dB. Additionally, high
power losses at the transmission line ports or along the length of the line can generate
heating, which is undesirable for cryogenic applications. Researched techniques have fo-
cused on reducing the impedance mismatch through a intermediary structure such as a
taper [143, 144] or a Wheatstone bridge [145] with a unique calibration extraction. Al-
ternatively, high impedance [146] and nano-scale probes [147] are currently under design
and could potentially be used in future experiments.
Within the literature, three cases of the microwave characterisation of a single
SWCNT have been studied further. Alternative studies have been completed on MWC-
NTs and CNT bundles, but the review is restricted to microwave characterisation studies
of a SWCNT, which has similar dimensions to the HRL nanowires discussed in Section
1.2.2. Techniques including novel de-embedding solutions to extract the dominant con-
tact resistance [144, 145] and extracting SWCNT data from a CNT bundle to reduce
the impedance mismatch [143] have been utilized to overcome the high impedance and
difficulties in contacting small dimension TUTs.
Plombon et el. [143] characterised a 1 nm diameter SWCNT up to 3 GHz and
found to have a maximum Z0 of ∼ 17 kΩ whilst Gomez-Rojas [144] extracted R = 6.75 kΩ
between 0.3–6 GHz for a CNT with diameter ∼ 1.4 nm, which closer to RQ considering
that a SWCNT has four conducting channels [127]. The most comprehensive charac-
terisation preformed to date was performed by Nougaret et el. [145] who characterised a
SWCNT, diameter unknown, up to 7 GHz. The CNT was found it to have a characteristic
impedance in the 10s of kΩ region as shown in Figure 5.1. Below 3 kHz, Z0 was found to
be inversely dependant upon the frequency up to 4 GHz but frequency independent in the
higher frequency range. This could be an indication of the trends expected within a meso-
scopic transmission line, including one formed from a metallic δ-layer. It is interesting
to note that here the impedance of the line is inversely proportional to the propagating
frequency as found for the δ-layers in Section 4.5.2. An equivalent circuit, of the form
shown in Figure 3.2 expanded to include a contact resistance RC at either end was ex-
tracted. The mean respective values were RCNT = 12.25 kΩ, LK = 67 nH, RC = 5 kΩ
and CE = 17.5 fF which relate to the CNT resistance, the kinetic inductance, the con-
tact resistance and the electrostatic capacitance respectively. The RCNT corroborates
with RQ, as in theoretical models, however Lk is approximately four times larger than
the theoretical value computed by Burke [39]. The range of extracted values within the
experimental results shows that an accurate high frequency characterisation has not yet
been completed, due to the difficulties in extracting high impedance data. The SWCNT
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Figure 5.1: Impedance response of a SWCNT vs. frequency: a) magnitude and b) phase.
Measured impedance (points) and calculated impedance from an equivalent circuit model
(line) - not discussed here. Data reproduced from Nouget 2010 [145].
characterisations have proved complementary to the theories developed by Burke et el.
producing parameters of the correct magnitude however they indicate that further ex-
tension to either the theoretical models or higher accuracy characterisation studies is
required.
5.2 A delta-doped quantum transmission line model
To date, a theoretical model of a nanoscale transmission line fabricated from a semi-
conductor 2DEG has not been published. In the literature review, a universal quantum
transmission line model was developed by Maffucci and Miano following their work on
CNTs and GNRs [4]. In this section, this universal model is applied to Si:P δ-layers so
that a theoretical comparison between the available types of nanowire can be completed.
5.2.1 Maffucci’s universal quantum transmission line model
Within a macroscopic, 3D transmission line, a classical electron transport model can
be used to describe the behaviour of the charge carriers, where the electrons undergo
random thermal motion that is defined by the drift velocity and Ohm’s law. At the
atomic scale, a quantum mechanical model is required to describe the electron motion
which maintains wave-like behaviour and can undergo tunneling. The application of a
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Figure 5.2: Diagram for a transmission line model of a nanowire of width w above a
ground formed from a perfect conductor analogous to microstrip. The three transmission
lines represent a) a circular nanowire of diameter w = 2r, b) an equivalent model for a
circular transmission line, which is suitable for EM planar simulations - see Section 5.3.
and c) a flat nanowire such as a GNR.
quantum mechanical model becomes complicated when trying to scale the model to study
the mesoscopic/macroscopic transition. Maffucci notes that for the proposed dimensions
of nanoscale transmission lines within the literature, the dimensions are large enough for a
local crystal structure, allowing for a semi-classical treatment of the electron motion. The
electrons are treated as classical particles sat within a spatially periodic potential, and
can be described using a non-local dispersive Ohm’s law for the current density J(z, ω):
J(z, ω)− iωΨ(ω)∂J(z, ω)
∂z
=
σ0
1 + iωτ
Ez(z, ω) (5.1)
where Ψ(ω) is the dispersion parameter and Ez is the longitudinal component of the
propagating electric field which can be written as:
Ez(z, ω) = −∂(V (z, ω)
∂z
− iωLmI(z, ω) (5.2)
The model is based on a nanoscale transmission line with a microstrip geometry
where the nanowire sits at a defined height h above a perfectly conducting ground plane.
Figure 5.2 details the model geometry for a) a circular nanowire, such as a CNT, or c)
a flat nanowire, such as a GNR. In a nanowire, the electrons are confined in the lateral
plane, occupying quantised energy levels. The longitudinal length of the nanowire is
assumed to be long enough that the electron lattice experiences translational symmetry
along the nanowire length and the longitudinal wave-vector has a continuous parameter
range.
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In order to find a solution to Equation 5.1, the electron transport within the con-
duction bands is modelled by the quasi-static Boltzmann equation, with the distribution
function fmu for the generic µ-th subband Eµ [4]:
∂fµ
∂t
+ νµ
∂fµ
∂z
+
e
~
Ez
∂fµ
∂k
= −ν (fµ − f0,µ) (5.3)
The Boltzmann equation includes three mechanisms which drive the evolution of the
electron distribution in time. The first is the free streaming term which models the spatial
motion of the electrons as if in free space where νµ = dEµ/d(~k) is the carrier velocity.
The second models the changing momentum of the electrons under the influence of the
applied external field, Ez. The final term models the scattering of the electrons where
ν = vF/lmfp = 1/τ is the collision frequency and f0,µ is a local equilibrium distribution
function. In the low bias limit, where V  kBT/e, we assume small perturbations around
the equilibrium and can linearise Equation 5.3. This gives the solution to the non-local
spatially dispersive Ohm’s law as:
Ψ(ω) =
a(ω)vF
2
ν2(1 + iω/ν)2
(5.4)
and a DC conductivity
σ0 =
2vfM
νRQX
(5.5)
where M is the number of conducting channels that are available, i.e. the number of
available subbands around the Fermi level that contribute to the conductivity and a is
the parameter of spatial distribution of the current density across the wire. Equations
for M and a for the various different nanowire geometries are presented in [4, 129].
Through Equations 5.1 and 5.2, the final transmission line model, akin to the
macroscopic version defined by Equations 3.7 and 3.7, can be derived in a classical form
as:
∂V (z, ω)
∂z
= (RTL + iωLTL)I(z, ω) (5.6)
∂I(z, ω)
∂z
= CTLV (z, ω) (5.7)
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Table 5.1: Parameters for the various types of nanowires considered within this study
[4, 5]. The parameters are presented for the two cases where w = 14 nm and 1 nm.
Material νF (m/s) lmfp (nm) M w (nm)
Copper nanowire 1.57× 106 14.95 808
14
SWCNT 8.74× 105 50813 4.45
GNR 8.74× 105 385 1
Si:P δ-layer 1.46× 106 16 25
Si:P δ-layer with LL 9.14× 105 4.3 25
Copper nanowire 1.57× 106 14.95 3.12
1
SWCNT 8.74× 105 3626 0.46
GNR 8.74× 105 185 1
Si:P δ-layer 1.46× 106 16 6
Si:P δ-layer with LL 9.14× 105 4.3 6
where the per unit length parameters are given by
RTL =
vLk
Θ(ω)
, LTL =
LK + LM
Θ(ω)
, CTL = CE (5.8)
and Θ(ω) is a variable dependant upon CE, CQ, the collision frequency ν and the lateral
spatial dispersion of conductivity a.
Θ(ω) = 1 +
CE
CQ
a
1− iν/ω (5.9)
5.2.2 Results
This model can be universally applied to all types of nanowires. Within this study, we
look to compare the theoretical behaviour of a Si:P δ-layer nanoscale transmission line
to those formed from alternative nanowires: a copper nanowire, a single walled metallic
CNT and a metallic GNR. Table 5.1 details the relevant parameters for the nanowires
modelled for the two chosen nanowire widths. The diameters were chosen to study how
the quantum, kinetic and dispersive effects are affected by low density of states. The
copper nanowire and CNT are modelled as shown in Figure 5.2a, where w = 2r and
the GNR and the δ-layers are modelled as shown in Figure 5.2c. For all nanowires, the
substrate has properties: h = 2r and r = 2.2.
A key point to note from Table 5.1 is that for the 1 nm dimension, the δ-layers
have the highest number of conducting channels, due to the six-fold valley splitting within
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silicon. However as the nanowire width increases, M is found to increase proportionally
much faster in the SWCNT and the copper nanowire. The copper nanowire experiences
the largest effect of the transverse quantum confinement, which reduces M albeit at much
smaller dimensions than for the graphene based nanowires. An additional key comparison
can be made for the lmfp. The values for lmfp here are the typical values found within the
literature [4, 74, 129, 148] and the M and νF are taken from Maffucci 2013 [4], although
smaller values for the CNT have been quoted closer to 1µm [140,142]. The δ-layer νF and
lmfp values are taken from an experimental Hall measurements where a 15 ML ‘locking
layer’ was used for the second sample [5]. Respective carrier densities were found for the
two monolayers, with and without a ‘locking layer’ of 1.9× 1014/cm2 and 7.2× 1013/cm2
at 2 K. The inclusion of a ‘locking layer’ has been shown to not reduce the doping density
within other publications [73], but it is still expected that the lmfp should reduce following
our analysis in Section 4.5.2. The δ-layer M values are taken from Weber 2012 [15]. The
graphene derivatives have exceptionally long mean free paths due to graphene’s highly
regular lattice structure.
The characteristic transmission parameters are shown in Figure 5.3 for both
of the nanowire widths against frequencies between 100 MHz to 1 THz. For both the
14 nm and 1 nm dimensions, the CNT has the optimal transmission characteristics below
100 GHz with the νp values. However, the CNT parameters are seen to saturate at
respective frequencies of 2 GHz and 50 GHz respectively. The saturation occurs due to
LK and causes the νp to saturate two orders of magnitude lower than the ideal velocity in
a lossless line with the same dimensions. Saturation can be seen in the GNR as well in the
100s of GHz. Extending the simulated frequency regime shows that the saturation onset
occurs much higher in the δ-layers at frequencies approaching 10 THz. This corroborates
the results from Chapter 4 where it was showed that the heavy mass of the Si:P donors
means that the kinetic inductance will become dominant at higher frequencies than in
graphene.
Whilst the CNT outperforms the other available nanowires within the microwave
regime in α and νp, the δ-layer properties are not without merit. The standard δ-layer
fabricated without the ‘locking layer’ shows preferable transmission properties within
both dimensions with similar magnitudes to those found within the GNR below the
saturation point. For the 1 nm dimension, the standard δ-layers outperform the copper
nanowire, where it has almost double the number of conducting channels and a similar
lmfp. As the frequency increases into the 100s of GHz, the δ-layer has the greatest νp
and minimum Z0 and could be an optimal nanowire at THz frequencies. It could be
profitable to extend the microwave characterisation completed within Section 4 to the
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Figure 5.3: Simulated characteristic transmission parameters for nanowire microstrip
transmission lines a) α, b) νp and c) Z0. The phase velocity is shown normalized to
the value obtained if the transmission line was fabricated with a perfectly conducting
material, νp = iω
√
LMCE/β. The simulations are completed for nanowire widths of i)
14 nm and ii) 1 nm. The simulations are shown for five types of nanowires: a copper
nanowire (CNW - blue), a single walled carbon nanowire (CNT - orange), a graphene
nano-ribbon (GNR - green), a Si:P δ-layer (Si:P DL - red) and a Si:P δ-layer fabricated
using a locking layer (Si:P LL).
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terahertz regime. A limitation of our results are that they do not consider the absolute
temperature of the nanowire environment. The values with Table 5.1 are provided at
room temperature for the copper nanowire and the graphene derivatives, and at 2 K
for the δ-layers. Research into the behaviour of the charge carriers within CNT’s at
cryogenic temperatures is minimal and a value for the mean free path is not available.
Consideration can be given to the expected behaviour of the alternative nanowires as the
temperature decreases. The resistivity of a CNT has been shown to increase exponentially
with decreasing temperature, due to the carrier freeze out [149], so it is expected that lmfp
will increase with decreasing temperature. Additionally, whilst it is expected that the
bulk copper resistivity decreases with decreasing temperature, research has shown that
in gold nanowires, the resistance of the wire increases, below 100 K [150]. The increase in
the resistance is due to fluctuation-induced tunneling at the contact between the nanowire
and the electrode. This is important as it shows the importance of the nano-transmission
line contact to the surrounding macroscopic circuitry. Contacting to a nanowire is not
currently considered within the model, indicating a limitation on its practicality.
5.3 Validation of electromagnetic simulations at the
nanoscale
The previous section used a theoretical model to study the properties of a Si:P δ-layer
nanoscale transmission line and to compare it to alternative forms of nanowires: the
silicon nanowire, a single walled CNT and a GNR. The transmission properties were found
to be favourable comparable to GNRs at dimensions below 15 nm. The next stage within
the fabrication of a nanoscale transmission line to design the transmission line geometry,
to both optimise the propagation characteristics and reduce the losses during the TUT
contacting process. This is also essential for commercialisation and the incorporation of
nanowires into electrical circuits. Conventionally, transmission line design is completed
through either the design equations or using EM simulators. Both of these options are
not suitable for quantum transmission lines. A key aspect of the design equations is
that they are dimensionless, and are dependant on the relative ratio between the signal
line width and the gap width between the signal line to ground plan. Theoretically this
means that they should be valid for all potentially geometries and materials, however
Section 4.2 showed that they fail for lossy transmission lines, where the engineered CPW
device geometry was 50 Ω but was found to be on the order of 1 kΩ. Additionally, unlike
the Telegrapher’s equations, for the design equations there is no postulated adjustment
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for quantum effects. This is particularly significant for planar designs such as co-planar
wave-guide and co-planar strips which do not have closed design equations, but are instead
determined through quasi-static approximations.
Similar complications are found with EM planar simulation software packages
for designing nanoscale transmission lines. Software packages do not include the inte-
gration of charge discreteness, the CQ or the LK (although Sonnet Software does offer
LK as a material property for the simulation of superconducting circuits [151]). Within
this section, we simulate a copper nanowire microstrip in Sonnet Software and compare
it to the theoretical results from Section 5.2.2 [126]. The simulation will have two out-
puts. Firstly, quantum transmission line theory states that the CQ and the LK of the
line are incorporated in series with the macroscopic RLGC model. Simulations without
the consideration of quantum effects will indicate the contribution of the macroscopic
Maxwell’s equations response at atomic scale. Secondly, by comparing the simulations
against atomic transmission line models produced within the literature, the accuracy of
the models, and any adjustments that need to be considered, can be assessed. Within the
literature, EM simulations have been showed to be accurate for gold transmission lines
down to a signal line width of 4 µm compared to experimental measurements [152].
In order to model the circular copper nanowire in Sonnet Software, an equivalent
radius model was used to create a planar structure, specifically a square-face wire, as
detailed in Figure 5.2. The simulated transmission characteristics for a 14 nm and a 1 nm
copper wire are shown in Figure 5.4. The square-face wire was modelled using the ‘thick
metal model’, which is designed for metals where the thickness is on the same order as the
width. The bulk conductivity for copper, ω = 5.8× 107 S/m was used in all simulations.
Sonnet produces simulated transmission parameters of the correct magnitude
and with the correct parametric relationship to the frequency as those predicted by
Maffucci’s theoretical model. Within Z0, there is an average mismatch of 1.5 between
the simulated and the theoretical results. Within α, there is a greater discrepancy within
the 1 nm line width due to the increased dominance of the quantum effects, as α ∝ R,
L and C. The simulations show that Maxwell’s equations are of an equal magnitude
contribution to the transmission parameters as those from the quantum effect.
Comparison of the current literature models and experimental results, discussed
in Section 5.1.2 show an error margin and discrepancy between quoted values on the same
scale as that between the model and the simulation therefore the error applied to the
theoretical model will encompass the simulated parameters. Additionally, the impedance
mismatch between 1–2 kΩ is negligible compared to the mismatch between kΩs and 50 Ω
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Figure 5.4: Planar EM simulation results (blue) are compared with a general transmis-
sion line model for conventional metallic nanowires (black) [4]: a) attenuation constant
and b) characteristic impedance for i) a 14 nm diameter and ii) a 1 nm diameter copper
nanowire.
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which will be dominant during experimental testing. It is concluded that Sonnet Software
can be used for the preliminary design of nanoscale transmission lines and can produce
transmission characteristics on the order of those extracted from experimental studies.
5.4 EM simulations for the design of mesoscopic
transmission lines
We have shown that Sonnet Software can be used to simulate nanoscale transmission
lines with transmission parameters of the correct order of magnitude. In this section,
EM simulations are used to study the optimised transmission line geometries and metal
materials approaching nanoscale dimensions. The section starts with an investigation
into the failure points of the quasi-static design equations before a systematic study of
the influence of the various transmission line properties.
5.4.1 Planar transmission line design equations
In Section 5.3, it is discussed that the planar transmission line design equations fail for
high loss lines and nanoscale dimensions. In Figures 5.5 and 5.6, variable simulation
sweeps are completed to assess the point at which the design equations fail for a 2DEG.
The results are shown for a co-planar strips (CPS) transmission line (see Figure 5.7) on a
high resistivity substrate with r = 10 at 10 GHz. A CPS was chosen as it is the simplest
to simulate variable sweeps with within Sonnet Software. Figure 5.5 looks at the change in
the metallic conductivity for a CPS with micron dimensions for 50 Ω, where w = 100 µm
and t = 0.5 nm. Figure 5.6 sweeps the signal line width between 1–1000 nm, maintaining a
constant ratio between the signal line width w and the gap width s between the signal and
ground lines. Through the design equations, this produces a constant Z0. The simulated
metal has σ = 5× 107 S/m with a 0.5 nm thickness. The thickness is kept consistent
throughout the variable sweep to maintain a consistent planar design for the smaller
dimensions, which is less than the copper skin depth of 712 nm at 10 GHz to replicate
a 2DEG metallic monolayer. It should be noted the dimensions of a 50 Ω nanoscale
transmission line with w = 1 nm and s = 0.5 nm are infeasible for Si:P nanowires as both
of these dimensions are smaller than the effective Bohr radius of a phosphorous donor in
silicon of 1.8 nm [56]. This concern was disregarded for these simulations, as the aim of
the simulation was to investigate how Maxwell’s theory coped for the theoretical signal
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line limit.
Figure 5.5 shows how the dependence of the atomic transmission lines on the
metallic conductivity varies for S11, S21, Z0 and α. The S11 value appears to main-
tain a negative smooth inverse relation, whereas the S21 plateaus at conductivity below
1× 105 S/m. Alternatively, it can be seen that below 1× 107 S/m the simulated Z0 has
already begun to deviate from the design equations, with Z0 steadily increasing as the re-
sistance of the transmission line increases. The relationship between Z0 and σ shows the
characteristic inverse quadratic relation above 10× 104 S/m as expected for Z0 ∝
√
R,
as in Equation 3.10. The conductivity of a fully doped 200 Ω/2, 2 nm thick δ-layer, is
marked in Figure 5.5 and sits between the two limiting frequencies. The plateau occurs
as the contribution from R reduces below the contribution from ωL and ωC. The same
relation is potentially seen in α above 10× 105 nm, however α appears to plateau sooner
at 10× 105 S/m. The transmission parameters appear to approach a plateau in both the
S-parameters and the transmission parameters as the line becomes fully resistive.
Figure 5.6 shows the change in the transmission line parameters as the signal line
width ranges from 1–1000 nm. Unlike, for the conductivity, the transmission characteristic
parameters do not approach a plateau as the signal width approaches small dimensions,
as L and C are also dependant on the planar geometry of the transmission line. The
results show that high impedance inducing effects are dominant up to a signal line width
of 200 nm with an inverse negative relationship on the transmission line dimensions.
Figure 5.6 shows that at 5 nm Z0 is approximately 40 kΩ, with a νp of approximately
2× 105 m/s (not shown here). Through these simulations, the importance of being able to
accurately simulate mesoscopic transmission lines becomes clear. The design equations for
planar transmission lines break down at for transmission line widths below 1µm which is
approximately 1000 times larger than for a single walled CNT and at conductivities below
1× 107 S/m, which relate to those found in Si:P δ-layers. These simulations highlight the
importance of being able to use EM planar software to be able to design a mesoscopic
transmission line as the design equations are not an option.
5.4.2 Design of planar nanoscale transmission lines
A key element of EM planar simulations is that they allow us to optimise the transmission
line geometry for chosen transmission parameters before fabrication. From the results of
the study into the design equations, it was decided to complete a systematic simulation
study to assess how each of the parameters of the transmission line affect its characteris-
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Figure 5.5: Dependence of the S-parameters a) |S11| and b) |S21| and transmission line
characteristic parameters c) attenuation constant and d) characteristic impedance for a
mesoscopic transmission line on the metal conductivity at 5 GHz. The transmission line
geometry was designed for Z0 = 50 Ω. The vertical line marks the conductivity of a fully
doped 200 Ω/2 2 nm Si:P δ-layer.
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Figure 5.6: S-parameters a) |S11| and b) |S21| and transmission line characteristic pa-
rameters c) attenuation constant and d) characteristic impedance for a dimension sweep
for a gold CPS with t = 0.5 nm. The S/W ratio is kept consistent for Z0 = 50 Ω.
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Figure 5.7: Diagram of four planar transmission lines structures: Microstrip, CPW,
CPS and stripline. Each transmission line is formed of a signal line of width w (orange)
and accompanying ground planes (blue) with a slot width, s.
tics. This information can then be used to design mesoscopic transmission lines with the
desired characteristics and could potentially used to start a phenomenological model. The
first variable to be considered is the style of transmission line. Only planar structures
were tested, as δ-layer fabrication procedures cannot yet produce complex 3D shapes.
Microstrip, CPW, CPS and stripline transmission lines were simulated and the relative
geometries can be see in Figure 5.7.
It was chosen to test transmission lines with dimensions appropriate for HRL
fabrication limitations. To provide consistency between the transmission lines and to
allow for direct comparison, it was chosen to match the limiting dimensions of the trans-
mission lines as opposed to matching the theoretical Z0, which would be conventional
at macroscopic scales. The transmission lines were modelled with σ = 5× 107 S/m with
dimensions based on a signal wire of 15 phosphorous atoms wide, 5 nm, and an accompa-
nying slot width of 2.5 nm, where applicable. The wire was two atoms thick, 2 nm, and
the chosen substrate was high resistivity silicon, ρ =∞. Figure 5.8 plots the magnitude
of the S-parameters and the transmission parameters over the substrate height. The
substrate height was chosen as the parameter sweep as the interaction between the metal
planes and the substrate varies between the four structures, as can be seen in Figure 5.7.
Figure 5.8 shows that all the parameters plateau after the substrate height
reaches approximately 10 nm, except for the stripline structure. This is expected as the
stripline signal line sits within the substrate vertically parallel to two ground plates and
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Figure 5.8: Simulated S-parameters a) |S11| and b) |S21| and transmission characteristic
parameters c) propagation constant and d) characteristic impedance for four different
planar transmission line structures with a 5 nm signal line width; CPS (blue), CPW
(orange), microstrip (green) and stripline (red).
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therefore the substrate height has twice the effect [116]. Whilst the transmission lines
produced S-parameters, α and Z0 with the same magnitude, as expected from quantum
transmission line theory, it can be seen that the stripline and CPW transmission line
structures are preferable. It is useful here to consider the relative importance of Z0
versus α when it comes to incorporating the nanowires within a practical circuit, and
the losses involved. The loss from Z0 can be reduced using a matching circuit, where
the impedance is stepped from the common electronic impedance of 50 Ω. An example
of this would be a taper. Alternatively, the total loss from α is proportional to the
length of the transmission line, where α is quoted in Np/m. In reality, the total length
of the nanowire component of any circuit is likely to be on the order of 100-1000s of
nanometres. For a 100 nm CPW, α = 1.7× 10−3 dB which equates to effectively minimal
power loss along the length of the line. Microstrip has the lowest Z0 by a factor of
∼ 1.5, but the highest attenuation constant by a factor of ∼ 1.5. It is expected that
stripline produces the lowest S-parameters and attenuation constant as only stripline can
support a TEM wave. Microstrip, CPW and CPS support a quasi-TEM mode which is
not contained within the metallic substrate leading to a higher level of loss. In addition
to the quasi-TEM mode, the lines can support two parasitic modes, TE0 and TM0, which
have no cut off frequency. Parasitic modes occur because the electric field of the CPS
mode is predominantly parallel to the dielectric-air interface and hence strongly couples
at discontinuities on the line [116]. Finally, the spatial requirements of the different
transmission line structures needs to be considered. The Kane proposal required gate
widths of approximately 10 nm. Figure 5.7 shows that for consistent signal line between
structures, the total horizontal width of the CPW is a minimum of three times larger
than the microstrip or stripline, assuming the ground planes are of equal width to the
signal lines. Microstrip and stripline transmission lines are small laterally, but have a
vertical height that needs to be considered. Whilst stacked planes of HRL δ-layers can
be fabricated, this requires complicated additional alignment steps not required for the
CPW or CPS. Overall, the choice of optimal transmission line structure depends on the
proposed purpose of the line and the limitations of the required geometry or fabrication
steps, however it appears that the most consistent line in terms of low Z0 and α is the
CPW.
Further parametric sweeps were completed using the same base geometry and
substrate for the line length, substrate permittivity and the slot width, whilst maintaining
the width of the signal line (results not shown here). It was found that below line lengths
of 200 nm, Z0 increases tangentially as the line length becomes short compared to the
transmission line width, but is constant above this point. Increasing the slot width and
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the permittivity have opposing effects, where a larger slot width increases Z0 but reduces
α. Again, a payoff needs to made between Z0 and α and the importance of each within
the required circuit application.
5.5 Further work
In this chapter, we have completed the first investigation into the practicalities of a δ-layer
nanoscale transmission line. The chapter started by applying a generic transmission line
model developed for CNTs and copper nanowires to a Si:P δ-layer. Two elements of
further work were detailed within the discussion. Firstly, the model was completed at
room temperatures for the copper nanowire and the graphene derivatives, and at 2 K
for the Si:P δ-layers. The different temperatures were due to the electrical transport
information available within the literature for each nanowire material. Further work to
the model could involve extending the model to cryogenic temperatures, and include
the low-temperature characterisation of CNTs and copper nanowires, as these nanowires
outperform the cryogenic behaviour of the δ-layers at room temperatures. Knowledge
of the cryogenic nanoscale transmission line behaviour is explicitly required for the in-
corporation on nanoscale interconnects within quantum computing platforms. Secondly,
the model has been developed for a standalone transmission line. Within commercial
technologies, any nanoscale interconnects will be integrated within a macroscopic inter-
connect to connect it to external electrical circuitry. The transmission line model needs
to be extended to encompass this. Finally, the model can be utilized to complete further
analysis on the inclusion of a nanoscale interconnect. It can be seen that the nanowire
phase velocities are, on average, two orders of magnitude smaller that than of a lossless
circuit. It would be beneficial to assess how the phase velocity effects the shape of a
EM pulse propagation down the interconnect, and the modification to the pulse shape
required so that the arrival pulse shape is a known entity. This is particularly important
when considering the use of an microwave interconnect to supply a qubit with a control
pulse, which must be of a specific energy, shape and duration.
The second half of this chapter looked at the practical implementations of build-
ing a nanoscale interconnect, and completed a systematic study of the material properties
and geometry in order to minimises any losses within the system. The next step would to
start fabricating and experimentally characterising nanoscale transmission lines to pro-
vide an experimental validation of the generic model. Work was begun on a fabricating
a transmission line with a minimum signal dimension of 50 nm with EBL. This would
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Figure 5.9: SEM images of a nanoscale CPW structure etched into bulk silicon using
a negative EBL resist, ma-N2405. The CPW has length 50µm, signal line width 175 nm
and slot width 150 nm. a) Full view of the CPW. The alignment markers shown are
required for alignment to a pair of metallic tapers for GSG probing. b) A close up view
of the CPW showing the relative dimensions of the signal line and ground planes. c) Close
up view of the vias for contacting a δ-layer within the etched CPW to metal contacts.
The via contact pads occur at the end of the signal and ground planes are are just visible
in a).
allow the testing of high impedance microwave characterisation techniques, as EBL is a
faster nanoscale fabrication method than HRL, which are yet to be fully established as
discussed in Section 5.1.2, and as an intermediate, contacting structure to a sub-50 nm
nanoscale transmission line fabricated with HRL. Figure 5.9 shows a CPW etched into
bulk silicon which would be suitable as an intermediate structure between a true quantum
transmission line and contacting macroscopic tapers.
5.6 Conclusion
This chapter has focused upon the possibility of using a Si:P δ-layer for a nanoscale
transmission line. A theoretical transmission line model showed that the Si:P δ-layer
microstrip transmission line was outperformed between 14 nm by a metallic single walled
CNT due to the large mean free path in a CNT. However the δ-layer had similar elec-
trical properties to a GNR and had better propagation characteristics as the nanowire
cross-section dimension decreased. Additionally, the transmission properties of the CNT
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saturate at 2 GHz at the cross-sectional dimensions required for a quantum computing
scheme. Whilst a CNT had better characteristic properties compared to a Si:P δ-layer,
as discussed within Sections 4.1.1 and 5.1.2, the geometrical control over the fabrication
and placement of a CNT is vastly behind that of a Si:P nanowire.
The second section of this chapter looked at the process of designing and op-
timising the geometry of a mesoscopic metallic transmission line. Firstly, the generic
transmission line model was used to validate the use of Sonnet simulation software as
an appropriate technique for designing nanoscale transmission lines. Once this was vali-
dated, the geometric variables of the nanoscale transmission were studied systematically
to find the optimised geometry. It was found that the single layer transmission lines,
CPW and CPS, had the lowest Z0 but the bi-layer transmission lines, MS and SL, had a
lower α with a saturation in the parameters for a substrate height above 20 nm.
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High field electron spin resonance in
silicon
In this chapter, we will discuss the research completed into the development of an electron
spin resonance (ESR) technique suitable for high magnetic fields. The aim of the exper-
iment was to extract the electron spin lattice relaxation time dependence on magnetic
field for group V impurities within silicon. Current ESR techniques require microwave
cavities which can be larger than the sample chambers in current high field magnets. The
experimental work within this chapter was predominantly completed at Radboud Uni-
versity in Nijmegen, The Netherlands at the High Magnet Field Laboratory (HFML)
in conjunction with the Free Electron Laser Facilitates for Infra-Red Experiments (FE-
LIX). This experiment is one of the very first to exploit the new combined facilities of the
laboratories. Firstly, the theory required to understand the techniques utilised within the
experiment is detailed before the methods and instrumentation employed are introduced.
Secondly, the spin states are characterised up to 25 T using D0X spectroscopy. Finally
ESR is completed at high magnetic fields using a new low frequency D0X spectroscopy
technique and the dependence of T1 on the magnetic field discussed.
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6.1 Theory
6.1.1 Electron spin resonance in semiconductors
A single unpaired electron within an external magnetic field applied along the z-axis can
be represented with the following Hamiltonian equation,
H = gµBBSz + AI · S (6.1)
where the first term details the Zeeman splitting energy and the second the hyperfine
coupling energy. The constants and variables are detailed as: µB is the Bohr magneton,
g is the gyromagnetic ratio, A the hyperfine coupling energy, S is the electron spin and I
the nuclear spin. For a 31P donor in silicon, S = 1/2 and l = 1/2. Within this chapter, we
shall neglect the hyperfine effect as it is below the resolution of our experimental setup.
The Bloch sphere can be used as a geometric representation of the resulting spin states
of the electron, as shown in Figure 6.1.
Spin resonance is a study of the dynamic movement of the spin under applied
electromagnetic radiation. An electromagnetic wave of frequency detailed in Equation
6.2 will cause a rotation for the spin vector around the origin and transition between the
upper, |0,m = −1/2〉 and lower ground state |1,m = 1/2〉 of the electron.
ωr =
gµB
~
(
B ± 1
2
A
gµB
)
(6.2)
6.1.2 pi-pulses
To exhibit control over a qubit, the spin vector is manipulated between the upper and
lower spin states. To rotate the electron spin vector a full 180◦ around the Bloch sphere,
the electron needs to absorb a pi-pulse, a quanta of microwave energy. Equation 6.3
outlines the dependencies of a pi-pulse on the pulse length tp, and power density of the
applied microwave radiation .
Epi = hfRabi =
h
2tp
=
gµB
2
B1 = gµB
√
µ0S
2c
(6.3)
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Figure 6.1: The Bloch Sphere is a representation of a two-level system that can be
applied to electron and nuclei spin states and is shown here in the rotating frame. The
diagram details the spin state |Ψ(θ, ψ, t)〉 = cos
(
θ(t)
2
)
|0〉+eiψ(t) sin
(
θ(t)
2
)
|1〉 on the Bloch
sphere as it moves between the two energy levels, |0〉 and |1〉. The red arrows show the
direction of motion of |Ψ(θ, ψ)〉 as it relaxes via the spin lattice mechanism (T1) and the
spin coherence mechanism (T2).
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where S is the Poynting vector of the applied microwaves assuming free-space propagation
and B1 is the total linear oscillation magnetic field amplitude at the site of the donor [153].
The length of the required pi-pulse is tpi = h/(2gµBB1) which corresponds to tp of 119.2 µs
for an applied pulse of 1 mW/mm2. If a pulse of length < pi is applied, then the spin will
enter an intermediate superposition state, |Ψ〉 = c1 |0〉+ c2 |1〉 as seen in Figure 6.1. The
spin will then precess around the Bloch sphere. Limitations on the pi-pulse require the
duration of the pi-pulse to be less than the spin coherence lifetime T2.
Once a transition has occurred, there are two spin resonance relaxation mecha-
nisms that the electron undergoes; the spin lattice relaxation time, T1 and the spin-spin
relaxation, T2. T1 is the time constant for the longitudinal element spin state to decay
back to the equilibrium state, whilst T2 is the characteristic decay time of the transverse
relaxation. This causes de-phasing of the spins as they precess around the central z-axis
where each spin precesses at a slightly different frequency due to differences in the spin
environment. The transverse relaxation can be induced by the longitudinal relaxation,
but also independently, with the limitation T2 ≤ T1. These characteristics are also ap-
plicable to the equivalent spin resonance in nuclei, where the upper and lower states are
induced by the hyperfine interaction. As mentioned in Section 1, a principle reason that
silicon is a strong contender as a base for quantum computers is due to the extremely
long T1 and T2 times for both nuclei and electrons. This is important, as these are the
limiting time for qubit operations [154]. T1 is the time interval over which the qubit
can be used, before it must be reset, whilst T2 is the time interval over which the qubit
operation is coherent and mutliple gate operations can occur.
This chapter focuses on the extraction of T1 within a high magnetic field setup.
Currently, extraction of T2 cannot be completed using the current experimental set-up
as it requires coherency between microwave pulses. The FEL in our required frequency
range, is only partially coherent preventing the ability to produce coherent pulse se-
quences, and hence induce spin echos within the system. It is hoped in time that the
proposed technique can be extended to include pulse sequences after improvements to
the FEL cavity and to the lower radio-frequency regime which is appropriate for nuclear
spin resonance.
6.1.3 Spin lattice relaxation time
The theoretical understanding of the T1 time, at low fields, is well established and was
promulgated through a series of concurrent papers by Roth, Hasegawa and Castner [41,
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155–157]. There are two primary mechanisms that cause the spin to longitudinally relax:
the direct phonon process and the Raman scattering process. Figure 6.2 is a visual
representation of the following mechanisms.
Direct phonon process
The direct phonon process occurs when the spin of the impurity donor decays, emitting a
single phonon of energy equal to the Zeeman splitting. This is a forbidden transition due
to the non-direct band gap found in silicon. The relaxation occurs through spin-orbit
mixing between the electron spin and lattice deformations induced by the strain field
from acoustic phonons [156]. This manifests as a modulation of the g-shift in a single
valley [155]. The anisotropy of the g-shift regulates the band gap allowing the transition
to occur. Within silicon, the direct phonon process dominates at the lowest temperatures,
< 2 K, and has a linear temperature dependence. This is due to the lattice vibrations and
dynamical strains. The magnetic field dependence is stronger, at B4 and is proportional
to the effective coupling of the donor spins. It should be remembered, that due to the
hyperfine splitting, there are four potential decays between the |l ± 1/2,m± 1/2〉 states.
Finally the direct phonon process has a lesser dependence on the concentration density,
velocity of the transverse and longitudinal modes and and the angle between the magnetic
field and the 〈100〉 lattice angle. [156,158]. Experimentally, it was found that this variable
was independent of the concentration below 10× 1016/cm3.
Raman scattering
Raman scattering is a two-phonon process where the decay occurs via a virtual intermedi-
ate state. The energy difference between the absorbed, exciting phonon and the emitted,
decay phonon is equivalent to the splitting of the ground state Zeeman energy. Raman
scattering shows a power law dependence on the external magnetic field and temperature
as aB2T 7 + cT 9 [157]. Unlike the direct process, this mechanism is very sensitive to the
population of incoming phonons, as all phonon energies are potentially able to begin a
relaxation process. The T 7 term is instigated by the Zeeman interaction causing a split-
ting of the virtual states and the T 9 is from the spin-orbit interaction [155]. Additionally,
Castner found that the donor species affects which term is dominant [157]. An additional
Raman-type relaxation mechanism from the spin-orbit interaction with relation B0T 9 has
been identified within the literature [157,159], however due to its field independence and
small coefficient on the order of 1× 10−7/(s K9), it is dominated by the B2T 7 terms as
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Figure 6.2: Diagram showing the potential T1 relaxation time mechanisms from the
me = 1/2 to the me = −1/2 spin states for the free electron in phosphorous doped
silicon. The blue and green arrows represent absorbed and emitted phonons respectively.
the external magnetic field increases.
Orbach scattering
At higher temperatures, Raman scattering is extended to Orbach Scattering which shows
an exp{−∆/ kBT} dependence, where ∆ is the energy of the incoming phonon [157].
Instead of exciting to a virtual state, the intermediate state is an excited vibrational
state, specifically a low lying 1s(T2) state created through the six-fold silicon lattice,
∆ = 11.6 µeV. This sits below the excited states, 2s and 2p0,±1. Therefore, the relaxation
mechanism has a dependence on the probability distribution of the phonon energies, lead-
ing to the exponential dependence on temperature. Unlike the previous mechanisms, the
Orbach scattering is independent of the dopant concentration density and the magnetic
field. However, it is strongly dependent on the atomic number Z of the dopant species,
indicating a dependence on the spin-orbit interaction. The temperature dependence is
induced from the level-widths of the vibrational state.
These mechanisms can be brought together as shown in Equation. 6.4.
1
T1
= aB4T + bB2T 7 + c exp
{
− ∆
kBT
}
(6.4)
where a, b & c are variables with lesser dependencies on the system properties including
atomic number etc. Further analysis of the variables can be found within the literature
105
6.1. Theory
[41,155–157,159]. From these guidelines, at fields between 10–15 T, we would expect each
process to dominate as follows: the Direct Phonon process (T < 2.5 K), Raman process
(2.5 K < T < 7 K) and the Orbach process (T > 7 K). Within the experiment, it is
expected that we shall sit on the boundary between the Raman and Orbach relaxation
regimes, as dictated by the temperatures involved.
6.1.4 ESR at high external magnetic fields
A discussion of the literature regarding ESR at high magnetic fields in silicon has been
touched upon in Section 1.3. Due to limitations to accessing high magnetic fields, the
dominant trend has been research into the temperature dependence of T1. However,
some key results from work completed in silicon above 2 T are briefly touched upon
here. Firstly, Morley produced Rabi oscillations for phosphorous donors in bulk doped at
8.6 T using an electrically detected measurement setup, however the setup was limited by
the use of a quasi-optic pulsed EPR spectrometer which operates at limited frequencies
up to 336 GHz [160]. Here, Morley required the use of high magnetic fields to isolate
the phosphorous donors from coupling to other spins. The key significance of this is
that Morley completed pulsed electrically detected magnetic resonance at fields 25 times
higher than previously completed, however the magnetic field dependence cannot be
investigated further. We aim to achieve this with our use of a FEL laser. The other focus
within the literature is moving towards ESR within single spins, with the aim of single
qubit control. Morello produced the significant result that in the low temperature limit
kBT  gµBB, the direct relaxation mechanism has a B5T 0 dependence as it is due to
spontaneous phonon emission only, instead of the B4T 0 dependence detailed above [44],
and has successfully modelled this using an atomistic model. Similar atomistic models
have not yet been produced for bulk doped ESR or for either the Raman or Orbach
relaxation mechanisms.
6.1.5 Donor-bound exciton spectroscopy
Within this experiment, donor-bound exciton (D0X) spectroscopy was utilised as the spin
read-out mechanism. This technique is most commonly used with photo-luminescence
measurements [161], however recent developments have lead to photoconductive electrical
measurements - both contacted [162] and contactless [163]. Although the donor bound
exciton has been extensively investigated, its use in spectroscopy measurements has only
been possible since the development of low impurity float-zone fabrication of silicon which
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produces the narrow line-widths required [164]. This technique was chosen over other
spin-to-charge readout mechanisms, such as single electron transistors, as it required
no invasive sample fabrication procedures and allows contactless measurements which is
preferable at high field.
Donor bound excitons
Excitons are a quasiparticle formed from an electron-hole pair weakly bound together
through the Coulomb interaction. In semiconductors, the exciton energy level sits below
the 2s energy state due to shielding from the dielectric. Warrier Mott excitons can
be both free or bound. Free excitons have a strongly de-localised wavefunction that
sits across many lattice constants, aB = 4.9 mm [165] and can diffuse freely across the
lattice. Alternatively, neutrally charged bound excitons can be formed by the presence of
impurities. The additional coulomb energy from the impurity traps the exciton, removing
the exciton’s kinetic energy. Consequently, the linewidth of the bound transition is much
narrower than the free exciton and it has a lower energy level. Additionally, the line-width
is independent of temperature due to the absence of kinetic energy. It should be noted
that ionised excitons cannot be formed in silicon as the high effective mass ratio of the
electron-hole pair, m∗e/m
∗
h ≈ 0.61 causes instability [165].
Donor bound excition spectroscopy transitions
Figure 6.3 details the D0X spectroscopy process at low external magnetic fields. Due to
the Zeeman effect, the bound donor D0 and the donor bound exciton D0X electronic
states split into two and four energy levels respectively. Further details on the Zeeman
splitting are in Section 6.1.5. During D0X spectroscopy, the D0 is illuminated with in-
frared light exciting it into its bound exciton state. From here, the electron decays rapidly
via the Auger effect to the conduction band. At this point, the photo-conductivity of the
sample changes, giving a measurable spin-to-charge conversion. The electron thermalises
before recombining with the now ionised donor to reproduce the neutral D0 state. In
total, the formation energy for the exciton can be expressed as:
hµD0X = Eg − EX − ED0X (6.5)
where EX and ED0X are the binding energies for the free exciton and the bound exci-
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Figure 6.3: Energy level diagram for the D0 and D0X states at low magnetic field. The
hyperfine states are not shown. Energy level diagram explaining the transitions utilized
for donor bound spectroscopy. The quadratic Zeeman effect can be seen at high fields
and the respective hole g-factors have been detailed for the bound exciton. There are six
allowed infrared transitions between the D0 Zeeman levels and the D0X states, numbered
1-6 in order of increasing photon energy from left to right. The hyperfine splitting from
coupling with the nucleus is not shown. The applied microwave frequency (from the FEL)
is equivalent to the Lamour frequency of the neutral donor.
ton respectively. As can be seen in Figure 6.3, under the selection rules for the D0X
excitation, ∆m = 0,±1 there are six allowed transitions. Through selection of the ap-
propriate infrared wavelength, either the spin up or spin down state of the impurity can
be resolved. The transitions have relative strengths due to their light hole / heavy hole
mixing as detailed by the Clebsch-Gordon Coefficient [166]. The D0X state has two
electrons that form a spin singlet state, S = 0 so the spin detailed for the exciton comes
from the remaining hole. For the available D0 → D0X transitions, the relative transition
strengths are:
|1/2,±1/2〉 → |3/2,±3/2〉 = 1
|1/2,±1/2〉 → |3/2,±1/2〉 = 2/3
|1/2,±1/2〉 → |3/2,∓3/2〉 = 1/3
(6.6)
As can be seen in Figure 6.3, there are four primary transitions involved within
the D0X spectroscopy process: the initial infrared excition to the exciton state ΓD0X ;D
0X
ND0 → ND0X , the Auger relaxation to the conduction band ΓAu;ND0X → NC , the recom-
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bination back to the ground state Γrec;NC → ND0 and the spin lattice relaxation between
the bound donor ground states ΓT1;N↑ l N↓. Within the experimental conditions, the
bound donor was thermally polarised into the lower ground state, so the N↑ → N↓ tran-
sition dominates. Additionally, it is assumed at this point that the ΓD0X rate is the same
for both the upper and lower bound donor states. The cross-sections for each of the
transitions is shown in Table 6.1.
Table 6.1: Table of cross-sections for the transitions within D0X spectroscopy for Si:P
(see Figure 6.3). B12 is the photon absorption, ∆f is the infrared laser linewidth, nSi =√
Si is the silicon refractive index and IL is the laser intensity.
Transition Transition Rate Equation Reference
ΓD0X 2.6682× 107 Hz B12 ILnSic 2pi∆f B12 = 3.1× 1016 m3/(J s2) Hilborn 1982 [167]
ΓAu 3.68× 106 Hz Schimd 1977 [168]
Γrec N
+ 6.9× 10−6 cm3/s Loewenstein 1966 [169]
Γdir 1.1067× 107 Hz ILhωσdir σdir = σpeak10 , σpeak =17× 10−16 cm2 Sclar 1984 [170]
Here, N+ is the population of D0X that are left ionized after the Auger re-
laxation to the conduction band. It is these ionized donors that capture an electron
from the conduction band and then decay through phonon-assisted relaxation back to
the bound donor state, producing the recombination Γrec. The decay times for the exci-
tation and recombination processes are 272 ns [168] and ≤ 1 ns respectively which gives
a lower bound for the D0X linewidth of 5.9× 105 Hz. This is much smaller than the
Zeeman splitting and hyperfine splitting of the donor electron, so the system can be used
for specific spin excitations. In total, the timescales involved in D0X spectroscopy can be
considered instantaneous throughout the following discussions within the thesis.
Donor bound exciton under external magnetic field
As we approach higher fields, the linear Zeeman Effect shown in Equation 6.1 is no
longer appropriate and the diamagnetic properties of the silicon introduces an additional
quadratic term into the Zeeman splitting, and consequently the D0X excition energy as
seen in Figure 6.3a:
∆E = E0 + (mhgh −meg)µBB + (b(D
0X)
h − b(D
0))B2 (6.7)
where bj are the diamagnetic parameters of the donor.
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The energy of the D0X states in an external magnetic field are
E = ±µBB
√
g2M ±
1
2
g2D
√
1−Xβ (6.8)
where β is a parameter dependant on the direction of the field relative to the lattice
coefficients of the silicon.
β =
B2xB
2
y +B
2
yB
′2
z +B
2
zB
2
x
B4
(6.9)
β = 0, B // to [001], β = 1
3
for B // to [111], β = 1
4
for B // to [110]
The remaining parameters, gM,D and X are material specific and related to g1,2 which
can be extracted from the literature as approximations of 0.83 & 0.225 respectively [171].
g2M =
1
2
(
9
4
g2+ +
1
4
g2−
)
and g2D =
9
4
g2+ −
1
4
g2− (6.10)
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9g2
(
g1 +
5
2
g2
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4
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where
g+ = g1 +
9
4
g2 and g− = g1 +
1
4
g2 (6.12)
This gives the general g-factors required to calculate the Zeeman splitting as:
g 3
2
=
2
3
√
g2m +
1
2
g2D
√
1−Xβ and g 1
2
= 2
√
g2m −
1
2
g2D
√
1−Xβ (6.13)
Through Equation 6.7, the resonance infrared energy for each of the D0 → D0X transi-
tions can be found and spin-to-charge readout achieved.
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6.2 Experimental setup
6.2.1 Experimental instrumentation
D0X spectroscopy
A contact-less, capacitative technique was used to complete the D0X spectroscopy. This
application of D0X spectroscopy is well established within the literature with successes
such as detecting the hyperfine splitting within a Si:P, Si:D0 system. As discussed in
Section 6.1.5, the spin-to-charge conversion changes the photo-conductivity of the sili-
con sample. This technique sandwiches the sample between two copper plates effectively
forming a parallel plate capacitor as can be seen in Figure 6.5. As the photo-conductivity
of the sample changes under resonance with the infrared laser, the relative permittivity
of the sample, and thus the capacitance, of the sample increases. This can be monitored
through the output amplitude and phase of an AC signal applied across the contacts.
The modification to the signal under resonance can be positive or negative depending
on the orientation and geometry of the contacts. This technique has many advantages
over a contacted method. Literature has shown that the D0X spectra are very suscepti-
ble to mechanical strain, which cause broadening of the line-width and splitting of the
D0X transition peak [161]. Secondly, any contacts attached to the sample will be very
susceptible to breaking under an applied magnetic field. Due to the minimum five hour
turn around period for a sample change, any breakage would cause serious delays. Fi-
nally, there was a lack of high quality contacted samples available. This is due to the
irreversibility of the contacting process. In order to ensure a good contact-less ‘contact’,
prior to mounting, the sample was cleaned with acetone and isopropanol.
There are some limitations to this technique. The representative circuit of the
capacitative contacts is not fully established and has a large number of variations includ-
ing the dominant geometry. (A discussion of the electrical circuit is included in Chapter
7.) Consequently, any D0X spectra is very hard to model and there is a lack of consistency
between samples and test runs. Additionally, the contacts must be electrically isolated
from ground. Within our system, the sample is kept in vacuum so the sample is thermally
isolated. This can lead to potential issues in the control of the sample temperature. It
should be noted that, despite the applicability of the technique to a DC voltage, an AC
voltage is required. A constant applied voltage can cause charge traps to build up within
the system reducing the availability of the free charge carriers and reducing the signal
amplitude. An AC signal prevents a build up of traps by sweeping them back to equilib-
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rium. A 1047 nm laser, which sits near the band-gap of silicon, can also be implemented
to neutralise the impurities or traps through the production of a small population of
electrons and holes and reduces the base noise levels of the D0X signal [161].
In order to get a phase-locked signal of the input and output waveforms, a
Standford 830 lock-in amplifier was used. The maximum applied frequency of 102 kHz,
at 5 V was applied for all data, and the amplitude and phase recorded. These conditions
are used throughout unless otherwise stated. The time constant and sensitivity were
optimised for each data set, in order to get the highest transition peak resolution.
A Toptica TA-Pro tunable high power single-mode diode laser was used for the
infrared light. The diode provided produces light optimised for Si:P D0X transitions
and has a bandwidth of roughly 660–1495 nm. The laser is fibre-coupled and can produce
powers up to 320 mW. Nominally the optimal power requirement for D0X spectroscopy is
less than 10 mW at the sample itself, so a variable neutral density filter was implemented.
The laser based at FELIX is used in conjunction with a optical low-pass filter due to a
shoulder of above band gap light within the signal. The light was guided to the sample
using a multi-mode optical fibre. Figure 6.4 shows that primary excitations shall sit
within the upper 1 mm of the sample. As all the samples considered within this thesis are
less than 1 mm thick (see Section 6.2.2), the samples can be considered invisible to the
applied infrared light. The infrared laser wavelength was monitored with a wavemeter
(HighFinesse WSU30).
The laser has a linewidth WTop of less than 1 µeV which is small compared to
the line widths of the bound exciton WBE. Through Equation 6.14 it is expected that
10 % of the excitons will be excited, assuming a natural silicon bound exciton linewidth
of 5 µeV.
NEX
NBE
=
√
2 ln 4
pi
WTop
WBE
(6.14)
A full schematic of the electrical detection can be seen in Figure 6.5. The
infrared laser is oriented so that it illuminates the centre of the sample.
Free electron laser
To modulate the populations of the upper and lower ground states, we shall use FLARE
which is one of the three FEL beam-lines based at the FELIX, Radboud University. The
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Figure 6.4: Dependence of the laser penetration depth on wavelength in silicon. The
vertical line details the primary infrared laser wavelength used for pumping the D0X tran-
sition within Section 6.4. Data reproduced from http://www.freiberginstruments.com.
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Figure 6.5: a) Diagram showing the waveguide (red) between the FEL, housed at FELIX
Laboratory and the Bitter magnet at the HFML laboratory. b) Schematic of the electrical
detection and setup inside/to the sample cell including the location of the capacitative
contact loops. The infrared light was delivered via a single-mode optical fibre and the
microwave radiation delivered through a central waveguide. For D0X spectroscopy, in
the absence of the microwaves, the oscilloscope was replaced with a lock-in amplifier. c)
Photograph of the sample cell showing the mounting of the sample within the capacitative
contact loops.
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Table 6.2: Specifications of the FEL and applied microwaves including parameters of
the micro/macro pulses. Bold font indicates the chosen parameters.
FEL parameters
Spectral range 6–100 1/cm, 13/cm
Spectral bandwidth ≈ 1 %
Macropulse duration 8 µs
Macropulse frequency 1–10 Hz, 5 Hz
Macropulse energy 100 mJ at 3 GHz
Micropulse duration 70 ps at 500µm
Micropulse frequency 20 MHz, 60 MHz, 3 GHz
Micropulse energy 1-5 µJ
Estimated parameters
Macropulse duration 50 cycles
Coupling of the FEL waveguide 10 %
Spot diameter 5 mm
Micropulse coherence 60 %
use of a FEL is desirable as they emit high power electromagnetic waves which are tunable,
hence allowing us to extract the dependency of the relaxation time on the magnetic
field. The FEL operates within an available wavelength range between 6–100 1/cm which
approximately corresponds to resonant magnetic fields of 6.5–107 T. Generally, the FELs
produce intense, short EM macropulses formed of a series of coherent micropulses. The
coherence and the micropulses come from the interaction of the electrons within the
optical cavity. The emission of microwaves requires the FEL optical cavity to be modified
to accommodate a waveguide to confine the emitted radiation. Due to the intrusive nature
of the waveguide, the FEL does not currently produce fully coherent micropulses. It is
estimated that the micropulses have 50 % coherency. The full specifications of the FEL
are detailed in Table 6.2. For experimental purposes, a pyro waveform which outlines the
FEL pulse, can be viewed at the experimental station and a trigger signal is provided.
The arrival of the FEL can be adjusted relative to the trigger point.
30 T Bitter magnet
The experiment was completed within a 33 T continuous-field Bitter magnet at HFML,
Radboud University. The magnet has a 33 mm core which is helium cooled down to
4.2 K. The magnet is integrated with the FEL via a quasi-optical transport system
which connects the FEL to a waveguide that runs down to the centre of the magnet
as seen in Figure 6.5a. Nominally, the connecting waveguide has a 60 % insertion loss.
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A specialised sample stick was produced which contains a centralised waveguide and a
vacuum chamber in which the sample is contained within a three-part sample cell of
diameter 10 mm. The sample has to be contained within a vacuum, as it has been found
that the FEL radiation causes luminescence of helium at 4.2 K. The sample stick contains
three access tubes which deliver the two electrical cables and an optical fibre required for
the D0X measurements to the sample chamber. To ensure illumination of the sample,
the optical fibre was angled by around 15◦ to the centre of the sample cell. This places
the sample orientation within a Faraday configuration, where the applied radiation is
parallel to the magnetic field. The experiment was run over 40 hours, in roughly seven
hour shifts.
6.2.2 Samples
The minimum requirement for the samples was a group V bulk dopant in silicon with
a non-metallic doping density and a radius of less than 10 mm due to the geometry
restrictions of the sample cell. A number of variable silicon samples were borrowed from
Sergey Pavlov (Deutsches Zentrum fr Luft- und Raumfahrt) for the experiment. Due to
the nature of the experiment, it was chosen to use a phosphorous doped silicon sample, as
the D0X transition peaks have smaller line-widths due to the reduction in the hyperfine
splitting. Additionally, it was decided to use a 〈100〉 silicon sample, due to the potential
distortion of the silicon lattice under high fields. Preliminary work showed that there
was a large variation in the quality of the D0X spectra between Si:P samples, where
quality is defined by the maximum peak amplitude is large compared to the noise floor.
Throughout the literature, a range of samples of varying doping densities have been used
with varying quality results. It was decided to test a number of samples, detailed in Table
6.3, at zero magnetic field to select a sample to progress with, to field measurements, as
preliminary work had advised that the D0X spectra decrease in amplitude and broaden
with increasing magnetic field. In total five different samples were measured spanning a
range of fabrication techniques and doping densities. For each, the experimental setup
was optimised for the highest resolution zero magnetic field transition peak.
Zero magnetic field D0X spectra analysis
Figure 6.6 shows the zero magnetic field D0X spectra of the five samples. Immediately
it can be noted that V3011 and LCN produce negligible response within the amplitude.
The zero magnetic field phase response can be seen within the inset indicating that a
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Table 6.3: Specifications of the five Si:P 〈100〉 samples tested for suitability for the ESR
measurements.
Sample Isotope Dopant Doping Density Resistivity Growth Process Geometry
V3011 NatSi P 8× 1014/cm3 5.6 Ω · cm FloatZone 0.5x7.0x7 mm3
V2682 NatSi P 4× 1015/cm3 1.2 Ω · cm Float-Zone 1.0x7x7 mm3
LCN NatSi P 2.31× 1015/cm3 2 Ω · cm Czochralski 0.51x5.28x6.97 mm3
28Si:P 28 P 3.3× 1015/cm3 1.32 Ω · cm Float-Zone 0.39x 7.0 mm3
response can be identified and the presence of phosphorous donors confirmed. The poor
response of the LCN sample is not unexpected, despite its high doping density, as it
is CZ grown. The CZ growth process has a higher defect density than FZ silicon due
to the drawing process, which reduces the D0X resonant absorption cross-section. The
poor signal quality of the V3011 sample response compared to that of the V2682 sample
indicates the requirement of a minimum doping density. On the other hand, the response
of the 28Si sample is unexpected. It has a large magnitude response from the high doping
density, however the positioning of the peak is further right than the other peaks. The
temperature of the sample affects the peak position, where a temperature increase could
be induced as a higher powered infrared illumination than usual was required to produce a
visible photo-conductive response, however this would require a 5 K temperature increase
which is unlikely - further discussed in Section 6.2.3. It would be expected within a 28Si
sample, that the D0X transition peak will have a narrower linewidth due to the absence
of the 29Si, however this is not seen here. Within the literature, the hyperfine splitting
(485 neV) has been seen within 28Si:P samples [161], however the observed splitting in
Figure 6.6 is 9 µeV suggesting the presence of strain. In total, the 28Si does not include
the range of quality generally attributed to a purified sample. This is most likely to due a
poor sample fabrication. Fabrication of 28Si includes an additional number of complicated
fabrication steps, which could potentially induce strain within the drawing process.
It was chosen to progress forward with sample V2682 for the following exper-
iments. Dependant on the experiment success, the experiment could be repeated with
a higher quality 28Si sample with a higher resolution linewidth. To confirm the sample
choice, a FTIR spectra was taken to observe the quality of the phosphorous incorpora-
tion, as shown in Figure 6.7. The peaks correspond well to the theoretical positions [172],
with a small consistent relative offset for each peak of −26 GHz which is likely to be due
to an systematic error in the calibration. This shows a successfully incorporation of phos-
phorous donors in purified natural silicon. The saturation of the 2p± and 3p0 means that
the relative amplitudes of the peaks are hard to assess the exact quality of the sample,
however it is clearly adequate for our experimental needs.
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Figure 6.6: Zero magnetic field D0X spectra shown for five different Si:P 〈100〉 samples
with a range of concentrations and fabrication techniques. The inset details the phase
of the lock-in amplifier for the LCN and V3011 samples to indicate the presence of the
phosphorous zero magnetic field D0 → D0X transition.
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Figure 6.7: FTIR spectra for the V2682 Si:P sample. Data provided by Sergey Pavlov,
Institute of Optical Sensor Systems, German Aerospace Center.
6.2.3 Temperature dependence of Si:P D0X spectra
Access to the magnet bore is limited, preventing inclusion of a thermocouple to measure
the sample temperature. The D0X resonance position is highly dependant upon tem-
perature, so a detailed understanding of the sample temperature is required during the
experiment process. At temperatures approaching 0 K, the silicon band gap Eg tempera-
ture dependence is of the form, Eg(T ) = E0−AT P where E0 is the 0 K band gap energy
and A and P are constants to be determined. Consequently, the D0X formation energy,
as defined in Equation 6.5, has the same temperature dependence as EX and ED0X are
temperature independent values. The final relation between the resonant infrared fre-
quency and temperature is hνD0X(T ) = hνD0X(0) − AT P . It is proposed to use the
zero magnetic field relationship between peak position and temperature to calibrate the
sample temperature within the magnetic bore. Resonant D0X photo-conductivity spectra
were recorded at Surrey in a helium bath cryostat at 2 K intervals between 6–18 K, as can
be seen in Figure 6.8. The data fits the theoretical dependence where extrapolation of the
fitted curve gives the 0 K formation energy of the Si:P exciton is 1150.118± 0.002 µeV,
A = 5± 2× 10−5 eV/KP and P = 2.4± 0.1. For the temperature sweep, a bulk Si:P
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Figure 6.8: a) Zero magnetic field D0X spectra for a Si:P sample for temperatures
between 6–18 K. b) Peak position for the D0X transition peak over temperature. The
dotted line is a fit of the theoretical relationship Eg(T ) = E0 − AT P .
〈110〉, FZ, 2× 1014 cm−3 sample was used. A small splitting of 80 neV can be seen within
the peaks which can be attributed to strain within the mounting structure, as it does not
match the 485 neV phosphorous hyperfine splitting [161].
Knowledge of the sample temperature is important as it allows us to assess
heating effects from external illumination and an understanding of the thermal contact
with the magnet bore. This is especially important as the sample is not in direct contact
with the helium bath. From the zero magnetic field spectra detail in Figure 6.6, the
mounted sample temperature under infrared illumination is approximately 7 K. This
is profitable, as anecdotally the highest resolution D0X spectra have been achieved at
7–10 K.
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6.3 D0X spectroscopy at high magnetic fields
6.3.1 D0X spectra and Si:P g-factor
Prior to the ESR experiment, the D0X transitions were recorded as a function of the
IR laser wavelength for fixed fields up to 25 T, as seen in Figure 6.9. For this purpose,
the relative phase off-set φ between Vin and Iout was recorded using a lock-in amplifier
(Standford 830). The reference signal from the lock-in amplifier provided the AC bias
at 102 kHz. The mapping of the full D0X spectra has dual purpose. Firstly, the energy
difference, see Equation 6.1), between the spin-splitting pairs (transitions 1 & 4, 2 & 5
or 3 & 6) are used to provide the g-factor, which is required to calculate the resonant
microwave frequency. Secondly, this is the first time that electrical D0X spectroscopy
up to 25 T has been attempted. Previous work has shown that the magnitude of the
transition peaks decreases with rising magnetic field, raising concerns about the resolution
of the peak at the high magnetic fields required for the experiment. It is thought that
this is due to either a reduction in the cross-section of the splittings with increasing
magnetic field or to the orientation of the contacts with the external magnetic field which
causes damping within the x axis of the sample current. Figure 6.9 shows all the recorded
transition peaks up to 25 T.
The 6th transition subset is incomplete above 8 T as the required infrared fre-
quency is outside the range of the laser. The spin-up transitions 1, 3 & 5 are no longer
resolvable at around 15 K indicating that above this magnetic field, the sample can be con-
sidered fully thermally polarised. The FHWM of the D0X transitions of the electrically
detected technique is much narrower than typical spectrometer resolutions in comple-
mentary photo-luminescence experiments on natural Si:P up to similar fields [171]. The
energy difference between spin-splitting pairs (transitions 1 & 4, 2 & 5 or 3 & 6) gives an
electron ge factor of 1.96± 0.01, which is in line with previous literature values [171,173].
This is the first known measurement to complete electrically detected D0X spec-
troscopy at extremely high magnetic field. An interesting result is the change in the
spin-down resonant peak amplitude with the increase in magnetic field. At this point,
the resonant peaks can be considered as two groups: spin-up (1,3,5) and spin-down
(2,4,6). As previously discussed, the relative amplitude of the transition peaks whilst
both states are equally populated is dependant on the cross-section coefficients which are
relative to the m quantum number of the relative splittings detailed in 6.6. This can
be seen within Figure 6.9 at 1 T. As the magnetic field increases, the electrons start to
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Figure 6.9: D0X spectra for the six allowed transitions for the V2682 Si:P sample for
fields between 1–25 T. The peaks have been normalised to the highest peak amplitude
in each magnetic field. Each peak is shown under optimal measurement conditions for
clarity which may vary between transitions. Thermal polarisation of the spin states means
that the spectra for the odd transitions have vanished by 15 T. The spectra for the 6th
transition is not shown above 16 T as the peaks have moved outside the energy range of
the infrared laser. Multiple data is provided at some fields where electrical saturation
was seen in some peaks. The lines show the theoretical peak positions for ge = 1.96.
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Figure 6.10: a) The peak D0X transition energies were recorded at fixed fields up to
25 T at 7 K and are plotted against the quadratic Zeeman fit with parameters from the
literature [171]. b) The energy splittings for each spin up / spin down D0X transition
pairs (see Figure 6.3) detailing the electron spin splitting. The linear trend line is used
to extract the electron g-factor.
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thermally polarise into the ground state, emptying the spin-up state. Thus it is expected
that the resonant peak amplitudes of the spin-up (1,3,5) transitions will decrease whilst
the spin-down transitions will get stronger. In Figure 6.9, the resonant peak heights for
the spin-up transitions decrease with increasing magnetic field, as expected. However,
the spin-down transition peaks do not correspondingly increase in height. This can be
seen more clearly in Figure 6.11 where the resonant transition peak amplitudes for the
2nd and 4th transitions are shown. Instead, two regimes are seen. As the magnetic field
increases, the peak amplitudes decrease until around 19 T at which point there is an
abrupt increase. The first regime has been seen in alternative, preliminary D0X setups.
The abrupt increase is not a phenomenon that had been previously seen before. These
two regimes are considered individually below.
It is thought that the first regime is due to the orientation of the sample and the
contacts with respect to the magnetic field. As seen in Figure 6.5, the sample is mounted
in the Faraday configuration (field applied in the z-axis) and the contacts are separated
horizontally (x-axis) across the sample. The photo-conductive electrons experience the
Lorentz force from the F = eE+ev×B from the applied oscillating electric field and the
magnetic field. Under the magnetic field, the electrons start to move in circles with the xy
plane, which decreases the velocity of the electrons in x. Consequently, the capacitance
response to the photo-conductive electrons is reduced as there is less collective electron
build up upon the contacts for a consistent bias frequency. The higher the magnetic field,
the smaller the circle radius, and thus, a smaller peak amplitude.
Our discussion turns to the second regime. The first observation made is that
there is no increase in the amplitude of the background signal of the transition peaks. The
photocurrent background level is non-zero as non-resonant infrared illumination excites
a small quantity of charge carriers from traps etc. The excitation levels of these carriers
is high enough that the change in the background current is used to initially align the
infrared laser on the sample. This indicates that the magnetic field is not causing a
significant modification to the position of the silicon band gap or to the spin-orbit coupling
of the bound excitons or the silicon. Additionally, as the magnetic field increases, the
wavefunctions of the bound excitons/ impurities experience strong spatial modification
and undergo magneto-localisation where the wavefunction becomes constricted closer to
the donor [53, 174]. Magneto-resistance measurements of low-doped phosphorous up to
48 T have shown a consistent negative relation between the conductance of the sample
and the external magnetic field [175]. This indicates there is a change in the distribution
of the charge carriers within the sample, which suppresses any respective change in the
current with a change in the conduction band density.
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It should be noted from the data that the sudden peak amplitude growth
above 19 T does not appear to be due to a resonance point or saturation within the
photo-conductivity, but rather that a barrier has been overcome with the transition peak
amplitude having a positive relation on the magnetic field. This eliminates the reduction
in the magneto-resistance coming from the infrared laser exciting the Landau levels. Lan-
dau levels are a quantisation in the energy spectrum of the semiconductor produced under
the influence of a perpendicular magnetic field which causes cyclotron motion within the
charge carriers: En = ~ωc(n+ 12), where ωc =
qB
mc
. Between 0–20 T, the Landau resonant
energies are outside the range of the infrared laser, but it is interesting to note, that
under the influence of the FEL, Landau levels were excited between 6–10 T within the
experiment.
The increase in photocurrent maybe in some way related to the influence of the
magnetic field on the D0X energy levels over coming an energy barrier, which is causing
excitation into the higher energy overlapping wavefunctions increasing the photoconduc-
tivity. However, Figure 6.10 shows that the energy of the second transition is relatively
independent of field, so this is unlikely. It is most likely that this phenomena comes from
a change in the charge carrier distribution within the device topology and geometry. As
discussed above, increasing the magnetic field modifies the orientation of the charge car-
rier velocity, through the Lorentz force and there were concerns that the y-motion of
the electrons would dominate over any x-motion required for charge build up within the
capacitance contacts. It is suggested that at a certain field the y-motion is saturated,
causing a build up of charge on the sample edges. This induces an additional electric
field upon the charge carriers, much like the Hall effect, which subsequently increases the
charge flow within the x-direction.
6.4 Electron spin resonance in bulk Si:P
6.4.1 Experimental configuration for ESR
ESR techniques
Under the FEL, the experimental configuration for the detection of the D0X resonances
outlined in Section 6.2.1 is no longer viable. The FEL has a duty-cycle frequency of
5 Hz, so an AC bias frequency of 102 kHz would dilute the effect of the FEL pulse when
collected via a lock-in amplifier. Additionally, an ESR technique needs to be chosen.
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Figure 6.11: Magnetic field dependence of the D0X transition peak amplitudes for the
2nd and 4th spin down transitions.
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ESR is conventionally detected using an echo-detected inversion recovery pulse,
outlined in Figure 6.12a. The spin up state is pumped to polarise the system into the lower
spin down state, before a pi-pulse is applied. After a time τ , a pi/2 state is applied, before
a pi pulse is applied to recover the phase of the system. An echo is latterly detected
as the spin states returns to the spin-down state. By varying τ , T1 can be extracted
from the inverse relation between the echo detection and τ . Through the application of
two pi-pulses, the system is robust against secondary de-phasing and spectral diffusion
effects. A limitation on echo-detected inversion recovery is that the two pi-pulses must
be coherent. At the time of experiment, the FEL experiences a 60 % coherency between
adjacent pulses so an echo technique cannot be used.
An ESR technique suitable for incoherent pulses, specifically developed to com-
plete ESR with a FEL, is saturation spectroscopy, detailed in Figure 6.12b. Geerinck
showed the relation between the intensity of the applied microwave pulse to the ampli-
tude of the resonance optical I absorption could be used to extract the T1 time, through
I/Is =
1
2
ωR
2T1TM where Is is the amplitude of the saturated resonant absorption,
1
2
TM
is the applied micropulse length and ωR the Rabi frequency. This equation is only valid
if T1  TM , or the length of the TM becomes the dominant feature within the recovery.
From Figure 1.5, for a 1:10 ratio of TM : T1 up to 20 T temperatures above 15 K are
required [176]. It was proposed that the amplitude of the D0X transition peaks could
be used in position of the optical absorption, as detailed in 6.12. However, there were
concerns regarding the incorporation of D0X spectroscopy for the resonance peak detec-
tion. Saturation spectroscopy requires high resolution linearity between the absorption
cross-section and the amplitude of the resonant peak. The preliminary D0X transition
peaks amplitudes did not correspond to the expected amplitude ratios 2:5, 1:4, 1:3 from
the relative peak strengths, as seen in Figure 6.9 at 1 T and detailed by Equation 6.6.
Additionally, at the high fields required to reach the FEL resonance range, the noise to
signal amplitude ratio approached 10 %. For a pi-pulse, the peak height should reduce
to 50 % which is small relative to the height of noise background. Additionally, the FEL
experimental setup currently allows for only five attenuation points, providing a limited
data set. In order to examine this dependency, work would need to be completed to
achieve higher resolution D0X transition peaks and the attenuation parameters of the
FEL extended.
The simplest ESR technique is a saturation recovery pulse sequence. A pulse
of indeterminate length is applied and immediate measurement of the amplitude of the
spin readout mechanism is completed. If the system has not been polarised prior to
measurement as it has here, the pulse length has to be long enough to saturate the ESR
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Figure 6.12: Diagrams detailing the potential methods for electron spin resonance and
the extraction of T1. These methods have been previously used within the literature.
Further explanations for each technique are located within the text.
transition. By using a high frequency AC bias within the D0X, the ESR pulse and the
subsequent recovery to equilibrium can be seen in the AC waveform RMS amplitude,
as detailed in Figure 6.12c. The use of a high frequency bias in D0X spectroscopy is
used regularly within the literature, and was used in conjunction with an echo detected
inversion recovery pulse sequence for nuclear magnetic resonance detection in Si:P at
0.08 T [177]. Initial calibration were completed using a 5 MHz AC bias, however during
the experimental period, it became clear that this technique was not viable as the D0X
transition peaks could not be resolved above 0.2 T. It is suspected that this is due to the
high noise levels within the high frequency waveforms.
6.4.2 Low frequency D0X spectroscopy
A new alternative technique was developed using low frequency input waveforms to cre-
ate a quasi-DC environment, implementing LabVIEW software developed by Andrea
Marchese at HFML. The saturation recovery pulse sequence is applied across a singular
oscillation of the AC bias, allowing the real-time recovery of the spin to be captured
within the recovery of the waveform amplitude to the applied bias parameters. The AC
bias was applied via a function generation and triggered to the FEL pyro, which is applied
upon the second antinode of the AC bias. Figure 6.13 illustrates the proposed stages of
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the technique.
Within the experiment, the infrared illumination was fixed at
~ωIR=1149.785 meV, which corresponds to the turning point of the second transi-
tion D0X peak as seen in Figure 6.10a i.e. me = −1/2 → mh = −3/2. This is the
strongest D0X transition involving the me = −1/2 state due to the heavy hole character
of the excited state. Furthermore, the turning point of the 2nd transition produces a
‘clock transition’ between 10–14 T where ∂ωIR/∂B → 0 as seen in Figure 6.13. Clock
transitions are useful for ESR measurements (where ∂EZ/∂B = 0) as the spin control
mechanism is less susceptible to field noise [46]. Further, clock transitions are useful in
this double resonance experiment because the infrared laser is in resonance for a wide
range of magnetic fields, which is wider than the FEL linewidth. Between 10–14 T,
the percentage of spins thermally polarized into the me = −1/2 ground state varies
between 88–94 % at a sample temperature of 7 K. The central FEL frequency was set to
370.24 GHz, which corresponds to an expected resonant ESR magnetic field of 12.9 T.
This frequency sits in the middle of the clock-transition range for this infrared readout
laser wavelength. The FEL operates in a variety of spectral modes with a tunable
bandwidth, but for this double-resonance experiment we chose the broadest bandwidth
mode with a line-width of 1.6/cm to give resonant ESR over the widest magnetic
field range. The FEL was run in the 60 MHz mode which relates to the repetition
rate within the micropulses and the frequency peak spacing within the emitted FEL
spectrum [178,179].
Bias frequency calibrations
The developed integration technique was used to identity the optimal bias frequency. The
second D0X transition peaks were measured with a range of different bias frequencies
to investigate the amplitude, FWHM and noise levels of the transition peaks. This is
essential to ensure that any reduction in the peak height under the influence of the FEL,
particularly after the failure of the high frequency technique used within the literature.
Maximum resolution was found when the integration window was placed at the antinode
of the AC bias with a width of 8µs. The width was chosen so that integration peaks
could be measured under the influence of the FEL.
As an initial test of the method, the 2nd D0X resonance peaks were mapped at
fixed magnetic fields at 10 kHz. A FWHM of 0.129 nm was found at 5 T, showing the
technique can be comparable to the previously used lock-in amplifier technique. Secondly,
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Figure 6.13: a) Diagram detailing the proposed low frequency saturation recovery
pulse technique developed for T1 extraction. This is shown for the depopulation of the
spin-down state. b) Diagram of the quantum clock transition across the 2nd D0X tran-
sition.
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Figure 6.14: a) Voltage ratio and phase between the bias and output for a frequency
sweep between 1–10 kHz at 13 T and 15 T. b) D0X peak for the 2nd transition across the
quantum clock transition for a bias frequency of 1.2 kHz as detailed in Figure 6.13. The
transition peak is plotted using the low frequency integration technique. The small peak
at 4.6 T is from the 1st D0 → D0X transition (see Figure 6.10).
frequency sweeps under resonant infrared illumination at 13 T and 15 T, which sit at the
extremes of the quantum clock transition, were completed. Figure 6.14a is a plot of the
ratio between the bias/output current and the difference in phase between the bias and
output.
The magnetic field was swept at a rate of 20 mT/s and the bias and output
waveforms were recorded. The AC bias was triggered to begin 1180µs before the FEL
pulse. The delay ensured that the FEL pulse arrived during an anti-node, optimising the
sensitivity of the technique. The infrared illumination was constant throughout the field
sweep. For the quantum clock transition across the 2nd resonant D0X peak, a resonant
infrared energy of 1149.785µeV was used.
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6.4.3 Waveform Analysis
Throughout the experiment, the AC bias was triggered to produce 10 oscillations at
each field point under constant infrared illumination. The experiment was designed
to produce a stationary output waveform, of the form A0 sin (ωt), where T1 could be
extracted through the change in the output waveform after the application of the FEL.
Throughout the experiment, it became clear that the IOut amplitude took around 2000µs
to settle to a consistent amplitude that oscillates around y = 0 after triggering, due to a
number of pickup effects. The settling predominantly takes the form in a change in peak
height between the first and second antinode. Additionally, the output initially appears
to have a positive offset within the y-axis. The relationship between the amplitude of the
first and second anti-nodes is seen in Figure 6.15 under a range of experimental conditions
at 1149.785µeV.
For all the experimental conditions, the ratio depends on the magnetic field
and the settling effect is not isolated to just the experimental conditions that include
infrared illumination. This indicates that the magnetic field has the primary effect on
the triggering of the waveform, with a larger ratio at higher magnetic fields. Interestingly,
it can be seen that under resonance infrared illumination the second antinode within the
system experiences a larger change in amplitude than the first node. Initially it was
thought that this could be due to the timescales involved within the D0X spectroscopy
energy scheme, however these all occur within a nanosecond timescale so should not be
visible within our measurement data (see Section 6.1). It is concluded that the response
is due to the build up of traps within the silicon under constant infrared illumination
without an AC bias. It can be seen that there is no consistent response of the output
to being triggered between experimental conditions. Future experiments could mitigate
this effect by developing a way to align the FEL and the bias using an optical shutter, so
that there is no requirement to intermittently trigger the bias.
The final form that best approximates the output of the AC bias across the
second D0X transition between 8–18 T is:
IB = a1 sin(ωt− φ1)e(α1t)
+a2e
(α2t) − a3e(α3t) + C
(6.15)
where ai are constants left free to be fitted.
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Figure 6.15: Analysis of the low frequency waveforms under a range of experimental
conditions: No illumination (blue), off resonance infrared illumination (green) and on
resonance infrared illumination (orange). The ratio of the amplitudes of the 1st and 2nd
anti-nodes of the output are shown for magnetic fields up to 17.5 T.
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6.5 Results
6.5.1 Extraction of T1
Figure 6.16 shows evidence of ESR within the bulk silicon through the output waveform
from a 1.2 kHz bias, at 12.5 T and under the influence of a resonant FEL pulse upon the
antinode of the oscillation. The de-polarisation of the spin by the FEL pulse induced
a reduction of the output current consistent with the me = −1/2 state being emptied
can be seen within the amplitude of the waveform reducing by 60 %, with a subsequent
recovery back to the pre-FEL waveform.
The T1 times were extracted using the following procedure. After low-pass
FFT filtering, a baseline fit of the form detailed in Equation 6.15 was applied to the
output waveform after removing the section of data during and after the FEL pulse.
This fit can be seen as the dashed line in Figure 6.16 and the shaded area details the
removed dataset. It is assumed that the time of the initial spin flip depolarising the
electron spin is instantaneous, and is maintained throughout the length of the applied
FEL pulse. Inspection of Figure 6.16 indicates an apparent exponential recovery inline
for the re-population of the me = −1/2 state due to the spin lattice relaxation. A linear
relation of the form is assumed after the FEL pulse:
Ifit = IB
(
1− A0e(−t/T1)
)
(6.16)
Ifit is applied to a cropped data set after the FEL pulse against the fitted baseline
IB, with A0 and T1 as free variables to find T1. This analysis process was repeated on
waveforms between 10.5–13.5 T.
The measured T1 times are shown in Figure 6.17 plotted against Equation 6.4.
Theoretical values from literature for the coefficients in Equation 6.4 vary widely and
often are in poor agreement with experimental data, although the recent theoretical
work on quantum dots has produced good parameters for a for single dopants at low
temperatures [180]. The coefficients used for the theoretical line in Figure 6.17 are taken
from a fit to experimental data produced by Castner [41, 157]. The values are a =
2.86× 10−2 s−1 T−4 K−1, b = 1.95× 10−5 s−1 T−2 K−7, c = 0.91× 109 s−1 and ∆/kB =
122.5 K. Castner’s coefficients have been previously used for this purpose within the
literature [48].
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Figure 6.16: The D0X readout signal Iout is shown for B=11.5 T, resonant f =
329.17 GHz and ~ωIR=1149.785 meV, which corresponds to the spin resonance for the
2nd D0X transition. Iout drops as the me = −1/2 ground state is emptied due to the
FEL arrival, and shows a recovery back towards the thermal equilibrium electron spin
polarisation. The blue shaded area highlights the data removed for the purpose of fitting
of the baseline IB - dashed line. The red curve is a fit used to extract T1 as described
in the text. The FEL laser output was monitored with a detector positioned to pick up
some scatter, shown by the orange curve (arbitrary units, scaled and shifted for clarity).
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Figure 6.17: External magnetic field dependence of the inverse spin-lattice relaxation
time for bulk doped 〈100〉 Si:P. For reference, the low-field relationship of the spin-lattice
relaxation time, including the contributions from the individual mechanisms, against
external magnetic field is shown. The inset focuses on the spin-lattice relaxation time
relation to the external magnetic field. The blue line shows an optimised fit of Equation
6.4, with constants detailed within the text. The fitting procedure produce error bars
of less than 0.5 %. Error bars of 10 % are shown here to accommodate for the manual
selection of the fitting regime and the noise floor of the measured data.
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It can be seen that the measured T1 times are on the order of the predicted
values and follows the positive linear trend between 1/T1 and B. The primary relaxation
mechanism is found to be the direct phonon transition and there is a strong contribu-
tion from the Raman relaxation which decreases with magnetic field. The contribution
from the Orbach relaxation mechanisms is negligible. This is interesting as for stan-
dard ESR measurements below 0.3 T at temperatures of around 5 K, the Orbach mech-
anism is found to be dominant. The absolute values of the data are a better match
at the higher magnetic fields with data below 11.5 T being approximately a factor of
two out. This is not a poor result for ESR measurements however there are some ex-
perimental factors to consider which might decrease the T1 time, discussed further in
Section 6.6. Figure 6.17 includes optimised fit of the data against Equation. 6.4 is
shown to demonstrate the fitting of the data to the aB4 + bB2 + cB0 trend, which pro-
duced coefficients of a = 3± 4× 10−2 s−1 T−4 K−1, b = 2± 5× 10−5 s−1 T−2 K−7 and
c = 1.3650± 0.0006× 109 s−1.
Finally, an estimation of the extent of the donor spin de-polarisation can be
made. The FEL has an estimated 60 % coherence between micropulses within the 60 GHz
mode. Calculations estimate that the sample will absorb a 0.8pi pulse, assuming a
10 % coupling between the FEL and the sample. A 0.8pi pulse should produce an 80 %
de-polarisation of the ground state. If we assume a linear relationship between the bias
amplitude and the conduction band population at a fixed field, an approximate 60 %
reduction in Iout is measured indicating a 60 % de-polarization rate. Therefore, there is
either lower coupling of the FEL to the experimental setup then previously thought, or
a reduced coherance between FEL micropulses.
6.5.2 Repopulation ESR
Figure 6.17 has shown successful ESR completed upon the me = −1/2 state. For a
comprehensive ESR experiment, the experiment was repeated on the fifth D0X transition,
me = 1/2, where it is expected to see an increase in amplitude as the state is repopulated
under pumping from the FEL pulse. The 5th transition was chosen as it should be the
strongest of the me = 1/2 transitions. An equivalent graph to Figure 6.16 is shown in
Figure 6.18. There is no equivalent clock transition for the 5th D0X transition, so the
intersection resonance point between the FEL energy, infrared energy and the magnetic
field is much smaller. The integration peak for the 5th transition indicates a FWHM of
0.7 T. Pumping of the spin state can be seen as an increase in the amplitude change of the
output bias under the application of the FEL. The T1 analysis process used above could
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Figure 6.18: The D0X readout signal Iout is shown for B=14 T, resonant f = 392 GHz
and ~ωIR=1151.2 meV, which corresponds to the spin resonance for the 5th D0X transi-
tion. The figure is equivalent to Figure 6.16 and detects the population of the me = +1/2
state. In this case the state population is transiently increased under the FEL pulse. The
inset is the D0X peak for the 5th transition for a bias frequency of 1.2 kHz as detailed in
Figure 6.13. The transition peak is plotted using the low frequency integration technique.
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not be replicated here as the observed increase in the signal is significantly smaller than
the decrease in amplitude seen for me = −1/2. Here, this is attributed to the greater
difficulty of hitting the double resonance in the absence of the clock transition and the
relative line strengths. The relatively small size of the amplitude caused difficulties in
fitting to the depopulation of the state. Future experiments could be used to complete
an optimisation process to ensure alignment between the laser resonant energies at the
desired magnetic field.
6.6 Discussion
Figure 6.17 has extracted a T1 dependence on magnetic field for phosphorous in bulk
silicon. From the T1 times extracted, we can say that the T1 low-field magnetic field
dependence, which has been rigorously verified within the literature, is appropriate for
use at magnetic fields between 10–15 T. As far as discovered within the literature, this
includes the highest magnetic field ESR measurement within bulk silicon to date.
There are a number of limitations within the experiment that need to be con-
sidered due to the chosen measurement technique and the limitation of using a single
inversion pulse. As discussed in Section 6.4.1, additional de-phasing mechanisms can
occur during the measurement period. Inversion pulse recovery is the most utilised
ESR technique as the dual pulse measurement minimises the effect of spectral diffu-
sion. Therefore there is a need to consider the effect of additional dephasing mechanisms
that could be found within our experiment. The first comes from the choice of a natural
bulk-doped sample where coupling between the 29Si donors contributes to nuclear-spin
relaxation [40]. The smaller energies at lower magnetic fields means that spin is more
susceptible to nuclear-spin relaxation. This could explain the higher discrepancies in T1
from theory at lower magnetic fields seen in Figure 6.17 [2]. The hyperfine coupling could
be removed in further experiments through the use of a 28Si sample. A second additional
exchange relaxation process [181] can occur between the bound donor and conduction
band electrons required for electrical D0X spectroscopy. As the Auger lifetime of the
bound exciton in D0X spectroscopy in silicon is ≈ 272 ns [168], the exchange relaxation
can be ignored, particularly if the donor concentration is small, nd  10× 10161/cm2 as
for our chosen sample. Additionally this is on the order of 103 less than the T1 times
measured and therefore is unlikely to be a large contributor to the measured electron spin
relaxation.
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It should be noted that our experiment will be a measurement of the limiting
process of the T1 relaxation. If we assume that our relaxation time measurement corre-
sponds to alternative exchange processes, this means that the true T1 time is longer than
10× 102 µs. Whilst this would reject our conclusion that the low-temperature T1 relation
with magnetic field is valid, it would produce a longer T1 time for the spin qubit at high
magnetic fields. This would be a very useful, practical conclusion considered from the
respective of building a quantum computer as discussed in Section 1.3, and would allow
greater integration of high magnetic fields as a control mechanism.
6.7 Further work
Within this chapter, a new experimental setup to investigate electron spin resonance at
high magnetic fields with a tunable microwave source was developed. Figure 6.17 shows
a promising relation between the T1 time and the external magnetic field compared to
the empirical relationship developed at fields below 1 T in bulk silicon. Two goals were
not achieved within the experiment run due to time limitations which would be a natural
step for further work. Firstly, limited measurement data on the depopulation of the
spin-up transition was collected due to the difficulties is finding the resonance point
between the magnetic field, infrared laser and the microwave laser for an empty state
due to thermal polarisation. Further work could involve replicating Figure 6.17 for the
spin-down transition to ensure consistency between the two electron spin states. A second
goal for the experiment was to complete ESR at magnetic fields approaching 30 T where
it is expected that the silicon lattice will begin to distort. The experiment was completed
at one FEL wavenumber where the large bandwidth of the FEL allowed investigation of
ESR across a 4 T range. Further work could include using the tunability of the FEL to
complete ESR at a wider magnetic field range specifically those approaching 30 T. Finally,
Chapter 7 explores the assumption made in Equation 6.16 further through modelling, to
see if it is appropriate or needs extending.
Section 6.6 details a number of potential limitations within the experiment,
which could be improved upon in future experiment iterations. A simple switch would
be to use a purified 28Si sample to remove the natural dephasing mechanisms from the
iterations between the electron and nuclear spin states. Secondly, recent developments
within the FEL laser have improved the coherency between macropulses. This may
enable the ability to use a pulse sequence ESR technique, such as inversion recovery ESR
as detailed in Figure 6.12, where the dual pulse system neutralises the spectral diffusion
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mechanisms within the T1 measurement. This could potentially resolve the mismatch
between the theory and measurement data at fields approaching 10 T. A dual pulse ESR
technique can also be extended to Hahn Echo measurements to extract the spin coherence
time T2 and get a full understanding of the system. Additionally, coherency within the
FEL means that we could complete Rabi oscillations on the bulk spin states of the sample.
Moving forward, with our understanding of T1 at high magnetic fields, we can
begin to look at the stability of the qubit system under operation. An example would
be the SFG scheme, where investigations are required to ensure the electron T1 time is
consistent before and after the donor is excited into the 2s excited state to complete a
qubit operation. Additionally, further work could start to explore using large magnetic
gradients across a sample as a control mechanism for individual qubit operations within
an array.
6.8 Conclusion
In conclusion, we have presented spin-lattice relaxation times for bulk silicon for the first
time at magnetic fields greater than 8 T, without induced strain from contact pads. The
electron spin resonance of a bulk doped natSi:P sample was measured using a newly devel-
oped experimental setup formed of a free electron laser and 30 T Bitter magnet with elec-
trically detected photoconductivity D0X spectroscopy used as the spin-to-charge readout
mechanism. The D0X transition peaks were mapped out for the first time electrically up
to 25 T before a new low frequency D0X spectroscopy technique was developed for electron
spin measurements at high magnetic fields. Electron spin control could be seen for the
both the spin-up and spin-down states, with T1 times extracted for the re-population of
the spin-down state using an inversion recovery technique for fields between 10.5–13.5 T.
Crucially, the empirical relationship developed by Hasegawa and Roth, has been verified
at high magnetic fields, indicating that there are no additional spin relaxation mecha-
nisms to consider as the external magnetic field increases. Therefore, we now have the
first building blocks to understand the electron spin resonance at high magnetic fields
and can start to extend the setup to investigate qubit control operation procedures.
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Modelling of D0X spectroscopy
The conclusions within Chapter 6 are based upon the primary assumption that the mea-
sured current amplitude is proportional to the number of carriers within the conduction
band. This assumption allows us to directly extract the spin lattice relaxation time
from the recovery of the measured signal. However, there is limited theoretical under-
standing of the photocurrent output of electrically detected D0X spectroscopy within the
literature, with any analysis being presented for zero-field. Within this chapter, I have
developed a model that aims to extend the understanding of contactless electrically de-
tected D0X spectroscopy, particularly under external magnetic fields, and investigate our
current-carrier density linearity assumption. The model is derived for the current across
the capacitive contacts as extracted from the silicon dielectric permittivity and explicitly
allows the investigation of the relationship between the current and the conduction band
charges. The chapter starts with the derivation of model and explores its limitations,
before the model is expanded to incorporate the effects of the external magnetic field.
The final section of this chapter applies the model to the results of Chapter 6.
7.1 Literature review of D0X spectroscopy models
Contactless electrically detected D0X spectroscopy has been used regularly within the
detection of the nuclear and electronic spin states over the last decade [19,182], however
there has been little published work on models of the technique which would allow for
the simulation and analysis of experiments. In fact, both of the publications referenced
here, in line with the work presented within this thesis, have published the experimental
results of the photoconductivity signal with arbitrary units. Here, we look at two models
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that represent D0X spectroscopy.
7.1.1 Ross’s circuit model
Recent work by Ross [163], has developed a circuit model for contactless electrical pho-
toconductivity measurements and has tested it at zero-magnetic field. Figure 7.1 has a
diagram of the model which is formed of two parallel plate capacitors, CC for the ca-
pacitance built up between the ‘contact’ and the silicon surface, and the silicon sample
which is represented as a resistor RSi ∝ 1/(eµN) and a parallel plate capacitor CSi, for
the capacitance set up across the silicon sample under electric field, in parallel. Zero field
capacitance measurements were made with a LCR meter for off/on resonant infrared illu-
minated for a range in laser intensities and modulation frequencies. Figure 7.1 shows the
relatively good published match between the model and measurement data, indicating
that the circuit model is appropriate. The model highlights that the sign of the gra-
dient of the loss tangent of the circuit varies depending on the dominance of RSi and
CSi which changes with both frequency and laser intensity, with the switching frequency
fs = σSi/(2pi0r). Further measurements found a linear relationship between the laser
power and the extracted sample conductivity, confirming the linear theoretical relation
between the D0X carrier generation rate and the laser intensity. This model is limited as
it only considers the lumped behaviour of the bulk silicon within the capacitative contacts
and gives no indication of the charge movement under the influence of the electric field.
Additionally, the model does not obviously expand to include the magnetic field, which
limits the model practically, as the majority of D0X spectroscopy is carried out under
magnetic field.
7.1.2 Ross Macdonald’s space-charge model
A brief mention is given to a model developed by Ross Macdonald on the AC space-charge
polarization effect for electrolytes [183]. This is a model that details the AC conductance,
capacitance and current density of a material containing mobile charge placed between
two blocking electrodes through which the charge cannot pass. This is a good analogy for
D0X spectroscopy where the conduction band charge carriers are confined to the silicon
bulk. The model is different to the previous model as it considers the motion of the charge
carriers as they oscillate around a fixed position under an applied oscillating electric field.
The derivation starts with the population density of the negative charge carriers n under
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Figure 7.1: a) Circuit model and b) total capacitance measurements for contact-
less electrically detected D0X spectroscopy with a silicon sample of doping density
3× 1015 cm−3. The total capacitance C and loss tangent D are measured as a function
of bias modulation frequency and infrared laser power, both on-resonance (empty circles)
and off-resonance (filled circles) at zero-field. The laser power increases non-linearly from
0.14 µW/mm2(blue) to 3.5 mW/mm2(red). Figure reproduced from Ross 2019 [163].
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an applied AC field E including the effects of diffusion, with coefficient D, and motion:
∂n
∂t
= k1nc − k2np+D ∂
2n
∂X2
+ µn
∂nE
∂x
(7.1)
where p and nc are the population of the positive charge carriers and static neutral centres
respectively and k1 and k2 are the appropriate generation rates from a fixed population of
neutral donors within the bulk nc. Solutions to this equation, and its equivalent relations
for nc and p give the total current JSC under steady-state conditions flowing into a sample
of thickness L is
JSC = (GSC + iwCSC)(V1) =
iω
4pi
V1L+ eL [(µn + µp)n0V1]
−Dp [p(L)− p(0)] +Dn [(L)− n(0)] (7.2)
where V1 is the forcing bias voltage. The expression details a linear relationship between
JSC and n, although there is an offset of
iω
4pi
V1L, which is supportive of our assump-
tion in the previous chapter. The model has been developed specifically developed for
a quasi-steady state situation and assumes that the populations of the charge carriers
oscillates around nc. This is not suitable for our application, as under the influence of
FEL nc, or N↓, reduces before recovering. Again, the model does not consider the effect
on the charge carrier motion and does not have an obvious inclusion for the magnetic
field.
7.2 D0X spectroscopy model
We aim to develop an accurate model for D0X spectroscopy that can easily incorporate
the magnetic field. At its simplest, the electrical D0X spectroscopy is a measurement of
the capacitance across a silicon sample, under an applied oscillating voltage bias V =
V0 sin (ωt+ φ). The following section outlines the derivation of the model from first
principles. Initially we consider the zero-field case where V is applied in the x direction,
requiring us only to consider motion in x.
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7.2.1 Derivation
The derivation starts with the silicon sample sandwiched between a pair of non-contact
capacitative loops, separated along the x axis, which can be simply modelled as a parallel
plate capacitor with capacitance C
C =
0rA
d
(7.3)
where A is the xz plate area and d, the x plate separation. As before, 0 is the permittivity
of air and r is the permittivity of the silicon substrate. Here, only r has a dependence
on the free electron density within the conduction band. The electrical displacement, D
can be used to define r as follows,
D = 0rE = 0(1 + χ)E = 0E + P (7.4)
where E is the applied electric field and χ and P are the susceptibility of the material
and the polarisation of the charges respectively. For shorthand,  = 0r. Under resonant
D0X infrared illumination, there are two sources of charge within the capacitor dielectric:
the bound charges within the silicon and those induced by the photo-excitation of the
donor bound exciton into the conduction band. The effect of the excitons can be isolated
by separating P into two polarisation terms: PSi for the bound silicon charges and PCB
for the conduction band electrons. Here, Si refers to the bulk silicon permittivity which
is equal to 11.4 at 4.5 K.
D = 0E + PSi + PCB = 0SiE + PCB (7.5)
For an equation where the current across the capacitor plates I is the subject
we utilise the equations I = Q˙ and Q = CV . With these, Equation 7.3 can be related to
D through a substitution of Equation 7.3. At this point, it is assumed that the applied
electric field is uniform across the sample, such that E = V/d.
D =
Cd
A
E = E
Qd
V A
= E
Qd
EdA
=
Q
A (7.6)
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Therefore we get a final relation of
Q = A(0SiE + PCB) (7.7)
Polarisation of free electrons
For an applied oscillating E, the free electrons within the silicon are swept back and
forth. The displacement of the electron, x, can be modelled as damped harmonic motion
under the influence of the localised electric field Eloc (see Section 7.2.1):
mx¨+mγx˙+mω0
2x = −eEloc (7.8)
Here, we define γ as the frictional damping rate, ω0 as the natural restoring force of the
electron and m and e as the electron effective mass and charge respectively. Within a
metal, the electrons sit within the conduction band and are free to move so ω0 ≈ 0. The
polarisation of a material is PCB = −NCBex, where NCB is the charge carrier density,
explicitly within our scenario referring to the electrons found within the conduction band
from the Auger decay of the D0X, e is the electron charge and x is the displacement of the
electron. Here we assume that N˙CB = 0. (Expansion for N˙CB 6= 0 is discussed in Section
7.2.3). By multiplying both sides of Equation 7.8 by NCBe, a harmonic polarisation
model is found:
mP¨CB +mγP˙CB = NCBe
2Eloc (7.9)
The damping term, or metal momentum scattering rate, γ = 1/τ = e/µm∗, where τ is
the scattering time, m∗ is the effective mass of the electron and µ is the electron mobility.
Lorentz - Lorenz Correction
A consideration of our system is required here as the electrons sit within a bulk silicon
lattice. Whilst they are free to move as metallic electrons, there is still a confining influ-
ence from the surrounding lattice. The Lorentz - Lorenz Correction, which is equivalent
to the Clausius - Mossotti relation, relates the polarisability of the material and its sus-
ceptibility. The correction can be applied as follows to calculate the localised microscopic
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electron field felt by the electrons when the external electric field is applied:
Eloc = (1/
1
3
χ)E =
2 + Si
3
V
d
(7.10)
Time-varying solution
In order to get a time-varying solution for the current I˙ between the contact loops, we
partially differentiate Equation 7.7 with respect to t twice:
1
A
I = P˙CB +
0Si
d
V˙ (7.11)
1
A
I˙ = P¨CB +
0Si
d
V¨ (7.12)
By rearranging for P˙CB and P¨CB respectively, an equation can be formulated that relates
I˙ to the conduction band density, NCB:
m
[
1
A
I˙ − 0Si
d
V¨
]
+mγ
[
1
A
I − 0Si
d
V˙
]
= NCB
e2
d
(
2 + r
3
)
V (7.13)
For ease, this is simplified further with the definitions Cx = Si0
A
d
:
I˙ = −γI + Cx
[
γV˙ + V¨
]
+NCB
e2
m
A
d
(
2 + Si
3
)
V (7.14)
We arrive at a final model for the current across the capacitive contacts at zero-field.
As required, the current has a dependency upon NCB which will allow us to model the
effects of the D0X spectroscopy and spin-to-charge readout. The analytical solution to
Equation 7.14 with an applied voltage V = V0 sin (ωt) is
I = e−γt +
Cx
γ2 + ω2
[(
γ2 + ω2 − α)ωV0 cos (ωt) + αγV0 sin (ωt)] (7.15)
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where the further substitution α = NCB
e2
m
(
2+r
3(0r)
)
is made for clarity. Alternatively,
Equation 7.14 can be readily solved as a series of ordinary differential equations. Equation
7.15 is formed of four terms: a decaying term with time constant 1/γ, two out-of-phase
terms, one independent of α and one negatively proportional to α and an in-phase term
which is linear proportional to α, and hence NCB. Additionally, the out-of-phase terms
have a frequency dependence, whilst the in-phase does not. At first inspection, we can
identity a real resistive term and an imaginary reactance. The ω2 terms indicate that
there could be an additional inductive term within the model where I(Z) ∝ iωL+1/iωC.
In the low frequency regime where γ2  ω2, the respective real and imaginary parts of I
can be found:
R(I) =
Cxα
γ
, I(I) = Cxω
(
1− α
γ2
)
(7.16)
For a standard capacitor, Z−1C = G = 1/R + iωCC . Here, it can be seen that R(I) is
the classical conductance of a semiconductor 1/R = NCBeµ
A
d
2+Si
3
including the addition
of Lorentz - Lorenz correction, Section 7.2.1. For γ2  α, the imaginary component of
ZC can be recovered as well. Under our experimental conditions for Si:P, γ = 5× 1012/s
assuming uniform mobility across the sample, and shows that the decaying term in Equa-
tion 7.15 is negligible. From Equation 6.14, it was estimated that a maximum of 10 % of
the sample donors are excited during the D0X spectroscopy, so that NCB = 4× 1014/cm3
giving estimations of α and Cx of 1.92× 1024 s2 and 1.0094× 10−13 F respectively where
r = 11.4 and m = m
∗me = 0.26me. Figure 7.2 shows the dependence of the conductance
G of the circuit on the electric field frequency for changing NCB for the experimental pa-
rameters, and corroborates our analysis. The driving force, V = V0 sinωt is defined and
coupled with the modelled output current response using a lock-in technique to extract
the conductance G across the capacitive contacts. It can be seen that for the experimen-
tal frequency of 1.2 kHz the imaginary part of G is dependant upon the NCB which would
induce a phase change within I, for I ∝ G.
7.2.2 Analysis of linearity
Through our model, we can test the assumption that I is linearly dependant upon NCB
as required for our analysis in Section 6.5. Figure 7.3 models the a) real and b) imaginary
components of G against NCB. The real part is linearly dependant on NCB with a gradient
of one, whereas the imaginary part is independent. For our assumption of linearity in
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Figure 7.2: Dependence of the conductance upon the oscillating electric field frequency
for conduction band densities between 10× 1010–10× 1014 1/m3. a) and b) model the
real and imaginary parts of the conductance across the D0X contacts.
Section 6.4 to be valid, R(G) I(G) which valid for NCB = 4× 1014/cm3.
Further analysis can be completed by considering the change of Z = 1/G with
NCB as seen in Figure 7.3. It can be seen that the impedance of D
0X spectroscopy setup
appears to have two operating modes: a low carrier density region and a high carrier
density region, where the onset of the high carrier density region is dependant upon the
frequency of the driving field. It also identifies a universal behaviour within the system
which scales with the frequency. Figure 7.3 e) and f) shows the universal behaviour, where
we can identify the transition point between the two regimes, f ≈ NCB×2× 10−7 m−3/Hz.
For our chosen frequency of 1200 kHz, this corresponds to a conduction band density of
6× 109 m−3, so the experimental conditions sit comfortably within this regime. The
evidence of the transition in Z supports the analysis by Ross in Section 7.1, where the
loss tangent is found to have a switching frequency. Additionally, it is promising to note
that at low carrier densities, I(Z) = 1/f × 1011.5 ≈ 1/(2piC) assuming a parallel plate
capacitor with, as before, A = 10 mm2 and d = 10 mm.
The analysis here has shown that for the low frequency, high doping density
regime, a very simple model can be used for the response of the D0X system where
G = 1/R + iωC as detailed by the inset in Figure 7.3. This is very useful when it
comes to considering the dynamics of our experiment as it is much easier to model and
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Figure 7.3: Dependence of impedance upon the carrier density for frequencies between
1–100 kHz. a) and b) model the real and imaginary parts of the conductance and c) and
d) the real and imaginary parts of the impedance across the D0X contacts. e) and f)
demonstrate the universal scaling laws of the model, where each axis has been scaled
proportionally by the driving frequency. The inset details the equivalent circuit model.
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manipulate.
7.2.3 Limitation of the D0X spectroscopy model
There is one primary assumption within our derivation of the model at zero-field, which
we seek to explore further here to assess its validity.
Time-dependant conduction band density
The first assumption comes in the the expansion of Equation 7.9, where NCB is assumed
to be static. This is true for the steady-state case, where the sample is held under constant
infra-red illumination. However, a motivation for this model is to assess the change in I
for a change in the NCB, so this assumption inherently contradicts our model. Within
Appendix A.2b the full derivation is outlined for the expansion of 7.9 for N˙CB 6= 0. The
final expansion is:
m
[
P¨ + γP˙
]
+m
[
− 1
NCB
(
PN¨CB + 2P˙ N˙CB + γPN˙CB
)
+
2
NCB
2P
(
N˙CB
)2]
= −NCBe2Eloc
(7.17)
It can be seen that there are four additional terms induced within the polarisa-
tion oscillation model. The adjusted current model is:
I˙ = −I
(
γ +
2N˙CB
NCB
)
+NCB
e2
m
A
d
(
2 + Si
3
)
V
+ Cx
[
−V
(
r + 1
3NCB
)([
2N˙CB
NCB
+ γ
]
N˙CB + N¨CB
)
+ V˙
(
γ +
2N˙CB
NCB
)
+ V¨
]
(7.18)
The four additional terms in Equation 7.17 correspond to additional terms within I, V
and V˙ . To assess the assumption above, a comparison of the relative strengths of each
of the terms is considered. The primary factor throughout all the additional terms is the
term
(
γ + 2N˙CB
ANCB
)
, excluding the N¨CB. There are two values of N˙CB to be considered
which occur over different time intervals: the initial de-polarisation under the FEL pulse,
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t ≈ 1 µs from the shaping of the FEL pyro, and the re-population of the ground state
with relaxation time T1, t ≈ 100 µs. Our results from Section 6.5 indicate that an approx-
imately 60 % de-polarisation occurred during the FEL pulse so ∆NCB = 2.4× 1014/cm3.
Therefore, the relative N˙CB terms for each of the two changes in NCB are 2.4× 1026/(m3 s)
and 2.4× 1024/(m3 s) respectively. The final term N˙CB/NCB is on the order of 1× 104/s,
which is eight orders smaller than γ, and consequently any additional contribution to our
model from N˙CB or N¨CB will be minimal. Due to the large discrepancy between γ and
N˙CB/NCB, we can be confident in the polarisation model and its ability to model the
change in NCB whilst assuming N˙CB = 0.
7.3 D0X spectroscopy model under magnetic field
Despite the promising results of the current form of the model, it must be remembered
that the D0X spectroscopy was completed under an external magnetic field applied in
the z-direction, Bz. The following derivation modifies Equation 7.12 to include the effect
of the magnetic field. Currently the applied electric field from the AC bias is the only
force upon the electron motion considered: Fx = eEx. For the magnetic field inclusion,
the full Lorentz equation is F = eE + ev ×B. Therefore, Equation 7.8 can be rewritten
as seen below. The non-zero field case cannot be considered only with the x-axis, so
full vector notation is required. The capacitance C across the sample is decomposed to
accommodate the three aspect ratios across the sample, Ci = 0r (Ai/di).
mr¨ +mγr˙ = − [eEloc + er˙×B] (7.19)
Following the same steps detailed in Section 7.2.1, Equation 7.12 is extended to the
decomposed equations for I:

I˙x
I˙y
I˙z
 = −γ

Ix
Iy
Iz
+ emBz

Iy
−Ix
0
+ α

CxVx
CyVy
CzVz

+
γ

CxV˙x
CyV˙y
CzV˙z
− emBz

CxV˙y
−CyV˙x
0
+

CxV¨x
CyV¨y
CzV¨z

 (7.20)
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where the chosen experimental conditions give B = (0, 0, Bz) and Vx = V0 sin(ωt). The
parameters Vy and Vz are unknowns.
It can be seen that both Ix and Iy are still function of both NCB and Bz. As
before, it is Ix that is measured within the experimental setup and is the primary output.
We state the assumption that Qy = CyVy to reformulate Ix as a function of Vx. As this
derivation is lengthy, the solution is stated here, with a redirect to Appendix A.3 for the
full derivation. The substitution β = e
m
is utilised for clarity.
I˙x
[
1 +
β2Bz
2
α
1
Cy
(Cx − Cy)
]
= −γIx + Cx
[
αVx + γV˙x + V¨x
]
+
β2Bz
2
α
[
V¨x(Cx − Cy)
]
(7.21)
The incorporation of the external magnetic field manifests as a factor of I˙x and
two additional terms in Cx and Cy, where the magnetic field is presented as B
2
z . It
is thought that the quadratic magnetic field dependence comes from coupling between
the capacitances set up across the x and y directions. The zero magnetic field case,
Equation 7.14 can be perfectly recovered through application of Bz = 0. Additionally, it is
interesting to note that for a square sample where Cx = Cy , the magnetic field dependence
is eliminated and the zero magnetic field case is once again recovered. Sample V2682 used
within Chapter 6 has dimensions 1.0× 7× 7 mm suggesting that the external magnetic
field should not effect the current response within the experiment. However, preliminary
testing indicated for high frequencies, the magnetic field suppresses the current response
suggesting Cx 6= Cy which can be appropriated the geometry of the contact loops. As seen
in Figure 6.5, the capacitative loops are separated by dx = 2.5 mm giving Cx/Cy = 2.8
and (Cx − Cy) = 0.25A for Ax,y = 10 mm and  = 0r.
As above, an analytical solution can be found for Vx = V0 sin (ωt) where the
substitution δ =
[
1 + β
2Bz2
α
(Cx−Cy)
Cy
]−1
is used for clarity:
I = A1e
(−δγt)+
1
δ2γ2 + ω2
[(
δ2γ
(
Cx(α− ω2)− ω
2β2Bz
2
α
(Cx − Cy)
)
+ δγω2Cx
)
V0 sin (ωt)
+
(
δ2γ2ωCx − δω
(
Cx(α− ω2)− ω
2β2Bz
2
α
(Cx − Cy)
))
V0 cos (ωt)
]
(7.22)
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Figure 7.4: Graph detailing the relationship between the variables in Equation 7.21 for
fields between 5–30 T. The magnitudes of each of the parameters is shown with respective
units of Hz and s-2 for γ and α. Variable parameter β
2B2z
α
is unitless.
where A1 is a constant. As before for the zero magnetic field case, (see Equation 7.15), I is
formed of a decaying term on the order of γ and an in-phase and out-of-phase component,
which is multiplied by the factor 1
δ2γ2+ω2
.
It is helpful here to look at the respective magnitude of each of the terms to
enable the simplification of Equation 7.22 for analysis. Figure 7.4 is included to show
the relative magnitude of each of the parameters γ, α and β
2B2z
α
for NCB = 1× 108 −
−1× 1015 1/cm3.
For the approximate experimental conditions in Chapter 6, δ = 0.0228 and δ2γ2
= 1.25× 1022/s2 at 10 T and for NCB = 4× 1014/cm3. From these values, for an applied
frequency of 1.2 kHz, the experiment still sits within a low frequency regime and the
equation can be simplified where δ2γ2  ω2:
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I = A1e
(−δγt) +
(
1
γ
(
Cx(α− ω2)− ω
2β2Bz
2
α
(Cx − Cy)
)
+
ω2Cx
δγ
)
sin (ωt)
+
(
ωCx − ω
δγ2
(
Cx(α− ω2)− ω
2β2Bz
2
α
(Cx − Cy)
))
cos (ωt) (7.23)
Finally, a high magnetic field regime can be defined where β
2Bz2
α
 Cy
Cx−Cy . The final
simplification to Equation 7.22 produces:
I = A1e
(−δγt) +
1
γ
(
Cx(α− ω2)− ω
2β2Bz
2
α
(Cx − Cy)
(
1− Cx
Cy
))
sin (ωt)
+
(
ωCx − ω
γ2
β2Bz
2
α
(Cx − Cy) + ω
3
γ2
β4Bz
4
α2
(
(Cx − Cy)2
Cy
))
cos (ωt) (7.24)
Here, two different responses for the in-phase and out-of-phase components of I
can be seen. The real part of I has a quadratic dependence on Bz, whilst the imaginary
part of I has higher order terms up to B4z . It can be seen that the real and imaginary
terms are proportional to 1/γ and 1/γ2 respectively, excluding the simple capacitance
term within the imaginary component. Therefore, the response of the D0X spectroscopy
under magnetic field is highly dependant upon γ at high fields and low frequencies. For
the experimental conditions used in Section 6.4, γ  (β2B2z )/α and it can be seen that
we do not have to consider the influence of the external magnetic field in our simulations
of I.
A final note is given to the high frequency regime. In Section 6.4.1, a discussion
was made of attempting to complete ESR using high frequency D0X spectroscopy, as
previously completed within the literature. This was found to fail for magnetic fields
greater than 1 T using a 5 MHz frequency, where the current was found to be independent
of NCB. This response can be identified in the third term of Equation 7.24, where there
is the ratio ω2/γ. At 5 MHz, the effect of the negative term would no longer be negligible
compared to the dominating zero-magnetic field terms, reducing the response of the
current to changing NCB across a D
0X transition peak.
Within this section, the influence of the external magnetic field within our D0X
spectroscopy model has been investigated. We have shown that D0X spectroscopy has
a limited working regime, with an upper frequency limit at high magnetic fields. Sec-
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ondly the model supports the assumption that the current within the circuit is linearly
proportional to the conduction band density within the circuit, for doping densities to
frequency ratios greater than 2× 107 m−3/Hz. This linearity continues to be valid under
the influence on the magnetic field.
7.4 Application to Chapter 6
We can now look to see whether the model replicates our experimental data on the spin
resonance using the 2nd D0X transition from Section 6.5. Specifically, we assess whether
the model can accurately replicate the recovery of the system after the FEL inversion
pulse. The spin inversion and recovery period are modelled within the conduction band
density as an exponential function, NCB = N0 (1−N∆ exp{((t− t0)/T1)}) where N0 is
the quasi steady-state conduction band density, t0 is the arrival time of the FEL pulse
and T1 is the rate of decay of the CB charge density back to equilibrium i.e. the spin
lattice relaxation time. Equation 7.14 was solved using a Matlab ordinary differential
solver with an applied sinusoidal solver of V = V0 sinωt and the following set of ordinary
differentials and Equation 7.14.
˙NCB =
(N0 −NCB)
T1
(7.25)
V˙ = V0ω cos (ωt) (7.26)
V¨ = −V0ω2 sin (ωt) (7.27)
where ω, V0 and t0 are taken directly from the experiment conditions and A, d, r, γ, N0
and NCB are estimated variables appropriate for the experiment as discussed in Section
6.2. The fractional change in NCB under the FEL resonance is left as a free variable to
allow for fit optimisation. Following on from the previous section, the current across the
capacitative contacts is modelled without the magnetic field contribution. Firstly, the
ODEs are solved for a quasi steady-state N˙CB = 0 to ensure the model represents the
non-illuminated case as can be seen in Figure 7.5. The simulated results of our model
(referenced as the PM model in figures) and the circuit model, detailed in Section 7.2.2,
for the quasi steady-state case are shown in Figure 7.5 and can be seen to be an exact
match. This corroborates our analysis that at sufficiently high conduction band densities,
the current model is equal to the circuit model.
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Figure 7.5: Simulated currents for the model (quasi steady-state conditions - blue line,
under spin resonance - orange line) and circuit model (quasi steady-state condition - blue
stars) shown against the experimental bias (black line) and measurement data (black
dots) from Section 6.1.3. The conduction band density is shown for normalised units
against N0 (red).
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At this point, due to the large number of free variables within the model, we do
not expect the absolute amplitude of the simulation to align to the measurement data.
Additionally, the current model has no terms/modifications that attempt to simulate the
settling of the output after the initial trigger as detailed in Section 6.4.3. Figure 7.5
highlights a limitation of the model, as there is a phase mismatch with the measurement.
The simulated current lags the applied bias, with adjustments to the simulation indicating
that the magnitude of the phase lag is primarily dependant on the quasi steady-state NCB.
Clearly, further analysis of the model is required here (see Section 7.4.1). However, it
can be seen that the AC response of the circuit is accurately replicated, so we look to
incorporate the exponential recovery in NCB detailed in Equation 7.25. The simulated
current in Figure 7.5, where the phase has been manually adjusted so that it follows the
measurement data, shows the recovery of the system for T1 = 150 µs where N∆ = 0.35,
suggesting a 35 % depolarisation of the ‘spin-down’ state. This is lower than previously
extracted experimentally. Overall, it can be seen that the response of the amplitude of
the simulated current is a good fit to the measurement, indicating that the simulated
exponential recovery within our model is accurate.
7.4.1 Extended circuit model
It is suspected that the irregularity between the phase for the experimental data and
simulated current within Figure 6.16 is due to the experimental electrical configuration
at high magnetic fields. The previous circuit model detailed in Figure 7.1 represents
the configuration within the magnet cell only, and not the surrounding electrical circuit
and measurement equipment. Due to the placement of the magnet, coaxial cables ap-
proximately 10 m in length were required. The simple circuit model simulated in Section
7.2.2 which incorporates the capacitance across the silicon sample has been extended
to a more accurate circuit model incorporating the D0X contacts and the surrounding
electrical circuitry and is shown in Figure 7.6.
The extended circuit model is simulated with the FEL resonance, in Figure 7.7
and it can be seen that the direction of the phase offset between the bias and output is
accurate. An equilibrium value of NCB = 8× 1014 cm−3 is required to model the correct
bias phase offset, which a factor of two larger than the estimated equilibrium value of
4× 1014 cm−3 from Section 7.2.2. The difference between these values could be due to
the variations within the other free parameters within the model.
As with the previous section, we ignore the amplitude of the waveform as our
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Figure 7.6: Comprehensive extended circuit model presenting the experimental setup
used in Section 6.5. As before, the grey area represents the silicon sample and the gold
areas the capacitative contacts.
Figure 7.7: Simulated current for the extended circuit model for steady-state conditions
(blue line) and under spin resonance (orange line) shown against the experimental bias
(black line) and measurement data (black dots) from Section 6.1.3. The conduction band
density is shown for normalised units against N0 (red).
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analysis focuses primarily on the recovery period. Figure 7.7 models the exponential
recovery in NCB with T1 = 150 µs, where 1/RSi = NCBeµA/d. For the extended circuit
model, it can be seen that the recovery does not accurately follow the measured response.
This indicates that potentially the surrounding electrical circuit has a strong influence
on the measured current. There are a number of unknowns within the circuit model
including CC , LCoax and CCoax, which will modify the response and need optimising
further. Additionally, the parasitic capacitance included in Figure 7.1 is not included in
this model. Further work could look to implementing this.
Our final analysis step is to use the experimental fit I = I0(1 − e(−t/T1)) and
to apply it to a simulated data set. Not only will this allow us to confirm whether the
I ∝ NCB assumption is still valid within this model it will find the relationship between
the intrinsic experimental and fitted T1 values, meaning that we can apply the appropriate
corrections to Figure 6.17. The relationship between the two values is shown for both
the simple circuit model and the extended circuit model in Figure 7.8.
The inclusion of the simple model is to complete a simple check on the relation.
As our analysis has shown I ∝ NCB, we expect a linear relationship between the two time
constants of the form y = x, which is visible in Figure 7.8. However, it can be seen in that
for the full extended model the relationship is not longer linear, with increasing T1 times
having smaller fit values, and that there is a minimum factor of greater than 20 between
the modelled and fitted value. This factor of 20 could be attributed to the mis-estimation
of the circuit parameters. Further work is required to assess the respective dominance of
each of the circuit parameters on the current response. If this relationship is valid, then
the values for T1 found in Section 6.1.3, would be approximately 1-2 orders of magnitude
smaller, and the T1 times would be larger for the lower fields. The data would still follow
the trend of the T1 dependence on magnetic field seen in Figure 6.17, but suggests that
the coefficients within the literature for the low magnetic field relationship between T1
and B are no longer appropriate at magnetic fields greater than 10 T.
7.5 Further work
Within this chapter, we have developed a new model for D0X spectroscopy that, for the
first time, enables the successful incorporation of the effect of the external magnetic field.
Figure 7.3 shows that the relationship between the impedance across the silicon sample,
the modelled current is linear in NCB for large NCB and low frequencies. However, it
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Figure 7.8: Graph detailing the relationship between the modelled spin lattice relaxation
time of an exponential recovery and extracted relaxation time for a fit of I = I0(1 −
e(−t/T1))). The process is repeated for the simple D0X circuit model and the extended
D0X circuit models detailed in Figures 7.3 and 7.6.
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can be seen in Figure 7.8, that the extended electrical measurement set up required for
magnetic fields reduces the effect of NCB on I. Further work, as discussed in Section 6.7,
focused specifically upon this experiment could look to modifying the electrical setup to
reduce its influence on the measurement data.
In terms of the development of the model itself, further work can be completed
to extend the analysis completed here. Within the chapter, the model is solved for
the zero-field Ix only for the change in I with time, under the inclusion of the FEL
pulse. Further analysis could be completed by solving for the current in Ix, Iy and
Iz with the inclusion of the B-field terms for a range of frequencies, scattering times
and conduction band densities. This will start to build a full picture of the charge
carrier motion. Additionally, complementary experimental studies designed specifically
to validate the model shown here would be highly recommended. These could include a
simpler mounting and contact design, closer to the parallel plate model, and include a
study of the impedance dependence on the infrared laser power to get a relationship in
NCB which would help to validate Figure 7.3. Additionally, we would aim to complete a
further characterisation of the electrical setup, to provide experimental values for CCoax
and LCoax to get a better understanding of the absolute amplitude of I, which could be
used to improve our fit to the experimental values.
7.6 Conclusion
D0X spectroscopy is a well-established technique for spin-to-charge readout of nuclear
and electronic spin states in bulk silicon. Despite this, there is little extended theoretical
understanding on the setup aside from some simple zero-field models. Here, we have
developed a D0X spectroscopy model under a magnetic field based on the capacitance
of a parallel plate capacitor with an electrical polarisation formed of two contributions
from the bound donors and the conduction band electrons produced by the Auger de-
cay of the excited D0X. The current induced across the silicon sample was solved for
three-dimensions and analysis showed that the influence of the external magnetic field
on the current across the capacitative plates Ix was independent of the magnetic field
at suitably high conduction band densities. Additionally, the model showed that at
sufficiently high magnetic fields the current becomes independent of the charge carrier
density with the threshold point having a strong dependence on the bias driving fre-
quency, which explains some of the limitations of D0X spectroscopy seen in Chapter 6.
The extracted impedance from the model was shown to be equivalent to the simple cir-
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cuit model 1/Z = 1/R + iωC at N/f ≈ 2× 107 s/m3, with a positive linear relation
and an independent relation between NCB and R(Z) and I(Z) below this point. Finally
the model was used to simulate the ESR experiment found in Section 6.5, where the
spin-down spin state is depopulated under a microwave pulse and the current across the
capacitative contacts is used to extracted the recovery time T1. The model showed that
for a simple electrical setup, a linear fit of the form I = I0(1 − e(−t/T1)) is appropriate,
but potentially a derivative fit is required for the extended model of the electrical setup
utilised within the experiment.
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This thesis has considered the use of microwaves within solotronic devices as a means
of controlling of the electron spin state. A key motivation for continued research into
solotronics is the potential role of single dopant impurities as qubits within a silicon
based quantum information processing system. Proposed silicon quantum computing
schemes have placed requirements on the operating conditions and architectures which
directly modify the integration of microwaves and their interaction with the qubit ar-
ray. Within this thesis, two such requirements have been considered and investigated.
The first focuses on the geometrical limitations on the electrical circuitry which delivers
resonant microwaves to the qubits. Circuitry is required that enables individual qubit ad-
dressability whilst having a limiting dimension of around 30 nm. Here, a novel nanowire is
proposed as a solution. The second investigates the potential expansion of the operating
regime to higher magnetic fields in order to mitigate the low temperatures required for
a thermally initialised qubit array. Specifically, the dependence of the electron spin res-
onance in silicon on magnetic fields above 5 T is explored for the first time. Throughout
the thesis, the focus has been on establishing the optimisation of delivery and control of
microwaves within a silicon quantum computing architecture.
The first half of the thesis investigated the potential use of highly doped atom-
ically thin metallic Si:P δ-layers as a nanoscale transmission line to enable individual
qubit addressability. Nanowires formed from Si:P δ-layers are highly unique as they
can be placed with atomic precision through hydrogen-resist lithography and maintain
ohmic behaviour down the atom scale. The first steps into assessing the viability of us-
ing Si:P δ-layers to propagate microwaves and considering its relative merits compared
to alternative low-dimension materials has been completed. Chapter 4 completed the
microwave characterisation of three δ-layers fabricated using two different techniques in-
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cluding phosphine doping, a macroscopic alternative to hydrogen-resist lithography and
ion beam implantation and extracted the characteristic transmission parameters. The
phosphine doped monolayers were found to act as successful transmission lines with the
primary losses from the δ-layer sheet resistance and impurity losses within the substrate.
It was shown that a ion-beam implanted δ-layer has poor donor confinement causing
large leakage into the substrate and is not a viable fabrication procedure for transmis-
sion lines. Room temperature measurements highlighted the importance of the substrate
choice, and proposed the option of a highly insulating oxide layer to reduce substrate
loss. Comparison with complementary measurements completed on graphene showed
similar transmission properties and showed that the heavier effective mass and higher
doping levels found in the phosphorus impurities, compared to graphene, reduce the con-
tribution from the kinetic inductance, a quantum effect that becomes dominant for low
dimension metals. Chapter 5 extended this investigation to the nanoscale where a uni-
versal quantum transmission line model was applied to Si:P δ-layer nanowires for the first
time. This allowed comparison with alternative potential nanowires including a copper
nanowire, a carbon nanotube and the graphene nano-ribbon. The carbon nanotube was
found to have the optimal transmission properties due to its large electron mean path,
but the Si:P nanowires had better transmission properties than a copper nanowire at
dimensions ∼ 1 nm. Going forward, consideration of the relative merits of the optimal
fabrication procedure used for Si:P nanowires needs to be compared to the better trans-
mission properties of a carbon nanotube. This research into the use of Si:P nanowires has
important applications not just in silicon-based quantum computers but also within the
CMOS industry as it continues to scale down its technologies. Chapter 5 concluded with
an investigation into the viability of using electromagnetic planar simulation software to
model nanowires and a simulation study to identify the optimal geometry of a nanoscale
transmission line.
Key next steps focus on starting to integrate Si:P δ-layers within quantum com-
puting architectures. This includes the design and fabrication of nanoscale transmission
devices and work to optimise the material properties of both the δ-layer and the sub-
strate, with the new Si:As δ-layer proposed as a potential alternative. EM simulations
were successfully matched to the experimental properties of the Si:P δ-layer enabling
supporting future studies into the signal integrity of the δ-layer transmission lines. This
is essential for device design, specifically for spin control devices where the distortion of
the control microwave pi-pulse must be accounted for.
The second half of the thesis extends the knowledge of electron spin resonance in
phosphorus doped silicon and electrical measurements at high magnetic field. Magnetic
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fields are intrinsically linked with the microwave resonance frequency of the electron
spin splitting used to control the spin state, and knowledge of the behaviour of the spin
states at high magnetic fields is limited. In Chapter 6, electron spin resonance was
completed at magnetic fields using a free electron laser between 10.5–14 T for the first
time in bulk silicon. The spin lattice relaxation was shown to be modulated by the same
relaxation mechanisms identified at low magnetic fields below 1 T. This result is key
supporting information for experimental studies into quantum computing schemes that
utilise high magnetic field. The experiment was completed using electrically detected
D0X spectroscopy as a spin-to-charge readout mechanism. Chapter 6 started with the
first electrically detected D0X measurements up to 25 T. In order to achieve ESR at
high magnetic fields, a new novel low frequency electrically detected D0X spectroscopy
technique was developed and tested. Further work could look at using this new setup for
studying other semiconductors at high magnetic field.
To complement this, in Chapter 7 a new D0X spectroscopy model was developed
to enable integration of the magnetic field and its modification of the electrical behaviour
of the D0X circuit. Specifically, analysis was focused on the linearity of the circuit cur-
rent with the population of the spin state being probed. The circuit was found to be
dominated by the resistance of the bulk silicon at high doping densities, where I ∝ NCB.
Additionally, it was found that at low frequencies and high magnetic fields, the magnetic
field does not affect the electrical behaviour of the circuit and implements no modulation
of the measured current, allowing the use of simpler circuit models. Finally, the model
was used to simulate and investigate the electron spin resonance experiment completed
in Chapter 6.
Proposed further work looks to extend and improve the electron spin resonance
setup and experiment, as it is still in an early iteration. Firstly, the D0X spectroscopy
model highlighted areas of improvement within the electrical detection circuitry. Sec-
ondly, electron spin resonance was only shown for a limited magnetic field range and for
the depopulation of the upper spin state. Further work could look at tuning the free
electron laser to expand the magnetic field range, particularly to fields approaching 30 T,
where the deformation of the silicon lattice becomes a possibility. Additionally with con-
tinuing improvements for the free electron laser, specifically the order of coherence, the
potential for completing Rabi oscillations should be considered.
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Extended derivations
A.1 Conversions between two-port network param-
eters
Table A.1: Conversions from S-parameters to other two-port network parameters used
within this thesis. Y0 = 1/Zp where Zp is the port impedance. [6, 7]
ABCD-parameters Y-parameters T-parameters
A = (1+S11)(1−S22)+S12S21
2S21
Y11 = Y0
(1−S11)(1+S22)+S12S21
(1+S11)(1+S22)−S12S21 T11 =
1
S21
B = Z0
(1+S11)(1+S22)−S12S21
2S21
Y12 = Y0
−2S12
(1+S11)(1+S22)−S12S21 T12 =
−S22
S21
C = 1
Z0
(1−S11)(1−S22)−S12S21
2S21
Y12 = Y0
−2S21
(1+S11)(1+S22)−S12S21 T21 =
S11
S21
D = (1−S11)(1+S22)+S12S21
2S21
Y22 = Y0
(1+S11)(1−S22)+S12S21
(1+S11)(1+S22)−S12S21 T22 =
S12S21−S11S22
S21
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A.2 Equation 7.17
The derivation for Equation 7.17 is outlined below starting with an expansion of the
polarisation PCB = NCBex.
P˙CB = e
[
rN˙CB + r˙NCB
]
(A.1)
P¨CB = e
[
rN¨CB + 2r˙N˙CB + r¨NCB
]
(A.2)
(A.3)
Equations A.3 can be rearrange for r˙ and r¨ as follows:
r˙ =
1
NCBe
[
P˙CB − 1
NCB
PCBN˙CB
]
(A.4)
r¨ =
1
NCBe
[
P¨CB − 1
N CB
(
PN¨CB + 2P˙CBN˙CB
)
+
2
N2CB
PCB
(
N˙CB
)2]
(A.5)
Therefore the equivalent equation to Equation 7.9 for the non-static case becomes
m
[
P¨CB + γP˙CB
]
+m
[
− 1
NCB
(
PN¨CB + 2P˙CBN˙CB + γPCBN˙CB
)
+
2
N2CB
PCB
(
N˙CB
)2
= −NCBe2Eloc (A.6)
where the first term is the static case seen in Equation 7.9.
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A.3 Equation 7.21
This section follows the derivation of Equation 7.21 detailed in Section 7.3. Within this
derivation, the use of the following substitutions is continued for simplification: α =
NCB
e2
m
(
2+r
3(0r)
)
and β = e
m
. This derivation follows on from Equation 7.20 detailed
within the text. Firstly, the relations Iy = V˙yCy and I˙y = V¨yCy are assumed from the
standard relation of a capacitor, Q = CV . The values are substituted into the Iy and I˙y
terms within the Iy component of Equation 7.20 to get a relation for Vy in terms of the
x components only:
(V¨yCy) = −V˙yCy + βBz(−Iz) + αCyVy + Cy
[
γV˙y − βBz(−V˙x) + V¨y
]
(A.7)
This can be simplified to
Vy =
β
α
Bz
Cy
[
Ix − CyV˙x
]
(A.8)
where Vy is isolated in terms of Ix and Vx only. Using the same relation between V˙y and
Iy from before,
V˙y =
Iy
Cy
=
β
α
Bz
Cy
[
I˙x − CyV¨x
]
(A.9)
From here, substitutions into Iy and V˙y terms within the Ix component of Equation 7.20
are made. For the derivation of V˙ , B˙ = 0 is taken from the experimental conditions
where B is fixed for each data point:
I˙x = −γIx + βBz
[
β
α
Bz
(
I˙x − CyV¨x
)]
+ αCxVx
+ Cx
[
γV˙x − βBz
[
β
α
Bz
Cy
(
I˙x − CyV¨x
)]
+ V¨x
]
(A.10)
Simplifying and collecting like terms gives:
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I˙x
[
1− β
2Bz
2
α
+
β2Bz
2
α
Cx
Cy
]
= −γIx + αCxVx − β
2Bz
2
α
CyV¨x
+ Cx
[
γV˙x +
β2Bz
2
α
V¨x + V¨x
]
(A.11)
A final simplification is made in order to combine the β
2Bz2
α
terms:
I˙x
[
1 +
β2Bz
2
α
1
Cy
(Cx − Cy)
]
= −γIx + Cx
[
αVx + γV˙x + V¨x
]
+
β2Bz
2
α
[
−CyV¨x + CxV¨x
]
(A.12)
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Fabrication recipes
B.1 Photolithography recipe for the fabrication of
devices used in Chapter 4
1. The sample was cleaned by sonicating it in an acetone bath at 30 ◦C for 5 min before
being rinsed in isopropanol and air dried at 85 ◦C.
2. The photo-lithography adhesion promoter, Hexamethyldisilazan (HDMS) was ap-
plied as a primer to a pre-heated sample at 85 ◦C; spun for 45 s at 5000 rpm. High
revolution speeds were utilised to reduce the width of the ‘edge bead’ on the small
rectangular sample.
3. Microposit 351 S1318 photo-resist applied; spun for 45 sec at 5000 rpm.
4. Soft baked at 85◦ for 5 min. A long low-temperature bake is used in order to
minimise any diffusion of the phosphorous atoms.
5. Positive optical exposure for 15 s at 15 mJ/cm2 with C.2a.
6. Developed for 10 s in Microposit 351 photo-resist developer.
7. A silicon reactive ion etch (RIE) is used to etch the signal line. A anisotropic ’black’
silicon recipe was used to prevent an undercut in the signal line; O2 - 25 sccm, CF3
- 17 sccm and SF6 - 26 sccm. The etch is completed at 60 mT, 100 W for 40 s which
produces a ∼ 85 nm etch.
8. The photo-resist was removed through sonicating in N-Methyl-2-pyrrolidone (NMP)
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solvent. This is optimal over acetone as it pulls removed photo-resist deposits into
solution. The sample is allowed to air dry at 85 ◦C.
9. Steps 1-4 are repeated.
10. Negative optical exposure for 15 s at 15 mJ/cm2 with C.2b.
11. Developed for 10 s in Microposit 351 photo-resist developer.
12. A 20 s buffered hydrofluric acid etch was completed to remove the native SiO2. This
will produce a better contact between the metallic contacting layer and the doped
silicon.
13. A metallic layer for the ground planes and contact pads was deposited using e-beam
evaporation; 20 nm titanium layer and 100 nm gold. The titanium is used to pro-
mote adhesion and create an ohmic contact to the silicon.
14. The photo-resist is removed through sonicating in N-Methyl-2-pyrrolidone (NMP)
solvent.
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Further figures
C.1 Electromagnetic models
Figure C.1 shows an example of the setup of a simulation model of a transmission line in
Sonnet Software, as used in Chapter 4. The three metal layers can be seen with indiviudal
metal layers for the a) Ti/Au capacitative contact pads, b) Si:P δ-layer and c) Ti/Au
probing pads and ground planes show the geometry of the respective metallic layers. The
insert shows the material stack up, where layer c) Ti/Au probing pads and ground planes
uses the ‘Thick metal’ model. Additionally, the setup shows the de-embedding of the
transmission line ports by 500 µm from the conducting simulation box walls to reduce
unwanted resonances.
C.2 Photomask for the fabrication of devices used in
Chapter 4
A chrome photo-mask was designed specifically for the full high frequency characterisation
of δ-layers. Figure C.2a) shows the full design of the photo-mask which has been sepa-
rated into positive and negative structures for the δ-layer isolation etch and the titanium
/ gold respectively. The mask contains the structures used in Chapter 4 and additional
structures that may have been required within this thesis. Coupled lines and mitred
waveguides were included to assess whether the δ-doped CPWs can be extended practi-
cally to on-chip designs. Two-tier TRL and SOLT structures were included to allowing
de-embedding of the probe pads and contacts between 0.5 GHz and 67 GHz. Figure C.2b
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Figure C.1: Example of the setup of a simulation model of a transmission line in Sonnet
Software, as used in Chapter 4. a) Ti/Au capacitative contact pads, b) Si:P δ-layer and
c) Ti/Au probing pads and ground planes show the geometry of the respective metallic
layers. The insert shows the material stack up.
and Figure C.2c show the photo-mask structures used to create the devices for Chapter 4,
where b) a negative mask for the Si:P δ-layer signal line definition etch and c) a positive
mask for the titanium and gold deposition for the contact pads and the ground planes.
The structures have been centered on the δ-layer active area to avoid deterioration at the
sample edges and to accommodate the ’edge’ bead during the photo-lithography. Within
the positive photo-mask, an array of 5 µm gold vias to directly contact the δ-layer can
be seen. It was originally intended to contact the δ-layer with vias [184], however this
element was not fabricated successfully. The small size of the wafer meant a poor contact
was formed with the mask aligner and interference patterns were formed across the via
array, which then failed to etch.
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Figure C.2: Photo-mask structures for the fabrication of the devices used for the mi-
crowave characterisation of Si:P δ-doped layers in Chapter 4.a) Full photo-mask design b)
Negative mask structures for the definition of the Si:P δ-layer signal line and c) positive
mask structures for metal deposition for the contact pads and ground planes. The scale
bar is appropriate for b) and c).
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