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Abstract 22	  
Aim 23	  
Cumulative impact maps are used to identify the spatial distribution of multiple 24	  
human impacts to species and ecosystems. Impacts can be caused by local stressors 25	  
which can be managed, such as eutrophication, and global stressors that cannot be 26	  
managed, such as climate change. Cumulative impact maps typically assume there are 27	  
no interactive effects between stressors on biodiversity. However, the benefits of 28	  
managing the ecosystem are affected by interactions between stressors. Our aim was 29	  
to determine whether the assumption of no interactions in impact maps leads to 30	  
incorrect identification of sites for management.  31	  
Location 32	  
General, Australasia 33	  
Methods 34	  
We used the additive effects model to incorporate the effects of interactions into an 35	  
interactive impact map. Seagrass meadows in Australasia threatened by a local 36	  
stressor, nutrient inputs, and a global stressor, warming, were used as a case-study. 37	  
The reduction in the impacts index was quantified for reductions in the nutrient 38	  
stressor. We examined the outcomes for three scenarios: no interactions, antagonistic 39	  
interactions or synergistic interactions.  40	  
Results  41	  
Cumulative impact maps imply that reducing a local stressor will give equivalent 42	  
reductions in the impact index everywhere, regardless of spatial variability in a global 43	  
stressor. We show that reductions in the impact index were greatest in refuges from 44	  
warming if there was an antagonistic interaction between stressors, and greatest in 45	  
areas of high warming stress if there was a synergistic interaction. Reducing the 46	  
nutrient stressor in refuges from warming always reduced the impact index, regardless 47	  
of the interaction.  48	  
Main conclusions 49	  
Interactions between local and global stressors should be considered when using 50	  
cumulative impact maps to identify sites where management of a local stressor will 51	  
provide the greatest impact reduction. If the interaction type is unknown, impact maps 52	  
can be used to identify refuges from global stressors, as sites for management.  53	  
 54	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(A) Introduction 58	  
There is a growing appreciation that management of marine ecosystems must deal 59	  
with multiple human stressors, rather than focusing on a single stressor at a time 60	  
(Halpern et al., 2010; Halpern et al., 2012; Allan et al., 2013). Generation and 61	  
analysis of maps of cumulative impacts is an increasingly popular approach (Halpern 62	  
et al., 2008; Selkoe et al., 2008; Ban et al., 2010; Grech et al., 2011; Allan et al., 63	  
2013), which is being used to identify the extent and magnitude of human impacts on 64	  
ocean ecosystems regionally and globally. In these analyses, stressors to ocean 65	  
ecosystems are mapped in space and the cumulative impact of multiple stressors is 66	  
summed on a relative scale. A key finding of these analyses is the prevalence of both 67	  
local and global stressors (Halpern et al., 2008). Stressors with local causes, including 68	  
overfishing and eutrophication, can be acted on directly by managers in a region. By 69	  
contrast, stressors with global causes, such as global warming, cannot be acted on 70	  
directly (Brown et al., 2013). It has also been argued that cumulative impact maps can 71	  
be used to assist prioritisation of management actions, in part by identifying areas 72	  
with the highest level of cumulative impact (e.g. Ban et al., 2010; Grech et al., 2011; 73	  
Allan et al., 2013). 74	  
There are many caveats to using impact mapping approaches in prioritisation of 75	  
management actions. Key among these is that the there is no clear relationship 76	  
between the cumulative impact index and ultimate management goals, which may be 77	  
to avoid species extinction, recover an ecosystem’s past state, or restore services such 78	  
as fisheries. Cumulative impact indices imply that impacts on ocean ecosystems are 79	  
additive and linear, so reducing one stress in a location will have a direct benefit for 80	  
the ecosystem (Ban et al., 2010; Halpern et al., 2010). If this is true, impact maps can 81	  
be used in a prioritisation of actions where the goal is to maximise threat abatement 82	  
(Klein et al., 2010). However, this may not be the case when system stressors act 83	  
antagonistically, that is, they cancel each other out. Further, stressors can interact 84	  
synergistically, so that reducing one stressor will have a greater than additive benefit 85	  
for the ecosystem (Brown et al., 2013). Management that aims to reduce indices of 86	  
cumulative impact without considering stressor interactions may target the wrong 87	  
stressors or the wrong locations and consequently provide fewer benefits for 88	  
biodiversity or restoring ecosystem services.  89	  
It is often assumed, explicitly or implicitly, that stressors act in an additive fashion. In 90	  
this case, the impacts of two stressors are simply added together. However, the chance 91	  
that there is no interaction between two stressors is low; in two meta-analyses of 92	  
dozens of studies, there were interactions in about three quarters of instances (Crain et 93	  
al., 2008; Darling & Cote, 2008). Stressors can interact synergistically, where the 94	  
combination of two stressors has a greater effect on the population or ecosystem of 95	  
interest than the sum of their individual effects (Folt et al., 1999; Crain et al., 2008). 96	  
From a management perspective, synergisms mean that acting on a local stressor will 97	  
provide additional benefits by also reducing the synergistic effect of the local with the 98	  
global stressor (Brown et al., 2013). Stressors can also interact antagonistically, so 99	  
that the combination of two stressors is less than their additive effects (Folt et al., 100	  
1999; Crain et al., 2008). Antagonisms can be further divided into dominance and 101	  
mitigative effects. Ecosystem responses to dominance antagonisms are driven by the 102	  
first stressor and additional stressors have little additional effect. For instance, if coral 103	  
species are either tolerant or sensitive to both fishing and climate stress, then fishing 104	  
may remove the most stress-sensitive species, leaving only stress tolerant species that 105	  
are not strongly affected by climate impacts (Vinebrooke et al., 2004; Darling et al., 106	  
2010). In a mitigative antagonism, one stressor reduces the impact of another stressor. 107	  
For instance, some coral species may be less likely to bleach in response to unusually 108	  
warm temperatures if water clarity is low (Anthony et al., 2007). When there are 109	  
antagonisms, management that reduces a single stressor will be ineffective or may 110	  
even worsen the ecosystem state (Brown et al., 2013).  111	  
Previous studies have examined the effects of interactions on management at single 112	  
point locations using population models (Brown et al., 2013) or locally in experiments 113	  
(Falkenberg et al., 2013; Ghedini et al., 2013). However, spatial variability in global 114	  
stressors across large areas may influence the effectiveness of management when 115	  
there are interactions. Cumulative impact maps are a useful tool for studying impacts 116	  
of multiple stressors across large areas, although interactions are not explicitly 117	  
considered in cumulative impact maps. Therefore, incorporating interactions into 118	  
impact maps is necessary for quantifying the benefits of reducing a local stressor at 119	  
different locations, to find priority sites for management action.  120	  
Here we incorporate interactions into an impacts index. We examine how reducing a 121	  
local stressor reduces the impacts index, when that local stressor has interactive 122	  
impacts with a global stressor. We develop an interactive impacts index and map 123	  
impacts from nutrient input and global warming stressors to Australasian seagrass 124	  
ecosystems. Seagrasses are critically important ecosystems in shallow coastal seas, 125	  
providing habitat for important fisheries species, water filtration, carbon 126	  
sequestration, and shoreline protection services (Orth et al., 2006; Unsworth & 127	  
Cullen, 2010; Fourqurean et al., 2012). Conserving seagrass ecosystem in Australasia 128	  
is particularly important because it is the global epicentre of seagrass diversity (Short 129	  
et al., 2007). Yet seagrass are amongst the most threatened ecosystems on Earth, 130	  
rapidly declining globally due to a suite of anthropogenic stressors (Orth et al., 2006; 131	  
Waycott et al., 2009). We demonstrate that regions where management can make the 132	  
greatest gain from reducing impacts depend both on the magnitudes of stressors and 133	  
their interaction. Importantly, the regions where the greatest benefits are achieved are 134	  
not necessarily the areas with the greatest cumulative impact.  135	  
(A) Methods 136	  
(B) Interactive impacts index 137	  
We used the additive effects model to examine the effect of multiple stressors on an 138	  
ecosystem (Folt et al., 1999). This model is similar to the cumulative impacts index 139	  
used for mapping, but it has the advantage of allowing interactions between stressors. 140	  
We therefore refer to the index with interactions as the ‘interactive impacts index’. 141	  
The interactive impact index of multiple stressors is: E = a1S1 + a2S2 + a3S1S2 142	  
(equation 1). Where ai coefficients are the effect sizes and Sj variables are the stressor 143	  
values. The aiSj are direct additive impacts and a3S1S2 is the interactive effect of two 144	  
stressors. Stressor values are always positive and scaled to their maximum value, so 145	  
they range from 0-1. A stressor is defined as an environmental variable that has a 146	  
negative effect on the ecosystem of interest when it acts in isolation from other 147	  
stressors (a1 and a2 > 0, Fig. 1A). In this model, the interactive impact could be 148	  
positive or negative, where positive values imply greater ecosystem degradation (to be 149	  
consistent with earlier studies) and negative values imply improvement.  150	  
We focussed on three possibilities: no interaction (a3=0), a synergistic interaction 151	  
(a3>0) or an antagonistic interaction (a3<0, Fig. 1A). Synergisms will increase the 152	  
interactive impact beyond that expected on the basis of additive impacts (Fig. 1B, line 153	  
with circles). For an antagonism, the interactive impact is either less than that 154	  
expected on the basis of additive impacts (Fig 1B, dot-dash line) or, if the antagonism 155	  
is mitigative, the interactive impact can be decreased (improved) for increases in 156	  
stressor values (Fig. 1B, dotted line). The interactive impact improves because the 157	  
positive antagonistic effect is greater than the direct negative effects. The linear model 158	  
does not distinguish explicitly between mitigative and dominance antagonisms. 159	  
However, the model can be parameterised to disallow strong mitigative interactions 160	  
by setting a3 ≥ -a2/Cmax, so that the interactive impact value cannot decrease (improve) 161	  
when the magnitude of a stressor increases. First we modelled the effect of mitigating 162	  
a local stressor under different interactions in a theoretical system. We then apply this 163	  
theory to a case-study.  164	  
(B) Seagrass case-study 165	  
We applied equation (1) to an impact index for a seagrass ecosystem in Australasia. 166	  
Land-based nutrient inputs and global warming are major concerns in the 167	  
conservation of seagrass ecosystems (Orth et al., 2006; Waycott et al., 2009). 168	  
Accordingly, there have been calls to reduce nutrient inputs into seagrass meadows 169	  
and promote their ability to adapt to climate change (Waycott et al., 2007; Morgan, 170	  
2011; Saunders et al., 2013). Nutrient inputs reduce light availability to seagrass by 171	  
promoting growth of phytoplankton and epiphytic algal competitors (Schaffelke et al., 172	  
2005), which subsequently reduces benthic irradiance necessary for photosynthesis by 173	  
seagrass. Global warming can also slow seagrass growth, through heat induced 174	  
mortality and by promoting growth of epiphytes (Short & Neckles, 1999; Collier et 175	  
al., 2011).  176	  
Here we considered the existence of antagonistic and synergistic interactions, both of 177	  
which are plausible. A synergism could occur if warming and nutrient inputs increase 178	  
growth of both phytoplankton and epiphytes (synergism) and, therefore worsen 179	  
declines of seagrass (Orth et al., 2010) or if warming increases the sensitivity of 180	  
seagrass to stress from eutrophication (García et al., 2013). Alternatively, 181	  
antagonisms could occur if the growth of phytoplankton and epiphytes is limited by 182	  
either nutrients or temperature, but not both together (Burkholder et al., 2007). We 183	  
predicted the relative change in the interactive impact index for seagrass in response 184	  
to reduction of nutrients, when there were either synergistic or antagonistic 185	  
interactions between warming and nutrient stressors.  186	  
Maps of seagrass distribution were obtained from the United Nations Environment 187	  
Program databases (Green & Short, 2003). The resolution of this compilation of 188	  
seagrass maps varies depending on the source map (Green & Short, 2003). Maps of 189	  
present nutrient and global warming stressors (sea surface temperature, SST) were 190	  
obtained from the Global Marine Impacts database (Halpern et al., 2008), over the 191	  
years 1993 to 2002 for nutrients and 1985 to 2005 for SST on a 1km2 grid. Stressor 192	  
values are relative and scaled from 0-1, globally (Halpern et al., 2008). Stressor maps 193	  
were aggregated to 100km2 boxes for display purposes and to standardise and align 194	  
the resolution of the stressor and seagrass maps. We aggregated to such a large scale 195	  
because our focus was on regional variability in stressor values. Halpern et al. (2008) 196	  
give two measurements of SST impacts. Both are strongly correlated, so we used the 197	  
number of months in the year that SST exceeds one standard deviation above the 198	  
regional SST anomaly for the period 1985 to 2005. Halpern et. al. (2008) derived the 199	  
nutrient stressor map from the Food and Agricultural Organisation statistics on 200	  
fertilizer use and modelled distribution of nutrient runoff from fertilizers into the 201	  
oceans.  202	  
Calculating the interactive impact index requires estimates of the additive and 203	  
interactive effect sizes. To represent negative additive effects of nutrient inputs and 204	  
global warming, we used the same effect weightings as Halpern et al. (2008) for 205	  
seagrass, based on expert elicitation of effect weightings for different stressor 206	  
variables (Halpern et al., 2007). Impacts to seagrass (Ei) in each of i 100 km2 boxes 207	  
were modelled as:	  	  208	  
Ei = 2.2Ci + 2.2Li + a3CiLi, where Ci and Li are the climate and nutrient stressors 209	  
respectively, and a3 is the interactive term.  210	  
Interactive effects are more difficult to estimate than single stressor effects. We 211	  
present representative scenarios for synergistic (a3 = 3) and antagonistic (a3 = -2.2) 212	  
interactions to cover all possibilities. The absolute value of the antagonistic 213	  
coefficient was set smaller than the synergistic coefficient, because we could find no 214	  
evidence for mitigative antagonisms between nutrients and warming stress for 215	  
seagrass. Thus, the effect size of the antagonism is set such that increasing a stressor 216	  
could never have a positive effect (i.e. a3 ≥ -a2/Cmax). We present the relative change 217	  
(scaled by its maximum value) in the interactive impact index when management is 218	  
able to reduce nutrient inputs so that they no longer have a detrimental effect on 219	  
seagrass ecosystems (i.e. Li = 0). To account for variations in the size of the local 220	  
stressor, we also present the change in the impact index per unit change in the local 221	  
stressor. The management gain when there are antagonistic and synergistic 222	  
interactions is plotted against the cumulative impacts index (i.e. assuming no 223	  
interaction) and just the climate component of the impacts index. This was done to 224	  
test the assumption that interactions can be disregarded and management will make 225	  
greater gains at sites where the cumulative impacts are higher.  226	  
There are several important caveats to these analyses. First, by providing a regional 227	  
view, we average over fine and meso-scale spatial patterns in global warming stress, 228	  
nutrient stress and seagrass occurrence. Processes on a fine spatial scale can be 229	  
important for seagrass growth (Burkholder et al., 2007). There is probably a large 230	  
amount of variation in effect sizes among seagrass species and regions (Burkholder et 231	  
al., 2007), but we used effect sizes from Halpern et al.(2008) for all seagrass 232	  
locations, so that modelled spatial patterns in responses to management were not 233	  
confounded by variation in effect sizes. Further, data necessary to estimate variation 234	  
in effect sizes and fine-scale patterns of nutrient and climate impacts are available for 235	  
very few regions. One of our intentions is to demonstrate that the management 236	  
response varies for different interactions, in the hope that this will stimulate renewed 237	  
field observation and experiments at finer scales that could be used to derive 238	  
interaction directions and strengths. 239	  
(A) Results 240	  
(B) General result 241	  
First, we used a theoretical system to examine the improvement in the interactive 242	  
impacts index when a local stressor that interacts with a global stressor is reduced. 243	  
The reduction in the interactive impact index from reducing a local stressor was equal 244	  
to –L(a2 + a3C). For no interaction or a synergistic interaction, reducing the local 245	  
stressor always improved the interactive impact index (Fig. 2a). Improvements were 246	  
greater if the synergism is stronger (a3 is larger). For a weak antagonistic interaction 247	  
or low climate stress, the interactive impact index was improved if management 248	  
reduces the local stressor, but by a smaller amount than for synergistic interactions 249	  
(Fig. 2a). For a strong antagonistic interaction or high climate stress, the interactive 250	  
impact index was degraded when the local stressor was reduced (to the left of point x 251	  
on Fig. 2a). This implies a mitigative antagonistic interaction.  252	  
Spatial variation in stressor magnitudes affected the magnitude of change in the 253	  
interactive impact index when a local stressor was reduced. Where there were 254	  
synergisms (a3 positive), reducing the local stressor gave relatively greater gains in 255	  
regions with high climate stress (Fig. 2b). Conversely, where there were antagonisms 256	  
(a3 negative), the greatest gains were achieved in regions with low climate stress. 257	  
Where there were antagonisms and high climate stress, reducing the local stressor had 258	  
little benefit or even contributed to declines (Fig. 2b). Where there was no interaction, 259	  
then reducing the local stressor had the same benefit for all levels of the climate 260	  
stressor.  261	  
(B) Seagrass case-study 262	  
Nutrient stress on seagrass was generally weak across the Australasian region, 263	  
whereas warming stress was strong (Figs 3a & b). Reducing nutrient stress to zero 264	  
improved the interactive stress index when there were synergistic interactions (Fig. 265	  
3c). Regions with relatively high nutrient and climate stress (e.g. coast near Bangkok, 266	  
the Malay Peninsula, Western Java and Southern Australia) showed the greatest 267	  
improvements. For the synergistic model, regions with existing low nutrient stress 268	  
showed little improvements (e.g. Northern Australia). For an antagonistic interaction, 269	  
reducing nutrient stress generated relatively small improvements in the interactive 270	  
impact index across Australasia (Fig. 3d).  271	  
The per unit benefit of reducing the nutrient stressor increased for a higher cumulative 272	  
impact index (i.e. only additive effects considered) for synergisms, but decreased for a 273	  
higher cumulative impacts index for antagonisms (Fig. 4a, points). The same was true 274	  
when the per unit change was plotted against the climate impacts alone (Fig. 4a, 275	  
lines). There was scatter about the relationship between per unit change and the 276	  
cumulative impacts index. This scatter is a consequence of disregarding the 277	  
interactive effect in the cumulative impacts index, the magnitude of which depends on 278	  
both the level of the nutrient and climate stressors. The climate index had a linear 279	  
relationship with the per unit benefit (see also Fig. 2b).  280	  
The benefits from totally removing the nutrient stressor were greater if there was a 281	  
synergism and the cumulative impact score was higher (Fig. 4b); whereas, benefits 282	  
were lower if there was an antagonism, but still increased for higher cumulative 283	  
impact scores. This estimate of improvement in the interactive impact index assumes 284	  
that management reduces the nutrient stress to zero at each site. The positive 285	  
relationship between the interactive impact index and the reduction in the index was 286	  
confounded by sites with greater nutrient stress receiving greater direct benefits when 287	  
the nutrient stressor was removed.  288	  
(A) Discussion 289	  
Previous approaches have implied that regions with the highest cumulative impact 290	  
should be priority areas for management action (e.g. Grech et al., 2011; Allan et al., 291	  
2013). There are three main reasons this may not be the case: (1) Costs of 292	  
management may be higher in high impact locations; (2) management success may be 293	  
lower in high impact regions (Joseph et al., 2009); and (3) stressors may interact. 294	  
Here we demonstrated that interaction type and strength will influence the benefits of 295	  
management and hence the decision to be made.  296	  
Our research suggests that interactions should be considered if cumulative impact 297	  
maps are used to inform the identification of sites for management action. If system 298	  
specific studies suggest there are no interactions between local and global stressors, 299	  
then reducing the local stressor by a fixed amount will result in equal reductions in 300	  
impacts in all locations. If an antagonism is likely, then managing at sites where 301	  
global stressors are low (e.g. climate change refuges) will reduce the impact by the 302	  
greatest amount. Whereas, if synergisms are likely, managing sites where global 303	  
stressors are high will reduce the impact by the greatest amount. Commonly, the type 304	  
of interaction between stressors is unknown. In this case, the most conservative 305	  
strategy is to reduce the local stressor in sites with low climate impacts. This ensures 306	  
some reduction in the impacts, regardless of the interaction type (Table 1). Schemes 307	  
for the management of multiple stressors (e.g. Halpern et al., 2010; Klein et al., 2010; 308	  
Grech et al., 2011; Allan et al., 2013) should therefore consider the possibility of both 309	  
antagonistic and synergistic interactions.  310	  
There are several caveats to our results. We have included interactions, but they are 311	  
one aspect of a broader range of ecological responses not captured in cumulative 312	  
impacts models. Thresholds in stressor tolerance could amplify responses to stressors 313	  
(Scheffer et al., 2001; Carr et al., 2012). Further, caution should be used when 314	  
applying linear models to restoration, because of non-reversibility of impacts or 315	  
alternate stable states (Duarte et al., 2009). For instance, if seagrass beds reach 316	  
critically low biomass due to low light levels, sediment instability can inhibit re-317	  
colonisation, even if nutrient load is reduced (Carr et al., 2012). Despite limitations of 318	  
the additive interactions model used here, the results provide a useful generalisation 319	  
of previous system specific studies. For instance, reducing nutrient inputs to a 320	  
temperate reef ecosystem breaks down a synergistic interaction between nutrients and 321	  
high carbon dioxide that drives establishment of algal turfs (Falkenberg et al., 2013). 322	  
Thus, local management can be effective at reversing the synergistic effect of 323	  
eutrophication and increasing carbon dioxide.  324	  
A further caveat to our results is that we considered only pairs of stressors. An 325	  
advantage of the stress mapping approach is that it allows consideration of numerous 326	  
stressors, even when data are limited (Halpern et al., 2008; Selkoe et al., 2008). While 327	  
antagonisms are just as common as synergisms for two-way interactions (Crain et al., 328	  
2008; Darling & Cote, 2008), combinations of three or more stressors may be more 329	  
likely to be synergistic (Crain et al., 2008). Seagrasses are threatened by multiple 330	  
local stressors (Grech et al., 2011), and climate change is predicted to impact 331	  
seagrasses in multiple ways, including heat stress (Jorda et al., 2012) and sea-level 332	  
rise (Saunders et al., 2013). If there are more than two stressors, our results imply that 333	  
management to address stressors that interact synergistically with multiple other 334	  
stressors will return the greatest benefits. Our model does not consider management 335	  
actions that simultaneously address two or more stressors, for instance revegetation of 336	  
coastal habitats could reduce multiple kinds of water quality stress to seagrasses, 337	  
including terrestrial nutrient inputs and pesticide pollution (Haynes et al., 2007). Such 338	  
management actions can be more effective if conducted in locations with greater 339	  
levels of cumulative impact.  340	  
To address these caveats for identifying management priorities in our model and to 341	  
stress mapping more generally, we advocate developing models of the processes that 342	  
link threats with their impacts on ecosystem state (Blackwood et al., 2011; Griffith et 343	  
al., 2012; Klein et al., 2012; Brown et al., 2013). These process models need not have 344	  
a high level of complexity and can be used in data limited settings, much as 345	  
cumulative impact indices are currently used (Blackwood et al., 2011; Klein et al., 346	  
2012). Further, if information on likely interaction types cannot be obtained, simple 347	  
process models can help identify which management strategies are most robust to 348	  
alternative assumptions about interactions (Brown et al., 2013). Cumulative impact 349	  
maps will form a base input to such process models, as they provide invaluable 350	  
information on spatial variability in the impacts of multiple stressors. 351	  
There are several reasons for developing process models. First, they allow explicit 352	  
specification of goals for the state of an ecosystem, for instance, area of seagrass 353	  
habitat, fishery harvest or long-term persistence of threatened species. Defining state-354	  
based goals ensures that management actions are linked to desired outcomes, rather 355	  
than threat abatement, which is not an outcome in its own right, but a path to an 356	  
outcome. Second, process models can incorporate non-linear effects such as 357	  
thresholds in response and non-reversibility of stressor impacts on ecosystems (e.g. 358	  
Blackwood et al., 2011; Carr et al., 2012). Third, process models require explicit 359	  
definitions of management actions. The most effective management actions can vary 360	  
considerably with different goal definitions. For instance, the optimal marine reserve 361	  
design when faced with cyclone disturbances depends on whether management seeks 362	  
to maximize the health of a single coral reef or maximize the expected number of 363	  
healthy reefs (Game et al., 2008). Finally, the cost of the management action can be 364	  
incorporated into process models, so that the most cost-effective management action 365	  
can be identified (Wilson et al., 2006; Klein et al., 2012).  366	  
There are many global stressors of ecosystems that are difficult or impossible for 367	  
regional management to address directly, including climate change, ocean-368	  
acidification and disease. It is difficult to predict whether ecosystems and species will 369	  
respond antagonistically or synergistically to multiple stressors. Interactions for an 370	  
ecosystem may also vary regionally, for instance, the interactive effects of stressors 371	  
on seagrass responses can be species specific (Burkholder et al., 2007; Collier et al., 372	  
2011; García et al., 2013). Identifying regional variations in interaction types and 373	  
strengths will be important for ensuring the most effective management approach is 374	  
used in a region. To-date, studies on stressor interactions have focussed on 375	  
synergisms, however, more effort should be placed on documenting antagonisms and 376	  
their mechanisms. Cumulative impact maps can be used to identify control and impact 377	  
sites, which are necessary to separate the effects of multiple stressors in field studies 378	  
of ecosystems. Building detailed understanding of interactions for management will 379	  
require integrated empirical and modelling studies, which can detect interactions of 380	  
different types and discover mechanisms for interactions (Brown et al., 2011; 381	  
Wernberg et al., 2012). This information can then be combined with information on 382	  
cost of actions, their chance of success and maps of impacts, to develop spatial 383	  
models that can inform on priority actions for ecosystem conservation.   384	  
(A) Acknowledgments 385	  
CJB’s contribution was supported by the Australian Research Council Centre of 386	  
Excellence for Environmental Decisions and by a University of Queensland 387	  
Postdoctoral Fellowship. MIS was supported by an ARC Super Science Postdoctoral 388	  
Fellowship. AJR was supported by an ARC Future Fellowship FT0991722. This work 389	  
forms part of the ARC Discovery Grant DP0879365. We thank G. Griffith for 390	  
discussions and two anonymous reviewers for their helpful comments.  391	  
(A) References 392	  
Allan, J.D., McIntyre, P.B., Smith, S.D., Halpern, B.S., Boyer, G.L., Buchsbaum, A., 393	  
Burton, G., Campbell, L.M., Chadderton, W.L. & Ciborowski, J.J. (2013) 394	  
Joint analysis of stressors and ecosystem services to enhance restoration 395	  
effectiveness. Proceedings of the National Academy of Sciences, 110, 372-396	  
377. 397	  
Anthony, K.R.N., Connolly, S.R. & Hoegh-Guldberg, O. (2007) Bleaching, 398	  
Energetics, and Coral Mortality Risk: Effects of Temperature, Light, and 399	  
Sediment Regime. Limnology and Oceanography, 52, 716-726. 400	  
Ban, N.C., Alidina, H.M. & Ardron, J.A. (2010) Cumulative impact mapping: 401	  
Advances, relevance and limitations to marine management and conservation, 402	  
using Canada's Pacific waters as a case study. Marine Policy, 34, 876-886. 403	  
Blackwood, J.C., Hastings, A. & Mumby, P.J. (2011) A model-based approach to 404	  
determine the long-term effects of multiple interacting stressors on coral reefs. 405	  
Ecological Applications, 21, 2722-2733. 406	  
Brown, C.J., Saunders, M.I., Possingham, H.P. & Richardson, A.J. (2013) Managing 407	  
for interactions between local and global stressors of ecosystems. Plos One, 8, 408	  
e65765. 409	  
Brown, C.J., Schoeman, D.S., Sydeman, W.J., Brander, K., Buckley, L.B., Burrows, 410	  
M.T., Duarte, C.M., Moore, J.C., Pandolfi, J.M., Poloczanska, E.S., Venables, 411	  
W. & Richardson, A.J. (2011) Quantitative approaches in climate change 412	  
ecology. Global Change Biology, 17, 3697-3713. 413	  
Burkholder, J., Tomasko, D. & Touchette, B. (2007) Seagrasses and eutrophication. 414	  
Journal of Experimental Marine Biology and Ecology, 350, 46-72. 415	  
Carr, J.A., D'Odorico, P., McGlathery, K.J. & Wiberg, P.L. (2012) Modeling the 416	  
effects of climate change on eelgrass stability and resilience: future scenarios 417	  
and leading indicators of collapse. Marine Ecology Progress Series, 448, 289-418	  
301. 419	  
Collier, C.J., Uthicke, S. & Waycott, M. (2011) Thermal tolerance of two seagrass 420	  
species at contrasting light levels Implications for future distribution in the 421	  
Great Barrier Reef. Limnology and Oceanography, 56, 2200-2210. 422	  
Crain, C.M., Kroeker, K. & Halpern, B.S. (2008) Interactive and cumulative effects of 423	  
multiple human stressors in marine systems. Ecology Letters, 11, 1304-1315. 424	  
Darling, E.S. & Cote, I.M. (2008) Quantifying the evidence for ecological synergies. 425	  
Ecology Letters, 11, 1278-1286. 426	  
Darling, E.S., McClanahan, T.R. & Côté, I.M. (2010) Combined effects of two 427	  
stressors on Kenyan coral reefs are additive or antagonistic, not synergistic. 428	  
Conservation Letters, 3, 122-130. 429	  
Duarte, C.M., Conley, D.J., Carstensen, J. & Sánchez-Camacho, M. (2009) Return to 430	  
Neverland: shifting baselines affect eutrophication restoration targets. 431	  
Estuaries and Coasts, 32, 29-36. 432	  
Falkenberg, L.J., Connell, S.D. & Russell, B.D. (2013) Disrupting the effects of 433	  
synergies between stressors: improved water quality dampens the effects of 434	  
future CO2 on a marine habitat. Journal of Applied Ecology, 50, 51-58. 435	  
Folt, C.L., Chen, C.Y., Moore, M.V. & Burnaford, J. (1999) Synergism and 436	  
antagonism among multiple stressors. Limnology and Oceanography, 44, 864-437	  
877. 438	  
Fourqurean, J.W., Duarte, C.M., Kennedy, H., Marbà, N., Holmer, M., Mateo, M.A., 439	  
Apostolaki, E.T., Kendrick, G.A., Krause-Jensen, D. & McGlathery, K.J. 440	  
(2012) Seagrass ecosystems as a globally significant carbon stock. Nature 441	  
Geoscience, 5, 505-509. 442	  
Game, E.T., McDonald-Madden, E., Puotinen, M.L. & Possingham, H.P. (2008) 443	  
Should We Protect the Strong or the Weak? Risk, Resilience, and the 444	  
Selection of Marine Protected Areas. Conservation Biology, 22, 1619-1629. 445	  
García, R., Holmer, M., Duarte, C.M. & Marbà, N. (2013) Global warming enhances 446	  
sulphide stress in a key seagrass species (NW Mediterranean). Global Change 447	  
Biology, in press. 448	  
Ghedini, G., Russell, B.D. & Connell, S.D. (2013) Managing Local Coastal Stressors 449	  
to Reduce the Ecological Effects of Ocean Acidification and Warming. Water, 450	  
5, 1653-1661. 451	  
Grech, A., Coles, R. & Marsh, H. (2011) A broad-scale assessment of the risk to 452	  
coastal seagrasses from cumulative threats. Marine Policy, 35, 560-567. 453	  
Green, E.P. & Short, F.T. (2003) World Atlas of Seagrasses. University of California 454	  
Press, Berkley, USA. 455	  
Griffith, G.P., Fulton, E.A., Gorton, R. & Richardson, A.J. (2012) Predicting 456	  
interactions among fishing, ocean warming, and ocean acidification in a 457	  
marine system with whole-ecosystem models. Conservation Biology, 26, 458	  
1145-1152. 459	  
Halpern, B.S., Lester, S.E. & McLeod, K.L. (2010) Placing marine protected areas 460	  
onto the ecosystem-based management seascape. Proceedings of the National 461	  
Academy of Sciences, 107, 18312-18317. 462	  
Halpern, B.S., Selkoe, K.A., Micheli, F. & Kappel, C.V. (2007) Evaluating and 463	  
Ranking the Vulnerability of Global Marine Ecosystems to Anthropogenic 464	  
Threats. Conservation Biology, 21, 1301-1315. 465	  
Halpern, B.S., Longo, C., Hardy, D., McLeod, K.L., Samhouri, J.F., Katona, S.K., 466	  
Kleisner, K., Lester, S.E., O’Leary, J. & Ranelletti, M. (2012) An index to 467	  
assess the health and benefits of the global ocean. Nature, 488, 615-620. 468	  
Halpern, B.S., Walbridge, S., Selkoe, K.A., Kappel, C.V., Micheli, F., D'Agrosa, C., 469	  
Bruno, J.F., Casey, K.S., Ebert, C., Fox, H.E., Fujita, R., Heinemann, D., 470	  
Lenihan, H.S., Madin, E.M.P., Perry, M.T., Selig, E.R., Spalding, M., Steneck, 471	  
R. & Watson, R. (2008) A global map of human impact on marine 472	  
ecosystems. Science, 319, 948-952. 473	  
Haynes, D., Brodie, J., Waterhouse, J., Bainbridge, Z., Bass, D. & Hart, B. (2007) 474	  
Assessment of the water quality and ecosystem health of the Great Barrier 475	  
Reef (Australia): conceptual models. Environmental Management, 40, 993-476	  
1003. 477	  
Jorda, G., Marba, N. & Duarte, C.M. (2012) Mediterranean seagrass vulnerable to 478	  
regional climate warming. Nature Climate Change, 2, 821-824. 479	  
Joseph, L.N., Maloney, R.F. & Possingham, H.P. (2009) Optimal allocation of 480	  
resources among threatened species: a project prioritization protocol. 481	  
Conservation Biology, 23, 328-338. 482	  
Klein, C.J., Jupiter, S.D., Selig, E.R., Watts, M.E., Halpern, B.S., Kamal, M., 483	  
Roelfsema, C. & Possingham, H.P. (2012) Forest conservation delivers highly 484	  
variable coral reef conservation outcomes. Ecological Applications, 22, 1246-485	  
1256. 486	  
Klein, C.J., Ban, N.C., Halpern, B.S., Beger, M., Game, E.T., Grantham, H.S., Green, 487	  
A., Klein, T.J., Kininmonth, S., Treml, E., Wilson, K. & Possingham, H.P. 488	  
(2010) Prioritizing Land and Sea Conservation Investments to Protect Coral 489	  
Reefs. Plos One, 5, e12431. 490	  
Morgan, C.L. (2011) Limits to Adaptation: A Review of Limitation Relevant to the 491	  
Project "Building Resilience to Climate Change - Coastal Southeast Asia". 492	  
IUCN, Gland, Switzerland. 493	  
Orth, R., Marion, S., Moore, K. & Wilcox, D. (2010) Eelgrass (Zostera marina L.) in 494	  
the Chesapeake Bay region of mid-Atlantic coast of the USA: Challenges in 495	  
conservation and restoration. Estuaries and Coasts 33, 139-150. 496	  
Orth, R.J., Carruthers, T.J.B., Dennison, W.C., Duarte, C.M., Fourqurean, J.W., Heck, 497	  
K.L., Hughes, A.R., Kendrick, G.A., Kenworthy, W.J., Olyarnik, S., Short, 498	  
F.T., Waycott, M. & Williams, S.L. (2006) A global crisis for seagrass 499	  
ecosystems. Bioscience, 56, 987-996. 500	  
Saunders, M.I., Leon, J., Phinn, S.R., Callaghan, D.P., O'Brien, K.R., Roelfsema, 501	  
C.M., Lovelock, C.E., Lyons, M.B. & Mumby, P.J. (2013) Coastal retreat and 502	  
improved water quality mitigate losses of seagrass from sea level rise. Global 503	  
Change Biology, 19, 2569-2583. 504	  
Schaffelke, B., Mellors, J. & Duke, N.C. (2005) Water quality in the Great Barrier 505	  
Reef region: responses of mangrove, seagrass and macroalgal communities. 506	  
Marine Pollution Bulletin, 51, 279-296. 507	  
Scheffer, M., Carpenter, S., Foley, J.A., Folke, C. & Walker, B. (2001) Catastrophic 508	  
shifts in ecosystems. Nature, 413, 591-596. 509	  
Selkoe, K.A., Halpern, B.S. & Toonen, R.J. (2008) Evaluating anthropogenic threats 510	  
to the Northwestern Hawaiian Islands. Aquatic conservation: marine and 511	  
freshwater ecosystems, 18, 1149-1165. 512	  
Short, F., Carruthers, T., Dennison, W. & Waycott, M. (2007) Global seagrass 513	  
distribution and diversity: A bioregional model. Journal of Experimental 514	  
Marine Biology and Ecology 350, 3-20. 515	  
Short, F.T. & Neckles, H.A. (1999) The effects of global climate change on 516	  
seagrasses. Aquatic Botany, 63, 169-196. 517	  
Unsworth, R.K. & Cullen, L.C. (2010) Recognising the necessity for Indo‐Pacific 518	  
seagrass conservation. Conservation Letters, 3, 63-73. 519	  
Vinebrooke, R.D., Cottingham, K.L., Norberg, J., Scheffer, M., Dodson, S.I., 520	  
Maberly, S.C. & Sommer, U. (2004) Impacts of multiple stressors on 521	  
biodiversity and ecosystem functioning: the role of species co-tolerance. 522	  
Oikos, 104, 451-457. 523	  
Waycott, M., Collier, C., McMahon, K., Ralph, P., McKenzie, L., Udy, J. & Grech, 524	  
A. (2007) Vulnerability of seagrasses in the Great Barrier Reef to climate 525	  
change. Climate Change and the Great Barrier Reef: a vulnerability 526	  
assessment. Great Barrier Reef Marine Park Authority and Australian 527	  
Greenhouse Office, Townsville, QLD, Australia. 528	  
Waycott, M., Duarte, C.M., Carruthers, T.J.B., Orth, R.J., Dennison, W.C., Olyarnik, 529	  
S., Calladine, A., Fourqurean, J.W., Heck, K.L., Jr., Hughes, A.R., Kendrick, 530	  
G.A., Kenworthy, W.J., Short, F.T. & Williams, S.L. (2009) Accelerating loss 531	  
of seagrasses across the globe threatens coastal ecosystems. Proceedings of 532	  
the National Academy of Sciences of the United States of America, 106, 533	  
12377-12381. 534	  
Wernberg, T., Smale, D.A. & Thomsen, M.S. (2012) A decade of climate change 535	  
experiments on marine organisms: procedures, patterns and problems. Global 536	  
Change Biology, 18, 1491-1498. 537	  
Wilson, K.A., McBride, M.F., Bode, M. & Possingham, H.P. (2006) Prioritizing 538	  
global conservation efforts. Nature, 440, 337-340. 539	  
 540	  
 541	  
Biosketch 542	  
Dr. Christopher Brown is a post-doctoral fellow at the Global Change Institute at the 543	  
University of Queensland. He uses quantitative tools to research the ecology and 544	  
management of marine fisheries and habitats. He is particularly interested in how 545	  
management of ecosystems at a local scale can adapt to impacts of climate change.  546	  
Author Contributions 547	  
All authors contributed substantially to devising the research idea, refining concepts 548	  
and editing drafts. C.J.B. wrote the first draft and performed the analyses. C.J.B. and 549	  
M.I.S. designed the figures.  550	  
  551	  
Table 552	  
Table 1 Relative gain or loss in ecosystem state for reducing a local stressor in the 553	  
presence of interactions with a global stressor.  554	  
 555	  
Global 
stressor 
strength 
Interaction type 
Synergistic Additive Antagonistic 
Low Medium gain Medium gain Medium gain 
High High gain Medium gain 
Low 
gain/relative 
loss 
 556	   	   	  557	  
Figure legends  558	  
 559	  
Figure 1 Conceptual illustration of interaction types, and their effect on the 560	  
interactive impact index. (a) Effect size strengths for a local and global stressor on the 561	  
interactive impact. If the interaction is antagonistic, the interaction will reduce the 562	  
interactive impact index, whereas if the interaction is synergistic the interaction will 563	  
increase the interactive impact index. (b) Predicted effects of locations with increasing 564	  
global stress on the interactive impact. When there is no local stressor, interactive 565	  
impacts are low, but increase in locations where the global stressor is high (solid line). 566	  
When there is a local stressor, interactive impacts are higher, and increase evenly 567	  
when there is no interaction (dashed line) and at a greater rate when there is a 568	  
synergistic interaction (line with circles) or a weak antagonistic interaction (dot-dash 569	  
line). Interactive impacts decrease in locations where the global stressor is higher, 570	  
when there is a mitigative antagonistic interaction (dotted line).  571	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 572	  
Figure 2 Conceptual illustration of change in the interactive impacts index when a 573	  
local stressor is removed. (a) Synergistic interactions result in an improvement of 574	  
interactive impacts if the local stressor is removed (dark grey in print, blue area 575	  
online). Removing the local stressor for an antagonistic interaction can cause the 576	  
interactive impacts to decrease slightly for a dominance antagonism or a weak 577	  
mitigative effect, a3 > x, or increase if the antagonism is strongly mitigative a3 < x, 578	  
where x = -a2/C (light grey in print, red area online). The y-intercept (y) = a2L  (b) 579	  
There are greater improvements from reducing the local stressor in locations where 580	  
the global stressor is greater for a synergistic interaction (solid line). For relatively 581	  
weak antagonisms, there are modest improvements in the interactive impacts index, 582	  
which decline in locations where the global stressor is greater (dashed line). For a 583	  
relatively strong mitigative antagonism, interactive impacts can increase if the local 584	  
stressor is removed and global stress is high (dotted line).  585	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 587	  
Figure 3 Maps of seagrass stressors and change in interactive impacts with 588	  
management. (a) Nutrient (Halpern et al., 2008) and (b) temperature (Halpern et al., 589	  
2008) stressors in seagrass ecosystems (points) in the Australasian region. If 590	  
management removes nutrient stress to accommodate temperature impacts, the 591	  
interactive impacts index will (c) improve in many regions if there is a synergistic 592	  
interaction, but (d) show little change if the interaction is antagonistic. Values in (c) 593	  
and (d) are change relative to the maximum interactive impact value for each 594	  
interaction.  595	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Figure 4 Relative improvement in the interactive impact index for reducing the 598	  
nutrient stressor across seagrass sites for Australasia depends on interaction and the 599	  
effect of management. In (a) nutrient stress is reduced by a fixed amount at each site. 600	  
Improvements in the impact index are shown against the cumulative impact index (i.e. 601	  
only additive effects considered, points) and by the climate impact index alone (lines). 602	  
There are greater reductions in the interactive impact at sites with higher cumulative 603	  
impact scores and, at sites with higher climate impact scores, if there is a synergism. 604	  
The reverse is true if there is an antagonism. If the nutrient stressor is removed 605	  
entirely (b) then there are greater benefits in regions with higher cumulative impacts. 606	  
Benefits are greater if there is a synergism and smaller if there is an antagonism. 607	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