Abstract. A symmetric planar central configuration of the Newtonian six-body problem x is called cross central configuration if there are precisely four bodies on a symmetry line of x. We use complex algebraic geometry and Groebner basis theory to prove that for a generic choice of positive real masses m1, m2, m3, m4, m5 = m6 there is a finite number of cross central configurations. We also show one explicit example of a configuration in this class. A part of our approach is based on relaxing the output of the Groebner basis computations. This procedure allows us to obtain upper bounds for the dimension of an algebraic variety. We get the same results considering cross central configurations of the six-vortex problem.
Introduction
One of the leading open questions in the central configurations theory is the finiteness problem: For every choice of n point mass m 1 , ..., m n , is the number of central configurations finite?
Chazy and Wintner contributed significantly to the interest in this problem that appears in the Smale's list for the Mathematicians of the 21st century [26] . Hampton and Moeckel used BKK theory to obtain the finiteness for central configurations of the four-body problem in the Newtonian case [12] and the vortex case [13] . Albouy and Kaloshin proved that for a choice of masses m 1 , ..., m 5 in the complement of a codimension-2 algebraic variety on the mass space, there is a finite number of planar central configurations of the Newtonian five-body problem [3] . They studied the behavior of unbounded singular sequences of normalized central configurations going to the infinity.
In this paper, we consider symmetric planar central configurations with four points on a symmetry line in the context of the Newtonian six-body problem and the six-vortex problem. This type of configuration will be called cross central configuration. In the last years, symmetric central configurations received much attention. Leandro proved finiteness and studied bifurcations for a class of d-dimensional symmetric central configurations with d + 2 bodies by using the method of rational parametrization [15] . Albouy proved that every central configuration of the four-body problem with four equal masses is symmetric [1] . Albouy, Fu, and Su provided the necessary and sufficient condition for a planar convex four-body central configuration be symmetric with respect to one of its diagonals [2] . Problems involving existence or enumeration of symmetric central configurations satisfying some geometrical constraints were considered for many researchers (See for instance [4] , [6] , [10] , [16] , [22] , and [29] ). Montaldi proved that there is a central configuration for every choice of a symmetry type and symmetric choice of mass [20] .
The complex algebraic geometry has been used in the last decades to study central configurations. We mention some papers related to this work. O'Neil utilized results on regular maps to count the number of equilibria and rigid translation configurations in the n-vortex problem [21] . Hampton, Roberts, and Santoprete studied relative equilibria of the four-vortex problem with two pairs of equal vorticities [14] . They used exciting ideas involving Groebner basis computations, elimination theory, and the Jacobian criterion. Tsai applied the Hermite root counting theory and Groebner basis to obtain an exact counting theorem for special cases of the four-vortex problem [27] . Moeckel proved the generic finiteness for Dziobek configurations of the Newtonian four-body problem [18] . The fundamental tools used in this work to obtain the finiteness were the Sard theorem for complex algebraic varieties and results due to Whitney about the structure of real algebraic varieties [28] . Moeckel utilized resultants and the dimension of fibers theorem to prove the generic finiteness for Dziobek configurations of the Newtonian n-body problem [19] , and Dias used the Jacobian criterion to generalize this last result of Moeckel for potentials with semi-integer exponents [9] . The main result of the present paper is: In section 4, we describe cross central configurations with a polynomial system based on Laura-Andoyer equations with 32 variables and 28 equations that defines an algebraic variety Ω. The mass space has dimension five. Hence, by the dimension of fibers theorem, in order to obtain our finiteness result, it is sufficient to show that dim(Ω) ≤ 5. To do this, we study the fibers of the projection of Ω on the mutual distances space by applying the Jacobian criterion and the dimension of fibers theorem. The advantage of using the Jacobian criterion lies in the fact that this method reduces the problem of determining the dimension of an algebraic variety to the computation of the rank of the Jacobian matrix. In this way, if the Jacobian matrix is sufficiently sparse, this method can be effective even when the number of variables of the polynomial systems studied is huge. In other words, the Jacobian criterion is useful to compute the dimension of algebraic varieties defined by polynomials with many variables and few terms. In our case, the Jacobian matrix presented in section 7 is block-triangular. This fact allows us to reduce our study to determine the rank of the 4 × 5 matrix with polynomial entries. In our proof, we also use Groebner basis theory to do the rank computations. To determine a Groebner basis for the central configuration polynomials systems is a tough computational task in general. To deal with this problem, in the lemma 7.5 we compute a partial Groebner basis with a sufficient number of leading terms to obtain an upper bound for the dimension of certain irreducible components of the algebraic variety Ω. In section 5, we use basic elimination theory to obtain an example of a cross central configuration that play an important role in our argument. In section 8, we prove a version of Theorem 1.1 for planar central configurations of the six-vortex problem. At this point, we obtain the first finiteness results for the planar six-body problem even restricting to particular classes. In sections 5 and 6, we include results from algebraic geometry making our exposition self-contained. The sections 4 and 7 contains computer-aided proofs. We make the computations on SageMath [23] and Singular [7] . The SageMath notebooks can be found in [8] .
Cross Central Configurations
In this section, we provide appropriate polynomial parametrization for the mutual distances associated with a cross central configuration.
A
where,
are, respectively, the collision configuration set, the mutual distances of the bodies, the center of mass and the total mass. The dimension of a configuration x, denoted by δ(x), is the dimension of the smallest affine space that contains the points x 1 , ..., x n ∈ R d . In this work, we only consider central configurations with six bodies and dimension two. An excellent introductory text about central configurations theory is [17, Ch.II] .
Central configurations are the initial conditions for homographic orbits of the n-body problem. They are invariant under rotations, translations, and dilations. When we consider the finiteness problem, it is natural to restrict our counting to the classes of central configurations modulo these transformations.
Let x = (x 1 , x 2 , x 3 , x 3 , x 5 , x 6 ) be a symmetric planar central configuration of the Newtonian six-body problem in R 2 for which there are four bodies on a symmetry line s of the set X = {x 1 , x 2 , x 3 , x 3 , x 5 , x 6 }. This configurations will be named cross central configurations of the six-body problem. For short we use the notation CC6BP. We index the bodies so that x 1 , x 2 , x 3 and x 4 ∈ s. In this way the bodies x 5 and x 6 belong to a line l perpendicular to s.
Take a orthogonal system of coordinates for R 2 such that the line l is parallel to the x-axis. The coordinates of the bodies x i are given by (x i1 , x i2 ). We can to apply suitable homothety and rotation to the configuration x, and re-index the bodies, if it is necessary, so that the following conditions are satisfied by a CC6BP:
i.
ii. x 52 > x 32 ;
iii. x 52 − x 42 = 1; iv. x 51 < x 11 and x 61 > x 11 . Let X be the set of the cross central configurations of the six-body problem with the center of mass fixed in the origin of the coordinate system and satisfying the four conditions above. Note that X contains one representative of each class of cross central configurations modulo translations, rotations and dilations.
We can use the geometric constraints satisfied for a cross central configurations x = (x 1 , ..., x 6 ) ∈ R 12 to obtain polynomial equations for the mutual distances r ij . In fact, given a CC6BP x ∈ X , take the point Q = s ∩ l. From the Pythagoras theorem for the triangles x 1 Qx 5 , x 2 Qx 5 , x 3 Qx 5 , x 4 Qx 5 , and the equations for the collinearity of the sets of points {x 1 , x 2 , x 3 }, {x 1 , x 2 , x 4 }, {x 1 , x 3 , x 4 }, {x 2 , x 4 , x 4 }, it follows that the mutual distances between the bodies of a cross central configuration satisfies the following shape equations: 
Laura Andoyer Equations
The Laura-Andoyer equations for planar and noncollinear central configurations with six bodies are the given by
where
jk and 1 ≤ i < l ≤ 6. It was proved in [11, Ch.III] that the system (3.1) is equivalent to the system of equations (2.1) in the case of planar and noncollinear central configurations with center of mass at the origin of the coordinates system. Note that
For i, j, k different number from 1 to 6 define
If σ is a permutation of 1, ..., 6 we have
By the definition of the quantities ∆ ijk we can write the scalar LauraAndoyer equations:
jk . With these equations we can prove the following proposition: The symmetry conditions satisfied to a CC6BP x ∈ X and the proposition 3.1 implies that in this case there are only four non-trivial Laura-Andoyer equations given by 
The relations (3.5) allows us to eliminate the ∆ ijk variables of the LauraAndoyer system. On dividing the resulting system by r 56 = 0 we get 
The Algebraic Variety of the CC6BP
In this section we identify the CC6BP x ∈ X with points of a quasi-affine algebraic variety V ⊂ C 32 . We start introducing some terminology from basic algebraic geometry.
An affine algebraic variety in the complex affine space A n C is the common locus of a ideal I ⊂ C[x 1 , ..., x n ]. We use the notation V = Z(I). The topology on A n C defined by the family of the complements of all algebraic varieties is called Zariski topology. A quasi-affine algebraic variety U is a relative open set of an algebraic variety. That is, U = V \ W , where V and W are algebraic varieties.
Consider the polynomial ring 
We will see A as the ring of polynomial functions on C 32 . The points of C 32 will be denoted by P = (s ijk , r ij , m i ). The indexation of the entries of P ∈ C 32 corresponds to the list of variables above. We use capital letters to refer variables of a polynomial ring and small letters to refer coordinates of a point to avoid ambiguities in the notation.
A point of P = (s ijk , r ij , m i ) ∈ C 32 is associated to a CC6BP x ∈ X with masses m 1 , m 2 , m 3 , m 4 , m 5 = m 6 if the entries r ij consists of the mutual distances of x, m i are the masses of the bodies of x and the quantities s ikl and r ik are related by the equations
jk . In this case, we will say that P is a point of C 32 associated to x. Such points will be denoted by P x . Note that, the mutual distances between the bodies of x determine a unique point P x associated to x. Proposition 4.1. Every point P x ∈ C 32 associated to a CC6BP x ∈ X is in the quasi-affine algebraic set Ω = V \ D where V = Z(I) is the zero locus of the ideal I of A generated by the following polynomials:
Proof. After clearing the denominators of the equations (4.1) we obtain that the equations
jk = 0 are satisfied by the quantities s ijk and r ij associated to a CC6BP x. By the equations (2.2), (3.6) and (4.2) we get that every point P x associated to a configuration x ∈ X belongs to V . In the other hand, since the every mutual distance between bodies of x is nonzero, P x ∈ D. The result is proved.
An example of CC6BP
In this section, we obtain a particular example of CC6BP that will be very important in order to prove our generic finiteness result. The basic idea consists in finding the possible values for the mutual distance r 12 . From this we find the other mutual distances correspondent to a cross central configuration. The main tool here is the extension theorem that we present in the following (See [5, Ch.III] for more details).
Let I = f 1 , ..., f s ⊂ C[X 1 , ..., X n ] be an ideal. The l-th elimination ideal I l is the ideal of C[X l+1 , ..., X n ] defined by I l = I ∩C[X l+1 , ..., X n ]. A partial solution of the polynomial system V (I) is a solution (a l+1 , ..., a n ) ∈ V (I l ). If (a 1 , ..., a n ) is a solution of V (I) then obviously (a l+1 , ..., a n ) ∈ V (I l ). The converse is not necessarily true. The next describes precisely when a partial solution can be extended to a complete solution.
be an ideal and let I 1 be the first elimination ideal of I.
.., g s ), then there exists a 1 ∈ C such that (a 1 , a 2 , ..., a n ) ∈ V (I). Now we pass to find our desired example. (1) x 1 , x 2 , x 3 , x 4 are collinear; (2) The polygon with vertices x 2 , x 3 , x 5 and x 6 is a square centered in the origin of the coordinate system, such that x 2 , x 3 are in the y-axis and x 5 , x 6 are in the x-axis.
(3) r 12 = r 34 and r 14 = 2.
Proof. By hypotheses the values for the mutual distances of x are: Substitute this relations and the values m 2 = m 3 = m 5 = m 6 = 1 on the polynomial equations described on proposition 4.1. Next eliminate the variables S ijk from the resulting system by using the rational equations
jk . Following this two steps we have the following system:
After clearing the denominators of the last two polynomial equations in the system above we obtain the ideal I ⊂ C[M 5 , R 15 , R 25 , R 12 ] generated by: 
, by the extension theorem
is a partial solution. Finally, in order to extend a partial solution P 0 to a solution, we must to proof that there is m 5 ∈ R + such that
By the extension theorem it is sufficient that the leading coefficients of .
be the truncated partial solution. First we will evaluate the leading terms LC 1 and LC 2 at P t . Using the function roots() of the software SageMath we obtain the truncated value t 12 = 0.440241852870668 for the solutionr 12 with precision of 10 decimal cases. A direct computation shows LC 1 (P t ) = 0.0238525134676166 and LC 2 (P t ) = 0.643697010003912.
Next we use the truncated values LC 1 (P t ) and LC 2 (P t ) for estimate LC 1 (P 0 ) and LC 2 (P 0 ) using elementary calculus. Consider the differentiable functions on R 12 :
The middle value theorem implies that there are constants c i in the interval defined by t 12 andr 12 such that
Sturm Theorem ensure that |t 12 − r 12 | < 10 −10 . Combining this inequality, with the triangular rule and the estimate c i < 1/2, we can assert that 
The Jacobian Criterion and Groebner basis theory
To obtain our finiteness result, we need to compute the dimension of the quasi-affine algebraic set V defined in the proposition 4.1. We will use the Jacobian criterion and a computational procedure based in the Hilbert polynomial and Groebner basis computations. For completeness, we introduce some important definitions used in our approach. Consider an affine algebraic variety V . A subvariety of V is a set of the form W ∩ V for which W is an algebraic variety. If V cannot be written as the nontrivial union of two subvarieties, it is said to be irreducible. We have that V is irreducible if and only if the ideal of V, I(V ) is primary. It is true that every algebraic variety V can be written as a finite union of irreducible subvarieties. In other words, there exist subvarieties V 1 , ..., V k of V such that V = V 1 ∪ ... ∪ V k . This fact will be important in our argument.
Given a subset L ⊂ C n we define I(L) by the ideal of the polynomials vanishing on all elements of L. It is easy to prove that Z(I(L)) = L and I(Z(I)) = √ I. For every non-empty open subset U of a irreducible variety V we have that U is dense in V and I(U ) = I(V ). We say that a property is generically on an irreducible algebraic variety V , if it holds on a nonempty open subset.
The dimension dim(V ) of a affine variety V is defined to be the length d of the longest possible chain of proper irreducible subvarieties of V ,
It is easy to see that the dimension of V is the maximum of the dimension of its irreducible components. For our purposes, the two most important facts about the dimension of an algebraic variety are:
• dim(V ) = 0 if, and only if, V is finite.
• If V is irreducible and U is non-empty subset of V then dim(V ) = dim(U ). The tangent space of V = Z(F 1 , ..., F k ) at P is the linear variety
The tangent space it is a local notion. More precisely, if U is a non-empty open set of an affine algebraic variety V and P ∈ U , then Θ P V is isomorphic to Θ P U as C-vector spaces. Differently from differential manifolds, in an algebraic variety the dimension of the tangent space depends on the choice of a particular point P ∈ V. For this reason, we need a punctual notion of dimension:
The dimension of V at a point P is given by dim P (V ) = max{dim P (V i ) : V i is a irreducible component of V}.
A point P ∈ V is said to be nonsingular if dim P (V ) = dim(Θ P V ). We need to relate the dimension of a variety V with the dimension of the tangent space of V at a point P . The next theorem will be useful for this task.
Theorem 6.1 (Jacobian Criterion). Let V = Z( f 1 , ..., f m ) be a affine algebraic variety. A point P ∈ V is a non-singular point of V , if and only if, the rank of the Jacobian matrix J(f 1 , ..., f m )(P ) at the point P is given by n − dim P V , for which,
Moreover, for every point P ∈ V we have dim P (V ) ≤ dim(Θ P V ).
Let f : V → W be a map between quasi-affine algebraic variety with W ⊂ C[X 1 , ..., X n ]. f is said regular in P ∈ V if there is open subset U ⊂ V containing P and polynomials g 1 , ..., g n , h 1 , ..., h n with h 1 (P ), ..., h n (P ) = 0 and for all Q ∈ U we have
A regular map is said to be dominant if f (V ) is dense in W. In this case f (V ) contains a non-empty open subset of W.
The canonical projections are simple examples of regular maps that will be used consistently in the next section. To finally this part, we enunciate another tool essential for our proof.
Theorem 6.2 (Dimension of fibers Theorem).
Let V and W be irreducible quasi-affine algebraic varieties. Set f : V → W a surjective regular morphism. Then, there exists a Zariski-open subset U ⊂ W such that for each P ∈ U we have that dim(f −1 (P )) = dim(V ) − dim(W ).
6.2. Groebner Basis. In the proof of proposition 7.5, we relax the concept of Groebner basis to compute a dimension of some irreducible components of the quasi-affine variety V defined in 4.1. To explain our idea, we will introduce some concepts of Groebner basis theory. The basic reference for this part is [5, Ch.IX.3] .
A monomial ordering on R = C[X 1 , ..., X n ] is a total order on the set of the monomials of R, Mon(R) = {X a = X a 1 1 ...X an n : a = (a 1 , ..., a n ) ∈ N n } that satisfies the following conditions:
(1) x a ≺ x b ⇒ x a+c ≺ x b+c , for all a, b, c ∈ N \ {0}; (2) 1 ≺ x a , for all a ∈ N \ {0}. Fixed a monomial ordering ≺ on R and chosen a polynomial f ∈ R it is possible to write f in the form
for which c b ∈ C, c a = 0. The term LT(f ) = c a X a is called leading term of f . Given a ideal I ⊂ R, we define the ideal of leading terms of I by LT(I) = {LT(f ) : f ∈ I}. A finite subset G = {g 1 , ..., g k } ⊂ I is named Groebner basis if LT(I) = LT(g 1 ), ..., LT(g k ) .
Our next goal is to define the Hilbert polynomial of an ideal. This concept is very useful to determine the dimension of an algebraic variety. The basic idea is that the Hilbert polynomial of I contains information about the "size" I, and consequently, it will provide the dimension of the variety V = Z(I). The most natural idea for computing the "size" of I is to compute the codimension of I as a vector space of C[X 1 , ..., X n ]. Since this vector spaces have infinite dimension, we need to work on the finite dimensional vector spaces that we will define in the following.
Let C[X 1 , ..., X n ] ≤s be the vector space of the polynomials with total degree less than or equal to s and let I ≤s = I ∩ C[X 1 , ..., X n ] ≤s be the vector space of the polynomials in I with degree less than or equal to s. The affine Hilbert function of the ideal I ⊂ C[X 1 , ..., X n ] is the function on the nonnegative integers s defined by
The most basic property of Hilbert function is that for s sufficiency large the Hilbert function HF I (s) can be written as a polynomial HP I (s) = A monomial ordering ≺ on C[X 1 , ..., X n ] is a graded order if X b ≺ X a whenever |b 1 + ... + b n | < |a 1 + ... + a n |. Consider an ideal I ⊂ C[X 1 , ..., X n ] and take LT(I) the ideal of leading terms of I with respect some graded monomial ordering. It is very important to note that in this hypothesis the Hilbert polynomials of I and LT(I) are equal. The next theorem explicit the relation between the Hilbert polynomial and dimension. Now we will enunciate a simple observation that will be the basis for the procedure described in proposition 7.5.
Lemma 6.4. Let I be a ideal of C[X 1 , ..., X n ] and F = {f 1 , ..., f k } a set of monomials such that F ⊂ LT(I), for which LT(I) is the ideal of leading terms of I with respect to a graded monomial order
Proof. Since F ⊂ LT (I) then Z(LT(I)) ⊂ Z(F ). By the Dimension Theorem, dim(Z(I))) = dim(Z(LT(I)))) ≤ dim(Z(F )) = k.
The Finiteness Result
We call C 11 the mutual distances space and C 5 the mass space. Consider the projections π 1 : Ω → C 11 and π 2 : Ω → C 5 defined by π 1 ((r ij , s ijk , m i )) = (r ij ) and π 2 ((r ij , s ijk , m i )) = (m i ).
We will study this canonical projections using the tools developed in the last section. Our approach let us to avoid the Groebner basis computations involving directly the Laura-Andoyer equations. 
Proof. The polynomials F 1 , ..., F 8 are written only in terms of the variables R ij and belong to the ideal of Ω. Then, F 1 , ..., F 8 ∈ I(π 1 (Ω)) and consequently π 1 (Ω) ⊂ H. By proposition 4.1, Ω = V \ D, which gives
By proposition 7.1 we can restrict our study to the projection on the mutual distances space to π 1 : Ω → E. Making computations in the software Singular we obtain the following:
(1) dim(H) = 4; (2) I(H) is primary ideal. Consequently, E = H \ D is a irreducible quasi-affine algebraic set and dim(E) = 4. Letr = (r ij ) be an arbitrary point of π 1 (Ω). The fiber π −1 1 (r ij ) is a closed subset of Ω defined by the polynomial equations A ij = R ij −r ij = 0. Note that the polynomials B ijk =r 3 We will provide an estimate for the dimension of the fibers using the Jacobian criterion. Let P = (s ijk ,r ij , m i ) ∈ π −1 1 (r ij ). The Jacobian matrix
It is easy to see that, for all P ∈ π −1 1 (r ij ), we have:
where [I] 11×11 denotes the identity matrix 11 × 11, [0] m×n denotes the null matrix m × n and [K] 16×16 is a diagonal non-singular matrix.
Hence, the Jacobian matrix is block-triangular and the by Jacobian criterion we get
The next lemma provides an upper bound for the fibers of π 1 .
Proposition 7.2. Consider the projection π 1 : Ω → E. If (r ij ) ∈ E is a vector of mutual distances provided by a CC6BP then dim(π
By inequality (7.1), it is sufficient to proof that In order to use the dimension of fibers theorem we will consider the projections π 1 : Ω i → E, i = 1, ..., l defined on the irreducible components of Ω. Since dim(E) = 4, we have 5 cases to consider: dim(π 1 (Ω i )) = 0, 1, 2, 3 or 4.
Let ∆ j be the determinantal variety given by the zero locus of the minor
For compute the dimension of Ω, we will examine all possibilities of intersections between the ∆ j 's and an irreducible component Ω i . By proposition 7.2 the components such that Ω i ⊂ ∆ 2 does not contains points P x provided by a CC6BP. In this way, we will exclude such components of our analysis.
we restrict our attention to the projection π 1 :
There 
. Hence inequality (7.1) yields dim P (π
Proof. By proposition 7.2 we can suppose without generality that Ω i ⊂ ∆ k , k = 1 or 2. The result follows immediately of lemma 7.3.
Proof. In this case I(∆ 3 ) ⊂ I(Ω i ). The ideal I(∆ 3 ) is generated by the 40 minors of order 3 of the Jacobian matrix 
). To this end it is sufficient to proof dim(Z(J)) ≤ 2. The computation of a Groebner basis for the ideal J is an arduous task because it means to obtain a complete list of generators for the ideal LT (J). The main observation is that we do not need to compute a whole Groebner basis for the ideal J. We need to compute only a sufficient number of leading terms to obtain the desired upper bound for the dimension of J. In the following, we describe the simple procedure based on lemma 6.4 used to obtain a "partial Groebner basis" for de ideal J.
Define the ideals J i = S 1 , ..., S 8 , D i for which i = 1, ..., 40. Computing the Groebner basis of J i , with respect to the degree reverse lexicographic ordering, and collecting its leading terms we obtain the ideal K the following monomials . We notice that it is possible to obtain this list of leading terms on a notebook with 16GB of memory in a few minutes. It is easy to check with the software Singular that dim(Z(K)) = 2. Since K ⊂ LT (J), by the lemma 6.4
Observe that dim(π 1 (Ω i )) ≤ 2 and all components of Ω satisfies Ω i ⊂ ∆ 2 . For finish this proof we apply lemma 7.3 to conclude that dim(Ω i ) ≤ 5.
Proof. By lemma 7.5 Ω i ⊂ ∆ 3 . The result follows of lemma 7.3 Lemma 7.7. There is y a CC6BP such that rank
Proof. Let y be the CC6BP that we find in the proposition 5.2 and P y the point of C 32 associated to y. We will denote the mutual distances of the configuration y byr ij .
Consider the following submatrix of , hence is non-zero when it is evaluated on the mutual distances associated to y. Let β(R ij ) the numerator of |A| written as a real function of the R ij variables . In order to obtain the result it is sufficient to proof that β(r ij ) = 0.
All the mutual distances associated to y can be written only in terms of r 12 : Using an argument based on the middle value theorem similar to the one given in the proposition 5.2 we can to prove that the error committed in the computation of β(r ij ) above is less than or equal to 10. Hence, |A| = 0 and
Proof. Consider the projection π 1 : Ω i → E. Since dim(π 1 (Ω i )) = 4, π 1 (Ω i ) ⊂ E, and dim(E) = 4 we get π 1 (Ω i ) = E. In particular π 1 (Ω i ) is dense on E and it contains a non-empty open subset U of E. Let y be the CC6BP obtained in the proposition 5.2 andr ij its associated mutual distances and P y = π −1 1 (r ij ). Proposition 7.7 implies rank
and consequently P y ∈ ∆ 4 . Define the projectionπ : ∆ 4 → C 11 and take the open set U = C 11 \π 1 (∆ 4 ). Note that P y ∈ E ∩ U , therefore the relative open set of E given by U ′ = E ∩ U is non-empty. Since the intersection between two non-empty open subsets of a irreducible quasi-affine algebraic variety is ever non-empty, we obtain a point (s ij ) ∈ U ′ ∩ U . Observe that π
Hence Ω i ⊂ ∆ 4 and the result follows of lemma 7.3.
Proof. We classify the components Ω i of Ω in terms of dim(π(Ω i )). For all cases propositions 7.4, 7.6 and 7.8 imply dim(Ω i ) ≤ 5. 
Application On Finiteness Of Cross Central Configurations
Of The Six-Vortex Problem
Consider n point vortices with positions x i ∈ R 2 and vortex strengths γ i = 0. The motion of the particles is described by the Helmholtz's equations
for which the mutual distances are r ij = ||x i − x j || = 0, the vortex potential is H = − i<j γ i γ j ln(r ij ), and J = 0 1 −1 0 . A configuration x = (x 1 , ..., x n ) ∈ (R 2 ) n with vortex strengths γ i = 0 is called a central configuration of n-vortex problem if there exists λ = 0 such that The solutions of the system (8.1) in which the bodies execute a rigid rotation with angular velocity λ = 0 has central configurations as initial conditions. These special solutions are called relative equilibria. See [13] and [21] for more details about special solutions of the n-vortex problem.
In this section, we consider the central configurations of six-vortex with the same geometric conditions of the CC6BP described in section 2. These configurations will be named cross configurations of the 6-vortex problem. From now on, we denote these configurations by the term CC6VP.
The Laura-Andoyer equations for planar and the non-colinear central configurations of vortex with six bodies are given by Proof. Firstly, we write each r ij only depending on r 23 :
0 < r 23 = r 25 < 2; (8.5) 
