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Abstract
The authors deal with the Cauchy problem with small initial data for the nonlinear elastodynamic system. The almost global
existence of solution to this problem is proved in a simpler way and a lower bound for the lifespan of solutions is given.
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1. Introduction
It is well known that the displacement u = (u1, u2, u3) = u(t, x) of an isotropic, homogeneous hyperelastic mater-
ial without the action of external force satisfies the following quasilinear hyperbolic system (cf. [2,11]):
Lu = ∂2t u − c22u −
(
c21 − c22
)∇ divu = F (∇u,∇2u), (1.1)
where F = (F 1,F 2,F 3),
F i
(∇u,∇2u)= 3∑
j,l,m=1
Clmij (∇u)∂l∂muj , i = 1,2,3, (1.2)
with
Clmij (∇u) =
3∑
h,n=1
Clmnijh ∂nu
h, ∇ =
(
∂
∂x1
,
∂
∂x2
,
∂
∂x3
)
. (1.3)
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c21 = λ + 2μ, c22 = μ. (1.4)
We assume that μ > 0, λ + μ > 0.
In this paper, we deal with the almost global existence of classical solutions with small initial data to the above
system. There have been many results on the almost global existence of solutions for nonlinear wave equations. By
using Lorentz invariance of the wave operator, F. John and S. Klainerman proved in [6] the almost global existence
of classical solutions to the initial value problem of nonlinear wave equations. Later, the same result was shown
by S. Klainerman and T.C. Sideris [10] without relying on Lorentz invariance. Recently, M. Keel, H.F. Smith and
C.D. Sogge [7,8] showed the almost global existence of classical solutions with small initial data for the Cauchy
problem of semilinear and quasilinear wave equations, respectively, in a simpler way.
For the nonlinear elastodynamic system, combining the methods in [6] and [9] and applying the estimates on the
fundamental solution of the linear elastic operator, F. John [5] proved the almost global existence of solutions to the
initial value problem for the nonlinear elastodynamic system. Without relying on the estimations on the fundamen-
tal solution of the linear elastic operator and the Lorentz invariance, S. Klainerman and T.C. Sideris [10] showed
the same result by applying energy estimates and Klainerman–Sobolev inequalities. Recently, R. Agemi [1] and
T.C. Sideris [13] introduced the null conditions (on the null condition, for example, see [12,15]) for the nonlinear
elastodynamic system in different ways, respectively, and proved the global existence of classical solutions to the
initial value problem with small initial data.
In this paper, we prove the almost global existence of solutions to the small initial value problem for the nonlinear
elastodynamic system in a simpler way by applying the estimates similar to those in [8]. The key steps in the proof are
pointwise estimates and weighted L2 estimates. In order to get the pointwise estimates, we apply the estimates on the
fundamental solution of the linear elastic operator. For getting the weighted L2 estimates, we use the decomposition
of linear elastic waves into longitudinal and transverse waves.
2. Notations and main results
The time–space gradient is denoted by
∂ = (∂0, ∂1, ∂2, ∂3) = (∂0,∇), ∂u = u′,
where
∂0 = ∂t = ∂
∂t
, ∂i = ∂
∂xi
(i = 1,2,3).
We also use the vector fields
Ω˜ = ΩI + U,
where Ω = (Ω1,Ω2,Ω3) = x ∧ ∇ are the angular momentum operators with
U1 =
⎛
⎝0 0 00 0 1
0 −1 0
⎞
⎠ , U2 =
⎛
⎝0 0 −10 0 0
1 0 0
⎞
⎠ , U3 =
⎛
⎝ 0 1 0−1 0 0
0 0 0
⎞
⎠ .
Set
Z = {∂t I, ∂1I, ∂2I, ∂3I, Ω˜} = {∂I, Ω˜} = {Z0,Z1, . . . ,Z6},
S = t∂t + r∂r = t∂t + x · ∇x.
It is obvious that[
L,Zα
]= 0, [S,L] = −2L. (2.1)
By Proposition 2.1 in [1], we know that
Clmij (∇u) = Cmlij (∇u) = Clmji (∇u). (2.2)
Our main result is the following
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given data (f, g) ∈ C∞(R3) satisfying∑
|α|N
∥∥(〈x〉∂x)αf ∥∥L2(R3) + ∑
|α|N−1
∥∥(〈x〉∂x)αg∥∥L2(R3)  ε, (2.3)
the problem{
Lu = F (∇u,∇2u), (t, x) ∈R+ ×R3,
u(0, x) = f (x), ∂tu(0, x) = g(x)
(2.4)
admits a unique solution u(t, x) ∈ C∞([0, Tε) ×R3) with
Tε = exp
(
c
ε
)
,
where c is a positive constant.
3. Main estimates
In this section, we prove the main estimates: the weighted L2 estimate (see Proposition 3.3) and the pointwise
estimate (see Proposition 3.5).
Lemma 3.1. Suppose that F(t, x) is a smooth function with compactly support set on x when t is fixed. Then the
Cauchy problem{
Lu = F(t, x), (t, x) ∈R+ ×R3,
u(0, ·) = ∂tu(0, ·) = 0
(3.1)
can be decomposed into the following two Cauchy problems of wave equations:{
∂2t u1 − c21u1 = F1,
t = 0: u1 = 0, ∂tu1 = 0
and
{
∂2t u2 − c22u2 = F2,
t = 0: u2 = 0, ∂tu2 = 0,
where u = u1 + u2, F = F1 + F2, and
‖F1‖L2(R3)  C‖F‖L2(R3), ‖F2‖L2(R3)  C‖F‖L2(R3),
here and henceforth C denotes a positive constant.
Proof. Set
ϕ(t, x) = 1
4π
∫
R3
divF(t, y)
|x − y| dy. (3.2)
Suppose that BR is a ball with sufficiently large radius R, centered at the origin, if we note that −ϕ = divF , we
get ∫
BR
ϕ · ϕ dx =
∫
BR
F · ∇ϕ dx
and ∫
BR
|∇ϕ|2 dx =
∫
∂BR
ϕ
∂ϕ
∂n
dΓ −
∫
BR
F · ∇ϕ dx. (3.3)
It is easy to prove that
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∫
∂BR
ϕ
∂ϕ
∂n
dΓ → 0 as R → ∞.
Then, for every ε > 0, we have∫
R3
|∇ϕ|2 dx =
∣∣∣∣
∫
R3
F · ∇ϕ dx
∣∣∣∣ 12
∫
R3
|∇ϕ|2 dx + 2
∫
R3
|F |2 dx.
Hence,
‖∇ϕ‖L2(R3)  C‖F‖L2(R3).
Set
F1 = −∇ϕ, F2 = F + ∇ϕ,
then
rotF1 = 0, divF2 = 0.
Suppose that u1 and u2 solve the following problem:{
∂2t u1 − c21u1 = F1,
t = 0: u1 = 0, ∂tu1 = 0
(3.4)
and {
∂2t u2 − c22u2 = F2,
t = 0: u2 = 0, ∂tu2 = 0,
(3.5)
respectively. rotF1 = 0 implies rotu1 = 0. Then we can show that ∇ divu1 = u1 which implies Lu1 = F1. Also,
note that divF2 = 0, we obtain that divu2 = 0 which implies Lu2 = F2.
The proof of Lemma 3.1 is completed. 
Lemma 3.2. Suppose that u = u(t, x) ∈ C∞ solves{
Lu = F(t, x), (t, x) ∈R+ ×R3,
u(0, x) = f (x), ∂tu(0, x) = g(x).
(3.6)
Then
(1 + t)− 12 ‖u′‖L2([0,t]×R3) C
∥∥u′(0, ·)∥∥
L2(R3) + C
t∫
0
∥∥F(s, ·)∥∥
L2(R3) ds, ∀t  0, (3.7)
‖u′‖L2{[0,t], |x|<1}  C
∥∥u′(0, ·)∥∥
L2(R3) + C
t∫
0
∥∥F(s, ·)∥∥
L2(R3) ds, ∀t  0. (3.8)
Proof. By the standard energy estimate, we have
t∫
0
‖u′‖2
L2(R3) ds C
t∫
0
[∥∥u′(0, ·)∥∥2
L2(R3) +
( s∫
0
∥∥F(τ, ·)∥∥
L2(R3) dτ
)2]
ds
C(1 + t)
[∥∥u′(0, ·)∥∥2
L2(R3) +
( t∫
0
∥∥F(s, ·)∥∥
L2(R3) ds
)2]
,
which completes the proof of (3.7). To prove the estimate (3.8), we will assume that u has vanishing initial data.
By (3.4), (3.5) and Lemma 2.2 in [7], we obtain
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t∫
0
∥∥F1(s, ·)∥∥L2(R3) ds  C
t∫
0
∥∥F(s, ·)∥∥
L2(R3) ds, ∀t  0,
∥∥u′2∥∥L2{[0,t], |x|<1} C
t∫
0
∥∥F2(s, ·)∥∥L2(R3) ds  C
t∫
0
∥∥F(s, ·)∥∥
L2(R3) ds, ∀t  0.
Then
‖u′‖L2{[0,t], |x|<1} =
∥∥u′1 + u′2∥∥L2{[0,t], |x|<1}  C
t∫
0
∥∥F(s, ·)∥∥
L2(R3) ds, ∀t  0.
For the case when the Cauchy data is nonzero, we can apply the decomposition of the initial data similar to Lemma 3.1
to prove the estimate (3.8). 
From the proof similar to Lemma 3.2 and using (2.5) in [7], we get
‖u‖L2([0,t], |x|<1)  C
∥∥u′(0, ·)∥∥
L2(R3) + C
t∫
0
∥∥F(s, ·)∥∥
L2(R3) ds, ∀t  0. (3.9)
Proposition 3.3. Suppose that u = u(t, x) ∈ C∞ solves problem (3.6), then
(
ln(2 + t))− 12 ∥∥(1 + r)− 12 u′∥∥
L2([0,t]×R3)  C
∥∥u′(0, ·)∥∥
L2(R3) + C
t∫
0
∥∥F(s, ·)∥∥
L2(R3) ds, ∀t  0, (3.10)
where r = |x|.
Proof. To see that Lemma 3.2 implies Proposition 3.3, note first that on the set {x: |x| = r > t}, (3.10) follows directly
from (3.7). Now we deal with the case when the set is {x: |x| = r  t}. On the set {x: |x| = r < 1}, (3.10) follows
from (3.8). For any R  1, set
x = Ry, t = Rτ, v(τ, y) = u(Rτ,Ry).
Then
Lv = G(τ, y),
where G(τ, y) = R2F(Rτ,Ry). By (3.8), we have
∥∥r− 12 u′∥∥2
L2([0,t]×[R,2R])  CR
t
R∫
0
∫
1|y|2
∣∣v′(τ, y)∣∣2 dy dτ
 CR
(∥∥v′(0, ·)∥∥
L2(R3) +
t
R∫
0
∥∥G(τ, ·)∥∥
L2(R3) dτ
)2
.
Noting that
∥∥v′(0, ·)∥∥2
L2(R3) =
1
R
∥∥u′(0, ·)∥∥2
L2(R3),
t
R∫ ∥∥G(τ, ·)∥∥
L2(R3) dτ = R−
1
2
t∫ ∥∥F(s, ·)∥∥
L2(R3) ds,0 0
522 X. Jie, Q. Tiehu / J. Math. Anal. Appl. 339 (2008) 517–529we get
∥∥(1 + r)− 12 u′∥∥2
L2([0,t]×[R,2R])  C
(∥∥u′(0, ·)∥∥
L2(R3) +
t∫
0
∥∥F(s, ·)∥∥
L2(R3) ds
)2
. (3.11)
Let R = t2 in (3.11), we derive∥∥(1 + r)− 12 u′∥∥2
L2([0,t]×( t2rt))  the right-hand side of (3.11).
Furthermore, let R = t2k , k = 2, . . . , n, where n is the smallest integer which satisfies t2n  1 t2n−1 , we obtain∥∥(1 + r)− 12 u′∥∥2
L2([0,t]×(1rt))  n × the right-hand side of (3.11).
The proof of estimate (3.10) is completed. 
Lemma 3.4. Suppose that u = u(t, x) ∈ C∞ solves problem (3.1), then
|x|∣∣u(t, x)∣∣ C
t∫
0
( r+c1(t−τ)∫
|r−c1(t−τ)|
+
r+c2(t−τ)∫
|r−c2(t−τ)|
)
sup
|θ |=1
∣∣F(τ,ρθ)∣∣ρ dρ ds
+ C
t∫
0
c1∫
c2
r+l(t−τ)∫
|r−l(t−τ)|
sup
|θ |=1
∣∣F(τ,ρθ)∣∣ρ dρ dl ds, ∀t  0. (3.12)
Proof. If h is a spherically symmetric function, it can be proved that (cf. [14])
∫
|x−y|=t
h
(|y|)dσ(y) = 2πt
r
r+t∫
|r−t |
h(ρ)ρ dρ. (3.13)
By the fundamental solution of the linear elastodynamic system (cf. [3]), we have
u(t, x) = 1
4π
t∫
0
(t − τ)
∫
|y|=1
{
F
(
τ, x − c2(t − τ)y
)
+ y[y · F (τ, x − c1(t − τ)y)− y · F (τ, x − c2(t − τ)y)]}dSy dτ
+ 1
4π
t∫
0
(t − τ)
c1(t−τ)∫
c2(t−τ)
1
s
∫
|y|=1
{
3y
[
y · F(τ, x − sy)]− F(τ, s − sy)}dSy ds dτ
= I1 + I2. (3.14)
It is easy to see that
|I1| C
t∫
0
(t − τ)
∫
|y|=1
[∣∣F (τ, x − c2(t − τ)y)∣∣+ ∣∣F (τ, x − c1(t − τ)y)∣∣]dSy dτ
= A1 + A2.
By (3.13), we get
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t∫
0
1
c22(t − τ)
∫
|x−z|=c2(t−τ)
∣∣F(τ, z)∣∣dσ(z) dτ
 C|x|
t∫
0
r+c2(t−τ)∫
|r−c2(t−τ)|
sup
|θ |=1
∣∣F(τ,ρθ)∣∣ρ dρ dτ.
Similarly,
A2 
C
|x|
t∫
0
r+c1(t−τ)∫
|r−c1(t−τ)|
sup
|θ |=1
∣∣F(τ,ρθ)∣∣ρ dρ dτ,
|I2| C
t∫
0
(t − τ)
c1(t−τ)∫
c2(t−τ)
1
s
∫
|y|=1
∣∣F(τ, x − sy)∣∣dSy ds dτ
 C
t∫
0
c1∫
c2
1
t − τ
∫
|x−z|=l(t−τ)
sup
|θ |=1
∣∣F (τ, θ |z|)∣∣dσ(z) dl dτ
 C|x|
t∫
0
c1∫
c2
r+l(t−τ)∫
|r−l(t−τ)|
sup
|θ |=1
∣∣F(τ,ρθ)∣∣ρ dρ dl ds.
The proof of Lemma 3.4 is completed. 
Proposition 3.5. Suppose that u = u(t, x) ∈ C∞ solves problem (3.1). Then
t
∣∣u(t, x)∣∣ C
t∫
0
∫
R3
∑
|α|2,m1
∣∣SmΩ˜αF (s, y)∣∣dy ds|y| , ∀t  0. (3.15)
Proof. Since the estimate (3.15) is scale invariant, it suffices to prove the bounds for t = 1, that is
∣∣u(1, x)∣∣ C
1∫
0
∫
R3
∑
|α|2, j1
∣∣Sj Ω˜αF (s, y)∣∣dy ds|y| . (3.16)
When |x| > 110 , by Sobolev’s embedding theorem on the spherical surface (cf. [4])
sup
|θ |=1
∣∣F(s,ρθ)∣∣ ∑
|α|2
∫
S2
∣∣(Ω˜αF )(s, ρθ)∣∣dθ.
By (3.12) and the above inequality, we get (3.15).
Now we deal with the case when |x| < 110 .
By (3.14), it is easy to prove that
|I1| C
∫ ∣∣F (t − |y|, x − c2y)∣∣dy|y| + C
∫ ∣∣F (t − |y|, x − c1y)∣∣dy|y| ,
|y|<t |y|<t
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t∫
0
1
t − τ
c1 − c2
c2
sup
c2lc1
∫
|z|=t−τ
∣∣F(τ, x − lz)∣∣dσ(z) dτ
 C sup
c2lc1
∫
|y|<t
∣∣F (t − |y|, x − ly)∣∣dy|y| .
So ∣∣u(t, x)∣∣C ∫
|y|<t
∣∣F (t − |y|, x − c2y)∣∣dy|y| + C
∫
|y|<t
∣∣F (t − |y|, x − c1y)∣∣dy|y|
+ C sup
c2lc1
∫
|y|<t
∣∣F (t − |y|, x − ly)∣∣dy|y| .
For every l ∈ [c2, c1], we can show that (see [8])
∫
|y|<1
∣∣F (1 − |y|, x − ly)∣∣dy|y| 
1∫
0
∫
R3
∑
|α|2,j1
∣∣Sj Ω˜αF (s, y)∣∣dy ds|y| .
This completes the proof of estimate (3.16). 
In the following proof, we shall assume that |∇u| is sufficiently small.
Lemma 3.6. Suppose that v = v(t, x) ∈ C∞ solves Lv =∑3lm=1 Clm(∇u)∂l∂mv + G. Then
∥∥v′(t, ·)∥∥
L2(R3) C
(∥∥v′(0, ·)∥∥
L2(R3) +
t∫
0
∥∥G(s, ·)∥∥
L2(R3) ds
)
× exp
(
C
t∫
0
3∑
l,m=1
∥∥∂Clm(∇u)∥∥
L∞(R3) ds
)
, ∀t  0, (3.17)
where Clm(∇u) = (Clmij (∇u)) is a matrix.
Proof. Let L be the following linear differential operator:
L= L −
∑
l,m
Cl,m(∇u)∂l∂m.
Set
Q0 = |∂0v|2 + c22|∇v|2 +
(
c21 − c22
)
(divv)2 +
3∑
l,m=1
(∂lv)
T Clm(∇u)∂mv,
Qj = −2c22(∂0v)T (∂j v) − 2
(
c21 − c22
)
divv∂0vj − 2
3∑
k=1
(∂0v)
T Cjk(∇u)∂kv,
q =
3∑
l,m=1
{
(∂lv)
T ∂0C
lm(∇u)∂mv − 2(∂0v)T ∂lClm(∇u)∂mv
}
.
By the symmetry of Clm(∇u), we have
3∑
∂αQα(∂v) = 2(∂0v)TLv + q. (3.18)
α=0
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only on c1, c2 and λ, such that
ν|v′|2 Q0  μ|v′|2. (3.19)
Integrating (3.18) over [0, T ] ×R3 and setting
E˜(t) =
∫
R3
Q0 dx,
we get
E˜(t)
1
2  CE˜(0) 12 + C
t∫
0
∥∥G(s, ·)∥∥
L2(R3) ds + C
t∫
0
3∑
l,m=1
∥∥∂t,xClm(∇u)∥∥L∞(R3)E˜(s) 12 ds.
Then noting (3.19) and applying Gronwall’s inequality, we have (3.17). 
Proposition 3.7. Suppose that v = v(t, x) ∈ C∞ solves Lv = F(∇u,∇2v). Then∑
|α|+mM,m1
∥∥SmZαv′(t, ·)∥∥
L2(R3)
 C
( ∑
|α|+mM,m1
∥∥SmZαv′(0, ·)∥∥
L2(R3) +
t∫
0
∑
|α|+mM,m1
∥∥∥∥∥
[
SmZα,
3∑
l,n=1
Cln(∇u)∂l∂n
]
v
∥∥∥∥∥
L2(R3)
ds
)
× exp
(
C
t∫
0
3∑
l,n=1
∥∥∂t,xCln(∇u)∥∥L∞(R3) ds
)
, ∀t  0. (3.20)
Proof. By the commutator relation (2.1), we have
LSZαv = SLZαv + 2LZαv = C
∑
m1
SmZαLv = C
∑
m1
SmZα
( 3∑
l,n=1
Cln(∇u)∂l∂nv
)
= C
∑
m1
3∑
l,n=1
Cln(∇u)∂l∂nSmZαv + C
∑
m1
[
SmZα,
3∑
l,n=1
Cln(∇u)∂l∂n
]
v.
Applying Lemma 3.6 to the above equality we derive (3.20). 
We shall also need the following consequence of Sobolev’s lemma [9]:
Lemma 3.8. Suppose h ∈ C∞(R3). Then for R > 1 we have
‖h‖
L∞( R2|x|R)  CR
−1 ∑
|α|+|γ |2
∥∥Ω˜α∂γx h∥∥L2( R4|x|2R).
4. Almost global existence of Cauchy problem for nonlinear elastodynamic system
In this section, we give the proof of the main result (Theorem 2.1). We will apply the above estimates and an
iterative procedure to get the almost global existence of solution and the lower bound of the lifespan of solution.
Suppose that the integer N  9 and we shall take N = 9 in what follows. Thus, we assume that the initial data satisfy
the following condition:∑∥∥(〈x〉∂x)αf ∥∥L2(R3) + ∑∥∥(〈x〉∂x)αg∥∥L2(R3)  ε. (4.1)|α|9 |α|8
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Luk = F
(∇uk−1,∇2uk) Fk,
uk(0, x) = f (x), ∂tuk(0, x) = g(x),
(4.2)
where
F
(∇uk−1,∇2uk)= 3∑
l,n=1
Cln(∇uk−1)∂l∂nuk.
Let
Mk(T ) =
∑
|α|+m8,m1
(
ln(2 + T ))− 12 ∥∥(1 + r)− 12 SmZαu′k∥∥L2([0,T ]×R3)
+ sup
0tT
∑
|α|+m9,m1
∥∥SmZαu′k∥∥L2(R3) + sup
0tT
(
(1 + t)
∑
|α|2
∥∥∂αt,xuk∥∥L∞(R3)
)
= Ik(T ) + IIk(T ) + IIIk(T ). (4.3)
Now we show inductively that there exists a positive constant C1 such that for sufficiently small ε > 0,
Mk(Tε)C1ε, k = 0,1,2, . . . , (4.4)
provided that the constant c occurring in Tε = e cε is sufficiently small. Obviously, (4.4) holds when k = 0. Suppose
that Mk−1(Tε) C1ε, we shall show that (4.4) holds for k.
By the commutator relation LSZαu = SZαF + 2ZαF and estimate (3.10), we have
Ik(T ) C
∑
|α|+m8,m1
(∥∥(SmZαuk)′(0, ·)∥∥L2(R3) +
T∫
0
∥∥SmZαFk(s, ·)∥∥L2(R3) ds
)
.
If c is small and T < Tε , by the inductive hypothesis, we get
T∫
0
3∑
l,n=1
∥∥∂t,x(Cln(∇uk−1))∥∥L∞(R3) dt  CC1ε
T∫
0
1
1 + t dt  CC1ε ln(1 + Tε) CC1c < 1.
By (3.20), we have
IIk(T ) C
∑
|α|+m9,m1
∥∥SmZαu′k(0, ·)∥∥L2(R3) + C
T∫
0
∑
|α|+m9,m1
∥∥∥∥∥
[
SmZα,
3∑
l,n=1
(∇uk−1)∂l∂n
]
uk
∥∥∥∥∥
L2(R3)
ds.
Hence,
Ik(Tε) + IIk(Tε) Cε + C
Tε∫
0
∑
|α|+m8,m1
∥∥SmZαFk(s, ·)∥∥L2(R3) ds
+ C
Tε∫
0
∑
|α|+m9,m1
∥∥∥∥∥
[
SmZα,
3∑
l,n=1
(∇uk−1)∂l∂n
]
uk
∥∥∥∥∥
L2(R3)
ds. (4.5)
We can estimate the first integral on the right-hand side of (4.5) after noting that
Tε∫ ∑
|α|+m8,m1
∥∥SmZαFk(s, ·)∥∥L2(R3) ds
0
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Tε∫
0
∥∥∥∥∣∣∂uk−1(s, ·)∣∣ ∑
|α|+m8,m1
∣∣SmZα∂2uk(s, ·)∣∣
∥∥∥∥
L2(R3)
ds
+ C
Tε∫
0
∥∥∥∥ ∑
|α|+m8,m1
∣∣SmZα∂uk−1(s, ·)∣∣∣∣∂2uk(s, ·)∣∣∥∥L2(R3) ds
+ C
Tε∫
0
∥∥∥∥ ∑
|α|+m1
∣∣SmZα∂uk−1(s, ·)∣∣ ∑
|α|+m7,m1
∣∣SmZα∂2uk(s, ·)∣∣
∥∥∥∥
L2(R3)
ds
+ C
Tε∫
0
∥∥∥∥ ∑
|α|+m7,m1
∣∣SmZα∂uk−1(s, ·)∣∣ ∑
|α|+m1
∣∣SmZα∂2uk(s, ·)∣∣
∥∥∥∥
L2(R3)
ds
+ C
Tε∫
0
∥∥∥∥ ∑
|α|+m6,m1
∣∣SmZα∂uk−1(s, ·)∣∣ ∑
|α|+m6,m1
∣∣SmZα∂2uk(s, ·)∣∣
∥∥∥∥
L2(R3)
ds
= A1 + A2 + A3 + A4 + A5.
By the inductive hypothesis, we get
A1  C
Tε∫
0
∥∥∂uk−1(s, ·)∥∥L∞(R3) ∑
|α|+m9,m1
∥∥SmZα∂uk(s, ·)∥∥L2(R3) ds
 C
Tε∫
0
Mk−1(s)
1 + s Mk(s) ds  CC1ε ln(1 + Tε)Mk(Tε) CC1cMk(Tε).
Similarly, A2  CC1cMk(Tε).
By Lemma 3.8, if we fix R, we note that for |x| ∈ [R2 ,2R], we have∑
|α|+m1
∥∥SmZα∂uk−1(s, ·)∥∥L∞[R2 ,2R]  C(1 + R)−1
∑
|α|+m3,m1
∥∥SmZα∂uk−1(s, ·)∥∥L2[R4 ,4R].
Therefore,
A3  C
∑
|α|+m3,m1
∥∥(1 + r)− 12 SmZα∂uk−1(s, ·)∥∥L2([0,Tε]×R3)
×
∑
|α|+m8,m1
∥∥(1 + r)− 12 SmZα∂uk(s, ·)∥∥L2([0,Tε]×R3)
 CC1ε ln(2 + Tε)Mk(Tε) = CC1cMk(Tε).
In a similar way,
A4 + A5  CC1cMk(Tε).
Similarly, the second integral on the right-hand side of (4.5) is also can be controlled by CC1cMk(Tε). We conclude
that
Ik(Tε) + IIk(Tε) Cε + CC1cMk(Tε).
The final step is to show that
IIIk(Tε) Cε + CC1cMk(Tε). (4.6)
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suffices to show w, solving{
Lw = Fk,
w(0, ·) = ∂tw(0, ·) = 0,
also satisfies (4.6), where Fk = Luk.
When t  1, by (3.15), we have
IIIk(Tε) C
Tε∫
0
∫
y1
∑
|α|+m5,m1
∣∣SmZαFk∣∣dy ds|y| + C
Tε∫
0
∫
y<1
∑
|α|+m5,m1
∣∣SmZαFk∣∣dy ds|y|
= D1 + D2.
If we note that∑
|α|+m5,m1
∣∣SmZαFk∣∣ C ∑
|α|+m6,m1
∣∣SmZαu′k−1∣∣ ∑
|α|+m6,m1
∣∣SmZαu′k∣∣, (4.7)
we conclude that
D1 C
∑
|α|+m6,m1
∥∥(1 + |y|)− 12 SmZαu′k−1(s, ·)∥∥L2([0,Tε]×R3)
×
∑
|α|+m6,m1
∥∥(1 + |y|)− 12 SmZαu′k(s, ·)∥∥L2([0,Tε]×R3)
C ln(2 + Tε)Mk−1(Tε)Mk(Tε) CC1cMk(Tε).
If we apply Sobolev’s embedding theorem and (4.7), we obtain∑
|α|+m5,m1
sup
|y|<1
∣∣SmZαFk∣∣ C ∑
|α|+m8,m1
∥∥(1 + |y|)− 12 SmZαu′k−1∥∥L2(|y|2)
×
∑
|α|+m8,m1
∥∥(1 + |y|)− 12 SmZαu′k∥∥L2(|y|2).
So
D2 C
∑
|α|+m8,m1
∥∥(1 + r)− 12 SmZαu′k−1(s, ·)∥∥L2([0,Tε]×R3)
×
∑
|α|+m8,m1
∥∥(1 + r)− 12 SmZαu′k(s, ·)∥∥L2([0,Tε]×R3)
C ln(2 + Tε)Mk−1(Tε)Mk(Tε)
CC1cMk(Tε).
Hence, when t  1, we conclude that
IIIk(Tε) CC1cMk(Tε).
When 0 < t < 1,
IIIk(Tε) C sup
0tTε
∑
|α|2
∥∥∂αt,xuk(t, ·)∥∥L∞(R3) CIIk(Tε)Cε + CC1cMk(Tε).
So
Mk(Tε)Cε + CC1cMk(Tε).
Hence, if c is sufficiently small (independent of ε), there exists a positive constant C1 such that
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for sufficiently small ε > 0.
Now we prove that uk converges and the limit u(t, x) is a solution of problem (2.4). From (4.2), we get{
L(uk − uk−1) = Fk − Fk−1,
(uk − uk−1)(0, x) = ∂t (uk − uk−1)(0, x) = 0.
Obviously,
Fk − Fk−1 = Cln(∇uk−1)∂l∂nuk − Cln(∇uk−2)∂l∂nuk−1
= Cln(∇uk−1)∂l∂n(uk − uk−1) + Cln(∇uk−1 − ∇uk−2)∂l∂nuk−1.
Then by Lemma 3.6 and (4.4), we have
∥∥u′k − u′k−1∥∥L2(R3)  C sup
0tTε
∥∥u′k−1 − u′k−2∥∥L2(R3)
Tε∫
0
Mk−1(Tε)
1 + s ds
 CC1c sup
0tTε
∥∥u′k−1 − u′k−2∥∥L2(R3), k = 2,3, . . . .
By choosing c sufficiently small, we conclude that
sup
0tTε
∥∥u′k − u′k−1∥∥L2(R3)  12 sup0tTε
∥∥u′k−1 − u′k−2∥∥L2(R3), k = 2,3, . . . .
Hence, {uk} converges and its limit u(t, x) is a solution of problem (2.4). If the initial data f,g ∈ C∞, then from the
local existence theorem we know that u ∈ C∞([0, Tε) ×R3).
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