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This paper is concerned with the Galois theory of fields. Of the three main 
concepts which will be introduced and which are mentioned in the title, the 
first two are generalizations of classical ones. Their principal significance 
lies in their connection with new integral invariants, which I have found for 
normal extensions of the quotient field of a Dedekind domain and which 
will form the contents of separate publications. With this application in mind, 
I have here extracted from the arithmetic theory some purely field theoretic 
results for separate exposition. In the nature of things, these will 
be much less deep and will be amenable to a much more elementary 
treatment. 
For a brief description of the contents consider a finite, separable, normal 
extension A of a field K, with Galois group r. As no restriction on the charac- 
teristic of K is to be imposed, some care is needed in defining a “character” 
x of r in K. The Grothendieck group of modules over the group ring K(P) 
provides the obvious means to do this properly. We shall then associate 
with each character x a submodule (A 1 x) of A. Its definition-like that of 
other invariants to be introduced-involves both the structure of A as a 
K(r)-module, and the formation of determinants in A, i.e., the structure of A 
as a commutative ring. We shall, however, derive a purely module theoretic 
characterisation of (A 1 x) in terms of operations in the Grothendieck 
group. 
Next we define-again in determinantal form-for every element a of A 
and every character x of r in K an element resolved (u 1 x) and an element 
dismiminunt D,(a). The resolvents are elements of A. If in particular A/K 
is a Kummer extension and x is a simple character, then (a ) x) is the classical 
Lagrange resolvent. The discriminants D,(a) on the other hand are elements 
of K and involve the trace A 4 K. If in particular x is the character of the 
regular representation and a generates a normal basis, then D,(U) is the 
discriminant of that basis. We shall derive the principal properties of resol- 
vents and discriminants as functions of a and of x. There is a basic involutory 
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automorphism of the Grothendieck group which takes the character x into 
a “conjugate” x, and which makes its appearance in a product formula 
(a I xl (a I r7) = W4. 
If a generates a normal basis then there is associated with it a dual element 
a*, and for this we get also the reciprocity law 
(a!x>(a*IR)= 1. 
Viewing A as a right K(r)-module, and denoting by A its “opposite” 
left K(F)-module, one obtains a canonical homomorphism 
of two sided K(r)-modules, which will be used to associate with A a class of 
elements of the group ring, the trace invariant TRIK, with rather strong 
functorial properties. This invariant in turn will yield an expression for the 
element discriminants in terms of the group ring. 
As an application we shall derive secondary invariants dAlr and dz! K 
which, when specialised, yield in particular the class of basis discriminants 
of A/K modulo the squares. 
Without any additional effort the whole theory can be formulated in terms 
not just of normal fields, but more generally of semi-simple commutative 
Galois algebras. Both for the derivation of functorial properties (and for 
applications this is a convenient generalization. 
Some of the ideas developed here, namely those leading to element resol- 
vents, can already be found in a paper of Speiser’s (cf. [3]), where they are 
of course formulated in the classical language of representation theory in 
characteristic zero. What Speiser actually called generalized resolvents are, 
as we shall see, effectively certain homomorphisms of K(r)-modules. But 
the resolvents, as we define them here, also appear briefly in his paper, 
although their formal properties are not as yet explored. 
The manner in which ring structure and module structure over the Galois 
group are combined may serve as an indication of what happens when the 
base field is replaced by a Dedekind domain-although in the present non- 
arithmetic situation both structures are comparatively trivial. To get some 
idea of the relation between field theoretic and arithmetic invariants one can 
perhaps compare the particular element discriminants for the character of 
the regular representation with the relative discriminant of an integral 
extension. It is, however, not merely a question of analogy. Beyond forming 
the algebraic background, specific definitions and results of the present paper 
will actually be used in the arithmetic theory. Moreover, some of the objects 
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introduced here themselves present interesting new problems in a number 
theoretic setting. To give just one example: If A is a valued field, then, 
apart from the trivial question of the vanishing or non-vanishing of an ele- 
ment resolvent, one can ask how small or big it can get. 
1. PRELIMINARIES ON GROUP REPRESENTATIONS 
Throughout K is a field and r a finite group, whose group ring over K 
will be denoted by K(T). All K(r)-modules will admit the identity as identity 
operators and will be of finite K-rank. 
The K(r)-dual 
v’ = HomKoj (v, K(F)) 
of a left K(+module V has the structure of a right K(r)-module. We describe 
the action of V’ in terms of a homomorphism 
of two sided K(r)-modules, using the “product” notation 
Now let 
p&v @u) = v * u. 
be the homomorphism of K-modules with 
8(l) = 1, 
q(Y) = 0, if 1 #yEr. 
Set for IL E V’, v E V 
e(v * u) = (u, 0). 
Then 
w, v> = <us xv>, for h E K(r), 




Via the scalar product (u, v) we obtain a natural isomorphism 
of right K(r)-modules. We shall always identify the two functors. An analo- 
gous convention applies on change of hands. Note that V” = V, so that the 
right K(F)-modules are precisely the duals of the left ones, and vice versa. 
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Next let i =ir be the involutory antiautomorphism of the K-algebra 
K(P) with 
i(r) = Y-l* for all y E r. (1.4) 
For h E K(T) we shall also write 
j(h) =A. 
If W is a left (right) K(r)-module, let m be an isomorphic copy of the 
K-module W under the map w + W, made into a right (left) K(r)-module by 
the rule 
Gil =hw, (Xii = a). (1.5) 
m is the opposite module of W. As@) = e(h) we may, for any left K(P)-module 
V, identify (P)’ = P’ both for K(r)-duals and for K-duals. We then have 
the equations 
(v, u) = (a, G), 
-- 
ti-e=v -II. (1~5) 
An irreducible character of r in K is, for the purpose of the present paper, 
an isomorphism class of simple (nonzero) left K(r)-modules. The free com- 
mutative semigroup (without identity) on the irreducible characters will 
be denoted by S(r), th e f ree Abelian group on the same generators by G(r), 
both to be written additively. Let I’ be a left K(r)-module and {xi> the family 
of isomorphism classes of simple factors in a composition series of V, counted 
in their multiplicity. Then xv = 2x,. is the character of V. With this con- 
vention, G(r) becomes the Grothendieck group of left K(r)-modules. Setting 
xv,=xvs G(r) is also identified with the Grothendieck group of right 
K(r)-modules. The functor P then yields involutory automorphisms 
X-+X 
of G(r) and of S(P), with 
Xv=xf* (1.7) 
Denote by @(I’) the group of homomorphisms of r into the multiplicative 
group K* of K. With each element 4 of @((r) there is associated the central 
element 
urn = &wl) (1.8) 
of K(r). The map which takes 4 into the character of K(r) w+ is injective. 
For, these modules for distinct 4 are clearly nonisomorphic, and being of 
K-rank 1, they are simple. Accordingly we shall view Q(r) as a subset of S(r). 
Then r$ = 4-l. 
We shall need the notion of a form. Let X* be the tensor product over K 
of n copies of a K-module X, and let f : Xfl + Y be a homomorphism of 
RJBOLVENTS, DISCRIMINANTS, AND TRACE INVARIANTS 177 
u-modules. Then the function F :.X-+ Y, given by 
F(x) =f(x@x--8~) 
is a form of X in Y of degree n. 
A @‘)-module U will, after a choice of u-basis, give rise to a matrix repre- 
sentation h + T(X) of the group ring. The determinants 
det T(h) = det, (X) 
are independent of the choice of basis. As det, = (detvl) (det,,), whenever 
the sequence 
Q+ u,+ u-+ u,+o 
is exact, 
det, = det, (x = XJ 
will solely depend on the character. NIoreover, it follows that 
deh,++) = (det,) WtJ (x, # E WJ) 
As det, = det,l , it does not matter whether we consider right or left K(r)- 
modules. From (1.5) it follows moreover that 
det, (A) = det, (A). (1.10) 
det, is a form of K(T) in K, whose degree is the degree nx of x. It is multi- 
plicative, i.e., 
det, (Xp) = det, (A) det, (cl). 
Nbw consider the restriction of det, to r. This gives rise to a homomor- 
phism det, : r-+ K*. By (1.9) we can extend the map x--t det, to a homo- 
morphism G(P) + a(r) of groups. For (b E @((r) we have then 
det, = 4. 
warning: We are now using the symbol det, with two formally distinct connotations.] 
2. THE MODULE (A I x) 
Let from now on A be a semi-simple, commutative Galois algebra over K, 
with Galois group r. More precisely, we are given a finite dimensional, 
semi-simple, commutative K-algebra A with identity together with a group l’ 
of algebra automorphisms of A, so that on viewing A as a right K(r)-module 
we have an isomorphism 
K(r)= A (2;l) 
of right @J-modules. 
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A will thus contain regular elements a, i.e., elements with 
aft(P) = A. 
The set of these elements will be denoted by I(A). 
Now let V be a nonzero left K(r)-module. We tensor the homomorphism 
p y , defined in Section 1, with A to obtain a map 
A O,(r) v 0, v’ - A @AI-) K(r). 
On composition with the natural isomorphism 
A @,cj-, K(r) E A, 
we get a homomorphism 
“v : (A CL(r) V 0, v’ + A 
of right K(r)-modules. Explicitly 
7ry(a @ 0 @ 24) = a(v - 24). (2.2) 
Choose a K-basis {x~} of A @K(r) T/ and a K-basis gut} of v’. By (2.1) they 
have the same number of elements. Therefore we can form the determinant 
in A. The K-module 
det ny(xi @ uj) 
(A 1 v) = K det rV(xi @ uj) (2.3) 
is then independent of the choice of basis. It may be noted that (A 1 V) can 
equally well be defined via the evaluation map 
Hom,(,, (V’, A) 0, V’ + A. 
Using this approach one obtains precisely the “number systems” of Speiser’s 
(cf. [3]) in the form {f(Q), where {r+} is a K-basis of V’ and where 
f E How,) (v’, A). 
To describe the properties of (A 1 V) recall the definition of the elements 
w+ of K(r) [cf. (1.8)]. By (2.1) we obtain for each 4 E Qr(F) a submodule 
Au, of A of K-rank 1, consisting of the elements a with 
a7 = a+(r) for all y E r. 
If e is the unit augmentation, i.e., the identity of @((r) then 
Aw 6 = K, (2.4) 
K being viewed as embedded in A. Define, for K-submodules B and C of A, 
the product BC as the K-module generated by the products bc (b E B, c E C). 
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Then 
0%) (A%) = A% - (2.5) 
The modules we have defined are closely related to the rudicuZs of A/K. 
For the purpose of the present paper it is convenient to define a radical of 
A/K to be a nonzero element of o of A, such that a’% K*, where n is a natural 
number, depending on a, not a multiple of the characteristic, and where 
moreover K contains the primitive nth roots of unity. The radicals are inver- 
tible elements of A and form a group R(A/ K Un ) d er mdtipkatiOn, COntahhg 
K*. For each radical a there is a unique element 4. = 4 of O(r) so that 
a E Au+. Conversely for each + the nonzero elements of Au, are radicals. 
By (2.4), (2.5) the map a -& will thus give rise to an exact sequence 
THEOREM 2.1. (A 1 V) = (A 1 x) solely depends on the chumcter x = xv , 
and, moreover, 
(A I x) = Aw, 9 
where 
4 = det,. 
The generators det rV(xi @ z+) are thus radicals of A/K. By (2.5), the theo- 
rem yields the equation 
(AIx+~)=(Alx)(AIt4 (x,#EW)). (2.6) 
The proof is based on several lemmas. Consider first an exact sequence 
o+v,4~v,+o (2.7) 
of left K(r)-modules. We shall view V, as a submodule of V. The dual 
sequence 
o+ Vs’+ VA V,‘-+O 
is then also exact, and Va’ may be viewed as the submodule of v’ whose 
elements annihilate v, . Choose K-bases as follows 
{vi1 ( < i < 4 of VI , {vi} (1 < i < r + s) of V, 
{ui} (I + 1 < i < r + s) of V,l, (Ui} (1 < i < r + s) of V’. 
Then{jk}(r+l<i<r+ ) s is a K-basis of V, , and for the same range 
ofj 
(f4 * U* = Vj ' Uj s 
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Similarly, for 1 < i < Y, {gui} is a K-basis of V,’ and for the same range ofj 
wj - ui = wj - (guJ. 
Finally for 1 <i<r, Y+ 1 <j<Y+s 
Vi ’ Uj = 0. 
From these equations we now get 
LEMMA 2.2. Let a E A. Define 
Then 
6 = b,b, . 
Now choose in the Lemma the element a to be regular. Then 
bK = (A 1 v), hK = (A t VI), b = (A I v,>. 
It follows that for an exact sequence (2.7) we have 
(A I V = (A I v,> (A I VA. 
Hence, in the first place, 
(A I VI = (A I x> 
solely depends on x = xv. Moreover, we have also established the equation 
(2.6), which will presently be used. 
LEMMA 2.3. The generators of (A 1 ,y) are inwertible eZements of A. 
Proof. By (2.6) it will suffice to show this for irreducible characters. 
But for every such character x, also p - x lies in S(r), where p = xKtn . 
Again by (2.6) it therefore stices to establish 2.3 for x = p, In fact it is 
enough to find one invertible generator of (A I 11). 
Choose some K-basis {a,} of A. Then {ai @ l} is a K-basis of A 0, K(P). 
Identifying K(r)’ = K(r), choose the group elements y as K-basis. We obtain 
as generator of (A ( p) the determinant 
det r(af @ 1 @ r) = det a,y, 
RRSOLVENTS,DISCRIMINANTS, AND TRACE INVARIANTS 181 
whose square is the discriminant of the basis {ai}. As A is separable, it follows 
that det a,y is invertible. 
Now we complete the proof of the theorem. Let x = xv, 4 = det, . 
Choose K-bases {wi} of I’, {u(} of V’ and an element a E I(A). Form the matrix 
F = (U(Vi * ~j)) 
with column index i. Then det F generates (A 1 x). By 2.3, it is invertible. 
It remains only to show that 
(det F) Y = 4(y) (deW, for all y E r. V-8) 
The row vectors 
f(u) = (4Wl - 44% * 4, -*) 
form a K-module U, a homomorphic image of V’ under the map f. As det F 
is invertible, the rows f (uJ of F form a K-basis of U, and f is an isomorphism. 
As a(~~ - uy) = (U(Wi * u)) y, U has the structure of a right K(r)-module with 
componentwise action of r, and f is an isomorphism of right K(p)-modules. 
For the matrix representation X -+ T(h) given by the K-basis {f(q)} of U, 
we therefore have 
det T(Y) = 4(Y)- 
On the other hand, letting y act element-wise on F we also have 
FY = T(y)F, 
(2.9) 
and so, going over to determinants 
det (Fy) = det T(y) . detF. (2.10) 
Now we use the fact that y is a ring automorphism, to get the equation 
det (Fy) = (detF) y. 
This, in conjunction with (2.9), (2.10) yields (2.8) and so the theorem. 
3. ELEMENT RRSOLVRNTS 
Let V be a left K(P)-module. A pair of K-bases (wi} of V and {ui} of V’ are 
compl~ta?y if 
(Us , We) = aij (Kronecker symbol). 
Each K-basis of V is paired to a unique K-basis of I” in this sense. 
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Given a pair of complementary bases of V and V’ and an element a of A 
one easily verifies that the determinant 
(a / V) = det a(~, * z+) (3.1) 
in A will remain unchanged on transition to another pair of complementary 
basis. 
For the next theorem it will be convenient to have the notion of an ideal 
in an additive, commutative semi-group S. This is a (possibly empty) 
subset S, , such that S + S,, C S, . S, is a prime ideal if x + # E S, , 
x $ S,, implies I# E S, . The prime ideals of S(r) are the ideals (including 
the empty one) generated by some set of irreducible characters. 
THEOREM 3.1. (u I V) = (a 1 x) soleZy depends on the character x = xv. 
For x, # E W-7 
(a I x + 94 = (a I X) (a i $1. 
Thus x -+ (a 1 x) is a homomorphism of S(r) into the multiplicative semi- 
group of A. Its kernel N(u) (the inverse image of 0) is a prime ideal of S(r). 
Either (a 1 x) = 0, 01 (a 1 x) is a radical, with 
halx) = det, - 
The latter is the case if and only if, for some (all) V with xv = x, A @K(r) V 
is generated by the elements u @ v. 
(a 1 x) is called the element resolvent. 
Proof. That (u [ V) solely depends on x = xv and that x -+ (a 1 x) is a 
homomorphism of semi-groups follows from 2.2. That (u 1 x) E Aw, with 
4 = det, follows from 2.1. The image of the map x + (u 1 x) is contained in 
the semi-group consisting of the radicals, which are invertible elements, 
and the zero of A. Hence N(u) is a prime ideal. 
Now let {vi}, {ui} be complementary bases of V and of V’. If the a @v 
span A @,J~) V, then (a ) V) generates (A / V) and so by 2.1 is invertible. 
If on the other hand the a @ v do not span A @(r) V then the a @ vi 
are linearly dependent, and so (u ( V) = 0. This completes the proof. 
Observing that p = xKtr.) lies in all non empty prime ideals of S(r) we get 
COROLLARY 3.2. The following conditions are equivalent: 
(i) N(u) is empty. 
(ii) (a I P) # 0. 
(iii) a E I(A). 
Let G,,(r) be the kernel of the homomorphism det : G(r) -+ q(r). 
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PROPOSITION 3.3. Let a E I(A). Then the resolwents (a [ x) define a homo- 
morphism 
fa : WY - WI4 
of groups, inducing a homomorphism 
c, : G,(r) + K*. 
The image cAlx of c, under the connecting homomorphism 
Horn, (G,,(P), K*) -+ Ext, (C@(r), K*) 
will no longer depend on a. 
Proof. The fact that the resolvents (a 1 x) define the homomorphism fa 
follows from 3.1, 3.2. Also by 3.1 the diagram 
commutes. As K* = Ker [R(A/K) + q(r)], we obtain the induced homo- 
morphism c, . The final assertion is a consequence of the relation 
Im (faf?) C K*, 
for a, ZJ EI(A). 
We now turn to the properties of the resolvent as a function of a. We shall 
use the following notations. nx is the degree of the character X, i.e., the K-rank 
of V when x = xv. M, is the set of elements a E A with (a 1 x) = 0. L, is the 
set of elements h E K(r) with det,.(h) = 0, and AL, the set of products 
ah,aEAandhEL,. 
THEOREM 3.4. (a 1 x) is a form of A in A of degree n, , and 
@ I xl = (a I x) detx (4. 
Also 
4 =AL,. 
Proof. The first assertion follows from the definition. 
Let ,vV = x. Choose complementary bases {w,}, {ui} of V and of v’. If 
X E K(T) then 






det cki = det, (A). 
(ah I xl = (a I x) det, (4. 
This equation implies that Mx 1 AL,. But if a EM, , we can write 
a = ZJ~ with b E I(A), h E K(F). It now follows by 3.2 that h E Lx , i.e., a E AL, . 
COROLLARY 3.5. 
(UY I xl = (a I xl Y- 
Proof. By 3.1, 3.4. 
COROLLARY 3.6. For+ ~@((r),the map 
a-+(a id> 
is a homomorphism of K(r)-modules. 
In fact n6 = 1. Now apply 3.4 and 3.5. 
EXAMPLES. I. Let +E@((r). Then +=xV with V=K(~)W~. w4 
generates the K-module V and the inclusion map & : V + K(T) generates its 
dual V’. Also (C , w& = k’(w,& = 1. Thus 
If A/K is a Kummer extension this is the classical Lagrange resolvent. 
II. p = xKtr) . We choose the group elements yi in some fixed order as 
K-basis of K(r) and the multiplications h --t $;’ as K-basis of K(F)‘. These 
bases are complementary. Hence 
(U 1 p) = det ayiyy’. 
This is the “group determinant” associated with a regular element a, which 
occurs in Speiser’s paper (cf. [3]). If r is cyclic (a 1 p) is a “circulant.” For 
further properties of (a 1 p) and its underlying matrix, in the case when r 
is Abelian and K is the rational field, see [2] and [4]. 
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4. ELEMENT DISCRIMINANTS 
Let t = t& be the trace A + K. We write A for the opposite module of 
A [cf. (1.5)]. If V is a left K(r)-module then the equations 
define a homomorphism 
This is the composition of a map from the left hand module into A &., A, 
induced by the “product” pV , and of the map A &., A+ K, given by 
a@6-+t(ub). 
Choose complementary K-bases {wi} of I’ and {ui} of I”. For a E A we 
can then form the determinant 
D,(a) = det t([a(w* * ur)] a) (4.2) 
in K, which remains unchanged on transition to another pair of complemen- 
tary bases. Its main properties are stated in the next theorem. (For the defini- 
tion of R see Section 1, cf. (1.7).) 
THEOREM 4.1. Dv(a) = D,(U) sobZy depends on x = xv, und 
W) = (a I xl (a I 2). 
Hence 
and D,(u) is a form of A in K of degree 272, with 
D,.(d) = D,(u) det, (xx). 
In pmticulur D,(q) = D,(u). 
The D,(u) are the element discriminants 
Once the product formula 
DvW = (a I V (a I r’) (4.3) 
has been established, the remainder of the theorem is an easy consequence 
of 3.1 and 3.4. For the expression for D,(d) one recalls (1.10). (4.3) itself 
follows from the next Lemma. 
186 FRiiHLICH 
LEMMA 4.2. Let {vi}, {ui} be complementary K-bases of V and of V’. Then 
(zii}, {Vi) are complementary K-bases of r’ and of r = (,‘)I. 
Alsoforalla,bEA,v~V,uEV’ 
2 [a(v * uJ] [b(zi * fii)] = t([a(v * u)] b). 
E 
Proof. The first assertion follows by (1.6). 
Next observe that for all v E V, u E V’ 
as can be verified by letting v, and u run through the given bases. But if 
6 E r then also {&I,} and (r@} are a pair of complementary bases, and so 
z 2 (au) (24, Sv,) (u&‘, u-lo) = 2 (ao) (u, c+v). 
OEl- i OEI- 
Hence, by (1.3), 
2 x (au) (u, 6vi> <z@, ~-~a) = a(v . u). 
O& i 
(4.4) 
Now we obtain, with y, 6, u running through r 
x W .dl P(c * cdl 
= iT6 [(ar) 0~~~ .;I W) (6, ~-‘~>I (by (1.3)) 
= 2 kv) (UiY-l, u>l [W <us &>I @Y (1% (1-W 
i.Y.8 
= g& [(au) (u&l, u-k) (u, SW,) b] S 
. . 
= z (W * ~11 b) 6 
.3 
(writing y = US) 
(by (4.4)) 
= t([a(o - u)] b) (see e.g., [I] (1.3)). 
The bilinear form defined by the trace is nonsingular. Hence for each 
element a of I(A) there will exist a unique element a* of A, such that 
t(b) a*) = i’ I 
if y=L 
9 
if 1 #yEr. (4.5) 
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THBORRM 4.3. If a EI(A) then 
(a I x) (a* I n) = 1. 
Proof. Let x = xv. Then with the usual notation for complementary 
bases we have from 4.2. 
But by (1.3) 
(a 1 x) (a* 12) = det t([u(ai . ui)] a*). 
and therefore, by (4.5) 
t([U(Wi ’ Zdj)] U*) = 6ij e 
From 4.1, 4.3 we now have 
COROLLARY 4.4. For UEI(A), 
qb4 = (a I x) (a* I xl-‘a 
In the sequel it will be convenient to view an involutory automorphism 
g + d of a group G as giving G the structure of a group with a fixed group C 
of order 2 as operator group. The generator of Z is taken to induce the auto- 
morphism g -+ i. 
K* and G(r) are Z-modules via the automorphisms a --f u-l, and x + R. 
Horn (G(r), K*) b ecomes then a Z-module by conjugation. The one dimen- 
sional cocycles are those maps f with f(z) = f (x). By 4.1 we have 
D,(u) = D,-(u). Th us every element a E I(A) defines a one dimensional 
cocycle of Z in Horn (G(r), K*). Let d(u) be its cohomology class. 
PROPOSITION 4.5. d(u) = dAIK is independent of a 
Proof. If a, b EI(A) then the map 
g : x + (a I xl (b I x1-I 
is an element of Horn (G(r), K*) whose coboundary is 
4(4 qw = g(x) g(a)* 
The discriminants det t(u,uJ of K-bases {a,} of A belong to a fixed class 
D(A/K) of K*/K*2 = H1(z 
. . 
K*). This classrcal invariant can be derived from 
d A,r. We define the triviil structure of a Z-module on the additive group 
of integers. Horn, (2, K*), with the structure of a Z-module by conjugation, 
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is then isomorphic with K*. On the other hand the map n + np (p = xKcr,) 
defines a homomorphism Z+ G(r) of Z-modules, giving rise to a homo- 
morphism 
Horn (G(r), K*) -+ K*. 
Going over to cohomology we obtain a homomorphism 
f : ffl(& Horn (G(r), K*) --+ g . 
COROLLARY 4.6. f maps dAiK onto D(A/K). 
In fact let a E I(4). Then both the image of dAIK under f, as well as D(A/K) 
is the class of D,(a) in K*/K*“. 
We shall obtain in the next section a considerable refinement of the inva- 
riant dA ,K . 
5. THE TRACE INVARIANT 
The trace t : A -+ K defines a nondegenerate pairing A &., A+ K, and 
so an isomorphism A= A’ = Horn, (A, K) of left K(r)-modules. We thus 
obtain via the map 
pA’ : A’ 0, A --+ K(r), 
a homomorphism 
f =f~/K:&W--W 
of two sided K(r)-mod&s. Explicitly the value f (d @ b) is characterised 
by the equations 
4f@@ 4 PL) = W44) (5.1) 
for all p E K(r). (For the definition of 8 see (1 .l).) In terms off we define a 
mapg : A + K(r) of sets by 
g(4 =f@ 0 4. (5.2) 
To describe the properties off and g we consider the group I(r) of inver- 
tible elements of K(r). on I(r) we define the structure of a C-group by means 
of the automorphism 
h + x-1. 
We shall now use the language of non-Abel&r group cohomology. The one- 
dimensional cocycles are the elements 
x =A. 
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The cohomology class cl (A) is then the set of elements 
Fb (all P E IF)). 
Corresponding to each cocycle h one obtains a “twisted” zero dimensional 
cohomology group HAo(Z, I(r)), namely the group of elements p with 
pAp=h. 
For two cohomologous cocycles these groups are conjugate in I(r). 
THHXEM 5.1. (i) f is an epimorphism. f (ci @ 6) E I(r) if and only # 
a, b E I(A). Thus g(a) E I(P) if and only if a E I(A), and in Ozis case 
ag(a)-l = a*. 
(ii) f(& @ a) =f(n), g(a) =g(a). 
The ekments g(a) (a E I(A)) form a single chzss TA,r in H1(Z, I(r)). 
For a, b E I(A) one has g(a) = g(b) preczsely when b = up with 
P E q&9 V)). 
TAIK will be called the trace inwariant. 
Proof. We first establish the first equation in (ii), using (5.1). We have 
for all X E K(T) 
t(f(n@b)X) =@f@@b)) =t(f(z@b)) 
= t((aA) 6) = t(b(d)) = Qf (6 @.a) A), 
whence 
f(d@b) =f(&@a).- 
Suppose now that f (n 0 b) E I(r). If then h # 0, 3~ with 
i.e., 
Qf (c 0 b) 44 = 1, 
t((ai;) (bA)) = 1. 
Thus bA # 0, whenever h # 0, i.e., b EI(A). By the formula already esta- 
blished also a E 1(A). 
Next suppose that 9, b EI(A). Then for each h # 0, 3~ so that 
$(a,3 (W = 1, 
i.e., 
Thus f (a @ b) E I(r). 
l(f (6 @ b) A,u) = 1. 
481/4/2-2 
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By the definition of a* (for a E 1(,4)) we know that t(cz(u*X)) = l(X) for 
all h. Hence f(d @ a*) = 1; i.e., f is an epimorphism. Moreover we also 
have, for all X, 
and so 
4f(ti 0 q&w4 = &(4 &-’ 4 = 4% 
t(u(ug(u)-l A)) = t(u(a*A)). 
Therefore a* = ug(u)-‘. 
Let a EI(A). Every element b of A is of form up, and b will be regular 
precisely when p EI(~). But then we already know that 
The remaining assertions in (ii) are now immediate. 
Recalling (1.9) we note that each element h of I(F) defines a homomorphism 
det (A) : G(r) + K*, 
sending x into det, (A). As detx is multiplicative in h and by (1. IO), we obtain 
a homomorphism of Z-groups 
and so a map 
h : I(P) + Horn, (G(F), K*), (5.3) 
h* : Hl(Z, I(F)) --f Hl(Z, Horn (G(T), K*)). (5.4) 
THEORJJM 5.2. For all a, 
COROLLARY 5.3. dAla ’ 
. . 
is the muge of the truce tnvmrunt TAjK under h*. 
To establish the theorem, let x = xv. In the usual notation for comple- 
mentary bases we then have 
wvi - u5)14 = fI<Vi * u5) g(4) = &(4 (Vi * fJ5N 
= 4d”) tvi ’ u5)) = 4k(“) vt) ’ uj) = (% P g(U) Vf>. 
Hence 
D,(a) = det (1~~ , g(u) vi) = det, (g(u)). 
It is of some interest to factorise the map h* (cf. (5.4)). For this purpose 
we consider the image of h (cf. (5.3)), which we shall denote by ](I’). 
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We then write 
h,* : W(Z, I(T)) + Hl(.c, l(T)) 
h,* : I+(& J(r)) + Hl(Z, Horn (G(r), K*)) 
for the factors of h*. 
(5.5) 
To give a direct description of J(r), let E, be the subgroup of K* of ele- 
ments of form det, (X). Here one may, without making Ex smaller, restrict X 
to lie in 1((r). For irreducible x the group E, is that of norms in K* from a 
cyclotomic extension, and Enx = E,“. If $ = & , where the xi are multiples 
of distinct irreducible characters, then E$ = nExti (product of subgroups 
of K*). One now sees easily that J(r) is the group of homomorphisms 
f : WI -+ K* for which always f (x) E E, . In fact it will of course suffice to 
demand this for irreducible x. 
By 5.2, every element a of I(A) defines an element D(a) of J(r) which 
sends x onto D,(a). We already know that D(a) is a one dimensional cocycle. 
From 5.2 we get moreover: 
COROLLARY 5.4. The class d,,, of D(a) is the image under h,* of TAIK, 
and so in particular is independent of a. Its image under h,* is dAIK . 
Without homological language one can describe d:,, as the function, 
which associates with every irreducible character x, satisfying x = x, the 
class in Ex/Exz of discriminants D,(a). 
6. FUNCTORIAL PROPBRTIE~ 
We shall now derive the functorial properties of the mapfAIK (cf. (5.1)), 
the trace invariant TAIK and the resolvents (u 1 x)~,~ on change of Galois 
algebra. The behavior of the element discriminants and the invariants 
dAIK and dJ, can easily be deduced then. We shall have now to indicate 
the underlying field or the Galois algebra explicitly; our notation will be 
found to be self explanatory. 
As was shown in [I] a general homomorphism of Galois algebras is, to 
within isomorphism, the product of three special types of homomorphisms, 
namely those connected with (a) change of base fields, (b) transition to 
components, (c) embedding of subalgebras. We shall consider each of these 
types in turn. The trivial invariance properties under isomorphism will not 
be explicitly stated. On the other hand, we shall in addition treat separately 
a further special case of particular interest, that of restriction (cf. [2]). 
Throughout A is a Galois algebra over K with Galois group r. 
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(a) Change of bae$eld. We are given a monomorphism 6 : K -+ A of fields. 
Tensoring over K, we obtain a Galois algebra d, = -4 0, fl over fl whose 
Galois group is still r, and a homomorphism d = A 0, K -+ A, , which will 
again be denoted by 0. Moreover 0 gives rise to a homomorphism K(F) + A(r) 
of group rings, and so also to a homomorphism l,(r) ---f I,(P) of their groups 
of invertible elements, which is compatible with the operations of 2. There 
results a map 
fw, L(O) - w4 ~A(W 
We then write ( Z’)A for the image of T under this map. Finally V 0, A 
is an.exact functor of K(r)-modules in the category of A(r)-modules, giving 
rise to a homomorphism S,(r) -+ S,(r). For the image of x we then write 
xn.:With these notations we have 
PROPOSITION 6.1. (i) The diagram 
(Q T+/,i = (T,& 
(iii) For a E A, x E S,(r) 
@ I X/AA/A = [(a IXL/xl 8. 
The proof is trivial. 
Cb) Components. We shall state the result only for transition to primitive 
components. 
A is the direct sum of isomorphic, separable, normal extension fields of K, 
which are permuted by r. Let 
A, = he 
be one of these, e being its idempotent. The Galois group of AJK is the 
subgroup A of P, whose elements map A, into itself, i.e., leave e fixed. 
oh the one hand, we may, via the inclusion map K(d) + K(r), view K(r)- 
modules as K(d)-modules and thus obtain a homomorphism S(r) -+ S(d), 
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denoting by x4 the image of x E S(r). On the other hand we get an inclusion 
map I(d) 3 I(r), giving rise to a map 
Hl(Z, l(A)) --t Hl(Z: I(r)). 
For the image of T we then write (T), . 
PROPOSITION 6.2. (i) The diagram 
4 @,A, - 44 
I I 
&%A - K(r) 
commutes. 
(ii) TAlx = (TA,& - 
(iii) For a E A, , x E S(F) 
[(a I xL& = (a I xA,k. 
Proof. Let a, b E A,. View K(d) as contained in I. td is then given by 
the restriction of er. Thus we have for all y E A 
(6.1) 
foryEA. 
Next consider an element y of r, y 4 A. Then 
and therefore 
fl(fi,/.@ 0 b) Y) = 0. 
But now b lies in the simple ideal A(ey) # Ae = A, of A, and so a&) = 0. 
Hence, by (5.1), also 
~r(f&~ 0 b) Y) = t&a(W) = 0 
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Thus (6.1) holds for all y E r. Therefore 
i.e. the diagram in (i) commutes. 
As we have an isomorphism 
of right K(r)-modules (cf. [Z]), I(A,) will be contained in I(A). Thus (ii) 
follows from (i). 
For the proof of (iii) we consider the homomorphism 
of K-modules, with 
ifAr : K(r) + K(d) 
If v is a left K(r)-module we take v’ as the K-dual of v by definition. v’ may 
then be identified with Hom,u.., (V, K(r)), on the one hand, and with 
Hom~u, (VP ‘@h on the other. We have, as before, a “product” 
v @< v’ + K(r), 
denoting now the image of v @ u by 
Viewing V as a K(d)-module we get a further product 
v 0, v 4 K(d), 
and we write 
v* * 11 
for the image of v @ u under this map. From (1.3) we now deduce that 
VA - 24 = e,pJ, * u). (6.3) 
Let a G Ae. Then 
By linear&y it follows that, for all ;\ E K(r), 
(d) e = dAr(A). (6.4) 
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NOW let {Vi}, {pi} b e complementary K-bases of Y and of V’ (x = xv). Then 
[(a I xhl e = (det ah, * ud e 
= det (a(+~ . uj) e) 
= det (c~!‘,~(w,r * u,)) (by (6.4)) 
= det a(ogA . ur) (by (6.3)) 
The proposition has now been established. 
The Galois algebra A is said to split if it is a direct sum of copies of the 
base field K. 
COROLLARY 6.3. If A splits then TAlx = cl (1). 
By 6.2 it suffices to show that TX,, = cl (1). But T,,, is generated by 
g( 1) = 1; i.e., it is in fact the trivial class. 
COROLLARY 6.4. If A is a jkld then 
(T,d, = cl (1). 
Proof. By 6.1 and 6.3, observing that A, splits. 
(c) Subalgebras. If A is a normal subgroup of r, then the fixed elements 
of A in A form a Galois algebra B over K, with Galois group 9 = I’/A. We 
denote by 1+4 : K(r) + K(Q) the epimorphism of algebras, induced by the 
quotient map r + 8, and write 
Then, for all x E K(r), 
U= 3” 
?P(#(A)) = Qb). V-5) 
1,4 gives rise to a homomorphism I(F) -I@) of Z-groups, The image of T 
under the induced map 
will be denoted by (T)Q . 
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Viewing &+-nodules as K(r)-modules one obtains a homomorphism 
S(Q) - S(r), which sends x into xr. On the other hand u is a central element 
of K(r), left fixed by d. Therefore, if W is say a right K(r)-module, then bvu 
has the structure of a K(Q)-module. Explicitly 
(wu) f/(A) = wd. 
The map W+ Wu is then an epimorphism of K(r)-modules. 
PROPOSITION 6.5. (i) The diagram 
as required. 
For (ii) we now only have to note that u maps I(A) into I(B). 
E‘or (iii) consider a left K(a)-module V, with x = xv. Define v’ again 
in the first place as the K-dual of v. We have then two products 
and denote the respective images by 
v, * 11 and vr * u. 
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These are connected by the homomorphism 
tro : K(G) + K(r) 
of K(r)-modules, with 
In fact 
For a E A we now get 
a(o,- 24) = Uty(W,~ u) = (au) (wu- u). 
From these equations one now derives the resolvent formula. 
(d) Restriction. Let now A be a field and B the fixed field of a sub- 
group A of r. Note that the trace tBIK gives rise to a homomorphism of 
K(d)-modules 
tB,. : B(d) = K(d) 0, B + K(d) 0, K = K(d), 
and recall the definition of the map lAr (cf. (6.2)). 








AOBA - B(A) 
(ii) (GB)r = (~A/JB -
Proof. For (i) note that the diagrams 
B(A) tB’K + K(A) 
and 
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commute. Therefore for Q, b E A and all 8 E A 
4EfA,K = hkfA,B 
as required. 
For (ii) note that any primitive component A of A, is isomorphic over B 
to the field A. Identifying the Galois groups we have 
T AIB = TAIB - 
By 6.2, however, 
while by 6.1, 
tTR/B)l- = TABiB > 
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