The calibration of parameters in complex systems usually requires a large computational effort.
INTRODUCTION
Calibration is related to the optimization process of finding the minimum of a functional usually defined as a relation between the objective quantity and that simulated. There are many fields where calibration is required. This process is more necessary when using black-box models or simplified deterministic models. In some ways, the model may acquire a predictive character when calibrated. The calibration can be understood as an optimization process, where the error between the model estimate and the data set is minimized.
In addition, there are many phenomena that can be modeled using partial differential equations (PDEs) that represent conservation laws. The application of mathematical models to describe physical processes is helpful when performing simulations of possible scenarios using computational facilities (Burguete et al. ) . Despite the quality of these mathematical models for predictive purposes, some parameters underlie the simplifications in the model. Consequently, calibration is usually required to adjust the model to the physical reality (Lacasta et al. b) . There are three broad optimizer families: gradient-based methods, derivative-free search algorithms, and evolutionary methods (Chaparro et al. ) . This work deals with the first and second families. While the latter do not require gradient information to perform the calibration, the former must have information about the variation of the objective function with respect to the controlled variable. The advantage of these methods appears when the performance function is sufficiently smooth, and the first derivative, with respect to the controllable parameter, drives the optimization method to the optimal value. On the contrary, and when local minima exist, these methods can be inefficient and may also provide non-optimal solutions. These situations can be avoided using other global optimization methods not based on gradient information, such as stochastic methods. While they can probably more easily detect the optimal interval in the global solution space, they are expensive in terms of evaluations.
In this case, the use of Lagrange multipliers within variational principles leads to the definition of adjoint variables and the corresponding differential equations governing them. Their solutions can help to obtain the sensitivity of a pre-defined objective function. This family of methods has largely been developed over the last 30 years (Giles & Pierce ). However, and due to increasing computational capacity, adjoint methods have been applied in different forms in many fields: from airfoil shape optimal design (Castro et al. ; Bueno-Orovio et al. ) to estimating Greeks in the financial derivatives industry (Giles & Glasserman ) . In the context of free surface flow hydraulics, the use of the adjoint method to obtain the adjoint system of equations intended for control was described but also the quality in terms of conservation and well-balancing of the numerical solution is desirable when dealing with these equations (Noelle et al. ) . The use of a first order upwind (FOU) scheme, such as that of Murillo & García-Navarro () , has been demonstrated to be a good option because of the acceptable trade-off between numerical quality and computational requirements. In the context of SWE, the use of first-order schemes is common, since in the majority of the flows concerning realistic applications, the source terms dominate over the convective terms, second-order diffusive terms are not included in the formulation and the difference between the numerical results from first-and second-order models becomes negligible (Petaccia & Savi ; Murillo et al. ) . In this work, forward solver and adjoint solver are both based on a well-balanced and exhaustively tested FOU finite volume scheme.
The objective of this work is to compare two widely used approaches for the calibration of a computational model based on the SWE. On the one hand, a gradient descent (GD) method is used as an example of gradient-based optimization. On the other hand, the use of MC following the method of Burguete & Latorre () is included as an example of brute-force calibration methodology. In this work, the calibration is aimed at the estimation of a discharge coefficient in order to model the outflow from a lateral hydraulic structure. In order to evaluate the performance of each technique, three cases different in nature are proposed.
They are related to the calibration of (1) an approximately reachable situation (the error in the optimal solution is not equal to zero), (2) an affordable target level at some point, and (3) an affordable target level located in a position separated by an internal boundary condition (a sluice gate). The structure of the paper is as follows: below, the mathematical model and the adjoint formulation are described. The next section includes the numerical scheme used to obtain a discrete solution for both problems and then the mathematical optimization problem is formulated, emphasizing the gradient-free optimization method used in this work as well as the gradient formulation based on the adjoint information. This is followed by a section in which the gradient-based optimizer and MC method are compared in three different cases, and finally, conclusions are drawn.
MATHEMATICAL MODEL Shallow water equations
The 1D SWE or Saint-Venant equations derive from the cross-sectional-averaged Navier-Stokes equations of mass (G 1 ) and momentum (G 2 ) under the hypothesis of incompressible flow and mild bed slope. They form a 2 × 2 hyperbolic system of equations (Cunge et al. ; Chanson ; Chaudhry ) . A one-dimensional flow in a unitary fixed-width channel can be expressed as follows:
where the conserved variables (h, q) are the water depth and
and time t ∈ [0, T] and g the gravitational acceleration.
In addition, S f is related to the friction slope, represented by the empirical Gauckler-Manning's law, and S 0 is related to the bed slope:
where n is the Gauckler-Manning's roughness coefficient, and the bed slope depends on bottom depth z. Additionally, the hydraulic radius R h ¼ A=P is the ratio of the channel's cross-sectional area A to the wetted perimeter P. The lateral discharge is considered as a mass sink term that can be formulated as:
where h is the upstream water depth at the gate location and G 0 is the gate opening. Figure 1 illustrates a channel including a lateral gate as described. It is important to take into account that (3) deals with the formulation of a simplistic
Bernoulli-based formulation of the flow assuming atmospheric pressure downstream of the gate. This implies that the discharge rate depends only on the water depth upstream of the gate. K g can be used to account for some uncertainties related to losses due to different causes such as construction irregularities, and obstruction or bed changes from sediment deposition with slope changes.
This quantity is bounded by 0 < K g < ffiffiffiffiffi 2g p when realistic situations are simulated (Henderson ) . The source 
Performance function
The aim of the optimization problem is to reach an objective which can be defined as the target water depth h(x, t) obj . A functional that includes the target is defined as follows:
where ( 
Adjoint formulation
Depending on the kind of optimizer used to perform the minimization, information regarding sensitivities is required. In the gradient-based methods, the gradient is used as a sensitivity measurement that is able to conduct the optimizer to the minimum. The adjoint system can be obtained introducing a Lagrange multiplier field and assuming first-order optimality conditions (Cassel ) . Then, an augmented functional is defined based on (4) as
where P is obtained by multiplying the mass conservation equation (G 1 ) by the adjoint variable (also known as Lagrange multiplier) σ 1 (x, t) and the momentum conservation equation (G 2 ) by the adjoint variable σ 2 (x, t):
P can be integrated by parts leading to:
Assuming first order optimality condition for
These variations δJ þ on (7) can be formulated taking increments with respect to h and q. Since in this case we need to adjust the discharge coefficient K g , variations of (6) with respect to its dependent variable K g are also included leading to:
Increments are also taken in the objective function J:
Considering (7), whenever the following is satisfied:
δJ can be rewritten as:
Imposing initial conditions for δh, δq and final conditions for σ 1 , σ 2 in (11a):
as well as boundary conditions for δh, δq in (11b):
the final expression of (11) leads to the evaluation of δJ as (11c):
Equation (14) is then defined as the sensitivity of the error and will be very useful in the development of the gradient expression to be included in the optimization method.
Due to the dependence on (14) with respect to σ 1 , (10) must be solved numerically.
NUMERICAL SCHEME
There are two systems to be solved: the physical equations
(1) and the adjoint equations (10). Both have the same aspect from the mathematical point of view since they are hyperbolic systems of equations and can be treated in a similar way. The first is system (1), comprising (G 1 , G 2 ).
This system can be written in a non-conservative form as:
where
where u ¼ q/h is the velocity and c ¼ ffiffiffiffiffi ffi gh p the wave celerity.
The second is the adjoint system (10) comprising (G 1 ,G 2 ):
Equations (15) and (17) can be solved using the same numerical technique. In this case, both are solved using a finite volume formulation using an explicit Euler scheme for the time integration and a FOU scheme for the spatial integration (Burguete & García-Navarro ). For a given cell i with edges i À 1=2 and i þ 1/2, a locally linearized problem is formulated. Using an upwind Riemann solver, the updating expression for the physical equations follows the scheme:
where Δt is the integration time step and Δx the distance between the center of each computational cell.
The updating procedure (19) takes into account the sign of the contributionλ ± ¼ 0:5(λ ± jλj) from each edge, where the approximate eigenvalues can be defined asλ 1 ¼ũ Àc,λ 2 ¼ũ þc and the eigenvectors arẽ
. This compact formulation requires one to defineγ p ¼ (α Àβ=λ) p with:
and
where the source term contributionβ satisfiesβ 2 ¼ Àβ 1 . It is also worth mentioning that the linearized source terms β p are discretized using an upwind scheme.
The terms denoted δ(Á) refer to differences between the right and left states of each cell
It is important to note that this notation is valid only in the numerical scheme framework and it is different from the one used in the adjoint system deduction where δ(Á) denoted the variation operator in time-space domain.
On the other hand, the lateral discharge can be considered centered in the cell as a variation of water depth:
integrated in the time step as an update after contributions are computed (h nþ1=2 ) considering the previous water depth for the estimation of the outlet discharge q n l . The same discretization can be applied to the adjoint system (17), leading to the expression:
where several differences from (19) can be observed. First, the time integration must be performed by a forward Euler scheme, marching back in time. It is important to appreciate the superscript related to the dependence on the previous time step. On the other hand, the approximate eigenvalues
with
Additionally, contributions regarding (@ h E) are integrated in the cell i where measurement takes place. One may write:
As information from the SWE is required for the adjoint equation, first the forward-in-time SWE and then the backward-in-time adjoint system can be solved leading to the final value problem. Due to the similarities in their eigenvalues, they can be solved using the same time step size.
The explicit Euler integration requires a suitable Δt bounded by the Courant-Friedrichs-Lewy (CFL) condition to ensure the numerical stability (LeVeque ). For the numerical scheme presented, this restriction requires that in cell i the wave celerity λ p satisfies:
One of the most representative drawbacks when solving the adjoint PDEs is the requirement to store information about the physical system at all points in time. The impact in terms of memory requirements can be estimated as O(n 2 ) taking into account that, in the one-dimensional case, not only the number of cells, but also the required time steps to perform the computation are not too large.
Typically when using the 1D approach, problems that model tenths of kilometers using hundreds of cells require minutes to simulate days.
MATHEMATICAL OPTIMIZATION
Mathematical optimization can be understood as the process of searching for the optimal value that minimizes a given functional. This searching can be done using different These stochastic methods are usually described as nondeterministic and the MC method is one of the most representative. The method is illustrated in Figure 2 .
Considering an initial interval
N trials random values of K g are generated within this interval.
Then, the functional (4) is evaluated for every single trial and the best of them defines the new sub-interval
This process is iterated until the maximum number of iterations is reached or until the functional fails to reach the target value. Further details can be found in Algorithm 1. 
Algorithm 1: MC method. is not easy to balance.
Gradient-descent method
For gradient-based optimization, information about the sensitivity of the performance function with respect to the calibrated variable (K g ) is required. In other words, the error and the parameter to be controlled need to be related in some way. Using (11c), and recalling that perturbations are not introduced for (h, q), the relation between the error and the parameter K g to be controlled can be expressed as follows:
Then, ∇J can be calculated as: Result: A new value for K g closer to the solution that
if jj∇J(K return;
) then /* It has diverged /*
Algorithm 2: Gradient-descent method. The algorithm includes a little modification from the classical gradient-descent method regarding the steplength used in the optimization. When using the fixed step-length ϵ m ¼ ϵ, convergence is not guaranteed. This is because there are situations in which, when overshooting a long way using some value of the gradient, the method may diverge. A typical strategy is the use of an initial ϵ that may be increased by a constant factor (1.1 for example) or halved if the functional estimation is amplified. Nonetheless, more sophisticated step-sizes can be applied (Yuan ).
The cost of this optimizer considering the computation of the gradient using the adjoint variables is 
TEST CASES
In order to benchmark the previously introduced optimization methods, the gradient-based optimization method based on adjoint equations is compared with a MC optimization method. Due to its stochastic nature, MC results can change between one repetition and the next. Nevertheless, this effect has not been analyzed in this work. In addition, the computational cost of both methods is defined as the number of simulations required to converge to the desired state. Otherwise, the measurements may be misleading, because MC processes are intrinsically independent; thus, they may be directly parallelized. In the case of the gradient-based method, the computational optimization of the technique must be applied to the solver of both the direct and the adjoint models. Due to this, performance of each method is evaluated in terms of the number of simulations required to reach their objective functions.
The benchmark canal with length L ¼ 1,000 m is defined by a constant rectangular unitary width section with
x ∈ [ À500, 500]. The channel is defined with a constant
Gauckler-Manning's roughness coefficient of n ¼ 0:01 s=m 1=3 and a constant slope of 0.011 (see Figure 4) .
The optimizers are configured using the same tolerance tol J ¼ 10 À5 and, in the case of GD, that tolerance is also used for tol δKg and tol ∇J . The initial interval for MC covers the entire search domain for the coefficient K g that is
). Furthermore, it is configured to perform the calibration with N iter ¼ N trials ¼ 8.
The step-size range for the gradient method is ϵ ∈ (0:0001, 50:0) and the initial step-size is defined differently in each case.
Test case I
In the first test case, one lateral gate is located at x g1 ¼ 300 m and the measured or desired water depth is defined at x m ¼ 250 m (see Figure 4) . The target function h obj is also plotted in Figure 4 .
A constant inlet of q ¼ 2:2627 m 2 =s is assumed to define the initial steady state condition for the simulated case and is kept constant at all times. Regarding these conditions and using (3), it is possible to find some K g to adjust the results to the objective water depth h obj . This h obj is an invented analytic function which does not correspond to any realistic water depth measurement and is used only for demonstrating that this method is able to adjust the parameter even when the measurement does not correspond to any possible solution. The GD method is configured with ϵ 0 ¼ 1:0. Additionally, the initial guess for the method is
With this configuration, the gradient method required ten steps to complete the optimization process, reaching J ¼ 3:09335 Á 10 À1 and J ¼ 3:09335 Á 10 À1 when using the MC method (see Figures 5 and 6 ). The last iteration finds the best K g ¼ 2:46214 in the interval of K g ∈ (2:45090, 2:50456).
The functional is reduced until J ¼ 3:10645 Á 10 À1 . While the MC method does not reach the stop-criteria, the GD method converges to a critical point due to ∇J tol ∇J . 
Test case II
For the second test case, the objective water depth history is As in the previous case, the GD method shows a higher convergence rate. Not only the speed that the GD method reaches when obtaining the solution, but also the quality of the method providing the gradient estimation is highlighted. While requiring the equivalent of two simulations for each gradient step, the convergence ratio for each iteration is higher than for the MC method. Moreover, GD strictly converges to an optimal value of K g since tol δf,max is reached. In contrast, the MC method reaches its maximum number of iterations without reaching the tolerance.
In Figure 10 , the functional J is plotted against the different values of K g obtained by each method. It is possible to observe how the GD method describes the curve better and faster than the MC method.
Test case III
The third test case is a variation of the second. A forward simulation using K g ¼ 1:35 was performed previously and the temporal evolution at x m ¼ 300 m is used as the target water depth.
This configuration includes the influence of the internal boundaries on the calibration process. The result of the calibration process for both the MC method and the GD method is displayed in Figure 12 .
The result of the calibration using the stochastic methodology provides bounds on the optimal solution This case has detected one of the most relevant weaknesses of the MC method: it may not converge to the optimal solution. As in the previous case, the GD method converges to an optimal value of K g . Figure 11 | Sketch of the channel and the location of the probe (xm), the lateral gate (xg ), and the two cross gates (xxg1, xxg2). The lower panel includes objective water depth h obj at xm ¼ 300 m for Test case III and y2 axis represents gate opening (m).
The GD method has been configured using the steplength of ϵ 0 ¼ 5:0. It is notable that, if using ϵ 0 ¼ 1:0 as in Test cases I and II, the number of steps required grows to 16. On the contrary, the MC model does not converge to an optimum solution (K g ), not even using the predefined eight maximum iterations. In this case, and in one step, it is found that the optimum probably lies within the interval (1.2620925, 1.283715). In Figure 13 , this fact can be particularly appreciated. Note that this behavior is the opposite of that observed in the previous experiment and displayed in Figure 10 .
As this location has been found, it is not possible to go on from there and improve the solution, even by increasing the number of steps in the method, because each step will be a subset of the previous one. Considering the definition of the functional at iteration n þ 1 of the MC method J nþ1 as:
the following property is satisfied:
When an interval that does not contain the minimum is found, the method is not strictly convergent in the sense of J nþ1 < J n but property (32) is always satisfied as can be observed in the results of Figure 14 . Nevertheless, this could be improved by increasing the number of MC processes used in each iteration, which implies more These results highlight a new possibility, where a combination of these methods can obtain the solution more quickly. The MC method can be used to generate the initial guess for the GD method, which then can be used to descend more rapidly to the optimal solution.
CONCLUSIONS
In this work the comparison of a MC-based optimization and an adjoint method-based optimization method to calibrate discharge coefficients of lateral gates on 1D channels is presented. The techniques have been checked using three test cases.
The adjoint technique has the drawback of the non-generalized way of calculating sensitivities. However, when developing it for a particular PDE system, it offers a powerful procedure for performing optimal control. Being a gradient-based method, it requires the evaluation of the error gradient. The present work has been based on a simple semi-fixed, step-length algorithm which, in some cases, may vary the performance depending on the steplength used. Other gradient-based methods such as BFGS or L-BFGS may be used with the previous information, including an optimal step-length that may improve the convergence rate of the method.
On the contrary, MC methods are capable of obtaining good results with a simpler implementation for this type of problem. Previous information, other than the range where the optimal solution may be found, is not required. This is an advantage when calibration is related to an ill-posed problem or a complex functional, but not for such cases as those presented in this work.
The MC method provides two advantages: independence from the model to be calibrated and the intrinsic capability of working in parallel. On the other hand, the GD method shows a greater convergence rate, but it is sensitive to the initial guess used. Results suggest that a combination of these methods, the MC method for choosing the initial guess and then the GD method for descending in the correct direction, may generate an effective optimization method. The main disadvantage of the GD method based on the adjoint formulation is that it must be carefully reformulated in each different application.
Future work may include the advantage of MC in choosing an appropriate initial guess for use in the gradient-based optimizer. Moreover, the same technique may be applied to the 2D system of equations. However, limitations on the time-space dimension of the problem may be found due to the memory storage requirements of the adjoint method. Nevertheless, more sophisticated objective functions and optimization applications can be addressed in the twodimensional framework, where calibration is a very common task in practical applications. It is also feasible to develop a very similar technique for related uses, such as the calibration of the friction coefficient used in Manning's formula following the steps presented in the first part of the work and then comparing both methods for this application.
