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This paper describes an approach to measure the perlonnance of白edis位ibuted
computing environment白atconsists of workstations， persona1 computers釦 dX 
termina1s. A1l computers are connected by 1∞a1 ar，伺 networkone釦 0白er. To 
measure出etota1 perlormance， we ∞lect the log data of cpu perlormance， memory 
system perlormance， disk system perlonn組問 andnetwork perlormance. We show 
白emeasurement and ana1ysis method of these data， and discuss some approaches句

















対象とするシステムを表 1に示す.本計算機環境は，当初 2~3 台のワークステーションを中心に十数台の端末か
らワークステーションを利用するものであったが，最近のパーソナルコンピュータの低価格化や大容量化に伴ない
パソコンが増えている.これらのマシンはネットワークで相互に接続されている.ネットワーク環境を図 1に示す.
図1ではW8はUNIX互換の08によって複数のユーザが利用できる計算機， PCは利用する 08に関係なく 1人
または 2人程度の少人数のユーザに利用される計算機，というように区別している.
表 1:計算機一覧
ホスト名 機種 OS 爾考
bishop ss20 Solaris 2.5 HD 10G 
nqu凹 n ss2 SunOS 4.1.3 HD 2G 
club news3860 NeWS OS HD 1.5G 
diamond PPC603 AIX 4.1 HD 1.5G 
Xlan p5・155 Solaris 2.5 HD lG 
joker p5-90 Linux HD 0.8G 
jack p5・90 Linux HD 0.5G 
oldmaid p5-75 Linux HD O.5G 
napoleon p5-75 Linux， Win 95 HD O.5G 
domino p5・75 Win 95 HD O.5G 
自ush p5・66 WinNT HD O.5G 
fake 486-66 Windows 3.1 HD O.4G 














joker: -$ ps aux 
USER PID %CPU %MEM SIZE RSS TTY STAT START TIME COMMAND 
1 0.0 0.2 796 40 ? S Jul 11 0:17 (init) root 
root 
root 
2 0.0 0.0 0 o ? SW Jul 11 0:00 (kflushd) 
3 0.0 0.0 o o ? SW< Jul 11 0:01 (kswapd) 
(l)psコマンドの出力
joker:-$ uptime 
7:09am up 6 days， 5:23， 2 users， load average: 0.38， 0.35， 0.21 
(2)uptimeコマンドの出力
joker:-$ vmstat 1 
procs memory swap 10 system cpu 
r b w swpd free buff si so bi bo 1n cs US 5y id 
000 352 5000 o 8 5 0 3 0 1 000 2 33 140 
o 0 13 121820 1936 o 90000 0 0 0 0 0 11 49 
o 0 13 121820 1936 o 00000 0 000 0 14 19 




42 10 2 89 
34 0 1 99 
27 0 0 100 




















9 3 34.4 root 2601 kterm -T bishop.kt 
o 2.5 iiduka 9019 -tcsh 
34 17.4 59.6331 fujimoto 12542 xv 4.pgm 
1 0.1 11.9 root 3294 kterm -T bishop.kt 






























bishop: -$ df 
Filesystem 1024-blocks Used Available Capacity Mounted on 
/dev/dsk/cOt3dOsO 30660 12114 15486 441. / 
/dev/dsk/cOt3dOs6 454825 334878 74467 821. /usr 
/dev/dsk/cOt3dOs3 105893 26067 69246 271. /var 
/dev/dsk/cOt3dOs5 199623 164499 15164 921. /opt 
svap 183136 16032 167104 91. /tmp 
/dev/dsk/cOt4dOs4 985391 887997 48129 951. /export/home 
/dev/dsk/cOt4dOs5 985391 894996 41130 961. /export/home1 
/dev/dsk/cOt4dOs6 985391 916596 19530 981. /export/sh訂 e
/dev/dsk/cOt4dOs7 985391 730097 206029 781. /export/vork 
/dev/dsk/cOt5dOs4 985159 833012 102892 891. /e玄port/image
/dev/dsk/cOt5dOs5 985159 561324 374580 601. /export/lab_public 
/dev/dsk/cOt5dOs6 985159 854929 80975 911. /export/language 
/dev/dsk/cOt5dOs7 985159 246394 689510 261. /export/copora 













joker:-$ tcpdump -q 
13:59:32.510472 arp reply spade.fuis.fukui-u.ac.jp is-at 8:0:69:8:cO:ef 
13:59:32.730472 idec.fuis.fukui-u.ac.jp.4662 > pav.n1.fuis.fukui-u.ac.jp.6000: tcp 64 
13:59:32.730472 pavn1.fuis.fukui-u.ac.jp.6000 > idec.fuis.fukui-u.ac.jp.4662: tcp 0 
13:59:32.740472 pavn1.fuis.fukui-u.ac.jp.6000 > idec.fuis.fukui-u.ac.jp.4662: tcp 32 
13:59:32.780472 idec.fuis.fukuトu.ac.jp.4662> pav.n1.fuis.fukui-u.ac.jp.6000: tcp 0 
図 6:tcpdumpコマンドの実行例
362 
bishop:-$ netstat -1 leO 1 
input leO output input (Total) output 
packets errs packets errs col1s packets errs packets errs colls 
18411765 173 16131999 6 472130 18433928 173 16154162 6 
8 o 10 o o 8 o 10 O 
54 o 46 o o 54 o 46 o 
15 O 12 o o 15 o 12 o 
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noan x刷 vi gn叩刷 x11
gnup!<>t. xv 吋 fvwm句
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図 13:一日のネットワーク負荷の推移
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USER TAR τ也X τEX SRC sAK TOTAL 
OUT 
(No.) (%) (%) (%) (%) (%) (Kbytc) 
1 。。 O 1 29 1180 
2 26 。 13 4 O 23767 
3 O O 53 。 O 35743 
4 19 。 30 5 12 4327 
5 O 。 2 5 3 6378 
6 。 2 14 31 1 70232 
7 。 O 1 8 6 2806 
8 4 O O 5 1 17553 
9 O O 11 2 1 25811 
10 。 O O 8 。 3621 
11 57 。 4 2 。161416 
12 3 O 28 8 5 73167 
13 1 。 12 15 。132627 
14 8 。 3 4 o 141472 
15 93 O O 1 。 13985 
16 10 O 5 7 7 2698 
18 。。 O o O 5002 
19 43 O 24 o 1 24921 
20 30 。 11 3 2 41229 
21 46 O 1 2 。526090 
22 11 。 O 9 。 8898 
23 。 O 18 14 22 1491 
24 。。 。 2 2 10091 
25 19 O 28 9 17 186080 
26 O 。 O 14 26 1459 
27 13 。 O 8 3 31707 
28 32 。 3 5 1 67264 
29 。。 。 1 1 45475 
30 。 1 13 25 24 857 
表3:ファイルの比率
τ也Xのソース 0% 7699 Kbytc 
τEX出力 9% 165830 Kbytc I 
tarアーカイプ 27% 476196 Kbyte 
パックアップ 2% 50362 Kbyte 
プログラムソース 7% 130672 Kbyte 
バイナリ 2% 35399 Kbyte 

























































そこで対策として図 17のようにネットワークを X端末用とそれ以外用に分けることにする.こうすると X端末
用のネットワークには X端末への通信だけが流れるようになりネットワークの負担も滅り本来の性能を充分に引
き出すことが可能になる.さらにX端末の数を考えてX端末用のネットワークも適当に分ける必要があるだろう.









































#! /usr/local/bin/gawk -f 





time_組 d_comm叩 d substr($O. 55); 




1 = 1ength(b[1]); 
1 1 > 4 ? 1 + 2: 1 + 3; 
command substr(time_and_command， 1); 
/寧 printb[l]" I "command; *1 
} 
if (time != 0) { 
〉
i user"" pid " " command 
life[i] 1ife[i] < time ? time: 1ife[i]; 
cpu_tot[i] += cpu; 
mem_tot[i] += mem; 
END{ 
for (i in 1ife) 
print life[i]. cpu_tot[i]. mem_tot[i]， i; 
〉
function time_2申min(str){
split(str. a， ";"); 
h = a[l]; 
m a[2]; 
return h 寧 60+ m; 
} 
bash#首hi1e [ 1] d。
> ps aux 
> sleep 600 
> done > ps.log 





#! lusr/1oca1/bin/gavk -f 
f 
i get_time($l); 
c [i] ++; 
avel[i] += $(NF-2); 
ave2[i] +=事(NF-l);
ave3[i] += $NF; 
maxl[i] = maxl[i] > $(NF-2)? maxl[i];駅前ー2); 
} 
END{ 
for (i in c){ 






h a[1] ; 
m substr(a[2]， 1， 2); 
祖ーor_pm substr(a[2]， 3， 2); 
if (祖ーor_pm-/pm/) { 
h = (h != 12)1 h + 12: h; 
}else{ 
h = (h == 12)1 0 h; 
》
return h*100 + m / 60 * 100; 
bash霧 vhile [ 1] do 
> uptime 
> sleep 600 
> done > ps.log 










if ($NF-/.t訂 .gz糾.tgz$1 . tar$1 . tar. Z$I . taz$f) 
x[$5" tar"]+=$7; 
else if ($NF-/.dvi$1 .aux$1 .ps$1 .eps$/) 
玄[$5"TeXout"]+=$7; 
else if ($NF・/.tex$f) 
玄[$5"TeX"] +=$7; 




else if ($NF・/.c$1¥/.h$J) 
玄[$5"C"]+=$7; 
悶D{
for (u in tot){ 
T x[u" tar"]; 
370 
X x[u" TeX"]. 
Xo x[u" TeXout"]; 
B x[u" BAK"]; 
P x[u" Rrogout"]; 
C x[u" C"]; 
print u， int(100*T/tot[u]) ，int(100*X/tot[u]) ， int(100*Xo/tot[u]) ，int(100本B/tot[u])，¥ 






bash# find /home -ls 
/home以下の全てのファイル情報を得る.





# TCPDUHP output (w/z q option) 
# hh:mm:ss.sssssss host.domain.port > host.domain.port: (tcpludp) 1en 
# $l(time) $2(from) $4(to) $5 $6 
帯
# this script output 









hour a[l] • 
min a[2]; 
if (time != hour ":" min){ 
if (t ime -/: /) 
c [time]++. 




count [time" "from_h" "from_p" "to_h" "to_p" "$5] ++ j 




for (name in count){ 
} 
split(n祖 e.a. " ") j 
七ime a[l] j 
print name. count[name]/c[time]. total[n祖 e]/c[time]j 
function get_hostname(str){ 
split(str. a. "・")j 
str a[l] j 
if (str・/下awn/)
str "pa冒n"j
else if (str -/偽bishopl-nqueenl-rookl‘idecI -icpc /){ 




else if (str -/-knightl-seimokul拘 inews71-xianI-di祖 ond-spadel禽heartl-clubll-renseil角田e¥
I-fujil-syobul-tak祖 okul-flushl-fakel-dominol働 oldmaidl-napoleonl角jokerl-jackl-komoku¥
I-yanagil-momijil-sakural-bot担 I-kqueenl働npawnll-poker /) 
str "PVS"j 
else if (str -/fuis/) 
stx・ "fuis"j







return a[split(str. a. "つ]; 
} 
tcpdumpの出力を整形するスクリプトである.このスクリプトは getJlOstname関数の中でホスト名を集合に写
像しているために一般性はない.使用する際には適当に gctllOstnameを訂正する必要がある.
372 
