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GENERALIZED BUNDLE SHIFT WITH APPLICATION TO
MULTIPLICATION OPERATOR ON THE BERGMAN SPACE
RONALD G. DOUGLAS, DINESH KUMAR KESHARI, AND ANJIAN XU
Abstract. Following upon results of Putinar, Sun, Wang, Zheng and the first
author, we provide models for the restrictions of the multiplication by a finite
Balschke product on the Bergman space in the unit disc to its reducing subspaces.
The models involve a generalization of the notion of bundle shift on the Hardy
space introduced by Abrahamse and the first author to the Bergman space. We
develop generalized bundle shifts on more general domains. While the characteri-
zation of the bundle shift is rather explicit, we have not been able to obtain all the
earlier results appeared, in particular, the facts that the number of the minimal
reducing subspaces equals the number of connected components of the Riemann
surface B(z) = B(w) and the algebra of commutant of TB is commutative, are
not proved. Moreover, the role of the Riemann surface is not made clear also.
Bergman Bundle Shift, Bergman space, Finite Blaschke product, Reducing sub-
space
1. Introduction
In the study of bounded linear operators, we can ask about the reducing sub-
spaces of a general bounded operator defined on a separable Hilbert space. But, in
general, we can not say much about reducing subspace of arbitrary bounded linear
operators. If we restrict attention to some special class of operators, then we can
get more information about their reducing subspaces. One set of examples consist
of multiplication operators by finite Blachke products on the Bergman space on the
unit disc D.
Let O(D) be the set of holomorphic functions on D and L2a(D) be the Bergman
space of functions in O(D) satisfying
‖f‖2 = − 1
2pii
∫
D
|f(z)|2dz ∧ dz¯ <∞
Let T be a bounded linear operator on L2a(D), a subspace M of L
2
a(D) is called a
reducing subspace of T if T (M) ⊆M and T ∗(M) ⊆M. A reducing subspace M of
T is called minimal if for every reducing subspace M˜ of T such that M˜ ⊆M then
either M˜ = M or M˜ = 0.
An n-th order Blaschke product B is the analytic function on D given by
B(z) = eiθ
n∏
i=1
z − ai
1− a¯iz ,
where θ is a real number and ai ∈ D for 1 ≤ i ≤ n.
Let TB be the multiplication operator on L
2
a(D) by B. Zhu first studied the
reducing subspaces of TB, and showed that TB has exactly two distinct minimal
1
2 DOUGLAS, KESHARI, AND XU
reducing subspaces when the Blachke product is of order 2 (cf. [16]). Motivated
by this fact, Zhu conjectured that the number of minimal reducing subspaces of
TB equals to the order of B(cf. [16]). Guo, Sun, Zheng and Zhong showed that
in general this is not true (cf. [12]), and they found that the number of minimal
reducing subspaces of TB equals to the number of connected components of the
Riemann surface of B(z) = B(w) when the order of B is 3,4,6. Then they conjec-
tured that the number of minimal reducing subspaces of TB equals to the number
of connected components of the Riemann surface of B(z) = B(w) for any finite
Blaschke product (the refined Zhu’s conjecture, cf. [12]).
Set B(z) := eiθ
n∏
i=1
z−ai
1−a¯iz
= P (z)
Q(z)
where P (z) = eiθ
n∏
i=1
(z − ai) and Q(z) =
n∏
i=1
(1 −
a¯iz), and let (W
∗(TB))
′ denote the double commutant of TB, i.e., all T in L(L
2
a(D))
such that TTB = TBT and TT
∗
B = T
∗
BT . It is easy to see (W
∗(TB))
′ is a Von
Neumann algebra. The first author, Sun and Zheng proved following theorem in
[10].
Theorem 1. If B is a finite Blaschke product, then (W∗(TB))
′ has dimension q,
where q is the number of connected components of the Riemann surface Sf , where
f(z, w) = P (w)Q(z)− P (z)Q(w).
Zhu’s refined conjecture is then proved once one can prove (W∗(TB))
′ is commu-
tative, in the same paper, they proved affirmatively for the cases n ≤ 8. Putinar,
Wang and the first author [9] proved the following theorem for the general cases by
using the notion of local inverses of a finite Balschke product which is introduced
by Thompson [15].
Theorem 2. (W∗(TB))
′ is commutative for any finite Blaschke product.
One can show that the restrictions of TB onto its minimal reducing subspaces are
not unitary equivalent to each other. Then the following question comes naturally:
what are these operators obtained by restricting TB onto its minimal reducing
subspaces?
Firstly let us consider the special case when B(z) = zn. For 0 ≤ i < n, set
Ln,i = ∨{zl : l = i mod n}.
{Ln,i}n−1i=0 are minimal reducing subspaces of Tzn and they are pairwise orthogonal.
Set L2,ia (D \ {0}) = L2a
(
D \ {0}, | 1
z
n−i−1
n
|2 dz ∧ dz¯), 0 ≤ i < n. Define the map
Ui : L
2,i
a (D \ {0})→ Ln,i as follows;
Ui(f)(z) =
√
nzif(zn), for z ∈ D.
Then Ui is a unitary map such that Ui ◦ Tz = Tzn |Ln,i ◦ Ui. Thus restrictions of
Tzn to its minimal reducing subspaces are unitarily equivalent to the multiplication
operators Tz on weighted Bergman spaces, and there exists a distinguished minimal
reducing subspace such that the restriction operator is unitarily equivalent to the
Bergman shift. Further, one can calculate the curvatures of these restrictions, and
prove that they are not unitarily equivalent, (c.f.[8])
We are interested in describing model spaces for the minimal reducing subspaces
of Blashke product B of order n. We show they are weighted Bergman spaces
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attained from the analogue of bundle shifts building by using the Bergman space,
and such that the multiplication operators on them are unitarily equivalent to
restrictions of TB on its minimal reducing subspaces. The goal of this paper is trying
to provide generalized Bergman bundle shifts as the model spaces viz, complex
geometry and Riemann surface, etc.
To describe the progress in this direction, we need to introduce some notations.
For the flat unitary vector bundle E we denote the multiplication operator on the
space of holomorphic L2 sections of E, L2a(E), by TE . Set, S = B({β ∈ D : B′(β) =
0}). One of our main result is the following.
Theorem 3. Let B be a finite Blaschke product of order n. Let TB be the multipli-
cation operator on L2a(D) by B. Let EB be the flat unitary vector bundle over D \ S
determined by B. Let TEB be the multiplication operator on L
2
a(EB) defined by z.
Then the operator TB is unitarily equivalent to the operator TEB .
The definition of EB will be explained in the next section.
2. Generalized Bundle Shifts
For supplying the model spaces of TB on its reducing subspaces, the first thing
of this section is to define a generalized bundle shift and then classify them under
unitary equivalence. The investigation of this section extends the paper [1].
2.1. Generalized Bergman Bundle Shifts. Let Ω be an open subset of Cm. Let
K be a Hilbert space.
Definition 4. A continuous vector bundle , which is a family of Hilbert spaces over
Ω, is a topological space E together with:
(1) A continuous map q : E → Ω,
(2) A Hilbert space structure on each fibre Ez = q
−1(z), z ∈ Ω, such that the
Hilbert space topology on Ez is the same as the topology inherited from E,
(3) For each z ∈ Ω, there exists a neighborhood U of z in Ω and a homeomor-
phism φU : q
−1(U)→ U × K such that:
(a) For each (w, k) ∈ U × K, the point φU(w, k) ∈ Ew,
(b) For each w ∈ U , the map φwU : K→ Ew defined by φwU(k) = φU(w, k) is
a continuous linear isomorphism.
Definition 5. (1) A continuous vector bundle E is called a holomorphic vector
bundle if for all open sets U and V such that U ∩ V 6= ∅ then
φU ◦ φ−1V |(U∩V )×K : (U ∩ V )× K → (U ∩ V )× K
is given by the following expression
φU ◦ φ−1V (w, k) = (w, φUV (w)k),
where φUV : U∩V → GL(K) is holomorphic and GL(K) is the set of invertible
bounded linear operator on the Hilbert space K.
(2) A holomorphic vector bundle E is called a Hermitian holomorphic vector
bundle if an inner product is given on Ez which varies smoothly as a function
of z, that is, for given any two smooth local sections s, t of E, the function
z 7→ 〈s(z), t(z)〉z is a smooth function.
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For a given Hermitian holomorphic vector bundle E, let Γa(Ω) be the space of
holomorphic sections of E over Ω. The Bergman space L2a(E) is defined as
L2a(E) = {f ∈ Γa(Ω) : ‖f‖2L2a(E) :=
∫
Ω
‖f(z)‖2Ez dV (z) <∞}.
Usually, a reproducing kernel Hilbert space consists of vector-valued functions tak-
ing value in Ck, but more general notion is possible. A point evaluation evz :
L2a(E) → Ez is a continuous function for all z ∈ Ω, so L2a(E) is a reproducing
kernel Hilbert space. As a fact, the function KE : Ω × Ω → L(E∗, E) defined by
KE(z, w) = evz ◦ ev∗w, for all z, w ∈ Ω, takes value in L(E∗w, Ez), and for η ∈ E∗z
and ξ ∈ E∗w we have
〈η,KE(z, w)ξ〉Ez = 〈η, evz ◦ ev∗wξ〉Ez = 〈ev∗zη, ev∗wξ〉L2a(E)
= 〈evw ◦ ev∗zη, ξ〉Ew = 〈KE(w, z)η, ξ〉Ew
= 〈η,KE(w, z)∗ξ〉Ez ,
which implies
KE(z, w) = KE(w, z)
∗.
Moreover,
〈f,KE(·, w)ξ〉L2a(E) = 〈f, ev∗wξ〉L2a(E) = 〈evw(f), ξ〉Ew = 〈f(w), ξ〉Ew.
Hence, KE is the reproducing kernel of L
2
a(E).
There is another way to view the Bergman space over the flat vector bundle. In
particular, one can view it as a space of functions on the universal covering space.
Sometime this representation is quite useful.
Definition 6. Let E be a vector bundle. A unitary coordinate covering for E is
a coordinate covering {U, φU} such that for each open set U and z ∈ U , the fiber
map φU |Ez : Ez → {z} × K is unitary. The unitary coordinate covering {U, φU} is
said to be flat if the matrix valued functions φUV : U ∩ V → U(K) are constants,
where φU ◦φ−1V (z, v) = (z, φUV (z)v) for z ∈ U ∩V and v ∈ K. A flat unitary vector
bundle is a vector bundle equipped with a flat unitary coordinate covering.
A flat structure on a vector bundle over Ω gives rise to a representation
α : pi1(Ω)→ U(K)
of the fundamental group of Ω via parallel displacement. Conversely, suppose we
have a representation α and let Ω˜ be the universal covering space of Ω, we can
construct a flat bundle as follows: the equivalence relation (z1, v1) ∼ (z2, v2) on
Ω˜ × K is defined as if z2 = A(z1) and v2 = α(A)v1 for some A ∈ pi1(Ω). This
equivalence relation gives rise to a flat vector bundle Eα = Ω˜× K/ ∼ with natural
projection pi. The vector bundle Eα constructed above is a flat unitary vector
bundle. Discussions about flat vector bundles can be found in [1, 3, 14]. The
group U(K) acts on Hom(pi1(Ω),U(K)) via conjugation (V, α)→ V αV ∗. The set of
equivalence classes is denoted by Hom(pi1(Ω),U(K))/U(K).
Proposition 7. ([1])There is one to one correspondence between Hom(pi1(Ω),U(K))/U(K)
and the set of equivalence classes of flat unitary vector bundles over Ω.
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For a flat unitary vector bundle E, them-tuple multiplication operator (Tz1, . . . , Tzm)
on L2a(E) is denoted by TE.
Definition 8. Let X and Y be two topological spaces. A continuous map q : Y →
X is a covering map if there is a neighborhood U for each point x ∈ X such that;
(1) the set q−1(U) is a disjoint union of open sets Vi,
(2) the restriction map of q to Vi is a homeomorphism of Vi onto U .
The group of covering transformations for q is the group of homeomorphisms A
of Y such that q ◦A = q. Two covering spaces (Y1, q1) and (Y2, q2) of X are said to
be equivalent if there is a homeomorphism φ from Y1 onto Y2 such that q2 ◦ φ = q1.
Let q : Ω˜→ Ω be a universal covering map. Let Jq(z) = (( ∂qi∂zj (z)))mi,j=1 be Jacobin
of q = (q1, . . . , qm). For α ∈ Hom(pi1(Ω),U(K)), L2a(Ω˜,K, α, | det Jq|2 dV (z)) is
defined to be space of functions f in L2a(Ω˜,K, | det Jq(z)|2 dV (z)) such that∫
Ω˜
‖f(z)‖2
K
| det Jq|2 dV (z) <∞
and f(A(z)) = α(A)f(z) for all A ∈ pi1(Ω) and z ∈ Ω˜. A bounded holomor-
phic function φ defined on Ω˜ is said to be pi1(Ω)-automorphic if φ ◦ A = φ for
each A in pi1(Ω). Let H
∞(Ω˜, pi1(Ω)) denote the set of all pi1(Ω)-automorphic
bounded holomorphic functions. The space L2a(Ω˜,K, α, | det Jq|2 dV (z)) is invariant
forH∞(Ω˜, pi1(Ω)), that is, if φ ∈ H∞(Ω˜, pi1(Ω)) and f ∈ L2a(Ω˜,K, α, | det Jq|2 dV (z))
then φf ∈ L2a(Ω˜,K, α, | det Jq|2 dV (z)). In particular, it is invariant for multiplica-
tion by the components qi, 1 ≤ i ≤ m, of covering map q and we define the operator
Tα = (Tα1 , . . . , Tαm) on L
2
a(Ω˜,K, α, | det Jq|2 dV (z)) by Tαi(f) = qif , for 1 ≤ i ≤ m.
Proposition 9. If α is in Hom(pi1(Ω),U(K)) and Eα is the flat unitary bundle over
Ω determined by α, then Tα is unitarily equivalent to the bundle shift TEα.
Proof. Define a map F : L2a(Ω˜,K, α, | det Jq|2 dV (z))→ L2a(Eα) as follows
F (f)(w) = [(z, f(z))] for z ∈ q−1(w), w ∈ Ω,
where [(z, f(z))] denote equivalence class of (z, f(z)). It is easy to see that
‖F (f)(w)‖2(Eα)w = ‖f(z)‖2K.
(1) F is an isometry:
‖F (f)‖2L2a(E) =
∫
Ω
‖F (f)(w)‖2(Eα)w dV (w)
=
∫
Ω˜
‖F (f)(q(z))‖2(Eα)w | det Jq(z)|2 dV (z)
=
∫
Ω˜
‖f(z)||2
K
| det Jq(z)|2 dV (z)
= ‖f‖2
L2a(Ω˜,K,α,|det Jq|
2 dV (z))
(2) F is onto: Let s be a section of Eα such that s ∈ L2a(Eα). Define function
fs : D → K such that s(q(z)) = [(z, fs(z))] for z ∈ Ω˜. One can show that fs is
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holomorphic and q(z) = q(A(z)) implies that fs(A(z)) = α(A)fs(z) for all A ∈
pi1(Ω) and z ∈ Ω˜. One easily see that
‖s‖2L2a(Eα) =
∫
Ω˜
‖fs(z)‖2K| det Jq(z)|2 dV (z).
Hence fs ∈ L2a(Ω˜,K, α, | det Jq|2 dV (z)) and F (fs) = s.
(3) F intertwines Tα and TEα : for f ∈ L2a(Ω˜,K, α, | det Jq|2 dV (z)), w ∈ Ω, z ∈
q−1(w) and 1 ≤ i ≤ m
(F ◦ Tαi)(f)(w) = F (qif)(w) = [(z, (qif)z)] = [(z, qi(z)f(z))]
= [(z, wif(z))] = wi[z, f(z)] = wiF (f)(w)
= (Tzi ◦ F )(f)(w).
Thus F ◦ Tαi = Tzi ◦ F . 
2.2. Bergman Bundle Shifts. Although most of results in this part can be ex-
tended to multivariable cases or weighted Bergman spaces, we restrict ourself to
one variable case for further use. Moreover, when the domain has nice boundary,
we can follow the approach of Abrahamse and the the first author which we do in
this section. In section 2.4, we show how to provide an alterative approach covering
the general case.
Let R be a multiply connected domain in C whose boundary consists of n + 1
analytic Jordan curves and q˜ : D→ R be the covering map. Let G be the group of
covering transformations of q˜. The group G is isomorphic to fundamental group of
R.
A function f on D is said to be G-automorphic if f ◦ A = f for each A in G.
Let L2(D,Cn, G) be a subspace of G-automorphic functions in L2(D,Cn) and let
L2a(D,C
n, G) be a subspace of G-automorphic functions in L2a(D,C
n). Let L∞(D, G)
be the algebra of G-automorphic functions in L∞(D) and let H∞(D, G) be the
algebra of G-automorphic functions in H∞(D).
Proposition 10. (1) The smallest invariant subspace for L∞(D, G) containing
L2a(D,C
n, G) is L2(D,Cn, G), where L∞(D, G) acts on L2(D,Cn, G) point-
wisely.
(2) The smallest invariant subspace forH∞(D) containing L2a(D,C
n, G) is L2a(D,C
n),
where H∞(D) acts on L2a(D,C
n) pointwisely.
(3) The smallest invariant subspace for L∞(D) containing L2a(D,C
n, G) is L2(D,Cn),
where L∞(D) acts on L2(D,Cn) pointwisely.
Proof. Since L2a(D,C
n, G) contains the constant functions, the proof is immediate.

An operator T on L2
Cn
(D) will be called to be decomposable if there is a weakly
measurable function w 7→ Tw from D to B(Cn) such that for f ∈ L2Cn(D), (Tf)(w) =
Twf(w), a.e. dv. It is well known that an operator on L
2
Cn
(D) is decomposable if
and only if it commutes with L∞(D). Moreover, the algebraic operations can be
performed pointwisely, that is [(T + S)f ](w) = Twf(w) + Swf(w), (T
∗f)(w) =
T ∗wf(w), etc., and the norm is ‖T‖ = ess sup ‖Tw‖. One can see [6, 7] for further
references.
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Proposition 11. For every unitary representation α of G on Cn, there is a de-
composable operator Φα on L
2
Cn
(D) such that Φα(L
2
a(D,C
n, G)) = L2a(D,C
n, α).
Moreover, Φα satisfies Φα,g(λ) = α(g)Φα,λ a.e. dm for every g ∈ G.
Proof. Note that the covering map q : D → R can be extended to a covering map
from an open set D˜ containing D to an open set R˜ containing the closure of R.
Given α, let Eα be the flat unitary bundle over D˜, and let pi denote the projection
from D˜ × Cn onto Eα. Eα is analytically equivalent to the trivial bundle R˜ × Cn,
so there exists an analytic isomorphism φ from Eα to R˜ × Cn. It is clear that
the composition φ ◦ pi is a bundle map from D˜ × Cn onto R˜ × Cn which yields an
analytic function Φ from D˜ to GL(Cn), the set of all invertible operators on Cn,
such that Φ(g(z)) = α(g)Φ(z) for all z ∈ D˜ and g ∈ G. Let Φα be the restriction
of Φ to the closed disk, it follows that there is a K > 0 such that |Φα(z)| ≤ K and
|Φα(z)−1| ≤ K for all z in the closed disk. Let f ∈ L2Cn(D), consider∫
D
|(Φαf)(z)|2dm = − 1
2pii
∫
D
|(Φαf)(z)|2dz ∧ dz¯
= − 1
2pii
∫
D
|Φα(z)f(z)|2dz ∧ dz¯
≤ − K
2pii
∫
D
|f(z)|2dz ∧ dz¯
= K‖f‖2L2
Cn(D)
Hence, Φα is an invertible decomposable operator on L
2
Cn(D). Since Φα is an-
alytic and Φα(z) and Φα(z)
−1 are uniformly bounded for z ∈ D¯, so we have
Φα(L
2
a(D,C
n, G)) = L2a(D,C
n, α). 
Proposition 12. (1) The smallest invariant subspace for L∞(D, G) containing
L2a(D,C
n, α) is L2(D,Cn, α).
(2) The smallest invariant subspace forH∞(D) containing L2a(D,C
n, α) is L2a(D,C
n).
(3) The smallest invariant subspace for L∞(D) containing L2a(D,C
n, α) is L2(D,Cn).
Proof. The proof follows from Proposition 10 and Proposition 11. 
Lemma 13. An operator on L2(D,Cn, G) commutes with L∞(D, G) if and only if
it is a G-automorphic decomposable operator.
Proof. The comnutant of L∞(Ω) defined on L2(Ω,Cn) consists of decomposable
operators on L2(Ω,Cn) [6, 7]. Since L2(D,Cn, G) is isometrically isomorphic to
L2(Ω,Cn), the lemma follows. 
Proposition 14. An operatorW : L2(D,Cn, α)→ L2(D,Cn, β) intertwines L∞(D, G)
if and only if W is decomposable and Wg(λ) = β(g)Wλα(g)
∗ a.e. dv for all g ∈ G.
Proof. GivenW , the operator (Φβ)
−1WΦα on L
2(D,Cn, G) commutes with L∞(D, G).
Thus, by the lemma, there is a G-automorphic decomposable operator V such that
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V = (Φβ)
−1WΦα. HenceW = ΦβV (Φα)
−1 and thusW is decomposable. Moreover,
Wg(λ) = (Φβ,g(λ))Vg(λ)(Φα,g(λ))
−1
= β(g)Φβ,λVλ(α(g)Φα,λ)
−1
= β(g)
(
Φβ,λVλ(Φα,λ)
−1
)
(α(g))−1
= β(g)Wλα(g)
∗.
The sufficient condition is obivious. 
We state a series of lemmas, culminating in characterization of reducing subspaces
of Bergman bundle shifts.
Lemma 15. If a decomposable operator T on L2(D,Cn) such that T (L2a(D,C
n)) ⊆
L2a(D,C
n) then F : D → Cn, defined as F (λ) = Tλu, is a holomorphic map, for
each fixed u ∈ Cn.
Proof. For u ∈ Cn, consider the constant function f(λ) = u for all λ ∈ D. Clearly,
f ∈ L2a(D,Cn). By the given condition, T (f) ∈ L2a(D,Cn). In particular, T (f) is a
holomorphic function on D. For any λ0 ∈ D, lim
λ→λ0
T (f)(λ)−T (f)(λ0 )
λ−λ0
exists. Now,
T (f)(λ)−T (f)(λ0)
λ−λ0
=
Tλ(f(λ))−Tλ0 (f(λ0))
λ−λ0
=
Tλ(u)−Tλ0 (u)
λ−λ0
= F (λ)−F (λ0)
λ−λ0
.
Hence lim
λ→λ0
F (λ)−F (λ0)
λ−λ0
exists. Thus F is a holomorphic function on D. 
Lemma 16. If a decomposable operator T on L2(D,Cn) such that T ∗(L2a(D,C
n)) ⊆
L2a(D,C
n) then F˜ : D → Cn, defined as F˜ (λ) = T ∗λu, is a holomorphic map, for
each fixed u ∈ Cn.
Proof. The proof is same as proof of Lemma 15. 
Lemma 17. A decomposable operator T on L2(D,Cn) commutes with the projection
onto L2a(D,C
n) if and only if it is a constant.
Proof. It is sufficient clearly. On the other side, assume that L2a(D,C
n) reduces T ,
that is, T (L2a(D,C
n)) ⊆ L2a(D,Cn) and T ∗(L2a(D,Cn)) ⊆ (L2a(D,Cn)).
Fix u and v in Cn and define h(λ) = 〈Tλu, v〉. Since L2a(D,Cn) is invariant for T ,
so by Lemma 15, the function h is holomorphic on D. Similarly, since L2a(D,C
n) is
invariant for T ∗, so by Lemma 16, the function h˜(λ) = h(λ) is holomorphic on D.
Hence, h is a constant function on D. Since u and v are arbitrary, so λ 7→ Tλ is a
constant function from D to L(Cn) also. 
Theorem 18. The operators Tα and Tβ are unitarily equivalent if and only if α
and β are unitarily equivalent.
Proof. It is easy to check the sufficiency. Conversely, suppose that U is an isometry
from L2a(D,C
n, α) onto L2a(D,C
n, β) with UTα = TβU . Then, by the fact that the
minimal normal extension for a subnormal operator is unique, one can extend U to
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a unitary equivalence of their minimal normal extensions. The minimal extension
of Tα is multiplication by q on L
2(D,Cn, α), and the extension of U is a unitary
operator U˜ from L2(D,Cn, α) to L2(D,Cn, β), and it intertwines L∞(D, G). Thus
U˜ is decomposable and U˜(L2a(D,C
n) = L2a(D,C
n). Hence L2a(D,C
n) reduces U˜ , it
is a constant. Thus there is a unitary operator V on Cn such that U˜λ = V a.e. dv.
But V = U˜g(λ) = β(g)U˜λα(g)
∗ = β(g)V α(g)∗ a.e. dv, and thus α(g) = V ∗β(g)V ,
which shows that α and β are unitarily equivalent. 
Corollary 19. If E and E ′ are flat unitary bundles over Ω, then operators TE and
TE′ are unitarily equivalent if and only if E and E
′ are equivalent as flat unitary
bundles.
Proof. First Suppose that the flat unitary vector bundles E and E ′ are equivalent.
Let Θ : E → E ′ be the bundle isomorphism. Then, the map f(z) 7→ Θ(z)f(z)
for z ∈ Ω defines a module isomorphism between A(Ω) modules Γa(E) and Γa(E ′).
For z ∈ Ω, ‖Θ(z)f(z)‖2E′z = ‖f(z)‖2Ez . If f ∈ L2a(E) then
‖Θf‖2L2a(E′) = −
1
2pii
∫
Ω
‖Θ(z)f(z)‖2E′z dz ∧ dz¯
= − 1
2pii
∫
Ω
‖f(z)‖2Ez dz ∧ dz¯
= ‖f‖2L2a(E).
Hence Θ defines an isometry from L2a(E) onto L
2
a(E
′). Since Θ is a module isomor-
phism, this intertwines TE and TE′.
Conversely suppose that operators TE and TE′ are unitarily equivalent, so by
Proposition 9 and Theorem 18, bundle E and E ′ are unitarily equivalent as flat
unitary vector bundles. 
If Ω1 and Ω2 are two multiply connected domains in the complex plane whose
boundaries consist of Jordan curves, and biholomorphic to each other by the map
ϕ. E is a flat unitary bundle over Ω2, then the pull back bundle ϕ
∗
1E is a flat
unitary bundle over Ω1.
Corollary 20. The bundle shifts TE and Tϕ∗E are unitarily equivalent.
2.3. The commutant of W ∗(Tα). We recall some results about the relation be-
tween subnormal operator and its normal extension (cf. [5]). Let S be a subnormal
operator on a Hilbert space H and let N be its minimal normal extension on the
Hilbert space K. If an operator commute with operator S and S∗, that is, the oper-
ator in the commutant of the W ∗ algebra W∗(S) generated by S, lifts to operators
that commute with N (cf. [2]).
Let P : K → H be the orthogonal projection. Let A denote the algebra of
operators on K that commute with N and P , and let (W∗(S))′ denote commutants
of W∗(S).
Theorem 21. If E is a n-dimensional flat unitary bundle over Ω, then the algebra
of commutants of TE is H
∞
L(E)(Ω).
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Proof. Every analytic vector bundle over Ω is analytically trivial by Grauert the-
orem, and we assume that V : Ω × Cn → E is an analytic isomorphism. Then
V defines the similarity V˜ : L2a(E) → L2a(Ω,Cn) between TCn and TE , that is,
TE = V˜
−1TCn V˜ . If L
2
a(Ω,C
n) is rewriten as L2a(Ω)⊗ Cn, then TCn = Tz ⊗ I, where
I is the identity operator on Cn. A is an operator on L2a(E) commuting with TE,
then
AV˜ −1(Tz ⊗ I)V˜ = ATE = TEA = V˜ −1(Tz ⊗ I)V˜ A.
This means (Tz ⊗ I)(V˜ −1AV˜ ) = (V˜ −1AV˜ )(Tz ⊗ I), so (V˜ −1AV˜ ) ∈ (Tz ⊗ I)′ =
H∞(Ω)⊗Mn(Cn). It follows that A ∈ V˜ (H∞(Ω)⊗Mn(Cn))V˜ −1 = H∞L(E)(Ω).
Conversely, it is clear that every Φ ∈ H∞L(E)(Ω) commutes with TE, and the proof
is completed. 
Theorem 22. [2] The map A 7→ A|H is a ∗-isometric isomorphism from A onto
(W∗(S))′.
Let W∗(α) be the W ∗-subalgebra of L(Cn) generated by α(G).
Theorem 23. There is a ∗-isometric isomorphism from (W∗(α))′ onto (W∗(Tα))′.
Proof. Let U be the algebra of operators on L2(D,Cn, α) that commute with L∞(D, G)
and with the projection onto L2a(D,C
n, α). For B in (W∗(α))′ and f in L2(Cn, α),
observe that (Bf) ◦ A = B(f ◦ A) = B(α(A)f) = α(A)Bf , for all A in G. Thus,
there is a decomposable τα(B) on L
2(D,Cn) defined by τα(B)(f) = Bf .
Since a constant decomposable operator maps L2a(D) into L
2
a(D) and since τα(B)
maps L2(D,Cn, α) into L2(D,Cn, α), thus it also maps L2a(D,C
n, α) into L2a(D,C
n, α).
In other words, it takes (W∗(α))′ into U. Clearly, τα(B
∗)f = B∗f = (ταB)
∗f and
‖ταB‖ = ess supλ ‖(τα(B))λ‖ = ‖B‖. Thus τα is ∗- isometric map. If X is in U,
then by Proposition 14, the operator X is decomposable Xg(λ) = α(g)Xλα(g)
∗ for
all g ∈ G. Since X is reduced by L2a(D,Cn, α), so X(L2a(D,Cn, α)) ⊆ L2a(D,Cn, α)
and X∗(L2a(D,C
n, α)) ⊆ L2a(D,Cn, α). Thus, both X and X∗ maps L2a(D,Cn) to
L2a(D,C
n). Hence by Lemma 17, X is a decomposable operator, and so it is a
constant, thus there is a B in L(Cn) with Xλ = B a.e. dm. Now,
B = Xg(λ) = α(g)Xλα(g)
∗ = α(g)Bα(g)∗.
Thus operator B is in (W∗(α))′ and so X = τα(B). This proves that τα is onto. 
Note that the algebra W ∗(Tα)
′ is finite dimensional for a Bergman bundle shift
even though the Bergman space L2a(E) is infinite dimensional.
2.4. The case of bad boundary. In section 3, we need similar results about
bundle shifts over multiply connected domains to D0 = D\S obtained by removing
a finite subset from D. Although, the proceeding results don’t apply directly. In
this case, the Bergman bundle shift is a Cowen-Douglas operator on D0, we can
prove similar results by applying ideas from [4]. In particular, D0 is a multiply
connected domain with fundamental group pi1(D0), and its universal covering is D.
D × Cn is the trivial bundle over D, Eα is the corresponding flat unitary vector
bundle over D0 defined by a representation α : pi1(D0)→ Un. The Bergman space
L2a(E, α) of holomorphic sections on Eα is defined similarly. It can be characterized
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as the space of all α-automorphic functions in L2a(D,C
n), denoted by L2a(D,C
n, α).
And we define the Bergman bundle shift Tα also. ForD0, we have similar arguments
and establish results which are similar to Theorem 18.
Theorem 24. There is a onto ∗-isometric isomorphism between (W∗(Tα))′ and
(W∗(α))′.
Proof. If A is an operator commuting with Tα, then there exists a bundle map
Φ ∈ H∞Mn(C)(D) such that Af(z) = Φ(z)f(z) for every f ∈ L2a(D,Cn, α). (Note the
techniques for the Cowen-Douglas operator carry over to flat bundle case, cf [4]).
And for f ∈ L2a(D,Cn, α), γ ∈ pi1(D0), we have
(Φf)(γz) = Φ(γz)f(γz) = Φ(γz)α(γ)f(z),
and
(Φf)(γz) = α(γ)(Φf)(z) = α(γ)Φ(z)f(z)
since (Φf) ∈ L2a(D,Cn, α). Then
Φ(γz) = α(γ)Φ(z)α(γ)∗.
For every projection P ∈ (W∗(Tα))′, there a Ψ ∈ H∞Mn(C)(D) such that Pf(z) =
Ψ(z)f(z) for every f ∈ L2a(D,Cn, α). P 2 = P and P ∗ = P implies that Ψ(z)∗ =
Ψ(z) and Ψ(z)2 = Ψ(z) for z ∈ D, and so Ψ(z) equals a constant projection Q since
Ψ(z) and Ψ(z)∗ is analytic. Moreover,
Ψ(γz) = α(γ)Ψ(z)α(γ)∗, for γ ∈ pi1(D0),
so,
Q = α(γ)Qα(γ)∗.
that is, Q ∈ (W∗(α))′. Conversely, it is clear that Ψ(z) = Q ∈ (W∗(Tα))′ for every
Q ∈ (W∗(α))′, and the correspondence is one-to-one and ∗. 
3. Multiplication operator TB on the Bergman space as a Bergman
Shift
Let B be a finite Blaschke product of order n. We are ready now to show that
TB can be represented as a Bergman bundle shift. Recall the set
S = B({β : B′(β) = 0}).
Note that S is finite and |S| ≤ n − 1 where |S| denotes the cardinality of S. Let
S = {β1, . . . , βk} and li be the line obtained by joining βi to boundary of D with
the assumption that no two lines intersect each other. Set DB = D \ ∪ki=1li, clearly
DB is a simply connected domain. For an open set U ⊂ D, we define a inverse of
B in U to be a holomorphic function f in U with f(U) ⊂ D such that B(f(z)) = z
for every z in U .
For each z ∈ D \ S, B−1(z) = {z1, z2, . . . , zn} with zi 6= zj for i 6= j and B is
one to one in some open neighborhood Uzi of each point zi. Let U be an open
neighborhood of z in DB and σi be the biholomorphic map from U to Uzi, for
1 ≤ i ≤ n, such that B(σi(z)) = z for z ∈ U . Since DB is simply connected so
by Monodromy theorem we can extend holomorphically each σi to the domain DB
and we denote the extended holomorphic function by the same symbol σi.
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Note that here we use inverses of B, not local inverses as in [9],[10]
Lemma 25. The images of the σi’s are disjoint, that is, σi(DB) ∩ σj(DB) = ∅ for
i 6= j.
Proof. Suppose w0 ∈ σi(DB) ∩ σj(DB), so there exist z0 ∈ DB such that w0 =
σi(z0) = σj(z0). Set σ = σ
−1
j ◦ σi : DB → DB, here σ is a biholomorphic map
(because σ′is are biholomorphic). Since DB is simply connected so by the Riemann
mapping theorem there exists a biholomorphic map ψ from DB to D. Set f =
ψ ◦ σ ◦ ψ−1, clearly f is a biholomorphic map of D and f(ψ(z0)) = ψ(z0). By
Schwarz lemma we have
f(z) =
ψ(z0)− eiθφψ(z0)(z)
1− eiθψ(z0)φψ(z0)(z)
where φψ(z0)(z) =
ψ(z0)−z
1−ψ(z0) z
and θ ∈ [0, 2pi). Thus σ = ψ−1 ◦f ◦ψ which implies that
σi = σj ◦ψ−1 ◦ f ◦ψ. Since σi’s are inverses of B, so we have ψ−1 ◦ f ◦ψ(z) = z for
all z ∈ DB. Thus σi = σj which is a contradiction. Hence σi(DB)∩ σj(DB) = ∅ for
i 6= j. 
Lemma 26. Let f be a holomorphic function defined on a domain Ω such that
f(z0) = wo, f
(m−1)(z0) = 0 and f
(m)(z0) 6= 0. The behavior of f near z0 behave like
the function zm near 0.
Proof. Since f(z) − w0 has zero of order m at z0, we have f(z) = (z − z0)mh(z),
where h is an analytic function near z0 and h(z0) 6= 0, h′(z0) 6= 0. Let g(z) =
(z− z0)h(z)1/m then clearly g is holomorphic near z0, g′(z0) 6= 0 and hence g is one
to one near z0. Thus f(z) = g(z)
m + w0 is a composition of three functions, the
function g(z), followed by the map ζ 7→ ζm, followed by translations ξ 7→ ξ + w0.
At point w near w0, w 6= w0, has m distinct preimages z1(w), . . . , zm(w). They
are them branches of (w−w0)1/m composed with g−1(ζ). If we make branch cut and
consider the principal branch (w−w0)1/m on the slit disk {|w−w0| < δ}\(w0−δ, w0],
for some δ > 0, the other branches are of the form e2piij/m(w−w0)1/m, and preimages
of w are given by the composition g−1(ζ) and these branches,
zj(w) = g
−1(e2piij/m(w − w0)1/m), 1 ≤ j ≤ m.

A detailed proof of Lemma 26 can be found in [11].
Let w0 ∈ D\S and U be an open set in DB containing w0. Let {σi}ni=1 be inverses
of B defined on U . Let γi be a closed curve in D \ S at w0 which inclose the point
βi for 1 ≤ i ≤ k. If we move σj ’s along closed curve γi by analytic continuation we
get a permutation on elements {1, . . . , n}, say τi, which defines an unitary operator
Vi on C
n as follows:
Vi(x1, . . . , xn) = (xτi(1), . . . , xτi(n)) 1 ≤ i ≤ k.
Let α : pi1(D \S)→ U(Cn) be a representation. Since pi1(D \S) is a free group on
k generators, the representation determined by k unitary operators V1, . . . , Vk. The
representation α defines a flat unitary vector bundle EB over D \ S. Informally, we
GENERALIZED BUNDLE SHIFT 13
define a topology on D×Cn so that as a point (z, v) moves continuously across the
cut li the vector v becomes Vi(v). Now we are ready to identify TB as a Bergman
bundle shift which is the main result of the paper. Not many arguments come
from Sun, Zheng, and the first author’s paper [10], especially the calculation in the
following proof.
Theorem 27. Let B be a finite Blaschke product of order n. Let TB be the mul-
tiplication operator on L2a(D) by B. Let EB be the flat unitary vector bundle over
D \ S determined by B. Let TEB be the multiplication operator on L2a(EB) by z.
Then operator TB is unitarily equivalent to operator TEB .
Proof. Define a map Γ : L2a(D)→ L2a(Eα) as follows
Γ(f) =
1√
n
[(
(f ◦ σ1)σ′1, . . . , (f ◦ σn)σ′n
)tr]
where
[(
(f◦σ1)σ′1, . . . , (f◦σn)σ′n
)tr]
denotes the equivalence class of
(
(f◦σ1)σ′1, . . . , (f◦
σn)σ
′
n
)tr
. We show that Γ is a unitary map:
(1) Γ preserves the inner product:
〈Γ(f),Γ(g)〉 = 1
n
〈[(
(f ◦ σ1)σ′1, . . . , (f ◦ σn)σ′n
)tr]
,
[(
(g ◦ σ1)σ′1, . . . , (g ◦ σn)σ′n
)tr]〉
= − 1
2npii
n∑
i=1
∫
σi(DB)
(f ◦ σi)(z)(g ◦ σi)(z) |σ′i(z)|2dz ∧ dz¯
= − 1
2npii
n∑
i=1
∫
DB
f(z)g(z) dz ∧ dz¯
= − 1
2pii
∫
DB
f(z)g(z) dz ∧ dz¯
= − 1
2pii
∫
D
f(z)g(z) dz ∧ dz¯
= 〈f, g〉.
(2) Γ is onto:
Let [(g1, . . . , gn)
tr] be an element of L2a(EB). Define a function g on D as follows
g(z) =
{√
n gi ◦B(z) · ((σi)′(B(z)))−1 if z ∈ σi(DB), 1 ≤ i ≤ n
defined by equivalence relation if z ∈ B−1(∪kj=1lj).
Since the values match up on the boundary by construction, g is a holomorphic
function on D and
Γ(g) =
[(
(g ◦ σ1) · σ′1, . . . , (g ◦ σn) · σ′n
)tr]
=
[(
g1 · ((σ1)′)−1σ′1, . . . , gn · ((σn)′)−1σ′n
)tr]
=
[(
g1, . . . , gn
)tr]
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(3) Γ intertwines TB and TEB : For f ∈ L2a(D)
Γ ◦ TB(f) = Γ(Bf)
=
1√
n
[(
(B ◦ σ1)(f ◦ σ1) · σ′1, . . . , (B ◦ σn)(f ◦ σn) · σ′n
)tr]
=
1√
n
[(
z(f ◦ σ1) · σ′1, . . . , z(f ◦ σn) · σ′n
)tr]
= z
1√
n
[(
(f ◦ σ1) · σ′1, . . . , (f ◦ σn) · σ′n
)tr]
= TEB ◦ Γ(f).
Thus
Γ ◦ TB = TEB ◦ Γ.

Some arguments in the proof of this result is closely related to the paper [10].
Corollary 28. (W∗(TB))
′ is isomorphic the commutant algebra of unitary matrixes
which define the the bundle.
Corollary 29. The restriction of TB to a reducing subspace is a Bergman bundle
shift also, which is corresponding to the reduction of the unitaries on that subbundle
determined by that subspace.
In [8], model spaces for the special case B = zn is discussed explicitly.
As we mentioned earlier in this section, there is no way to put a canonical order
on the set B−1(w) for w ∈ D \ S. Different choice of lines will yield different orders
unless S has only one element. As a consequence, the representation of the covering
group by permutation group is not unique.
Representing TB as a bundle shift allows us to recover most of the results in
[9],[10] except for two key ones: the fact that (W∗(TB))
′ is abelian and its linear
dimension. A more careful analysis of the covering group associated to the Riemann
surface {(z1, z2) : B(z1) = B(z2)} for B will be required for that. Also the latter is
a rational function in z1 and z2, its polynomial numerator is closely related to the
permutation covering group, most likely via Galois theory. We leave such analyses
to a later paper.
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