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Abstract
This paper proposes and analyzes a class of new weak Galerkin (WG)
finite element methods for 2- and 3-dimensional linear elasticity problems.
The methods use discontinuous piecewise-polynomial approximations of
degrees k(≥ 0) for the stress, k+1 for the displacement, and a continuous
piecewise-polynomial approximation of degree k + 1 for the displacement
trace on the inter-element boundaries, respectively. After the local elimi-
nation of unknowns defined in the interior of elements, the WG methods
result in SPD systems where the unknowns are only the degrees of free-
dom describing the continuous trace approximation. We show that the
proposed methods are robust in the sense that the derived a priori error
estimates are optimal and uniform with respect to the Lame´ constant λ.
Numerical experiments confirm the theoretical results.
Keywords: linear elasticity; weak Galerkin method; robust a priori
error estimate; strong symmetric stress
1 Introduction.
Let Ω ⊂ Rd (d = 2, 3) be a polyhedral region with boundary ∂Ω = ΓD ∪ ΓN ,
where meas(ΓD) > 0 and ΓD ∩ ΓN = ∅. We consider the following linear
isotropic elasticity model:
Aσ − (u) = 0, in Ω,
∇ · σ = f , in Ω,
u = gD, on ΓD,
σn = gN , on ΓN .
(1.1)
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Here σ : Ω→ Rd×dsym denotes the symmetric d× d stress tensor field, u : Ω→ Rd
the displacement field, (u) =
(∇u+ (∇u)T ) /2 the strain tensor, and Aσ ∈
Rd×dsym the compliance tensor with
Aσ = 1
2µ
(
σ − λ
2µ+ dλ
tr(σ)I
)
, (1.2)
where λ > 0, µ > 0 are the Lame´ coefficients, tr(σ) denotes the trace of σ, and
I is the d × d identity matrix. f is the body force acting on Ω, n is the unit
outward vector normal to ΓN , and gD and gN are the surface displacement on
ΓD and the surface traction on ΓN , respectively.
It is well-known [56] that conforming finite element methods of displacement
types suffer from a performance deterioration, called Poisson-locking, as the
material becomes incompressible or, equivalently, the Lame´ constant λ tends to
∞.
When using a mixed finite element method based on Hellinger-Reissner vari-
ational principle to solve the model (1.1), the combination of stress and dis-
placement approximation is required to satisfy two stability conditions, i.e. a
coercivity condition and an inf-sup condition; see, e.g. [1, 2, 4, 3, 5, 6, 8, 13, 20,
26, 29, 30, 54, 55, 60]. These stability constraints usually lead to complicated
construction of finite element combinations, in which the stress finite elements
are of many degrees of freedom. In particular, when dealing with nearly incom-
pressible materials, one needs some more-severe stability condition for the finite
element combination so as to derive a uniformly stable mixed method which is
free from Poisson-locking.
Due to the relaxation of function continuity, hybrid stress/strain finite el-
ement methods based on generalized variational principles [43, 45, 46, 44, 49,
51, 61, 64, 65] are a class of special mixed approaches that allow for piecewise-
independent approximation to the stress solution, and thus lead to symmetric
and positive definite (SPD) discrete systems of nodal displacements after the
local elimination of the stress unknowns defined in the interior of the elements.
We refer to [7, 9, 10, 62, 37] for the stability and error estimation of some ro-
bust 4-node hybrid stress/strain quadrilateral/rectangular elements that hold
uniformly with respect to the the Lame´ constant λ.
The hybridizable discontinuous Galerkin (HDG) framework, proposed in[21]
for second order elliptic problems, provides a unifying strategy for hybridiza-
tion of finite element methods. In the HDG model, the constraint of function
continuity on the inter- element boundaries is relaxed by introducing Lagrange
multipliers defined on the the inter-element boundaries. Similar to the hybrid
stress/strain finite element methods, by the local elimination of the unknowns
defined in the interior of elements, the HDG method results in a SPD system
where the unknowns are only the globally coupled degrees of freedom describing
the introduced Lagrange multipliers. We refer to [22, 23, 34] for the analysis of
several HDG methods for diffusion equations.
The first HDG method for linear elasticity was proposed in [52, 53] and
analyzed in [27], where strongly symmetric stresses and piecewise-polynomial
approximations of degree k in all variables are used. The method converges
optimally for the displacement and the antisymmetric part of the displacement
gradient, but sub-optimally for the stress and the strain, i.e. the symmetric part
of the displacement gradient, with 1/2- order loss of accuracy. In [48] an HDG
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method was presented based on a strong symmetric stress formulation, where
the piecewise-polynomial approximations of degrees k(≥ 1), k + 1 and k are
used for the stress, displacement and the numerical trace of the displacement,
respectively. The method was shown to yield optimal convergence for both
the displacement and stress approximations with the constants in the upper
bounds of the errors depending on λ; In particular, a suboptimal convergence
rate for the stress approximation was shown to hold uniformly with respective
to λ. We refer to [25, 31, 42, 41] for several related HDG methods for linear
elasticity, nonlinear elasticity and elasto-dynamics. We also refer to [24] for a
local discontinuous Galerkin (LDG) method with strongly symmetric stresses
for linear elasticity.
Closely related to the HDG framework is the weak Galerkin (WG) method
developed in [57, 59] for second-order elliptic problems. The WG method is
designed by using a weakly defined gradient operator over functions with dis-
continuity, and allows the use of totally discontinuous functions in the finite
element procedure. Similar to the hybrid stress/strain and HDG methods, the
WG scheme leads to a SPD system through the local elimination of unknowns
defined in the interior of elements. We refer to [38, 40, 39, 15, 16, 17, 58] for
applications of the WG method to some other partial differential equations, and
refer to [19, 33, 36, 35] for fast solvers of WG methods.
In a very recent work [18], we developed a class of WG methods with strong
symmetric stresses for the model (1.1) on polygon or polyhedral meshes, where
discontinuous piecewise-polynomial approximations of degrees k(≥ 1), k+ 1 are
used for the stress, the displacement, respectively, and discontinuous piecewise-
polynomial approximation of degree k is used for the displacement trace on the
inter-element boundaries. Optimal convergence rates for both the displacement
and stress approximations are obtained which hold uniformly with respective to
the Lame´ constant λ. We note that the methods in [18], as well as that in [48],
are not applicable to the lowest order case k = 0.
In this paper, we shall propose a class of new weak Galerkin method with
strong symmetric stresses for the model (1.1) on polygon or polyhedral meshes.
We use discontinuous piecewise-polynomial approximations of degrees k(≥ 0)
for the stress, k+1 for the displacement, and a continuous piecewise-polynomial
approximation of degree k + 1 for the displacement trace on the inter-element
boundaries, respectively. Compared with the WG methods in [18], the new
methods have the following features.
• They adopts continuous approximation for the displacement trace, while
the methods in [18] use discontinuous trace approximation.
• They allow the lowest order case k = 0.
• They yield optimal convergence rates for both the displacement and stress
approximations which are uniformly with respective to the Lame´ constant
λ.
• After the local elimination of unknowns defined in the interior of elements,
the unknowns of the resultant SPD systems of the new WG method are
only the degrees of freedom describing the continuous piecewise-polynomial
approximation of the displacement trace on the inter-element boundaries.
Especially, the SPD systems is are of smaller sizes than the corresponding
systems of the methods in [18].
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The rest of this paper is arranged as follows. In Section 2 we introduce
notation and WG finite element schemes. Section 3 derives stability results of
the methods. Sections 4 and 5 are devoted to the a priori error estimation
for the displacement and stress approximations, respectively. Finally, Section 6
provides numerical results.
Throughout this paper, we use a . b to denote a ≤ Cb, where C is a
positive constant independent of the mesh parameters h, hT , hE and the Lame´
coefficients λ and µ.
2 WG finite element scheme
2.1 Notations and preliminary results
For any bounded domain Λ ⊂ Rs (s = d, d− 1), let Hm(Λ) and Hm0 (Λ) denote
the usual mth-order Sobolev spaces on Λ, and ‖ · ‖m,Λ, | · |m,Λ denote the norm
and semi-norm on these spaces. We use (·, ·)m,Λ to denote the inner product of
Hm(Λ), with (·, ·)Λ := (·, ·)0,Λ. When Λ = Ω, we denote ‖·‖m := ‖·‖m,Ω, |·|m :=
| · |m,Ω, (·, ·) := (·, ·)Ω. In particular, when Λ ∈ Rd−1, we use 〈·, ·〉Λ to replace
(·, ·)Λ. We note that bold face fonts will be used for vector (or tensor) analogues
of the Sobolev spaces along with vector-valued (or tensor-valued) functions. For
an integer k ≥ 0, Pk(Λ) denotes the set of all polynomials defined on Λ with
degree not greater than k. In addition, we introduce the following two spaces:
L20(Λ) := {v|v ∈ L2(Λ) := H0(Λ), (v, 1)Λ = 0},
H(div,Λ) := {v|v ∈ [L2(Λ)]d,∇ · v ∈ L2(Λ)}.
Let Th =
⋃{T} be a shape regular partition (to be defined later) of the
domain Ω consists of arbitrary polygons, such that each (open) boundary edge
(or face) belongs either to ΓD, or to ΓN , and there should be at least two edges
belong the interior of ΓS (S = D,N) if ΓS 6= ∅. We note that Th can be a
conforming partition or a nonconforming partition which allows hanging nodes.
For any T ∈ Th, we let hT be the infimum of the diameters of circles (or
spheres) containing T and denote the mesh size h := maxT∈Th hT . An edge
(or face) E on the boundary ∂T of T is called a proper edge (or face) if the
endpoints (or vertexes) of the edge (or face) E are the nodes of Th and no other
nodes of Th are on E. See Figure 2.1 for example, EF , FH and HI are proper
edges, while EH, FI and EI are not. Let Eh =
⋃{E} be the union of all proper
edges (faces) of T ∈ Th. We denote by hE the length of edge E if d = 2 and the
infimum of the diameters of circles containing face E if d = 3. For all T ∈ Th
and E ∈ Eh, we denote by nT and nE the unit outward normal vectors along
∂T and E, respectively.
The partition Th is called shape regular in the sense that assumptions M1-
M2 hold true.
• M1 (Star-shaped elements). There exists a positive constant θ∗ such that
the following holds: for each element T ∈ Th, there exists a point MT ∈ T
such that T is star-shaped with respect to every point in the circle (or
sphere) of center MT and radius θ∗hT .
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Figure 2.1: Demonstrating of proper edges in 2D
• M2 (Edges or faces). There exist a positive constant l∗ such that: every
element T ∈ Th, the distance between any two vertexes (include the hang
nodes) is ≥ l∗hT .
When d = 2, for every T ∈ Th, we connect MT and T ’s vertexes (including
hang nodes) to get a set of triangles, w(T ); when d = 3, for every T, T
′ ∈ Th
and every face E ⊂ ∂T ⋂ ∂T ′ , we choose any vertex A on E and connect A to
the rest of E’s vertexes (including hang nodes) to get a set of triangles, v(E),
then we connect MT and every v(E) (E ⊂ ∂T ) to get a set of tetrahedrons,
w(T ). Set
T ∗h :=
⋃
T∈Th
w(T ). (2.1)
We note that T ∗h is shape regular due to M1 and M2. Let E∗h be the union of
all the edges (faces) of T ∗h . Notice that when d = 2, it holds E∗h = Eh.
For any nonnegative integer j, define
Pj(Th) := {qh : qh|T ∈ Pj(T ), ∀T ∈ Th} .
The space Pj(T ∗h ) is defined similarly.
By using the inverse inequality and trace inequality on the shape regular
simplex mesh T ∗h , it is easy to get the following inverse inequality and trace
inequality on shape regular polygon mesh Th.
Lemma 2.1. For all T ∈ Th and any given nonnegative integer j, the following
inequalities hold true:
|qh|1,T . h−1T ‖qh‖0,T , ∀qh ∈ Pj(T ), (2.2)
‖q‖0,∂T . h−1/2T ‖q‖0,T + h1/2T |q|1,T , ∀q ∈ H1(T ). (2.3)
For every T ∈ Th, let γT := hT%T,max be the chunkiness parameter of T , where
%T,max denotes the supremum of the radius of a sphere with respect to which
T is star-shaped. Then, in view of M1, we have 2 ≤ γT ≤ hTθ∗hT = θ−1∗ , i.e.
γT is independent of hT . Thus, by (Lemma 4.3.8, [14]) we obtain the following
conclusion.
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Lemma 2.2. For all T ∈ Th and v ∈ Hm(T ) with m ≥ 1, there exists Im−1v ∈
Pm−1(T ) such that
|v − Im−1v|s,T . hm−sT |v|m,T , for 0 ≤ s ≤ m. (2.4)
In Appendix A we construct a modified Scott-Zhang interpolation operator,
Ik+1, and derive some properties.
Lemma 2.3. For any integer k ≥ 0, there exists an interpolation operator
Ik+1 : H1(Ω)→ H1(Ω) ∩ Pk+1(T ∗h ), such that the following properties hold:
〈Ik+1v, 1〉Γ = 〈v, 1〉Γ with Γ = ΓD,ΓN , ∀v ∈ H1(Ω), (2.5)
Ik+1v|ΓD = 0, ∀v ∈ H1D(Ω) :=
{
v ∈ H1(Ω) : v|ΓD = 0
}
, (2.6)
|v − Ik+1v|s,T . hm−sT |v|m,S(T ), ∀v ∈ Hm(Ω), T ∈ T ∗h , (2.7)
‖v − Ik+1v‖0,∂T . hm−1/2T |v|m,S(T ), ∀v ∈ Hm(Ω), T ∈ T ∗h , (2.8)
where s, m are integers satisfying 1 ≤ m and 0 ≤ s ≤ m ≤ k + 2, and
S(T ) :=

S
′
(T ), if k + 1 ≥ d,⋃
T ′
⋂
S′ (T ) 6=∅,T ′∈T ∗h
T ′ , if k + 1 < d (2.9)
with
S
′
(T ) :=
⋃
T ′
⋂
T 6=∅,T ′∈T ∗h
T ′ . (2.10)
Proof. The proofs of (2.5)-(2.7) are given in Appendix A, and the estimate (2.8)
follows from (2.7) and Lemma 2.1.
2.2 Discrete weak gradient/divergence operators
We follow [40] to introduce the definitions of the discrete weak gradient/divergence
operators. For T ∈ Th, denote by V(T ) a space of weak functions on T with
V(T ) = {v = {vi, vb} : vi ∈ L2(T ), vb ∈ H1/2(∂T )}. (2.11)
Let G(T ) ⊂H(div, T ) be a local finite dimensional vector space. We define
the discrete weak gradient operator ∇w,G,T : V(T )→ G(T ) as follows.
Definition 2.4. For all v ∈ V(T ), its discrete weak gradient ∇w,G,T v ∈ G(T )
satisfies the equation
(∇w,G,T v, τ )T = −(vi,∇ · τ )T + 〈vb, τ · nT 〉∂T , ∀τ ∈ G(T ). (2.12)
Then we define the global discrete weak gradient operator ∇w,G with
∇w,G|T = ∇w,G,T ,∀T ∈ Th.
In particular, if G(T ) = [Pr(T )]d, we write ∇w,r := ∇w,G. For a vector v =
(v1, · · · , vd)T ∈ [V(T )]d, we define the weak gradient ∇w,rv as
∇w,rv = (∇w,rv1, · · · ∇w,rvd)T .
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Let W(T ) be a space of weak vector-valued functions on T with
W(T ) := {v = {vi,vb} : vi ∈ [L2(T )]d,vb · nT ∈ H−1/2(∂T )}, (2.13)
and
G(T ) ⊂ H1(T ) be a local finite dimensional space. We define the discrete
weak divergence operator ∇w,G,T · :W(T )→ G(T ) as follows.
Definition 2.5. For any v ∈ W(T ), its discrete weak divergence ∇w,G,T · v ∈
G(T ) satisfies the equation
(∇w,G,T · v, τ)T = −(vi,∇τ)T + 〈vb · nT , τ〉∂T ∀τ ∈ G(T ). (2.14)
Then we define the global discrete weak divergence operator ∇w,G· with
∇w,G · |T = ∇w,G,T ·,∀T ∈ Th. In particular, if G(T ) = Pr(T ), we write ∇w,r· :=
∇w,G·.
2.3 New WG finite element schemes
For any T ∈ Th, E ∈ Eh and any nonnegative integer j, let Qij : L2(T )→ Pj(T )
and Qbj : L
2(E)→ Pj(E) be the usual L2 projection operators. Vector or tensor
analogues of Qij and Q
b
j are denoted by Q
i
j and Q
b
j , respectively.
For any integer k ≥ 0, we introduce the following finite dimensional spaces:
Uhi := {vhi ∈ [L2(Ω)]d : vhi|T ∈ [Pk+1(T )]d, ∀T ∈ Th}, (2.15)
Uhb := {vhb ∈ [C0(E∗h)]d : vhb|E ∈ [Pk+1(E)]d, ∀E ∈ E∗h}, (2.16)
U g˜hb := {vhb ∈ Uhb : vhb|ΓD = Ik+1g˜} with g˜ = gD,0, (2.17)
Σhi := {τhi ∈ [L2(Ω)]d×d : τThi = τhi and τhi|T ∈ [Pk(T )]d×d,∀T ∈ Th}.
(2.18)
For simplicity we set
Uh := Uhi ×Uhb, U g˜h := Uhi ×U g˜hb with g˜ = gD,0. (2.19)
In the case of k + 1 < d, the following space is also required for stabilization:
Σtrhb := {τ trhb ∈ C0(E∗h/∂Ω) : τ trhb|E ∈ P1(E),∀E ∈ E∗h/∂Ω}. (2.20)
Then the stabilized WG (new WG) finite element discretization of the elasticity
model (1.1) is given in the following two cases:
(i) Case of k + 1 < d:
Find σhi ∈ Σhi, σtrhb ∈ Σtrhb,uh := {uhi,uhb} ∈ UgDh such that
ah(σhi, τhi)− bh(τhi,uh) + zh(σhi, σtrhb; τhi, τ trhb) = 0, ∀τhi ∈ Σhi, τ trhb ∈ Σtrhb,
(2.21)
−bh(σhi,vh)− sh(uh,vh) = (f ,vhi)− 〈gN ,vhb〉ΓN , ∀vh := {vhi,vhb} ∈ U0h ;
(2.22)
(ii) Case of k + 1 ≥ d:
Find σhi ∈ Σhi,uh := {uhi,uhb} ∈ UgDh such that
ah(σhi, τhi)− bh(τhi,uh) = 0, ∀τhi ∈ Σhi, (2.23)
−bh(σhi,vh)− sh(uh,vh) = (f ,vhi)− 〈gN ,vhb〉ΓN ,∀vh ∈ U0h . (2.24)
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Here
ah(σhi, τhi) := (Aσhi, τhi), (2.25)
bh(τhi,vh) := (τhi,∇w,kvh), (2.26)
sh(uh,vh) := 〈α(uhi − uhb),vhi − vhb〉∂Th , (2.27)
zh(σhi, σ
tr
hb; τhi, τ
tr
hb) := 〈β(tr(σhi)− σtrhb), tr(τhi)− τ trhb〉∂Th/∂Ω, (2.28)
and the parameter α and β are taken as
α|E := 2µh−1E for any E ∈ Eh, (2.29)
β|E := (2µ)−1hE for any E ∈ Eh/∂Ω. (2.30)
Remark 2.1. We note that the stabilization term zh(·, ·; ·, ·) is the key to
locking-free performance when k + 1 < d.
Remark 2.2. The WG methods in [18] are based on the following formulations
with k ≥ 1. Find σhi ∈ Σhi,uh = {uhi,uhb} ∈ U˜gDh := Uhi × U˜gDhb such that
ah(σhi, τhi)− bh(τhi,uh) = 0, ∀τhi ∈ Σhi, (2.31)
−bh(σhi,vh)− s˜h(uh,vh) = (f ,vhi)− 〈gN ,vhb〉ΓN ,∀vh ∈ U˜0h . (2.32)
where
U˜ g˜hb := {vhb ∈ [L2(Eh)]d : vhb|ΓD = Qbkg˜, vhb|E ∈ [Pk(E)]d,∀E ∈ Eh}
with g˜ = gD,0, and
s˜h(uh,vh) := 〈α(Qbkuhi − uhb),Qbkvhi − vhb〉∂Th .
In fact, by following the routine of analysis in [18], the case of k = 0 for (2.31)-
(2.32) also works if U˜ g˜hb in this case is modified as
U˜ g˜hb := {vhb ∈ [L2(Eh)]d : vhb|ΓD = Qb1g˜, vhb|E ∈ [P1(E)]d,∀E ∈ Eh}.
As a result, for the WG scheme (2.31)-(2.32) with k ≥ 0, the following error
estimates hold true ([18]):
‖σ − σhi‖0 . hk+1(|σ|k+1 + µ|u|k+2),
‖∇u−∇huhi‖0 . hk+1(µ−1|σ|k+1 + |u|k+2).
In addition, under the regularity assumption (5.2), it holds
‖u− uhi‖0 . hk+2(µ−1|σ|k+1 + |u|k+2).
To establish error estimates for the proposed WG schemes, we need the
following approximation and stability results for the L2-projections Qij and Q
b
j
with nonnegative integer j.
Lemma 2.6. [18] Let m be an integer with 1 ≤ m ≤ j + 1. For all T ∈ Th,
E ∈ Eh, it holds
‖Qijv‖0,T ≤ ‖v‖0,T ,∀v ∈ L2(T ), (2.33)
‖Qbjv‖0,E ≤ ‖v‖0,E ,∀v ∈ L2(E), (2.34)
‖v −Qbjv‖0,∂T . hm−1/2T |v|m,T ,∀v ∈ Hm(T ), (2.35)
|v −Qijv|s,T . hm−sT |v|m,T ,∀v ∈ Hm(T ), 0 ≤ s ≤ m, (2.36)
‖∇s(v −Qijv)‖0,∂T . hm−s−1/2T |v|m,T ,∀v ∈ Hm(T ), 1 ≤ s+ 1 ≤ m.(2.37)
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3 Stability
We first show the following inf-sup stability condition holds for the bilinear form
bh(·, ·).
Theorem 3.1. Denote w,k(vh) :=
(∇w,kvh + (∇w,kvh)T ) /2. Then, for all
vh ∈ Uh, it holds
sup
τhi∈Σhi
bh(τhi,vh)
‖τhi‖0 ≥ ‖w,k(vh)‖0. (3.1)
Proof. The conclusion follows from the fact that w,k(vh) ∈ Σhi for any vh ∈
Uh.
To derive stability conditions for the bilinear form ah(·, ·), we need the fol-
lowing lemma.
Lemma 3.2. For all phi ∈ Pk(Th)
⋂
L2(Ω) if ΓN 6= ∅, and all phi ∈ Pk(Th)
⋂
L20(Ω)
if ΓN = ∅, it holds
‖phi‖20 .

∑
E∈Eh/∂Ω
hE‖[phi]‖20,E +
[
sup
vhi∈Xhi
(∇·vhi,phi)
|vhi|1
]2
if k + 1 < d,[
sup
vhi∈Xhi
(∇·vhi,phi)
|vhi|1
]2
if k + 1 ≥ d,
(3.2)
where
Xhi := {vhi ∈ [H1D(Ω)]d : vhi|E ∈ [Pk+1(E)]d,∀E ∈ Eh}.
Proof. From Theorem B.3 in Appendix B we know that the Stokes elements
that are stable in [H10 (Ω)]
d × L20(Ω) are also stable in [H1D(Ω)]d × L2(Ω).
If k + 1 ≥ d, by applying the stable Stokes-elements (Pk+1/Pdisk ) by [50, 47,
63, ?] on the barycenter refined mesh of T ∗h , the desired estimate (3.2) follows
directly.
If k + 1 < d, we shall make use of the MINI element Pb1/P1 on the mesh T ∗h
with Pb1 = P1⊕{bubbles}. Note that in this case we have k ≤ 1. From [32], there
exists an interpolation operator Q∗1 : P1(T ∗h ) → P1(T ∗h )
⋂
H1(Ω) such that, for
all qhi ∈ P1(T ∗h ),∑
T∈T ∗h
‖qhi −Q∗1qhi‖20,T .
∑
E∈E∗h/∂Ω
h
1/2
E ‖[qhi]‖20,E . (3.3)
Then, for all phi ∈ Pk(Th)
⋂
L2(Ω) if ΓN 6= ∅, and all phi ∈ Pk(Th)
⋂
L20(Ω) if
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ΓN = ∅, we have
‖phi‖20 . ‖phi −Q∗1phi‖20 + ‖Q∗1phi‖20
. ‖phi −Q∗1phi‖20 +
[
sup
vhi∈[Pb1(T ∗h )∩H1D(Ω)]d
(∇ · vhi,Q∗1phi)
|vhi|1
]2
. ‖phi −Q∗1phi‖20 +
[
sup
vhi∈[Pb1(T ∗h )∩H1D(Ω)]d
(∇ · vhi, phi)
|vhi|1
]2
+
[
sup
vhi∈[Pb1(T ∗h )∩H1D(Ω)]d
(∇ · vhi,Q∗1phi − phi)
|vhi|1
]2
. ‖phi −Q∗1phi‖20 +
[
sup
vhi∈[Pb1(T ∗h )∩H1D(Ω)]d
(∇ · vhi, phi)
|vhi|1
]2
.
∑
E∈E∗h/∂Ω
hE‖[phi]‖20,E +
[
sup
vhi∈Xhi
(∇ · vhi, phi)
|vhi|1
]2
.
∑
E∈Eh/∂Ω
hE‖[phi]‖20,E +
[
sup
vhi∈Xhi
(∇ · vhi, phi)
|vhi|1
]2
,
which completes the proof.
For any τ ∈ Rd×d, let τD := τ − 1d tr(τ )I denote its deviatoric tensor.
Then we easily have the following identities: for all σ, τ ∈ [L2(Ω)]d×d and
v ∈ [H1(Ω)]d,
(Aσ, τ ) = 1
2µ
(σD, τD) +
1
d(dλ+ 2µ)
(tr(σ), tr(τ )), (3.4)
‖τ‖20 = ‖τD‖20 +
1
d
‖tr(τ )‖20, (3.5)
∇ · vI = d(∇v − (∇v)D), (3.6)
(σD, τ ) = (σ, τD). (3.7)
In light of the relations (3.4)-(3.7) and Lemma 3.2, we can prove the following
stability results.
Theorem 3.3. For all σhi, τhi ∈ Σhi, it holds the continuity condition
ah(σhi, τhi) ≤ 1
2µ
‖σhi‖0‖τhi‖0. (3.8)
Moreover, it holds the coercivity condition
‖σhi‖20 .

µah(σhi,σhi) + µ‖α−1/2(σhin− σhbn)‖20,∂Th + µ‖β1/2(tr(σhi)− σtrhb‖2∂Th/∂Ω
if k + 1 < d,
µah(σhi,σhi) + µ‖α−1/2(σhin− σhbn)‖20,∂Th if k + 1 ≥ d,
(3.9)
for all σtrhb ∈ Σtrhb and (σhi,σhb) ∈ Σhi × [L2(∂Th)]d×d satisfying
∇w,k+1 · {σhi,σhb} = 0, (3.10)
〈σhbn,vhb〉∂Th = 0,∀vhb ∈ UD,0hb , (3.11)
tr(σhi) ∈ L20(Ω) if ΓN = ∅. (3.12)
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Proof. The inequality (3.8) follows from the identities (3.4)-(3.5) and the defi-
nition of ah(·, ·).
For σhi ∈ Σhi satisfying (3.12), by Lemma 3.2 we obtain
‖tr(σhi)‖20 .

∑
T∈Th/∂Ω
hT ‖tr(σhi)− σtrhb‖20,∂T +
[
sup
vhi∈Xhi
(∇·vhi,tr(σhi))
|vhi|1
]2
if k + 1 < d,[
sup
vhi∈Xhi
(∇·vhi,tr(σhi))
|vhi|1
]2
if k + 1 ≥ d,
(3.13)
where in the case of k + 1 < d we have used the relation [σtrhb]|E = 0 for any
E ∈ Eh/∂Ω and the shape-regularity of Th.
In view of (3.6), it holds
(∇ · vhi, tr(σhi)) = (∇ · vhiId×d,σhi) = d(∇vhi − (∇vhi)D,σhi).
Since vhi ∈ UD,0hb for all vhi ∈Xhi, by the above relation, Green’s formula, the
identity (3.7), (3.11), and the definition of weak divergence, we get
(∇ · vhi, tr(σhi)) = −d(vhi,∇h · σhi) + d〈vhi,σhin〉∂Th − d(∇vhi, (σhi)D)
= −d(Qik+1vhi,∇h · σhi) + d〈vhi,σhin− σhbn〉∂Th
−d(∇vhi, (σhi)D)
= −d(Qik+1vhi,∇w,k+1 · {σhi,σhb})
+d〈vhi −Qik+1vhi,σhin− σhbn〉∂Th − d(∇vhi, (σhi)D).
Then, from (3.10) and Lemma 2.6 with m = 1 it follows
(tr(σhi),∇ · vhi)
|vhi|1 . µ
1/2‖α−1/2(σhin− σhbn)‖0,∂Th + ‖(σhi)D‖0, (3.14)
which, together with (3.13) and (3.4), yields the desired inequality (3.9).
4 A priori error estimates
This section is devoted to the error estimation for the modified WG schemes
(2.21)-(2.22) and (2.23)-(2.24).
Lemma 4.1. For all T ∈ Th, τ ∈ H(div, T ), v ∈ [H1(Ω)]d, τhi ∈ [Pk(T )]d,
and vh = {vhi,vhb} ∈ Uh, there holds
∇w,k+1 · {Qikτ ,Qbk+1τ} = Qik+1∇ · τ ,∀τ ∈H(div, T ) (4.1)
(∇w,k{Qik+1v,Ik+1v}, τhi)T = (∇v, τhi)T + 〈Ik+1v − v, τhin〉∂T , (4.2)
‖h(vhi)‖0 . ‖w,k(vh)‖0 + µ−1/2‖α1/2(Qbkvhi − vhb)‖0,∂Th , (4.3)
where w,k(vh) :=
(∇w,kvh + (∇w,kvh)T ) /2, and h(vhi) := (∇hvhi + (∇hvhi)T ) /2
with ∇h denoting the broken gradient operator with respect to Th.
Proof. For any T ∈ Th, vhi ∈ [Pk+1(T )]d and τ ∈ H(div, T ), we use the defi-
nition of weak divergence, the orthogonality of Qik, Q
i
k+1 and Q
b
k, and Green’s
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formula to get
(∇w,k+1 · {Qikτ ,Qbk+1τ},vhi)T = −(Qikτ ,∇vhi)T + 〈Qbk+1τn,vhi〉∂T
= −(τ ,∇vhi)T + 〈τn,vhi〉∂T
= (∇ · τ ,vhi)T
= (Qik+1∇ · τ ,vhi)T ,
which implies ∇w,k+1 · {Qikτ ,Qbk+1τ} = Qik+1∇ · τ .
From the definition of weak gradient operator ∇w,k, the projection prop-
erty of Qik+1, and integration by parts, it follows, for all v ∈ [H1(Ω)]d, τhi ∈
[Pk(T )]d×d,
(∇w,k{Qik+1v,Ik+1v}, τhi)T = −(Qik+1v,∇ · τhi)T + 〈Ik+1v, τhin〉∂T
= −(v,∇ · τhi)T + 〈v, τhin〉∂T
+〈Ik+1v − v, τhin〉∂T
= (∇v, τhi)T + 〈Ik+1v − v, τhin〉∂T .
This proves (4.2).
For vh = {vhi,vhb} ∈ Uh, we apply integration by parts, the definitions of
h(vhi), w,k(vh), and ∇w,kvh to get
(h(vhi), h(vhi)) = −(vhi,∇h · h(vhi)) + 〈h(vhi)n,vhi〉∂Th
= (w,k(vhi), h(vhi)) + 〈h(vhi)n,vhi − vhb〉∂Th .
As a result, the estimate (4.3) follows from Cauchy-Schwarz inequality and the
inverse inequality.
Set
Σ :=
{
τ ∈ [L2(Ω)]d×d : τT = τ} , U := {v ∈ [H1(Ω)]d : v|ΓD = gD} .
Lemma 4.2. Let (σ,u) ∈ (Σ ∩H(div,Ω)) × U be the solution to the model
(1.1). Then, for all τhi ∈ Σhi, τ trhb ∈ Σtrhb, and vh = {vhi,vhb} ∈ Uhi ×UD,0hb , it
holds the following error equations:
ah(Q
i
kσ, τhi)− bh(τhi, {Qik+1u,Ik+1u}) = E0(u, τhi) (4.4)
for k + 1 ≥ d,
ah(Q
i
kσ, τhi) + zh(Q
i
kσ, I1tr(σ); τhi, τ trhb)
−bh(τhi, {Qik+1u,Ik+1u}) = E1(σ,u; τhi, τ trhb) (4.5)
for k + 1 < d, and
−bh(Qikσ,vh)− sh({Qik+1u,Ik+1u},vh) = (f ,vhi)− 〈gN ,vhb〉ΓN + E2(σ,u;vh),(4.6)
where
E0(u, τhi) := −〈Ik+1u− u, τhin〉∂Th , (4.7)
E1(σ,u; τhi, τ
tr
hb) := −〈Ik+1u− u, τhin〉∂Th
+〈β(tr(Qikσ)− I1tr(σ)), tr(τhi)− τ trhb〉∂Th/∂Ω,(4.8)
E2(σ,u;vh) := −〈α(Qik+1u− Ik+1u),vhi − vhb〉∂Th
−〈σn−Qikσn,vhi − vhb〉∂Th . (4.9)
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Proof. By the definitions of ah(·, ·), bh(·, ·), the property (4.2) and the relation
Aσ − (u) = 0 in (1.1), we get
ah(Q
i
kσ, τhi)− bh(τhi, {Qik+1u,Ik+1u})
= (Aσ −∇u, τhi)− 〈Ik+1u− u, τhin〉∂Th
= (Aσ − (u), τhi)− 〈Ik+1u− u, τhin〉∂Th
= −〈Ik+1u− u, τhin〉∂Th , (4.10)
i.e. (4.4) holds.
The relation (4.5) follows from (4.4) and the definition of zh(·, ·; ·, ·).
The thing left is to show (4.6). From integration by parts and the definitions
of the weak gradient ∇w,k and the projection Qik, it follows
−bh(Qikσ,vh) = (∇h ·Qikσ,vhi)− 〈Qikσn,vhb〉∂Th
= −(Qikσ,∇hvhi)− 〈Qikσn,vhb − vhi〉∂Th ,
= (∇ · σ,vhi)− 〈σn,vhi〉∂Th − 〈Qikσn,vhb − vhi〉∂Th ,
which, together with (1.1), the relation 〈σn,vhb〉∂Th = 〈σn,vhb〉ΓN and the
definition of sh(·, ·), yields the relation (4.6).
Introduce the space of (infinitesimal) rigid motions on Ω:
RM(Ω) = {a+ bη : a ∈ Rd,η ∈ so(d)}, (4.11)
where so(d) is the Lie algebra of anti-symmetric d × d matrices. The space
RM(Ω) is precisely the kernel of the strain tensor. We recall the Piecewise
Korn’s inequality as follows.
Lemma 4.3. [12] (Piecewise Korn’s inequality) Let Th be a shape-regular de-
composition of Ω, then for any vp ∈ [H1(Th)]d it holds
‖∇hvp‖20 . ‖h(vp)‖20 + sup
m∈RM(Ω),
‖m‖0,Γs=1,∫
Γs
m ds=0
〈vp ·m〉2Γs +
∑
E∈Eh/∂Ω
h−1E ‖Qb1[vp]‖20,E .(4.12)
where Γs is a measurable subset of ∂Ω with a positive d − 1-dimensional, and
[vp]|E denote the jump of vp over E ∈ Eh.
By Lemma 4.3, we can prove the following lemma.
Lemma 4.4. For any vh = {vhi,vhb} ∈ U0h , it holds
‖∇hvhi‖20 . ‖h(vhi)‖20 +
∑
T∈Th
h−1T ‖vhi − vhb‖20,∂T . (4.13)
Proof. For vh = {vhi,vhb} ∈ U0h , we apply Lemma 4.3, Cauchy-Schwarz in-
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equality to get
‖∇hvhi‖20 . ‖h(vhi)‖20 + ‖vhi‖20,ΓD +
∑
E∈Eh/∂Ω
h−1E ‖Qb1[vhi]‖20,E .
≤ ‖h(vhi)‖20 + ‖vhi‖20,ΓD +
∑
E∈Eh/∂Ω
h−1E ‖Qbk[vhi]‖20,E .
= ‖h(vhi)‖20 + ‖vhi − vhb‖20,ΓD +
∑
E∈Eh/∂Ω
h−1E ‖[vhi − vhb]‖20,E .
. ‖h(vhi)‖20 +
∑
T∈Th
h−1T ‖vhi − vhb‖20,∂T . (4.14)
This completes the proof.
Lemma 4.5. For (σ,u) ∈ (Σ⋂[Hk+1(Ω)]d×d) × (U ⋂[Hk+2(Ω)]d) and vh =
{vhi,vhb} ∈ U0h , it holds
|E0(u, τhi)| . hk+1|u|k+2‖τhi‖0, (4.15)
|E2(σ,u;vh)| . hk+1
(
µ−1/2|σ|k+1 + µ1/2|u|k+2
)‖α1/2(vhi − vhb)‖∂Th , (4.16)
and, for k + 1 < d,
|E1(σ,u; τhi, τ trhb)| . hk+1
(
µ−1/2|σ|k+1 + µ1/2|u|k+2
)
·(µ−1/2‖τhi‖0 + ‖β1/2(tr(τhi)− τ trhb)‖∂Th/∂Ω).(4.17)
Proof. The estimates (4.15)-(4.16) follow from Cauchy-Schwarz inequality, the
inverse inequality, Lemmas 2.3 and 2.6.
Similarly, we have
|E1(σ,u; τhi, τ trhb)| . hk+1|u|k+2‖τhi‖0
+µ−1/2h2|σ|k+1‖β1/2(tr(τhi)− τ trhb)‖∂Th/∂Ω
. hk+1|u|k+2‖τhi‖0
+µ−1/2hk+1|σ|k+1‖β1/2(tr(τhi)− τ trhb)‖∂Th/∂Ω,(4.18)
where we have used the the fact h2 ≤ hk+1 for h < 1 and k+1 < d with d = 2, 3.
This completes the proof.
Lemma 4.6. Let (σ,u) ∈ (Σ⋂[Hk+1(Ω)]d×d)× (U ⋂[Hk+2(Ω)]d) be the solu-
tion to the model (1.1), and let (σhi, σ
tr
hb,uh := {uhi,uhb}) ∈ Σhi ×Σtrhb ×UgDh
and (σhi,uh) ∈ Σhi × UgDh be the solutions to the WG schemes (2.21)-(2.22)
and (2.23)-(2.24), respectively. Then it holds
ah(ξ
σ
hi, ξ
σ
hi) + zh
(
tr(ξσhi), ξ
tr
hb; tr(ξ
σ
hi), ξ
tr
hb
)
+ sh(ξ
u
h , ξ
u
h)
. h2k+2(µ−1|σ|2k+1 + µ|u|2k+2) (4.19)
for k + 1 < d, and
ah(ξ
σ
hi, ξ
σ
hi) + sh(ξ
u
h , ξ
u
h) . h2k+2(µ−1|σ|2k+1 + µ|u|2k+2) (4.20)
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for k + 1 ≥ d, where
ξσhi := Q
i
kσ − σhi, ξtrhb := I1tr(σ)− σtrhb, ξuh := {ξuhi, ξuhb} (4.21)
with
ξuhi := Q
i
k+1u− uhi, ξuhb := Ik+1u− uhb.
Proof. From the relations (2.21)-(2.24) and (4.4)-(4.6), we have, for all τhi ∈
Σhi, τ
tr
hb ∈ Σtrhb, and vh = {vhi,vhb} ∈ U0h ,
ah(ξ
σ
hi, τhi) + zh(ξ
σ
hi, ξ
tr
hb; τhi, τ
tr
hb)− bh(τhi, ξuh)
= E1(σ,u; τhi, τ
tr
hb) if k + 1 < d, (4.22)
ah(ξ
σ
hi, τhi)− bh(τhi, ξuh) = E0(u; τhi) if k + 1 ≥ d, (4.23)
−bh(ξσhi,vh)− sh(ξuh ,vh) = E2(σ,u;vh). (4.24)
Then the desired estimates (4.19)-(4.20) follow from Lemmas 4.4-4.5 and Young’s
inequality.
Lemma 4.7. Under the conditions of Lemma 4.6, let σhb ∈ [L2(∂Th)]d×d satisfy
(σhbn)|∂T := (σhin)|∂T − α(uhi|∂T − uhb), ∀T ∈ Th. (4.25)
Then it holds
∇w,k+1 · {Qikσ − σhi,Qbk+1σ − σhb} = 0, (4.26)
〈Qbk+1(σn)− σhbn,vhb〉∂Th = 0,∀vhb ∈ UD,0hb , (4.27)
tr(Qikσ − σhi) ∈ L20(Ω) if ΓN = ∅. (4.28)
Proof. We first show (4.26). Taking vhi = 0 and vhb ∈ UD,0hb in (2.22) or (2.24),
we get
−〈σhin,vhb〉∂Th + 〈α(uhi − uhb),vhb〉∂Th = −〈gN ,vhb〉ΓN , (4.29)
which, together with (4.25), yields
〈σhbn,vhb〉∂Th = 〈gN ,vhb〉ΓN . (4.30)
On one hand, for all vhi ∈ Uhi, vhb ∈ UD,0hb , by the definitions of the discrete
weak divergence and weak gradient, we have
(∇w,k+1 · {σhi,σhb},vhi) = −(σhi,∇hvhi) + 〈σhbn,vhi〉∂Th
= (∇h · σhi,vhi) + 〈σhbn− σhin,vhi〉∂Th
= −(σhi,∇w,kvhi) + 〈σhbn− σhin,vhi〉∂Th
+〈σhin,vhb〉∂Th ,
which, together with (4.30), (4.25), and (2.24), implies
(∇w,k+1 · {σhi,σhb},vhi) = −(σhi,∇w,kvhi) + 〈σhbn− σhin,vhi − vhb〉∂Th
+〈gN ,vhb〉ΓN
= −(σhi,∇w,kvhi)− 〈α(uhi − uhb),vhi − vhb〉∂Th
+〈gN ,vhb〉ΓN
= (f ,vhi), (4.31)
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On the other hand, from the commutativity property (4.1) and the fact∇·σ = f
in (1.1), it follows
(∇w,k+1 · {Qikσ,Qbk+1σ},vhi) = (Qik+1∇ · σ,vhi) = (∇ · σ,vhi) = (f ,vhi),
which, together with (4.31), yields (4.26).
By (4.30) and the boundary condition σn = gN on ΓN we easily get
〈Qbk+1(σn)− σhbn,vhb〉∂Th = 〈σn,vhb〉∂Th − 〈gN ,vhb〉ΓN = 0,
i.e. (4.27) holds.
The work left is to prove (4.28). When ΓN = ∅, we use the first relation in
(1.1) to get
1
2µ+ dλ
(tr(Qikσ), 1) =
1
2µ+ dλ
(tr(σ), 1) = (Aσ, I) = ((u), I) = 〈gD,n〉∂Ω.(4.32)
Since
(I,∇w,kuh) = 〈Ik+1gD,n〉∂Ω,
taking τhi = I in (2.23) yields
1
2µ+ dλ
(tr(σhi), 1) = (Aσhi, I) = 〈Ik+1gD,n〉∂Ω,
which, together with (2.5), leads to the desired relation (4.28) for the case of
k + 1 ≥ d.
For the case of k + 1 < d, we take τhi = I in (2.21) to get
1
2µ+ dλ
(tr(σhi), 1) = (Aσhi, I)
= 〈Ik+1gD,n〉∂Ω
−〈β(tr(σhi)− σtrhb), d− τ trhb〉∂Th/∂Ω, (4.33)
where we have used the fact that tr(I) = d. On the other hand, taking τhi = 0
in (2.21) yields
〈β(tr(σhi)− σtrhb), τ trhb〉∂Th/∂Ω = 0, ∀τ trhb ∈ Σtrhb,
which means
〈β(tr(σhi)− σtrhb), d− τ trhb〉∂Th/∂Ω = 0, (4.34)
since d ∈ Σtrhb. As a result, (4.28) follows from (2.5) and (4.32)-(4.34).
Finally, we shall derive the following error estimates for the stress and dis-
placement approximations.
Theorem 4.8. Let (σ,u) ∈ (Σ⋂[Hk+1(Ω)]d×d)× (U ⋂[Hk+2(Ω)]d) be the so-
lution to the model (1.1), and let (σhi, σ
tr
hb,uh := {uhi,uhb}) ∈ Σhi×Σtrhb×UgDh
and (σhi,uh) ∈ Σhi × UgDh be the solutions to the WG schemes (2.21)-(2.22)
and (2.23)-(2.24), respectively. Then it holds the following error estimates:
‖σ − σhi‖0 . hk+1(|σ|k+1 + µ|u|k+2), (4.35)
‖∇u−∇huhi‖0 . hk+1(µ−1|σ|k+1 + |u|k+2). (4.36)
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Proof. Let σhb be the same as in (4.25), and set
ξσhb := Q
b
k+1(σn)⊗ n− σhb,
where
s⊗ r :=

s1r1 · · · s1rd
...
...
sdr1 · · · sdrd
 for s = (s1, · · · , sd)T , r = (r1, · · · , rd)T .
Recall from (4.21) that
ξσhi = Q
i
kσ − σhi, ξtrhb = I1tr(σ)− σtrhb, ξuh = {Qik+1u− uhi,Ik+1u− uhb}.
Then, in view of (2.27), Lemma 2.3, and Lemma 2.6, we have
‖α−1/2(ξσhin− ξσhbn)‖20,∂Th
= ‖α−1/2(Qikσn−Qbk+1(σn))− α−1/2(σhin− σhbn)‖20,∂Th
= ‖α−1/2(Qikσn−Qbk+1(σn))− α1/2(uhi − uhb)‖20,∂Th
= ‖α−1/2(Qikσn−Qbk+1(σn))− α1/2(uhi − uhb)‖20,∂Th
≤ ‖α1/2 ((Qik+1u− uhi)− (Ik+1u− uhb)) ‖20,∂Th
+‖α−1/2(Qikσn−Qbk+1(σn))‖20,∂Th + ‖α1/2(Qik+1u− Ik+1u)‖20,∂Th
. sh(ξuh , ξuh) + h2k+2(µ−1|σ|2k+1 + µ|u|2k+2). (4.37)
Thus, from Lemma 4.7 and Theorem 3.3 it follows
‖ξσhi‖20 .

µah(ξ
σ
hi, ξ
σ
hi) + µ‖α−1/2(ξσhin− ξσhbn)‖20,∂Th ,+µ‖β1/2(tr(ξσhi)− ξtrhb‖2∂Th/∂Ω,
if k + 1 < d,
µah(ξ
σ
hi, ξ
σ
hi) + µ‖α−1/2(ξσhin− ξσhbn)‖20,∂Th , if k + 1 ≥ d,
which, together with (4.37), Lemma 4.6 and the approximation property of Qik,
yields the desired estimate (4.35).
The thing left is to show (4.36). From the relation (4.22) we have, for all
τhi ∈ Σhi,
ah(ξ
σ
hi, τhi) + zh(ξ
σ
hi, ξ
tr
hb; τhi, 0)− bh(τhi, ξuh) = E1(σ,u; τhi, 0) if k + 1 < d,
which, together with (4.23), (4.3), Theorem 3.1, Theorem 3.3, Lemmas 4.5-4.6,
and the inverse inequality, indicates
‖h(ξuhi)‖0 . ‖w,k(ξuh)‖0 + µ−1/2‖α1/2(ξuhi − ξuhb)‖0,∂Th
. sup
τhi∈Σhi
bh(τhi, ξ
u
h)
‖τhi‖0 + µ
−1/2sh(ξuh , ξ
u
h)
1/2
. hk+1(µ−1|σ|k+1 + |u|k+2).
As a result, the desired estimate (4.36) follows from Lemma 4.4, Lemma 4.6 and
the triangle inequality.
17
5 L2 error estimation for displacement approxi-
mation
In order to derive the L2 error estimation for the displacement approximation
uhi, we shall perform Aubin-Nitsche duality argument based on the following
auxiliary problem:
Find Ψ : Ω→ Rd×dsym, Φ : Ω→ Rd such that
AΨ− (Φ) = 0 in Ω,
∇ ·Ψ = ξuhi in Ω,
Φ = 0 on ΓD,
Ψn = 0 on ΓN .
(5.1)
Here ξuhi is the same as in (4.21), i.e. ξ
u
hi = Q
i
k+1u − uhi. In addition, we
assume the following regularity estimate holds:
|Ψ|1 + µ|Φ|2 . ‖ξuhi‖0. (5.2)
Lemma 5.1. For (σ,u) ∈ (Σ⋂[Hk+1(Ω)]d×d)× (U ⋂[Hk+2(Ω)]d), it holds
|E0(u;QikΨ)| . hk+2|u|k+2|Ψ|1, (5.3)
|E0(Φ; ξσhi)| . hk+2(|σ|k+1 + µ|u|k+2)|Φ|2, (5.4)
|E1(σ,u;QikΨ, I1tr(Ψ))| . hk+2(|σ|k+1 + µ|u|k+2)µ−1|Ψ|1, (5.5)
|E1(Ψ,Φ; ξσhi, ξtrhb)| . hk+2(|σ|k+1 + µ|u|k+2)(µ−1|Ψ|1 + |Φ|2),(5.6)
|E2(σ,u; {Qik+1Φ,Ik+1Φ})| . hk+2(|σ|k+1 + µ|u|k+2)|Φ|2, (5.7)
|E2(Ψ,Φ; ξuh))| . hk+2(|σ|k+1 + µ|u|k+2)(µ−1|Ψ|1 + |Φ|2),
(5.8)
where E0(), E1() and E2() are defined in (4.7)-(4.9), and ξ
σ
hi, ξ
tr
hb and ξ
u
h =
{ξuhi, ξuhb} are the same as in (4.21).
Proof. Since the proofs of (5.3) and (5.4) follow from those of (5.5) and (5.6),
respectively, we only prove (5.5)-(5.8).
From 〈Ik+1u − u,Qb0Ψn〉ΓD = 0, Qb0Ψn|ΓN = Ψn|ΓN = 0, and Lemma
2.6, it follows
|E1(σ,u;QikΨ, I1tr(Ψ))| ≤ |〈Ik+1u− u,QikΨn−Qb0Ψn〉∂Th |
+|〈β(tr(Qikσ)− I1tr(σ)), tr(QikΨ)− I1tr(Ψ)〉∂Th/∂Ω|
. hk+2(|σ|k+1 + µ|u|k+2)µ−1|Ψ|1,
i.e. (5.5) holds. Similarly, we have
|E2(σ,u; {Qik+1Φ,Ik+1Φ})| ≤ |〈α(Qik+1u− Ik+1u),Qik+1Φ− Ik+1Φ〉∂Th |
+|〈σn−Qikσn,Qik+1Φ− Ik+1Φ〉∂Th |
. hk+2(|σ|k+1 + µ|u|k+2)|Φ|2,
i.e. (5.7) holds. In light of Lemma 4.6 and the approximation properties of Qik,
I1 and Ik+1, we get
|E1(Ψ,Φ; ξσhi, ξtrhb)| ≤ |〈Ik+1Φ−Φ, ξσhin〉∂Th |
+|〈β(tr(QikΨ)− I1tr(Ψ)), tr(ξσhi)− ξtrhb〉∂Th/∂Ω|
. hk+2(|σ|k+1 + µ|u|k+2)(µ−1|Ψ|1 + |Φ|2) (5.9)
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and
|E2(Ψ,Φ; ξuh))| ≤ |〈α(Qik+1Φ− Ik+1Φ), ξuhi − ξuhb〉∂Th |
+|〈Ψn−Ψikσn, ξuhi − ξuhb〉∂Th |
. hk+2(|σ|k+1 + µ|Φ|k+2)|Φ|2, (5.10)
i.e. (5.6) and (5.8) hold.
We are now ready to show the L2-error estimation for the displacement
approximation uhi.
Theorem 5.2. Let (σ,u) ∈ (Σ⋂[Hk+1(Ω)]d×d) × (U ⋂[Hk+2(Ω)]d) be the
solution to the model (1.1), and let (σhi, σ
tr
hb,uh := {uhi,uhb}) ∈ Σhi × Σtrhb ×
UgDh and (σhi,uh) ∈ Σhi × UgDh be the solutions to the WG schemes (2.21)-
(2.22) and (2.23)-(2.24), respectively. Then, under the regularity assumption
(5.2), it holds
‖u− uhi‖0 . hk+2(µ−1|σ|k+1 + |u|k+2). (5.11)
Proof. We only prove (5.11) for k + 1 < d, since the case of k + 1 ≥ d follows
similarly. Similar to the proof of Lemma 4.2, from (5.1) we can easily obtain,
for all τhi ∈ Σhi, τ trhb ∈ Σtrhb, vh = {vhi,vhb} ∈ U0h ,
ah(Q
i
kΨ, τhi) + zh(Q
i
kΨ, I1tr(Ψ); τhi, τ trhb)− bh(τhi, {Qik+1Φ,Ik+1Φ})
= E1(Ψ,Φ; τhi, τ
tr
hb), (5.12)
−bh(QikΨ,vh)− sh({Qik+1Φ,Ik+1Φ},vh) = (ξuhi,vhi) + E2(Ψ,Φ;vh). (5.13)
Taking vh = ξ
u
h in (5.13), by (4.22), (5.12) and (4.24) we have
‖ξuhi‖20 = −bh(QikΨ, ξuh)− sh({Qik+1Φ,Ik+1Φ}, ξuh)− E2(Ψ,Φ; ξuh)
= −ah(ξσhi,QikΨ)− sh({Qik+1Φ,Ik+1Φ}, ξuh)
−zh(ξσhi, ξtrhb;QikΨ, I1tr(Ψ))
+E1(σ,u;Q
i
kΨ, I1tr(Ψ))− E2(Ψ,Φ; ξuh)
= −bh(ξσhi, {Qik+1Φ,Ik+1Φ})
−sh({Qik+1Φ,Ik+1Φ}, ξuh)
−E1(Ψ,Φ; ξσhi, ξtrhb))
+E1(σ,u;Q
i
kΨ, I1tr(Ψ))− E2(Ψ,Φ; ξuh)
= E2(σ,u; {Qik+1Φ,Ik+1Φ})− E1(Ψ,Φ; ξσhi, ξtrhb))
+E1(σ,u;Q
i
kΨ, I1tr(Ψ))− E2(Ψ,Φ; ξuh),
which, together with Lemma 5.1 and the regularity (5.2), yields
‖ξuhi‖20 . hk+2(µ−1|σ|k+1 + |u|k+2)(|Ψ|1 + µ|Φ|2)
. hk+2(µ−1|σ|k+1 + |u|k+2)‖ξuhi‖0.
As a result, the desired estimate follows from the triangle inequality and the
approximation property of Qik+1.
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6 Numerical examples
In this section, we provide several numerical examples to verify our theoretical
results. All tests are programmed in C++ using the Eigen [28] library.
6.1 A 2D example
Let Ω = (0, 1) × (0, 1). We consider the homogeneous Dirichlet boundary con-
dition, and the exact solution (u,σ) is of the following form:
u =
 sin 2piy(−1 + cos 2pix) +
1
1 + λ
sinpix sinpiy
sin 2pix(1− cos 2piy) + 1
1 + λ
sinpix sinpiy
 ,
σ =
 2µ
du1
dx
+ λ(
du1
dx
+
du2
dy
), µ(
du1
dy
+
du2
dx
)
µ(
du1
dy
+
du2
dx
), 2µ
du2
dy
+ λ(
du1
dx
+
du2
dy
 ,
where µ = 1 and λ = 1, 103, 106. Two types of meshes are used (cf. Figures
6.2-6.3).
Figure 6.2: Triangle meshes
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Figure 6.3: Ladder-shaped meshes
Numerical results of the displacement and stress approximations are listed
in Tables 6.1-6.2 for the proposed new WG methods (2.21)-(2.22) and (2.23)-
(2.24) with k = 0, 1, 2. We can see that the methods yield optimal convergence
rates that are uniformly with respect to the Lame´ constant λ, as is conformable
to the theoretical results.
For comparison we also list in Table 6.1 some results computed by the WG
scheme (2.31)-(2.32), denoted by WG*, with k = 0 (cf. Remark 2.2). We note
that for a fixed k, the new method is of fewer degrees of freedom (DOF) than
the corresponding WG* (after the local elimination). We refer to Table 6.1(c)
for the numbers of DOF for the two methods with k = 0.
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Table 6.1: Numerical results for k = 0 on triangle meshes for a 2D example
(a) Displacement error ‖u− uhi‖0/‖u‖0
Method
λ = 100 λ = 103 λ = 106
Mesh Error Rate Error Rate Error Rate
new WG
22 × 22 2.5118E-01 2.9130E-01 2.9137E-01
23 × 23 1.1458E-01 1.13 1.5561E-01 0.90 1.5572E-01 0.90
24 × 24 4.1279E-02 1.47 6.1521E-02 1.34 6.1579E-02 1.34
25 × 25 1.2346E-02 1.74 1.9154E-02 1.68 1.9172E-02 1.68
26 × 26 3.3351E-03 1.89 5.2839E-03 1.86 5.2892E-03 1.86
27 × 27 8.6194E-04 1.95 1.3782E-03 1.94 1.3796E-03 1.94
28 × 28 2.1870E-04 1.98 3.5089E-04 1.97 3.5126E-04 1.97
29 × 29 5.5053E-05 1.99 8.8436E-05 1.99 8.8529E-05 1.99
WG*
22 × 22 4.6433E-01 4.4558E-01 4.4551E-01
23 × 23 1.3023E-01 1.83 1.3145E-01 1.76 1.3145E-01 1.76
24 × 24 3.4483E-02 1.92 3.6053E-02 1.87 3.6059E-02 1.87
25 × 25 8.7824E-03 1.97 9.3198E-03 1.95 9.3220E-03 1.95
26 × 26 2.2064E-03 1.99 2.3522E-03 1.99 2.3528E-03 1.99
27 × 27 5.5226E-04 2.00 5.8949E-04 2.00 5.8961E-04 2.00
28 × 28 1.3811E-04 2.00 1.4746E-04 2.00 1.4736E-04 2.00
(b) Stress error ‖σ − σhi‖0/‖σ‖0
Method
λ = 100 λ = 103 λ = 106
Mesh Error Rate Error Rate Error Rate
new WG
22 × 22 5.8248E-01 5.9898E-01 5.9901E-01
23 × 23 3.2138E-01 0.86 3.3902E-01 0.82 3.3907E-01 0.82
24 × 24 1.6203E-01 0.99 1.7155E-01 0.98 1.7157E-01 0.98
25 × 25 7.9664E-02 1.02 8.3487E-02 1.04 8.3501E-02 1.04
26 × 26 3.9321E-02 1.02 4.0530E-02 1.04 4.0535E-02 1.04
27 × 27 1.9536E-02 1.01 1.9902E-02 1.03 1.9904E-02 1.03
28 × 28 9.7405E-03 1.00 9.8665E-03 1.01 9.8668E-03 1.01
29 × 29 4.8642E-03 1.00 4.9152E-03 1.01 4.9153E-03 1.01
WG*
22 × 22 5.4821E-01 5.9035E-01 5.9046E-01
23 × 23 2.7265E-01 1.01 2.9041E-01 1.02 2.9046E-01 1.02
24 × 24 1.3062E-01 1.06 1.3699E-01 1.08 1.3700E-01 1.08
25 × 25 6.3998E-02 1.03 6.6276E-02 1.05 6.6280E-02 1.05
26 × 26 3.1804E-02 1.01 3.2774E-02 1.02 3.2776E-02 1.02
27 × 27 1.5877E-02 1.00 1.6337E-02 1.00 1.6338E-02 1.00
28 × 28 7.9351E-03 1.00 8.1618E-03 1.00 8.1622E-03 1.00
(c) Numbers of DOF of different methods (after local elimination)
Method 22 × 22 23 × 23 24 × 24 25 × 25 26 × 26 27 × 27 28 × 28
new WG 75 243 867 3267 12675 49923 198147
WG* 224 832 3200 12544 49664 197632 788480
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Table 6.2: Numerical results for new WG methods with k = 1 on triangular
meshes and k = 2 on Ladder-shaped meshes: a 2D example
(a) Displacement error ‖u− uhi‖0/‖u‖0
Method
λ = 100 λ = 103 λ = 106
Mesh Error Rate Error Rate Error Rate
k = 1:
triangular
meshes
22 × 22 5.2634E-02 6.2573E-02 6.2624E-02
23 × 23 7.2373E-03 2.86 8.7100E-03 2.84 8.7173E-03 2.84
24 × 24 9.1526E-04 2.98 1.1972E-03 2.86 1.1987E-03 2.86
25 × 25 1.1056E-04 3.05 1.6295E-04 2.88 1.6328E-04 2.88
26 × 26 1.3369E-05 3.05 2.1207E-05 2.94 2.1263E-05 2.94
27 × 27 1.6481E-06 3.02 2.6839E-06 2.98 2.6930E-06 2.98
k = 2:
Ladder-
shaped
meshes
22 × 22 2.4966E-02 2.5643E-02 2.5643E-02
23 × 23 1.7134E-03 3.87 1.7813E-03 3.85 1.7813E-03 3.85
24 × 24 1.1007E-04 3.96 1.1508E-04 3.95 1.1508E-04 3.95
25 × 25 6.9419E-06 3.99 7.2747E-06 3.98 7.2752E-06 3.98
26 × 26 4.3538E-07 3.99 4.5666E-07 3.99 4.6030E-07 3.98
(b) Stress error ‖σ − σhi‖0/‖σ‖0
Method
λ = 100 λ = 103 λ = 106
Mesh Error Rate Error Rate Error Rate
k = 1:
triangular
meshes
22 × 22 1.5162E-01 2.1825E-01 2.1863E-01
23 × 23 4.1901E-02 1.86 6.4509E-02 1.76 6.4643E-02 1.76
24 × 24 1.2563E-02 1.74 2.2094E-02 1.55 2.2151E-02 1.55
25 × 25 3.7221E-03 1.75 7.6549E-03 1.53 7.6789E-03 1.53
26 × 26 1.0091E-03 1.88 2.3014E-03 1.73 2.3098E-03 1.73
27 × 27 2.5899E-04 1.96 6.1511E-04 1.90 6.1749E-04 1.90
k = 2:
Ladder-
shaped
meshes
22 × 22 4.5366E-02 4.7317E-02 4.7322E-02
23 × 23 5.8426E-03 2.96 6.1579E-03 2.94 6.1587E-03 2.94
24 × 24 7.3045E-04 3.00 7.7307E-04 2.99 7.7318E-04 2.99
25 × 25 9.1015E-05 3.00 9.6541E-05 3.00 9.6555E-05 3.00
26 × 26 1.1348E-05 3.00 1.2046E-05 3.00 1.2062E-05 3.00
6.2 A 3D example
Let Ω = (0, 1)× (0, 1)× (0, 1) be subdivided into simplicial meshes (cf. Figure
6.4). We consider the homogeneous Dirichlet boundary condition, and the exact
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solution (u,σ) is of the following form:
u1 =200(x− x2)2(2y3 − 3y2 + y)(2z3 + 3z2 + z),
u2 =− 100(y − y2)2(2x3 − 3x2 + x)(2z3 − 3z2 + z),
u3 =− 100(z − z2)2(2y3 − 3y2 + y)(2x3 − 3x2 + x),
σ11 =400µ(2x
3 − 3x2 + x)2(2y3 − 3y2 + y)(2z3 + 3z2 + z),
σ22 =− 200µ(2x3 − 3x2 + x)2(2y3 − 3y2 + y)(2z3 + 3z2 + z),
σ33 =− 200µ(2x3 − 3x2 + x)2(2y3 − 3y2 + y)(2z3 + 3z2 + z),
σ12 =σ21 = 2µ(
du1
dy
+
du2
dx
),
σ13 =σ31 = 2µ(
du1
dz
+
du3
dx
),
σ23 =σ32 = 2µ(
du2
dz
+
du3
dy
),
where µ = 0.5 and λ = 100, 103, 106.
Numerical results of the new WG methods with k = 0, 1 are listed in Table
6.4. We can see that the methods yield uniformly optimal convergence rates, as
is conformable to the theoretical results.
Figure 6.4: 3D simplicial mesh: 1× 1× 1 (six elements)
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Table 6.3: Numerical results for k = 0 on simplicial meshes for a 3D example
Method
λ = 100 λ = 103 λ = 106
Mesh Error Rate Error Rate Error Rate
‖u−uhi‖0
‖u‖0
4× 4× 4 5.2896E-01 5.2877E-01 5.2877E-01
8× 8× 8 2.3132E-01 1.19 2.3085E-01 1.20 2.3085E-01 1.20
16× 16× 16 7.0628E-02 1.71 7.0193E-02 1.72 7.0192E-02 1.72
32× 32× 32 1.8673E-02 1.92 1.8463E-02 1.93 1.8463E-02 1.93
36× 36× 36 1.4813E-02 1.97 1.4640E-02 1.97 1.4640E-02 1.97
40× 40× 40 1.2033E-02 1.97 1.1891E-02 1.97 1.1890E-02 1.97
44× 44× 44 9.9662E-03 1.98 9.8478E-03 1.98 9.8476E-03 1.98
48× 48× 48 8.3882E-03 1.98 8.2891E-03 1.98 8.2889E-03 1.98
‖σ−σhi‖0
‖σ‖0
4× 4× 4 8.1612E-01 8.1625E-01 8.1625E-01
8× 8× 8 5.1316E-01 0.67 5.1347E-01 0.67 5.1347E-01 0.67
16× 16× 16 2.7874E-01 0.88 2.7906E-01 0.88 2.7906E-01 0.88
32× 32× 32 1.4275E-01 0.97 1.4296E-01 0.97 1.4296E-01 0.97
36× 36× 36 1.2710E-01 0.99 1.2728E-01 0.99 1.2728E-01 0.99
40× 40× 40 1.1453E-01 0.99 1.1468E-01 0.99 1.1469E-01 0.99
44× 44× 44 1.0421E-01 0.99 1.0434E-01 0.99 1.0434E-01 0.99
48× 48× 48 9.5592E-02 0.99 9.5705E-02 0.99 9.5706E-02 0.99
Table 6.4: Numerical results for k = 1 on simplicial meshes for a 3D example
Method
λ = 100 λ = 103 λ = 106
Mesh Error Rate Error Rate Error Rate
‖u−uhi‖0
‖u‖0
4× 4× 4 8.6049E-02 8.7240E-02 8.7245E-02
8× 8× 8 1.1340E-02 2.92 1.1532E-02 2.92 1.1533E-02 2.92
12× 12× 12 3.2599E-03 3.07 3.2960E-03 3.09 3.2962E-03 3.09
16× 16× 16 1.3332E-03 3.11 1.3432E-03 3.12 1.3432E-03 3.12
20× 20× 20 6.6479E-04 3.12 6.6836E-04 3.13 6.6837E-04 3.13
‖σ−σhi‖0
‖σ‖0
4× 4× 4 2.7648E-01 2.8978E-01 2.8984E-01
8× 8× 8 8.0878E-02 1.77 8.2214E-02 1.82 8.2220E-02 1.82
12× 12× 12 3.8123E-02 1.85 3.8374E-02 1.88 3.8375E-02 1.88
16× 16× 16 2.2266E-02 1.87 2.2339E-02 1.88 2.2340E-02 1.88
20× 20× 20 1.4620E-02 1.89 1.4648E-02 1.89 1.4649E-02 1.89
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Appendices
A Modified Scott-Zhang interpolation for vec-
tors
Let Ω ⊂ Rd (d = 2, 3) be a polyhedral region with boundary ∂Ω = ΓD ∪ ΓN ,
where meas(ΓD) > 0 and ΓD ∩ ΓN = ∅.
Let Th be a shape regular simplicial subdivision of Ω with maximum mesh
size h, such that each (open) boundary edge (face) belongs either to ΓD, or to
ΓN . Furthermore, we assume that there should be at least 2 edges (or faces) on
ΓS if ΓS 6= ∅, where S = D,N .
We shall construct an interpolation operator
Ik+1 : W l,p(Ω)→W l,p(Ω) ∩ Pk+1(Th),
where
l ≥ 1 if p = 1 and l > 1/p otherwise. (A.1)
To this end, let Nh = {Ai}Ni=1 be the set of all interpolation nodes of Th
and {φi}Ni=1 be the corresponding nodal basis of Pk+1(Th) ∩ H1(Ω). And
let {AJi}M+1i=0 ⊂ Nh be the set of vertexes of edge (or face) E ⊂ ΓN , and
{AMi}Si=1 ⊂ Nh be the set of interior nodes of edge (or face) E ⊂ ΓN . If d = 2
the points AJ0 and AJM+1 should be the adjoint point of ΓD and ΓN , and AJi
(i = 1, 2, · · · ,M) is between AJi−1 and AJi+1 .
The interpolation operator Ik+1 is defined as follows: For any v ∈W l,p(Ω),
given by
Ik+1v :=
∑
Ai∈Nh
Ik+1v(Ai)φi. (A.2)
Here for any node Ai, the value Ik+1v(Ai) is determined by the following way,
i.e. (1)-(4).
(1) If Ai is an interior point of some d-simplex T ∈ Th, then let {Ai,j}n0j=1
(Ai,1 = Ai, n0 = C
k+1
k+d+1) be the set of nodal points in T and {φi,j}n0j=1 be the
corresponding nodal basis, and let {ψi,j}n0j=1 be the L2(T )-dual basis of {φi,j}n0j=1
satisfying
(φi,j , ψi,k)T = δjk, (A.3)
where δjk is the Kronecker delta. In this case, we define
Ik+1v(Ai) := (v, ψi,1)T . (A.4)
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(2) If Ai is an interior point of edge (or face) ((d − 1)−simplex) E ⊂ ∂T ,
then let {Ai,j}n1j=1 (Ai,1 = Ai, n1 = Ck+1k+d) be the set of nodal points in E and
{φi,j}n1j=1 be the corresponding nodal basis, and let {ψi,j}n1j=1 be the L2(E)-dual
basis of {φi,j}n1j=1 satisfying
〈φi,j , ψi,k〉E = δjk. (A.5)
Thus, we define
Ik+1v(Ai) := 〈v, ψi,1〉E . (A.6)
(3) For the rest of Ai ∈ Nh, we select a (d−1)-simplex E such that Ai ∈ E,
subject only to the restriction
E ⊂ ΓD if Ai ∈ ΓD. (A.7)
Let {Ai,j}n1j=1 (Ai,1 = Ai, n1 = Ck+1k+d) be the set of nodal points in E and
{φi,j}n1j=1 be the corresponding nodal basis, and let {ψi,j}n1j=1 be the L2(E)-dual
basis of {φi,j}n1j=1 satisfying
〈φi,j , ψi,k〉E = δjk. (A.8)
Then we define
Ik+1v(Ai) := 〈v, ψi,1〉E . (A.9)
(4) We need to modify the interpolation conditions of Ik+1v at some nodes
Ai in ∂Ω for the three cases (4a)-(4c) below. We note that the (4b)-(4c) are
corresponding to the case of k + 1 < d.
(4a) If k + 1 ≥ d, then, for any edge (or face, d − 1-simplex) E ⊂ ΓS (S = D
or N), there always exists at least one interior node in E. We choose one
such node, Ai, and replace the corresponding interpolation condition of
Ik+1v(Ai) in (2) or (3) by
〈Ik+1v, 1〉E = 〈v, 1〉E . (A.10)
(4b) If k + 1 = d − 1, then, for any open (d − 2)-simplex P ∈ ΓS (S = D or
N), there exists only one node Ai inside P . Let {AIj}Mj=1 denote the set
of all nodes inside all the (d− 2)-simplexes in ΓS . For any Ai ∈ {AIj}Mj=1,
there exist exactly two (d − 1)-simplexes Ei,1 ⊂ ΓS and Ei,2 ⊂ ΓS that
are adjoined at Ai. Set w(Ai) := Ei,1
⋃
Ei,2. We choose a set of nodes
{AJi}li=1 ⊂ {AIj}Mj=1 such that
µd−1(w(AJj )
⋂
w(AJk)) = 0, j 6= k, (A.11)⋃
AJi∈{AJi}li=1
w(AJi) = ΓS . (A.12)
Then the interpolation condition of Ik+1v at each Ai ∈ {AJi}li=1 is re-
placed by
〈Ik+1v, 1〉Ei,1 + 〈Ik+1v, 1〉Ei,2 = 〈v, 1〉Ei,1 + 〈v, 1〉Ei,2 . (A.13)
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(4c) If k+1 = 1 and d = 3, then let {AIj}Mj=1 denote the set of all nodes inside
ΓS (S = D or N). For any Ai ∈ {AIj}Mj=1, there exist li (d−1)-simplexes,
{Ei,j}lij=1, in ΓS that adjoined at Ai. Set w(Ai) :=
⋃
Ei,j∈{Ei,j}lij=1
Ei,j .
We choose a set of nodes {AJi}li=1 ⊂ {AIj}Mj=1 such that
µd−1(w(AJj )
⋂
w(AJk)) = 0, j 6= k, (A.14)⋃
AJi∈{AJi}li=1
w(AJi) = ΓS . (A.15)
Then the interpolation condition of Ik+1v at each Ai ∈ {AJi}li=1 is re-
placed by ∑
Ei,j∈{Ei,j}lij=1
〈Ik+1v, 1〉Ei,j =
∑
Ei,j∈{Ei,j}lij=1
〈v, 1〉Ei,j . (A.16)
Based on interpolation conditions in (1)-(4), we know that the interpolation
polynomial Ik+1v ∈W l,p(Ω) ∩ Pk+1(Th) is uniquely determined.
In view of the definition of the operator Ik+1, i.e. (A.2), we easily have the
following results.
Lemma A.1. For any v ∈W l,p(Ω), there holds
〈Ik+1v, 1〉ΓS = 〈v, 1〉ΓS , S = D,N, (A.17)
Ik+1v|ΓD = 0 if v|ΓD = 0. (A.18)
In particular,
Ik+1v = v, ∀v ∈ Pk+1(Th) ∩W l,p(Ω). (A.19)
Lemma A.2. For any v ∈W l,p(Ω) and T ∈ Th, there holds
‖Ik+1v‖m,q,T .
l∑
r=0
h
r−m+d/q−d/p
T |v|r,p,S(T ), (A.20)
where
S(T ) = S
′
(T ) := interior(
⋃
{T ′ |T ′
⋂
T 6= ∅, T ′ ∈ Th}) (A.21)
if k + 1 ≥ d, and
S(T ) = interior(
⋃
{T ′ |T ′
⋂
S′(T ) 6= ∅, T ′ ∈ Th}) (A.22)
if k + 1 < d.
Proof. For v ∈W l,p(Ω) and Ai ∈ Nh, by (1) we have
|Ik+1v(Ai)| ≤ ‖v‖0,1,T ‖ψi,1‖0,∞,T
≤ (h−1T )0(hd/1T )|vˆ|0,1,Tˆh−dT
. ‖vˆ‖l,p,Tˆ
.
l∑
r=0
h
r−d/p
T |v|r,p,T . (A.23)
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From (2)-(3) we get
|Ik+1v(Ai)| ≤ ‖v‖0,1,E‖ψi,1‖0,∞,E
≤ (h−1/1T )(hd/1T )|vˆ|0,1,Tˆh−(d−1)T
. ‖vˆ‖l,p,Tˆ
.
l∑
r=0
h
r−d/p
T |v|r,p,T . (A.24)
For the case (4a), Ik+1v on E has the form
Ik+1v|E = Ik+1v(Ai)φi +
d+1∑
j=1
Ik+1v(Ai,j)φi,j . (A.25)
Therefore
〈Ik+1v, 1〉E = Ik+1v(Ai)〈φi, 1〉E +
d+1∑
j=1
Ik+1v(Ai,j)〈φi,j , 1〉E , (A.26)
which leads to
Ik+1v(Ai) = 1〈φi, 1〉E 〈Ik+1v, 1〉E −
d+1∑
j=1
Ik+1v(Ai,j) 〈φi,j , 1〉E〈φi, 1〉E
=
1
〈φi, 1〉E 〈v, 1〉E −
d+1∑
j=1
Ik+1v(Ai,j) 〈φi,j , 1〉E〈φi, 1〉E . (A.27)
So
|Ik+1v(Ai)| . 1|E| |〈v, 1〉E | −
d+1∑
j=1
|Ik+1v(Ai,j)|
. h−(d−1)E |v|0,1,E +
l∑
r=0
h
r−d/p
T |v|r,p,S(T )
.
l∑
r=0
h
r−d/p
T |v|r,p,S(T ). (A.28)
Similarly, for the cases (4b)-(4c), it holds
Ik+1v(Ai) .
l∑
r=0
h
r−d/p
T |v|r,p,S(T ). (A.29)
As a result, from (A.2) it follows
‖Ik+1v‖m,q,T ≤
n1∑
i=1
|Ik+1v(Ai)|‖φi‖m,q,T
.
l∑
r=0
h
r−m+d/q−d/p
T |v|r,p,S(T ). (A.30)
This completes the proof.
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In light of (A.19), Lemma A.2, and the triangle inequality, we easily obtain
the following approximation result.
Lemma A.3. For any v ∈W l,p(Ω) and 0 ≤ m ≤ k + 2, we have
‖v − Ik+1v‖m,p,T .
m∑
r=0
hr−mT inf
w∈[Pk+1(Th)
⋂
H1(Ω)]d
‖v − w‖r,p,S(T ). (A.31)
B Inf-sup conditions on [H1D(Ω)]
d × L2(Ω)
We first cite a result from [11]:
Lemma B.1. Assume that meas(ΓD) > 0. Then there exists a positive C such
that
sup
v∈[H1D(Ω)]d
(∇ · v, q)
||v||1 ≥ C‖q‖0, ∀q ∈ L
2(Ω). (B.1)
Lemma B.2. Assume that meas(ΓD) > 0. Then it holds the inf-sup condition
sup
vh∈[P1(Th)∩H1D(Ω)]d
(∇ · vh, p)
|vh|1 & ‖p‖0, for any constant p. (B.2)
Proof. From (B.1) and Lemma 2.3 it follows
‖p‖0 . sup
v∈H1D(Ω)]d
(∇ · v, p)
|v|1
= sup
v∈[H1D(Ω)]d
(∇ · I1v, p)
|v|1 + supv∈[H1D(Ω)]d
(∇ · (v − I1v), p)
|v|1
= sup
v∈[H1D(Ω)]d
(∇ · I1v, p)
|v|1
. sup
v∈H1D(Ω)]d
(∇ · I1v, p)
|I1v|1 ,
which yields the desired result.
Theorem B.3. Let Vh ⊂ [H1D(Ω)]d and Qh ⊂ L2(Ω) be two finite dimensional
spaces such that [P1(Th)
⋂
H1D(Ω)]
d ⊂ Vh and
sup
vh∈Vh
⋂
[H10 (Ω)]
d
(∇ · vh, ph)
|vh|1 & ‖ph‖0,∀ph ∈ Qh
⋂
L20(Ω). (B.3)
Then the following inf-sup condition holds:
sup
vh∈Vh
(∇ · vh, ph)
|vh|1 & ‖ph‖0,∀ph ∈ Qh. (B.4)
Proof. From (B.2) and (B.3) we know that, for all ph ∈ Qh, there exists v1 ∈
[P1(Th)∩H1D(Ω)]d, v2 ∈ Vh
⋂
[H10 (Ω)]
d, and a positive constant C0, independent
of ph, v1, v2, and the mesh size h, such that
(∇ · v1, ph) = ‖ph‖20, |v1|1 ≤ C0‖ph‖0, (B.5)
(∇ · v2, ph − ph) = ‖ph − ph‖20, |v2|1 ≤ C0‖ph − ph‖0, (B.6)
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where ph = (ph, 1). Then we can take vh = (v1 + α˜v2) ∈ Vh with
(∇ · vh, ph) = (∇ · v1, ph) + α˜(∇ · v2, ph)
= (∇ · v1, ph) + (∇ · v1, ph − ph) + α˜(∇ · v2, ph − ph)
≥ ‖ph‖20 + α˜‖ph − ph‖20 − C0‖ph‖0‖ph − ph‖0
≥ 1
2
‖ph‖20 + (α˜−
C20
2
)‖ph − ph‖20
≥ 1
4
‖ph‖20, (B.7)
where α˜ =
C20
2 +
1
2 . On the other hand,
|vh|1 ≤ |v1|1 + α˜|v2|1 ≤ C0 (‖ph‖0 + α˜‖ph − ph‖0) . ‖ph‖0, (B.8)
which, together with (B.7), implies the desired conclusion.
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