This paper presents a new methodology for classification of local climate zones based on ensemble learning techniques. Landsat-8 data and open street map data are used to extract spectral-spatial features, including spectral reflectance, spectral indexes, and morphological profiles fed to subsequent classification methods as inputs. Canonical correlation forests and rotation forests are used for the classification step. The final classification map is generated by majority voting on different classification maps obtained by the two classifiers using multiple training subsets. The proposed method achieved an overall accuracy of 74.94% and a kappa coefficient of 0.71 in the 2017 IEEE GRSS Data Fusion Contest.
INTRODUCTION
In recent years, there has been a growing interest in the mapping of local climate zones (LCZs) for urban temperature studies [1] . LCZs comprises 17 classes based on properties of 3D surface structure (e.g., height and density of buildings and trees) and surface cover (e.g., pervious or impervious). The classification of LCZs is a challenging task due to a large intra-class variability of spectral signatures caused by the regional variations of vegetation and artificial materials.
The LCZ classification scheme has been successfully developed via the World Urban Database and Access Portal Tools (WUDAPT 1 ) to collect information regarding the form and function of cities worldwide [2] . The contributors of WUDAPT create training data using high-resolution images obtained by Google Earth. The LCZ classification is performed on Landsat data using random forests [3] in a System developed for Automated Geoscientific Analyses (SAGA GIS). Although the scheme has been well established, it still This research has been partly supported by Japan Society for the Promotion of Science (JSPS) KAKENHI 15K20955 and 16F16053, and Alexander von Humboldt Fellowship for postdoctoral researchers.
1 http://www.wudapt.org/ requires an enormous amount of human efforts, particularly for the specific step of creating training data.
To overcome this limitation, we promote innovative classification algorithms, which have high generalization ability and transferability. Therefore, the Image Analysis and Data Fusion Technical Committee (IADFTC) of the IEEE Geoscience and Remote Sensing Society (GRSS) organized the contest of the LCZ classification in 2017, aiming at accelerating progress on data fusion methodologies for multitemporal, multisource, and multimodal remote sensing data.
We present here a new multimodal data fusion methodology for the LCZ classification based on ensemble learning techniques. Canonical correlation forests (CCFs) [4] and rotation forests (RoFs) [5] are applied to spectral-spatial features extracted from satellite images and semantic layers. Our results achieved an overall accuracy of 74.94%, which ranked first in the contest among more than 800 submissions.
The remainder of the paper is organized as follows. Section II describes the data sets provided by the fusion committee for the contest. Section III introduces our proposed methodology. Experimental results and discussion are presented in Section IV. Section V concludes the paper.
DATA SETS
The data sets comprise multitemporal, multisource, and multimodal data for nine cities: five cities (i.e., Berlin, Rome, Paris, Sao Paulo, and Hong Kong) for training and four cities (i.e., Amsterdam, Chicago, Madrid, and Xi'an) for testing. For each city, the following three kinds of image data have been provided for the contest.
• Landsat data 2 : Eight multispectral bands (i.e., visible, short and long infrared wavelengths) resampled at a ground sampling distance (GSD) of 100 m with multitemporal (i.e., 2-6) acquisitions.
• Sentinel-2 data: Nine multispectral bands (i.e., visible, vegetation red edges and short infrared wavelengths) resampled at a 100 m GSD for a single acquisition. • Open Street Map (OSM) data 3 : Three layers of "buildings," "land-use," and "water" at a 5 m GSD.
For the training cities, ground-truth samples of the LCZ classes were provided in several areas of each city in the form of raster images at a 100 m GSD. Table 1 summarizes class names and colors of the LCZ classes and the numbers of pixels for training and test. Fig. 1 shows the color composite images created from the Landsat-8 data as well as the groundtruth maps for the training cities.
Among the data mentioned above, only Landsat and OSM data have been used in this work. We used Landsat data but not Sentinel-2 data to exploit long infrared wavelengths. By using the available time-series of the Landsat data, one can take temporal-spectral variability into consideration to effectively train the classifiers. It should be noted that the original Landsat-8 images at a GSD of 30 m were downloaded via Amazon Simple Storage Service (Amazon S3) for all images provided in the contest. All eleven bands were used as input, which is detailed in the next section. Fig. 2 illustrates the flowchart of our algorithm developed for the classification of LCZs in the framework of the 2017 IEEE GRSS Data Fusion Contest. The algorithm is mainly composed of four steps: preprocessing, feature extraction, classification, and postprocessing as detailed below. Due to the fact that the number of available data sets and the corresponding training samples provided by the fusion committee was high, a particular emphasis in the proposed framework was dedicated to fast, automatic, yet effective approaches to achieve accurate results in an acceptable CPU processing time.
METHODOLOGY

Preprocessing
Atmospheric correction was performed on the original Landsat-8 images using ATCOR-2/3 version 9.0.0 with the haze removal option. The Landsat-8 images were upsampled at a GSD of 10 m using bicubic interpolation. The subareas used in the contest have been extracted using sub-pixel precision image matching based on phase correlation at a GSD of 100 m. All OSM images have been normalized between 0 and 1 and spatially downgraded to a GSD of 10 m to reduce the computational cost in the subsequent processing steps.
Feature Extraction
The Landsat-8 images as well as the OSM images have been investigated to extract input features suitable for the classification of LCZs. A total number of 44 features, which are composed of spectral reflectance, spectral indexes, and spatial features, have been extracted at a GSD of 100 m as described in detail below:
• Mean and standard deviation have been calculated for each patch of 10 × 10 pixels for all bands of the 10 m-GSD Landsat-8 data (22 features).
• Mean and standard deviation have been calculated for each patch of 10 × 10 pixels for three indexes obtained from the 10 m-GSD Landsat-8 data, namely, the normalized difference vegetation index (NDVI), the normalized difference water index (NDWI), and the bare soil index (BSI) (6 features). The advantage of using these indexes has been already shown for LCZ classification [2] .
• Mean has also been calculated for each patch of 10×10 pixels for the 10 m-GSD OSM images of "buildings," "land-use," and "water" (3 features).
• Morphological profiles (MPs) [6] composed of opening and closing by reconstruction have been used to extract spatial information from the 10 m-GSD NDVI and OSM "building" images. To do so, a circular structuring element with threshold values of 1, 2, and 3 have been taken into account (14 features).
Classification
Two ensemble learning methods, namely CCFs and RoFs, were used for the classification step. The superior performance of these two ensemble classifiers have been already proven in the remote sensing community in terms of classification accuracy, CPU processing time, and generalization capability [7] . The number of trees was set to 20 for both methods with reference to the studies reported in [7] . 15 different training data sets were prepared. The first ten sets were created by splitting the whole training data provided by the fusion committee into ten subsets whereas the other five sets were obtained by randomly extracting the same number of training samples (i.e., 500) for all classes. In this way, one can increase the diversity of the forests, which plays an important role to boost the classification performance of ensemble and multi-classifiers. Although some classes include fewer than 500 training pixels, the total number of training samples for all classes is over 500 since each city has multiple Landsat-8 images. It should be noted that some Landsat-8 images that include clouds were not used for the training step. Both CCF and RoF were built on each training data set, resulting in 30 different forests in total. Classification was performed on selected cloud-free images for each city using CCFs and RoFs.
Post-processing
Spatial filtering was applied to all classification maps using a 3 × 3 median filter to reduce the labeling uncertainty and salt and pepper appearance of labeled pixels. The final classification map was obtained using majority voting on 15 × N classification maps obtained by each ensemble learning method, where N is the number of Landsat-8 images for each city. For the final classification maps, the results of CCFs were used for Amsterdam, Chicago, and Xi'an, whereas those of RoFs were used for Madrid. Fig. 3 shows the LCZ classification maps for the test cities obtained by the proposed algorithm. Our result achieved an overall accuracy (OA) of 74.94% and a kappa coefficient of 0.71. Table 2 shows OA and kappa for two versions of our results. The first one was obtained by using the first ten training data sets with uniform sampling (i.e., different numbers of training samples for different classes). The second one demonstrates our final result obtained by merging the results with the other five training data sets, which include the same number of training samples for all classes (i.e., imbalancecorrected sampling). By integrating the classification results obtained using the additional five subsets of training data, the classification accuracy of minor classes has been increased, leading to the improvement of the overall result. Table 3 presents the confusion matrix with the producer's accuracy (PA) and the user's accuracy (UA) for the final result to further analyze the performance of our algorithm. The classification accuracies of classes 6, 8, 11, 14, 16 , and 17 are relatively high, achieving over 75%. Many of those classes include a high number of training samples as shown in Table 1. For instance, classes 6, 11, 14, and 17 have more than 8000 pixels for training. These results demonstrate that high generalization ability and transferability of classifiers can be obtained by feeding sufficient training data to the algorithm. On the other hand, the classification accuracies of classes 3, 4, 9, 10, and 15 are poor (less than 60%). There are two different reasons: (1) For classes 10 and 15, the number of training samples is relatively limited, which makes it impossible to learn intra-class variability in an effective way. As a result, it is difficult to increase the generalization ability and transferability of the classifiers. (2) Classes 3, 4, and 9 are misclassified into classes whose spectral-spatial features are similar. For instance, the following class pairs are confused: classes 2 and 3, classes 4 and 5, classes 9 and 14. To distinguish these pairs, a digital surface model is a key data source.
EXPERIMENTAL RESULTS AND DISCUSSION
CONCLUSION
We proposed a new methodology for LCZ classification based on ensemble learning techniques. CCFs and RoFs are applied to classify spectral-spatial features (e.g., spectral reflectance, spectral indexes, and MPs) extracted from the Landsat-8 and OSM data. Our algorithm achieved 74.94% OA in the 2017 IEEE GRSS Data Fusion Contest.
Our future work will be on analysis of feature importance. Further study on investigating the impact of using recent advances in spatial feature extraction (e.g., extinction profiles [8] ) will also be an interesting line of research.
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