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Abstract
Microalgae are often seen as important candidates for biofuel production. Claimed advan-
tages over conventional oil crops include their fast growth rate and high lipid content as well as
an independence from arable land and fresh water. Commercial viability of microalgae-derived
biofuel is currently hindered by the high nutrient requirement, the trade-off between growth and
lipid accumulation, sub-optimal growth conditions in large-scale culturing systems and difficul-
ties related to the lipid extraction process. This thesis is concerned with the effect that the light
conditions have on microalgae growth. The main contributions are related to the development
of multi-scale mathematical models that span several orders of magnitude in both time and
space and are suitable for predictions of photosynthetic production of microalgae in laboratory
as well as industrial scale systems. Advanced mathematical techniques have been used along
with state-of-the-art experimental methods in order to accurately represent microalgae cultures.
The first three chapters focus on the development and identification of laboratory-scale models,
while the last chapter develops a multi-physics modeling framework, where laboratory-scale
predictions are extrapolated to industrial scale. More specifically, Chapter 3 presents a model
that couples nutrient- and light-limitation, simultaneously accounting for photoacclimation and
photoinhibition. This model is able to predict photosynthesis-irradiance (PI) response curves by
accounting for different photoacclimation strategies. A self-developed Monte Carlo method has
been used to estimate the exact confidence regions of the model parameters. The results show
that even though a statistically meaningful coupling between photoacclimation and photoinhi-
bition can be established, the exclusive use of PI curves is insufficient for the estimation of the
parameters that describe the fast time-scale photosynthetic processes. Moreover, it is concluded
that a quasi steady-state assumption in PI curve modeling may lead to confusing interpretation
of the experimental observations. Chapter 4 attempts to resolve the aforementioned issues with
the development of a model of chlorophyll fluorescence that couples photosynthetic produc-
tion, photoinhibition and photoregulation to predict the light-limited photosynthetic operation
i
of microalgae. This model achieves a significant improvement in the utilization of experimental
information that is suitable for model identification and enables the quantitative characteriza-
tion of the state of the reaction centers of photosystem II (PSII) from fluorescence fluxes, giving
thereby a detailed description of the photoinhibition dynamics. Moreover, a theoretical connec-
tion between fluorescence and PI experimentation is established. In Chapter 5, model-based
design of experiments, along with a more advanced description of photoregulation, practically
demonstrate the capabilities of the fluorescence model in simultaneously predicting fluores-
cence fluxes and photosynthesis rate measurements. Additionally, the followed approach leads
to the accurate estimation of the parameters representing the fast time-scale photosynthetic pro-
cesses. Overall, the fluorescence model successfully combines fluorescence, photosynthesis
rate and antenna size measurements, enabling thereby the accurate estimation of a large number
of parameters. The prediction accuracy of the photosynthesis rate especially, suggests that flu-
orescence can be used to screen the photosynthetic performance of different microalgae strains
as well as predict the photosynthetic productivity of culturing systems. In Chapter 6 the fluores-
cence model is extended to account for photoacclimation and is integrated with physics models
that characterize hydrodynamics and light attenuation in large-scale cultivation systems. More
specifically, the hydrodynamic conditions of a raceway pond are characterized in terms of in-
dividual cell trajectories using computational fluid dynamics (CFD). Large-scale productivity
predictions are then obtained by averaging over all the trajectories. Analysis of the outcomes
shows that both mixing and light attenuation affect the photosynthetic productivity in raceway
ponds, while photoacclimation and photoinhibition have a significant impact too. The thesis
concludes with Chapter 7 where significant contributions and future directions of research are
discussed. The focus is on microalgae growth modeling extensions, possible applications of
the developed fluorescence models in industrial aquaculture and model-based optimization of
light-limited culturing systems.
ii
Acknowledgments
These lines are devoted to those who supported me towards the completion of my Ph.D.
research. First and foremost, I am particularly grateful to have cross roads with my main su-
pervisor, Dr. Benoît Chachuat. Benoît offered me an exciting research project, financially
supported by Marie Curie career integration grant PCIG09-GA-2011-293953 (DOP-ECOS),
plenty of freedom and trust to conduct research, and restless guidance and support in scientific
as well as personal matters. I am equally thankful to my co-supervisor, Prof. Klaus Hellgardt
who integrated me in his group and has always been willing to provide critical feedback and
insightful suggestions.
I am deeply grateful to Dr. Olivier Bernard for welcoming me to his group in France. I feel
privileged to have met a researcher of such caliber; his work has acted as a source of inspiration
while my short placement with his group has significantly affected the general course of my
research. In this respect, I would also like to acknowledge Dr. Philipp Hartmann for sharing his
research insights during our collaboration. I am thankful to Dr. Fabrizio Bezzo and Dr. Thomas
Morosinotto for welcoming me to their groups in the university of Padova. I am very pleased
to have worked with Dr. Andrea Bernardi and Dr. Andrea Meneghesso, whose good sense of
teamwork and friendly spirit contributed to a very fruitful collaboration. Additionally, I am
grateful to Prof. Omar Matar for granting me with an ANSYS license and Dr Junfeng Yang for
offering technical support on CFD modeling.
I would like to take a moment and thank my comrades from the OMEGA group, Kei, Mario,
Jai, Niki and Muxin and my colleagues from the C-509 office for making the everyday Ph.D.
life pleasant. We shared our academic and personal problems and joys, we exchanged knowl-
edge and insights and supported each other during difficult moments. In my colleagues I see
well-trained researchers and good friends. My Greek friends, spread all around Europe, could
not be missing from my list: Komninos and Emma for being the most amazing roommates I
could ask for, Vasilis, Kostas(es), Serafeim, Eleftheria, Dio and Henry for sharing their cheerful
company the past four years, Aeneas, Zoi and Andreas for making the writing-up period of
my thesis an unexpectedly pleasant experience, Polykarpos for his spirit of organization in the
stressful moments of planning summer holidays and my dear friends, Ioanna and Fotis, for their
influential friendship and continuous support. Last, but not least, I would like to express my
gratitude to Saara for the beauty she brought to my life: your companionship, moral support
and calmness helped me keep a positive outlook during these years.
I would like to conclude by expressing my most sincere gratitude to my beloved parents, Di-
nos and Roula for their unconditional support and guidance and my siblings, Nikos and Marietta
for their loving care and support despite being many miles away.
iii
List of Publications
Journal Publications
1. Nikolaou A., Bernardi A., Meneghesso M., Bezzo F., Morosinotto T., Chachuat B. (2015).
A Model of Chlorophyll Fluorescence in Microalgae integrating Photoproduction, Pho-
toinhibition and Photoregulation. Journal of Biotechnology, 194, 91-99.
2. Nikolaou A., Hartmann P., Sciandra A., Chahcuat B., Bernard O. (2015). Dynamic Cou-
pling of Photoacclimation and Photoinhibition in a Model of Microalgae Growth. Journal
of Theoretical Biology, 390, 61-72.
3. Bernardi A., Nikolaou A., Meneghesso A., Morosinotto T., Chachuat B., Bezzo F. (2015).
Using Fluorescence Measurements to Model Key Phenomena in Microalgae Photosyn-
thetic Mechanisms. Chemical Engineering Transactions, 43, 217-222.
4. Bernardi A., Nikolaou A., Meneghesso M., Bezzo F., Morosinotto T., Chachuat B. (2016).
High-fidelity Modeling of Light-limited Photosynthetic Production in Microalgae using
PAM Fluorescence and Optimal Experiment Design. PLoS ONE, Accepted.
5. Nikolaou A. and Chachuat B. (2016) Coupling Light-dependent Biological Kinetics with
Hydrodynamics and Light Attenuation to Infer Large-scale Microalgae Productivity in
Raceway Ponds. AIChE Journal, In preparation.
Peer-Reviewed Conference Publications
6. Bernardi A., Nikolaou A., Meneghesso M., Bezzo F., Morosinotto T., Chachuat B. (2015)
A Framework for Dynamic Modeling of Photosynthesis-Irradiance curves in microalgae.
12th International Conference on Process Systems Engineering (PSE) and 25th Euro-
pean Symposium on Computer Aided Process Engineering (ESCAPE), 31 May - 4 June,
Copenhagen, Denmark.
iv
7. Nikolaou A., Bernardi A., Bezzo F., Morosinotto T., Chachuat B. (2014). A dynamic
model of photoproduction, photoregulation and photoinhibition in microalgae using
chlorophyll fluorescence. Presented at: 19th International Federation of Automatic Con-
trol (IFAC) World Congress, August 24-29, Cape Town, South Africa.
8. Hartmann P., Nikolaou A., Chahcuat B., Bernard O. (2013). A Dynamic Model coupling
Photoacclimation and Photoinhibition in Microalgae. at: European Control Conference
(ECC), July 17-19, 2013, Zürich, Switzerland.
Accepted Abstracts for Presentations and Posters
9. Nikolaou A. and Chachuat B. (2015). Scaling-up Microalgae Production Systems: Infer-
ring Biomass Productivity in Raceway Ponds Using Numerical Simulation (2015). AIChE
2015 Annual Meeting, November 8-13, 2015, Salt Lake City, USA.
10. Nikolaou A. and Chachuat B. (2015). Scaling-up Microalgae Production Systems: Infer-
ring Biomass Productivity in Raceway Ponds Using Numerical Simulation (2015). Pre-
sented at: 10th European Congress of Chemical Engineering (ECCE) - 3rd European
Congress of Applied Biotechnology (ECAB) - 5th European Process Intensification Con-
ference (EPIC), 27 September - 1 October, 2015, Nice, France.
11. Nikolaou A., Bernardi A., Bezzo F., Morosinotto T., B. Chachuat (2014). Dynamic
modeling of photoproduction, photoregulation and photoinhibition in microalgae using
chlorophyll fluorescence. AIChE 2014 Annual Meeting, November 16-21, 2014, Atlanta,
USA.
12. Nikolaou A., Hartmann P., Bernard O., Chachuat B. (2013). A Dynamic Model coupling
Photoacclimation and Photoinhibition in Microalgae. AIChE 2013 Annual Meeting, 28
October - 2 November, 2014, San Francisco, USA.
v
Contents
Abstract i
Acknowledgments iii
List of Publications iv
List of Figures ix
List of Tables xiii
1 Introduction 1
1.1 Global Energy Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Microalgae Biofuels Prospects . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Thesis Objectives and Outline . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Theoretical Background 9
2.1 Fundamentals of Microalgae Biology . . . . . . . . . . . . . . . . . . . . . . 9
2.1.1 The Photosynthetic Processes . . . . . . . . . . . . . . . . . . . . . . 11
2.1.2 Nutrient Assimilation . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.1.3 Microalgae Culturing . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2 Mathematical Models for Microalgae Growth . . . . . . . . . . . . . . . . . . 29
2.2.1 Photosynthesis-Irradiance Curves . . . . . . . . . . . . . . . . . . . . 29
2.2.2 Modeling Biological Kinetics . . . . . . . . . . . . . . . . . . . . . . 31
2.2.3 Multiphysics Models . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.3 The Model Development Framework . . . . . . . . . . . . . . . . . . . . . . 35
2.3.1 Structural Identifiability . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.3.2 Sensitivity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.3.3 Parameter Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
vi
Contents
2.3.4 Model-Based Design of Experiments . . . . . . . . . . . . . . . . . . 43
3 Multi-time Scale Modeling of Light- and Nutrient-limited Growth 46
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.2 Modeling of Slow and Fast Processes . . . . . . . . . . . . . . . . . . . . . . 49
3.2.1 Nutrient-Limited Growth . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2.2 Pigment Content . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2.3 Photosynthetic Production and Photoinhibition . . . . . . . . . . . . . 51
3.3 Multi-Scale Model of Microalgae Growth . . . . . . . . . . . . . . . . . . . . 53
3.3.1 Coupling Between Growth, Photoinhibition and Photoacclimation . . . 53
3.3.2 Structural Analysis of the PI Response . . . . . . . . . . . . . . . . . . 54
3.3.3 Quantitative Analysis of the PI Response . . . . . . . . . . . . . . . . 56
3.4 Calibration and Confidence Analysis . . . . . . . . . . . . . . . . . . . . . . . 58
3.4.1 Data for Skeletonema costatum . . . . . . . . . . . . . . . . . . . . . . 58
3.4.2 Data for Dunaliella tertiolecta . . . . . . . . . . . . . . . . . . . . . . 62
3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.5.1 Model Extensions and Simplifications . . . . . . . . . . . . . . . . . . 68
3.5.2 Accurate Description of Acclimation Strategies and Parameters . . . . 69
3.5.3 Can the Dynamic Model Predict the Data of Neidhardt et al. (1998)? . . 71
3.6 Conclusions and Future Directions . . . . . . . . . . . . . . . . . . . . . . . . 72
4 A Model of Chlorophyll Fluorescence in Microalgae Integrating Photoproduction,
Photoinhibition and Photoregulation 74
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.2 Principles of Chlorophyll Fluorescence . . . . . . . . . . . . . . . . . . . . . . 77
4.2.1 Pulse Amplitude Modulation Protocols . . . . . . . . . . . . . . . . . 77
4.2.2 Inference of Fluorescence Protocols: Fluorescence Indexes . . . . . . . 79
4.3 A Dynamic Model of Fluorescence in Microalgae . . . . . . . . . . . . . . . . 80
4.3.1 Photoproduction and Photoinhibition . . . . . . . . . . . . . . . . . . 80
vii
Contents
4.3.2 Accounting for Photoregulation . . . . . . . . . . . . . . . . . . . . . 82
4.3.3 Properties of Fluorescence Model . . . . . . . . . . . . . . . . . . . . 87
4.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.4.1 Material and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.4.2 Model Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.4.3 Model Analysis and Validation . . . . . . . . . . . . . . . . . . . . . . 92
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5 High-fidelity Modeling of Light-limited Photosynthetic Production: Improving the
Chlorophyll Fluorescence Model 98
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.2 Experimental methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.2.1 Strain Cultivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.2.2 Pulse Amplidute Modulation . . . . . . . . . . . . . . . . . . . . . . . 102
5.2.3 Photosynthesis rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.2.4 Antenna size measurements . . . . . . . . . . . . . . . . . . . . . . . 103
5.3 Improved Fluorescence Modeling . . . . . . . . . . . . . . . . . . . . . . . . 104
5.3.1 Multiple Time-Scale Photoregulation Model . . . . . . . . . . . . . . 104
5.3.2 Identifiability analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.4 Model Validation Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.4.1 Step 1: Preliminary Parameter Estimation . . . . . . . . . . . . . . . . 108
5.4.2 Step 2: Local Sensitivity Analysis . . . . . . . . . . . . . . . . . . . . 111
5.4.3 Step 3: Model-based Design of Experiments . . . . . . . . . . . . . . 112
5.4.4 Step 4: Final Parameter Estimation . . . . . . . . . . . . . . . . . . . 113
5.4.5 Step 5: Model Validation . . . . . . . . . . . . . . . . . . . . . . . . 115
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6 Towards Inferring Biomass Productivity in Large-Scale Systems 119
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
viii
Contents
6.2 Multi-physics Modeling Framework . . . . . . . . . . . . . . . . . . . . . . . 123
6.2.1 Biological Modeling: Including Photoacclimation Effects . . . . . . . 125
6.2.2 Computational Fluid Dynamics . . . . . . . . . . . . . . . . . . . . . 130
6.2.3 Light Attenuation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.3 Technical Coupling of Biology and Physics . . . . . . . . . . . . . . . . . . . 136
6.3.1 Mixing based on Lagrangian Trajectories . . . . . . . . . . . . . . . . 136
6.3.2 Perfect Mixing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.4 Large-Scale Productivity Predictions . . . . . . . . . . . . . . . . . . . . . . . 139
6.4.1 How important is mixing and light attenuation? . . . . . . . . . . . . . 140
6.4.2 How important is photoacclimation? . . . . . . . . . . . . . . . . . . . 142
6.4.3 How important are the fast photosynthetic processes? . . . . . . . . . . 143
6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
7 Conclusions and Future Directions 146
7.1 Coupling Nutrient and Light Effects . . . . . . . . . . . . . . . . . . . . . . . 147
7.2 Probing Photosynthesis via Fluorescence . . . . . . . . . . . . . . . . . . . . . 150
7.3 Optimizing the Productivity of Industrial Systems . . . . . . . . . . . . . . . . 152
7.4 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
Bibliography 157
Appendices 179
Appendix I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
Appendix II . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
Appendix III . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
ix
List of Figures
1.1 Past and future trends in the global energy mix (BP, 2015). . . . . . . . . . . . 2
1.2 Climate change data from Pachauri et al. (2014) and http://www.esrl.
noaa.gov/. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1 Electron micrograph and schematic illustration of a chloroplast. . . . . . . . . 10
2.2 Illustration of the global photosynthesis reaction. . . . . . . . . . . . . . . . . 11
2.3 Illustration of the light-dependent reactions. . . . . . . . . . . . . . . . . . . . 14
2.4 Carboxylation Reaction of 1,5 Ribulose Bisphosphate (RuBP) in the Calvin-
Benson-Bashham Cycle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.5 The Calvin-Benson-Bashham Cycle redesigned from Alberts et al. (2013). . . . 17
2.6 Biomass and dissolved nitrogen (ammonium) concentrations in a 25 days ex-
periment for the microalgae Isochrysis galbana (Flynn et al., 1994). . . . . . . 25
2.7 Raceway Ponds from http://www.seambiotic.com. . . . . . . . . . . 26
2.8 A collection of closed culturing systems. . . . . . . . . . . . . . . . . . . . . . 27
2.9 The model development framework used in this thesis. . . . . . . . . . . . . . 37
2.10 Confidence region and confidence intervals for two model parameters. . . . . . 42
2.11 Geometrical illustration of the basic alphabetic optimality criteria of model-
based experiment design. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.1 Schematic representation of the state model developed by Han (2002). . . . . . 51
3.2 PI-response curves for S. costatum based on the data by Anning et al. (2000). . 59
3.3 Confidence region of the parameter estimates β, κ and α with ±5% deviations
and corresponding envelopes of PI curves for S. costatum. . . . . . . . . . . . 61
3.4 Confidence region of the parameter estimates γ and σ0 for the measurement data
ranges of PSU size and number and corresponding fit envelopes for S. costatum. 62
x
List of Figures
3.5 PI-response curves for D. tertiolecta based on the data by Falkowski and Owens
(1980). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.6 Confidence region of the parameter estimates α¯, β and κ with ±5% deviations
and corresponding envelopes of PI curves for D. tertiolecta. . . . . . . . . . . . 65
3.7 Confidence region of the parameter estimates γ and σ0 for the measurement data
ranges of PSU size and number and corresponding fit envelopes for D. tertiolecta. 66
3.8 Relation between chlorophyll quota and growth irradiance for D. tertiolecta. . . 67
3.9 Confidence region of the parameter estimates ψ¯ and kI for the measurement data
ranges of nitrogen and chlorophyll quotas given in Table 3.3 and corresponding
fit envelopes for D. tertiolecta. . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.10 Dependency between growth rate and acclimation state for D. salina (Neidhardt
et al., 1998). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.1 Fates of photons absorbed by the light harvesting complex of photosystem II. . 77
4.2 Representation of a light protocol and corresponding fluorescence signal for a
typical pulse amplitude modulation (PAM) experiment . . . . . . . . . . . . . 78
4.3 Model discrimination for the NPQ activity formulation based on one experiment
with qE activation and one with both qE activation and inactivation. . . . . . . 86
4.4 Model Calibration results: Comparison between the predicted and measured
fluorescence fluxes in response to various actinic light levels. . . . . . . . . . . 92
4.5 Model Calibration results: Comparison between the predicted and measured
fluorescence indices ΦPS2, qL and qNPQ. . . . . . . . . . . . . . . . . . . . . . 93
4.6 Comparison between the fraction C of damaged RCIIs predicted by the cali-
brated model and by the expression (4.21) at various actinic light levels. . . . . 94
4.7 Validation results: Comparison between the predicted and measured fluores-
cence fluxes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.1 Simple pulse amplitude modulation (PAM) protocol where the actinic light fol-
lows a step change. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
xi
List of Figures
5.2 Normalized fluorescence fluxes for different actinic light intensities obtained
with a LED, pump and probe, JTS10 fluorometer. . . . . . . . . . . . . . . . . 104
5.3 Antenna size measurements (ASII) for five different light intensities and corre-
sponding linear fit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.4 Preliminary calibration of the revised fluorescence model using two PAM ex-
periments and antenna size (ASII) and photosynthesis rate measurements. . . . 110
5.5 Sensitivity profile of maximal, minimal and realized fluorescence fluxes, with
respect to a 10% positive perturbation in parameter ξF. . . . . . . . . . . . . . 111
5.6 Parameter estimation of the revised fluorescence model using three PAM exper-
iments and antenna size (ASII) and photosynthesis rate measurements. . . . . . 114
5.7 Validation of the revised fluorescence model using three PAM fluorescence ex-
periments and two photosynthesis rate experiments. . . . . . . . . . . . . . . . 116
5.8 Model fitting and model validation of the fluorescence model against the
available photosynthesis rate measurements, presented in a photosynthesis-
irradiance response curve format. . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.1 Sequential coupling between biology and physics to predict the biomass pro-
ductivity of light-limited, large-scale culturing systems. . . . . . . . . . . . . . 124
6.2 Model fitting vs fluorescence measurements at acclimation irradiances of 10,
100 and 625 µEm−2 s−1 and vs photosynthesis-irradiance experimental data at
an acclimation irradiance of 100 µEm−2 s−1. . . . . . . . . . . . . . . . . . . 127
6.3 Model simulation of photosynthesis-irradiance curves at acclimation irradi-
ances of 100, 600 and 1200 µEm−2 s−1. . . . . . . . . . . . . . . . . . . . . . 129
6.4 Fitting results of the photoacclimation dynamics using conditioned experimen-
tal data by Fisher et al. (1996). . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.5 Geometrical characteristics of the simulated raceway pond. . . . . . . . . . . . 132
6.6 Colored contour plot of the mean velocity magnitude at 0.2 m above the floor
of the raceway pond and for an impeller angular velocity of 10 rpm. . . . . . . 133
xii
List of Figures
6.7 Velocity magnitude along the raceway at 0.2 m above the floor of the raceway
pond and 1 m outwards the inner wall. . . . . . . . . . . . . . . . . . . . . . . 133
6.8 xy projection and dynamic profile of the vertical position of two particle trajec-
tories. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.9 Simulation results for a raceway pond with mixing determined by CFD simu-
lations, an ideal raceway under perfect mixing and a perfectly-mixed, flat-plate
photobioreactor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
6.10 Comparison of the biomass concentration and the volumetric productivity be-
tween cells able to acclimate and cells at constant photoacclimation states of
100, 600 and 1200 µEm−2 s−1. . . . . . . . . . . . . . . . . . . . . . . . . . . 141
6.11 Sensitivity analysis of the multi-physics model, biomass productivity, predic-
tion with respect to the biological and light attenuation parameters. . . . . . . 142
7.1 Fitting of the coupled light and nutrient effects from the model developed in
Chapter 3 with experimental data of biomass, chlorophyll, ammonium and cel-
lular nitrogen from Flynn et al. (1994). . . . . . . . . . . . . . . . . . . . . . . 148
7.2 Accounting for nutrient and light co-limitation using the model developed in
Chapter 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
7.3 Proposed reaction scheme to deterministically couple nitrogen and light limitation.150
7.4 Optimal operation of an indoor, flat-plate, perfectly-mixed photobioreactor
(Scenario 1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
7.5 Optimal operation of an indoor, flat-plate, perfectly-mixed photobioreactor
(Scenario 2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
xiii
List of Tables
2.1 The time scales of photosynthesis. . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 Widely used models of the Photosynthesis-Irradiance (PI) response. . . . . . . 30
3.1 Default parameter values in the Han model and Parameter estimates in the pho-
tosynthesis rate (3.20) for S. costatum. . . . . . . . . . . . . . . . . . . . . . . 59
3.2 Parameter estimates in the density and size acclimation laws (3.17)-(3.18) for
S. costatum. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3 Ranges of nitrogen and chlorophyll quotas from the measurement data by
Falkowski and Owens (1980). . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.4 Parameter estimates in the photosynthesis rate (3.20) for D. tertiolecta. . . . . . 63
3.5 Parameter estimates in the density and size acclimation laws (3.17)-(3.18) for
D. tertiolecta. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.6 Parameter estimates in the nitrogen-quota-to-chlorophyll-quota relationship
(3.5)-(3.6) for D. tertiolecta. . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.1 Expressions of PAM Fluorescence Fluxes (Variability in σ). . . . . . . . . . . . 84
4.2 Expressions of PAM fluorescence fluxes (Variability in Φf ). . . . . . . . . . . . 85
4.3 Expressions of fluorescence indices. . . . . . . . . . . . . . . . . . . . . . . . 87
4.4 Default values of the constant parameters. . . . . . . . . . . . . . . . . . . . . 91
4.5 Estimated values with confidence intervals of the calibrated parameters. . . . . 91
5.1 Experimental protocols for photosynthesis-irradiance measurements. . . . . . . 103
5.2 Parameter estimates along with their 95% confidence interval and t-values using
intuitive experiments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.3 Parameter estimates along with their 95% confidence interval and t-values using
both intuitive and optimally designed experiments. . . . . . . . . . . . . . . . 113
xiv
List of Tables
6.1 Estimated photoacclimation parameters and corresponding confidence intervals
using fluorescence, photosynthesis rate and antenna size measurements at dif-
ferent photoacclimation states. . . . . . . . . . . . . . . . . . . . . . . . . . . 128
6.2 Parameter values for the scattering and absorption coefficients of the modified
Lambert-Beer model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
xv
Chapter 1
Introduction
1.1 Global Energy Outlook
Population growth and increases in income per capita are the main drivers behind the projected
growing demand for energy. By 2035, the world population is projected to reach 8.7 billion, i.e.
an additional 1.6 billion people will need energy, while the global GDP per capita is expected to
be 75% higher than the current levels (BP, 2015). Non-OECD countries, led by China and India,
are predicted to be the main contributors of economic growth, holding 96% of the projected
increase in energy consumption. Demand for liquid fuel in particular is expected to rise by
around 19 Mb/d reaching 111 Mb/d by 2035 (BP, 2015). Approximately 55% of this quantity
will be consumed by the transport sector, due to a doubling in the number of vehicles from
1.2 billion today to 2.4 billion by 2035. The profile of energy consumption from 1990 to 2035
is reported in Figure 1.1. By 2035, oil, gas and coal are expected to produce the majority of
energy. However, examining the market share of different fuels, it is evident that coal and oil
hold a decreasing trend over time, while gas and renewables, including biofuels, gain share
steadily, achieving the fastest growth rates. Renewables in particular, are projected to increase
from around 3% today to 8% by 2035, overtaking both nuclear and hydro. Roughly, one-third
of the increase in energy consumption is provided by gas, another third by oil and coal and the
final third by non-fossil fuels.
The shift to low emission fuels, i.e. gas and renewables, is dictated by the current con-
cerns regarding climate change. Since the pre-industrial era, anthropogenic greenhouse gas
emissions, driven largely by economic and population growth, have considerably increased and
are now higher than ever. 2040 ± 310 Gt of CO2 have been released in the atmosphere dur-
ing that period and about half of this quantity has been emitted in the past 40 years (Pachauri
et al., 2014). Atmospheric concentrations of CO2, CH4 and N2O are in unprecedented levels
for at least the last 800,000 years. In 2011 alone, anthropogenic greenhouse gas emissions
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Figure 1.1: Past and future trends in the global energy mix (BP, 2015). Left plot: Global energy
consumption per fuel type from 1965 to 2035. Right plot: Evolution of the global energy mix
from 1965 to 2035.
reached 49 Gt CO2-eq. The increased greenhouse gas emissions are correlated with warmer
atmosphere and ocean, sea level rise, shrinking ice sheets, glacial retreat, declining arctic sea
ice, ocean acidification and extreme weather events (Pachauri et al., 2014). Historical data of
anthropogenic global CO2 emissions along with temperature and see level annual variations are
presented in Figure 1.2. Even though a causal relation cannot be established, the data suggest a
correlation of CO2 emissions with temperature and sea level rise.
In 2014, renewable energy investments remained flat at $270 billion, with new capacity of
128 GW installed, representing half of total capacity additions. In the same year, energy related
CO2 emissions remained flat as well, at 32 Gt (Figure 1.2). Besides environmental concerns,
security of supply also explains the need for a more diversified portfolio of fuels for power
generation. It is indicative that in 2014, US oil production, driven by tight oil, shale gas and
natural gas liquids (NGLs), grew at a rate of 1.5 Mb/d, the largest in US history and one of the
largest ever recorded (BP, 2015).
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Figure 1.2: Climate change data from Pachauri et al. (2014) and http://www.esrl.noaa.
gov/. Upper plot: Globally averaged, combined land and ocean surface temperature anomaly
(red) and envelope of globally averaged sea level change (light blue). Lower plot: Global an-
thropogenic CO2 emissions from fossil fuel, cement and flaring (light gray) and forestry and
other land use (light brown) and globally averaged CO2 concentration (green).
1.2 Microalgae Biofuels Prospects
Biofuels can be divided into three categories: first generation biofuels are produced from sug-
ars and vegetable oils, found in arable crops, which can easily be extracted using conventional
technology. In this category fall edible plants such as corn, sugar cane and soybeans. Despite
their simple technology, first generation biofuels are limited by competition with the food mar-
ket, excessive consumption of fresh water, deforestration and strong dependence on subsidies
(Sims et al., 2008). Second generation biofuels are made from lignocellulosic biomass, woody
crops and agricultural residues and wastes. They have a neutral effect to the food market but
require the use of challenging technology, such as gasification, pyrolysis and fermentation and
face logistic challenges related to the competitive, all-year-around supply of biomass feedstock
3
Introduction
(Sims et al., 2010). Finally, third generation biofuels refer solely to the production of fuel from
microalgae and cyanobacteria (Ahmad et al., 2011).
Since the 1970s, the Aquatic Species Program (ASP), funded by the US department of En-
ergy, has concluded that microalgae-derived biofuels have economic prospects but given the oil
prices of the 1990s they were proved to be uneconomical (Sheehan et al., 1998). In Japan, the
Research for Innovative Technology of the Earth (RITE) program also carried out extensive re-
search in the 1990s focusing in the use of photobioreactors for microalgal CO2 utilization (Usui
and Ikenouchi, 1997). When compared with former generation biofuels technologies, microal-
gae exhibit attractive characteristics: They grow quickly and can accumulate up to 60% of lipids
(Metting Jr, 1996) which implies that high biofuel productivity can be achieved. Schenk et al.
(2008) report a biodiesel yield of 12000 L/ha in comparison to 1190 L/ha for rapessed-derived
biodiesel, which is considered a first generation biofuel. Moreover, they do not require arable
land and the utilization of marine species, which grow in saline media, bypasses the consump-
tion of fresh water (Mutanda et al., 2011). These two last features enable the production of
biofuels that do not compete with the food market. It is also possible that microalgae will par-
ticipate in biorefinery concepts. They could use nitrogen and phosphorous from wastewater
treatment streams (Brennan and Owende, 2010) and CO2 from the effluent gas of power plants
or other sources (Wang et al., 2008) and produce, in parallel to lipids, an array of valuable
products such as vitamins, cosmetics, proteins and health foods (Mata et al., 2010).
Despite many promising prospects, commercial viability of microalgae-derived biofuel has
not yet been demonstrated due to numerous challenges. The large amount of nutrient that
a large-scale microalgae culture typically requires, leads to high production costs and non-
competitive prices in the liquid fuel market (Sialve et al., 2009). One possible way to overcome
this problem is to produce high value pharmaceuticals and/or nutraceuticals and subsidize the
associated revenues in the production of liquid fuel. This approach would require an excellent
understanding of microalgae biology and experience in biorefinery operations. Regardless, it
is very important to reduce the production costs by optimizing the biomass and biofuel pro-
ductivity as well as by considering possible processes that will operate complementary to the
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microalgae culture and improve the process economics. Additionally, issues of economical and
technological feasibility have been raised regarding the costs of lipid extraction. Many mi-
croalgae species have a rigid cell wall (Williams and Laurens, 2010) which makes it difficult
(and costly) to pretreat and extract the produced lipids. Possible techniques for lipid extraction
include centrifugation, microwave and ultrasound hitting, use of organic solvents and osmotic
shock (Lee et al., 2010).
1.3 Thesis Objectives and Outline
The main objectives of this thesis are (i) the establishment of a better understanding of the be-
havior of microalgae under dynamic conditions, (ii) the identification and improved representa-
tion of photosynthetic processes that span multiple time scales and govern growth in laboratory
conditions (iii) the establishment of a tight interconnection between modeling and experimental
tools and (iv) the inference of realistic predictions of biomass productivity in commercial-scale
culturing systems, where the biological behavior of microalgae is affected by various physical
phenomena. The long-term vision is to use first-principles models as libraries of experimen-
tal information and progressively identify the actual biological mechanisms among a pool of
hypotheses. Conversely, identified models could then be used for optimization and control pur-
poses. This approach could have significant impact in the rigorous algae bioprocess modeling
and its applications, where the degree of uncertainty is quite significant. To fulfill the research
objectives, most of the weight is given to the model development framework, where experi-
mental information is combined with advanced modeling techniques. The end-product of the
modeling framework is a number of validated, mathematically-tractable models that span sev-
eral orders of magnitudes in space and time scales. Parameter estimation is used throughout
the analysis, to ensure that parameters with a physical meaning are precisely identified using
the available experimental data. Where possible, techniques of optimal experimental design are
implemented to extract maximal information from the available experimental techniques. The
present thesis is comprised of the following chapters:
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• Overview of relevant scientific contributions (Chapter 2)
A literature review relevant to the topics covered in this thesis, is conducted in Chap-
ter 2. First, the fundamentals of microalgae biology are discussed, including a detailed
analysis of photosynthesis and nutrient assimilation and a description of the commer-
cially available culturing technology. Subsequently, an overview of a number of model-
ing approaches that have been developed to describe photosynthetic growth is presented.
Finally, a survey of the state-of-the-art model development techniques is conducted and
their suitability in the biological science, where nonlinear systems are almost always
present, is discussed.
• Multi-time scale modeling of light- and nutrient-limited growth (Chapter 3)
The aim of this chapter is the development of a multi time-scale mathematical model
that accounts for the dominant light and nutrient effects and describes their interaction.
The focus here is on the representation of photoacclimation, i.e. the long term alter-
nations of the structure and characteristics of photosynthetic cells to variations in the
light conditions. The main contribution is a new expression for the light-dependent pho-
tosynthesis rate that simultaneously depends on photoacclimation, photoinhibition and
nutrient availability. These developments are validated for multiple microalgae species
using photosynthesis-irradiance (PI) curves at various photoacclimation states available
from the literature. The chapter concludes by showing the complication that arise when
PI models are based on a quasi steady-state approximation.
• Modeling chlorophyll fluorescence (Chapter 4)
The main objective of this chapter is the beneficial utilization of information that can
be extracted with accuracy and speed from fluorescence experiments. For this purpose,
a semi-mechanistic model coupling photosynthetic production, photoinhibition and pho-
toregulation is developed. The followed approach leads to the accurate representation of
fluorescence measurements even under very challenging experimental protocols, the ex-
traction of experimental information that is not directly evident in fluorescence data and
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the accurate estimation of the majority of the model parameters. Moreover, the photoin-
hibition dynamics, in terms of the level of damage in the photosynthetic apparatus, are
identified and a theoretical connection between fluorescence and PI curves is established.
• High-fidelity modeling of photosynthesis (Chapter 5)
The main objective of this chapter is to identify the fluorescence model from Chapter 4,
by including in the estimation set those parameters that could not be estimated previously.
Additional experimental techniques, such as respirometry and antenna size measurements
are combined with fluorescence experiments that are designed using model-based tech-
niques. The use of model-based design of experiments dictates the revision of the sim-
plistic photoregulation representation introduced in Chapter 4. A more accurate, multiple
time-scale photoregulation rule is proposed and the new model fits well the past experi-
mental data, the designed experiments and antenna size and respirometry measurements,
leading to an accurate estimation of its parameters. A model validation via simulation of
distinct experimental sets as well as a practical demonstration of the theoretical relation
between photosynthesis-irradiance curves and PAM fluorometry make this model suitable
for biomass productivity predictions.
• Towards Inferring biomass productivity in large-scale systems (Chapter 6)
This main objective of this chapter is to extrapolate the laboratory-scale predictions of
the fluorescence model into large-scale systems and in particular raceway ponds. In a
first step, the fluorescence model is extended to account for photoacclimation. Then, the
hydrodynamic conditions inside the raceway pond are characterized using computational
fluid dynamics (CFD) and the light field is represented by a light attenuation model based
on the Lambert-Beer law. These physical models are integrated with the fluorescence
model to provide predictions of the biomass productivity in large-scale culturing sys-
tems. A comparative analysis of the raceway pond governed by CFD hydrodynamics with
an ideal, perfectly-mixed raceway pond and a perfectly-mixed photobioreactor serves in
quantifying the effect that mixing and light attenuation have on growth. Moreover, the im-
7
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portance of the main photosynthetic processes on the productivity of large-scale systems
is assessed via sensitivity analysis.
• Concluding remarks and future directions (Chapter 7)
In this chapter, the main scientific contributions are discussed along with possible research
directions. Nutrient and light co-limitation, described by the model developed in Chap-
ter 3, are revisited using suitable data from the literature. Morevoer, possible applications
of the fluorescence models and future research directions are discussed. Of specific im-
portance is the extension of the fluorescence models to account for photoacclimation and
nutrient limitation. This opens the way to a fully validated growth model, which is cur-
rently missing from the vast literature of microalgae research. Finally, the formulation
and solution of a number of optimal control problems leads to interesting findings re-
garding the optimal operation of large-scale culturing systems. The chapter concludes
by emphasizing the importance of a tighter interconnection between experimentation and
mathematical modeling, in order to tackle the complexity involved in microalgae cultur-
ing.
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Theoretical Background
The scientific literature relevant to the topics covered in this thesis is discussed in this chap-
ter. Section 2.1 presents the fundamentals of microalgae biology including a detailed analysis of
photosynthesis and nutrient assimilation and a description of the commercially available cultur-
ing technology. Section 2.2, provides an overview of existing models of microalgae growth, in-
cluding light, nutrient and temperature dependencies as well as integrated multi-physics models
that couple hydrodynamics and light attenuation with biological models. Section 2.3 includes a
description of the model development framework suitable for biological systems, as well as an
analysis of relevant mathematical techniques.
2.1 Fundamentals of Microalgae Biology
Microalgae is a diverse group of photosynthetic microorganisms that live in fresh, marine and
hyper-saline aquatic environments (Mutanda et al., 2011). They are primitive plants, thallo-
phytes, lacking roots, stems and leaves (Brennan and Owende, 2010), and are divided into 10
major taxonomic groups: Green algae Chlorophyceae, Diatoms Bacillariophyceae, Yellow-
green algae Xanthophyceae, Golden algae Chrysophyceae, Red algae Rhodophyceae, Brown
algae Phaeophyceae, Dinoflagellates Dinophyceae, Prasinophyceae, Eustigmatophyceae and
Blue-green algae Cyanophyceae (Williams and Laurens, 2010). Blue-green algae are usually
called cyanobacteria and are vaguely included in the microalgae family even if they are prokary-
otes. The most abundant species are the diatoms (approximately 100000 known species), fol-
lowed by green and golden algae and cyanobacteria (Sheehan et al., 1998).
The biological structure of eukaryotic microalgae resembles that of any photosynthetic cell.
Depending on the species, they have a spherical or cylindrical shape with a diameter range
4-400 µm. They include a nucleus, a Golgi apparatus and mitochondria. Some species have
specialized organelles such as light detectors, flagellums, contractile vacuoles that control in-
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Figure 2.1: Electron micrograph and schematic illustration of a chloroplast from http://
www.biology-forums.com/.
tracellular water accumulation, and pyrenoids that concentrate CO2 (Patterson, 1980; Badger
et al., 1998). The most distinctive organelles in microalgae are the chloroplasts, the sites where
photosynthesis is conducted. Their structure is similar to that of mitochondria, although they
are larger and contain photosynthetic pigments such as chlorophyll-a, chlorophyll-b and β-
carotene. In Figure 2.1, the structure of a chloroplast is depicted. Chloroplasts include a thin,
permeable, outer membrane, as well as an inner membrane which is thicker, less permeable and
embeds transport proteins. In the stroma, the space that is enclosed by the inner membrane,
there are various enzymes, ribosomes, RNA and DNA. The stroma also contains a number of
flat, disc-shaped vesicles, called thylakoids, which are combined in continuous groups, called
grana and are all interconnected with the thylakoid membrane. The inner space of the grana is
called lumen and is separated by the stroma via the thylakoid membrane. The thylakoid mem-
brane embeds the photosynthetic pigments, the electron transport chain and the ATP synthase,
therefore concentrating all the photosynthetic activity (Alberts et al., 2013).
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2.1.1 The Photosynthetic Processes
The photosynthetic reactions begin in the thylakoids. There, photons are absorbed by pigment
molecules and excite their electrons that drive the electron transport chain and eventually the
production of ATP and NADPH. This occurs in a series of photochemical and redox reactions,
called light-dependent reactions or simply light reactions. Eventually, the ATP and NADPH
molecules are consumed in the CO2 fixation process, in a series of enzymatic reactions known
as light-independent reactions or simply dark reactions. Overall, photosynthesis is a complex,
multi-step process that utilizes a number of compounds and releases others. Among them, CO2,
H2O, O2 and sugars are the most important and are usually used to write a global photosynthesis
reaction in the form:
2H2O+ CO2
photons−−−−→ [CH2O] + O2 +H2O (2.1)
According to Reaction 2.1, two moles of water and one mole of CO2 are required for the pro-
duction of one mole of sugar, one mole of O2 and one mole of H2O. For simplicity reasons
sugar is represented by the monomer CH2O. A useful illustration of the global photosynthesis
reaction is presented in Figure 2.2.
Figure 2.2: Illustration of the global photosynthesis reaction: Water and light are utilized in the
light reactions for the production of O2, ATP and NADPH. ATP and NADPH are then used in
the dark reactions to fix CO2 and produce the building blocks of biosynthesis.
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The global photosynthesis reaction can further be decomposed in the following two reac-
tions:
Light reactions : 2H2O
photons−−−−→ 4[NADPH+ e−] + O2 +ATP (2.2)
Dark reactions : ATP + 4[NADPH + e−] + CO2
enzymes−−−−−→ [CH2O] + H2O (2.3)
In this reaction scheme, the light and dark reactions interact via the ATP and NADPH molecules
that are produced by the former and consumed by the latter. The light reactions occur in the
time scale of milliseconds, while the dark reactions are completed within seconds to minutes
(Williams and Laurens, 2010), therefore creating a considerable time scale mismatch.
The Light-Dependent Reactions of Photosynthesis
Located in the thylakoid membrane of the chloroplasts are special protein complexes, called
Photosystems (PS). The PS are responsible for the initiation of the light reactions and mainly
consist of two functional parts. One part is called the antenna or light harvesting complex
(LHC), where hundreds of pigment molecules, such as chlorophyll-a, are embedded. There, the
incoming photons are absorbed by the pigment molecules, which undergo electron excitations.
The other part is called the reaction center (RC), where already excited electrons are stabilized
and isolated. Each chloroplast comprises two different PS types that operate sequentially: Pho-
tosystem I (PSI) and Photosystem II (PSII). It should be noted that PSI arithmetically preceding
PSII, denotes the time they were discovered and not the order they operate. In fact, the light
reactions begin in PSII and evolve in PSI (Alberts et al., 2013). In both PS, pigment molecules
are excited by incoming photons. PSI absorbs photons at 700 nm while PSII at 680 nm. The
excitation of photons creates a charge separation between the LHC and the RC which in PSI
is 1.7 V and in PSII 1.6 V (Williams and Laurens, 2010). Finally, PSII includes a special en-
zyme which is able to strip electrons from H2O and produce O2 and H+. In the sequel, the
reaction center of PSII and PSI are called RCII and RCI, while their associated light harvesting
complexes, LHCII and LHCI respectively.
The light reactions begin when photons arrive in LHCII and excite pigment molecules.
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These molecules are interconnected in a way that promotes chain electron excitations from one
molecule to another, thereby propagating the excitation energy through PSII. The excitations
terminate in RCII, in special pairs of chlorophyll molecules that lack the central Mg2+ and are
called pheophytins (Myers and Burr, 1940). There, the final high energy electron is stabilized
and is driven in the electron transport chain. This causes the so-called charge separation, that
creates a positive charge surplus in the RCII and causes the dissociation of H2O, and subse-
quent production of O2 and H+. More specifically, the formation of one O2 molecule requires
the accumulation of 4 electrons. Those 4 electrons are excited by the incoming photons and
are progressively accumulated in a tetra-manganese complex of RCII, with the aid of water
stripping enzymes. The tetra-manganese complex is oxidized in four steps and the fully oxi-
dized form draws 4 electrons from 2 molecules of H2O and forms a molecule of O2 and 4 H+
(Williams and Laurens, 2010).
The high energy electrons of PSII enter the electron transport chain through a special, copper
containing, carrier protein called Plastoquinone (PQ). Subsequently, the electrons pass through
the Cytochrome b6-f complex and drive the active transport of H+ from the stroma to the lumen,
creating a H+ concentration gradient across the thylakoid membrane. Afterwards, through a
functional unit called Plastocyanin (PC) the electrons are led to RCI. These electrons are driven
downstream to PSI through a carrier complex called ferredoxin (Fd) and with the aid of the
enzyme ferredoxin NADP reductase (FNR), are donated to NADP+ for NADPH production.
It should be mentioned that the 4 trapped electrons in RCII correspond to the production of
2 NADPH molecules. Finally, the H+ already pumped in the lumen by the cytochrome b6-f
complex, are released in the stroma through a molecular rotor, the ATP synthase, that drives the
production of ATP. In total, 3 ATP molecules are produced per 12 H+ passing through the ATP
synthase. (Alberts et al., 2013).
In Figure 2.3, the electron path from PSII to NAPDH, called the z-scheme of photosynthesis
or linear electron flow (Falkowski and Raven, 2007) is presented. An alternative light energy
utilization is the cyclic electron flow that takes place only in PSI, and produces ATP but not
NADPH and O2 because the electrons excited in PSI are recycled back to the b6-f complex
13
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Figure 2.3: The light-dependent reactions. Incoming photons are utilized for the production of
O2, NADPH and ATP molecules in time scale of milliseconds.
(Arnon et al., 1965). The linear electron flow applies under light limiting conditions, while
cyclic electron flow plays a role in the regulation of the electron transport chain (Falkowski and
Raven, 2007).
The Light-independent Reactions of Photosynthesis
The ATP and NADPH molecules produced in the light reactions are subsequently used by the
dark reactions in a cyclic, enzymatic process called the c-3 pathway or the Calvin-Benson-
Bassham cycle, after the researchers who were involved in the decoding of the carbon assimila-
tion process in the early 1900s. Using C14 isotope they labeled and identified the intermediate
products of this cyclic process for the green algae Chlorella (Falkowski and Raven, 1997).
From a thermodynamic point of view an energy penalty must be paid in converting CO2 to
sugars or other organic products since the reverse reaction (i.e. the combustion of an organic
compound to CO2) is exothermic. In photosynthetic organisms, ATP provides the required
energy for the completion of the dark reactions, while NADPH provides the necessary reducing
power. The net reaction of the carbon assimilation process can be summarized as:
CO2 + 2NADPH+ 2H
+ + 3ATP→ CH2O +H2O+ 2NADP+ + 3ADP+ 3Pi (2.4)
According to Reaction 2.4, 2 NADPH and 3 ATP molecules are required for the fixation of
1 CO2 molecule and the production of a sugar monomer (CH2O). In microalgae that grow in
aquatic environments, CO2 is in the form of bicarbonate and carbonate anions according to the
14
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following acid-base reactions:
H2O+ CO2 ↔ H2CO3 ↔ H+ +HCO−3 ↔ 2H+ + CO2−3 (2.5)
These equilibrium reactions are shifted to the right when pH increases and to the left when
it decreases. In the oceans for instance, where average pH is approximately 8.2, almost all
inorganic carbon (> 95%) is in the form of bicarbonate anions (HCO−3 ) (Falkowski and Raven,
1997).
In Figure 2.4, the central reaction of carbon fixation is presented. In this carboxylation reac-
tion, CO2 is combined with 1,5 Ribulose Bisphosphate (RuBP), which is a 5-carbon molecule.
An intermediate, unstable product is formed which, when it comes in contact with H2O, spon-
taneously breaks into 2 organic acid molecules known as 3-phosphoglyceric acids (3-PGA)
(Alberts et al., 2013). The carboxylation reaction occurs in the stroma of the chloroplasts and
is catalyzed by the enzyme Ribulose Biphosphate Carboxylase Oxygenase (RuBisCO). This
enzyme is able to fix 2 to 10 CO2 molecules per active site per second and can switch its func-
tionality from carboxylation to oxidation depending on the concentration ratio between CO2 and
O2 (Williams and Laurens, 2010). Carboxylation and oxygenation are summarized in Reactions
2.6 and 2.7.
Carboxylation Reaction: RUBP + CO2 +H2O
RuBisCO−−−−−→ 2G3P (2.6)
Oxygenation Reaction: RUBP +O2
RuBisCO−−−−−→ G3P+ G2P (2.7)
The carboxylation step does not require energy in the form of ATP, nor reducing power in the
form of NADPH, due to the high energy content of RuBP. The subsequent step to the carboxy-
lation of RuBP, is the phosphorylation of 3-PGA to 1,3 bisphosphoglycerate (1,3-BPGA), an
energy intensive reaction that uses the ATPs produced during the light reactions (Alberts et al.,
2013). Then, 1,3-BPGA is reduced to dehyde-3-phosphate (G3P) with the aid of the NADPH
produced by the light reactions. 3-PGA, 1,3 BPGA and G3P are the building blocks of biosyn-
thesis of lipids, sugars and aminoacids (Williams and Laurens, 2010). Finally, in order for
RuBP to be regenerated and the Calvin-Benson-Bashham cycle to be sustained more ATPs are
consumed. In this final energy demanding step (or sequence of steps), part of the G3P molecules
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Figure 2.4: Carboxylation Reaction of 1,5 Ribulose Bisphosphate (RuBP) in the Calvin-
Benson-Bashham Cycle.
are converted to ribulose 5-phosphate (Ru5P) and eventually to RuBP. These sequential steps of
the Calvin-Benson-Bashham cycle are presented in Figure 2.5. Quantitatively, the fixation of 3
CO2 molecules requires 9 ATP and 6 NADPH molecules. The 3 CO2 molecules are combined
with 3 RuBP to form 6 3-PGA. Eventually, the 6 3-PGA are converted to 6 G3P at the cost of
6 ATP molecules. 5 out of 6 G3P are recycled in the Calvin-Benson-Bashham cycle and are
regenerated to 3 RuBP with the cost of extra 3 ATP molecules, while the remaining G3P is
used in the biosynthesis of lipids, sugars and proteins. Each cycle of CO2 assimilation takes an
average time of 100 to 500 ms (Williams and Laurens, 2010).
The Calvin-Benson-Bashham cycle is catalyzed by a number of enzymes which can be clas-
sified into three categories: Enzymes that use NADPH or ATP (PGA kinase, G3P dehydroge-
nase, phosphoribulokinase), enzymes that catalyze irreversible reactions (RuBisCO and phos-
phatases) and enzymes that direct reversible reactions and do not consume ATP or NADPH.
The first two groups are highly regulated by light availability, either directly or indirectly, being
dependent on the availability of ATP and NADPH and on the ATP/ADP and NADPH/NADP+
ratios. For these groups, an increase in the light intensity triggers regulatory signals such as
local increase in the pH, decrease in Mg2+ activity and increase in the level of reduction of
thioredoxin (Falkowski and Raven, 1997). It remains unknown which enzyme (or which step)
of the Calvin-Besnon-Bashham cycle is limiting. Nevertheless, it is widely accepted that Ru-
BisCO plays a central role in the carbon assimilation process (Williams and Laurens, 2010;
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Geider et al., 1998) as it can constitute from 5% to 25% of the soluble protein in microal-
gae. It has even been suggested that it may be the most abundant enzyme on earth (Falkowski
and Raven, 1997). In cyanobacteria, RuBisCO is located in hexagonal crystalline forms called
carboxysomes, while in some eukaryotic algae it is concentrated in forms called pyrenoids
(Falkowski and Raven, 2007).
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Figure 2.5: The Calvin-Benson-Bashham Cycle redesigned from Alberts et al. (2013).
The Time Scales of Photosynthesis
The complex reaction network of the photosynthesis process must act in a coordinated way.
Light absorption in PSI and PSII must occur in a balanced way to avoid efficiency losses. More-
over, the amount of NADPH and ATP produced must be in accordance to the enzymatic capa-
bilities of the dark reactions and excess excitation energy must be properly dissipated to avoid
damage of the photosynthetic apparatus. To ensure this, photosynthetic organisms implement
a variety of regulation mechanisms (Falkowski and Raven, 1997). These include adjustment of
the absorption cross section of the light harvesting complex, variation in the number of reaction
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centers and electron transport chain components, biochemical regulation of the enzymatic ac-
tivity of the Calvin-Benson cycle as well as manipulation of the carbon metabolism processes
(Falkowski and Raven, 1997). The mechanisms associated with the photosynthetic apparatus
act in a wide range of time scales and can be categorized in the following 4 processes.
• Photoproduction: The process of photon absorption and utilization for the production of
O2 and NADPH that proceeds in milliseconds.
• Photoinhibition: The observed loss in photosynthesis rate that evolves in the time scale
of minutes to hours and results from photo-oxidative damage of functional components
of the photosynthetic apparatus due to extreme light conditions.
• Photoregulation or Non-photochemical quenching (NPQ): The regulation of the light
reactions efficiency, by means of energy dissipation as heat, to short-term variation in the
light intensity that proceeds within seconds to minutes.
• Photoacclimation: The long-term adjustments of the pigment content and composition
of the photosynthetic apparatus to variations in the nutrient and light status that occur
within hours to days.
Table 2.1: The time scales of photosynthesis.
Time Scale ms s min hr d
Photoproduction X
Photoinhibition X X
Photoregulation X X
Photoacclimation X X
Here, the term photosynthetic apparatus coincides with the concept of the photosynthetic
unit (PSU) that Gaffron and Wohl (1936) introduced to represent the mechanism responsible
for the production of one O2 molecule (or reduction of one CO2 molecule). Strictly speaking, a
PSU is not a physical entity but rather a conceptual mechanism that has been very useful in the
analysis of the photosynthetic bioprocesses. The physical extent of a PSU includes the reaction
centers and light harvesting complexes of both PSI and PSII and the electron transport chain
components.
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Photoproduction
Due to the tight coordination of the electron transport chain components, the operation of a PSU
coincides with that of PSII. As previously mentioned, when photons arrive in LHCII, excited
electrons are driven, through RCII, in the electron transport chain where they get donated to
NADP+ molecules. The by-product of this process, commonly called photoproduction, is O2
and takes a few milliseconds to form. Photoproduction is a discontinuous process in the sense
that the electron transport chain components can be in either an oxidized or a reduced state,
depending on the absence or presence of trapped electrons (Falkowski and Raven, 1997). Since
there is a component-by-component electron transport, there is also a step-by-step switch be-
tween the reduced and oxidized state of subsequent electron transport chain components. It can
then be seen that when a RCII is in the oxidized state, arriving electrons from LHCII will re-
duce RCII and subsequently the downstream electron transport components, driving thereby the
photosynthetic reactions. In this case a RCII is said to be in a "free" or "open" state. However,
if any component of the electron transport chain is already occupied with previously processed
electrons, the RCII remains in a reduced state and cannot accept newly excited electrons. In this
case, the RCII is said to be in the "occupied" or "closed" state. The RCII returns to the oxidized
state, with a time constant that defines the time scale of photoproduction and is characteristic to
the photosynthetic behavior of a certain species (Williams and Laurens, 2010). This relaxation
process is most likely triggered by signals from the plastoquinone pool, associated with the
activity of RuBisCO (Escoubas et al., 1995).
Photoinhibition
Under prolonged exposure to bright light, it may happen that a RCII in the closed state re-
ceives excited electrons that cannot process, due to an imbalance between photon absorption
and carbon fixation rates (Long et al., 1994). Under such conditions the RCII undergoes irre-
versible damage (Falkowski, 1994), commonly called photodamage, linked to photochemical
stresses (Barber, 1995). This phenomenon is called photoinhibition and can be macroscopically
observed by measuring the O2 production rate, which typically decreases after a few hours of
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exposure to an intense light field. Experimental observations have shown that photoinhibition
proceeds within minutes to hours, in contrast to the much faster photoproduction (Myers and
Burr, 1940; Kok, 1956). In fact, photodamage occurs under any light conditions with an in-
creased likelihood at saturating light intensities (Critchley and Russell, 1994). It is the rate of
repair of RCII, relative to the rate of damage that determines the extend of photoinhibition,
which is typically amplified under nutrient-limited conditions (Kolber et al., 1988) due to the
cell inability to synthesize and replace the damaged parts (Falkowski and Raven, 1997). A
more thorough analysis of PSII leads to the examination of the D1 protein complex which is
responsible for charge separation (Marshall et al., 2000). It turns out that the turnover of this
protein complex occurs in a probabilistic way, which depends on the energy state of the thy-
lakoid membrane (Kana et al., 1997). At high irradiance the thylakoid membrane is at high
energy levels and the probability of the RCII to be reduced increases (Critchley and Russell,
1994). This implies that excited electrons are more likely to be delivered to reduced RCII,
making photodamage stronger in bright light. Meanwhile, for a given nutrient status the rate
of repair is constant. Therefore, at low light intensity, the rate of damage of the D1 complex is
lower than the rate of repair, keeping the photoproduction processes practically unaffected. As
the light intensity increases, the rate of damage approaches the rate of repair and beyond this
point, damaged D1 protein complexes start to accumulate. This is accommodated by a decrease
in the photosynthetic yield.
Photoregulation
Under natural conditions photosynthetic microorganisms often receive more light that they can
utilize. As mentioned before, an imbalance between light absorption and light utilization can
lead to photoinhibition with adverse effects in the cell growth. For this reason, microalgae and
other autotrophs have evolved numerous biochemical responses to minimize the potential of
photo-oxidative damage (photoprotection). Photoregulation or Non Photochemical Quenching
(NPQ), refers to all those regulatory responses that occur in time scales of seconds to several
minutes by means of energy dissipation as heat (Huot and Babin, 2010). NPQ is not a single
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process, but is rather composed of a number of quenching mechanisms evolving with different
dynamics.
The prominent type of NPQ, namely energy-dependent quenching or qE quenching, refers
to the reversible interconversion of xanthophylls (oxygenated carotenoids), signaled by the H+
gradient developed across the thylakoid membrane under strong light conditions (Bilger and
Björkman, 1990). This interconversion, known as the xanthophyll cycle, acts on time scales
of minutes (Müller et al., 2001), and can cause up to 90% reduction in fluorescence (Huot and
Babin, 2010). qE quenching is possibly induced by the protonation of the PsbS protein of PSII
(Adams and III, 1996). This happens when xanthophylls and H+ bind on specific sites of the
LHCII causing conformational changes that reduce the lifetime of excited chlorophylls thereby
decreasing the fluorescence yield (Gilmore, 1997).
The quenching linked to photoinhibition, namely the qI quenching is particularly interesting
because it can cause up to 40% reduction in the fluorescence yield and typically evolves within
minutes to hours (Falkowski et al., 1993). Due to its relatively long time scale, qI quenching is
not regarded as the result of biochemical regulation, but is rather related to the development of
photoinhibition. The prevailing theory behind this type of quenching is that the damaged RCII
are unable to support photoproduction but can still trap and dissipate energy as heat. However,
this process is not clearly understood and alternative explanations have been proposed (Krause
and Jahns, 2004).
Other quenching mechanisms that have been identified include state transitions, namely qT
quenching, and the reaction center quenching. The former lasts between 5 and 20 min and can
cause a reduction of 10-20 % in fluorescence (Falkowski and Raven, 1997). It is linked to the
detachment (and attachment) of the RCII with the LHCII, regulated by the reduction level of
the plastoquinone pool (i.e. the H+ of the thylakoid membrane) (Huot and Babin, 2010). The
latter has been much less studied, it is linked to reversible re-combinations of proteins within
PSII and is considered to have a significant effect in cyanobacteria (Ivanov et al., 2008).
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Photoacclimation
Natural aquatic environments present a highly variable irradiance regime because of clouding,
vertical mixing, wave motion (flicker effect) and other natural phenomena that occur on a range
of time scales (Marshall et al., 2000). This variability has created an evolutionary need for
adaptation to light conditions in order to maintain satisfying growth rates when irradiance is not
constant (Havelková-Doušová et al., 2004). This phenomenon is known as photoacclimation
and has concentrated significant scientific attention due to its complexity and importance.
Photoacclimation refers to the phenotypic (rather than genotypic) adjustments that arise in
response to environmental factors (Richardson et al., 1983) and evolves at a time scale of hours
to days (in contrast, photoadaptation refers to genetic changes). It is typically manifested as a
change in the pigment content and composition (Macintyre et al., 2002), but it has also been
reported that it can cause changes in the composition of the electron transport components and
in the Calvin cycle enzymes (Falkowski et al., 1985). By varying the pigment composition
between carotenoids and closed tetrapyrroles, microalgae control the capturing efficiency of
the PSU (Macintyre et al., 2002). Although the most widely reported acclimation feature is
a change in pigment content and composition, the structural integrity of the thylakoid mem-
brane can be affected too. It has been observed that low light acclimated cells have a densely
packed thylakoid membrane, arranged in parallel arrays, while in high light acclimated cells,
the chloroplasts volume is decreased, the thylakoids are further apart and the thylakoid mem-
brane is less organized (Ritz et al., 2000). It can be concluded that acclimation changes the total
pigment content, the pigment composition and the degree of organization in the chloroplasts,
therefore affecting the capacity and efficiency of the light reactions (Marshall et al., 2000).
Microalgae vary their pigment content either to protect vital biological units from very high
irradiance (minimize photodamage) or to maximize the amount of photons that excite electrons
and eventually produce ATP and NADPH. Geider et al. (1998) consider photoacclimation as
the effort of the cells to bring in equilibrium the light and dark reactions. Kana et al. (1997)
assume that the loss or gain of PSU numbers regulates the pigment content, representing a
trade-off between synthesis and degradation of pigments which acts to balance light harvesting
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and cellular energy demands. Moreover, Geider et al. (1998) further define acclimation as
the effort to increase growth rate, under suboptimal conditions, over the values that would be
achieved if cellular chemical composition were static. Therefore, in an irradiance shift from
low to high level, microalgae will decrease their pigment content (Falkowski and LaRoche,
1991) (and vary their pigment composition) in order to bring in balance the light and dark
reactions and/or minimize photodamage. This is why photoacclimation and photoinhibition are
tightly coupled processes (Marshall et al., 2000). In the opposite irradiance shift, microalgae
will increase their pigment content (and vary their pigment composition) again to balance the
light and dark reactions and to maximize growth. Therefore, acclimation may be a trade off
between maximizing growth at low irradiance versus minimizing photo-oxidative damage at
high irradiance (Geider et al., 1998). It is also believed that downregulation of pigments at
high irradiance is the easy way for the cell to balance its growth requirements because it is
easier to decrease the pigments content and reach equilibrium with the carbon fixation process,
rather than trigger the biosynthesis of the Calvin cycle enzymes. It should be mentioned that
there may be a link between photoacclimation and the transcriptional control of the cab mRNA
(Geider et al., 1996) which in series depends on the reduction state of the Plastoquinone pool
that possibly acts as a signal for pigment regulation (Escoubas et al., 1995).
An important aspect of photoacclimation is related to the manner newly synthesized pig-
ments are distributed, the so-called photoacclimation strategy. It turns out that pigments can
either be introduced in already existing PSUs or be used to synthesize new PSUs. The first
acclimation strategy is called the s-strategy, since it involves changes in the size (and not in a
number) of a PSU, while the second is known as the n-strategy because it is associated with
changes in the number (and not the size) of PSUs (Falkowski and Owens, 1980). It is likely that
microalgae can employ both strategies. However, it has been suggested that the strategy that a
species employs is an evolutionary characteristic, associated with local light variability (Perry
et al., 1981). Even though it is not clear how the s- and n-strategies affect the photosynthetic
characteristics, in the s-strategy it is likely that an increase in the pigment composition within a
PSU will boost the photosynthetic production at low light intensities and will favor photoinhi-
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bition at higher irradiance. However, it is possible that the more the pigments in a PSU, the less
their absorptive efficiency due to shading effects (packaging effect). In the n-strategy it is more
possible that the maximal photosynthesis rate will change because given that a reduced PSU
requires a relaxation time to get oxidized again, more PSUs will contribute to more NADPH
molecules at the same time. On the other hand, the efficiency of a PSU is not expected to vary
if no changes occur in its pigment composition. Again, the packaging effect among different
PSUs in the same thylakoid membrane can jeopardize the above reasoning. Finally, it is ex-
pected that the s-strategy can occur faster and easier than the n-strategy because the former only
involves synthesis of pigments and introduction in the PSU, while the latter proceeds by synthe-
sizing entire PSUs. This is why it has been suggested that species living in highly variable light
regimes, might change their PSU size, following thereby the s-strategy (Perry et al., 1981).
2.1.2 Nutrient Assimilation
For microalgae and other photosynthetic organisms, the photosynthesis process, from photon
utilization to CO2 fixation, is vital for survival and growth. Nevertheless, it is not enough to
keep these organisms alive. In fact, the assimilation of nutrients such as nitrogen, phosphorous
and sulfur is equally important because they constitute essential ingredients for many steps of
the metabolic processes. For example, proteins require significant amounts of nitrogen, which
implies that in its absence, protein synthesis and hence growth is halted.
In commercial applications of microalgae, nitrogen is expected to be the most important nu-
trient, because it is required in high quantities, thereby constituting the limiting nutrient for cell
growth (Bernard, 2011). Moreover, under conditions of nitrogen starvation it has been observed
that microalgae shift their metabolism from proteins to energy reserves which are lipids in the
case of oleaginous species and sugars in the case of non-oleaginous species (Metting Jr, 1996).
This can be explained as an excess of photosynthesis rate over nitrogen assimilation that leads
to carbon skeletons that cannot be processed for protein production (Packer et al., 2011). Apart
from nitrogen, Elser et al. (2007) have shown that phosphorus is an equally important nutrient
and that the simultaneous phosphorous and nitrogen enrichment strongly positive synergistic
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responses in all aquatic environments that microalgae grow.
Nutrient availability plays a significant role in the photosynthesis rate. In the absence of
nutrients, the enzymes of the light and dark reactions cannot be adequately produced, thereby
reducing the photosynthesis capabilities of the cell. Moreover, nutrients are important for the
repair process of the D1 protein complex of PSII that can be damaged due to photoinhibition
(Kolber et al., 1988). Finally, there is a linear correlation between the pigment content and the
nitrogen status of the cells, with nitrogen limitation negatively affecting the pigmentation in the
chloroplast, hindering thereby the photosynthetic process (Laws and Bannister, 1980).
Nutrient assimilation occurs in the time scale of days to weeks (Mairet et al., 2011). It
is therefore the slowest bioprocess in microalgae and is divided in the internalization of the
nutrients and in the subsequent utilization by the cell (Bernard, 2011). Figure 2.6 presents data
of biomass and inorganic nitrogen (NH+) concentrations from Flynn et al. (1994). It can be
observed that biomass grows long after the depletion of the inorganic nitrogen, which shows that
growth is related to the intra-cellular (rather than the inorganic) nutrient concentration (Droop,
1968).
 0
 5
 10
 15
 20
 25
 30
 0  5  10  15  20  25
 0
 0.3
 0.6
 0.9
 1.2
 1.5
 1.8
B
io
m
as
s
[µ
g
m
L
−
1
]
N
H
+ 4
[µ
g
m
L
−
1
]
Time [days]
Figure 2.6: Biomass and dissolved nitrogen (ammonium) concentrations in a 25 days experi-
ment for the microalgae Isochrysis galbana. Biomass keeps growing long after nutrient deple-
tion (Flynn et al., 1994).
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2.1.3 Microalgae Culturing
The low profit margins in the biofuel market, due to the low price of biofuel, makes the design
of culturing systems a crucial step when trying to develop a commercially viable plant (Soeder,
1980; Richmond, 2008). Two types of systems are available for autotrophic production: open
air systems and closed photobioreactors (Zeiler et al., 1995).
Open air systems have been used since the 1950s (Spolaore et al., 2006) and can be cate-
gorized in natural waters (lakes, lagoons and ponds) and artificial ponds, with raceway ponds
(Figure 2.7) being the most common type. Raceway ponds are made of closed-loop recircu-
lation channels, between 0.2 and 0.5 m deep (Brennan and Owende, 2010). They consist of
paddlewheels for mixing, recirculation and avoidance of sedimentation and have submerged
CO2 injectors to ensure stable growth and productivity (Terry and Raymond, 1985). During
daylight the culture is fed with nutrients continuously after the paddlewheel, while the broth is
harvested before it. Temperature is fluctuating within a diurnal cycle and seasonally and part
of the growth medium has to be continuously repleted due to evaporative losses (Chisti, 2007).
Because of the direct contact with the environment it is practically impossible to cultivate a
single species of microalgae.
Figure 2.7: Raceway Ponds from http://www.seambiotic.com.
Closed systems (Figure 2.8) have been developed to overcome problems associated with
open air systems and are categorized in photobioreactors and "big bag" systems (Watson et al.,
1979). Photobioreactors include the tubular, flat plate, column (Brennan and Owende, 2010)
and a helical system called BIOCOIL (Robinson et al., 1988). All photobioreactor designs are
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based on the principle of maximal surface to volume ratio, which can be achieved by reducing
the light path, hence minimizing the light-limited regions. Tubular photobioreactors consist of
arrays of glass or plastic tubes (Ugwu et al., 2008) of 0.1 m or less in diameter (Chisti, 2007).
Recirculation can be achieved either by a pump or an airlift system which can be also useful for
CO2 and O2 liquid-gas exchange, as well as for better mixing (Eriksen, 2008). However, they
have design limitations on the length of the tubes because of potential O2 accumulation, CO2
depletion and pH variations (Eriksen, 2008). Flat plate photobioreactors allow high biomass
concentrations because of the large surface-to-volume ratio (Ugwu et al., 2008; Brennan and
Owende, 2010). Column photobioreactors consist of vertical columns that are aerated from the
bottom and they are illuminated from the side transparent walls or internally. Among other pho-
tobioreactors types, they offer the most efficient mixing, the highest volumetric mass transfer
and the best controllable conditions (Eriksen, 2008). The "big-bag" systems are closed bags
fitted with an aeration system that operate in batch mode (Borowitzka, 1992), they are easy
and economical to install and have been prefered by the modern aquaculture industry. Com-
panies such as Angenol (http://www.algenol.com/), that claim important commercial
advances in the biofuel production process make use of "big-bag" systems.
Figure 2.8: A collection of closed culturing systems: Flat plate (left) and tubular (center) pho-
tobioreactors and the bag design system of Angenol (right).
Compared to closed photobioreactors, open ponds are cheaper, having lower input energy
requirements and easier maintenance and cleaning protocols (Rodolfi et al., 2009). However,
open ponds require highly selective culturing environments because they are prone to contam-
ination by other algae and protozoa (Pulz and Scheibenbogen, 1998). Moreover, they are less
efficient than photobioreactors (Chisti, 2007) due to evaporative losses, temperature fluctua-
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tions, inefficient mixing, CO2 depletion and light limitations (Brennan and Owende, 2010). In
particular, it has been reported (FAO, 2009) that photobioreactors can handle biomass concen-
trations of up to 8 g/lt in comparison to 0.5 g/lt for open ponds. Closed photobioreactors may
involve higher capital and maintenance costs and higher energy requirements but they offer al-
most zero contamination risk and advanced control policies that can ensure stable and optimized
productivity for both biomass and lipids (Brennan and Owende, 2010).
Closed photobioreactors and open ponds can be combined in a hybrid two-stage production
system. The first stage involves a photobioreactor, where continuous cell division with minimal
contamination is promoted by sophisticated control strategies. The second production stage is
conducted in an open pond where the already grown microalgae undergo nutrient stress and
synthesize neutral lipids. Using this system, Huntley and Redalje (2006) achieved an average
annual oil production rate of 10 toe/ha, with a maximum of 24 toe/ha. Moreover, Rodolfi et al.
(2009), described a conceptual two-stage system that could give daily oil productivity equal to
90 kg/d.
A number of physical phenomena affect the operation of autotrophic, large-scale produc-
tion system and contribute to a dramatic loss of productivity when scaling up from laboratory
to commercial scale. Especially in raceway ponds between [0.2-0.5] m deep, the maximum
achievable biomass concentration is in the range [0.1-0.5] g/L, which is significantly lower than
a 10 g/L which can be observed under ideal conditions (Borowitzka, 1992). Shading phenom-
ena, associated with light absorption by pigments and scattering by particulate matter (Cornet
et al., 1992) determine the vertical light gradient and create zones that are poorly illuminated
(Huisman et al., 2002). Such phenomena are usually mentioned as light attenuation and may
considerably limit the productivity of a given design. Moreover, inefficient mixing may also
be responsible for the observed loss in productivity during scaling-up due to heterogeneous
nutrient and temperature fields and long residence times in poorly illuminated regions.
In the case of heterotrophs the reactor design is much simpler. Typically stirred tank reactors
or fermenters are used and high biomass productivity can be achieved because there is no light
limitation imposed by the cell density (Brennan and Owende, 2010).
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2.2 Mathematical Models for Microalgae Growth
Modeling microalgae growth is a very demanding task because of the large number of fac-
tors that affect those microorganisms (Bernard et al., 2015). In contrast to non-photosynthetic
microorganisms, microalgae and other autotrophs involve strong interactions between their
metabolic and photosynthetic processes. Their behavior is remarkably elastic as they evolved
by learning to adapt to short-, medium- and long-term variations in both the available light and
nutrients.
2.2.1 Photosynthesis-Irradiance Curves
The first documented model that quantified the dependence of photosynthesis rate on irradiance
was presented by Blackman (1905). That work assumed that the photosynthesis rate increases
linearly with the light intensity, at low light conditions, and becomes constant at saturation
levels. Since then, the most widely used modeling approach to mathematically characterize
photosynthesis has been the so-called photosynthesis-irradiance response curve or PI curve.
Experimentally, oxygen evolution, radioactively labeled carbon (C14) tracing and cell duplica-
tion rates are all used to characterize growth at different light levels. Conversely, many mod-
eling efforts are focused on simple formulations of this dependence. Those formulations are
in majority empirical (Baklouti et al., 2006), without lacking mechanistic approaches such as
those in Geider et al. (1997, 1998); Eilers and Peeters (1988); Han (2001); Zonneveld (1997).
In Table 2.2, the most widely used expressions of photosynthesis rate versus light intensity are
presented (Jassby and Platt, 1976).
PI curves is a powerful tool to study photosynthesis and reveal the effects that the most influ-
ential phenomena have on growth. Photoproduction capabilities are correlated with the initial
slope of the PI curve, i.e. the rate of improvement of photosynthesis rate with an increase in
irradiance under light-limited conditions (Williams and Laurens, 2010). Photoinhibition is rep-
resented by a decrease in the rate of photosynthesis at high light intensities (Han, 2002; Eilers
and Peeters, 1993); At different photoacclimation levels, chlorophyll-specific PI curves usu-
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Table 2.2: Widely used models of the Photosynthesis-Irradiance (PI) response. α and Pm are
the initial slope and maximum photosynthesis rate of the PI curve and I is the light intensity.
P (I) Photoinhibition Source{
αI, I ≤ Pm/α
Pm, I ≥ Pm/α
NO Blackman (1905)
αPmI
Pm + αI
NO Baly (1935)
αI exp
(
− αI
Pm
)
YES Steele (1962)
Pm
[
1− exp
(
− αI
Pm
)]
NO Webb et al. (1974)
Pm tanh
(
αI
Pm
)
NO Jassby and Platt (1976)
ally show a constant initial slope, a variable maximal photosynthesis rate and shifted optimal
irradiance level (Macintyre et al., 2002). Finally, nutrient-limited PI curves have a depressed
photosynthesis rate at any light level, when compared with nutrient-replete PI curves (Laws
and Bannister, 1980). Nonetheless, it is difficult, if not impossible to simultaneously consider
nutrient limitation, photoacclimation and photoinhibition using solely PI curves, since a large
number of parameters is typically required to represent all those effects. Those models are usu-
ally non-identifiable because a single measurement (i.e. the rate of photosynthesis) is available
for the identification of a large number of parameters. Moreover, an inherent assumption of
PI curves is static growth conditions, where all bioprocesses are in equilibrium at a given light
intensity. This assumption is rarely valid, because of the time-scales that different photosyn-
thetic phenomena involve and can cause significant confusion when trying to draw conclusions
based on PI curve observations. For instance, a number of NPQ processes take place within
seconds to minutes and are therefore difficult to observe using solely PI measurements. Also,
the initial slope of a PI curve can be affected by strong photoinhibition, active NPQ mecha-
nisms, nutrient-depletion or combinations of those factors, at the time the photosynthesis rate is
measured. Such drawbacks make the use of dynamic models important because of the ability
to describe multiple effects using mechanistic formulations and the significant augmentation of
compatible-with-models experimental information.
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2.2.2 Modeling Biological Kinetics
The development of dynamic models describing microalgae growth is a complex task due to
the large number of interacting phenomena that span multiple time scales. A successful model
needs to accurately represent the dependence of growth on multiple factors, such as light, nutri-
ents and CO2 availability as well as temperature and pH. Despite the rich information content of
dynamic experiments, an integrated growth model that describes all photosynthetic phenomena
is currently missing from the literature, while those works that combine a number of phenomena
simultaneously are usually presented without proper validation.
Microalgae dynamic models, mainly in the form of ordinary differential equations, have
been developed in three distinct domains, oceanography, ecology and biotechnology (Bernard,
2011). The first phytoplankton dynamic model has been developed by Riley (1946) to account
for populations of the George Bank. Riley included both the effect of light and a limiting nu-
trient on growth. Kok (1956) developed a dynamic model to describe the dynamic effects of
photoinhibition, opening the route for the so-called state models that are based on the con-
cept of the photosynthetic unit (PSU), the physical entity responsible for the production of O2
molecules. This model, accounts for the cycle of photodamage and repair and has been exten-
sively analyzed in (Campbell and Tyystjärvi, 2012), where interesting guidelines for systematic
photoinhibition modeling are given. Later, Eilers and Peeters (1988) proposed a significant im-
provement of the model by Kok, which has established numerous modeling approaches that are
based on the PSU concept (Zonneveld, 1998; Wu, 2001; Han, 2002; Rubio et al., 2003; Ross
et al., 2008; García-Camacho et al., 2012).
Apart from state models, a number of physiological models are also available. The works
by Droop (1968, 1974) and Burmaster (1979) have lead to the well known Droop model that
describes the effect of nutrient limitation on growth. This model relates growth with the intracel-
lular nutrient concentration, as opposed to a dependence on dissolved nutrient (see Figure 2.6).
Despite its simplicity, this model is widely used because it accurately represents nutrient limita-
tion under constant light and has been validated in numerous works (Droop, 1983; Bernard and
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Gouzé, 1999; Vatcheva et al., 2006; Sciandra and Ramani, 1994). The model by Geider et al.
(1998), based on Geider et al. (1996, 1997), is arguably the most complete physiological model
that simultaneously accounts for, photoinhibition, photoacclimation, nutrient limitation, mobi-
lization of energy reserves and temperature dependencies. However, it does not include the fast
dynamics of photoproduction and photoregulation and lacks proper validation. A similar model,
yet more empirical and without energy reserves mobilization and temperature dependencies has
been proposed by Bernard (2011), while the cell-based model by Ross and Geider (2009), holds
the mechanistic structure of Geider et al. (1998) and describes accurately nutrient-light inter-
action in slow time scales. Another model, coupling nutrient, light and temperature effects is
presented in Flynn (2001). This model focuses on the metabolic processes, involving ammo-
nium, nitrate, silicon, iron and phosphorous. Finally, physiological models that predict lipid
accumulation have also been proposed. The models by Mairet et al. (2011) and Packer et al.
(2011), build upon the Droop model and assume compartmentalization of intracellular carbon
among different pools. Both models examine the effect that nutrient limitation has on lipids
accumulation. Also, the model by Geider et al. (1996) also accounts for lipid mobilization, but
the process is triggered by light saturation rather than nitrogen starvation.
Examples of models accounting for the effects of temperature on growth include Rosso et al.
(1993) and Ras et al. (2013), where an asymmetric, bell-shaped curve of growth rate versus tem-
perature is reported. Growth inter-dependencies on temperature have been modeled with two
possible approaches: in the so-called uncoupled approach temperature and light (or nutrient)
affect growth independently while in the coupled approach the interdependence between light
(or nutrient) and temperature is also considered. In practical terms, in the uncoupled approach
growth is mathematically expressed as the product of a temperature and a light (or nutrient)
term while the coupled approach, expresses the interdependence of light (or nutrient) and tem-
perature, in a mechanistic structure. Examples of the uncoupled approach include Goldman and
Carpenter (1974); Bernard and Rémond (2012); Norberg (2004); Geider et al. (1997, 1998). Ex-
amples of the coupled approach include Duarte (1995), where parameters of a state model are
expressed with Arrhenius functions and Dermoun et al. (1992) where temperature is affecting
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the extent of photoinhibition.
Apart from physiological and state models, highly-detailed metabolic models have already
appeared (Chang et al., 2011; Kim et al., 2012; Kroth et al., 2008; Baroukh et al., 2014). In con-
trast to macroscopic models that aim for simplicity in order to be identifiable, metabolic models
pursue a detailed characterization of the metabolic pathways from CO2 to protein, carbohydrate
and lipid production. According to Bernard (2011), a successful metabolic model needs to work
under unbalanced growth conditions, which are typical in microalgae growing under diurnal cy-
cles. It also needs to account for the cell cycle, since certain metabolic processes are affected by
the phase of the cell cycle (for instance nitrogen uptake during mitosis (Hildebrand and Dahlin,
2000)). The model by Fleck-Schneider et al. (2007) is a first step towards this goal.
In conclusion, there is a vast literature on microalgae kinetic modeling that begins as early as
the 1900s. Some of the developed models have worked as a basis for numerous publications and
have significantly contributed in the improvement of our understanding by providing a system-
atic approach in interpreting the experimental observations. A large number of physiological
and state models have a simple structure making them suitable for control and optimization
applications. However, in the majority of modeling publications proper model validation is
missing, which hinders the applicability of the models for process-oriented purposes. Signif-
icant modeling effort is also spent in accurate metabolic models that help unveil the detailed
mechanism of carbon and nutrient metabolism. Finally, it needs to be noted that a model that
accounts for all major effects on growth has not yet appeared.
2.2.3 Multiphysics Models
When large-scale systems are considered, a sound kinetic model is not sufficient to represent
growth, since there needs to be a characterization of the environmental conditions that microal-
gae experience. One of the most important implications is the high biomass concentration that
needs to be achieved in order to favor productivity (Borowitzka, 1992; Brennan and Owende,
2010; Chisti, 2007). This leads to significant shading effects that create poorly illuminated
zones, a phenomenon called light attenuation (Huisman et al., 2002). In addition, the hydrody-
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namic conditions, governed by the mixing equipment, affect the dynamic positioning of indi-
vidual cells, which in combination with light attenuation phenomena, has a significant impact
on the realized photosynthetic productivity of a commercial-scale system, when compared with
laboratory observations. Therefore, accurate large-scale predictions require integration between
biological and physical models.
Light attenuation is usually modeled with versions of the Lambert-Beer law, which describes
the loss in light intensity of a beam that passes through a sample of a given width and concentra-
tion. In models integrating biological kinetics and light attenuation, many authors choose this
formulation because of its simplicity (Bernard, 2011; Grima et al., 1994; Quinn et al., 2011),
despite the fact that it loses prediction power at high biomass concentrations (Sevilla and Grima,
1997). Cornet et al. (1992) developed a mechanistic model of light attenuation that is based on a
mono-dimensional approximation of the radiative transfer equation and accounts for scattering
by biomass particles and absorption by pigments through a scattering and an absorption coeffi-
cient. Sevilla and Grima (1997), proposed an hyperbolic extension of the Lambert-Beer model
that predicts accurately light attenuation in a wide range of biomass concentrations and derived
a method to apply the model by Cornet et al. (1992) in cylindrical geometries. Finally, Katsuda
et al. (2000) proposed an empirical model of light attenuation in cylindrical photobioreactors.
Recently, investigations of the hydrodynamic conditions in raceway ponds and photobiore-
actors, using computational fluid dynamics (CFD) simulations, have started to appear. Hreiz
et al. (2014) examined the effects that the geometry and impeller features have on the hydro-
dynamic conditions in raceway ponds and included a validation of the CFD results with exper-
imental data from a medium sized raceway pond in Narbonne, France. Ali et al. (2015) eval-
uated the mixing process in raceway ponds using particle tracking while Pruvost et al. (2006)
analyzed the hydrodynamic conditions (shear stress, circulation velocity, light access) in torus
photobioreactors. Pruvost et al. (2008) used particle tracking (Lagrangian trajectories) to inte-
grate biological kinetics, light attenuation and hydrodynamics and predicted the productivity of
a torus photobioreactor. Later, Park and Li (2015); James and Boriah (2010); Hartmann et al.
(2014b) applied similar approaches in the case of raceway ponds.
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2.3 The Model Development Framework
In the biological sciences, where there is an enormous degree of uncertainty, mathematical
models that convey state-of-the-art scientific knowledge are invaluable tools for unveiling and
untangling the underlying phenomena. At an early stage, a well-structured modeling framework
that guarantees a seamless connection between mathematical representations and experimental
observations, can help in the systematic identification of the most realistic hypotheses among
a pool of possibilities. For process development purposes, models can be used to improve the
design, operation and control of a given commercial system and identify previously hidden op-
eration envelopes that guarantee maximal productivity and/or minimal risks. Such promises
are possible if a sound understanding of the key physical phenomena is combined with a care-
ful implementation of state-of-the-art mathematical methods. Under any circumstances, such
an approach is doomed to fail without the availability of sufficient and accurate experimental
information.
The model building process begins from the analysis of already acquired knowledge in the
form of theoretical and experimental information. At this stage a preliminary model, usually in
the form of ordinary differential equation (ODE) or differential-algebraic equations (DAE), is
formulated. Such models can be divided in three categories:
• White-box models: Mathematical formulations are derived solely from theoretical con-
siderations, when the systems behavior is well understood. Typical examples include the
Newton’s laws of motion, Navier-Stokes equations, Maxwell equations. Metabolic and
state models often fall in this category.
• Black-box models: Mathematical formulations are solely based on empirical observa-
tions. In this case, the system’s behavior is unknown and a preliminary set of data is
typically used to derive empirical equations. Typical examples from biology include the
Monod and Hill functions.
• Grey-box models: Mathematical formulations are a combination of first principles and
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empirical models. This is a typical case in biotechnology applications, where mass and
energy balances form the mechanistic part while growth kinetics are often described by
empirical equations. Physiological models often fall in this category.
The candidate model typically involves a number of uncertain parameters that need to be
precisely identified. It is exactly this parametric uncertainty that introduces the need for a sys-
tematic model building framework. First, structural or a priori identifiability tests can help
assess if it is at all possible to obtain a unique set of parameter estimates, given noise free ex-
perimental data (Walter and Pronzato, 1990). This is a crucial test of the mathematical structure
of the model and can unveil which parameters can be identified. In practical terms, a struc-
turally non-identifiable model has multiple parameter combinations that fit experimental data
equally well, which results in a loss of physical meaning of the involved parameters and may
also lead to loss of prediction power. If all model parameters are structurally identifiable, a
sensitivity analysis of the parameters can be conducted. Global sensitivity analysis (GSA) tech-
niques are desirable because they work for a range of parameter values, as opposed to a single
local value which at this stage is usually unknown. Moreover, besides evaluating the sensitivity
of the model outputs to a single parameter perturbation, GSA methods consider simultaneous
perturbations of pairs, triplets, etc of parameters (Sobol, 1990). The next step is model fitting
against the available experimental data, a process also mentioned as model calibration. It is typ-
ically conducted using nonlinear optimization techniques that either minimize versions of the
least-squares function or maximize the maximum likelihood function (Bard, 1974). For an ac-
ceptable fitting quality, evaluated either visually, or by the value of the objective function and/or
residuals, the framework continues with practical or a posteriori identifiability tests that evaluate
the precision of the estimated parameters. If the outcome of the practical identifiability test is
positive it means that all parameters are precisely estimated. On the other hand, a negative result
suggests that at least one parameter is not precisely estimated and calls for model-based design
of experiment in order to identify experiments with maximum information that will lead to a
practically identifiable model (Franceschini and Macchietto, 2008). Typically, practical identi-
fiability tests and model-based design of experiments work sequentially by repetitively altering
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the model structure (Asprey and Macchietto, 2000). Finally, a calibrated model that fits the
available data well and has practically identifiable parameters needs to be validated with exper-
iments that have not been previously considered. The validation process requires the simulation
of the experimental conditions and the comparison of the model outputs with the experimental
data. Only a validated model can be safely used for the reasons it has been developed. In any
other case special care needs to be given when using a non-validated model for predictions. The
model building framework is conveniently summarized in Figure 2.9.
Figure 2.9: The model development framework. The diagram illustrates how a candidate model
needs to be processed in order to arrive at a final model that is deemed trustworthy for the
purposes it has been developed.
2.3.1 Structural Identifiability
The objective of structural or a priori identifiability is to verify if a single best value for the
parameters can be obtained, given noise-free experimental observations and absence of external
disturbances (Bellman and Åström, 1970).
Let us consider M(θ), a multiple-input-multiple-output (MIMO) system that can be repre-
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sented by a parametric model:
M(θ) :=


f(x˙(t), x(t), u(t),w, θ) = 0
y(t) = g(x(t))
(2.8)
where θ ∈ RNθ is the set of uncertain parameters, x(t) ∈ RNx is the vector of time-dependent
state variables, u(t) ∈ RNu and w ∈ RNw the vectors of time-dependent and time-invariant
control variables, y(t) ∈ RNy the vector of time-dependent model output responses.
Definition 1 Denote the equality of the input-output maps obtained for two values θ and θ⋆ of
the parameter vector by:
M(θ) ≈M(θ⋆)
The parameter θi is structurally globally identifiable (SGI) if for almost any θ⋆
M(θ) ≈ M(θ⋆)⇒ θi = θ⋆i
it is structurally locally identifiable (SLI) if for almost any θ⋆ there exists a neighborhood δ(θ⋆)
such that if θ⋆ ∈ δ(θ⋆) then
M(θ) ≈ M(θ⋆)⇒ θi = θ⋆i
Local identifiability is a necessary condition for global identifiability. A parameter that is not
SLI is structurally non-identifiable (SNI). The model M(θ) is SGI (SLI) if all its parameters are
SGI (SLI), while it is SNI if any of its parameters is SNI.
A number of methods that perform structural identifiability tests for linear and nonlinear
models have been developed in the past two decades (Miao et al., 2011). For linear models,
well established methods such as, Laplace transform (Bellman and Åström, 1970), power series
expansion (Pohjanpalo, 1978) and similarity transformation approach (Walter and Lecourtier,
1981), are readily available. For nonlinear models, one possibility is to locally linearize and
execute one of the structural identifiability tests for linear models (Grewal and Glover, 1976).
However this approach may be weak because the identifiability of the linearized model is not
sufficient for the identifiability of the nonlinear model. The power series approach is a possi-
ble alternative (Pohjanpalo, 1978). The method requires that f(·) from Eq. (2.8) is infinitely
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differentiable with respect to t, u and x and the same assumption is required for y, x and u
with respect to t. The practical drawback of this method is the need for high order derivatives,
which can often be too complicated to solve (Miao et al., 2011). Vajda et al. (1989) proposed
the similarity transformation approach to tackle nonlinear ODEs by making use of the local
state isomorphism theorem. Ljung and Glad (1994) proposed a method based on differential
algebra. Later, Bellu et al. (2007), developed a software tool (DAISY), based on an improved
differential algebra approach (Saccomani et al., 2003) to test global identifiability of biological
models. It should be noted that there is yet no method that has generic applicability to any
type of mathematical model. This explains the lack of relevant analysis and the often neglect of
structural identifiability tests.
2.3.2 Sensitivity Analysis
Sensitivity analysis techniques provide valuable insights regarding the effect that individual pa-
rameters have on the model outputs. For instance, parameters with high sensitivity have an
important effect on the outputs and are easier to estimate when using experimental data. On
the other hand, insensitive parameters are difficult, or even impossible to estimate. Therefore,
sensitivity analysis can help unveil those parameters that are insensitive and need to be fixed to
literature values or removed by manipulating the model structure. When properly used, sensi-
tivity analysis can also provide a convenient way to obtain preliminary information regarding
the structural identifiability properties of the model. Moreover, sensitivity analysis can be used
to characterize regions where experiments provide the most important information.
There is a variety of methods that can be used for sensitivity analysis. Screening methods,
are single parameter, finite perturbations that aim to identify the most sensitive model param-
eters. They are computationally efficient but are mostly limited to first-order effects (Saltelli
et al., 2004), where the interactions between individual parameters is neglected, making them
suitable for preliminary results. Local methods calculate the effect that infinitesimal variations
of the parameter set have on the model outputs. They are called local because sensitivity is
evaluated around nominal values of the model parameters. Local methods can easily be used to
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study first-order effects but become computationally expensive when considering higher-order
effects, especially when a large number of parameters is involved. Finally, the outcomes of
local methods depend on the nominal values of the parameters and may yield inaccurate results
when those values are far from their true values. Global methods overcome many problems
that screening and local methods have (Saltelli et al., 2008). In order for a method to be global,
all model parameters need to be varied simultaneously, capturing thereby higher-order effects.
Moreover, the sensitivity of a given parameter needs to be evaluated at a valid range rather than
a nominal value. A number of methods are based on Monte Carlo analysis where a large num-
ber of parameter set realizations are obtained by independently (and simultaneously) sampling
values of the parameters in a pre-specified range. The model is then simulated for each of the
generated scenario and the parameter sensitivities are evaluated by considering the relation of
the generated inputs (parameters) and the simulated model outputs (responses). A well estab-
lished global method has been proposed Sobol (2001). Sensitivity indices are calculated using
analysis of variance decomposition, where the total variance of the model output is apportioned
to factors of increasing dimensionality:
y(θ1, θ2, .., θn) = y0 +
n∑
i=1
yi(θi) +
∑
1≤i≤j≤n
yij(θi, θj) + .. + y1,2,..,n(θ1, θ2, .., θn) (2.9)
2.3.3 Parameter Estimation
The experimental data that is used for model calibration carries uncertainty in the sense that if
an experiment is repeated an infinite number of times then subsequent data points would not
exactly coincide but would follow a statistical distribution. It is exactly this randomness in the
experimental data that make the model parameters statistical entities (random variables) as well.
It becomes then important, not only to fit well the experimental data to the model but also to
obtain the true parameter values, or in other words to perform a statistically meaningful model
fitting. This process is called parameter estimation.
Any parameter estimation problem begins with the formulation of an objective function to be
minimized that includes summands of residuals squared, a residual being the difference between
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a measured and predicted quantity. The most trivial objective function is the ordinary least
square, where all residuals have the same weighting coefficient. A more meaningful objective
function is the weighted least-square function, where each residual has a weighting coefficient
which is the inverse of the experimental variance, Vi by which the associated experimental point
has been obtained:
J(θ) =
N∑
i=1
[(
y(ti, θ)− yˆi
)
Vi
−1
(
y(ti, θ)− yˆi
)T] (2.10)
Another possible formulation is the maximum likelihood function which is derived assuming
normally distributed, statistically independent experimental variance (Bard, 1974):
J(θ) =
N
2
ln(2π)− 1
2
N∑
i=1
[
ln(Vi) +
(
y(ti, θ)− yˆi
)
Vi
−1
(
y(ti, θ)− yˆi
)T] (2.11)
Eq. (2.10) and (2.11) share the same optimal point, because the residuals are identically
weighted in the two formulations but have different objective function values since Eq. (2.10)
is the squared distance of the data to the model, while Eq. (2.11) is a probability measure.
Departing from any of the above formulations, it is possible to derive the variance-covariance
matrix (VCM) of the model parameters, which is an approximation of the Hessian matrix of the
objective function with respect to the model parameters. Under the assumption of statistically
independent measurement error (Bard, 1974), the VCM can be approximated with the inverse
of the Fisher Information matrix (FIM) (Marsili-Libelli et al., 2003):
C(θ) ≈ FIM−1(θ) =
[
N∑
i=1
∂y(θ, ti)
∂θ
Vi
−1∂y(θ, ti)
∂θ
T
]−1
(2.12)
From the VCM, practical identifiability analysis that evaluates the precision of the model pa-
rameters may follow. More specifically, the diagonal elements of the VCM contain variance
information of individual parameters, while the off-diagonal elements represent parametric cor-
relations. This type of information can be summarized in confidence intervals and confidence
ellipsoids.
• An α% confidence interval is defined as:
θ¯i ∈ θˆi ± t1−α/2Nθ
√
Cii (2.13)
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where t1−α/2ν is the student distribution with Nθ degrees of freedom, equal to the total
number of parameters and Cii is the i-th diagonal element of the VCM. A t-value hypoth-
esis test can also be calculated as:
ti =
θˆi√Cii
(2.14)
The hypothesis test outcome is concluded by comparing the calculated t-value, ti, with a
reference t-value which can be obtained from a Student distribution with Nθ degrees of
freedom.
• An α% confidence region can be obtained by the hyper-ellipsoid that results from eigen-
value decomposition of the following equation:
(θ − θˆ)TC−1(θ − θˆ) ≤ Nθ · F 1−αNθ ,ν (2.15)
where, F 1−αNθ,ν is the F-distribution with Nθ, ν degrees of freedom, where ν the difference
between the total number of measurement points, N and the number of estimated param-
eters, Nθ.
An illustration of the confidence intervals and confidence region of a model with two parameters
is given in Figure 2.10.
(θˆ1, θˆ2)θ¯1
θ¯2
θ 1
θ2
Conf. Region
Figure 2.10: Confidence region and confidence intervals for two parameters. θˆ1 and θˆ2 are the
optimal parameter values where the confidence intervals θ¯1 and θ¯2 are calculated.
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Note: The practical identifiability analysis presented here is fully valid for linear models
but serves as an approximation for nonlinear models, because the VCM is approximated by
neglecting higher order terms. This approximation becomes more trustworthy as the residuals
(and the objective function) are approaching zero (Dochain and Vanrolleghem, 2001). There-
fore, practical identifiability analysis for nonlinear models can be approximated by the Fisher
information matrix, when model and data fits are of very good quality.
2.3.4 Model-Based Design of Experiments
Mathematical modeling and experimental expertise need to be tightly coupled to improve the
understanding of biological systems. A modeling expert needs to develop models that can be
coupled to the experimental data while the experimental expert needs to design experiments
that carry maximum information. Even though pure intuition should not be underestimated, the
complexity involved in the biological systems requires systematic approaches too.
Design of experiments lies at the intersection of the two disciplines. It can only work within
the practical margins of experiments and is limited by the computational resources and math-
ematical theory. Its objective is to propose realistic experiments that contain enough informa-
tion to estimate precisely a model’s parameters. The main criticism against this computational
method is that designed experiments are derived from already developed mathematical models.
Therefore, optimal design of experiments based on an invalid model may yield a non-sensible
experiment and could waste otherwise valuable resources and time.
An experiment can be mathematically characterized by its design vector, Φ that includes the
set of initial conditions, y0, the profiles of the time-varying and time-invariant control variables,
u(t) and w, the sampling instants, ts and the experimental duration, tf :
Φ = [y0, u(t), w, t
s, tf ]
Model based design of experiments seeks those experimental design vectors that lead to
statistically significant parameter estimation. The link between the design vector and parameter
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estimation comes through the variance-covariance matrix (VCM), which according to Eq. (2.12)
depends on the value of the parameter vector, θ.
More specifically, the optimal design problem can be formulated as a (dynamic) optimiza-
tion problem with the objective to minimize some metric of the VCM. The control variables of
this optimization problem is the experimental design vector and is valid for a given realization
of the vector of the model parameters, θ = θ⋆. To understand the above, lets re-visit Eq. (2.12)
where the VCM is defined as the inverse of the Fisher information matrix. The VCM involves
the inverse of the dynamic sensitivities of the model outputs with respect to the parameters.
An informative experiment can be seen as one where those sensitivities are maximal, which
is equivalent to a minimization of a metric of the VCM. The most common metrics are the
so-called alphabetical criteria (Kiefer, 1959; Box and Lucas, 1959):
• D-optimal Criterion: The objective function to be minimized is the determinant of the
VCM
ψ = min
Φ
det(C)
This is equivalent to the minimization of the volume of the hyper-ellipsoid defined by the
VCM.
• E-optimal Criterion: The objective function to be minimized is the maximal eigenvalue
of the VCM
ψ = min
Φ
max
κ=1,..,Nθ
λk(C)
This is equivalent to the minimization of the maximum hyper-ellipsoid axis. Therefore,
this design aims in making the confidence ellipsoid as spherical as possible.
• A-optimal Criterion: The objective function to be minimized is the trace of the VCM
ψ = min
Φ
Tr(C)
This is equivalent to the minimization of the sum of variance of the estimated parameters,
or in geometrical terms to the minimization of the hyper-box enclosing the confidence
ellipsoid.
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The geometrical interpretation of the alphabetic criteria, for a two-dimensional parameter space
is illustrated in Figure 2.11.
θ 1
θ2
E-optimal
D-optimal
A-optimal
Optimal Point
Figure 2.11: Geometrical illustration of the basic alphabetic optimality criteria of model-based
experiment design. E-optimality minimizes the major ellipsoidal axis, D-optimality minimizes
the ellipsoid volume, A-optimality minimizes the box enclosing the ellipsoid.
It is important to note that model-based experiment design is a local method because the
solution depends on the specific choice of the parameter vector, θ = θ⋆. Therefore, the initial
choice for the parameter values needs to be physically consistent in order not to converge to
unrealistic experiments. In practice model-based design of experiments works sequentially:
Once a design is available, the experiment is conducted and the data are used for parameter
estimation. At that point, it is likely that the new data will not fit the model well, due to
incorrect model assumptions, which will lead to appropriate model modifications. The revised
model, once calibrated, is used to design a new experiment and the process repeats until the
available data match well the model and are sufficient for a precise estimation of the model
parameters. At each step previously obtained experimental data are taken into account in the
optimal design problem:
C(θ) =
[
N∑
k=1
∂y(θ, ti)
∂θ
Vi
−1∂y(θ, ti)
∂θ
T
]−1
+ C0(θ) (2.16)
where C0(θ) is the sum of VCMs obtained in previous experiment design steps.
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Multi-time Scale Modeling of Light- and
Nutrient-limited Growth
Abstract
The development of mathematical models that can predict photosynthetic productivity of mi-
croalgae under transient conditions is crucial for enhancing large-scale industrial culturing sys-
tems. Particularly important in open air systems, where irradiance varies greatly, are the pro-
cesses of photoinhibition and photoacclimation, which can affect photoproduction significantly.
The former is caused by an excess of light and occurs on a fast time scale of minutes to hours,
whereas the latter results from the adjustment of the light harvesting capacity to the incoming
irradiance and takes place on a slow time scale of days. This chapter§† presents a dynamic
model of microalgae growth that simultaneously accounts for the processes of photoinhibition,
photoacclimation and nutrient utilization, thereby spanning multiple time scales. The proper-
ties of the model are analyzed in connection to PI-response curves, under a quasi steady-state
assumption for the slow processes and by neglecting the fast dynamics. For validation pur-
poses, the model is calibrated and compared against multiple experimental data sets from the
literature for several species. The results show that the model can describe the difference in
photosynthetic unit acclimation strategies between D. tertiolecta (n-strategy) and S. costatum
(s-strategy), thereby shedding light on the mechanisms that underlie photoacclimation. The
chapter concludes by highlighting the implications of the quasi steady-state assumption when
modeling photosynthesis-irradiance curves.
§Material based upon this chapter has been published in Nikolaou et al. (2015b) and Hartmann et al. (2013).
†The presented modeling work has been conducted in collaboration with Dr. Philipp Hartmann.
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3.1 Introduction
Two key processes are involved in the way light conditions affect the photosynthetic yield. Pho-
toinhibition causes a loss of photosynthetic yield due to an excess of photons, which damage
some of the key proteins in the photosynthetic apparatus. Photoacclimation, the process by
which microalgae adjust their pigment content and composition to light intensity, alters the rate
of photosynthetic production. These two processes act on different time scales: photoinhibition
occurs on a time scale of minutes to hours, whereas photoacclimation acts on a time scale of
days. In order to achieve optimal microalgae productivity, understanding the processes of nutri-
ent assimilation, photoinhibition and photoacclimation, together with their interactions, is thus
paramount. A number of mathematical models are available that account for photoacclimation
and nitrogen limitation at the slow time scale (Geider et al., 1997, 1998; Bernard, 2011), yet
they neglect the dynamics of photoinhibition. Conversely, models describing photoinhibition in
the fast time scale have also been proposed (Kok, 1956; Eilers and Peeters, 1988; Han, 2001),
but they do not account for photoacclimation.
The model by García-Camacho et al. (2012), inspired from Zonneveld (1997, 1998), de-
scribes both photoinhibition and photoacclimation in nitrogen replete conditions. In contrast,
the main objective of this chapter is to develop a dynamic model of microalgae growth that cou-
ples photoinhibition and photoacclimation under nitrogen limitation. With regards to carbon
and nitrogen uptake, the present model builds upon two well established models, which have
been validated experimentally and whose mathematical properties are well established. Nutri-
ent assimilation is described by the well-accepted and validated Droop model (Droop, 1983).
Photoinhibition is described by the model proposed by Han (Han, 2001), originating in the work
of Eilers and Peeters (1988) who introduced the concept of photosynthetic factories—similar to
that of the photosynthetic units (PSU). A related, yet simpler, coupling between a photoinhibi-
tion model and the Droop model has been studied by Hartmann et al. (2014a). An extension of
this coupling incorporating photoacclimation processes constitutes the main novelty of the de-
veloped model. Specifically, photoacclimation effects are incorporated via a modification of the
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photosynthesis rate and pigment synthesis rate expressions, and both the effective cross-section
and the number of photosynthetic units—which are parameters in the Han model— are ex-
pressed as functions of the chlorophyll content by means of empirical relations (Falkowski and
Raven, 2007). This approach leads to a simple expression for the photosynthesis rate, which
is readily amenable to mathematical analysis under a quasi-steady-state approximation. This
structure also makes the model easier to calibrate. The prediction capabilities are illustrated for
three different species based on literature data.
The remainder of this chapter is organized as follows. The core models of slow and fast
processes, including nutrient limited growth, photoacclimation and photoinhibition, are first re-
viewed in Sect. 3.2. The dynamic model coupling these processes is described in Sect. 3.3, and
the properties of the resulting PI-response model are analyzed. A calibration of the coupled
model against several experimental data sets from the literature is presented in Sect. 3.4, fol-
lowed by a discussion in Sect. 3.5. Finally, Sect. 3.6 concludes the chapter and draws future
research directions.
Chapter Objectives
The objectives of this chapter can be summarized in the followings:
1. Development of a dynamic model of microalgae growth that couples photoinhibition and
photoacclimation under nitrogen limitation.
2. Introduction of new semi-mechanistic formulation that accounts for different photoaccli-
mation strategies.
3. Experimental validation of the new formulation using parameter estimation in the
bounded-error sense via Monte Carlo sampling.
4. Investigation of the quasi steady-state approximation in photosynthesis-irradiance (PI)
models.
48
3.2. Modeling of Slow and Fast Processes
3.2 Modeling of Slow and Fast Processes
3.2.1 Nutrient-Limited Growth
Droop (1968) first observed that microalgae keep growing for some time after nutrients have
been depleted. Monod kinetics are unable to model this behavior and therefore are not suitable
for predicting microalgae growth under nutrient limitation. A better way to represent nutrient-
limited growth is by separating the nutrient uptake rate, denoted by ρ hereafter, from the growth
rate, denoted by µ. This idea was followed by Droop (Droop, 1968, 1974) in relating the growth
rate to the internal elemental nutrient quota. A key feature of the presented model in Section 3.3
is to build upon this model in order to inherit its structural properties.
In a continuous and perfectly-mixed microalgae culture, the mass-balance equations for the
nutrient (inorganic nitrogen) concentration s [gN m−3] in the bulk phase, the biomass concen-
tration x [gC m−3], and the carbon-specific nitrogen quota q [gN g−1C ] of the cells are given
by
s˙ = D sin − ρ(s, q) x−Ds
x˙ = µ(q, ·) x−Dx− Rx
q˙ = ρ(s, q)− µ(q, ·) q ,
(3.1)
with D [s−1] and R [s−1] denoting the dilution rate and the endogenous respiration rate, respec-
tively; and sin [gN m−3], the nutrient concentration in the feed.
Recently, an extension of the Droop model has been proposed by Bernard (2011) accounting
for the effect of light conditions on the growth rate µ in the form
µ(q, ·) = µ¯
(
1− Q0
q
)
φ(·), (3.2)
where µ¯ [s−1] stands for the maximum growth rate, i.e., the growth rate reached under non-
limiting conditions; Q0 [gN g−1C ], the minimal cell quota, so that µ(Q0, ·) = 0 and q ≥ Q0; and,
φ(·) is a saturation function. In particular, an expression of φ(·) will be developed in Sect. 3.3
that accounts for the state of the photosynthetic units (PSUs).
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The nutrient uptake rate ρ, on the other hand, can be expressed as (Geider et al., 1998)
ρ(s, q) = ρ¯
s
s+ ks
(
1− q
Ql
)
, (3.3)
where ρ¯ [gN g−1C s−1] stands for the maximum nutrient uptake rate; ks [gN m−3], the half-
saturation constant for substrate uptake; and Ql [gNg−1C ], the limit quota for the nitrogen uptake,
so that ρ(s,Ql) = 0 and q ≤ Ql, with equality corresponding to nutrient-replete conditions.
3.2.2 Pigment Content
Photoacclimation is the mechanism by which both the chlorophyll content and the pigment
composition change in response to variations in the light irradiance. Such changes take place on
a time scale of days, and it has been suggested that microalgae use photoacclimation as a means
to optimize their growth at low irradiance as well as to minimize damage at high irradiance
(Falkowski and Raven, 2007).
One way to describe photoacclimation is by accounting for the change in the chlorophyll
content over time. Following Bernard (2011), the chlorophyll concentration, c [gchl m−3], is
assumed to be proportional to cellular protein concentration as a first approximation, which is
itself represented by the particulate nitrogen concentration x q:
c = ψ(Ig) x q, (3.4)
where Ig [µEm−2s−1] represents the light intensity at which the cells are acclimated, also called
growth irradiance. Introducing the carbon-specific chlorophyll quota θ := c/x [gchl g−1C ], the
foregoing relation can be rewritten in the form
θ = ψ(Ig) q . (3.5)
Here, we express ψ(·) in the form of the hyperbolic function
ψ(Ig) = ψ¯
kI
Ig + kI
, (3.6)
with parameters ψ¯ [gchl g−1N ] and kI [µE m−2 s−1]. Moreover, the dynamic evolution of Ig is
related to the current light irradiance I by the following equation
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I˙g = δ µ(q, ·) (I − Ig) , (3.7)
thereby assuming that the photoacclimation rate is proportional to the irradiance difference
(I − Ig) as well as to the current growth rate µ(·), with the constant proportionality coefficient
δ [–]. On the whole, a change in the current irradiance I affects Ig via (3.7), modifying the
chlorophyll quota θ via (3.5) in turn.
3.2.3 Photosynthetic Production and Photoinhibition
The model developed by Han (2002) and originating in the works of Kok (1956) and Eilers
and Peeters (1988) is based on the concept of photosynthetic unit (PSU), first introduced by
Gaffron and Wohl (1936) to represent the physical entity responsible for the production of
one O2 molecule. In this conceptual representation, each PSU is comprised of one RCII and
its associated Light Harvesting Complex (LHCII), and the chloroplasts are regarded as PSU
arrays. Variants of this model have also been developed (Rubio et al., 2003) in order to predict
microaglae’s photosynthetic activity under varying light conditions. The Han model considers
the damage of key proteins in PSUs to be the main contribution to photoinhibition, while it
uses widely used parameters of the PSU such as the turnover time and effective cross section to
describe photoproduction.
The description of photoproduction and photoinhibition in the Han model assumes that the
RCII of a PSU can be in either one of three states, namely open (A), closed (B) or damaged (C).
An RCII in state A is ready to accept an electron; in state B, it is already occupied by electrons;
and in state C, it is non-functional. As depicted in Fig. 3.1, each RCII can transit from one state
to another depending on the light irradiance I , with processes described by first-order kinetics.
A B C
σPS2I kdσPS2I
kr1/τ
Figure 3.1: Schematic representation of the state model developed by Han (2002).
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• Photoproduction is described by the transition between open and closed states. Excitation
is assumed to occur at a rate of σPS2I , with σPS2 [m2 µE−1] the effective cross-section of
the (PSU), whereas deexcitation is assumed to occur at a rate of 1
τ
, with τ [s] the turnover
time of the electron transport chain.
• Photoinhibition occurring at high irradiance corresponds to the transition from closed
to inhibited states. This process is assumed to occur at a rate of kdσPS2I , with kd [–]
a damage constant. The reverse transition from inhibited state to closed state accounts
for the repair of damaged PSUs by enzymatic processes in the cell, a mechanism that is
assumed to occur at a constant rate kr [s−1].
The equations in the Han model describe the dynamics of the fractions of open, closed and
damaged RCIIs in the chloroplasts, denoted by A(t), B(t) and C(t), respectively:
A˙ = −I σPS2A+ B
τ
B˙ = I σPS2A− B
τ
+ krC − kd σPS2 I B
C˙ = −kr C + kd σPS2 I B ,
(3.8)
with initial condition A(0) +B(0) + C(0) = 1.
The Han model provides the second brick in our model in Sect. 3.3, also with the objective
of keeping its structural properties. In particular, an interesting property of the Han model is
that the fractions of open, closed and inhibited states can be computed analytically from (3.8)
as a function of the irradiance I at steady state:
A∞(I) =
1
1 + τ σPS2 I +K τ σ
2
PS2 I
2
B∞(I) =
τ σPS2 I
1 + τ σPS2 I +K τ σ
2
PS2 I
2
C∞(I) =
K τ σ2PS2 I
2
1 + τ σPS2 I +K τ σ2PS2 I
2
,
(3.9)
with K := kd/kr.
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3.3 Multi-Scale Model of Microalgae Growth
The proposed model couples three dynamic processes, namely (i) the dynamics of PSUs, (ii)
the dynamics of intracellular nitrogen content, and (iii) the dynamics of chlorophyll content.
These processes span four different timescales ranging from milliseconds for the open-closed
dynamics of the PSUs up to several days for the dynamics of intracellular nitrogen quota q.
3.3.1 Coupling Between Growth, Photoinhibition and Photoacclimation
The model builds upon the Droop-Han model of Hartmann et al. (2014a) and incorporates pho-
toacclimation processes via the dynamics of the chlorophyll quota θ introduced in Sect. 3.2.2.
More specifically, we account here for two possible ways that the term φ(·) in (3.2) can de-
pend on θ. The first effect is a direct linear dependency of photosynthesis efficiency on the
chlorophyll content, which is in agreement with the work of Faugeras et al. (2004). Since the
probability of a photon encountering an open state is proportional to AI , a second, indirect
effect is via the dependence of the dynamics of A on θ. This latter dependency results from the
fact that the parameter σPS2 introduced in the Han model (3.8) can itself depend on the current
acclimation state. Indeed, Falkowski and Raven (2007) describe photoacclimation as a process
that can follow either one of two strategies: the n-strategy corresponds to a change in the den-
sity (per biomass unit) of PSUs, denoted by N subsequently; the s-strategy corresponds to a
change in the size of the PSU, and is thus directly related to the effective cross-section σPS2. In
practice, chlorophyll is thus used either to build new PSUs or to increase the size of the antenna
in existing PSUs. These two acclimation strategies run concurrently, and both can be described
by defining N(·) and σPS2(·) as functions of the chlorophyll quota θ. Such relationships are
further investigated in Sect. 3.3.3.
Based on the above, the growth rate µ can be modeled as:
µ(q, θ, I) = α¯
(
1− Q0
q
)
θ A(I, θ) I ,
where α¯ is a constant parameter. At this point, we shall introduce the rate of carbon uptake per
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chlorophyll unit, µchl [gC g−1chl s−1], as
µchl(q, θ, I) =
µ(q, ·)
θ
= α¯
(
1− Q0
q
)
A(I, θ) I , (3.10)
which is also known as the chlorophyll-specific photosynthesis rate.
3.3.2 Structural Analysis of the PI Response
In experiments assessing photosynthetic efficiency of microalgae, the cells are photoacclimated
to a given light irradiance Ig for a sufficiently long time and under nutrient replete conditions,
before exposing them to various light irradiances I . The instantaneous growth rates obtained
under these conditions—ideally via consideration of the carbon fixation rate, but often based
on the O2 production rate too—are measured and yield the so-called PI-response curve when
plotted against I .
A common assumption about PI-response curve experiments is that they are fast enough for
photoacclimation, substrate internalization and growth to be negligible; that is, time variations
in the variables θ, q and x can all be neglected. In contrast, variations in the fractions of open,
closed and inhibited states in the Han model can be considered fast in the time scale of PI-
response curve experiments, and one can thus assume that the variables A, B and C reach their
steady states as in (3.9), without significantly impairing the PI response predictions (quasi-
steady-state approximation). Under nutrient-replete conditions, these approximations lead to
the following simplification of the chlorophyll-specific photosynthesis rate (3.10):
µPIchl(θ, I) = α¯
(
1− Q0
Qmax(·)
)
I
1 + τ σPS2(θ) I +K τ σ2PS2(θ) I
2
, (3.11)
whereQmax(·) [gNg−1C ] denotes the maximal value of the nitrogen internal quota q under nutrient
replete conditions, a value that typically depends on the growth irradiance Ig (Bernard, 2011).
A further reformulation gives
µPIchl(θ, I) = α(·)
I
1 + τ σPS2(θ) I +K τ σ2PS2(θ) I
2
, (3.12)
with α(·) := α¯
(
1− Q0
Qmax(·)
)
[gC g−1chl µE−1 m2] denoting the initial slope of the PI response
curve, i.e., the rate of change of µchl with respect to the light irradiance I for a vanishing
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irradiance.
Many authors concur to say that, for many microalgae species, the initial slope α(·) can
be considered to be independent of the value of θ (Macintyre et al., 2002). Nonetheless, we
like to note that the constant initial slope assumption is still debated; see, for instance, the
paper by Richardson et al. (1983), where microalgae acclimation strategies are divided into six
different categories based on photosynthesis-irradiance response data. We shall come back to
this important point later on in Sect. 3.5, where it is argued that certain variations in initial slopes
may as well be explained by transient effects in the fraction of inhibited PSUs, jeopardizing
thereby the quasi-steady state approximation.
In the remainder of this subsection, we investigate structural properties of the PI-response
curve under the foregoing assumptions of time-scale separation and constant initial slope. The
optimal irradiance value I⋆ maximizing µchl can be determined from (3.12) as
I⋆(θ) :=
1
σPS2(θ)
√
Kτ
. (3.13)
In turn, the maximal productivity rate µPI⋆chl can be expressed in the form
µPI⋆chl (θ) := α
√
Kτ
τ + 2
√
Kτ
I⋆(θ) . (3.14)
The following property follows readily from (3.14), provided that the Han model parameters τ
and K are independent of the acclimation state:
Property 1 The maximal growth rate µPI⋆chl is proportional to the optimal irradiance I⋆ regard-
less of the pre-acclimated state or the growth irradiance.
Although a direct consequence of the constant initial slope assumption, this property does
not depend on a particular choice of the relationship between σPS2(·) and θ. Moreover, it is
readily tested using data from experimental PI curves corresponding to different acclimation
states—see Sect. 3.4.1.
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3.3.3 Quantitative Analysis of the PI Response
In order to make quantitative predictions of the PI-response curve or, more generally, for nu-
merical simulation of the coupled model, relationships for the effective cross-section σ(·) and
density of PSUs N(·) in terms of the chlorophyll quota θ must be specified.
We start by noting that σPS2(θ) and N(θ) can both be related to the average size of a PSU
in terms of chlorophyll content per PSU, denoted by Γ(θ) subsequently. A simple relation for
N(θ) is:
Γ(θ)N(θ) = θ . (3.15)
On the other hand, the relation between σPS2(θ) and Γ(θ) or N(θ) is highly complex. As well
as the geometric shape of the photosynthetic antennas, this relation must take into account the
packaging effect and the synthesis of other accessory pigments. Here, we choose to use a simple
relationship, whereby σPS2(·) is expressed as a power law of Γ:
σPS2(θ) = σ0 Γ(θ)
γ ,
with parameters σ0 and γ.
Now, assuming a general power law relationships between σPS2 and θ as:
σPS2(θ) = β θ
κ , (3.16)
and using Eq. (3.15), the density of PSUs is expressed as:
N(θ) =
(
σ0
β
)1/γ
θ1−κ/γ , (3.17)
and similarly the average size of a PSU is given by:
Γ(θ) =
(
β
σ0
)1/γ
θκ/γ . (3.18)
Besides convenience in the derivation of model properties, expressions of σPS2(θ), N(θ) and
Γ(θ) in the form of power laws are also plausible from a biophysical standpoint. It is indeed
expected that σPS2(θ) should be a monotonically increasing function of θ, due to a higher prob-
ability of photon absorption. In contrast, the expressions of N(θ) and Γ(θ) remain flexible
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enough with respect to θ, and so the resulting acclimation model is capable of discrimination
between the s-strategy and n-strategy of PSU acclimation.
It is noted that García-Camacho et al. (2012) have used a similar modeling approach and
proposed a monotonically increasing relation between the chlorophyll content θ and the density
of PSUs N(θ) (which are both decreasing functions of the growth irradiance Ig). In contrast,
th photoacclimation formulation presented here is more flexible in the sense that it enables
strategies whereby the chlorophyll content increases while the density of PSUs decreases.
Substituting the power law (3.16) in the expression of I⋆ in (3.13), and log-linearizing the
resulting expression gives:
log I⋆(θ) = −κ log θ − log(β
√
Kτ ) . (3.19)
The following property follows directly from (3.19):
Property 2 The exponent κ in the power laws (3.16) corresponds to the (negative) slope in a
log-log plot of I⋆ versus θ.
Like Property 1, the linearity of the relationship between log I⋆ and log θ can be readily
tested using data from experimental PI curves corresponding to different acclimation states.
To summarize, a complete expression of the model predicting the PI responses of a given mi-
croalgae at various pre-acclimated states is:
µPIchl(q, θ, I) = α¯
(
1− Q0
Qmax(·)
)
I
1 + τ β θκ I +K τ β2 θ2κ I2
. (3.20)
This expression is of the Haldane type with respect to the light intensity I , and it comprises the
following parameters: K and τ from the Han model; β and κ from the acclimation model; and
the initial slope α¯ together with the minimal and maximal nitrogen quotas Q0 and Qmax—or
alternatively α in its simplified version.
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3.4 Calibration and Confidence Analysis
A calibration of the new features in the coupled model is carried out using experimental data
sets from the works of Anning et al. (2000) and Falkowski and Owens (1980). The focus is
on the chlorophyll-specific photosynthesis rate (3.20), the density and size acclimation laws
(3.17)-(3.18), and the saturation function ψ in the nitrogen-quota-to-chlorophyll-quota relation-
ship (3.5). Among the vast literature of photoacclimation studies, the selected data are unique
for parameter estimation purposes, because they combine PI curves, chlorophyll and nitrogen
quotas and number and size of PSU at different photoacclimation states.
3.4.1 Data for Skeletonema costatum
Experimental data by Anning et al. (2000) are for the diatom Skeletonema costatum. They
comprise two acclimation states at different growth irradiances Ig, namely 50 µE m−2 s−1 (LL)
and 1500 µE m−2 s−1 (HL). The LL irradiance corresponds to a chlorophyll quota of θ =
0.082 gchl g
−1
C , and the HL irradiance to θ = 0.018 gchl g−1C . Measurements of the number and
size of PSUs are also available for four acclimation states in Falkowski and Owens (1980). Only
the number of photosystem I (PSI) is reported and it is assumed that the number of PSUs are
proportional.
Calibration of PI-Response Curves We neglect variations of the term α in (3.20) as a first
approximation, and we consider a nonlinear regression approach based on least-square mini-
mization to estimate the values of parameters β, κ and α. On the other hand, we use default
values for the Han model parameters kr, kd and τ ; these values are obtained by averaging over
the parameter ranges reported in (Han et al., 2000) and can be found in Table 3.1.
In order to certify global optimality of the parameter estimates, we use the global optimiza-
tion solver BARON (Tawarmalani and Sahinidis, 2005) in the GAMS modeling environment
(http://www.gams.com/). The resulting parameter estimates are given in Table 3.1, and
the fitted PI-response curves (3.20) are plotted against the available experimental data in Fig-
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Table 3.1: Default parameter values in the Han model and Parameter estimates in the photosyn-
thesis rate (3.20) for S. costatum.
Param. Value Source
τ 5.50× 10−3 [s] Ref. (Han et al., 2000)
kr 1.40× 10−4 [s−1] Ref. (Han et al., 2000)
kd 5.00× 10−6 [–] Ref. (Han et al., 2000)
α 1.60× 10−2 [gC g−1chl µE−1 m2] estimated
β 4.92× 10−1 [µE−1 m2 g1/κchl g−1/κC ] estimated
κ 4.69× 10−1 [–] estimated
ure 3.2. The predictions are in excellent agreement with this experimental data sets at both
light irradiances, also with regards to Property 1, thereby providing a first confirmation of the
structural assumptions in (3.20).
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Figure 3.2: PI-response curves for S. costatum based on the data by Anning et al. (2000). The
blue and red points correspond to acclimation at LL and HL, respectively. The predicted PI
responses are depicted in gray solid lines. The dashed line connects the maxima of both PI
curves per Property 1.
In order to assess the confidence of the parameter estimates in Table 3.1, we apply set-
membership parameter estimation in the bounded-error sense (Jaulin and Walter, 1993). Under
lack of information regarding the exact experimental error, we conduct the analysis by consid-
ering uniformly distributed variations around the available photosynthesis rate measurements,
here variations of ±5%. A large number of scenarios is generated in Matlab by sampling in the
resulting measurement ranges—using Sobol sequences and assuming no correlation between
the different measurements—and globally optimal estimates for β, κ and α are then computed
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for every scenario in GAMS. This way, we obtain the set of all possible parameter values that
are consistent with the available measurements within a ±5% error. The individual Matlab and
GAMS codes for the assessment of parameter confidence in a joint Matlab-GAMS environ-
ment is given in Appendix I. It should be noted that even though photosynthesis rate is subject
to many different types of measuring error (Hunt, 2003), the assumption of a uniformly dis-
tributed 5% error compares well with data presented in Macintyre et al. (2002). Nevertheless,
the confidence analysis can be adjusted to represent different error models.
The results obtained for the data set by Anning et al. (2000) are shown in Fig. 3.3. Projec-
tions of the confidence region onto the (β, κ), (β, α) and (κ, α) subspaces provide parameter
confidence ranges as β ∈ [0.45, 0.54], κ ∈ [0.44, 0.5] and α ∈ [0.0158, 0.0172]. Moreover,
these projections reveal the existence of a significant correlation between the parameters β and
κ of the acclimation model, whereas correlations of β or κ with α are rather small. The en-
velopes of both PI-response curves obtained for parameter values in the confidence region are
shown on the bottom-right plot of Fig. 3.3 as well, confirming the good agreement with the
experimental data.
Calibration of Density and Size Acclimation Laws Since experimental information is avail-
able for both the density and size of PSUs at four different acclimation states, values of the
acclimation parameters σ0 and κ in the power laws (3.17)-(3.18) can be estimated for this data
set too. Note that these relationships can be rewritten in the form
1/γ log
(
σ0
β
)
− κ/γ log θ = logN − log θ ,
1/γ log
(
σ0
β
)
− κ/γ log θ = − log Γ ,
thus making it possible to use a simple linear regression approach for estimating the values of
1/γ log
(
σ0
β
)
and κ/γ. Estimates for the parameters σ0 and κ, as reported in Table 3.2, can be
obtained in turn by using the estimates for β, κ and α in Table 3.1.
Following a set-membership estimation approach, confidence in the foregoing parameter
estimates is assessed by computing the set of all values for σ0 and κ that are consistent with
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Figure 3.3: Confidence region of the parameter estimates β, κ and α with ±5% deviations and
corresponding envelopes of PI curves for S. costatum.
the available measurement of density and size of PSU (within variations of ±5%), while simul-
taneously accounting for the uncertainty in the values of β, κ and α (Fig. 3.3). The resulting
confidence region is shown on the left plot in Fig. 3.4, and the set of corresponding model
fits for the experimental data on the right plot. Parameter confidence ranges are obtained as
σ0 ∈ [0.12, 0.51] and γ ∈ [0.08, 0.39]. Despite being quite conservative, these bounds allow to
confidently conclude that the parameter γ is indeed positive for S. costatum. This finding will
be discussed further in Sect. 3.5.
Table 3.2: Parameter estimates in the density and size acclimation laws (3.17)-(3.18) for S.
costatum.
Parameter Value
σ0 1.63× 10−1 [µE−1 m2 g−γchl PSUγ ]
γ 1.18× 10−1 [–]
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Figure 3.4: Confidence region of the parameter estimates γ and σ0 for the data ranges of PSU
size and number (left plot) and corresponding fit envelopes (right plots) for S. costatum.
3.4.2 Data for Dunaliella tertiolecta
Experimental data by Falkowski and Owens (1980) are for the chlorophyte Dunaliella ter-
tiolecta. Amongst the available data, four PI curves are selected that were not affected by
‘bleaching’, corresponding to acclimation states at growth irradiances Ig of 60 µE m−2 s−1
(LL1), 120 µEm−2 s−1 (LL2), 200 µEm−2 s−1 (LL3), and 400 µEm−2 s−1 (LL4). Measurements
of carbon, nitrogen and chlorophyll content per cell for all four acclimation states make it possi-
ble to determine lower and upper ranges for both the nitrogen quota q and the chlorophyll quota
θ as well, as given in Table 3.3. Moreover, measurements of the number and size of PSUs are
also available at four acclimation states, assuming that the number of PSU is proportional to the
measured number of PSI.
Table 3.3: Ranges of nitrogen and chlorophyll quotas from the measurement data by Falkowski
and Owens (1980) at acclimation states LL1, LL2, LL3 and LL4.
Growth irradiance Ig Nitrogen quota Qmax Chlorophyll quota θ
[µEm−2 s−1] [gN g
−1
C ] [gchl gC
−1]
LL1: 60 Qmax ∈ [0.250, 0.357] θ ∈ [0.0774, 0.0820]
LL2: 120 Qmax ∈ [0.222, 0.323] θ ∈ [0.0654, 0.0682]
LL3: 200 Qmax ∈ [0.213, 0.286] θ ∈ [0.0436, 0.0453]
LL4: 400 Qmax ∈ [0.172, 0.208] θ ∈ [0.0355, 0.0373]
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Calibration of PI-Response Curves Since experimental information is available for the ni-
trogen quota q in all acclimation states, variations of the term (1 − Q0/Qmax) in (3.20) can
be accounted for with this data set—we consider a value of Q0 = 0.05 gN g−1C for the mini-
mum nitrogen quota throughout (Geider et al., 1998; Bernard, 2011). Like previously, we use
a nonlinear regression approach based on least-square minimization to estimate the values of
parameters α¯, β and κ, and we define extra variables for the nitrogen and chlorophyll quotas in
the regression problem with bounds as defined in Table 3.3. As far as the Han model parameters
are concerned, we use the default values of τ and kr in Table 3.1. On the other hand, the default
value for kd is not deemed suitable as photoinhibition effects are not observed on the avail-
able PI-curve data, so kd is considered an extra variable in the regression problem with bounds
[0, 10−7] initially. More data at higher light intensity would be needed for a better calibration.
Table 3.4: Parameter estimates in the photosynthesis rate (3.20) for D. tertiolecta.
Param. Value Nitrogen quota Chlorophyll quota
α¯ 5.50× 10−2 gC g−1chl µE−1 m2 Q60max = 0.250 gN g−1C θ60 = 0.082 gchl g−1C
β 5.48× 101 µE−1 m2 g1/κchl g−1/κC Q120max = 0.322 gN g−1C θ120 = 0.065 gchl g−1C
κ 1.54× 100 – Q200max = 0.266 gN g−1C θ200 = 0.045 gchl g−1C
kd 1.27× 10−8 – Q400max = 0.208 gN g−1C θ400 = 0.036 gchl g−1C
The solver BARON in the GAMS modeling environment is again used to guarantee globally op-
timal parameter estimates. These estimates are reported in Table 3.4, and the fitted PI-response
curves (3.20) are plotted against the available experimental data in Fig. 3.5 in gray solid lines.
The predicted responses are generally in good agreement with the experimental data, thereby
confirming the ability of the model to capture the photosynthetic activity of D. tertiolecta.
For sake of comparison, we also plot in gray dotted lines on Fig. 3.5 the fitted PI responses
without accounting for variations of the term (1 − Q0
Qmax
) in (3.20); that is, the parameter α is
estimated in lieu of α¯. These fits, although slightly degraded, remain accurate. Moreover, the
corresponding parameter estimates, β ≈ 32.4, κ ≈ 1.4, and α ≈ 0.042, are in good agreement
with the values in Table 3.4 as well as with the confidence analysis that follows. This shows
that the PI-response model (3.20) is robust towards uncertainty in the nitrogen maximal quota
Qmax.
63
Modeling Nutrient and Light Limitation
 0
 2
 4
 6
 8
 10
 12
 14
 16
 0  200  400  600  800  1000
Irradiance [µEm−2 s−1]
Ph
o
to
sy
n
th
es
is
ra
te
[g
C
g
−
1
ch
l
h
−
1
]
Figure 3.5: PI-response curves for D. tertiolecta based on the data by Falkowski and Owens
(1980). The light blue, magenta, red, and blue points correspond to acclimation at LL1, LL2,
LL3 and LL4, respectively. The predicted PI responses are depicted in gray lines, with and
without accounting for variations of the term (1 − Q0/Qmax) in solid lines and dotted lines,
respectively.
As previously with S. costatum, we assess the confidence of the estimates obtained for the
acclimation parameters α¯, β and κ in Table 3.4. We consider variations of ±5% around the
available photosynthesis rate measurements and we compute the set of all possible values for
α¯, β and κ that are consistent with these measurement-error ranges.
The results obtained for the data set by Falkowski and Owens (1980) are shown in Fig. 3.6.
Projections of the confidence region onto the (β, κ), (β, α¯) and (κ, α¯) subspaces provide param-
eter confidence ranges as β ∈ [32, 65], κ ∈ [1.35, 1.6] and α¯ ∈ [0.052, 0.058]. These projections
also reveal the existence of a strong correlation between the parameters β and κ, which is likely
due to the absence of photoinhibition effects in this data set. In contrast, the correlations of β
or κ with α¯ appear to be rather small. The envelopes of all four PI-response curves obtained
for parameter values in the confidence region are shown on the bottom-right plot of Fig. 3.3,
confirming a good agreement with the experimental data.
Calibration of Density and Size Acclimation Laws Since experimental information is avail-
able for both the density and size of PSUs at all four acclimation states, values of the acclima-
tion parameters σ0 and κ in the power laws (3.17)-(3.18) can be estimated for this data set too.
We apply the same linear regression approach and confidence analysis as for S. costatum in
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Figure 3.6: Confidence region of the parameter estimates α¯, β and κ with ±5% deviations and
corresponding envelopes of PI curves for D. tertiolecta.
Sect. 3.4.1. The estimates for the parameters σ0 and κ in Table 3.2 are obtained by using the
estimates for β, κ and α in Table 3.4. Then, confidence in these estimates is assessed by com-
puting the set of all values for σ0 and κ that are consistent with the available measurement of
density and size of PSU (within variations of ±5%), while simultaneously accounting for the
uncertainty in the values of β, κ and α (Fig. 3.6).
The resulting confidence region is shown on the left plot in Fig. 3.7, and the set of corre-
sponding model fits for the experimental data on the right plot. Here, parameter confidence
ranges are obtained as σ0 ∈ [0,∞) and γ ∈ (−∞,−3.5]. Clearly, the parameter σ0 is not
identifiable for this data, which is due to the fact that the size of PSU remains about constant
at various acclimation states, and the range for γ is unbounded from below. Nonetheless, the
upper bound for γ still allows to confidently conclude that this parameter is indeed negative for
D. tertiolecta; see Sect. 3.5 for further discussion.
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Table 3.5: Parameter estimates in the density and size acclimation laws (3.17)-(3.18) for D.
tertiolecta.
Parameter Value
σ0 2.60× 10−11 [µE−1 m2 g−γchl PSUγ ]
γ −4.64× 100 [–]
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Figure 3.7: Confidence region of the parameter estimates γ and σ0 for the data ranges of PSU
size and number (left plot) and corresponding fit envelopes (right plots) for D. tertiolecta.
Calibration of Nitrogen-Quota-to-Chlorophyll-Quota Relationship Since experimental
information is available for both the nitrogen quota q and the chlorophyll quota θ in all four
acclimation states, values of the parameters ψ¯ and kI in the nitrogen-quota-to-chlorophyll-quota
relationship (3.5)-(3.6) can be estimated from this data set as well. We apply a similar linear
regression approach and confidence analysis as for the density and size acclimation law, noting
that the relationships (3.5)-(3.6) can be rewritten in the form as:
ψ¯
q
θ
− 1
kI
Ig = 1 .
thus giving estimates for ψ¯ and 1
kI
, as reported in Table 3.6. For consistency with the previous
PI-curve calibration, we use the estimated values of nitrogen and chlorophyll quotas in Table 3.3
to carry out the estimation. The nitrogen-quota-to-chlorophyll-quota predictions (black points)
are plotted against the available experimental data (red circles) in Fig. 3.8; the gray dotted line
on this plot is merely an interpolation between the predictions, since nitrogen or chlorophyll
quotas are not available at intermediate irradiances. Despite some discrepancies at higher light
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irradiances, these results confirm the ability of the acclimation model (3.5)-(3.6) to capture the
general trend of the data.
Table 3.6: Parameter estimates in the nitrogen-quota-to-chlorophyll-quota relationship (3.5)-
(3.6) for D. tertiolecta.
Parameter Value
ψ¯ 0.31 gchl g−1N
kI 440 µEm−2 s−1
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Figure 3.8: Relation between chlorophyll quota and growth irradiance for D. tertiolecta. The red
circles correspond to measurements by Falkowski and Owens (1980) at acclimation states LL1,
LL2, LL3 and LL4, respectively. The black points are computed from the calibrated nitrogen-
quota-to-chlorophyll-quota relationship (3.5)-(3.6), interpolated by the gray dotted line.
Finally, confidence in the foregoing parameter estimates is assessed by computing the set
of all values for ψ¯ and kI that are consistent with the available measurement ranges of the
nitrogen quota q and of the chlorophyll quota θ in all four acclimation states. The resulting
confidence region is shown on the left plot in Fig. 3.9, providing parameter confidence ranges
as ψ¯ ∈ [0.2, 0.35] and kI ∈ [400,∞). The bounds on ψ¯, although wide, confirm the order of
magnitude for this parameter. On the other hand, kI can take on arbitrary large values, a result
which is best understood from the upper-right plot in Fig. 3.9, where a horizontal line can indeed
be seen to provide a good fit of the data point due to the large uncertainty in the nitrogen-quota
measurements. This uncertainty is also reflected in the rather loose model-prediction envelopes
on the lower-right plot.
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Figure 3.9: Confidence region of the parameter estimates ψ¯ and kI for the measurement data
ranges of nitrogen and chlorophyll quotas given in Table 3.3 (left plot) and corresponding fit
envelopes (right plots) for D. tertiolecta.
3.5 Discussion
3.5.1 Model Extensions and Simplifications
The proposed model in Sect. 3.3 assumes that only the effective cross-section σPS2 in the Han
model is affected by the photoacclimation processes. However, other parameters are likely to
vary in response to a change in θ. In particular, there is strong experimental evidence sup-
porting a variation of the parameter τ with the growth irradiance (Quigg et al., 2006; Sukenik
et al., 1987). A more complex model encompassing adaptation of this parameter at the slow
time-scale could be considered, for instance by making τ a function of θ. As well as increas-
ing complexity, this extension would nonetheless introduce extra parameters, while the data
available for calibration are still scarce. Closer inspection of the model reveals that σPS2 and τ
always appear together in (3.12), in the product terms στ and στ 2 (the latter being more impor-
tant for describing photoinhibition). It is therefore likely that the presented photoacclimation
model indirectly accounts for the variation of τ , and that the estimated parameter is effectively
στ . This hypothesis could however reach its limit in case of strong photoinhibition, as the term
στ 2 may become the dominant one.
It is also important to note that photoacclimation acts at different levels in the proposed
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model. Direct effect of photoacclimation on growth is via the light-dependent term φ in (3.2),
multiplying Droop’s classical growth rate. In doing so, we preserve the structure of the Droop
model and our model inherits many of its properties. However, both terms φ and (1 − Q0/q)
in (3.2) are decreasing functions of the nitrogen quota. It is therefore likely that a simpler
model, whereby the term (1−Q0/q) is replaced by a constant, may also be capable of accurate
predictions. Such a model would in fact be close to the model in Faugeras et al. (2004), which
provides a rather simple description of photosynthesis. It is the author’s opinion however that
a more structured model as the one in Sect. 3.3 is preferable given the amount of mathematical
analysis that has been devoted to the Droop model over the past few decades.
3.5.2 Accurate Description of Acclimation Strategies and Parameters
The fits obtained by estimating the parameters β, κ and α¯ (or α) in the chlorophyll-specific
photosynthesis rate (3.20) are in good agreement with the two data sets by Anning et al. (2000)
(Fig. 3.2) and Falkowski and Owens (1980) (Fig. 3.5). Moreover, the resulting parameter es-
timates are found to be rather reliable in view of the confidence regions (Figs. 3.3 and 3.6),
despite the presence of a significant correlation between the photoacclimation parameters β and
κ. For both data sets, information relative to the density and size of PSU is also available; this
allows estimation of the parameters γ and σ0 as well. Here, the confidence analysis (Figs. 3.4
and 3.7) has revealed that σ0 may turn out to be unidentifiable when the density of PSU is
mainly unaffected by the chlorophyll quota, yet the range of γ can be more reliably estimated.
This provides a means of cross-checking the main acclimation mechanism at play, namely the
n-strategy versus the s-strategy:
• For S. costatum (Anning et al., 2000), the estimated value and confidence range of κ
suggest that the effective cross-section σPS2 is an increasing function of θ per (3.16),
although the rate of increase ∂σPS2/∂θ is slowing down with θ (concave shape); σPS2 is
therefore also a decreasing function of the acclimation light Ig. Because of the low small,
positive γ value, the average size of PSU is fast increasing with θ, while the density of
PSU is fast decreasing. This behavior can thus be interpreted as a mixed n-s acclimation
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strategy, with predominance of the s-type acclimation, in agreement with Falkowski and
Owens (1980). Also worth noting is the fact that the effective cross-section decreases
much less rapidly with the acclimation light than the average PSU size, suggesting a
reduced packaging effect, possibly due to the relatively small size of this species Morel
and Bricaud (1981).
• For D. tertiolecta (Falkowski and Owens, 1980), the estimated value and confidence range
of κ suggest that σPS2 is increasing with θ, but the rate of increase ∂σPS2/∂θ is itself in-
creasing (convex). The average size of PSU remains about constant with θ, while the
density of PSU is fast increasing with θ—or, equivalently, fast decreasing with the ac-
climation light Ig. According to this analysis D. tertiolecta would preferentially follow
the n-strategy, which is in agreement with Falkowski and Owens (1980) The fact that the
effective cross-section is fast decreasing with the acclimation light, while the average size
of PSU is about constant, suggests a strategy combining packaging effect and synthesis of
accessory pigments in order to protect the cells from high irradiance Sosik and Mitchell
(1991).
In sum, the model represents these two different behaviors, illustrating well its potential to dis-
tinguish between competing acclimation strategies for their light harvesting capacity at various
irradiance levels. The fundamental differences between such strategies can in fact be related to
the ecological niches occupied by both species (Falkowski and Owens, 1980): D. tertiolecta is
primarily found in shallow waters at low latitudes, and must therefore deal with high light. S.
costatum lives in deeper, cooler waters and has to deal with low light intensity.
Regarding the photoacclimation kinetics, the fits obtained by estimating the parameters ψ¯
and kI in the nitrogen-quota-to-chlorophyll-quota relationship (3.5)-(3.6) show a good agree-
ment with the data sets by Falkowski and Owens (1980) (Fig. 3.8). Besides, the estimated val-
ues of kI and ψ¯ (Table 3.4) are consistent with those reported in previous works (e.g., Bernard,
2011). Nonetheless, a more careful confidence analysis (Fig. 3.9) reveals that the nitrogen-
quota measurements carry too much uncertainty to determine reliable estimates, especially for
the parameter kI whose confidence range happens to be unbounded. These calibration results,
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although promising, clearly delineate the need for more accurate and richer data sets in order to
fully validate the proposed model.
3.5.3 Can the Dynamic Model Predict the Data of Neidhardt et al. (1998)?
In this subsection, we consider another set of experimental data from Neidhardt et al. (1998)
for the microalgae Dunaliella salina. They comprise two acclimation states at different growth
irradiances of 50 µE m−2 s−1 ) (LL) and 2000−2500 µE m−2 s−1 (HL). Estimation of primary
production is via the O2 production rate by exposing the pre-acclimated microalgae to a se-
quence of increasing light irradiances between 4.7 and 4900 µE m−2 s−1, during 150 s at each
irradiance level. Moreover, neither the nitrogen quotas nor the chlorophyll quotas are reported.
As seen from Fig. 3.10, the initial slopes of the PI-response curves for cultures pre-
acclimated at LL and HL differ greatly, which is in apparent contradiction with the constant
initial slope assumption discussed in Sect. 3.3.2. Also reported on this figure (solid lines) are the
results of a preliminary calibration showing that such a variation in initial slope can nonetheless
be predicted accurately by the proposed model. More specifically, the experimental protocol
in Neidhardt et al. (1998), is simulated here to more accurately account for the actual repair
dynamics. In this context, it is not assumed that a quasi steady state is reached for C. The
calibration procedure was carried out on this basis. It is important to do so here, because each
stage of the PI-response protocol (150 s) may be too short for the dynamics of PSU inhibition
to fully equilibrate, especially for a larger chlorophyll quota (LL pre-acclimated state). Indeed,
the initial slope is reduced when A is still smaller than one despite the very low light (since a
fraction of C is still not fully repaired). The initial slope expression is given by (3.10), with
A = 1− C. The lower slope is thus an index of the fraction of damaged PSU. The simulations
on fig. 3.10 show that, respecting the exact experimental protocol, this behavior can be repro-
duced by the model. These results illustrate that the quasi steady state approximation may lead
to confusing interpretations of microalgae cultures.
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Figure 3.10: Dependency between growth rate and acclimation for D. salina (Neidhardt et al.,
1998). (blue crosses) experimental data for LL acclimation (blue curve) model simulations for
LL acclimation (red crosses) experimental data for HL acclimation (red curve) model simulation
for HL acclimation.
3.6 Conclusions and Future Directions
The dynamic model presented in this chapter couples photosynthetic processes that act on differ-
ent time scales. Photosynthetic production and photoinhibition act on fast time scales of seconds
or minutes, while the dynamics of intracellular nitrogen and chlorophyll contents are bound to
slow time scales of hours or days. This model builds upon the well-accepted Droop model
describing nitrogen utilization and microalgae growth, together with the Han model describing
photoproduction and photoinhibition in terms of PSU states, and inherits their respective prop-
erties. The main novelty lies in the use of the chlorophyll quota to relate both the acclimation
and growth processes with the states of the PSUs. Combined with previous (validated) mod-
els describing the dynamics of the PSUs (Han model), nitrogen content (Droop model), and
chlorophyll content (Geider et al., 1997; Bernard, 2011), this model is the first of its kind to link
photoinhibition, photoacclimation and nutrient-limited growth all together.
Preliminary calibrations and confidence analysis based on PI response data from the litera-
ture give encouraging results. By making the link among different PI curves, while preserving
a simple structure, the proposed model can serve as a tool for hypothesis testing. Particularly
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insightful in this context is the ability to distinguish between the s-strategy and the n-strategy
of PSU photoacclimation, which sheds light on the mechanisms that underlie photoacclimation
in various microalgae species. In order to further discriminate between the n-strategy and s-
strategy of photoacclimation, more experimental data would be needed nonetheless, especially
data covering a wider range of acclimation states and other species. Measuring a larger set of
physiological variables, such as the effective cross-section (Huot and Babin, 2010), would also
be helpful. Another valuable insight from the proposed model has been that the experimental
protocols used for producing PI response curves may not allow enough time at each irradiance
level for the photoinhibition dynamics to fully develop. In practice, this may lead to overesti-
mating the actual rate of photosynthesis and could explain the variations in initial slopes that
are observed between PI response curves at different acclimation states in some experimental
studies. This issue raises questions regarding the interpretation of PI measurements based on
static models and calls for (i) the relaxation of the quasi-steady state approximation and (ii) the
detailed simulation of PI curve protocols. However, this task requires that currently fixed pa-
rameters of the fast time scales, such as τ , kd and kr are experimentally identified together with
the remaining parameters which cannot be guaranteed by the presented framework. These intro-
duce the following two chapters that make use of chlorophyll fluorescence to obtain information
at the fastest time scale of seconds to minutes.
73
Chapter 4
A Model of Chlorophyll Fluorescence in
Microalgae Integrating Photoproduction,
Photoinhibition and Photoregulation
Abstract
This chapter§† presents a mathematical model capable of quantitative prediction of the state of
the photosynthetic apparatus of microalgae in terms of their open, closed and damaged reaction
centers under variable light conditions. This model combines the processes of photoproduction
and photoinhibition in the model by Han (2002) with a novel mathematical representation of
photoprotective mechanisms, including qE and qI quenching. A calibration is carried out for
the microalga Nannochloropsis gaditana, which results in 9 out of the 13 model parameters be-
ing estimated with statistically significant confidence using the realized, minimal and maximal
fluorescence fluxes measured from a typical Pulse Amplitude Modulation (PAM) protocol. The
model is further validated by considering a more challenging PAM protocol with alternating
periods of intense light and darkness, showing a good ability to provide quantitative predictions
of the fluorescence fluxes even though it was calibrated for a different and somewhat simpler
PAM protocol. This model provides significant improvements in comparison to the model pre-
sented in Chapter 3, mainly because of its compatibility with very informative fluorescence
experiments. Applications of the model include the prediction of PI curves solely based on
PAM fluorometry and integration within first-principles models describing hydrodynamics and
light attenuation for design and operation of large-scale microalgae culturing systems.
§Material based upon this chapter has been published in Nikolaou et al. (2014) and Nikolaou et al. (2015a).
†The presented modeling work has been conducted in collaboration with Dr. Andrea Bernardi. The experimen-
tal data used herein have been obtained by Dr. Andrea Meneghesso.
74
4.1. Introduction
4.1 Introduction
In Chapter 3, a model of microalgae growth integrating photoinhibition and photoacclima-
tion with nutrient utilization has been presented. The model has been shown to predict well
photosynthesis-irradiance (PI) curves, with an experimentally confirmed formulation of pho-
toacclimation strategies. However, an important conclusion of that work is that static modeling
assumptions may prove misleading when trying to quantify PI curves. Moreover, the model
structure is not compatible with experiments that can reveal information in the fast time scales
of seconds to minutes, making a number of parameters structurally non-identifiable.
As it has already been mentioned microalgae exhibit a remarkable biological complexity
due to the interaction of light- and nutrient-limitation effects that span multiple time scales,
ranging from milliseconds to days. Among the available experimental tools to study the in-
volved bioprocesses, the use of chlorophyll-a fluorescence has led to important discoveries over
the past 40 years (Baker, 2008). Today’s state-of-the-art equipment, such as Pulse Amplitude
Modulation (PAM) fluorometers, are not only easy and fast to use, but they can also implement
complex, computer-driven protocols with great measurement precision (Huot and Babin, 2010).
Traditionally, a number of fluorescence indices, such as the realized quantum yield of photosyn-
thesis or the NPQ index, have been used for monitoring specific photosynthetic mechanisms, by
qualitatively relating these mechanisms to the measured fluorescence fluxes (Rohácˇek, 2002).
In contrast, little effort has been devoted to quantifying these relations in the form of mathemat-
ical models, which would enable accurate predictions of the quantum yield of photosynthesis
and in particular of its dynamic response to variable light conditions. Other prospects for such
models include the possibility of predicting PI curves based solely on fluorescence measure-
ments, and eventually the development of fully-automated, fluorescence-based protocols for
detailed screening of the photosynthetic properties of microalgae.
The main contributions of this chapter are the development of a mathematical model describ-
ing the key photosynthetic mechanisms triggered by variable light conditions and its validation
using PAM fluorescence experiments. This model uses the well-accepted model of photopro-
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duction and photoinhibition by Han (2002) as a building block and it encompasses two types of
photoregulation, namely qE and qI quenching, for predicting fluorescence fluxes. The novelty
and originality of the model lies in the way these fluxes are linked to the state of the photo-
synthetic apparatus in terms of its photoinhibition level and NPQ activity, a set of conceptual
variables that are not accessible via direct measurements.
The remainder of the chapter is organized as follows. The principles of fluorescence as
well as PAM protocols are briefly discussed in Sect. 4.2. The proposed fluorescence model
is presented in Sect. 4.3, including a discussion of its properties. The results of a thorough
calibration of the model parameters and its subsequent validation against multiple experimental
data sets are reported in Sect. 4.4. Finally, Sect. 4.5 concludes the chapter and discusses future
research directions.
Chapter Objectives
The objectives of this chapter can be summarized in the followings:
1. Development and experimental validation of a semi-mechanistic, dynamic model able to
represent chlorophyll fluorescence experiments under variable light conditions.
2. Implementation of practical identifiability tests to assess the precision of the estimated
parameters.
3. Quantitative representation of the level of damage of the photosynthetic apparatus under
varying light conditions.
4. Theoretical establishment of the link between fluorescence experiments and
photosynthesis-irradiance response curves.
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4.2 Principles of Chlorophyll Fluorescence
When exposing a photosynthetically active volume to light, a fraction of the light is absorbed
by pigment molecules, another fraction is scattered out, and the rest passes through the vol-
ume without interaction. According to Figure 4.1, the absorbed photons have three possible
fates: they are either captured by the reaction centers of photosystem II (RCII) to drive photo-
synthesis (photoproduction), dissipated as heat (photoregulation), or re-emitted as fluorescence
(Papageorgiou, 2004). Thus, much information about the photosynthetic processes can be in-
ferred by measuring the fluorescence flux under specific lighting protocols that preferentially
activate or inactivate the photoproduction and photoregulation mechanisms.
e
-
Figure 4.1: The photons absorbed by the antenna of photosystem II have three possible fates:
photoproduction (60%), photoregulation (35%) and fluorescence (5%) (Huot and Babin, 2010).
Those ratios vary according to the light intensity that microalgae are exposed.
4.2.1 Pulse Amplitude Modulation Protocols
PAM fluorometry measures the photosynthetic efficiency of photosystem II in a given sample
of microalgae, by using distinct light sources: a weak measuring light, an actinic light capable
of moderate intensities used to drive photosynthesis, and a saturating light of high intensity
(Rohácˇek and Barták, 1999; Papageorgiou, 2004). The outcome of a PAM experiment is a
record of the fluorescence flux against time, as illustrated in Fig. 4.2.
Before conducting a PAM experiment, the microalgae sample is kept is the dark during a
sufficient long time in order for (i) all RCIIs to be ready to accept electrons (open state), and
(ii) NPQ to be inactive—the sample is said to be dark-adapted. At the start of the experi-
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Figure 4.2: Left: Representative PAM protocol and outcome. The light-gray lines represent
irradiance, including both actinic and measuring lights; the blue line shows the corresponding
fluorescence flux measurements (in volts). Right: The fluorescence signal can be decomposed
in maximal, F ′m (red), minimal, F ′0 (magenta) and realized, F ′ (cyan) fluorescence fluxes.
ment, the measuring light is switched on to a level weak enough (e.g., 0.1µE m−2 s−1) not to
cause significant excitation of the photosynthetic apparatus or trigger NPQ activation—there,
the fluorescence detector records the dark-adapted minimal fluorescence flux, F0. Soon after,
an intense actinic light pulse is applied (e.g., 6000µE m−2 s−1), and the detector measures the
dark-adapted maximal fluorescence flux, Fm. The short duration of the pulse (c.a. 1 s) aims to
prevent NPQ activation, while triggering complete excitation of all the RCIIs. Next, the actinic
light is switched on at a desired irradiance, so the microalgae progressively transit from dark-
adapted to light-adapted state as a result of NPQ activation. During this transition, the detector
continuously records the light-adapted realized fluorescence flux, F ′, which is decreasing until
NPQ has reached a steady state. Every once in a while, a saturating pulse is applied on top
of the actinic light to record the light-adapted maximal fluorescence flux, F ′m, and the actinic
light is also briefly switched off to record the light-adapted minimal fluorescence flux, F ′0. After
NPQ has reached its steady state, the actinic light is switched off and recording of the realized,
maximal and minimal fluorescence fluxes can continue until the microalgae have reverted back
to dark-adapted state. Note that the new dark-adapted state at the end of the experiment may be
different from the initial dark-adapted state due to the accumulation of damaged RCIIs (Rees
et al., 1990). In the left plot of figure 4.2 at typical signal as recorded by a PAM fluorometer is
presented. In the right part, the decomposition of the fluorescence signal in minimal, maximal
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and realized fluorescence fluxes is also illustrated.
4.2.2 Inference of Fluorescence Protocols: Fluorescence Indexes
The main fluorescence indices, also commonly referred to as fluorescence parameters in the
literature, are expressed as combinations of the characteristic fluxes F0, Fm, F ′0, F ′m and F ′
described earlier. By discriminating either between dark- and light-adapted states, or between
realized, maximal and minimal excitation states, these indices allow monitoring of specific
photosynthetic mechanisms.
The maximum quantum yield of photosynthesis, q, is given by (Kitajima and Butler, 1975):
q =
Fm − F0
Fm
, (4.1)
whereby the difference between Fm and F0 represents the maximum amount of photons that
can be used for photoproduction since NPQ is inactive (dark-adapted). In contrast, the realized
quantum yield of photosynthesis, ΦPS2, considers light-adapted states:
ΦPS2 =
F ′m − F ′
F ′m
, (4.2)
an index also known as the Genty parameter, after the researcher who first derived it (Genty
et al., 1989). Related indices include:
ΦL = ΦPS2
F ′0
F ′
, qP =
F ′m − F ′
F ′m − F ′0
, and qL = qP
F ′0
F ′
, (4.3)
with ΦL being useful for monitoring photoinhibition; qP providing a means to quantify the ex-
tent of photochemical quenching based on the level of excitation of the photosynthetic apparatus
(Bilger and Schreiber, 1987); and qL reflecting the level of inter-connectivity in the photosyn-
thetic apparatus (Kramer et al., 2004). Likewise, the extent of photoregulation can be monitored
through the NPQ index, qNPQ, defined as (Bilger and Björkman, 1990):
qNPQ =
Fm − F ′m
F ′m
, (4.4)
whereby the difference between F ′m and Fm represents the dissipation of energy due to pho-
toregulation.
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4.3 A Dynamic Model of Fluorescence in Microalgae
This section presents a dynamic model of chlorophyll fluorescence that accounts for key photo-
synthetic processes having time scales up to an hour. Specifically, the model encompasses the
processes of photoproduction, photoinhibition and photoregulation, but neglects the changes in
photoacclimation state.
In PAM fluorometry, the fluorescence flux F [V] emitted by a microalgae sample of volume
V [m3] and chlorophyll concentration chl [gchlm−3] can be modeled in accordance to Huot and
Babin (2010) as:
F = Im σ chlΦf (1−Q) V λPAM , (4.5)
where Φf stands for the quantum yield of fluorescence [µEµE−1]; σ, the total cross section
[m2 g−1chl]; Im, the measuring light intensity [µEm−2 s−1]; Q is a dimensionless parameter de-
scribing the percentage of fluorescence absorbed by the sample; and λPAM [V sµE−1] is a gain
parameter aligning the voltage output of a PAM fluorometer with the actual fluorescence flux.
In particular, as chl and Q remain constant for a given photoacclimation state, it is convenient
to lump all the constant terms into a single parameter SF := Im chl (1−Q) V λPAM, giving
F = SF σΦf . (4.6)
In the sequel, we use the Han model to represent the effects of photoproduction and pho-
toinhibition on the fluorescence flux (Section 4.3.1) and we develop an extension of that model
in order to encompass photoregulation effects (Section 4.3.2). Then, we analyze the properties
of the resulting model (Section 4.3.3).
4.3.1 Photoproduction and Photoinhibition
The model developed by Han (2002), based on the concept of photosynthetic unit (PSU), is
the building block of the fluorescence model and is used to account for photoproduction and
photoinhibition.
The description of photoproduction and photoinhibition in the Han model assumes that the
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RCII of a PSU can be in either one of three states, namely open (A), closed (B) or damaged (C),
given by the following set of first-order differential equations:
A˙ = −I σPS2A+ B
τ
B˙ = I σPS2A− B
τ
+ krC − kd σPS2 I B
C˙ = −kr C + kd σPS2 I B ,
(4.7)
with initial condition A(0) +B(0) + C(0) = 1.
Here, σPS2 denotes the effective cross section [m2 µE−1]; τ , the turnover time [s]; kd, the
damage rate constant [–]; and kr, the repair rate constant [s−1]. For a more detailed analysis of
the Han model see Section 3.2.3.
Two expressions of the fluorescence quantum yield Φf in (4.6) as a function of the PSU
states A, B and C have been proposed depending on the LHCII-RCII configuration. They
typically involve the parameters ΦAf , ΦBf and ΦCf representing the fluorescence quantum yields
of an RCII in state A, B or C, respectively (Huot and Babin, 2010). In the so-called puddle
model, where it is assumed that each RCII has its own LHC, Φf is expressed as the algebraic
mean of ΦAf , ΦBf and ΦCf ,
Φf := Φ
A
f A+ Φ
B
f B + Φ
C
f C . (4.8)
A more realistic configuration is the so-called lake model (Kramer et al., 2004), where Φf can
be expressed as the harmonic mean of ΦAf , ΦBf and ΦCf ,
Φf :=
1
A
ΦAf
+
B
ΦBf
+
C
ΦCf
. (4.9)
In analogy to parallel electrical circuits, the lake model assumes that all RCIIs are connected to
a common LHC and thus compete for the incoming excitation energy. In the sequel, the lake
model has been considered after reviewing the work by Kramer et al. (2004) who argued that
light harvesting by PSUs is better approximated by the lake model.
Besides Φf , the total cross-section σ in (4.6) can be related to the parameter σPS2 in the Han
model. In a first step, σ is related to the so-called optical cross section, σPSU [m2 µE−1], as
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σ = σPSUN , (4.10)
withN the number of PSUs [molO2 g−1chl], which remains constant for a given photoacclimation
state. Eq. (4.10) equally distributes the total absorption capacity of the chloroplasts, represented
by σ, to individual PSUs, introducing thereby a measure of the absorption capacity of a single
PSU, σPSU. In a second step, σPS2 can be related to σPSU as (Falkowski and Raven, 1997)
σPS2 = Φ
A
p σPSU , (4.11)
where ΦAp denotes the quantum yield of photosynthesis of an open RCII [molO2 E−1], which
is equal to the realized quantum yield of photosynthesis ΦPS2 in the case that A = 1; see
Sect. 4.3.3 for an expression of ΦAp . Eq. (4.11) states that the photosynthetic efficiency of a PSU
depends on the photon absorption capacity (σPSU) and the efficiency of converting the absorbed
photons into chemical energy (ΦAp ).
4.3.2 Accounting for Photoregulation
An important limitation of the Han model in the context of PAM fluorometry is that some of its
parameters may vary on the time scale of minutes due to certain NPQ regulation mechanisms
being activated. Two types of NPQ mechanisms are accounted for in this work, namely qI-
quenching and qE-quenching, which are often seen as the major contributors to fluorescence
quenching on the time scales of interest (Horton and Hague, 1988). qE-quenching is activated
at high light irradiance by low thylakoid lumenal pH (Bilger and Björkman, 1990); it evolves
within minutes and can result in up to 90% reduction in fluorescence (Huot and Babin, 2010).
qI-quenching is linked to photoinhibition, according to the biological hypothesis that damaged
RCII can trap and dissipate excited electrons as heat; it typically evolves in a time scale of
minutes to hours and can be responsible for up to 40% reduction in fluorescence (Falkowski
et al., 1993).
We start by noting that only qE-quenching requires further consideration as qI-quenching
is already accounted for through the dependence of Φf on the fraction C of damaged RCIIs in
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(4.9). Since qE-quenching in the dark is negligible and varies with the light irradiance via the
change in lumenal pH, it suffices to introduce a conceptual qE activity reference function αss
taking values in the range [0, 1] and increasing with I , from the level αss = 0 at I = 0. After
consideration of experimental measurements of the NPQ index (4.4) as a function of I (Kramer
et al., 2004), αss is formulated as a sigmoid (Hill) function of I:
αss(I) :=
In
InqE + I
n
, (4.12)
where IqE [µE−1] represents the irradiance level at which half of the maximal qE activity is
realized (αss = 0.5); and n [–] describes the sharpness of the transition, approaching switch-
like behavior as n becomes larger. In addition, first-order kinetics are used to describe the
dynamics of the actual qE activity level α(t), in relation to its reference level αss:
α˙ = ξ (αss(I)− α) , (4.13)
where ξ [s−1] denotes the rate of NPQ adaptation, which shall be assumed constant here on the
time scales of interest.
In accounting for the effect of qE activity α on the fluorescence flux F in Eq. (4.6), both Φf
and σ could, in principle, depend on α, and possibly simultaneously.
Variability in σ
The effect of qE quenching comes forward through a variation in the photon absorption effi-
ciency by the LHC. A natural way of modeling this effect is therefore in terms of the total cross
section, σ, the photosynthetic parameter capturing the light absorption effectiveness most di-
rectly. More specifically, it is assumed that σ is bounded between a maximal, σmax [gchlm−2],
and a minimal value, σmin [gchlm−2], which are observed when the NPQ activity is, respectively,
the lowest and the highest:
σ = σmax (1− α) + σmin α . (4.14)
Combining (4.14), (4.11) and (4.10) yields the following expression of σPS2 in terms of the
newly introduced photoregulation parameters, σmax and σmin:
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σPS2 =
ΦAp
N
(σmax (1− α) + σmin α) , (4.15)
which can be used in the Han model equations.
Plugging Eq. (4.14) in (4.6), an analytical expression for the light-adapted, realized fluores-
cence flux, F ′ is obtained:
F ′ =
SF [σmax (1− α) + σmin α]
A
ΦAf
+
B
ΦBf
+
C
ΦCf
(4.16)
The remaining characteristic fluorescence fluxes F0, Fm, F ′0 and F ′m are obtained by specializing
(4.16) with A = 0 and B = 0 for the maximal and minimal fluorescence fluxes, respectively,
and with α = 0 for the dark-adapted fluorescence fluxes. These expressions are reported in
Table 4.1.
Table 4.1: Expressions of PAM Fluorescence Fluxes (Variability in σ).
Flux Expression
F ′m
SF [σmax (1 − α) + σmin α]
1−C
ΦB
f
+ C
ΦC
f
F ′0
SF [σmax (1 − α) + σmin α]
1−C
ΦA
f
+ C
ΦC
f
Fm
SFσmax
1−C
ΦB
f
+ C
ΦC
f
F0
SFσmax
1−C
ΦA
f
+ C
ΦC
f
Variability in Φf
An alternative representation of the qE quenching comes forward by expressing the fluorescence
quantum yield as a function of the NPQ activity, α. Following Kitajima and Butler (1975),
Oxborough and Baker (1997) and Huot and Babin (2010) the fluorescence quantum yields for
open, closed and damaged RCII are expressed as
ΦAf =
1
1 + ηP + ηD + ηqE
, ΦBf =
1
1 + ηD + ηqE
, ΦCf =
1
1 + ηI + ηD + ηqE
, (4.17)
where the parameters ηP, ηD, ηqE and ηI represent, respectively, the rates of photoproduction,
basal thermal decay in dark-adapted state, qE-quenching and qI-quenching, all relative to the
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rate of fluorescence; that is, these four parameters are dimensionless. Observe that ΦBf does not
depend on ηP as a closed RCII cannot support photoproduction, and ΦCf depends on ηI instead
of ηP in order to account for the effect of qI-quenching. Moreover, following the considerations
in Oxborough and Baker (2000), we capture the effect of qE-quenching by expressing ηqE as a
linear relationship of the qE activity level α:
ηqE = ηqE α , (4.18)
with ηqE a parameter describing the maximum rate of energy dissipation. Finally, an expression
of the light-adapted, realized fluorescence flux F ′ is obtained by substituting (4.17) and (4.18)
back into (4.6), giving
F ′ =
SFσ
1 + ηD + ηqE α + AηP + C ηI
. (4.19)
The remaining characteristic fluorescence fluxes F0, Fm, F ′0 and F ′m are obtained by spe-
cializing (4.19) with A = 0 and B = 0 for the maximal and minimal fluorescence fluxes,
respectively, and with α = 0 for the dark-adapted fluorescence fluxes. These expressions are
reported in Table 4.2.
Table 4.2: Expressions of PAM fluorescence fluxes (Variability in Φf).
Flux Expression
F ′m
SFσ
1 + ηD + ηqEα+ CηI
F ′0
SFσ
1 + ηD + ηqEα+ (1− C)ηP + CηI
Fm
SFσ
1 + ηD + CηI
F0
SFσ
1 + ηD + (1 − C)ηP + CηI
Model Discrimination
Having two possible representations for qE quenching, namely variability in σ or variability in
Φf , the objective here is to select the best model. To do so, we conduct model fitting considering
2 PAM fluorescence experiments: The first experiment includes NPQ activation since it con-
sists of 20 incrementally increasing light steps, each of 30 s duration. The second experiment
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includes 17 incrementally increasing light steps of 60 s each, which are followed by a 180 s
dark period, therefore including both NPQ activation and inactivation. In both experiments, the
realized (F ′) maximal (F ′m) and minimal (F ′0) fluorescence fluxes are recorded. It is noted that
since the objective here is to discriminate between competing model structures we only eval-
uate the ability of the two models to fit the data, without paying attention to the values of the
estimated parameters. This is addressed in subsequent sections, once a suitable model structure
is selected.
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Figure 4.3: Model discrimination for the NPQ activity formulation based on one experiment
with qE activation (left plot) and one with both qE activation and inactivation (right plot). The
realized, F ′ (red), maximal, F ′m (blue) and minimal F ′0 (magenta) fluorescence fluxes are fitted
to a model with variable σ (dashed lines) and one with variable Φf (continuous lines). For each
experiment, the grey-shaded region depicts the imposed actinic light protocol.
According to Figure 4.3, the experiment that includes only qE activation dynamics is not
sufficient to discriminate between variability in σ and Φf , since both models represent the flu-
orescence fluxes accurately. On the other hand, an experiment with both activation and inacti-
vation dynamics of qE quenching is sufficient for the discrimination of the 2 models, since in
this case, variability in σ results in poor prediction of the maximum fluorescence flux during the
NPQ inactivation phase of the experiment. Therefore, the model discrimination process results
in the selection of the model that targets the NPQ activity in Φf . This model is used throughout
the remaining of this chapter.
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4.3.3 Properties of Fluorescence Model
Mathematical expressions of the fluorescence indices discussed in Sect. 4.2.2 follow readily
from substitution of the foregoing PAM flux expressions. Two sets of expressions are reported
in the right part of Table 4.3, corresponding to whether or not the assumption ΦAf = ΦCf is
made—or, equivalently, ηI = ηP. This assumption originates in the work of Maxwell and
Johnson (2000), who argued that quenching related to RCII damage does not cause a variation
in the light-adapted minimal fluorescence flux F ′0, thus implying that the fraction of incoming
photons leading to photoproduction in an open RCII should be the same as the fraction of
incoming photons dissipated as heat in a damaged RCII.
Table 4.3: Expressions of fluorescence indices.
Index ηP 6= ηI ηP = ηI
ΦPS2
AηP
1 + ηD + ηqEα+AηP + CηI
AηP
1 + ηD + ηqEα+ (1−B)ηP
q
(1− C)ηP
1 + ηD + (1− C)ηP + CηI
(1− C)ηP
1 + ηD + ηP
qL
A
A+B
A
A+B
ΦL
AηP
1 + ηD + ηqEα+ (1− C)ηP + CηI
AηP
1 + ηD + ηqEα+ ηP
A number of comments are in order regarding the fluorescence index expressions:
• The realized quantum yield of photosynthesis, ΦPS2, turns out to be a nonlinear function
of the open, closed and damaged RCII fractions, irrespective of the assumptionΦAf = ΦCf .
This result suggests that the usual hypothesis of a linear relationship between ΦPS2 and
the fraction A of open RCIIs could be inaccurate. An expression of the quantum yield of
photosynthesis of an open RCII, defined as ΦAp earlier in (4.11), can also be derived from
the expression of ΦPS2 in the special case that A = 1:
ΦAp =
ηP
1 + ηD + ηqEα + ηP
. (4.20)
• The maximum quantum yield of photosynthesis, q, is a nonlinear function of the fraction
C of damaged RCIIs in the dark-adapted sample in general, but this dependency becomes
linear under the assumption that ΦAf = ΦCf .
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• The photochemical quenching index, qL, is found to be equal to the ratio of open-to-active
RCIIs, which is in agreement with the considerations in Kramer et al. (2004).
Finally, we note that an expression of the fraction C of damaged RCIIs can be obtained as a
function of the fluorescence indices ΦL and qL in the form:
C = 1− ΦL(1 + ηD + ηqEα + ηI)
ΦL(ηI − ηP) + qLηP . (4.21)
This relation is particularly useful from a practical standpoint as it allows predicting the level
of damage of the photosynthetic apparatus based on experimental measurements of ΦL and qL,
in combination with the qE activity level α predicted by (4.12)-(4.13). In particular, the latter
equations are independent of the states of the PSUs due to the cascade structure of the fluo-
rescence model. Similar expressions can be obtained for the fractions A and B of open/closed
RCIIs by noting that A = (1− C)qL and B = (1− C)(1− qL).
4.4 Results and Discussion
This section presents the calibration results of the chlorophyll fluorescence model developed
in Sect. 4.3 together with a validation analysis. The experimental data are obtained us-
ing PAM fluorometry for the microalga Nannochloropsis gaditana, and different data sets
are considered for the purposes of calibration and validation. All the dynamic simulations
and parameter estimation problems are carried out in the modeling environment gPROMS
(http://www.psenterprise.com).
4.4.1 Material and Methods
The experiments used for model calibration and validation were conducted by Tomas Mo-
rosinotto group in the Biology department of Padua University, Italy. The microalga Nan-
nochloropsis gaditana (CCAP, strain 849/5) was grown in a sterile, filtered F/2 medium, using
sea salts (32 g/L) from Sigma, 40 mMTris HCl, pH 8 and Sigma Guillard’s (F/2) marine water
enrichment solution. Growth experiments were performed in the Multi-cultivator MC 1000-OD
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system (Photon Systems Instruments, Czech Republic) at a temperature of 21 ◦C and a light
intensity of 100 µE m−2 s−1 provided continuously by an array of white LEDs. The suspen-
sion culture was constantly mixed and aerated by bubbling air. A pre-culture was grown at 100
µEm−2 s−1 in glass bottles of 0.25 L under a continuous airflow, enriched with 5% CO2. At the
exponential phase, the pre-culture was centrifuged and re-suspended in fresh medium to reach
a final concentration of 9 × 106 cells/ml, before being introduced in the multi-cultivator. Algal
growth was measured by daily changes in optical density OD 720, determined spectrosphoto-
metrically with the Multi-cultivator system.
Samples, taken from the multi-cultivator at the fifth day, were introduced in a Dual PAM
(Walz, Germany). After 20 minutes of dark adaptation, fluorescence measurements were ob-
tained by applying a light curve protocol where the cells were exposed to different light in-
tensities of 60 seconds intervals. Two seconds before the end of each interval a 0.6 second,
6000 µE m−2 s−1 actinic light pulse was applied in the sample and the fluorescence signal was
recorded exactly before and exactly after the pulse. Afterwards the actinic light was switched
off for 1.4 seconds whereupon fluorescence was measured once again. This procedure resulted
in three fluorescence measurements (realized, maximum and minimum) per time interval. For
simplicity reasons and without loss or modification of the information content of the data, it was
assumed that the three measurements are realized concurrently at the end of each time interval.
This is legitimate since within 2 seconds (time difference between the first and last realized
measurement) the qE dynamics are not significantly triggered and the dynamics governed by
the Han model are explicitly included in the fluorescence flux equations. The practice described
above has been applied in two experiments, one used for model calibration and another for val-
idation.
4.4.2 Model Calibration
The chlorophyll fluorescence model presented in Sect. 4.3 comprises a total of 13 parameters,
some of which have unknown values and thus need to be estimated. The experimental data
used to carry out the calibration, namely the fluorescence fluxes F ′, F ′m and F ′0, result from
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the PAM protocol depicted in gray-shaded area on Fig. 4.4: the actinic light intensity first
increases gradually from 0 to 1960 µEm−2 s−1 in stages of 60 s and is then switched off around
1000 s until the final time of 1200 s. Due to lack of further information regarding the precision
and accuracy of the PAM fluorometer, a 1% standard deviation is assumed for the measured
fluorescence fluxes here. The model is fitted to the data using maximum likelihood estimation,
where the least-square terms correspond to the summation of differences between the observed
and predicted values for F ′, F ′m and F ′0. The observed values were obtained according to the
experimental procedure described in Sect. 4.4.1, while the predicted values correspond to the
fluorescence flux expressions given in Table 4.2.
Not all 13 model parameters can be estimated with high confidence from this data set, as
certain parameters are insensitive to the available data or turn out to be highly correlated among
themselves, if at all identifiable. After solving multiple instances of the parameter estimation
problem for various subsets of parameters, it was found that nine parameters can be confidently
estimated by keeping the following four parameters τ , kr, N and ηD constant:
• The parameter τ representing relaxation of the closed RCIIs in the Han model, a process
acting on very fast time scales, turns out to have a very small effect on the predicted fluxes
due to the low frequency that the measurements were recorded. On the other hand, the
parameter kr describing repair of the damaged RCIIs on a time scale of hours cannot be
confidently estimated from experimental data collected over 20 minutes only. The values
for τ and kr in Table 4.4 are the mean values of the ranges reported by Han et al. (2000).
• The total number N of PSUs cannot be confidently estimated due to its large correla-
tion with the total cross-section σ when using fluorescence data collected over short time
periods. The default value for N in Table 4.4 corresponds to the inverse of the Emer-
son number (Falkowski and Raven, 1997). More specifically, the authors report a value
of 2500 mol chl (molO2)−1. We convert this value to units of mol e− g−1chl, taking into
account that for every 4 e− trapped in the RCII, one O2 molecule is produced.
• The parameter subset formed by the relative rate constants ηP, ηD, ηqE, ηI and the scaling
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factor Sf in (4.19) is structurally unidentifiable based on fluorescence flux measurements
only, calling for fixing the value of one of these parameters. The parameter ηD represent-
ing the rate of basal thermal decay relative to the rate of fluorescence can be estimated
based on the probability of thermal dissipation and the probability of fluorescence for
a photon absorbed by a dark adapted RCII. In particular, the value for ηD in Table 4.4
is obtained as the average of the range within which the value of the quantum yield of
fluorescence receives consistent values with Huot and Babin (2010).
Table 4.4: Default values of the constant parameters.
Parameter Value Units
kr 5.55× 10−5 s−1
τ 5.50× 10−3 s
N 1.79× 10−6 mol e− g−1chl
ηD 5.00× 100 -
Table 4.5: Estimated values with confidence intervals of the calibrated parameters.
Parameter Estimate ±95% Conf. Int. Units
ξ 5.95× 10−2 ±6.65× 10−3 s−1
n 2.26× 100 ±7.76× 10−2 s−1
IqE 8.56× 102 ±2.88× 101 µEm−2 s−1
kd 6.41× 10−7 ±3.38× 10−7 -
ηP 1.14× 101 ±1.60× 10−1 -
ηI 7.87× 101 ±3.94× 101 -
ηqE 1.98× 101 ±6.69× 10−1 -
σ 8.75× 10−1 ±4.40× 10−2 m2 g−1chl
Sf 1.56× 100 ±7.80× 10−2 gchl µE−1 V−1
The values of the estimated parameters together with their 95% confidence intervals are
given in Table 4.5. The corresponding fits of F ′, F ′m and F ′0 against the measured fluxes are
shown in Fig. 4.4, both without and with the assumption ΦAf = ΦCf . Note that the predicted
fluorescence fluxes are in excellent agreement with the measured fluxes, thereby providing a
first confirmation that the proposed model structure can explain the interplay between photo-
production, photoinhibition and photoregulation in a typical PAM experiment. Moreover, all
the parameter estimates, but kd and ηI, have 95% confidence interval below 10%, which is quite
remarkable given the large number of estimated parameters and the apparent simplicity of the
PAM protocol in Fig. 4.4. The presence of a large correlation between kd and ηI explains their
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relatively poor precision, which is found to improve greatly under the assumption thatΦAf = ΦCf
as this essentially reduces by one the dimension of the estimation problem. Nonetheless this
assumption would require further testing and validation before adoption.
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Figure 4.4: Comparison between the predicted and measured fluorescence fluxes F ′m (blue lines,
triangles), F ′0 (purple lines, circles) and F ′ (red lines, square) in response to various actinic light
levels I (gray-shaded area) for the calibration experiment. The dashed and continuous lines are
obtained without and with the assumption ΦAf = ΦCf , respectively.
4.4.3 Model Analysis and Validation
Besides the fluorescence fluxes, in Fig. 4.5, the ability of the model to predict the fluorescence
indices qL, ΦPS2 and qNPQ is tested by simulating the calibrated model and reporting the out-
puts of the fluorescence index equations from Table 4.3 versus their corresponding experimental
values. The index ΦPS2 is predicted quite accurately by the model throughout the entire time
horizon, and the smooth transition in the ΦPS2 profile observed once the actinic light is switched
off is a consequence of qE-quenching acting directly on the quantum yield of photosynthesis in
the proposed NPQ representation. Moreover, the predicted value of 0.65 for the quantum yield
of photosynthesis of a dark-adapted open RCII—this value corresponds to the ΦPS2 at initial
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time here—is in excellent agreement with values widely reported in the literature (Sforza et al.,
2012; Simionato et al., 2011; Kolber and Falkowski, 1993). The overall fitting quality of the
index qL is also satisfactory, apart from the last few experimental points during the light phase
(between 800-1000 s), which are over-predicted by the model. Nonetheless, the model captures
well the sharp change in qL that occurs when the actinic light is switched off, a property that
comes forward with the expression of qL in Table 4.3 due to the fast dynamics of A and B. Fi-
nally, the accurate predictions of qNPQ in the lower plot of Fig. 4.5 provide another confirmation
that the NPQ regulation is captured adequately by the selected model structure.
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Figure 4.5: Upper plot: Comparison between the predicted and measured fluorescence indices
ΦPS2 (red lines, square) and qL (blue lines, circles) at various actinic light levels I (grey-shaded
area). Lower plot: Comparison between the predicted and measured fluorescence index qNPQ.
Further validation of the model can be obtained upon analyzing the level of photoinhibition
created by the continuously increasing actinic light. Specifically, the main plot on Fig. 4.6 shows
a comparison between the fraction C of damaged RCIIs predicted by the full calibrated model
and the same fraction given by (4.21). We recall that the later uses the available fluorescence
flux measurements in combination with the predicted qE-activity level α, but does not rely on
the Han model at all. These two damage fractions are found to be in good agreement, especially
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when considering the error bars and the red envelope of predictions computed from the 95%
confidence intervals of the calibrated parameters in both cases. These rather large errors—
between 0.02-0.07 at the end of the light phase—are caused by the rather large confidence
intervals for the parameters kd and ηI in this case. For comparison purposes, the smaller plot
on Fig. 4.6 shows the predictions of an alternative model of qE quenching, whereby the qE
activity variable α modifies the absorption cross section σ in (4.5) instead of the quantum yield
of fluorescence Φf . As well as the large discrepancy between both predictions of the damage
level, it is the unusually large damage level (up to 60% after 1000 s) along with the fast repair
rate that clearly invalidate this alternative qE-quenching representation.
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Figure 4.6: Large plot: Comparison between the fraction C of damaged RCIIs predicted by the
full calibrated model (blue lines) and by Eq. (4.21) (blue squares) at various actinic light levels I
(grey-shaded area). Small plot: Similar comparison for an alternative model of qE quenching
(red lines and circles), whereby the qE activity variable α affects the absorption cross section σ
in (4.5) instead of the quantum yield of fluorescence Φf .
The foregoing results suggest that the proposed fluorescence model is capable of quantita-
tive predictions of the state of the photosynthetic apparatus under varying light conditions. To
confirm it, we carry out a validation experiment for an (unusually) challenging PAM experi-
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ment, as shown in gray-shaded area on Fig. 4.7. The corresponding model predictions, based
on the default and calibrated model parameters in Tables 4.4 and 4.5, are compared to the actual
flux measurements in Fig. 4.7. Although calibrated for a quite different and somewhat sim-
pler PAM protocol, the calibrated model remains capable of reliable quantitative predictions of
the fluorescence fluxes. Deviations are observed in various parts of the response flux profiles,
which are possibly due to effects and processes not accounted for in the proposed model, yet
these deviation remain small, within 10-20%. We also note that such extreme variations of the
light conditions, however useful in a model validation context, are unlikely to be found in a
practical microalgae culture systems.
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Figure 4.7: Comparison between the predicted and measured fluorescence fluxes F ′m (blue lines,
triangles), F ′0 (purple lines, circles) and F ′ (red lines, square) in response to various actinic light
levels I (gray-shaded area) for the validation experiment.
4.5 Conclusions
This chapter proposes a mathematical representation of key photosynthetic processes acting in
the time scale of hours and triggered by varying light conditions, which are typical in PAM
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experiments. The dynamic fluorescence model relies on the combination of fast photosynthetic
mechanisms with slower photoprotective mechanisms in order to yield a light-dependent ex-
pression of the quantum yield of photosynthesis. Despite comprising a total of 13 parameters, a
careful calibration and subsequent validation against multiple experimental data sets shows that
the model is capable of quantitative predictions of the state of the photosynthetic apparatus in
terms of its open, closed and damaged reaction center. This makes it the first model of its kind
capable of reliable predictions of the levels of photoinhibition and NPQ activity, while retaining
a low complexity and a small dimensionality.
Such generic capability to predict the development of photoinhibition and photoregulation,
yet without the need for dedicated experiments (Ruban and Murchie, 2012), addresses a long-
standing challenge in the modeling of photosynthetic productivity and holds much promise in
regard of future applications. By design, the fluorescence model is indeed capable of simulat-
ing experimental protocols used for the determination of PI-response curves, yet avoiding the
usual—and somewhat problematic—static growth assumption. One can for instance consider
the following expression of the photosynthesis rate P as
P = I σΦ , (4.22)
where Φ is the photosynthetic quantum yield, which is closely related to the quantum yield of
the electron transport chain (ETR), ΦPS2, and can be measured by PAM fluorometry (Suggett
et al., 2003). This opens the possibility for a cross-validation framework, whereby both flu-
orescence and classical growth experiments could be used for model validation purposes. In
combination with dedicated PAM experiments, there is also hope that the model could serve as
a platform for unveiling previously hidden information concerning the operation of the photo-
synthetic apparatus. Because PAM experiments are both precise and fast, a full validation of
the model appears tractable in this context, especially if model-based experiment design is used
for testing the model structure further, e.g., through the determination of information-rich PAM
protocols. These possibilities will become more obvious in the next chapter.
Incorporating photoacclimation processes is required to widen the applicability of the
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model, such as predicting the evolution of a microalgae culture over time periods of several
days or even weeks. Eventually, the vision is to integrate a fully validated model of photo-
synthesis within first-principle models describing the flow and light attenuation in large-scale
microalgae culture systems as a means to guide their design and operations. This prospect is
depicted in Chapter 6, where a preliminary model extension that accounts for photoacclimation
leads to large-scale predictions in the range of days.
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Chapter 5
High-fidelity Modeling of Light-limited
Photosynthetic Production: Improving the
Chlorophyll Fluorescence Model
Abstract
This chapter§† presents a revised mathematical model of chlorophyll fluorescence in microalgae
that enables (i) quantitative prediction of photoproduction, photoregulation and photoinhibition
in a wide range of experimental conditions and (ii) precise estimation of its parameters, includ-
ing biological parameters, that have not been estimated previously. This model distinguishes
between two key NPQ mechanisms that act on different time scales, namely the fast activation
of the LHCSR protein and a slower process involving zeaxanthin. Furthermore, model-based
design of experiments is used to improve the information content of PAM fluorescence experi-
ments, and estimate the unknown model parameters in a unique and effective way. In parallel,
the experimental vector is augmented with antenna size and photosynthesis-irradiance mea-
surements that leads to impressive parameter estimation results. After calibration, the model is
also validated using complex PAM experiments and other photosynthesis rate measurements for
the microalga Nannochloropsis gaditana. The results demonstrate that the model structure is
adequate in effectively describing photosynthetic mechanisms that span on time-scales ranging
from seconds to hours. Central result is the use of fluorescence to predict the photosynthesis rate
under varying light conditions. This prospect opens the way for the utilization of identifiable
fluorescence models for productivity predictions of microalgae cultures.
§Material based upon this chapter has been published in Bernardi et al. (2015a) and Bernardi et al. (2015b).
†The presented modeling work has been conducted in collaboration with Dr. Andrea Bernardi. The experimen-
tal data used herein have been obtained by Dr. Andrea Meneghesso.
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5.1 Introduction
Industrial cultivation systems must be designed to optimize light utilization, since this process
is known to have major influence on the photosynthetic productivity of microalgae (Simionato
et al., 2013a). This presents many challenges, as multiple phenomena spanning several orders
of magnitude both in time and space scales need to be accounted for. This results in a number
of outstanding modeling, experimental and numerical issues (Bernard, 2011). However, only
the capability of a reliable and reproducible representation of such phenomena would lead to
accurate predictions and optimized behavior of industrial outdoor equipment where the pho-
tosynthetic mechanisms are triggered by complex light dynamics related to turbulent mixing
phenomena, convective flow patterns, diurnal and seasonal as well as meteorology-related irra-
diation variations.
Chapter 4, presented a semi-empirical model capable of quantitative predictions of the
flux of fluorescence by taking into account three distinct processes acting on different time
scales: photoproduction photoinhibition and photoregulation. The model demonstrated that
chlorophyll-a fluorescence experiments, like those arising from Pulse Amplitude Modulation
(PAM), convey enough information for the precise estimation of a large number of model pa-
rameters. A link has also been established between fluorescence data and fast time scale photo-
synthetic dynamics involving state transitions of the photosynthetic apparatus. Among others,
the chapter concluded a theoretical connection of fluorescence and photosynthesis-irradiance
(PI) response curves. However, it has not been possible to identify a number of important
model parameters that are related to the operation of the photosynthetic apparatus: turnover
time, τ , number of photosynthetic units (PSU), N , parameter ηD representing the rate of Bassal
thermal decay relative to the rate of fluorescence as well as the repair constant of a damaged
PSU, kr have been fixed to literature values.
More importantly, in the original model, those photoregulation or Non-photochemical
quenching (NPQ) processes, related to the energy-dependent quenching, were lumped into a
simple first-order process. However, there is experimental evidence (Pinnola et al., 2013) that
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the photoregulation mechanisms are more complex, involving at least two interdependent pro-
cesses. This can also be noticed when the original model is fitted against experimental data from
a simple PAM fluorescence experiment, where the actinic light is switched on for 10 minutes
and then switched off for approximately 1 hour (Figure 5.1). It can be seen that in both the NPQ
activation (t ≈ [0 : 500] s) and inactivation (t ≈ [500 : 4000] s) a fast processes is activated
during the first few seconds, accommodated by a slower process. Clearly, such dynamics can
not be predicted by the model presented in Chapter 4, since NPQ is described by first-order
kinetics, introducing the need for a more complicated NPQ representation.
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Figure 5.1: Simple PAM protocol where the actinic light (grey-shaded area) follows a step
change. It can be seen that a simple, first-order NPQ representation cannot capture the trends
in the experimental data for maximal, F ′m (red), minimal, F ′0 (blue) and realized, F ′ (magenta)
fluorescence fluxes.
This chapter presents a biologically consistent description of the NPQ process leading to
a significantly improved prediction capability of PAM fluorescence experiments. Merely, the
introduction of a more complex NPQ representation increases the number of unknown parame-
ters, a conditions that is compensated by the introduction of model-based design of experiments
and the augmentation of the experimental techniques used for model calibration.
Model-based design of experiments has been successfully employed in several fields
(Franceschini and Macchietto, 2008), including cellular processes and systems (Chakrabarty
et al., 2013), but a systematic design methodology has not been applied yet to optimize the in-
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formation content of fluorescence experiments. This chapter will show how optimally-designed
experiments can improve the identification process of biological models in an effective way,
paving thereby the way towards a tighter integration between model development and experi-
mental activities.
The chapter is organized as follows. Section 5.2 includes those experimental techniques
used to develop and identify the proposed model. An improved version of the fluorescence
model is presented and discussed in section 5.3. This new model calls for a tailored calibration
procedure in order to distinguish between the dynamics of NPQ and photoinhibition, which
are overlapping. The model identifiability is assessed in section 5.3.2 and a first calibration of
its parameters is conducted in section 5.4.1. After a local sensitivity analysis in section 5.4.2,
model-based design of experiment is formulated and solved as an optimal control problem in
section 5.4.3, which leads to accurate estimation of the model parameters in section 5.4.4. A
full model validation against a set of challenging experiments follows in section 5.4.5. Finally,
Section 5.5 concludes the work presented in this chapter and identifies future research direc-
tions.
Chapter Objectives
The objectives of this chapter can be summarized in the followings:
1. Improvement of the mathematical representation of photoregulation using a biologically
consistent mathematical formulation.
2. Application of model-based design of experiments and utilization of suitable experimen-
tal techniques to identify the newly introduced model parameters as well as those param-
eters that could not be identified in Chapter 4.
3. Full model validation using a set of challenging experiments.
4. Practical application of the fluorescence model to predict photosynthesis-irradiance (PI)
curves.
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5.2 Experimental methods
5.2.1 Strain Cultivation
The microalga Nannochloropsis gaditana (CCAP, strain 849/5) was grown in a sterile, filtered
F/2 medium, using sea salts (32 g L−1) from Sigma, 40mMTris HCl, pH 8 and Sigma Guillard’s
(F/2) marine water enrichment solution. Growth experiments were performed in the Multi-
cultivator MC 1000-OD system (Photon Systems Instruments, Czech Republic) at a temperature
of 21 ◦C and a light intensity of 100 µEm−2 s−1 provided continuously by an array of white
LEDs. The suspension culture was constantly mixed and aerated by bubbling air. Pre-cultures
were grown at 100 µEm−2 s−1 in glass bottles of 0.25 L under a continuous airflow, enriched
with 5% CO2. At the exponential phase, the pre-culture was centrifuged and re-suspended in
fresh medium to reach a final concentration of 9 × 106cellsmL−1, before being introduced in
the multi-cultivator.
The types of experiments used for model validation and calibration are described in the
following subsections.
5.2.2 Pulse Amplidute Modulation
All the fluorescence measurements were performed using a Dual PAM (Walz, Germany), after
a dark adaptation period of 20 min. For model calibration purposes three fluorescence exper-
iments were performed. The first experiment (EXP1), is the one used in model calibration, in
section 4.4.2 and includes steps of 60 s, where the actinic light intensity is progressively in-
creasing. The second experiment (EXP2) involves an actinic light profile at 2000 µEm−2 s−1
for 10 minutes followed by a dark period of 60 minutes (Figure 5.1). Saturating pulses were
applied at regular intervals in order to measure F ′, F ′m and F ′0. The third experiment (EXP3)
was optimally designed in order to improve the parameter estimation as described later in sec-
tion 5.4.3. In addition, three validation experiments, VAL1, VAL2 and VAL3 have also been
conducted using highly variable actinic light profiles (see Section 5.4.5).
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5.2.3 Photosynthesis rate
Measurements of maximal rate of photosynthetic oxygen evolution at a specific actinic light are
conducted using a Clark electrode (Hansatech, UK). Photosynthesis-irradiance (PI) measure-
ments are obtained from three independent experiments. Each experiment consists of a sample
exposed to two different light intensities over variable time periods. Exact protocols are re-
ported in Table 5.1. The rate of photosynthesis is measured at the end of each light period thus
providing six experimental points. Sample 2 is included in the data sets for calibration, whereas
the other two experiments are used for model validation.
Table 5.1: Experimental protocols for photosynthesis-irradiance measurements.
Sample 1 Sample 2 Sample 3
Light Int. [µEm−2 s−1] 100 750 250 1500 400 3600
Duration [s] 230 200 150 130 130 150
Phot. Rate [gO2 g−1chl h−1] 1.22 5.18 2.58 7.22 4.10 5.58
5.2.4 Antenna size measurements
Antenna size measurements are used to study the saturation dynamics of photosystem II. A
LED, pump and probe, JTS10 fluorometer in fluorescence mode was used to perform the mea-
surements. Fast fluorescence inductions ( ∼ 0.3 s) were measured in the infra-red region of the
spectrum upon excitation with blue light at 450 nm. DCMU was added at a concentration of 80
µM to prevent oxidation of the primary quinone acceptor QA (Joliot and Joliot, 2006; Simionato
et al., 2013b). In the presence of this inhibitor, the half-saturation time constant of the fluores-
cence rise, as a response to the excitations caused by the blue light, is inversely proportional to
the so-called functional antenna size (ASII) (Bonente et al., 2012).
Four replicate experiments were performed for five different actinic light intensities (45, 80,
150, 320, 940 and 2050 µEm−2 s−1) at 630 nm. An example of the recorded signal for three
of the five light intensities is presented in Figure 5.2. For each saturating curve the value of
ASII can be derived by fitting the data to an exponential function. More details regarding the
utilization of these experiments for model calibration are given in section 5.3.2.
103
High-fidelity Modeling of Photosynthesis
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.06  0.12  0.18  0.24  0.3
Time [s]
Fl
u
o
re
sc
en
ce
[-]
Figure 5.2: Normalized fluorescence fluxes for different actinic light intensities obtained with
a LED, pump and probe, JTS10 fluorometer. The red, magenta and blue curves correspond
to actinic light intensities of 80, 150 and 2050 µEm−2 s−1. It can be observed that the fluo-
rescence fluxes dynamics, representing the emission kinetics of PSII from dark-adapted cells,
treated with DCMU, are light-dependent, confirming the relation between light-intensity and
PSII excitation rate.
5.3 Improved Fluorescence Modeling
5.3.1 Multiple Time-Scale Photoregulation Model
It has already been mentioned that energy-dependent quenching is related to two main pro-
cesses. The first one is a fast process involving the activation of the LHCSR protein, with a
time constant of seconds for both the activation and relaxation. The second one is related to the
xanthophyll cycle and specifically to the concentration of zeaxanthin and acts on a time scale of
minutes. Zeaxanthin can have a complex effect on the activity of NPQ as it both enhances the
quenching effect of LHCSR and acts as an additional quencher (Pinnola et al., 2013).
To account for more complicated NPQ dynamics, Eq. (4.13) and (4.18), that incorporate the
NPQ mechanics of the model from Chapter 4, are substituted by the following equations:
α˙F = ξF(αss − αF) (5.1)
α˙S = ξS(αss − αS) (5.2)
ηqE = αF(η¯
F
qE + αSη¯
C
qE) + αSη¯
S
qE , (5.3)
where η¯FqE and η¯SqE are the rates of the fast (LHCSR-related) and slow (zeaxanthin-related)
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components of NPQ, both relative to the rate of fluorescence. η¯CqE represents the enhancing
effects that zeaxanthin has on the quenching capabilities of the LHCSR. The dynamics of the
fast and slow components of NPQ are given by the conceptual variables, αF and αS, which are
assumed to follow first-order kinetics, having the same equilibrium point, αss, which is given
by the sigmoid function given in (4.12). The parameters ηqE and ξ from the previous model
are replaced by the parameters η¯FqE, η¯SqE, η¯CqE and ξF and ξS, increasing the total number of
parameters from 13 to 16. The remaining model equations from Chapter 4 remain unchanged.
For convenience those equations are listed below:
F = SF σΦf (5.4)
Φf =
1
A
ΦAf
+
B
ΦBf
+
C
ΦCf
(5.5)
ΦAf =
1
1 + ηP + ηD + ηqE
(5.6)
ΦBf =
1
1 + ηD + ηqE
(5.7)
ΦCf =
1
1 + ηI + ηD + ηqE
(5.8)
A˙ = −I σPS2A+ B
τ
(5.9)
B˙ = I σPS2A− B
τ
+ krC − kd σPS2 I B (5.10)
C˙ = −kr C + kd σPS2 I B (5.11)
σPS2 =
σ
N
ΦAp (5.12)
ΦAp =
ηP
1 + ηD + ηqE + ηP
(5.13)
αss(I) =
In
InqE + I
n
(5.14)
It is reminded here that the characteristic fluorescence fluxes F0, Fm, F ′0 and F ′m are obtained
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by specializing (5.4) with A = 0 and B = 0 for the maximal and minimal fluorescence fluxes,
respectively, and with αF = 0 and αS = 0 for the dark-adapted fluorescence fluxes. These
expressions can be found in Table 4.2.
5.3.2 Identifiability analysis
In Chapter 4, it was shown that even though the exclusive use of fluorescence measurements
leads to the confident estimation of a large number of parameters, some parameters remain
unidentified. It is therefore necessary to enrich the compatible experimental information and
improve the identifiability properties of the fluorescence model.
We start by noting that a photosynthesis rate expression has already been introduced in
(4.22):
P = IσΦ ,
where I [µEm−2 s−1] is the light intensity, σ [m2 g−1chl] is the total cross section and Φ
[molO2 µE−1] the quantum yield of photosynthesis, which is closely related to the quantum
yield of the electron transport chain (ETR), ΦPS2, measured by PAM fluorometry (Suggett et al.,
2003). A dimensional analysis reveals that P [molO2 g−1chl s−1] is the chlorophyll-specific pho-
tosynthesis rate, a quantity that has been extensively analyzed in Chapter 3. The connection
of Φ with ΦPS2 can readily be established if we consider the H2O dissociation reaction, which
takes place in the tetra-manganese complex of RCII (see section 2.1.1 for more details):
2H2O+ 4e
− → O2 + 4H+ (5.15)
According to Reaction 5.15, each O2 molecule requires the arrival of 4 e− in RCII, which
implies a stoichiometric coefficient of 4 mol e−/molO2.
Therefore, it is theoretically possible to predict the rate of photosynthetic O2 production
from fluorescence experiments, without the introduction of additional parameters. The same
holds in the case of C14 measurements under the widely adopted assumption of 1 : 1 stoichio-
metric relationship of O2 and CO2 (Falkowski and Raven, 2007). The benefit of the attempted
coupling of photosynthesis and fluorescence measurements is two-fold: i) it answers whether
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a fluorescence model can predict in practice microalgae photosynthetic productivity; and ii) it
enables co-estimation of the parameters σ, SF and N and reveals information regarding τ 1.
Fluorescence and PI measurements are typically obtained with measurement frequencies
much lower than those involved in the dynamics of photoproduction, since the slowest transition
from closed (B) to open (A) fractions of RCII require a few ms to complete. Therefore, such
measurements convey information of the steady state ratio between σPS2 and τ . In contrast,
antenna size measurements (ASII) can provide information about the very fast time scales of
photoproduction.
The use of DCMU, which is added in dark-adapted samples, inhibits the transition B → A,
since it prevents the oxidation of the primary quinone acceptor QA. Therefore, the fluorescence
induction curves contain solely information on the dynamics A→ B. As shown in Figure 5.2,
since the induction dynamics become sharper at higher light intensities, the time constant of
this process, which can be obtained for each induction curve by fitting an exponential model
to the curve, is light-dependent. In fact, state models usually represent those dynamics with a
first-order process (Eilers and Peeters, 1988; Han, 2002; Rubio et al., 2003). For instance, in the
model by Han (2002), which is a building block of the present fluorescence model, the A→ B
transition rate equals σPS2 I (linear function of light intensity with proportionality constant the
effective cross section, σPS2). Therefore, by plotting the light-weighted time constant of each
curve versus the corresponding light intensity, one can verify the linearity assumption of the
Han model and obtain a value for the dark-adapted effective cross-section (σPS2).
The values of ASII for the different light intensities are reported along with linear fitting
results in Figure 5.3. The standard deviations are very small with a maximum value of ap-
proximately 2.5% of the ASII value at 2050 µEm−2 s−1. The slope of the linear model is
equal to 0.24 ± 0.009 [µE−1m2] with an R2 value of 0.993. Figure 5.3 validates the Han hy-
pothesis of linear correlation between ASII and light intensity, and gives a value for σPS2 of
0.24 ± 0.009 [µE−1m2] (equal to the linear regression slope). In order to exploit this infor-
1Using only fluorescence measurements the parameters σ, SF and N are completely correlated and one of
them needs to be fixed to estimate accurately the other two. τ can be related to the maximal photosynthesis rate
per Pmax = N/τ .
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Figure 5.3: Antenna size measurements (ASII) for five different light intensities and corre-
sponding linear fit. The shaded envelope represents the set of linear models that fit well the
measurements within their error bounds.
mation, a virtual experiment of 0.35 s is included, where the value of σPS2 is measured at the
beginning and end of the time horizon. It is noted that the duration of the experiment is suffi-
ciently short to prevent the activation of the photoregulation mechanisms.
5.4 Model Validation Framework
5.4.1 Step 1: Preliminary Parameter Estimation
The model parameters are estimated here using the PAM experiments, EXP1 and EXP2 from
section 5.2.2, the PI measurements from section 5.2.3 and the ASII measurements from section
5.2.4. Model fitting results are presented in Figure 5.4 and corresponding parameter estimates
with their confidence intervals and individual t-tests are listed in Table 5.2. Regarding the fitting
quality we can observe that the revised model succeeds in predicting the fluorescence fluxes
of EXP1 and EXP2, which constitutes an apparent improvement to the previous model (see
Figure 5.1). Moreover, both PI and ASII measurements are successfully represented, giving a
first confirmation of the connection of fluorescence and classical photosynthetic measurements.
Regarding model practical identifiability, all parameters but ηD are structurally identifiable,
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but three parameters are deemed practically unidentifiable, since they could not be precisely
estimated:
• Parameters kr and kd could not be confidently estimated due to their correlation with ηI.
• The dynamics on activation of the LHCSR protein are fast in comparison to the resolution
of the PAM experiment, which explains the very wide confidence interval of parameter
ξF.
Table 5.2: Parameter estimates along with their 95% confidence interval and t-values. The
reference t-value is 1.65 and a t-test fails when the t-value of a parameter is lower than the
reference t-value. The calibration set is comprised of EXP1, EXP2, ASII measurements and
one PI experiment.
Parameter Estimated value 95% conf. int. t-value 95% Units
ξF 1.83× 10−1 1.91× 10 1 0.0096 s−1
ξS 9.68× 10−4 6.57× 10−5 14.74 s−1
IqE 5.96× 10 2 4.18× 10 1 14.26 µEm−2 s−1
kd 2.04× 10−6 1.32× 10−6 1.55 −
kr 2.78× 10−5 5.98× 10−5 0.46 s−1
N 5.31× 10−7 8.61× 10−8 6.16 µEg−1chl
n 2.18× 10 0 1.74× 10−1 12.54 −
ηI 2.77× 10 0 1.45× 10 0 1.92 −
η¯FqE 8.17× 10 0 9.18× 10−1 8.90 −
η¯SqE 1.92× 10 1 1.20× 10 0 16.02 −
η¯CqE 2.44× 10 1 3.32× 10 0 7.35 −
ηP 1.14× 10 1 3.07× 10−1 36.97 −
SF1 1.77× 10 0 2.72× 10−1 6.53 Vgchlm−2
SF2
† 1.97× 10 0 3.04× 10−1 6.47 Vgchlm−2
σ 7.79× 10−1 1.19× 10−1 6.55 m2 g−1chl
τ 8.45× 10−3 1.07× 10−3 7.87 s
†A scaling factor is used for each experiment to account for the biological variability related to the different
biomass concentration of each PAM sample.
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Figure 5.4: Preliminary calibration of the revised fluorescence model using PAM experiments
EXP1 (middle) and EXP2 (lower), ASII (upper-right) and PI (upper-left) measurements.
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5.4.2 Step 2: Local Sensitivity Analysis
We begin by noting that parameter ξF has the widest confidence interval, which is attributed
to the time-scale mismatch between the activation of the LHCSR protein and the temporal
resolution of PAM experiments. To illustrate the connection of this identifiability issue with
the measurement instants a local sensitivity analysis is conducted. In particular, we simulate
a hypothetical experiment where the actinic light is switched on at 2000 µEm−2 s−1 for 60
s and then switched off for another 60 s. Throughout the experimental duration the dynamic
sensitivities of F ′, F ′m and F ′0 with respect to ξF are recorded. In Figure 5.5, we can observe
that the sensitivities of the three variables reach a maximum after a few seconds of the light
switch and then decrease to zero, which implies that parameter ξF can be estimated only if an
experimental measurement is taken shortly after the light shift.
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Figure 5.5: Sensitivity profile of maximal, F ′m (red dashed line), minimal, F ′0 (cyan continu-
ous line) and realized F ′ (blue dotted line) fluorescence fluxes, with respect to a 10% positive
perturbation in parameter ξF, around its nominal value of 0.183 s−1.
Figure 5.5 explains why the confidence interval of ξF is so wide. The PAM experiments
used for calibration included measurements recorded 40 to 60 s after a light shift. At such
measurement instants, the sensitivity of the fluorescence fluxes is very low with respect to ξF
and the resulting estimation lacks precision. Therefore, a designed experiment needs to assure
that the measurements are sampled when the sensitivity of the measured variables is maximal.
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5.4.3 Step 3: Model-based Design of Experiments
Taking into consideration the proceedings, model-based design of experiments is formulated
and solved as an optimal control problem in the modeling environment gPROMS (http:
//www.psenterprise.com/). The objective function of the optimal control problem is
the A-optimal criterion that aims to minimize the trace of the variance-covariance matrix of
the model parameters (see section 2.3.4 for details). The other optimality criteria presented nu-
merical difficulties. The measured variables are the fluorescence fluxes F ′, F ′m and F ′0 that can
be optimally sampled at 57 points during the experiment, with a minimum time gap between
two consecutive measurements of 40 s, a constraint posed by the fluorometer capabilities. In
other words, the exact instance of each of the measurement points is a decision variable. The
experimental design vector also includes the light intensity, which is discretized as a piecewise-
constant control with 20 intervals, whose duration has been set as decision variable as well.
The total experimental horizon has been set equal to 2400 s and at the end of the experiment a
dark period of 3 hours has been added to better investigate the slow dynamics of damaged RCII
repair. To summarize, for each measured variable, the design vector includes the time instants,
the duration of the control intervals and the value of the control variable at each interval. The
optimal control constraints are the total experimental duration, the 3-hour dark period and the
minimum time gap between consecutive measurements.
The results of the model-based design of experiments (EXP3) are directly presented in the
next section, where the newly designed experiment is used for model calibration. The comment
to make here is that EXP3 includes an actinic light protocol which is much more complicated
than the profiles from EXP2 and EXP2 (see Figure 5.6). This results in very "turbulent" fluores-
cence fluxes illustrating that the outcome of model-based design of experiments is information-
rich experiments.
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5.4.4 Step 4: Final Parameter Estimation
The designed experiment (EXP3) is included along with experiments EXP1 and EXP2 in the
parameter estimation problem. The fitting results of the model with the data are presented in
Figure 5.6, while the corresponding parameter estimates along with their confidence intervals
and individual t-tests are listed in Table 5.3.
Table 5.3: Parameter estimates along with 95% confidence interval and t-values. The reference
t-value is 1.65 and a t-test fails when the t-value of a parameter is lower than the reference
t-value. The calibration set included EXP1, EXP2 and EXP3, ASII measurements and one PI
experiment.
Parameter Estimated value 95% conf. int. t-value 95% Units
ξF 2.68× 10−1 3.50× 10−2 7.67 s−1
ξS 1.32× 10−3 6.97× 10−5 18.88 s−1
IqE 5.95× 10 2 2.07× 10 1 28.76 µEm−2 s−1
kd 9.95× 10−7 2.67× 10−7 3.73 −
kr 5.10× 10−5 2.67× 10−5 1.78 s−1
N 4.83× 10−7 7.52× 10−8 6.43 µEg−1chl
n 2.40× 10 0 1.27× 10−1 18.87 −
ηI 1.41× 10 1 3.98× 10 0 3.54 −
η¯FqE 5.96× 10 0 4.98× 10−1 11.95 −
η¯SqE 1.23× 10 1 5.75× 10−1 21.35 −
η¯CqE 2.47× 10 1 1.69× 10 0 14.58 −
ηP 1.04× 10 1 2.33× 10−1 44.54 −
SF1 1.81× 10 0 3.01× 10−1 6.82 Vgchlm−2
SF2 2.06× 10 0 3.01× 10−1 6.81 Vgchlm−2
SF3
†† 1.30× 10 0 1.90× 10−1 6.82 Vgchlm−2
σ 7.33× 10−1 7.50× 10−2 6.84 m2 g−1chl
τ 6.95× 10−3 7.50× 10−4 9.26 s
The general model capability in representing the experimental data (PAM fluorescence,
ASII and PI measurements) is very good, although some mismatch can still be noticed. The
first mismatch is related to the recovery phase of the three experiments, as the value of F ′m is
underestimated by the model in the lower plot of Figure 5.6, whereas it is overestimated in
the upper-middle plot of the same figure. However, these discrepancies are small and could be
related to the biological variability that different cultures may have. The second mismatch is
††A scaling factor is used for each experiment to account for the biological variability related to the different
biomass concentration of each PAM sample.
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Figure 5.6: Parameter estimation of the revised fluorescence model using PAM experiments
EXP1 (lower-middle), EXP2 (lower) and EXP3 (upper-middle), ASII (upper-right) and PI
(upper-left) measurements. For illustration purposes, EXP3 is divided into one large plot be-
tween [0:3000] s and one smaller between [3000:9000] s.
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evident in the lower-middle plot of Figure 5.6 between 1000 and 1200 s, where the predicted
flux for F ′m is underestimated during the weak light stage. Again, this model-data mismatch is
quite small. In any case experimental replicates can help verify whether this problem is related
to structural inconsistency of the model or unknown experimental issues. The PI measurements
simulated by the model along with the experimental values are reported in Figure 5.6. We
can observe that the model shows a very good agreement with the measured PI values. An
interesting finding here is that a very limited number of points (two) is sufficient to identify
parameter N , thus removing the need for complex PI measurements and providing an effective
tool to predict PI curves without the use of classical techniques that take time and resources to
implement.
Although some minor problems have been identified, the model is able to reproduce a set of
different types of experiments, achieving a statistically meaningful parameter estimation, where
all structurally identifiable parameters are precisely estimated. The previously unidentified pa-
rameters, kd, kr and ξF are now precisely estimated, while the remaining parameters are now
obtained with better confidence, a feature that practically proves the usefulness of model-based
experiment design techniques. The least precise parameter is kr with a confidence interval ap-
proximately equal to 50% of the nominal value. Finally, it is worth noting that the estimated
value for parameter ηI is significantly different from the one obtained in Table 5.2; this is not
surprising considering its high correlation with parameters kd and kr and the fact that those
parameters were not properly estimated in the preliminary calibration.
5.4.5 Step 5: Model Validation
Model validation comes forward with three additional PAM experiments. The validation set
includes one constant light experiment (VAL1) and two different variable light experiments
(VAL2 and VAL3) where the sample is subject to complex variations of the actinic light inten-
sity. The predicted and experimental fluorescence fluxes, along with the fitting results from two
PI experiments are presented in Figure 5.7.
The model predicts all three validation experiments in a very satisfactory way. The only
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Figure 5.7: Validation of the revised fluorescence model using three PAM fluorescence experi-
ments, VAL1 (lower), VAL2 (lower-middle) and VAL3 (upper-middle) and two PI experiments,
Sample 1 (upper-left) and Sample 2 (upper-left).
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discrepancy between the experiment and the model prediction can be observed in the upper-
middle plot of Figure 5.7 during the first 300 s of the experiment, which is most likely due to
the same reason as the mismatch underlined in Figure 5.6. Overall, the validation results are
very good confirming that the model is capable of simultaneously representing a wide range of
PAM and PI experiments.
5.5 Conclusions
A novel modeling approach incorporating a detailed and biologically sensible representation
for the NPQ mechanism has been proposed and validated. The model allows for a more accu-
rate description of the NPQ processes, when compared with the model from Chapter 4. The
identifiability of the model has been tackled by introducing specific measurements, namely
photosynthesis-irradiance and antenna size measurements and by determining an optimized
PAM fluorescence experiment by means of model-based design of experiments, which proved
its efficacy at providing more informative experiments. The results have shown that the model
is able to represent chlorophyll fluorescence and photosynthesis rate with a good accuracy un-
der a great variety of light conditions, thus paving a way towards a more reliable and realistic
description of the effects of light dynamics on microalgae growth. Particularly important is the
proved capability of the model to represent photosynthesis-irradiance curves by explicitly sim-
ulating the experimental protocol, an issue that is not properly tackled by the literature where
steady-state assumptions are usually taken (see Chapter 3). This model, reconstructs PI curves
using dynamic simulation, a feature that can alleviate the confusion caused when microalgae
cultures are interpreted based on static assumptions. In Figure 5.8, a PI curve is reconstructed
from the three dynamic experiments presented in section 5.2.3. The model ability to represent
O2 confirms the possibility of using fluorescence modeling and experimentation to predict the
photosynthetic productivity of microalgae cultures. To the author’s knowledge, no other model
is able to simultaneously predict chlorophyll fluorescence fluxes and photosynthesis rate mea-
surements with consistency. Moreover, rigorous model validation, where the calibrated model
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is simulated against multiple (unused) experimental data, or confident estimation of as many
as 17 parameters is extremely rare in the field of microalgae model development. Possible ap-
plications of accurate fluorescence models include the characterization of the photosynthetic
efficiency of different microalgae strains and the investigation of light patterns that can lead to
optimal operation of the photosynthetic apparatus. Finally, as it will be shown in Chapter 6, it is
possible to integrate the fluorescence model with physics-based hydrodynamics and light atten-
uation models for full-scale simulation and optimization, which establishes a much promising
link between fluorescence modeling and large-scale productivity predictions. Possible model
improvements such as a suitable description of photoacclimation phenomena as well as the
investigation of alternative photoregulation mechanisms, can make the fluorescence model a
global predictor of light effects.
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Figure 5.8: Model fitting and model validation of the fluorescence model against the available
photosynthesis rate measurements, presented in a photosynthesis-irradiance response curve for-
mat. Blue triangles have been used for calibration while red diamonds for validation.
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Chapter 6
Towards Inferring Biomass Productivity in
Large-Scale Systems
Abstract
Scaling-up microalgae production systems is particularly challenging due to the dependence of
growth on both light and nutrient availability. In contrast to lab-scale experiments, full-scale
production systems can exhibit a dramatic loss of productivity due to imperfect mixing, sub-
optimal light distribution, contamination and lack of adequate monitoring and control. The
focus in this chapter§ is on quantifying the effects of imperfect light distribution on the produc-
tivity of large-scale raceway ponds. The analysis starts by extending the model from Chapter 4
to account for photoacclimation, a phenomenon that is expected to have a significant impact
on growth due to the high biomass concentration. In a second step light attenuation and CFD
models are employed to characterize the vertical light distribution and the hydrodynamic con-
ditions in a raceway pond. A large number of Lagrangian trajectories are extracted from CFD
simulation, representing the motion of elementary fluid volumes. Finally the microalgae growth
model is simulated along all the trajectories, which in combination with the light attenuation
model enables reconstruction of the light-exposure history experienced by individual microal-
gae cells. The outcome of this analysis is a realistic prediction of the biomass productivity in
large-scale culturing systems. A comparison with an ideal, perfectly-mixed raceway pond as
well as a flat-plate photobioreactor reveals important patterns of the scaling-up process. More-
over, the significance of photoacclimation is assessed by conducting simulations whereby the
state of acclimation is constant throughout the operation of the raceway.
§Material based upon this chapter has been published in Nikolaou and Chachuat (2015) and Bernardi et al.
(2015c).
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6.1 Introduction
Despite the prospects that microalgae have for biofuel production, commercial viability is cur-
rently hindered by the high nutrient requirements, the trade-off between high lipid content and
fast growth rate (Williams and Laurens, 2010), the challenging lipid extraction process (Scott
et al., 2010) and sub-optimal growth conditions (Brennan and Owende, 2010). As a result,
microalgae-based biodiesel is produced at economically infeasible prices, which can be de-
creased by exploiting economies of scale. However, when compared with laboratory-scale
observations, large-scale facilities involve a significant loss of productivity. For instance, in
paddle-wheel driven raceway ponds, between 0.2-0.3 m deep, the achievable biomass concen-
tration is in the range 0.1-0.5 g L−1, which is significantly lower than a concentration of 10
g L−1, obtained under idealized conditions (Borowitzka, 1999). Important reasons for such a
productivity loss include: (i) light-limited regimes due to light attenuation, especially at high
biomass concentrations; (ii) inefficient mixing that contributes to restricted exposure to nutrients
and light; and (iii) difficulties in controlling single species cultivation in open-air systems.
Microalgae exhibit a remarkable biological complexity due to the interaction of light- and
nutrient-limitation effects that span multiple time scales, ranging from milliseconds to days:
Photoproduction, namely the collection of all processes from photons utilization to CO2 fixa-
tion, occurs in a fraction of a second (Williams and Laurens, 2010); Photoinhibition, the ob-
served loss of photosynthetic production due to excess or prolonged exposure to light, acts
on time scales of minutes to hours (Long et al., 1994); Photoregulation, also known as Non
Photochemical Quenching (NPQ), the set of mechanisms by which microalgae protect their
photosynthetically-active components via the dissipation of excess energy as heat, also occurs
within minutes (Müller et al., 2001); Photoacclimation, the ability of microalgae to adjust their
pigment content and composition under varying light and nutrient conditions, acts on time
scales of hours to days (Macintyre et al., 2002); and finally, the mechanisms involved in nu-
trient internalization and their metabolism into useful products occur within hours to days as
well (Falkowski and Raven, 1997). On top of those bioprocesses, physical phenomena affected
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by the design features of large-scale cultivation systems are also present: light attenuation, the
gradual loss of light intensity when photons penetrate a medium of certain thickness and con-
centration, determines the light field inside the algal culturing system; hydrodynamic conditions
shape the nutrient field but also, in combination with the light field, govern the light history that
individual cells experience as they travel inside a given culturing system.
As a result, the operation of a large-scale system depends both on the biological features
of the grown species and the prevailing physical conditions. Therefore, discriminating among
the biological and physical processes is an important step in understanding the limiting factors
during the scaling-up process. This goal requires (i) the identification of the biological kinetics
in laboratory scale, where light attenuation is negligible and mixing is nearly perfect, (ii) the
characterization of the physical conditions in large-scale systems either via modeling or exper-
imentation, and (iii) the combination of the biological and physical information in a unified
framework that can provide realistic predictions in large-scale systems.
In previous chapters, the biological kinetics have been thoroughly investigated using
laboratory-scale measurements. The analysis resulted in the development of a number of mod-
els which are able to operate under variable light conditions. In particular, Chapters 4 and
5 presented the development and validation of accurate fluorescence models with favorable
identifiability properties. In this chapter, scaling-up effects in raceway ponds are investigated
through the use of the fluorescence model from Chapter 4, which is chosen against the more
detailed, yet more complex model from Chapter 5 to simplify the problem and reduce the
calculation times. Initially, a preliminary extension to account for photoacclimation is con-
ducted in Section 6.2.1, since this phenomenon is expected to have significant influence on
the biomass productivity. In Section 6.2.2, the hydrodynamic conditions, in terms of individ-
ual cell trajectories, are determined for a given raceway pond design, using ANSYS Fluent
15 (http://www.ansys.com/). Subsequently, a model of light attenuation, based on the
Lambert-Beer law is presented in Section 6.2.3. Finally, the models of biology and physics
are combined in Section 6.3, and predictions of biomass productivity in a raceway pond are
inferred in Section 6.4. The productivity predictions are compared with an idealized, perfectly-
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mixed raceway pond and a perfectly-mixed flat-plate photobioreactor and the findings of this
methodology are discussed.
Chapter Objectives
The objectives of this chapter can be summarized in the followings:
1. Extension of the fluorescence model, to account for photoacclimation effects and model
calibration using experimental data for three different acclimation states.
2. Determination of the hydrodynamics using 3D CFD simulation, and extraction of a large
number of Lagrangian trajectories of elementary liquid volumes.
3. Inference of the biomass productivity of a raceway pond by combining biology, light
attenuation and hydrodynamics.
4. Quantification of the effects of mixing, light attenuation and photoacclimation on the
productivity of raceway ponds.
5. Investigation of the significance of the fast time-scale biological processes on the produc-
tivity of raceway ponds.
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6.2 Multi-physics Modeling Framework
As opposed to a solution strategy where biology and physics are solved simultaneously in a
single multi-physics model, computational tractability led to the employment of a sequential
modeling framework to integrate a biological model with light attenuation and hydrodynamics
models. Initially, computational fluid dynamics (CFD) is used to determine the hydrodynamic
conditions inside the raceway pond. This results in the extraction of a large number of trajec-
tories of elementary liquid volumes, representing the motion of individual cells. This is the
so-called Lagrangian approach, since the elementary volumes are freely flowing inside the ve-
locity field of the raceway pond. In a second step, a light attenuation model is implemented to
determine the light distribution in the direction normal to the surface of the raceway pond. The
combination of the Lagrangian trajectories and light attenuation reconstructs the light history
that individual cells experience. Finally, assuming that each liquid volume contains approx-
imately the same amount of biomass, a validated biological model that predicts the rate of
photosynthesis under varying light conditions is integrated along each volumetric trajectory to
predict the biomass evolution of the individual liquid volumes. The raceway pond productivity
is then obtained as the average of productivity of the elementary liquid volumes. The sequential
methodology is depicted in Figure 6.2.
The integration of biology and physics is conducted under the following assumptions:
• The viscosity of the liquid phase in the raceway is independent of the biomass concentra-
tion, an assumption that is valid at biomass concentrations ≤ 1g L−1.
• At a given time, the biomass concentration is assumed to be uniform inside the raceway,
an assumption supported by experimental observations, e.g. Hreiz et al. (2014).
• The pond operates under nutrient-replete conditions and at constant temperature.
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6.2.1 Biological Modeling: Including Photoacclimation Effects
The fluorescence models developed in Chapters 4 and 5 are able to represent the chlorophyll-
specific photosynthesis rate, P chl [gC gchl s−1] under varying light conditions and includes the
effects of photoproduction, photoinhibition and photoregulation. However photoacclimation, a
process expected to have important effect on the biomass productivity of large-scale systems,
has not been considered. This section is concerned with a preliminary extension of the fluores-
cence model to account for photoacclimation effects on P chl. A number of empirical photoac-
climation rules are derived based on the available experimental data, paying special attention
to the theoretical considerations of photoacclimation, highlighted in Chapter 3. The PAM flu-
orescence experiments used to calibrate the empirical rules were obtained1 for the microalga
Nannochloropsis gaditana (CCAP, strain 849/5), following the methodology described in Sec-
tion 4.4.1. Three photoacclimation states are considered, namely 10, 100 and 625 µEm−2 s−1.
Likewise, photosynthesis rate and antenna size measurements at an acclimation state of 100
µE m−2 s−1, also considered in Sections 5.2.3 and 5.2.4, are used for model calibration pur-
poses. Regarding experimental variance, a 1% relative variance is used for the fluorescence
fluxes, while the photosynthesis rate and antenna size measurements are assigned a constant
variance of 0.25 gO2 gchl s−1 and 0.009 m2 µE−1 respectively.
It should be noted that the photoacclimation extension is not implemented within the model
development framework used in Chapters 4 and 5 because the available data is not sufficient
to discriminate among competing hypotheses and conduct a proper model validation. After
reviewing the available experimental data and the theory of photoacclimation, it is assumed that
the following parameters depend on the photoacclimation state:
• Scaling factor, SF: This parameter involves the chlorophyll content of the sample, used
in fluorescence experiments. Since photoacclimation involves a variation in the pigment
content of the cells, this parameter is assumed to follow a power rule with the acclimation
1The experiments used for model calibration were conducted by Dr Tomas Morosinotto group in the Biology
department of Padova University, Italy
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irradiance, Ig:
SF = S0 Ig
κ (6.1)
• Number of PSUs, N : The number of photosynthetic units (PSU) may also vary with the
photoacclimation state (see Chapter 3 for a detailed analysis). Besides theoretical consid-
erations, experimental observations of Nannochloropsis gaditana photoacclimation pat-
terns suggest a strong variation of N with the photoacclimation state (Fisher et al., 1996).
Therefore, it is assumed that N follows a power rule with the acclimation irradiance, Ig:
N = N0 Ig
λ (6.2)
• Photoregulation parameter, IqE: This parameter represents the light intensity at which the
photoregulation activity is at 50% of each maximum. At higher acclimation irradiance, an
increase of the carotenoid to chlorophyll ratio is commonly observed (Simionato et al.,
2011). Since those pigments are actively involved in the dissipation of excitation en-
ergy, a modification of the NPQ mechanisms with the photoacclimation state is expected.
Here, the available experimental data suggest a linear shift of IqE with the acclimation
irradiance:
IqE = I0 + ǫIg (6.3)
These parameter variations include the minimal model complexity that enables: (i) accurate
prediction of the fluorescence fluxes, the antenna size and photosynthesis rate measurements;
(ii) confident estimation of the extra photoacclimation parameters. The remaining model pa-
rameters are assumed independent from the acclimation state of the cells.
Model calibration is conducted for the newly introduced photoacclimation parameters, the
respiration rate, R and the turnover time, τ of the Han model2. The remaining parameters are
set to the values from Tables 4.5 and 4.4. The fitting results of the model to the available data
are presented in Figure 6.2. The corresponding calibrated parameter values along with the re-
spective 95% confidence intervals are listed in Table 6.1. The fitting quality of the model to
2Parameter τ has been estimated in Chapter 5, where photosynthesis rate and antenna size measurements be-
came available. Since the fluorescence model from Chapter 4 is used here, τ is re-estimated.
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Figure 6.2: Model fitting vs fluorescence measurements at acclimation irradiances of 10 (upper-
left), 100 (upper-right) and 625 (lower-left) µEm−2 s−1. The grey-shaded regions correspond
to the actinic light protocol of the experiments. In the lower-right plot the fitting results of
the model versus photosynthesis-irradiance experimental data at an acclimation state of 100
µEm−2 s−1 are also reported.
the fluorescence fluxes is deemed satisfactory. There is an overestimation of the maximal flu-
orescence flux, F ′m at 625 µEm−2 s−1 and a small underestimation at 10 µEm−2 s−1. It can
be noted that an increase in the photoacclimation irradiance results in a decrease in the dark-
adapted fluorescence fluxes, F , Fm and F0 which is attributed to the decrease in the pigment
content of the cells. Moreover, there is qualitative variations in the photoregulation features,
which can be noticed in the F ′ dynamic profile. Finally, the fitting results of the (net) photo-
synthesis rate at an acclimation irradiance of 100 µEm−2 s−1 are also very good, a result that
allows the implementation of this model for biomass productivity predictions, as a first approx-
imation. Regarding the practical identifiability of the parameters reported in Table 6.1, it can be
observed that all photoacclimation parameters and parameter τ are confidently estimated. On
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the other hand, the respiration rate, R has a wide confidence interval (more than 100% of the
estimated value) due to the lack of a photosynthesis rate measurement in the dark where the net
rate of photosynthesis would be negative.
Table 6.1: Estimated photoacclimation parameters and corresponding confidence intervals us-
ing fluorescence measurements at acclimation irradiances of 10, 100 and 625 µEm−2 s−1 and
chlorophyll-specific photosynthesis rate and antenna size measurements at acclimation irradi-
ance of 100 µEm−2 s−1.
Parameter Calibrated value 95% Conf. Int. Units
S0 3.60× 100 2.02× 10−2 Vgchlm−2
κ −1.89× 10−1 1.11× 10−3 −
N0 4.28× 10−7 1.40× 10−8 µEg−1chl
λ 1.22× 10−1 7.76× 10−3 −
I0 8.13× 102 7.33× 100 µEm−2 s−1
ǫ 4.48× 10−1 2.31× 10−2 −
R 1.71× 10−1 1.91× 10−1 gO2 g−1chl hr−1
τ 9.44× 10−3 3.81× 10−4 s
The behavior of the extended model is shown in Figure 6.3, where artificial photosynthesis-
irradiance experiments are simulated. We consider an experimental protocol where the light
intensity is increased in steps of 5 minutes from 0 to 1200 µEm−2 s−1, with a 200 µEm−2 s−1
increase at every step. The photosynthesis rate, which is recorded at the end of each time step
in the right plot of Figure 6.3, is plotted against the corresponding irradiance in the left plot of
Figure 6.3. The procedure is repeated for 3 photoacclimation states, namely at 100, 600 and
1200 µEm−2 s−1 thereby leading to three different PI curves.
A number of interesting observations can be drawn from Figure 6.3. The initial slope of
the predicted PI curves is constant, a photoacclimation feature that is widely reported in the
literature (Macintyre et al., 2002). Moreover, the maximal rate of photosynthesis is greater at
higher acclimation irradiance, while the optimal irradiance is increasing with an increase in the
acclimation irradiance, illustrating that cells acclimated at higher light intensities are more tol-
erant to photoinhibition (Geider et al., 1998) . Specifically, the optimal irradiance and maximal
rate of photosynthesis for different photoacclimation states are linearly related, a theoretical
property derived and supported by data in Chapter 3. It can be concluded that even though the
photoacclimation extension is lacking a proper quantitative validation, the accurate predictions
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Figure 6.3: Model simulation of photosynthesis-irradiance curves at acclimation irradiances
of 100 (red), 600 (magenta) and 1200 (blue) µEm−2 s−1. In the right plot the simulated ex-
perimental protocol is depicted, while the resulting photosynthesis rate is plotted against each
light intensity at the left plot. The grey-dotted line in the left plot illustrates the linear relation
between optimal light intensity and maximal photosynthesis rate at different acclimation states.
of the fluorescence, antenna size and photosynthesis rate measurements, the precise parame-
ter estimation and the consistent qualitative properties of the photosynthesis irradiance curves
show that a proper photoacclimation extension, based on chlorophyll fluorescence modeling, is
possible.
We now have a means of representing P chl by a biological model that accounts for photo-
production, photoinhibition, photoregulation and photoacclimation simultaneously. However,
there is no indication regarding the value of the chlorophyll quota, θ and more importantly its
connection with the scaling factor, SF. Here, we assume a linear relation between SF and θ:
θ = ΨSF (6.4)
A θ value equal to 0.041 gchl g−1C at 267 µEm−2 s−1, derived from the available data in Fábregas
et al. (2002), along with the calibrated expression for SF, give Ψ = 0.032m2 (gCV)−1. It is
noted here that the linear assumption introduced above is legitimate since PAM fluorescence
experiments at different acclimation states are conducted using samples that contain the same
amount of cells. Therefore, the main difference in the composition of the samples is the amount
of pigments, which has been linearly related to SF in Chapter 4.
Along with steady-state photoacclimation modeling, a representation of the photoacclima-
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tion dynamics comes forward from Bernard (2011):
I˙g = δµ(I − Ig) , (6.5)
with δ [–], a constant proportionality coefficient representing the rate of photoacclimation. Here,
δ is calibrated with experimental data from Fisher et al. (1996), describing the evolution of the
cellular chlorophyll concentration during a light shift from 630 to 30 µEm−2 s−1. These data
are normalized with respect to the steady-state values of θ at those acclimation irradiances,
which can be derived from the calibrated expressions (6.1) and (6.4). Eq. (6.5) is fitted to the
normalized data in Figure 6.4, resulting in a value for δ equal to 13.8.
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Figure 6.4: Fitting results of the photoacclimation dynamics using conditioned experimental
data by Fisher et al. (1996). The shaded area represents the light profile that triggered photoac-
climation.
6.2.2 Computational Fluid Dynamics
Problem Setup
Modeling of the flow conditions inside the raceway pond is carried out with the commercial
package ANSYS 15 (http://www.ansys.com/). The raceway pond geometry, specified
in DesignModeler, is given in Figure 6.5. It consists of two circular channels of 2 m width and
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0.8 m depth each, comprising a total volume of 52,560 L, with 15,800 L the volume of the liquid
phase. The vertical direction of the pond is initialized in 0.3 and 0.5 m layers, representing
the liquid and gas phase respectively. The liquid and gas phases are set under motion by a
paddlewheel which is positioned in the middle of one of the channels and includes an axis of
0.2 m radius, where six, equally spaced, paddles of 0.17 m are embedded. The axis center is
positioned 0.4 m above the floor of the raceay pond, while the minimal distance between the
outer edge of the paddles and the floor is 0.03 m. It should be noted here that the length-to-
width ratio of the pond as well as the position and size of the paddlewheel have been randomly
selected, since design considerations such as energy consumption in the paddlewheel and site
restrictions are not important here. To reduce the computational domain, a significant part of
the gas phase is neglected. The meshing tool in ANSYS has been used to design a tetrahedral,
structured mesh with 209,960 nodes and 183,615 elements. The meshing strategy results in a
20 layer vertical discretization of the liquid phase. Moreover, the mesh is divided in two parts:
one finely discretized, sliding mesh of cylindrical shape surrounds the paddlewheel and rotates
around its axis at fixed angular velocity; another is a stationary mesh that includes the remaining
computational domain. Both parts are connected with a non-conformal mesh interface that
allows the motion of the sliding mesh relative to the stationary one. The sliding mesh approach
allows the transient hydrodynamic simulation of the pond, which is necessary due to the flow
dynamics dictated by the paddlewheel rotation.
The code FLUENT is used to solve the Reynolds averaged Navier-Stokes equations in tran-
sient mode, with a time step of 0.01 s. The implicit compressive scheme of the volume of fluid
(VOF) model is used to track the free surface of water and air, which has a surface tension co-
efficient of 71.99 mNm−1 at 25 C◦. The realizable κ− ǫ model with default parameter values
is used to represent turbulence. The convective terms are discretized using the QUICK scheme,
and the diffusion terms are central-differenced. The angular velocity of the impeller is the only
input to the model (all other boundaries have a no-slip condition) and is set equal to 10 rpm.
Time is discretized using a second-order implicit scheme. The simulation is divided in two
parts. During the first 1200 s, the raceway pond is initialized from a resting state to a stabilized
131
Large-scale Productivity Predictions
Figure 6.5: Geometrical characteristics of the simulated raceway pond.
flow. In the second part, which also lasts 1200 s, 2000 particles are injected in the raceway
pond and their position is recorded every second of simulation (Lagrangian trajectories) by a
user-defined function written in C. The particles, having a diameter of 5 µm, to resemble the
size of Nannochloropsis gaditana, are initialized with the velocity of the flow at their points of
injection.
Raceway Pond Hydrodynamics
Figure 6.6 illustrates the velocity field at 0.2 m above the of the raceway pond. The flow is rather
turbulent near the paddlewheel while the regime is laminar elsewhere, reaching 0.3 ms−1. It
can be noticed that the inner bends of the pond cause a flow acceleration, with local velocities
as high as 0.5 ms−1. Interestingly, dead zones, where the velocity is low develop near the outer
bends and in the inner side of the channel opposite the paddlewheel.
Similar conclusions are drawn by plotting the velocity magnitude along a loop that is located
0.2 m above the floor and 1 m outwards the inner wall. This plot is presented in Figure 6.7. It
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Figure 6.6: Colored contour plot of the mean velocity magnitude at 0.2 m above the floor of the
raceway pond and for an impeller angular velocity of 10 rpm.
can be observed that the the velocity magnitude strongly fluctuates near the paddlewheel, a
characteristic related to the short distance between the paddlewheel axis and the free surface
level. Moreover, it can be seen that the velocity stabilizes in the range [0.25-0.30] ms−1 in the
channel opposite the paddlewheel.
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Figure 6.7: Velocity magnitude along the raceway at 0.2 m above the floor of the raceway pond
and 1 m outwards the inner wall.
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Lagrangian Trajectories
Lagrangian trajectories are computed every 1 s of simulation during 20 minutes. Figure 6.8
presents the xy projection (upper plot) and the depth variations (lower plot) of two particle
trajectories. It can be observed that in the first 10 minutes of simulation the vertical position of
the particles fluctuates considerably (the same holds for the following 10 minutes). The most
important factor affecting the vertical position is the paddlewheel rotation, which can push a
particle up or down, depending on its position as it arrives close to the paddles. Interestingly,
the bends of the pond also have an effect on the vertical position of the particles due to local
velocity gradients.
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Figure 6.8: xy projection (upper plot) and dynamic profile of the vertical position (lower plot)
of two particle trajectories.
6.2.3 Light Attenuation
Under laboratory conditions, where the various bioprocesses are investigated, light attenuation
effects can be neglected by using thin photobioreactors, operating at low biomass concentra-
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tion. In contrast, in large-scale production systems, such as raceway ponds or commercial pho-
tobioreactors, commercial viability calls for dense cultures. Therefore, adequate predictions of
microalgae productivity in such systems requires the incorporation of accurate light attenuation
models.
Light attenuation, A is caused by light absorption by pigments and scattering by biomass
particles (Cornet et al., 1992) and can be defined by:
A = ln
(
I0
I
)
, (6.6)
where I [µEm−2 s−1] and I0 [µEm−2 s−1] are the light intensities at the surface and at a certain
depth inside the culture, respectively.
In the lack of suitable experimental data and in order to account for the effects of photoac-
climation, a simple model based on the Lambert-Beer law (Bernard, 2011) is chosen here:
A = (EsX + Eac)z . (6.7)
In Eq. (6.7) light attenuation at a given depth, z [m], is a linear function of the biomass, X
[gC L−1] and chlorophyll, c [gchl L−1] concentration. Ea [m2 gchl−1] is the absorption coefficient
related to light absorption by pigment molecules and Es [m2 gC−1] is the scattering coefficient
related to scattering by biomass particles. The scattering and absorption coefficients are set to
values that are consistent to the light attenuation ranges found in Sevilla and Grima (1997) and
are given in Table 6.2.
Table 6.2: Parameter values for the scattering and absorption coefficients of the modified
Lambert-Beer model.
Parameter Value
Es 0.20× 102 [m2 gC−1]
Ea 0.10× 102 [m2 gchl−1]
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6.3 Technical Coupling of Biology and Physics
In previous sections, the individual components of the sequentially coupled multi-physics model
have been presented. The focus here is on describing how these components are technically
combined within the sequential modeling framework, in order to execute long-term, large-scale
simulations. Since a raceway pond with mixing conditions determined with CFD simulations
is compared with perfectly-mixed culturing systems in the following sections, a separate model
integration strategy for each case needs to be established.
For a given culturing system the biomass productivity can be calculated as:
P (I0) =
1
tf
∫ tf
t0
µ¯(t, I0) X¯(t) dt , (6.8)
where P [g L−1d−1], the volumetric biomass productivity during the interval ∆t = tf − t0, µ¯
[d−1], the average biomass growth rate, X¯ [g L−1], the average biomass concentration and I0
[µEm−2 s−1] the incoming light intensity, which follows a diurnal pattern in outdoor conditions.
The diurnal light pattern is represented here by the sinusoidal function:
I0(t) =
Imax
8
[
1− cos
(
2πt
24
)]3
(6.9)
where Imax the light intensity at midday, assumed to be equal to 1200 µEm−2 s−1.
6.3.1 Mixing based on Lagrangian Trajectories
In a pond with mixing represented by CFD simulation, µ¯ and X¯ are calculated by averaging
over all the Lagrangian trajectories, since each one represents an elementary liquid volume,
containing microalgae. For each trajectory, j the biomass concentration can be defined based
on mass conservation principles:
X˙j = (µj −R−D)Xj (6.10)
µj = P
chl
j θj , (6.11)
where Xj [gC L−1], µj [s−1] and θj [gchl g−1C ] are the biomass concentration, growth rate and
chlorophyll-to-carbon ratio (chlorophyll quota) of trajectory j, while R [s−1], and D [s−1] are
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the endogenous respiration and dilution rates, respectively. P chlj [gC gchl s−1] is the chlorophyll-
specific photosynthesis rate of trajectory j:
P chlj = IjσΦj(Ij) , (6.12)
where Ij [µEm−2 s−1], is the light intensity that trajectory j experiences, σ [m2 g−1chl] the total
cross section, and Φj [gC µE] the photosynthesis quantum yield which is calculated by the
fluorescence model as a function of Ij . Note here that using the stoichiometric coefficient
molO2/molC = 1, P
chl
j can be directly related to the calibration of the O2 photosynthesis rate,
presented in Section 6.2.1.
Moving further, Eq. (6.11) uses an individual θj , suggesting that cells traveling along the
trajectory j are continuously acclimated to the light conditions Ij that they experience:
I˙g
j
= δµj(Ij − Ijg) (6.13)
Ij = I0 exp
[
(EsX¯ + Eaθ¯X¯)zj
]
, (6.14)
with zj the depth of trajectory j, where in the interest of presentation clarity its dependence on
time is omitted. In Eq. (6.14) light attenuation depends on the average biomass concentration,
X¯ and average chlorophyll quota, θ¯, both calculated over all the trajectories, T:
X¯ =
1
T
T∑
j=1
Xj (6.15)
θ¯ =
1
T
T∑
j=1
θj . (6.16)
In short, each trajectory j is associated with a depth variation zj , a biomass concentration Xj
and a chlorophyll quota θj , as well as an individual light history Ij , which is a function of the
average biomass concentration X¯ and chlorophyll quota θ¯ over all the trajectories.
The simulations of the raceway pond have been conducted in a joint Matlab-gPROMS en-
vironment using the goMATLAB utility of gPROMS. Numerical integration of the biological
model has been executed in gPROMS using the Backward Differentiation Formulae (BDF).
Matlab has been used to (i) stepwise-send the vertical position of the Lagrangian trajectories to
gPROMS in order to calculate local irradiance per Eq. (6.14) and (ii) stepwise-store the biomass
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concentration and the average-over-all-the-trajectories light intensity, growth rate and chloro-
phyll quota. For more details, the exact gPROMS-Matlab code can be found in Appendix II.
6.3.2 Perfect Mixing
Following Bernard (2011), in a perfectly-mixed culturing system, µ¯ can be obtained as the
integral of the growth rates at different depths, µ(I(z)):
µ¯ =
1
d
∫ d
0
µ(I(z)) dz , (6.17)
µ(I(z)) = I(z)σΦ(I(z)) (6.18)
where Φ(I(z)) [gC µE] is the photosynthesis quantum yield calculated by the fluorescence
model as a function of the light intensity I(z) at depth z.
Moreover, here an average biomass concentration X¯ cannot be defined since the biomass
concentration is a lumped variable that depends on µ¯:
X˙ = (µ¯− R−D)X (6.19)
Finally, it is assumed that microalgae acclimate at the average light intensity inside the culture,
I¯, implying that the chlorophyll quota is a lumped variable too:
I˙g = δµ¯(I¯ − Ig) (6.20)
I¯ =
1
d
∫ d
0
I(z, I0) dz , (6.21)
In short, the average growth rate of a perfectly-mixed culturing system is calculated by the inte-
gral of the growth rates at different depths, while the biomass concentration is a lumped variable
that depends on the average growth rate. With the exemption of photoacclimation, whereby mi-
croalgae acclimate to the average light intensity, the photosynthetic processes depend on the
local light intensity, which is a function of depth. This implies that the chlorophyll quota is
a lumped variable too. The simulations of the raceway pond under perfect-mixing have been
conducted in gPROMS using the Backward Differentiation Formulae (BDF). For more details,
the exact gPROMS code can be found in Appendix III.
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6.4 Large-Scale Productivity Predictions
In this section biomass productivity predictions of a raceway pond governed by hydrodynamics
determined by CFD (real pond) are obtained by employing the sequential model integration
framework. Numerical integration of the biological model is conducted in the modeling en-
vironment gPROMS where the vertical position of the Lagrangian trajectories is continuously
supplied using Matlab. The productivity outcome is compared with an equally-sized, perfectly-
mixed raceway pond (ideal pond) and a perfectly-mixed, flat-plate photobioreactor of 0.1 m
width (PBR), both sharing the same light attenuation properties. Subsequently, the impact of
photoacclimation on the real pond productivity and the sensitivity of the biological and light
attenuation parameters are evaluated.
A scenario where the raceway pond operates at a dilution rate of 0.25 d−1 is considered, in
order to make a comparison with an identical case found in Chisti (2007). These simulation
results are presented in blue color in Figure 6.9. The simulation begins with an initial biomass
concentration of 0.1 gC L−1, which stabilizes at 0.6 gC L−1 after approximately 25 days. There-
after, the amount of biomass produced during the day is consumed during the night, due to
strong light attenuation that equilibrates the rates of photosynthesis and respiration. Along
with simulation results of the real pond, in Figure 6.9 the results of the ideal pond and that
of the perfectly-mixed, flat-plate photobioreactor are also reported in red and purple color re-
spectively. Next, we evaluate the effect that photoacclimation has on the productivity of the
real pond. This can be achieved by setting to zero the time constant of photoacclimation, δ in
(6.5) and forcing the photoacclimation irradiance to be equal to the initial condition, Ig(0) at
all times. This approach is implemented for three photoacclimation states, namely 100, 600
and 1200 µEm−2 s−1 and the results are reported in Figure 6.10 along with the case where mi-
croalgae are normally acclimating at the light conditions inside the pond. Finally, we conduct a
sensitivity analysis of the biomass productivity predictions with respect to certain parameters of
the multi-physics model. Specifically, the light attenuation and biological parameters are per-
turbed by 20% to calculate individual sensitivity indices. The goal is to evaluate the effect that
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Figure 6.9: Biomass evolution (upper-left), chlorophyll-quota and average light intensity in
the real pond (upper-right), average areal (lower-left) and volumetric (lower-right) productiv-
ity during cyclic steady-state conditions for a raceway pond with mixing determined by CFD
simulation (blue), an ideal raceway under perfect mixing (red) and a perfectly-mixed, flat-plate
photobioreactor (purple). The grey bar shows the productivity of a large-scale raceway pond at
a dilution rate of 0.25 d−1, found in Chisti (2007).
the light-dependent phenomena have on the productivity of large-scale systems. A local, one at
a time screening method is applied because a global method based either on variance decom-
position or derivatives evaluation would be computationally intractable within the sequential
coupling framework of biology and physics. The sensitivity indices, normalized to a maximal
value of 1, are presented in Figure 6.11.
6.4.1 How important is mixing and light attenuation?
Figure 6.9 shows that the raceway pond considered in Section 6.2.2 has a volumetric (biomass)
productivity (lower-right plot) of 0.16 kgm−3 d−1 when the calculation is based on CFD sim-
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Figure 6.10: Comparison of the biomass concentration (left) and the volumetric productivity
(right) between cells able to acclimate (grey) and cells at constant photoacclimation states of
100 (orange), 600 (dark red) and 1200 (green) µEm−2 s−1.
ulation (real pond), while it reaches a value of 0.20 kgm−3 d−1 when idealized operation with
perfect mixing is considered (ideal pond). This shows that the actual mixing conditions con-
tribute to a 20% loss of biomass productivity when compared to perfect mixing; the same con-
clusion can be drawn by comparing the surface productivities (lower-left) of the real and ideal
ponds, which are 0.048 and 0.059 kgm−2 d−1, respectively. Moreover, a comparison of the vol-
umetric productivity of a perfectly-mixed, flat-plate photobioreactor (PBR) of 0.52 gC L−1 d−1
with that of the ideal pond, reveals a loss of approximately 60% when the culture depth is
tripled. This loss is related to stronger shading phenomena of the ideal pond (0.3 m depth) than
the photobioreactor (0.1 m depth). Interestingly, a comparison of those two cultures in terms of
their surface productivities gives advantage to the ideal pond, suggesting that 0.3 m is a more
favorable culture depth if site restrictions of the facility are taken into account.
Figure 6.11 shows that the biomass scattering coefficient, Es significantly affects the pro-
ductivity predictions and needs to be accurately identified from experimental data in order to
evaluate the light attenuation phenomena more realistically. Moreover, the effect of mixing is
specific to the raceway pond design presented in Figure 6.5. A larger geometry may lead to a
lower mixing and a larger, mixing-related, loss of productivity. Likewise, different paddlewheel
rotation speed may also alter the mixing patterns in the pond.
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Figure 6.11: Sensitivity analysis of the multi-physics model, biomass productivity, prediction
with respect to the biological and light attenuation parameters.
6.4.2 How important is photoacclimation?
In Figure 6.9 the average light intensity in the real pond is decreasing over 25 days of simulation,
with a subsequent increase in the chlorophyll-to-carbon ratio, θ. This results from the increase in
the biomass concentration, which intensifies the light attenuation phenomena, while triggering
the adjustment of the pigment content of the cells to the updated light conditions. The different
geometry of the raceway pond and the flat-plate photobioreactor affects the dynamic profile of
θ (and the average light intensity), which however stabilizes at the same value irrespective of
the geometry type. This indicates that when cyclic steady-state is reached, the photoacclimation
state of the cells, which is related to the average light intensity, is independent of the culture
depth, but depends on light attenuation and on the rate of photosynthesis relative to the rate of
respiration. This happens because at different culture depths the cyclic biomass concentration
may be different but the average light intensity takes a value that equilibrates the photosynthesis
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and respiration rates. Therefore, for a constant respiration rate, the average light intensity in
adequately-mixed cultures of different depth (and mixing conditions) is always the same.
Figure 6.10 reveals that photoacclimation has a significant impact on productivity; the al-
most zero sensitivity of the absorption coefficient Ea indicates here that this effect is attributed
to variations in the photosynthesis rate rather than variations in the pigment content. Moreover,
if the acclimation state of the cells were genetically manipulated, cells acclimated at lower light
intensities would have an advantage over those acclimated at higher light intensity. Equiva-
lently, opposite to the intuitive selection of species susceptible to photoinhibition for large-scale
cultivation, it may be better to select species that are naturally exposed (hence acclimated) to
lower light intensities.
The importance of photoacclimation in large-scale systems is also depicted in the sensitivity
analysis presented in Figure 6.11 where the photoacclimation parameters related to the number
of PSUs, N and the scaling factor, SF have an important influence on productivity. The large
sensitivity indices of those parameters also highlight the importance for an accurate photoaccli-
mation model with precisely estimated model parameters.
6.4.3 How important are the fast photosynthetic processes?
Photoproduction, photoinhibition and photoregulation are all included in the fast processes be-
cause of the much shorter time-scales they span when compared with photoacclimation. Pho-
toproduction, represented by the turnover time, τ , the fluorescence parameter ηp and the total
cross section, σ have an important effect on productivity, a result that is to some extent expected.
Furthermore, the parameters related to photoinhibition, kr, kd and ηI have a significant effect on
productivity, even though the average light intensity in the culture under cyclic steady-state is
about 20% of the incoming light. This result is related to the mixing patterns of the pond and
the diurnal cycle. Finally, the photoregulation parameters, ξ, n, ηD and η¯qE are not affecting
productivity as much as the remaining light phenomena. This indicates that the time scales of
mixing are faster than the time scales of photoregulation and the activity of photoregulation is
based on the average light intensity, which under cyclic steady-state is relatively low.
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6.5 Conclusions
This chapter has proposed a multi-physics modeling framework that integrates biology with
light attenuation and hydrodynamics in order to predict the biomass productivity of large-scale
systems. A practical case study has been conducted for a raceway pond. The fluorescence
model presented in Chapter 4 is extended to account for photoacclimation together with pho-
toproduction, photoinhibition and photoregulation. The Lambert-Beer law is used to describe
light attenuation, and CFD simulation is employed to characterize mixing. The results show
that the biomass productivity is significantly affected by light attenuation and mixing condi-
tions. Moreover, both photoacclimation and photoinhibition are found to have an important in-
fluence on the productivity of large-scale systems. Nonetheless, the current form of the model
integration framework calls for two crucial improvements:
• Validation of the photoacclimation extension with the support of dedicated experimental
data. These data, along with fluorescence, photosynthesis rate and antenna size measure-
ments at different photoacclimation states should help in the discrimination of competing
modeling hypotheses.
• Selection and validation of a suitable light attenuation model, since sensitivity analysis
has showed that the productivity predictions are sensitive to the attenuation properties.
Particularly promising are the variants of the mechanistic model by Cornet et al. (1992),
which is based on a mono-dimensional approximation of the radiative transfer equation.
Another important limitation of the proposed approach lies in the calculation times. More
specifically, 17 days of computation were required with an i7-quad core CPU at 1.7 GHz and
8 GB of RAM, to obtain the Lagrangian trajectories. Moreover, the numerical integration of
the fluorescence model along all the Lagrangian trajectories takes several days to reach a cyclic
steady-state. Overall, 20 days of computer simulation are needed for the evaluation of a given
culturing system, operating with a specific species and under given lighting conditions. There-
fore, a holistic large-scale analysis based on the sequential coupling presented here would re-
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quire very long computation times. Among others, the development of surrogate models, based
on a number of computer simulations may prove useful in simulating and optimizing the oper-
ation of large-scale, outdoor cultivation systems.
Besides the identified limitations, the presented modeling framework is the first of its
kind to couple detailed photosynthetic modeling with hydrodynamics, in order to extrapolate
large-scale productivity predictions from laboratory-scale measurements. This is achieved with
the use of mathematical models that are simultaneously based on pulse amplitude modula-
tion (PAM) fluorescence and classical photosynthesis rate measurements. PAM fluorescence
in particular is an automated experimental method that provides data with speed, accuracy
and convenience. As a result, the presented multi-physics model can be used for screening
purposes, where a wide range of species are evaluated based on their coupled fluorescence-
hydrodynamics footprint. In addition, the presented approach can be used to direct research in
genetic engineering by identifying – via model-based optimization – those photosynthetic pa-
rameters that significantly affect the operation of large-scale cultures. Such a prospect has been
already highlighted by the sensitivity analysis results in Figure 6.11, where, for instance, modi-
fications targeting photoproduction and photoinhibition could improve the large-scale, biomass
productivity.
In addition to species selection, the presented work can be used for reactor design purposes.
In the case of raceway ponds, the optimal culture depth, the width and length of the canals, as
well as the size, shape and position of the puddles, are all design variables that can be calculated
using the multi-physics modeling framework. Finally, meteorological data retrieved from geo-
graphic information system (GIS) can be included in Eq. (6.9) to identify the optimal reactor
design and operation at a given geographic location and for a given species.
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Conclusions and Future Directions
This thesis has contributed to the development of multi-scale mathematical models that span
several orders of magnitude in both time and space and are suitable for predictions of microal-
gae photosynthetic productivity in laboratory as well as industrial scale. Advanced mathemati-
cal techniques were combined with state-of-the-art experimental methods in order to accurately
represent the biological systems under consideration. Three chapters focused on the devel-
opment and identification of laboratory-scale models, while the last chapter included a multi-
physics modeling framework, where laboratory-scale predictions were extrapolated to industrial
scale. More specifically, Chapter 3 presented a model that couples nutrient- and light-limitation,
simultaneously accounting for photoacclimation and photoinhibition. The model is able to pre-
dict photosynthesis-irradiance (PI) response curves by accounting for different photoacclima-
tion strategies. This chapter showed that quasi steady-state assumptions, which are typically
used to model PI curves, can lead to confusing interpretations of experimental observations.
Moreover, it was concluded that parameters, related to fast photosynthetic processes cannot
be confidently estimated when PI curves are exclusively considered. Chapter 4, attempted to
address these limitations with the utilization of fluorescence experiments. First, a model that ac-
counts for photosynthetic production, photoinhibition and photoregulation was developed and
validated against multiple experimental data of chlorophyll fluorescence. It was found that flu-
orescence modeling significantly improves the experimental information that can be used for
model identification and leads to the quantification of the states of the reaction centers of pho-
tosystem II (RCII), giving thereby a detailed description of photoinhibition. However, a small
number of parameters remained unidentified. In Chapter 5 model-based design of experiments
along with photosynthesis rate and antenna size measurements were used to identify the remain-
ing parameters. The procedure required the development of a more sophisticated mathematical
description for photoregulation and demonstrated the capabilities of the fluorescence model in
simultaneously predicting fluorescence fluxes and photosynthesis rate measurements. From an
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experimental point of view, fluorescence can lead to the construction of PI curves without the
need of time-consuming PI experiments. From a modeling point of view, quasi steady-state as-
sumptions can be avoided since the fluorescence model can predict PI protocols using dynamic
simulation. Finally, in Chapter 6 the validated fluorescence model was extended to account
for photoacclimation and was integrated with physics models that characterize hydrodynamics
and light attenuation in large-scale cultivation systems. This coupling resulted in large-scale
predictions for the biomass productivity. Comparing the results with an ideal, perfectly-mixed
raceway pond and a perfectly-mixed photobioreactor, it was concluded that mixing and light
attenuation affect the biomass productivity as much as 20% and 60% respectively. The sensitiv-
ity analysis results suggested that photoacclimation has an important impact on the productivity
of commercial-scale raceway ponds, because the low average light intensity that results at high
cell densities, forces microalgae to acclimate at high chlorophyll-to-carbon quotas.
7.1 Coupling Nutrient and Light Effects
Even though the model in Chapter 3 coupled photoinhibition, photoacclimation and nutrient uti-
lization, the lack of suitable experimental data dictated the validation of the photoacclimation-
photoinhibition coupling only, assuming nutrient-replete conditions. Here, we preliminary in-
vestigate the validity of the coupling between nutrient- and light-limitation by considering the
model from Chapter 3 and data from Flynn et al. (1994). The data correspond to the microalgae
Isochrysis galbana, grown in batch mode, in a photobioreactor 0.25 m deep, under a 12:12 L:D
cycle with an incident light intensity of 100 µEm−2 s−1 and ammonium as the nitrogen source.
Following Geider et al. (1998), the Lambert-Beer law, with a biomass extinction coefficient of
16.2 gchlm−2, is used to describe light attenuation, while biomass growth is assumed to depend
on the average light intensity inside the photobioreactor. The fitting results of the model with
the data are presented in Figure 7.1.
The model predictions agree well with the data by Flynn et al. (1994). It can be observed
that the internalization of the nitrogen source (lower-left plot) to cellular nitrogen (lower-right
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Figure 7.1: Fitting of the coupled light and nutrient effects from the model developed in Chap-
ter 3 with experimental data of biomass, chlorophyll, ammonium and cellular nitrogen from
Flynn et al. (1994).
plot) results in the observed biomass growth (upper-left plot). At the same time the progres-
sive accumulation of cellular nitrogen results in the increase of the chlorophyll concentration,
confirming the relation between pigments and cellular nitrogen (Bernard, 2011). The combined
nutrient and light effects become evident in Figure 7.2, where the increase in the chlorophyll
concentration cannot entirely be attributed to the increase in nitrogen, since the chlorophyll-
to-nitrogen ratio (blue line) also increases. This increase is related to the acclimation of the
cells at the average irradiance inside the photobioreactor (shaded area), which decreases as the
biomass grows due to stronger shading. Therefore, the model can explain the available data by
simultaneously accounting for nutrient and light effects.
This analysis suggests that coupling the nutrient and light effects within the context pre-
sented in Chapter 3 is possible. Besides, Geider et al. (1998) and Bernard (2011) followed a
similar approach whereby nutrient- and light-limited growth rates are multiplied to give a multi-
dependent growth expression. However, such a coupling is not yet validated and it would re-
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Figure 7.2: Accounting for nutrient and light co-limitation using the model developed in Chap-
ter 3. Fitting the chlorophyll-to-nitrogen quota (blue) and the chlorophyll-to-carbon quota (red)
with data for the microalgae Isochrysis galbana from Flynn et al. (1994).
quire a combination of the measurements presented in Figure 7.1 with photosynthesis-irradiance
curves at various photoacclimation states and nutrient levels. Alternatively, a mechanistic cou-
pling between light and nutrient effects might reduce parametric correlations that arise from
multiplying different terms, leading thereby to more identifiable models. A coupling of this kind
is depicted in Figure 7.3 where light and nutrient effects are coupled through the introduction
of a model variable representing the concentration of the enzyme RuBisCO. More specifically,
the light reactions, modeled using the methodologies introduced in Chapters 3, 4 and 5, pro-
duce NADPH and ATP molecules, which can be stoichiometrically related to the electron flow
in the electron transport chain, hence to chlorophyll fluorescence. Thereafter, these molecules
are consumed by RuBisCO in the Calvin-Benson-Bashham cycle, which can be represented
using multiple first order kinetics or standard kinetic models such as the Monod function. Ni-
trogen limitation is introduced assuming that cellular nitrogen affects (i) the concentration of
chlorophyll, a rule already introduced in Chapter 3, and (ii) the concentration of RuBisCO.
Subsequently, the concentration of RuBisCO can be related to the maximum uptake rate of
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NADPH and ATP, leading to a carbon fixation rate that simultaneously depends on nitrogen
and light availability. The proposed reaction scheme is an (over-)simplification of the actual
processes occurring under light and nitrogen co-limitation. However, it is the author’s opinion
that this approach will result in models with a higher degree of determinism, thereby leading to
a mechanistic integration of nutrient and light effects.
Figure 7.3: Proposed reaction scheme to deterministically couple nitrogen and light limitation:
1 Internalization of inorganic nitrogen via transport proteins. 2 Distribution of cellular ni-
trogen for chlorophyll and RuBisCO synthesis. 3 Internalization of bicarbonate anions via
transport proteins. 4 Utilization of bicarbonate anions as substrate for enzymatic processes
catalyzed by RuBisCO. 5 The light reactions of photosynthesis. 6 Utilization of NAD-
PH/ATP as substrates for enzymatic processes catalyzed by RuBisCO. 7 The Calvin-Benson-
Bassham cycle responsible for carbon fixation.
7.2 Probing Photosynthesis via Fluorescence
The use of chlorophyll fluorescence for modeling of photosynthesis has proved especially in-
sightful. Theoretical assumptions on basic photosynthetic phenomena such as photoproduction,
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photoinhibition and photoregulation were tested. Among others, the rate of excitation of the re-
action centers at a given photoacclimation state was found to be linearly correlated with the
incoming light intensity validating thereby a standard assumption in state models (Kok, 1956;
Eilers and Peeters, 1988; Han, 2002; Rubio et al., 2003). Photoregulation dynamics were de-
scribed as a multi-step dynamic process related to both zeaxanthin and LHCSR protein, which
supports the experimental conclusions by Pinnola et al. (2013). Finally, the mathematical prop-
erties of the model led to the derivation of an expression of the level of damage as a function of
classical fluorescence parameters, which allows for inference of the dynamic effect of photoin-
hibition at varying light intensity. This last feature can be coupled with variable fluorescence
measurements, Fv/Fm at different photoacclimation states to (i) quantify more accurately the
relationship between photoacclimation and photoinhibition (ii) investigate the constant initial
slope assumption at different photoacclimation states. Furthermore, fluorescence modeling has
provided a means of measuring photosynthesis rate without the need for complicated, time-
consuming and potentially inaccurate photosynthesis-irradiance experiments. This also opened
the possibility of using fluorescence to predict culture productivity. Taking into consideration
the versatility of fluorometers, experimental techniques such as PAM fluorometry, can act as a
fast screening tool for the photosynthetic characteristics of different species. This prospect is
supported by the narrow confidence regions of the estimated parameters that describe the fast
time-scale phenomena, as well as from the satisfying validation results against very complex
light protocols. Furthermore, model-based design of experiment was successfully implemented
offering good prospects in the progressive improvement of the model prediction robustness and
ultimately the understanding of photosynthesis via fluorescence. In this context, the combina-
tion of fluorescence with other experimental techniques, such as antenna size, oxygen evolution
and growth rate measurements can reduce the biological uncertainty and isolate the actual mech-
anisms at play among a vast pool of possibilities. All these are possible by the application of
a systematic framework, such as the one presented in Chapter 5, where modeling is intercon-
nected with experimentation.
In more technical terms, the proposed fluorescence models could accurately capture all
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of the photosynthetic phenomena, with the exception of photoacclimation. Due to a lack of
suitable experimental data, this latter phenomenon was mathematically described in Chapter 6
based on a set of empirical rules in order to capture the dominant photoacclimation features.
Clearly, a more systematic approach like the one followed in the mathematical identification of
photoproduction, photoregulation and photoinhibition, in Chapter 5, is needed. This approach
needs to be supported by experimental data at a number of photoacclimation states. Finally, the
effect of nutrient limitation on fluorescence signaling, experimentally investigated by Parkhill
et al. (2001) and Kiefer (1973), should also be modeled.
Besides closed-system where single-species cultivation is possible, the developed fluores-
cence models can be used in open cultivation systems where multiple species are typically
grown. More specifically, the portability of fluorometers and the narrow confidence of the fluo-
rescence parameters – see Chapters 4 and 5 – open possibilities in the analysis of multi-species
cultivation with fluorometers. One such possibility is the monitoring of population dynamics
via on-line parameter estimation. According to this approach, parameter estimation problems
are solved sequentially during the operation of an open culture in order to detect the appearance
of new species from variations in the value of the estimated parameters. Moreover, monitoring
the rate of change of the calculated parameters can reveal regimes of stable/unstable operation,
bounding thereby a major uncertainty of large-scale cultivation. Another possibility is related to
the optimal operation of open systems via the use of on-line optimization. For instance, in the
case of a raceway pond, the angular velocity of the puddlewheel can be dynamically adjusted to
optimize an objective function that is based on local fluorescence measures.
7.3 Optimizing the Productivity of Industrial Systems
Commercial viability of microalgae-derived biofuel is not yet demonstrated and requires opti-
mized growth conditions, where biomass is growing fast and metabolism is conveniently shifted
towards neutral lipids production. This thesis has been concerned with the representation of
biomass growth, which is characterized by interactions between photosynthesis and metabolism
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as well as by physical processes present in large-scale cultivation systems.
This section considers a flat-plate, perfectly-mixed photobioreactor, to illustrate the use of
mathematical optimization in the improvement of the operation of large-scale systems. More
specifically, indoor operation, where the incoming light can be controlled with the use of an
artificial light source, is compared with outdoor conditions, where the incoming light is sub-
ject to a diurnal cycle. It is assumed that biology is represented by the model of Chapter 6,
where photoproduction, photoinhibition, photoregulation and photoacclimation are all taken
into account. For illustration purposes, only the first 10 days of batch operation are considered,
assuming nutrient-replete conditions and a constant temperature. Additionally, it is assumed
that the maximum light intensity of the artificial light is equal to the outdoor light intensity at
midday. The optimization problem is solved in transient mode in the modeling environment
gPROMS, with objective function:
J = max
I0
(
w1
1
tf
∫ tf
t0
µ¯(t)X(t) dt − w2 1
tf
∫ tf
t0
I0(t) dt
)
, (7.1)
where tf [d] the time horizon of the optimization problem and w1 and w2 are weighting coeffi-
cients of the objective function terms, with w1 >> w2, and I0 [µE m−2 s−1] the incoming light
intensity. Eq. (7.1) maximizes the biomass productivity, while keeping the energy consumption
of the artificial light at a minimum. The optimization problem is solved using the direct se-
quential method, where the control variable, I0 is discretized in 40 intervals. Indoor (red lines)
and outdoor (blue lines) operation of the photobioreactor are compared in Figure 7.4. In the
upper-left plot it can be seen that by controlling the light intensity, the biomass concentration
after 10 days of operation can be doubled in comparison to a photobioreactor that is exposed
to natural light. More specifically, the operation of the indoor photobioreactor can be divided
in two phases. Initially, the light intensity is progressively increased from a low level to the
maximum allowable value, where it remains until the end of the time horizon. This trend can be
understood if we investigate the lower-left plot, where the extent of photoinhibition is presented.
In the beginning of the operation, the biomass concentration is low, leading to little light atten-
uation. In this phase, the incoming light intensity is kept at a low value in order to ensure high
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Figure 7.4: Optimal operation of an indoor, flat-plate, perfectly-mixed photobioreactor of 0.1
m depth (red) and comparison with an identical photobioreactor exposed to outdoor light con-
ditions (blue).
photoproduction and minimal photoinhibition. The progressive increase in the biomass concen-
tration, causes an intensification of the light attenuation phenomena and is accommodated by
an equivalent increase in the light intensity, I0, in order to sustain a high growth rate. Around
the third day of operation the biomass concentration is high enough and the light attenuation
phenomena keep the average light intensity (and photoinhibition) in the photobioreactor at low
values. These are also depicted in the lower-right plot where the biomass growth achieved in
outdoor (blue line) and indoor (red line) conditions is presented. It can be observed that in the
initial growth phase where biomass concentration is low, the indoors photobioreactor achieves
higher growth rates.
In the presented analysis, the total light energies in the outdoor and indoor photobioreactors
are 324 and 873 Em−2, respectively, during the 10 days of operation. Therefore, the produc-
tivity gains in the indoor system can be attributed simply to a higher energy availability. To
resolve this issue, we formulate a second optimization problem, where the total light energy
of the indoor system is bounded between 0-324 Em−2, while the objective function becomes
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simply the maximization of the biomass productivity. Indoor and outdoor operation of the pho-
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Figure 7.5: Optimal operation of an indoor, flat-plate, perfectly-mixed photobioreactor of 0.1
m depth (red) and comparison with an identical photobioreactor exposed to outdoor light con-
ditions (blue), where the total incoming energy is the same for both cases.
tobioreactor with equal total light energy are compared in Figure 7.5. It the upper-left plot
it can be observed that the biomass concentration is approximately 50% greater in the indoor
photobioreactor, even though the total incoming energy is the same in both systems. Moreover,
photoinhibition is following a similar trend as in the previous case, while the light intensity is
progressively increasing throughout the time horizon of the optimization problem, with a sharp
increase in the end in order to bring the total energy consumption to the maximum allowable
value of 324 Em−2.
The optimization analysis shows that mechanistic mathematical models could unveil op-
timal operation strategies that are difficult to conceive based solely on intuition and motivate
for model-based productivity optimization based on accurate mathematical models. Finally,
these results illustrate the improvements we can expect if we find optimal "training" patterns of
certain microalgae species.
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7.4 Concluding Remarks
Microalgae cultures are complex systems where physical, chemical and biological phenom-
ena are tightly interacting. Even in laboratory conditions, where physical phenomena can be
adequately controlled, the growth of microalgae depends on numerous factors, including nu-
trient, light and CO2 availability, temperature fluctuations, and others. Since the 1900s ex-
perimental investigation and mathematical analysis has contributed significantly to unraveling
various photosynthetic phenomena, many of which remain poorly understood. Nonetheless,
today, commercial viability of biodiesel production, as well as various biorefinery concepts
calls for "training" of the most promising species to operate under optimal conditions, either by
physiological or genetic means.
This task is further complicated by the remarkable biodiversity that microalgae exhibit;
the 10 taxonomic groups involve hundreds of thousands of species. Therefore, scientific in-
tuition, supported by trial-and-error experimentation, although always useful, cannot easily
unveil the best species or the optimal cultivation practice. For instance, the development of
high-fidelity models requires experiments on the effects that light and nutrient availability has
on PI curves, fluorescence fluxes, and intracellular pools of carbon, nitrogen, phosphorous, and
metabolites such as lipids, pigments and proteins. The time-scale separation of photosynthesis
and metabolic processes requires measurements from milliseconds in the case of fluorescence
to hours and days in the case of metabolites. These experiments need to be conducted for a
single strain, in photobioreactors that provide minimal light attenuation and near-perfect mix-
ing. Besides the identification of the biological processes, the effects of scaling-up need to be
investigated separately for raceway ponds and different photobioreactor types, using a combi-
nation of experimentation and CFD modeling. Different reactor designs (i.e. geometry, size,
etc) and different operating conditions (i.e. impeller rotation velocity, bubble size distribution
and velocity) also need to be investigated to understand the effects of scaling-up and provide
optimal design and operation guidelines.
It is obvious that finding the best strain and its optimal cultivation system and strategy is a
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problem that depends on a very large number of parameters and therefore requires systematic
approaches. Important improvements can be achieved under a closer scientific cooperation
between experimental biologists and mathematical modelers. In such a working protocol, the
experimental knowledge gained by experimentalists can be organized by modelers, matching
thereby experimental observations and theoretical hypotheses. In this context, models can be
seen as libraries where past knowledge is stored and continuously updated via the use of model
calibration and parameter estimation. At the same time, the application of optimal design of
experiments and sensitivity analysis techniques close the loop by summarizing past knowledge
into insightful experiments. Ultimately, this cyclic process can tackle the biological complexity,
which is typically increasing as more advanced experimental techniques become available, and
can also contribute to models that can be confidently used for commercial purposes.
157
Bibliography
Algae-based biofuels: A Review of Challenges and Opportunities for Developing Countries.
Technical report, Food and Agriculture Organization of the United Nations (FAO), Rome,
2009. URL www.fao.org/bioenergy/aquaticbiofuels.
B. D. Adams and W. W. A. III. The role of xanthophyll cycle carotenoids in the protection of
photosynthesis. Trends in Plant Science, 1(1):21 – 26, 1996.
A. Ahmad, N. M. Yasin, C. Derek, and J. Lim. Microalgae as a sustainable energy source for
biodiesel production: a review. Renewable and Sustainable Energy Reviews, 15(1):584–593,
2011.
B. Alberts, D. Bray, K. Hopkin, A. Johnson, J. Lewis, M. Raff, K. Roberts, and P. Walter.
Essential cell biology. Garland Science, 2013.
H. Ali, T. A. Cheema, H.-S. Yoon, Y. Do, and C. W. Park. Numerical prediction of algae
cell mixing feature in raceway ponds using particle tracing methods. Biotechnology and
bioengineering, 112(2):297–307, 2015.
T. Anning, H. L. MacIntyre, S. M. Pratt, P. J. Sammes, and R. J. Gibb, S. and. Photoacclimation
in the marine diatom skeletonema costatum. Limnology & Oceanography, 45:1807–1817,
2000.
D. I. Arnon, H. Y. Tsujimoto, and B. D. McSWAIN. Photosynthetic phosphorylation and elec-
tron transport. 1965.
S. Asprey and S. Macchietto. Statistical tools for optimal dynamic model building. Computers
& Chemical Engineering, 24(2):1261–1267, 2000.
M. R. Badger, T. J. Andrews, S. Whitney, M. Ludwig, D. C. Yellowlees, W. Leggat, and G. D.
Price. The diversity and coevolution of rubisco, plastids, pyrenoids, and chloroplast-based
158
Bibliography
co2-concentrating mechanisms in algae. Canadian Journal of Botany, 76(6):1052–1071,
1998.
N. R. Baker. Chlorophyll fluorescence: A probe of photosynthesis in vivo. Annual Review of
Plant Biology, 59(1):89–113, 2008.
M. Baklouti, V. Faure, L. Pawlowski, and A. Sciandra. Investigation and sensitivity analysis of
a mechanistic phytoplankton model implemented in a new modular numerical tool (eco3m)
dedicated to biogeochemical modelling. Progress in Oceanography, 71(1):34–58, 2006.
E. Baly. The kinetics of photosynthesis. Proceedings of the Royal Society of London. Series B,
Biological Sciences, 117(804):218–239, 1935.
J. Barber. Molecular basis of the vulnerability of photosystem ii to damage by light. Functional
Plant Biology, 22(2):201–208, 1995.
Y. Bard. Nonlinear parameter estimation, volume 513. Academic Press New York, 1974.
C. Baroukh, R. Muñoz-Tamayo, J.-P. Steyer, and O. Bernard. Drum: a new framework for
metabolic modeling under non-balanced growth. application to the carbon metabolism of
unicellular microalgae. 2014.
R. Bellman and K. J. Åström. On structural identifiability. Mathematical biosciences, 7(3):
329–339, 1970.
G. Bellu, M. P. Saccomani, S. Audoly, and L. D’Angiò. Daisy: a new software tool to test global
identifiability of biological and physiological systems. Computer methods and programs in
biomedicine, 88(1):52–61, 2007.
O. Bernard. Hurdles and challenges for modelling and control of microalgae for CO2 mitigation
and biofuel production. Journal of Process Control, 21(10):1378–1389, 2011.
O. Bernard and J. L. Gouzé. Nonlinear qualitative signal processing for biological systems:
application to the algal growth in bioreactors. Mathematical Biosciences, 157:357–372, 1999.
159
Bibliography
O. Bernard and B. Rémond. Validation of a simple model accounting for light and temperature
effect on microalgal growth. Bioresource technology, 123:520–527, 2012.
O. Bernard, F. Mairet, and B. Chachuat. Modelling of microalgae culture systems with ap-
plications to control and optimization. Advances in biochemical engineering/biotechnology,
2015.
A. Bernardi, A. Nikolaou, A. Meneghesso, T. Morosinotto, B. Chachuat, and F. Bezzo. Using
fluorescence measurements to model key phenomena in microalgae photosynthetic mecha-
nisms. Chemical Engineering Transactions, 43:217–222, 2015a.
A. Bernardi, A. Nikolaou, A. Meneghesso, T. Morosinotto, B. Chachuat, and F. Bezzo. High-
fidelity modeling of light-limited photosynthetic production in microalgae using pam fluo-
rescence and optimal experiment design. Bioresource Technology, Submitted, 2015b.
A. Bernardi, A. Nikolaou, A. Meneghesso, T. Morosinotto, B. Chachuat, and F. Bezzo. A frame-
work for dynamic modeling of photosynthesis-irradiance curves in microalgae. In PSE12 and
ESCAPE25. Copenhagen, Denmark, 2015c.
W. Bilger and O. Björkman. Role of the xanthophyll cycle in photoprotection elucidated
by measurements of light-induced absorbance changes, fluorescence and photosynthesis in
leaves of hedera canariensis. Photosynthesis Research, 25(3):173–185, 1990.
W. Bilger and U. Schreiber. Energy-dependent quenching of dark-level chlorophyll fluorescence
in intact leaves. In Excitation Energy and Electron Transfer in Photosynthesis, pages 157–
162. Springer, 1987.
F. F. Blackman. Optima and limiting factors. Annals of Botany, pages 281–295, 1905.
G. Bonente, S. Pippa, S. Castellano, R. Bassi, and M. Ballottari. Acclimation of Chlamy-
domonas reinhardtii to different growth irradiances. Journal of Biological Chemistry, 287
(8):5833–5847, 2012.
160
Bibliography
M. A. Borowitzka. Algal biotechnology products and processes—matching science and eco-
nomics. Journal of applied phycology, 4(3):267–279, 1992.
M. A. Borowitzka. Commercial production of microalgae: ponds, tanks, tubes and fermenters.
Journal of biotechnology, 70(1):313–321, 1999.
G. E. Box and H. Lucas. Design of experiments in non-linear situations. Biometrika, pages
77–90, 1959.
BP. Energy outlook 2035. London, UK, February, 2015.
L. Brennan and P. Owende. Biofuels from microalgae—a review of technologies for production,
processing, and extractions of biofuels and co-products. Renewable and Sustainable Energy
Reviews, 14(2):557 – 577, 2010.
D. E. Burmaster. The unsteady continuous culture of phosphate-limited monochrysis lutheri
droop: experimental and theoretical analysis. Journal of Experimental Marine Biology and
Ecology, 39(2):167–186, 1979.
D. A. Campbell and E. Tyystjärvi. Parameterization of photosystem ii photoinactivation and
repair. Biochimica et Biophysica Acta (BBA)-Bioenergetics, 1817(1):258–265, 2012.
A. Chakrabarty, G. T. Buzzard, and A. E. Rundell. Model-based design of experiments for
cellular processes. Wiley Interdisciplinary Reviews: Systems Biology and Medicine, 5(2):
181–203, 2013.
R. L. Chang, L. Ghamsari, A. Manichaikul, E. F. Hom, S. Balaji, W. Fu, Y. Shen, T. Hao, B. Ø.
Palsson, K. Salehi-Ashtiani, et al. Metabolic network reconstruction of chlamydomonas
offers insight into light-driven algal metabolism. Molecular systems biology, 7(1):518, 2011.
Y. Chisti. Biodiesel from microalgae. Biotechnology advances, 25(3):294–306, 2007.
J. F. Cornet, C. G. Dussap, P. Cluzel, and G. Dubertret. A structured model for simulation of
cultures of the cyanobacterium spirulina platensis in photobioreactors: Ii. identification of
161
Bibliography
kinetic parameters under light and mineral limitations. Biotechnology and Bioengineering,
40(7):826–834, 1992.
C. Critchley and A. W. Russell. Photoinhibition of photosynthesis in vivo: the role of protein
turnover in photosystem ii. Physiologia Plantarum, 92(1):188–196, 1994.
D. Dermoun, D. Chaumont, J.-M. Thebault, and A. Dauta. Modelling of growth of porphyrid-
ium cruentum in connection with two interdependent factors: light and temperature. Biore-
source technology, 42(2):113–117, 1992.
D. Dochain and P. Vanrolleghem. Dynamical modelling and estimation in wastewater treatment
processes. IWA publishing, 2001.
M. R. Droop. Vitamin B12 and marine ecology. The kinetics of uptake, growth and inhibition in
Monochrysis lutheri. Journal of the Marine Biological Association of the United Kingdom,
48(3):689–733, 1968.
M. R. Droop. The nutrient status of algal cells in continuous culture. Journal of the Marine
Biological Association of the United Kingdom, 54(04):825–855, 1974.
M. R. Droop. 25 years of algal growth kinetics – a personal view. Botanica Marina, 16:99–112,
1983.
P. Duarte. A mechanistic model of the effects of light and temperature on algal primary produc-
tivity. Ecological Modelling, 82(2):151–160, 1995.
P. Eilers and J. Peeters. A model for the relationship between light intensity and the rate of
photosynthesis in phytoplankton. Ecological modelling, 42(3):199–215, 1988.
P. H. C. Eilers and J. C. H. Peeters. Dynamic behavior of a model for photosynthesis and
photoinhibition. Ecological Modelling, 69(1-2):113–133, 1993.
J. J. Elser, M. E. Bracken, E. E. Cleland, D. S. Gruner, W. S. Harpole, H. Hillebrand, J. T. Ngai,
E. W. Seabloom, J. B. Shurin, and J. E. Smith. Global analysis of nitrogen and phosphorus
162
Bibliography
limitation of primary producers in freshwater, marine and terrestrial ecosystems. Ecology
letters, 10(12):1135–1142, 2007.
N. T. Eriksen. The technology of microalgal culturing. Biotechnology letters, 30(9):1525–1536,
2008.
J.-M. Escoubas, M. Lomas, J. LaRoche, and P. G. Falkowski. Light intensity regulation of cab
gene transcription is signaled by the redox state of the plastoquinone pool. Proceedings of
the National Academy of Sciences, 92(22):10237–10241, 1995.
J. Fábregas, A. Maseda, A. Domínguez, M. Ferreira, and A. Otero. Changes in the cell compo-
sition of the marine microalga, nannochloropsis gaditana, during a light: dark cycle. Biotech-
nology letters, 24(20):1699–1703, 2002.
P. G. Falkowski. The role of phytoplankton photosynthesis in global biogeochemical cycles.
Photosynthesis Research, 39(3):235–258, 1994.
P. G. Falkowski and J. LaRoche. Acclimation to spectral irradiance in algae. Journal of Phy-
cology, 27(1):8–14, 1991.
P. G. Falkowski and T. G. Owens. Light-shade adaptation : Two strategies in marine phyto-
plankton. Plant Physiology, 66(4):592–595, 1980.
P. G. Falkowski and J. A. Raven. Aquatic Photosynthesis. Princeton University Press, 1997.
ISBN 9780691115504. doi: 10.1111/j.1365-2427.2007.01876.x.
P. G. Falkowski and J. A. Raven. Aquatic Photosynthesis. Princeton University Press, 2nd
edition, 2007.
P. G. Falkowski, Z. Dubinsky, and K. Wyman. Growth-irradiance relationships in phytoplank-
ton. Limnology and Oceanography, 30(2):311–321, 1985.
P. G. Falkowski, R. Greene, and Z. Kolber. Light utilization and photoinhibition of photosyn-
thesis in marine phytoplankton. Technical report, Brookhaven National Lab., Upton, NY
(United States), 1993.
163
Bibliography
B. Faugeras, O. Bernard, A. Sciandra, and M. Levy. A mechanistic modelling and data assim-
ilation approach to estimate the carbon/chlorophyll and carbon/nitrogen ratios in a coupled
hydrodynamical-biological model. Nonlinear Processes in Geophysics, 11:515–533, 2004.
T. Fisher, J. Minnaard, and Z. Dubinsky. Photoacclimation in the marine alga nannochlorop-
sis sp.(eustigmatophyte): a kinetic study. Journal of plankton research, 18(10):1797–1818,
1996.
P. Fleck-Schneider, F. Lehr, and C. Posten. Modelling of growth and product formation of
porphyridium purpureum. Journal of biotechnology, 132(2):134–141, 2007.
K. Flynn, K. Davidson, and J. Leftley. Carbon-nitrogen relations at whole-cell and free-amino-
acid levels during batch growth of isochrysis galbana (prymnesiophyceae) under conditions
of alternating light and dark. Marine Biology, 118(2):229–237, 1994.
K. J. Flynn. A mechanistic model for describing dynamic multi-nutrient, light, temperature
interactions in phytoplankton. Journal of Plankton Research, 23(9):977–997, 2001.
G. Franceschini and S. Macchietto. Model-based design of experiments for parameter precision:
State of the art. Chemical Engineering Science, 63(19):4846–4872, 2008.
H. Gaffron and K. Wohl. Zur theorie der assimilation. Naturwissenschaften, 24(6):81–90, 1936.
F. García-Camacho, A. Sánchez-Mirón, E. Molina-Grima, F. Camacho-Rubio, and J. Merchuck.
A mechanistic model of photosynthesis in microalgae including photoacclimation dynamics.
Journal of theoretical biology, 304:1–15, 2012.
R. J. Geider, H. L. MacIntyre, and T. M. Kana. A dynamic model of photoadaptation in phyto-
plankton. Limnology and Oceanography, 41(1):1–15, 1996.
R. J. Geider, H. L. MacIntyre, and T. M. Kana. Dynamic model of phytoplankton growth and
acclimation: responses of the balanced growth rate and the chlorophyll a:carbon ratio to light,
nutrient-limitation and temperature. Marine Ecology Progress Series, 148:187–200, 1997.
164
Bibliography
R. J. Geider, H. L. Maclntyre, and T. M. Kana. A dynamic regulatory model of phytoplanktonic
acclimation to light, nutrients, and temperature. Limnology and Oceanography, 43(4):679–
694, 1998.
B. Genty, J.-M. Briantais, and N. R. Baker. The relationship between the quantum yield of
photosynthetic electron transport and quenching of chlorophyll fluorescence. Biochimica et
Biophysica Acta (BBA) - General Subjects, 990(1):87 – 92, 1989.
A. M. Gilmore. Mechanistic aspects of xanthophyll cycle-dependent photoprotection in higher
plant chloroplasts and leaves. Physiologia Plantarum, 99(1):197–209, 1997.
J. C. Goldman and E. J. Carpenter. A kinetic approach to the effect of temperature on algal
growth1. Limnology and Oceanography, 19(5):756–766, 1974.
M. Grewal and K. Glover. Identifiability of linear and nonlinear dynamical systems. Automatic
Control, IEEE Transactions on, 21(6):833–837, 1976.
E. M. Grima, F. G. Camacho, J. Pérez, J. Sevilla, F. Fernandez, and A. C. Gomez. A mathe-
matical model of microalgal growth in light-limited chemostat culture. Journal of chemical
technology and biotechnology, 61(2):167–173, 1994.
B. P. Han. Photosynthesis-irradiance response at physiological level: A mechanistic model.
Journal of Theoretical Biology, 213:121–127, 2001.
B. P. Han. A mechanistic model of algal photoinhibition induced by photodamage to
photosystem-II. Journal of Theoretical Biology, 214(4):519–27, 2002.
B. P. Han, M. Virtanen, J. Koponen, and M. Straskraba. Effect of photoinhibition on algal
photosynthesis: a dynamic model. Journal of Plankton Research, 22(5):865–885, 2000.
P. Hartmann, A. Nikolaou, B. Chachuat, and O. Bernard. A dynamic model coupling photoac-
climation and photoinhibition in microalgae. In European Control Conference (ECC’13),
July 17-19, 2013, Zürich, Switzerland, 2013.
165
Bibliography
P. Hartmann, Q. Béchet, and O. Bernard. The effect of photosynthesis time scales on microalgae
productivity. Bioprocess and biosystems engineering, 37(1):17–25, 2014a.
P. Hartmann, D. Demory, C. Combe, R. Hamouda, A.-C. Boulanger, M.-O. Bristeau, J. Sainte-
Marie, B. Sialve, J.-P. Steyer, S. Rabouille, et al. Growth rate estimation of algae in raceway
ponds: A novel approach. In The 19th World Congress of the International Federation of
Automatic Control, 2014b.
H. Havelková-Doušová, O. Prášil, and M. Behrenfeld. Photoacclimation of dunaliella tertiolecta
(chlorophyceae) under fluctuating irradiance. Photosynthetica, 42(2):273–281, 2004.
M. Hildebrand and K. Dahlin. Nitrate transporter genes from the diatom cylindrotheca
fusiformis (bacillariophyceae): mrna levels controlled by nitrogen source and by the cell
cycle. Journal of Phycology, 36(4):702–713, 2000.
P. Horton and A. Hague. Studies on the induction of chlorophyll fluorescence in isolated barley
protoplasts. iv. resolution of non-photochemical quenching. Biochimica et Biophysica Acta
(BBA)-Bioenergetics, 932:107–115, 1988.
R. Hreiz, B. Sialve, J. Morchain, R. Escudié, J.-P. Steyer, and P. Guiraud. Experimental and
numerical investigation of hydrodynamics in raceway reactors used for algaculture. Chemical
Engineering Journal, 250:230–239, 2014.
J. Huisman, H. C. Matthijs, P. M. Visser, H. Balke, C. A. Sigon, J. Passarge, F. J. Weissing,
and L. R. Mur. Principles of the light-limited chemostat: theory and ecological applications.
Antonie van Leeuwenhoek, 81(1):117–133, 2002.
S. Hunt. Measurements of photosynthesis and respiration in plants. Physiologia Plantarum,
117(3):314–325, 2003.
M. E. Huntley and D. G. Redalje. CO2 Mitigation and Renewable Oil from Photosynthetic
Microbes: A New Appraisal. Mitigation and Adaptation Strategies for Global Change, 12
(4):573–608, 2006.
166
Bibliography
Y. Huot and M. Babin. Overview of fluorescence protocols: theory, basic concepts, and practice.
In Chlorophyll a Fluorescence in Aquatic Sciences: Methods and Applications, pages 31–74.
Springer, 2010.
A. G. Ivanov, V. Hurry, P. V. Sane, G. Öquist, and N. P. Huner. Reaction centre quenching of
excess light energy and photoprotection of photosystem ii. Journal of Plant Biology, 51(2):
85–96, 2008.
S. C. James and V. Boriah. Modeling algae growth in an open-channel raceway. Journal of
Computational Biology, 17(7):895–906, 2010.
A. D. Jassby and T. Platt. Mathematical formulation of the relationship between photosynthesis
and light for phytoplankton. Limnology and oceanography, 21(4):540–547, 1976.
L. Jaulin and E. Walter. Set-inversion via interval analysis for nonlinear bounded-error estima-
tion. Automatica, 29(4):1053–1064, 1993.
P. Joliot and A. Joliot. Cyclic electron flow in C3 plants. Biochimica et Biophysica Acta -
Bioenergetics, 1757(5):362–368, 2006.
T. M. Kana, R. J. Geider, and C. Critchley. Regulation of photosynthetic pigments in micro-
algae by multiple environmental factors: a dynamic balance hypothesis. New Phytologist,
137(4):629–638, 1997.
T. Katsuda, T. Arimoto, K. Igarashi, M. Azuma, J. Kato, S. Takakuwa, and H. Ooshima. Light
intensity distribution in the externally illuminated cylindrical photo-bioreactor and its appli-
cation to hydrogen production by rhodobacter capsulatus. Biochemical engineering journal,
5(2):157–164, 2000.
D. Kiefer. Chlorophyll a fluorescence in marine centric diatoms: responses of chloroplasts to
light and nutrient stress. Marine Biology, 23(1):39–46, 1973.
J. Kiefer. Optimum experimental designs. Journal of the Royal Statistical Society. Series B
(Methodological), pages 272–319, 1959.
167
Bibliography
T. Y. Kim, S. B. Sohn, Y. B. Kim, W. J. Kim, and S. Y. Lee. Recent advances in reconstruction
and applications of genome-scale metabolic models. Current opinion in biotechnology, 23
(4):617–623, 2012.
M. Kitajima and W. Butler. Quenching of chlorophyll fluorescence and primary photochem-
istry in chloroplasts by dibromothymoquinone. Biochimica et Biophysica Acta (BBA)-
Bioenergetics, 376(1):105–115, 1975.
B. Kok. On the inhibition of photosynthesis by intense light. Biochimica et biophysica acta, 21
(2):234–244, 1956.
Z. Kolber and P. G. Falkowski. Use of active fluorescence to estimate phytoplankton photosyn-
thesis in situ. Limnology and Oceanography, 38(8):1646–1665, 1993.
Z. Kolber, J. Zehr, and P. Falkowski. Effects of growth irradiance and nitrogen limitation on
photosynthetic energy conversion in photosystem ii. Plant Physiology, 88(3):923–929, 1988.
D. Kramer, G. Johnson, O. Kiirats, and G. Edwards. New fluorescence parameters for the
determination of q(a) redox state and excitation energy fluxes. Photosynthesis Research, 79
(2):1209–218, 2004.
G. H. Krause and P. Jahns. Non-photochemical energy dissipation determined by chlorophyll
fluorescence quenching: characterization and function. In Chlorophyll a Fluorescence, pages
463–495. Springer, 2004.
P. G. Kroth, A. Chiovitti, A. Gruber, V. Martin-Jezequel, T. Mock, M. S. Parker, M. S. Stanley,
A. Kaplan, L. Caron, T. Weber, et al. A model for carbohydrate metabolism in the diatom
Phaeodactylum tricornutum deduced from comparative whole genome analysis. Bibliothek
der Universität Konstanz, 2008.
E. A. Laws and T. Bannister. Nutrient-and light-limited growth of thalassiosira fluviatilis in
continuous culture, with implications for phytoplankton growth in the ocean1. Limnology
and Oceanography, 25(3):457–473, 1980.
168
Bibliography
J.-Y. Lee, C. Yoo, S.-Y. Jun, C.-Y. Ahn, and H.-M. Oh. Comparison of several methods for
effective lipid extraction from microalgae. Bioresource technology, 101(1):S75–S77, 2010.
L. Ljung and T. Glad. On global identifiability for arbitrary model parametrizations. Automat-
ica, 30(2):265–276, 1994.
S. Long, S. Humphries, and P. G. Falkowski. Photoinhibition of photosynthesis in nature.
Annual review of plant biology, 45(1):633–662, 1994.
H. L. Macintyre, T. M. Kana, T. Anning, and R. J. Geider. Photoacclimation of photosynthe-
sis irradiance response curves and photosynthetic pigmens in microalgae and cyanobacteria.
Journal of Phycology, 38(July 2000):17–38, 2002.
F. Mairet, O. Bernard, P. Masci, T. Lacour, and A. Sciandra. Modelling neutral lipid production
by the microalga isochrysis aff. galbana under nitrogen limitation. Bioresource technology,
102(1):142–149, 2011.
H. L. Marshall, R. J. Geider, and K. J. Flynn. A mechanistic model of photoinhibition. New
Phytologist, 145(2):347–359, 2000.
S. Marsili-Libelli, S. Guerrizio, and N. Checchi. Confidence regions of estimated parameters
for ecological systems. Ecological Modelling, 165(2):127–146, 2003.
T. M. Mata, A. A. Martins, and N. S. Caetano. Microalgae for biodiesel production and other
applications: a review. Renewable and sustainable energy reviews, 14(1):217–232, 2010.
K. Maxwell and G. N. Johnson. Chlorophyll fluorescence - a practical guide. Journal of exper-
imental botany, 51(345):659–668, 2000.
F. Metting Jr. Biodiversity and application of microalgae. Journal of industrial microbiology,
17(5-6):477–489, 1996.
H. Miao, X. Xia, A. S. Perelson, and H. Wu. On identifiability of nonlinear ode models and
applications in viral dynamics. SIAM review, 53(1):3–39, 2011.
169
Bibliography
A. Morel and A. Bricaud. Theoretical results concerning light absorption in a discrete medium,
and application to specific absorption of phytoplankton. Deep Sea Research Part A. Oceano-
graphic Research Papers, 28(11):1375–1393, 1981.
P. Müller, X.-P. Li, and K. K. Niyogi. Non-photochemical quenching. a response to excess light
energy. Plant Physiology, 125(4):1558–1566, 2001.
T. Mutanda, D. Ramesh, S. Karthikeyan, S. Kumari, A. Anandraj, and F. Bux. Bioprospecting
for hyper-lipid producing microalgal strains for sustainable biofuel production. Bioresource
Technology, 102(1):57–70, 2011.
J. Myers and G. Burr. Studies on photosynthesis: some effects of light of high intensity on
chlorella. The Journal of general physiology, 24(1):45, 1940.
J. Neidhardt, J. Benemann, L. Zhang, and A. Melis. Photosystem-ii repair and chloroplast re-
covery from irradiance stress: relationship between chronic photoinhibition, light-harvesting
chlorophyll antenna size and photosynthetic productivity in dunaliella salina (green algae).
Photosynthesis Research, 56(2):175–184, 1998.
A. Nikolaou and B. Chachuat. Coupling light-dependent biological kinetics with hydrodynam-
ics and light attenuation to infer large-scale microalgae productivity in raceway ponds. In
preparation, 2015.
A. Nikolaou, A. Bernardi, F. Bezzo, T. Morosinotto, and B. Chachuat. A dynamic model of
photoproduction, photoregulation and photoinhibition in microalgae using chlorophyll fluo-
rescence. In IFAC World Congress, volume 19, pages 4370–4375, 2014.
A. Nikolaou, A. Bernardi, A. Meneghesso, F. Bezzo, T. Morosinotto, and B. Chachuat. A model
of chlorophyll fluorescence in microalgae integrating photoproduction, photoinhibition and
photoregulation. Journal of Biotechnology, 194:91–99, 2015a.
A. Nikolaou, P. Hartmann, A. Sciandra, B. Chachuat, and O. Bernard. Dynamic coupling of
170
Bibliography
photoacclimation and photoinhibition in a model of microalgae growth. Journal of Theoreti-
cal Biology, Accepted, 2015b.
J. Norberg. Biodiversity and ecosystem functioning: a complex adaptive systems approach.
Limnology and Oceanography, 49(4part2):1269–1277, 2004.
K. Oxborough and N. R. Baker. Resolving chlorophyll a fluorescence images of photosynthetic
efficiency into photochemical and non-photochemical components–calculation of qp and fv-
/fm-; without measuring fo. Photosynthesis research, 54(2):135–142, 1997.
K. Oxborough and N. R. Baker. An evaluation of the potential triggers of photoinactivation of
photosystem ii in the context of a stern–volmer model for downregulation and the reversible
radical pair equilibrium model. Philosophical Transactions of the Royal Society of London.
Series B: Biological Sciences, 355(1402):1489–1498, 2000.
R. K. Pachauri, M. Allen, V. Barros, J. Broome, W. Cramer, R. Christ, J. Church, L. Clarke,
Q. Dahe, P. Dasgupta, et al. Climate change 2014: Synthesis report. contribution of working
groups i, ii and iii to the fifth assessment report of the intergovernmental panel on climate
change. 2014.
A. Packer, Y. Li, T. Andersen, Q. Hu, Y. Kuang, and M. Sommerfeld. Growth and neutral
lipid synthesis in green microalgae: a mathematical model. Bioresource technology, 102(1):
111–117, 2011.
G. C. Papageorgiou. Chlorophyll a fluorescence: a signature of photosynthesis, volume 19.
Springer, 2004.
S. Park and Y. Li. Integration of biological kinetics and computational fluid dynamics to model
the growth of nannochloropsis salina in an open channel raceway. Biotechnology and bio-
engineering, 112(5):923–933, 2015.
J.-P. Parkhill, G. Maillet, and J. J. Cullen. Fluorescence-based maximal quantum yield for psii
as a diagnostic of nutrient stress. Journal of Phycology, 37(4):517–529, 2001.
171
Bibliography
D. Patterson. Contractile vacuoles and associated structures: their organization and function.
Biol. Rev, 55:1–46, 1980.
M. Perry, M. Talbot, and R. Alberte. Photoadaption in marine phytoplankton: response of the
photosynthetic unit. Marine Biology, 62(2-3):91–101, 1981.
A. Pinnola, L. Dall’Osto, C. Gerotto, T. Morosinotto, R. Bassi, and A. Alboresi. Zeaxan-
thin binds to light-harvesting complex stress-related protein to enhance nonphotochemical
quenching in physcomitrella patens. The Plant Cell Online, 25(9):3519–3534, 2013.
H. Pohjanpalo. System identifiability based on the power series expansion of the solution.
Mathematical biosciences, 41(1):21–33, 1978.
J. Pruvost, L. Pottier, and J. Legrand. Numerical investigation of hydrodynamic and mixing
conditions in a torus photobioreactor. Chemical Engineering Science, 61(14):4476–4489,
2006.
J. Pruvost, J.-F. Cornet, and J. Legrand. Hydrodynamics influence on light conversion in pho-
tobioreactors: an energetically consistent analysis. chemical engineering Science, 63(14):
3679–3694, 2008.
O. Pulz and K. Scheibenbogen. Photobioreactors: design and performance with respect to
light energy input. In Bioprocess and algae reactor technology, apoptosis, pages 123–152.
Springer, 1998.
A. Quigg, K. Kevekordes, J. A. Raven, and J. Beardall. Limitations on microalgal growth at
very low photon fluence rates: the role of energy slippage. Photosynthesis research, 88(3):
299–310, 2006.
J. Quinn, L. De Winter, and T. Bradley. Microalgae bulk growth model with application to
industrial scale systems. Bioresource technology, 102(8):5083–5092, 2011.
M. Ras, J.-P. Steyer, and O. Bernard. Temperature effect on microalgae: a crucial factor for
172
Bibliography
outdoor production. Reviews in Environmental Science and Bio/Technology, 12(2):153–164,
2013.
D. Rees, G. Noctor, and P. Horton. The effect of high-energy-state excitation quenching on
maximum and dark level chlorophyll fluorescence yield. Photosynthesis research, 25(3):
199–211, 1990.
K. Richardson, J. Beardall, and J. Raven. Adaptation to unicellular algae to irradiance: An
analysis of strategies. New Phytologist, 93:175–191, 1983.
A. Richmond. Handbook of microalgal culture: biotechnology and applied phycology. John
Wiley & Sons, 2008.
G. A. Riley. Factors controlling phytoplankton populations on georges bank. J. mar. Res, 6(1):
54–73, 1946.
M. Ritz, J.-C. Thomas, A. Spilar, and A.-L. Etienne. Kinetics of photoacclimation in response
to a shift to high light of the red alga rhodella violacea adapted to low irradiance. Plant
physiology, 123(4):1415–1426, 2000.
L. Robinson, A. Morrison, and M. Bamforth. Improvements relating to biosynthesis. European
patent, 261:872, 1988.
L. Rodolfi, G. Chini Zittelli, N. Bassi, G. Padovani, N. Biondi, G. Bonini, and M. R. Tredici.
Microalgae for oil: Strain selection, induction of lipid synthesis and outdoor mass cultivation
in a low-cost photobioreactor. Biotechnology and bioengineering, 102(1):100–112, 2009.
K. Rohácˇek. Chlorophyll fluorescence parameters: the definitions, photosynthetic meaning,
and mutual relationships. Photosynthetica, 40(1):13–29, 2002.
K. Rohácˇek and M. Barták. Technique of the modulated chlorophyll fluorescence: basic con-
cepts, useful parameters, and some applications. Photosynthetica, 37(3):339–363, 1999.
173
Bibliography
O. N. Ross and R. J. Geider. New cell-based model of photosynthesis and photo-acclimation:
accumulation and mobilisation of energy reserves in phytoplankton. Marine Ecology
Progress Series, 383:53–71, 2009.
O. N. Ross, C. M. Moore, D. J. Suggett, H. L. MacIntyre, and R. J. Geider. A model of photo-
synthesis and it photo-protection based on reaction center damage and repair. Limnology and
Oceanography, 53(5):1835, 2008.
L. Rosso, J. Lobry, and J. Flandrois. An unexpected correlation between cardinal temperatures
of microbial growth highlighted by a new model. Journal of Theoretical Biology, 162(4):
447–463, 1993.
A. V. Ruban and E. H. Murchie. Assessing the photoprotective effectiveness of non-
photochemical chlorophyll fluorescence quenching: a new approach. Biochimica et Bio-
physica Acta (BBA)-Bioenergetics, 1817(7):977–982, 2012.
F. C. Rubio, F. G. Camacho, J. Sevilla, Y. Chisti, and E. M. Grima. A mechanistic model of
photosynthesis in microalgae. Biotechnology and Bioengineering, 81(4):459–473, 2003.
M. P. Saccomani, S. Audoly, and L. D’Angiò. Parameter identifiability of nonlinear systems:
the role of initial conditions. Automatica, 39(4):619–632, 2003.
A. Saltelli, S. Tarantola, F. Campolongo, and M. Ratto. Sensitivity analysis in practice: a guide
to assessing scientific models. John Wiley & Sons, 2004.
A. Saltelli, M. Ratto, T. Andres, F. Campolongo, J. Cariboni, D. Gatelli, M. Saisana, and
S. Tarantola. Global sensitivity analysis: the primer. John Wiley & Sons, 2008.
P. M. Schenk, S. R. Thomas-Hall, E. Stephens, U. C. Marx, J. H. Mussgnug, C. Posten,
O. Kruse, and B. Hankamer. Second generation biofuels: high-efficiency microalgae for
biodiesel production. Bioenergy research, 1(1):20–43, 2008.
A. Sciandra and P. Ramani. The limitations of continuous cultures with low rates of medium
renewal per cell. Journal of Experimental Marine Biology & Ecology, 178:1–15, 1994.
174
Bibliography
S. A. Scott, M. P. Davey, J. S. Dennis, I. Horst, C. J. Howe, D. J. Lea-Smith, and A. G. Smith.
Biodiesel from algae: challenges and prospects. Current opinion in biotechnology, 21(3):
277–286, 2010.
J. Sevilla and E. M. Grima. A model for light distribution and average solar irradiance inside
outdoor tubular photobioreactors for the microalgal mass culture. Biotechnol. Bioeng, 55(5):
701, 1997.
E. Sforza, D. Simionato, G. M. Giacometti, A. Bertucco, and T. Morosinotto. Adjusted light
and dark cycles can optimize photosynthetic efficiency in algae growing in photobioreactors.
PloS one, 7(6):e38975, 2012.
J. Sheehan, T. Dunahay, J. Benemann, and P. Roessler. A look back at the US Department of
Energy’s aquatic species program: biodiesel from algae, volume 328. National Renewable
Energy Laboratory Golden, 1998.
B. Sialve, N. Bernet, and O. Bernard. Anaerobic digestion of microalgae as a necessary step to
make microalgal biodiesel sustainable. Biotechnology Advances, 27:409–416, 2009.
D. Simionato, E. Sforza, E. Corteggiani Carpinelli, A. Bertucco, G. M. Giacometti, and T. Mo-
rosinotto. Acclimation of< i> nannochloropsis gaditana</i> to different illumination regimes:
Effects on lipids accumulation. Bioresource technology, 102(10):6026–6032, 2011.
D. Simionato, S. Basso, G. M. Giacometti, and T. Morosinotto. Optimization of light use
efficiency for biofuel production in algae. Biophysical Chemistry, 182:71–78, 2013a.
D. Simionato, M. A. Block, N. La Rocca, J. Jouhet, E. Maréchal, G. Finazzi, and T. Mo-
rosinotto. The response of Nannochloropsis gaditana to nitrogen starvation includes de novo
biosynthesis of triacylglycerols, a decrease of chloroplast galactolipids, and reorganization
of the photosynthetic apparatus. Eukaryotic Cell, 12(5):665–676, 2013b.
R. Sims, M. Taylor, J. Saddler, and W. Mabee. From 1st-to 2nd-generation biofuel technologies:
175
Bibliography
an overview of current industry and rd&d activities. International Energy Agency, pages 16–
20, 2008.
R. E. Sims, W. Mabee, J. N. Saddler, and M. Taylor. An overview of second generation biofuel
technologies. Bioresource technology, 101(6):1570–1580, 2010.
I. M. Sobol. On sensitivity estimation for nonlinear mathematical models. Matematicheskoe
Modelirovanie, 2(1):112–118, 1990.
I. M. Sobol. Global sensitivity indices for nonlinear mathematical models and their monte carlo
estimates. Mathematics and computers in simulation, 55(1):271–280, 2001.
C. J. Soeder. Massive cultivation of microalgae: results and prospects. Hydrobiologia, 72(1-2):
197–209, 1980.
H. M. Sosik and B. G. Mitchell. Absorption, fluorescence, and quantum yield for growth in
nitrogen-limited dunaliella tertiolecta. Limnology and Oceanography, 36(5):910–921, 1991.
P. Spolaore, C. Joannis-Cassan, E. Duran, and A. Isambert. Commercial applications of mi-
croalgae. Journal of bioscience and bioengineering, 101(2):87–96, 2006.
J. H. Steele. Environmental control of photosynthesis in the sea. Limnology and Oceanography,
7(2):137–150, 1962.
D. J. Suggett, K. Oxborough, N. R. Baker, H. L. MacIntyre, T. M. Kana, and R. J. Geider. Fast
repetition rate and pulse amplitude modulation chlorophyll a fluorescence measurements for
assessment of photosynthetic electron transport in marine phytoplankton. European Journal
of Phycology, 38(4):371–384, 2003.
A. Sukenik, J. Bennett, and P. Falkowski. Light-saturated photosynthesis—limitation by elec-
tron transport or carbon fixation? Biochimica et Biophysica Acta (BBA)-Bioenergetics, 891
(3):205–215, 1987.
M. Tawarmalani and N. V. Sahinidis. A polyhedral branch-and-cut approach to global opti-
mization. Mathematical Programming, 103(2):225–249, 2005.
176
Bibliography
K. L. Terry and L. P. Raymond. System design for the autotrophic production of microalgae.
Enzyme and Microbial Technology, 7(10):474–487, 1985.
C. Ugwu, H. Aoyagi, and H. Uchiyama. Photobioreactors for mass cultivation of algae. Biore-
source technology, 99(10):4021–4028, 2008.
N. Usui and M. Ikenouchi. The biological co 2 fixation and utilization project by rite
(1)—highly-effective photobioreactor system—. Energy Conversion and Management, 38:
S487–S492, 1997.
S. Vajda, K. R. Godfrey, and H. Rabitz. Similarity transformation approach to identifiabil-
ity analysis of nonlinear compartmental models. Mathematical biosciences, 93(2):217–248,
1989.
I. Vatcheva, H. deJong, O. Bernard, and N. J. L. Mars. Experiment selection for the discrimina-
tion of semi-quantitative models of dynamical systems. Artificial Intelligence, 170:472–506,
2006.
E. Walter and Y. Lecourtier. Unidentifiable compartmental models: what to do? Mathematical
biosciences, 56(1):1–25, 1981.
É. Walter and L. Pronzato. Qualitative and quantitative experiment design for phenomenological
models—a survey. Automatica, 26(2):195–213, 1990.
B. Wang, Y. Li, N. Wu, and C. Q. Lan. Co2 bio-mitigation using microalgae. Applied Microbi-
ology and Biotechnology, 79(5):707–718, 2008.
A. S. Watson et al. Aquaculture and algae culture. Process and products. Noyes Data Corpo-
ration., 1979.
W. L. Webb, M. Newton, and D. Starr. Carbon dioxide exchange of alnus rubra. Oecologia, 17
(4):281–291, 1974.
177
Bibliography
P. J. l. B. Williams and L. M. L. Laurens. Microalgae as biodiesel and biomass feedstocks:
Review and analysis of the biochemistry, energetics and economics. Energy & Environmental
Science, 3:554–590, 2010.
X. Wu. A model integrating fluid dynamics in photosynthesis and photoinhibition processes.
Chemical Engineering Science, 56(11):3527–3538, 2001.
K. G. Zeiler, D. A. Heacox, S. T. Toon, K. L. Kadam, and L. M. Brown. The use of microalgae
for assimilation and utilization of carbon dioxide from fossil fuel-fired power plant flue gas.
Energy Conversion and Management, 36(6):707–712, 1995.
C. Zonneveld. Modeling effects of photoadaption on the photosynthesis–irradiance curve. Jour-
nal of theoretical biology, 186(3):381–388, 1997.
C. Zonneveld. Photoinhibition as affected by photoacclimation in phytoplankton: a model
approach. Journal of theoretical biology, 193(1):115–123, 1998.
178
Appendices
Appendix I
1 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
2 % %
3 % Monte C a r l o method t o c a l c u l a t e c o n f i d e n c e r e g i o n s %
4 % ( Mat lab p a r t ) %
5 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
6 % %
7 % Author : Andreas Nik o lao u %
8 % Date : 1 1 / 0 7 / 1 3 %
9 % %
10 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
11
12 % Number o f sam p les
13 sam p les = 1 0 0 ;
14
15 % Number o f d a t a p o i n t s
16 d a t a = 4 4 ;
17
18 % E x p e r i m e n t a l s t a n d a r d d e v i a t i o n ( r e l a t i v e e r r o r )
19 e r r o r = 0 . 0 5 ;
20
21 % G e n e r a t e random numbers b ased on Sobol s e q u e n c e s
22 sob = s o b o l s e t ( d a t a ) ;
23 randoms = (1 − e r r o r ) ∗ ones ( samples , d a t a ) + (2∗ e r r o r ) ∗ n e t ( sob , sam p les ) ;
24
25 % E x p e r i m e n t a l d a t a
26 p = l o a d ( ’ Anning_P2 . t x t ’ ) ; % p h o t o s y n t h e s i s r a t e measurements
27 i r r = l o a d ( ’ A n n i n g _ I r r 2 . t x t ’ ) ; % i r r a d i a n c e measurements
28 s t a t e = s i z e ( p , 2 ) ; % number o f a c c l i m a t i o n s t a t e s
29 d a t a _ p e r _ s t a t e = s i z e ( p , 1 ) ; % number o f p o i n t s p e r a c c l i m a t i o n s t a t e
30
31 % I n i t i a l i z e m a t r i c e s t o s t o r e o u t p u t s
32 Alpha = z e r o s ( samples , 1 ) ; % f o r model p a r a m e t e r \ a l p h a
33 Beta = z e r o s ( samples , 1 ) ; % f o r model p a r a m e t e r \ b e t a
34 Kappa = z e r o s ( samples , 1 ) ; % f o r model p a r a m e t e r \ kappa
35 K = z e r o s ( samples , 1 ) ; % f o r model p a r a m e t e r K = kdkr / k r
36 OF = z e r o s ( samples , 1 ) ; % f o r l e a s t −s q u a r e d o b j e c t i v e f u n t i o n
37 MS = z e r o s ( samples , 1 ) ; % f o r model s t a t u s − used f o r d eb u g g in g
38 SS = z e r o s ( samples , 1 ) ; % f o r s o l v e r s t a t u s − used f o r d eb u g g in g
39
40
41 % C a l c u l a t e r e f e r e n c e PI c u r v e s b ased on p a s t c a l i b r a t i o n r e s u l t s .
42 % Th is p a r t i s useg l a t e r a s an i n i t i a l p o i n t t o c o n s t r u c t
43 % t h e e n v e l o p e s o f PI c u r v e s .
44
45 % P a r a m e t e r s f o r PI c u r v e c a l c u l a t i o n
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46 c h l 5 0 = 0 . 0 8 2 ; % c h l o r o p h y l l q u o t a @ 50 \ muE/m^ 2 / s
47 ch l1 2 0 0 = 0 . 0 1 8 ; % c h l o r o p h y l l q u o t a @ 1200 \ muE/m^ 2 / s
48 t a u = 0 . 0 0 5 5 ; % t u r n o v e r t im e
49 kdkr = 0 . 0 3 5 9 ; % p a r a m e t e r K = kd / k r
50 a l p h a 0 = 0 . 0 1 6 3 ; % v a l u e f o r \ a l p h a
51 b e t a 0 = 0 . 5 ; % v a l u e f o r \ b e t a
52 kappa0 = 0 . 4 6 9 ; % v a l u e f o r \ kappa
53
54 % C a l c u l a t e p h o t o s y n t h e s i s r a t e a t d i f f . i r r a d i a n c e , E
55 f o r E = 1 : 1 5 0 0 ;
56 m50_ref (E ) = a l p h a 0 ∗E / . . .
57 (1+ b e t a 0 ∗ c h l 5 0 . ^ kappa0 ∗E∗ t a u + kdkr ∗ b e t a 0 ^2∗ c h l 5 0 . ^ ( 2 ∗ kappa0 ) ∗E^2∗ t a u ) ;
58 m1200_ref ( E ) = a l p h a 0 ∗E / . . .
59 (1+ b e t a 0 ∗ ch l1 2 0 0 . ^ kappa0 ∗E∗ t a u + kdkr ∗ b e t a 0 ^2∗ ch l1 2 0 0 . ^ ( 2 ∗ kappa0 ) ∗E^2∗ t a u ) ;
60 end
61
62 % Exchange d a t a wi th GAMS
63 f o r c o u n t = 1 : sam p les
64
65 % s e l e c t t h e f i r s t s e t o f random numbers
66 randomsA = randoms ( count , : ) ;
67 % r e s h a p e t h e random numbers a c c o r d i n g t o t h e form o f t h e d a t a
68 randomsB = r e s h a p e ( randomsA , d a t a _ p e r _ s t a t e , s t a t e ) ;
69 % C a l c u l a t e t h e r an d o m ized p h o t o s y n t h e s i s r a t e s
70 Ph o tRa te = randomsB .∗ p ;
71
72 % Send d a t a t o GAMS
73
74 % Ass ig n p _ c h l v a r i a b l e i n GAMS f i l e ’ an n in g . gms ’ t o Ph o tRa te
75 cap s . name = ’ p _ c h l ’ ;
76 cap s . t y p e = ’ p a r a m e t e r ’ ;
77 cap s . v a l = Ph o tRa te ;
78 cap s . form = ’ f u l l ’ ;
79 cap s . d a t a = 2 ;
80 wgdx ( ’ t e s t d a t ’ , cap s ) ;
81 g am s_ o u tp u t = ’ s t d ’ ;
82 gams ( ’ an n in g ’ ) ;
83
84 % Get d a t a from GAMS
85
86 % Get model s t a t u s
87 r s = s t r u c t ( ’ name ’ , ’ m o d e l S t a t ’ , ’ form ’ , ’ f u l l ’ ) ;
88 r = rgdx ( ’ t e s t s o l ’ , r s ) ;
89 m o d e l s t a t = r . v a l ;
90 % Get s o l v e r s t a t u s
91 r s . name = ’ s o l v e S t a t ’ ;
92 r = rgdx ( ’ t e s t s o l ’ , r s ) ;
93 s o l v e s t a t = r . v a l ;
94 % Get o p t i m a l v a l u e f o r \ a l p h a ( ’ a lp h a ’ )
95 r s . name = ’ a l p h a ’ ;
96 r = rgdx ( ’ t e s t s o l ’ , r s ) ;
97 a l p h a = r . v a l ;
98 % Get o p t i m a l v a l u e f o r \ b e t a ( ’ b e ta ’ )
99 r s . name = ’ kappa ’ ;
100 r = rgdx ( ’ t e s t s o l ’ , r s ) ;
101 kappa = r . v a l ;
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102 % Get o p t i m a l v a l u e f o r \ kappa ( ’ kappa ’ )
103 r s . name = ’ b e t a ’ ;
104 r = rgdx ( ’ t e s t s o l ’ , r s ) ;
105 b e t a = r . v a l ;
106 % Get o p t i m a l v a l u e f o r K ( ’KK’ )
107 r s . name = ’KK’ ;
108 r = rgdx ( ’ t e s t s o l ’ , r s ) ;
109 KK = r . v a l ;
110 % Get v a l u e o f o p t i m a l o b j e c t i v e f u n c t i o n ( ’ z ’ )
111 r s . name = ’ z ’ ;
112 r = rgdx ( ’ t e s t s o l ’ , r s ) ;
113 z = r . v a l ;
114
115 % S t o r e r e s u l t s
116 Alpha = [ Alpha ; a l p h a ] ;
117 Kappa = [ Kappa ; kappa ] ;
118 Beta = [ Beta ; b e t a ] ;
119 OF = [OF ; z ] ;
120 MS = [MS; m o d e l s t a t ] ;
121 SS = [ SS ; s o l v e s t a t ] ;
122 K = [K;KK] ;
123
124 % C o n s t r u c t PI c u r v e e n v e l o p e s
125
126 f o r E = 1 : 1 5 0 0 ;
127
128 m50 (E ) = a l p h a ∗E / . . .
129 (1+ b e t a ∗ c h l 5 0 . ^ kappa ∗E∗ t a u +KK∗ b e t a ^2∗ c h l 5 0 . ^ ( 2 ∗ kappa ) ∗E^2∗ t a u ) ;
130 m1200 (E) = a l p h a ∗E / . . .
131 (1+ b e t a ∗ ch l1 2 0 0 . ^ kappa ∗E∗ t a u +KK∗ b e t a ^2∗ ch l1 2 0 0 . ^ ( 2 ∗ kappa ) ∗E^2∗ t a u ) ;
132
133 % e n v e l o p e @ 50 \ muE/m^ 2 / s
134 m50_max (E) = max ( m50 ( E) , m50_ref (E ) ) ;
135 m50_min (E) = min ( m50 ( E) , m50_ref (E ) ) ;
136 % e n v e l o p e s @ 1200 \ muE /m^ 2 / s
137 m1200_max ( E) = max ( m1200 (E) , m1200_ref (E ) ) ;
138 m1200_min( E) = min ( m1200 (E) , m1200_ref (E ) ) ;
139 end
140
141 % u p d a t e t h e r e f e r e n c e v a l u e t o t h e c u r r e n t o p t i m a l v a l u e
142 m50_ref (E ) = m50 (E) ;
143 m1200_ref (E ) = m1200 (E ) ;
144
145 % p r i n t i t e r a t i o n number i n m a t l ab command window
146 f p r i n t f ( ’ i t e r a t i o n : \ t%g \ n \ n ’ , c o u n t ) ;
147
148
149 end
150
151 % P l o t PI c u r v e e n v e l o p e s
152 E1 = [ 1 : 1 5 0 0 ] ;
153 p l o t ( E1 , m50_max , E1 , m50_min , E1 , m1200_max , E1 , m1200_min ) ;
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1 ∗ Monte C a r l o method t o c a l c u l a t e c o n f i d e n c e r e g i o n s
2 ∗ ( GAMS p a r t )
3 ∗
4 ∗ Author : Andreas Nik o lao u
5 ∗ Date : 1 1 / 0 7 / 2 0 1 3
6
7 SET
8 ∗ d a t a p o i n t s a t each p h o t o a c c l i m a t i o n s t a t e
9 i / 1 ∗ 2 2 /
10 ∗ a c c l i m a t i o n s t a t e s
11 j / 1 ∗ 2 / ;
12
13 VARIABLES
14 ∗ model p a r a m e t e r \ a l p h a
15 a l p h a
16 ∗ model p a r a m e t e r \ kappa
17 kappa
18 ∗ model p a r a m e t e r \ b e t a
19 b e t a
20 ∗ model p a r a m e t e r K = kd / k r
21 KK
22 ∗ p h o t o s y n t h e s i s r a t e
23 m_chl ( i , j )
24 ∗ l e a s t −s q u a r e o b j e c t i v e f u n c t i o n
25 z ;
26
27 PARAMETER
28 ∗ t u r n o v e r t im e
29 t a f / 0 . 0 0 5 5 / ;
30
31 TABLE
32 ∗ e x p e r i m e n t a l v a l u e s f o r i r r a d i a n c e − 2 s t a t e s & 22 p o i n t s
33 I r r a d i a n c e ( i , j )
34 1 2
35 1 1 0 .9 2 4 9 2 1 .9 8
36 2 1 8 .1 6 4 7 .5 2 1
37 3 3 6 .4 6 3 6 .4 1
38 4 7 3 .1 2 5 0 .9 7
39 5 2 9 .0 6 9 8 . 6
40 6 6 9 .3 5 4 1 8 3 .8 3
41 7 40 1 6 0 .6 7 6
42 8 4 3 .5 4 1 9 3 .3 5 8
43 9 1 0 2 .1 9 6 1 6 7 .5 4 4
44 10 9 4 .7 8 2 2 2 .1 1
45 11 1 1 2 .9 9 5 3 1 3 .8 2 7
46 12 1 4 2 .1 8 4 2 6 9 .6 2 2
47 13 2 0 7 .9 4 1 9 .2 8 9
48 14 2 5 5 .6 1 7 6 1 0 .0 2 1
49 15 3 1 0 .5 2 8 6 0 2 .5 8 1
50 16 3 8 7 .5 6 6 6 2 4 .6 1 6
51 17 4 1 6 .8 5 7 6 6 8 .6 9 4
52 18 6 1 1 .3 6 8 8 6 6 .9 0 9
53 19 6 4 0 .8 2 7 9 9 8 .8 6 7
54 20 7 5 4 .5 9 6 1 1 8 6 .0 3
55 21 9 7 1 .1 9 3 1 3 1 0 .8 3
56 22 1 0 5 9 .3 9 1 3 4 7 .3 9 ;
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57
58 PARAMETER
59 ∗ c h l o r o p h y l l q u o t a s
60 t h e t a ( j ) /
61 1 0 .0 8 2
62 2 0 .0 1 8 / ;
63
64 PARAMETER
65 ∗ p h o t o s y n t h e s i s r a t e d a t a r e c e i v e d from MATLAB
66 p _ c h l ( i , j ) ;
67
68 ∗ I n i t i a l i z e d a t a exchange
69 $ g d x in t e s t d a t
70 $ l o a d p _ c h l
71 $ g d x in
72
73 ∗ Model e q u a t i o n
74 EQUATIONS
75 o b j
76 model_m_chl ( i , j ) ;
77
78 o b j . . z =e= sum ( i , sum ( j , power ( ( p _ c h l ( i , j ) − m_chl ( i , j ) ) , 2 )
) ) ;
79 model_m_chl ( i , j ) . . m_chl ( i , j ) =e= a l p h a∗ I r r a d i a n c e ( i , j ) /
80 (1 + t a f ∗ b e t a ∗ t h e t a ( j ) ∗∗ kappa ∗ I r r a d i a n c e ( i , j )
81 + KK∗ t a f ∗ b e t a ∗∗2∗ t h e t a ( j ) ∗∗ (2∗ kappa ) ∗ I r r a d i a n c e ( i , j ) ∗∗2)
;
82
83 ∗ I n c l u d e model components
84 model an n in g / a l l / ;
85
86 ∗ P a r a m e t e r bounds
87 a l p h a . up = 1 ;
88 a l p h a . l o = 0 ;
89 kappa . up = 1 ;
90 kappa . l o = 0 ;
91 b e t a . up = 5 ;
92 b e t a . l o = 0 ;
93 KK. l o = 0 . 0 0 0 1 ;
94 KK. up = 1 0 ;
95
96 ∗ P a r a m e t e r i n i t i a l g u e s s
97 a l p h a . l = 0 . 0 1 ;
98 kappa . l = 0 . 5 ;
99 b e t a . l = 1 ;
100 KK. l = 0 . 0 3 5 9 ;
101
102 ∗ S o l v e r o p t i o n s
103 o p t i o n s
104 NLP = co n o p t ;
105
106 ∗ So lv e s t a t e m e n t
107 s o l v e an n in g u s i n g NLP m in im iz in g z ;
108
109 ∗ C a l l model and s o l v e r s t a t u s
110 SCALARS m o d e lS ta t , s o l v e S t a t ;
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111 m o d e l S t a t = an n in g . m o d e l s t a t ;
112 s o l v e S t a t = an n in g . s o l v e s t a t ;
113
114 ∗ Send r e s u l t s i n MATLAB
115 e x e c u t e _ u n l o a d ’ t e s t s o l ’ , m o d e lS ta t , s o l v e S t a t , a lp h a , kappa , b e ta , KK, z ;
Appendix II
1 # #########################################################################
2 # #
3 # gPROMS code t o c a c l u l a t e l a r g e−s c a l e . . . #
4 # b io m ass p r o d u c t i v i t y b ased on CFD sims #
5 # P a r t I : gPROMS MODEL #
6 # #
7 # #########################################################################
8 # #
9 # Author : Andreas Nik o lao u #
10 # Date : 0 1 / 0 7 / 2 0 1 5 #
11 # #
12 # #########################################################################
13
14 PARAMETER
15 # number o f i n d i v i d u a l c e l l t r a j e c t o r i e s
16 c e l l s a s INTEGER DEFAULT 600
17 MB_C as REAL DEFAULT 12 # C molar mass
18 MB_O2 as REAL DEFAULT 32 # O2 molar mass
19
20 VARIABLE
21 #−−−−−−−−−−−−−−−−−−−−−−−−−−− V a r i a b l e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
22 A as ARRAY( c e l l s ) OF v a r i a b l e s # open RCII
23 B as ARRAY( c e l l s ) OF v a r i a b l e s # c l o s e d RCII
24 C as ARRAY( c e l l s ) OF v a r i a b l e s # damaged RCII
25 a l f a a s ARRAY( c e l l s ) OF v a r i a b l e s # NPQ a c t i v i t y
26 X as ARRAY( c e l l s ) OF v a r i a b l e s # b io m ass conc . i n t r a j . k
27 I a s ARRAY( c e l l s ) OF v a r i a b l e s # l i g h t i n t r a j . k
28 mu as ARRAY( c e l l s ) OF v a r i a b l e s # growth r a t e i n t r a j . k
29 Ig as ARRAY( c e l l s ) OF v a r i a b l e s # growth i r r a d i a n c e i n t r a j . k
30 t h e t a a s ARRAY( c e l l s ) OF v a r i a b l e s # ch l−q u o t a i n t r a j . k
31 d i f f a s ARRAY( c e l l s ) OF v a r i a b l e s # p h o t o a c c l i m a t i o n p o t e n t i a l
32 z as ARRAY( c e l l s ) OF v a r i a b l e s # d e p t h i n t r a j . k
33 zR as ARRAY( 2 , c e l l s ) OF v a r i a b l e s # CFD c e l l s m a t r i x
34 X_ to t a s v a r i a b l e s # a v e r a g e b io m ass conc .
35 t h e t a _ t o t a s v a r i a b l e s # a v e r a g e ch l−q u o t a
36 I a v as v a r i a b l e s # a v e r a g e i r r a d i a n c e
37 Cav as v a r i a b l e s # a v e r a g e damaged RCII
38 mud as v a r i a b l e s # a v e r a g e growth r a t e
39 timeM as v a r i a b l e s # t im e as an i n t e g e r [ 0 : 1 2 0 0 ]
40 mytime as v a r i a b l e s # s i m u l a t i o n t im e
41 #−−−−−−−−−−−−−−−−−−−−−−−−−−−−− P a r a m e t e r s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
42 N as ARRAY( c e l l s ) OF v a r i a b l e s # number o f PSU
43 Sf as ARRAY( c e l l s ) OF v a r i a b l e s # c o n v e r t ( e−/E) −> (O2 / \ muE)
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44 p2 as ARRAY( c e l l s ) OF v a r i a b l e s # H i l l p a r a m e t e r I_qE
45 k r as p a r a m e t e r s # r e p a i r c o n s t a n t
46 kd as p a r a m e t e r s # damage c o n s t a n t
47 t a f a s p a r a m e t e r s # t u r n o v e r t im e
48 s _ t o t a s p a r a m e t e r s # t o t a l c r o s s s e c t i o n
49 c s i a s p a r a m e t e r s # NPQ t im e c o n s t a n t
50 p1 as p a r a m e t e r s # H i l l p a r a m e t e r n
51 s c a l e a s p a r a m e t e r s # c o n v e r s i o n f a c t o r
52 R_p as p a r a m e t e r s # p h o t o p r o d u c t i o n f l u o r . p a r a m e t e r
53 R_i as p a r a m e t e r s # p h o t o i n h i b i t i o n f l u o r . p a r a m e t e r
54 R_tbd as p a r a m e t e r s # b a s s a l t h e r m a l decay f l u o r . p a r a m e t e r
55 R_NPQ_max as p a r a m e t e r s # NPQ f l u o r . p a r a m e t e r
56 DR as p a r a m e t e r s # r e s p i r a t i o n r a t e
57 Ea as p a r a m e t e r s # l i g h t a b s o r p t i o n c o e f .
58 Es as p a r a m e t e r s # l i g h t s c a t t e r i n g c o e f .
59 d e l t a a s p a r a m e t e r s # a c c l i m a t i o n t im e c o n s t a n t
60 N1 as p a r a m e t e r s # a c c l i m a t i o n p a r a m e t e r f o r number o f PSU
61 N2 as p a r a m e t e r s # a c c l i m a t i o n p a r a m e t e r f o r number o f PSU
62 SF1 as p a r a m e t e r s # a c c l i m a t i o n p a r a m e t e r f o r s c a l i n g f a c t o r
63 SF2 as p a r a m e t e r s # a c c l i m a t i o n p a r a m e t e r f o r number o f PSU
64 p21 as p a r a m e t e r s # i n t e r c e p t f o r I_qE l i n e a r a c c l i m a t i o n r u l e
65 p22 as p a r a m e t e r s # s l o p e f o r I_qE l i n e a r a c c l i m a t i o n r u l e
66 #−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− C o n t r o l s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
67 I0 as c o n t r o l s # incoming l i g h t i n t e n s i t y
68 D as c o n t r o l s # raceway pond d i l u t i o n r a t e
69
70 # model e q u a t o n s
71 EQUATION
72
73 FOR k := 1 TO c e l l s DO
74 # Lambert−b e e r law
75 I ( k ) = I0 ∗ exp (−(Ea∗ t h e t a _ t o t ∗X_ to t + Es∗X_ to t ) ∗z ( k ) ) ;
76 # Han model
77 $A( k ) = −( s c a l e ∗ ( R_p / ( 1 + R_tbd + R_NPQ_max∗ a l f a ( k ) + R_p ) ) ∗
78 s _ t o t /N( k ) ) ∗ I ( k ) ∗A( k ) + B( k ) / t a f ;
79
80 $B ( k ) = ( s c a l e ∗ ( R_p / ( 1 + R_tbd + R_NPQ_max∗ a l f a ( k ) + R_p ) ) ∗
81 s _ t o t /N( k ) ) ∗ I ( k ) ∗A( k ) − B( k ) / t a f + k r ∗C( k ) − kd ∗ ( s c a l e ∗
82 ( R_p / ( 1 + R_tbd + R_NPQ_max∗ a l f a ( k ) + R_p ) ) ∗ s _ t o t /N( k ) ) ∗ I ( k ) ∗
B( k ) ;
83
84 A( k ) + B( k ) + C( k ) = 1 ;
85 # NPQ dynamics
86 $ a l f a ( k ) = c s i ∗ ( I ( k ) ^ p1 / ( p2 ( k ) ^ p1 + I ( k ) ^p1 ) − a l f a ( k ) ) ;
87 # T r a j e c t o r y v e r t i c a l p o s i t i o n u s i n g l i n e a r
88 # i n t e r p o l a t i o n between zR ( 1 , k ) and zR ( 2 , k )
89 z ( k ) = zR ( 1 , k ) + ( mytime − timeM ) / 1 ∗ ( zR ( 2 , k ) − zR ( 1 , k ) ) ;
90 # growth r a t e a t t r a j e c t o r y k
91 mu( k ) = I ( k ) ∗ s _ t o t ∗ ( A( k ) ∗R_p / ( 1 + R_tbd + R_NPQ_max∗ a l f a ( k )
92 + A( k ) ∗R_p + C( k ) ∗R_i ) ) ∗ s c a l e ∗MB_C∗ t h e t a ( k ) ;
93 # b io m ass c o n c e n t r a t i o n e v o l u t i o n
94 $X( k ) = (mu( k ) − DR∗ t h e t a ( k ) ∗MB_C/MB_O2/3 6 0 0 − D/ 3 6 0 0 / 2 4 )∗X( k ) ;
95 # p h o t o a c c l i m a t i o n dynamics
96 $ Ig ( k ) = d e l t a ∗mu( k ) ∗ ( I ( k ) − Ig ( k ) ) ;
97 d i f f ( k ) = ( I ( k ) − Ig ( k ) ) ;
98 # p h o t o a c c l i m a t i o n s t a t i c r u l e s
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99 N( k ) = N1∗ Ig ( k ) ^N2 ;
100 p2 ( k ) = p21 + Ig ( k ) ∗p22 ;
101 SF ( k ) = Sf1∗ Ig ( k ) ^SF2 ;
102 # l i n e a r c o r r e l a t i o n between t h e t a and SF −− s e e t h e s i s c h a p t e r 6
103 t h e t a ( k ) = 0 .0 4 4∗SF ( k ) ;
104 END
105 # a v e r a g e d raceway v a r i a b l e s
106 X_ to t = sigma (X) / c e l l s ;
107 t h e t a _ t o t = sigma ( t h e t a ) / c e l l s ;
108 I a v = sigma ( I ) / c e l l s ;
109 Cav = sigma ( Cav ) / c e l l s ;
110 mud = sigma (mu) / c e l l s ∗3600∗24;
111 $mytime = 1 ;
112
113 # #########################################################################
114 # #
115 # gPROMS code t o c a c l u l a t e l a r g e−s c a l e . . . #
116 # b io m ass p r o d u c t i v i t y b ased on CFD sims #
117 # P a r t I I : gPROMS PROCESS " ThreeD " #
118 # #
119 # #########################################################################
120
121 # a l i g n p r o c e s s wi th model " Lag ran g ian _ m o d e l "
122 UNIT
123 FAN as Lag ran g ian _ m o d e l
124
125 # a s s i g n v a l u e s t o model c o n t r o l s and p a r a m e t e r s
126 ASSIGN
127 WITHIN FAN DO
128 # d i u r n a l l i g h t p a t t e r n : 1200 \ muE/m^ 2 / s t h e i n t e n s i t y a t noon
129 I0 := 1 2 0 0 /8∗ (1 − co s ( 2∗3 . 1 4∗TIME / 2 4 / 3 6 0 0 ) ) ^3 + 1e−5;
130 # c o n s t a n t d i l u t i o n r a t e
131 D := 0 . 2 5 ; # 1 / day
132 # p a r a m e t e r v a l u e s
133 k r := 5 . 5 5 e−5; # 1 / s
134 kd := 6 . 4 1 e−7; # −
135 t a f := 0 . 0 0 9 4 4 ; # s
136 s _ t o t := 0 . 8 7 5 ; # m^ 2 / g c h l
137 c s i := 0 . 0 5 9 5 ; # 1 / s
138 p1 := 2 . 2 3 ; # −
139 s c a l e := 1e−6/4 ; # \ muE/ E molO2 / mole−
140 R_p := 1 1 . 4 ; # −
141 R_tbd := 5 ; # −
142 R_NPQ_max := 1 9 . 8 ; # −
143 R_i := 7 8 .6 6 # −
144 Ea := 8 0 ; # m^ 2 / g c h l
145 Es := 2 0 ; # m^ 2 / gC
146 N1 := 4 . 2 8 e−7; # \ muE/ g c h l
147 N2 := 0 . 1 2 2 ; # −
148 p21 := 8 1 3 ; # \ muE/m^ 2 / s
149 p22 := 0 . 4 4 8 ; # −
150 Sf1 := 3 . 6 ; # V g c h l /m^2
151 Sf2 := −0.189; # −
152 d e l t a := 1 3 . 8 ; # −
153 DR := 0 . 1 7 1 ; # gO2 / g c h l / h r
154 # 600 c e l l s : v e r t i c a l p o s i t i o n s a t t =0 s and t =1 s . zR components n o t
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155 # w r i t t e n h e r e t o sav e s p a c e . To r e p r o d u c e i n c l u d e t h e f i r s t 2 v e r t i c a l
156 # p o s i t i o n s a t ( t =0 and t =1) f o r each t r a c t o r y , i . e . m a t r i x 2 x 600
157 zR := [ . . ] ;
158 timeM := 0 ;
159 END
160
161 # i n i t i a l c o n d i t i o n s
162 INITIAL
163 WITHIN FAN DO
164 FOR k := 1 TO c e l l s DO
165 C( k ) = 0 ;
166 B( k ) = 0 ;
167 a l f a ( k ) = 0 . 0 ;
168 X( k ) = 0 . 6 ;
169 Ig ( k ) = 2 6 7 ;
170 END
171 mytime = 0 ;
172 END
173
174 SOLUTIONPARAMETERS
175 gRMS := OFF ;
176 # a c t i v a t e f o r d a t a exchange
177 FPI := " e v e n t F P I " ;
178 R e p o r t i n g I n t e r v a l := 1 . 0 ;
179 # i n t e g r a t i o n t o l e r a n c e
180 DASolver := "DASOLV" [
181 " A b s o l u t e T o l e r a n c e " := 1E−12 ,
182 " R e l a t i v e T o l e r a n c e " := 1E−12
183 ]
184
185 SCHEDULE
186 # d e f i n e d a t a exchange wi th MATLAB v i a TASK "MAIN"
187 SEQUENCE
188 MAIN( T r i a l IS FAN)
189 # #########################################################################
190 # #
191 # gPROMS code t o c a c l u l a t e l a r g e−s c a l e . . . #
192 # b io m ass p r o d u c t i v i t y b ased on CFD sims #
193 # P a r t I I I : gPROMS TASKS #
194 # #
195 # #########################################################################
196
197 #−−−−−−−−−−−−−−−−−−−−−−−−− TASK "MAIN" −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
198
199 PARAMETER
200 T r i a l a s MODEL Lag ran g ian _ m o d e l
201
202 SCHEDULE
203 SEQUENCE
204 w h i l e TRUE do
205 SEQUENCE
206 # t a s k t h a t g e t s d a t a from MATLAB
207 g e t d a t a (STATE IS T r i a l )
208 CONTINUE FOR 1
209 # t a s k t h a t s e n d s d a t a t o MATLAB
210 s e n d d a t a (STATE IS T r i a l )
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211 END
212 END
213 END
214
215 #−−−−−−−−−−−−−−−−−−−−−−−− TASK " g e t d a t a " −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
216
217 PARAMETER
218 STATE AS MODEL Lag ran g ian _ m o d e l
219
220 SCHEDULE
221 SEQUENCE
222 # g e t v e r t i c a l p o s i t i o n , zR and t ime , timeM
223 GET
224 s t a t e . zR ( , ) ;
225 s t a t e . timeM ;
226 END
227 END
228
229 #−−−−−−−−−−−−−−−−−−−−−−− TASK " s e n d d a t a " −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
230
231 PARAMETER
232 s t a t e a s MODEL Lag ran g ian _ m o d e l
233
234 SCHEDULE
235 SEQUENCE
236 # send t o MATLAB a v e r a g e l i g h t , Iav , a v e r a g e b io m ass
c o n c e n t r a t i o n ,
237 # X_ to t a v e r a g e growth , mud and a v e r a g e ch l−quota ,
t h e t a _ t o t
238 SEND
239 s t a t e . I a v ;
240 s t a t e . X_ to t ;
241 s t a t e . mud ;
242 s t a t e . t h e t a _ t o t ;
243 END
244
245 END
1 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
2 % %
3 % MATLAB code t o c a l c u l a t e l a r g e−s c a l e b io m ass . . . %
4 % p r o d u c t i v i t y b ased on CFD sims u s i n g goMATLAB %
5 % %
6 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
7 % %
8 % Author : Andreas Nik o lao u %
9 % Date : 0 1 / 0 7 / 2 0 1 5 %
10 % %
11 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
12
13 % l o a d v e r t i c a l p o s i t i o n s o f t r a j e c t o r i e s h e r e 600 t r a j e c t o r i e s , e v e r y
14 % seco n d f o r 20 m i n u t e s
15 z = l o a d ( ’ z600T . t x t ’ ) ;
16
17 % d e f i n e s i m u l a t i o n t im e h o r i z o n , h e r e 50 days
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18 Tf = 1200∗3∗24∗50;
19
20 % d e f i n e i n t e r p o l a t i o n i n t e r v a l , h e r e 1 s . Th i s must be i n a c c o r d a n c e t o
21 % t h e f r e q u e n c y o f t r a j e c t o r i e s ( s e e z600T . t x t )
22 i n t e r v a l = 1 ;
23
24 % d i s c r e t i z a t i o n o f t h e t im e h o r i z o n b ased on i n t e r v a l l e n g t h
25 T = [ 0 : i n t e r v a l : Tf ] ;
26
27 % i n i t i a l i z e gPROMS f i l e " han " , and s i m u l a t e p r o c e s s " ThreeD "
28 gOMATLAB( ’ startONLY ’ ) ;
29 gOMATLAB( ’ s e l e c t ’ , ’ han ’ , ’ hanhan ’ ) ;
30 gOMATLAB( ’ s i m u l a t e ’ , ’ ThreeD ’ ) ;
31
32 % These p a r t s f e e d gPROMS wi th u p d a t e d t r a j e c t o r y p o s i t i o n s and g e t s t h e
33 % s i m u l a t i o n r e s u l t s from gPROMS.
34
35 f o r i = 1 : ( Tf / i n t e r v a l +1)
36
37 % I n t e r v a l s e l e c t i o n f o r l i n e a r i n t e r p o l a t i o n . Th i s p a r t s e l e c t s
t h e
38 % i n t e r v a l s zR ( 1 , k ) and zR ( 2 , k ) − s e e eq . z ( k ) = . . . i n gPROMS model .
39 % Note t h a t t r a j e c t o r i e s need t o be r e p e a t e d e v e r y 20 m i n u t e s f o r a
40 % tim e h o r i z o n o f 50 days .
41 Par = z ( ( f l o o r ( T ( i ) / i n t e r v a l + 1 − f l o o r ( ( T ( i ) / i n t e r v a l ) / . . .
42 1200) ∗1200 ) ) : ( f l o o r ( T ( i ) / i n t e r v a l + 2 − f l o o r ( ( T ( i ) / . . .
43 i n t e r v a l ) / 1 2 0 0 ) ∗1200 ) ) , 1 : 6 0 0 ) ;
44 PAR = [ Pa r ( 1 , : ) Pa r ( 2 , : ) ] ;
45
46 % send t r a j e c t o r i e s and Time = T( i ) and s t o r e gproms o u t p u t s .
47 Time = T( i ) ;
48 r e s u l t s ( i , : ) = [ i , gOMATLAB( ’ e v a l u a t e ’ , [PAR Time ] , 4 ) ] ;
49
50 %d i s p l a y s i m u l a t i o n t im e i n m a t l ab command window
51 d i s p ( Time ) ;
52 end
53
54 % s t o p d a t a exchange b e t rween gproms and MATLAB
55 gOMATLAB( ’ s t o p ’ ) ;
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Appendix III
1 # ##########################################################################
2 # #
3 # gPROMS code t o c a c l u l a t e t h e b io m ass . . . #
4 # p r o d u c t i v i t y o f a p e r f e c t l y −mixed raceway pond #
5 # P a r t I : gPROMS MODEL #
6 # #
7 # ##########################################################################
8 # #
9 # Author : Andreas Nik o lao u #
10 # Date : 1 4 / 0 7 / 2 0 1 5 / 0 7 / 2 0 1 5 #
11 # #
12 # ##########################################################################
13
14 PARAMETER
15 d e p t h AS REAL # raceway pond d e p t h
16
17 DISTRIBUTION_DOMAIN
18 v e r t i c a l a s [0 : d e p t h ] # v e r t i c a l d i s c r e t i z a t i o n
19
20 VARIABLE
21 #−−−−−−−−−−−−−−−−−−−−−−−−−−− V a r i a b l e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
22 A as DISTRIBUTION ( v e r t i c a l ) o f v a r i a b l e s # open RCII
23 B as DISTRIBUTION ( v e r t i c a l ) o f v a r i a b l e s # c l o s e d RCII
24 C as DISTRIBUTION ( v e r t i c a l ) o f v a r i a b l e s # damaged RCII
25 I a s DISTRIBUTION ( v e r t i c a l ) o f v a r i a b l e s # l i g h t i n t e n s i t y a t
d e p t h z
26 f i a s DISTRIBUTION ( v e r t i c a l ) o f v a r i a b l e s # quantum y i e l d a t
d e p t h z
27 r a t eO2 as DISTRIBUTION ( v e r t i c a l ) o f v a r i a b l e s # r a t e o f oxygen
p r o d u c t i o n a t d e p t h z
28 mu as DISTRIBUTION ( v e r t i c a l ) o f v a r i a b l e s # growth r a t e a t d e p t h
z ( 1 / s )
29 mu_day as DISTRIBUTION ( v e r t i c a l ) o f v a r i a b l e s # growth r a t e a t d e p t h
z ( 1 / d )
30 mu_hr as DISTRIBUTION ( v e r t i c a l ) o f v a r i a b l e s # growth r a t e a t d e p t h
z ( 1 / h r )
31 sp s2 as v a r i a b l e s # e f f e c t i v e c r o s s s e c t i o n
32 a l f a a s v a r i a b l e s # NPQ a c t i v i t y
33 N as v a r i a b l e s # number o f PSU
34 s _ t o t a s v a r i a b l e s # t o t a l c r o s s s e c t i o n
35 p2 as v a r i a b l e s # H i l l p a r a m e t e r I_qE
36 Sf as v a r i a b l e s # c o n v e r t ( e−/E ) −> (O2 / \
muE) , ( s c a l i n g f a c t o r )
37 t h e t a a s v a r i a b l e s # c h l o r o p h y l l q u o t a
38 Ig as v a r i a b l e s # p h o t o a c c l i m a t i o n
i r r a d i a n c e
39 I a v as v a r i a b l e s # v e r t i c a l l y −a v e r a g e d l i g h t
i n t e n s i t y
40 muav as v a r i a b l e s # v e r t i c a l l y −a v e r a g e d growth r a t e ( 1 / d )
41 muav1 as v a r i a b l e s # v e r t i c a l l y −a v e r a g e d growth r a t e ( 1 / s )
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42 Xav as v a r i a b l e s # v e r t i c a l l y −a v e r a g e d
b io m ass c o n c e n t r a t i o n
43 X i n i t a s v a r i a b l e s # i n i t i a l c o n d i t i o n f o r Xav
44 p r o d _ a r e a _ d as v a r i a b l e s # pond s u r f a c e p r o d u c t i v i t y
45 p ro d _ v o l_ d as v a r i a b l e s # pond v o l u m e t r i c p r o d u c t i v i t y
46 p r o d _ t o t a s v a r i a b l e s # pond p r o d u c t i v i t y ( kg / s )
47 #−−−−−−−−−−−−−−−−−−−−−−−−−−−−− P a r a m e t e r s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
48 k r as p a r a m e t e r s # r e p a i r c o n s t a n t
49 kd as p a r a m e t e r s # damage c o n s t a n t
50 t a f a s p a r a m e t e r s # t u r n o v e r t im e
51 s _ t o t a s p a r a m e t e r s # t o t a l c r o s s s e c t i o n
52 c s i a s p a r a m e t e r s # NPQ t im e c o n s t a n t
53 p1 as p a r a m e t e r s # H i l l p a r a m e t e r n
54 s c a l e a s p a r a m e t e r s # c o n v e r s i o n f a c t o r
55 R_p as p a r a m e t e r s # p h o t o p r o d u c t i o n f l u o r . p a r a m e t e r
56 R_i as p a r a m e t e r s # p h o t o i n h i b i t i o n f l u o r . p a r a m e t e r
57 R_tbd as p a r a m e t e r s # b a s s a l t h e r m a l decay f l u o r . p a r a m e t e r
58 R_NPQ_max as p a r a m e t e r s # NPQ f l u o r . p a r a m e t e r
59 R as p a r a m e t e r s # r e s p i r a t i o n r a t e
60 Ea as p a r a m e t e r s # l i g h t a b s o r p t i o n c o e f .
61 Es as p a r a m e t e r s # l i g h t s c a t t e r i n g c o e f .
62 d e l t a a s p a r a m e t e r s # a c c l i m a t i o n t im e c o n s t a n t
63 N1 as p a r a m e t e r s # a c c l i m a t i o n p a r a m e t e r f o r number o f PSU
64 N2 as p a r a m e t e r s # a c c l i m a t i o n p a r a m e t e r f o r number o f PSU
65 SF1 as p a r a m e t e r s # a c c l i m a t i o n p a r a m e t e r f o r s c a l i n g f a c t o r
66 SF2 as p a r a m e t e r s # a c c l i m a t i o n p a r a m e t e r f o r number o f PSU
67 p21 as p a r a m e t e r s # i n t e r c e p t f o r I_qE l i n e a r a c c l i m a t i o n r u l e
68 p22 as p a r a m e t e r s # s l o p e f o r I_qE l i n e a r a c c l i m a t i o n r u l e
69 V_pond as p a r a m e t e r s # raceway pond l i q u i d volume
70 #−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− C o n t r o l s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
71 I0 as c o n t r o l s
72 D as c o n t r o l s
73
74 # model e q u a t i o n s
75 EQUATION
76
77 FOR z := 0 TO d e p t h DO
78 # Lambert−b e e r law
79 I ( z ) = I0 ∗ exp (−(Ea∗ t h e t a ∗Xav + Es∗Xav ) ∗z ) + 0 . 0 1 ;
80 # # Han model wi th q u a s i s t e a d y−s t a t e a p p r o x i m a t i o n f o r A <−> B t r a n s i t i o n
81 B( z ) = A( z ) ∗ ( sp s2 ∗ I ( z ) ∗ t a f ) ;
82 $C ( z ) = −k r ∗C( z ) + kd∗ sp s2 ∗ I a v ∗B( z ) ;
83 A( z ) + B( z ) + C( z ) = 1 ;
84 # p h o t o s y n t h e s i s quantum y i e l d
85 f i ( z ) = A( z ) ∗R_p / ( 1 + R_tbd + R_NPQ_max∗ a l f a + A( z ) ∗R_p + C( z ) ∗
R_i ) ;
86 # p h o t o s y n t h e s i s r a t e
87 r a t eO2 ( z ) = I ( z ) ∗ s _ t o t ∗ f i ( z ) ∗ s c a l e ∗32∗3600 − R ; # gO2 / g c h l / h r
88 # growth r a t e s
89 mu( z ) = mu_hr ( z ) / 3 6 0 0 ; # 1 / s
90 mu_hr ( z ) = ra t eO2 ( z ) /3 2∗1 2∗ t h e t a ; # 1 / h r
91 mu_day ( z ) = mu_hr ( z ) ∗2 4 ;
92 END
93
94 I a v = 1 / d e p t h ∗INTEGRAL( z : = 0 : d e p t h ; I ( z ) ) + 0 ;
95 muav = 1 / d e p t h ∗INTEGRAL( z : = 0 : d e p t h ; mu_day ( z ) ) ;
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96 muav1 = 1 / d e p t h ∗INTEGRAL( z : = 0 : d e p t h ; mu( z ) ) ;
97 N = N1∗ Ig ^N2 ;
98 p2 = p21 + Ig ∗p22 ;
99 SF = Sf1∗ Ig ^SF2 ;
100 $ Ig = d e l t a ∗muav1∗ t h e t a ∗ ( I a v − Ig ) ;
101 t h e t a = 0 .0 4 4∗SF ;
102 sp s2 = s c a l e ∗ R_p / ( 1 + R_tbd + R_NPQ_max∗ a l f a + R_p ) ∗ s _ t o t /N;
103 $ a l f a = c s i ∗ ( I a v ^ p1 / ( p2 ^ p1 + I a v ^ p1 ) − a l f a ) ;
104 $Xav = ( muav1 − D/ 3 6 0 0 / 2 4 ) ∗ Xav ;
105 p r o d _ a r e a _ d = ( Xav − X i n i t ) ∗muav∗ d e p t h ;
106 p ro d _ v o l_ d = ( Xav − X i n i t ) ∗muav ;
107 p r o d _ t o t = ( Xav − X i n i t ) ∗muav∗V_pond ;
108
109
110 # ##########################################################################
111 # #
112 # gPROMS code t o c a c l u l a t e t h e b io m ass . . . #
113 # p r o d u c t i v i t y o f a p e r f e c t l y −mixed raceway pond #
114 # P a r t I I : gPROMS PROCESS #
115 # #
116 # ##########################################################################
117 # #
118 # Author : Andreas Nik o lao u #
119 # Date : 1 4 / 0 7 / 2 0 1 5 / 0 7 / 2 0 1 5 #
120 # #
121 # ##########################################################################
122
123 # a l i g n p r o c e s s wi th model " p e r f e c t l y _ m i x e d _ p o n d "
124 UNIT
125 FAN as p e r f e c t l y _ m i x e d _ p o n d
126
127 # s e t v a l u e s f o r d e f i n e d p a r a m e t e r s
128 SET
129 FAN. d e p t h := 0 . 3 ; # m
130 FAN. v e r t i c a l := [CFDM, 2 , 2 0 0 ] ; # 2 nd o r d e r d i s c r e t i z a t i o n wi th c e n t r a l
f i n i t e d i f f e r e n c e s (CFDM) wi th 200 g r i d p o i n t s
131
132 # a s s i g n v a l u e s t o model c o n t r o l s and p a r a m e t e r s
133 ASSIGN
134 WITHIN FAN DO
135 # d i u r n a l l i g h t p a t t e r n : 1200 \ muE/m^ 2 / s t h e i n t e n s i t y a t noon
136 I0 := 1 2 0 0 /8∗ (1 − co s ( 2∗3 . 1 4∗TIME / 2 4 / 3 6 0 0 ) ) ^3 + 1e−5;
137 # c o n s t a n t d i l u t i o n r a t e
138 D := 0 . 2 5 ; # 1 / day
139 # p a r a m e t e r v a l u e s
140 k r := 5 . 5 5 e−5; # 1 / s
141 kd := 6 . 4 1 e−7; # −
142 t a f := 0 . 0 0 9 4 4 ; # s
143 s _ t o t := 0 . 8 7 5 ; # m^ 2 / g c h l
144 c s i := 0 . 0 5 9 5 ; # 1 / s
145 p1 := 2 . 2 3 ; # −
146 s c a l e := 1e−6/4 ; # \ muE/ E molO2 / mole−
147 R_p := 1 1 . 4 ; # −
148 R_tbd := 5 ; # −
149 R_NPQ_max := 1 9 . 8 ; # −
150 R_i := 7 8 .6 6 # −
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151 Ea := 8 0 ; # m^ 2 / g c h l
152 Es := 2 0 ; # m^ 2 / gC
153 N1 := 4 . 2 8 e−7; # \ muE/ g c h l
154 N2 := 0 . 1 2 2 ; # −
155 p21 := 8 1 3 ; # \ muE/m^ 2 / s
156 p22 := 0 . 4 4 8 ; # −
157 Sf1 := 3 . 6 ; # V g c h l /m^2
158 Sf2 := −0.189; # −
159 d e l t a := 1 3 . 8 ; # −
160 DR := 0 . 1 7 1 ; # gO2 / g c h l / h r
161 # sy s tem v a r i a b l e s
162 X i n i t := 0 . 1 ; # gC / L
163 V_pond := 5 2 . 5 6 ; # m3
164 END
165
166 # i n i t i a l c o n d i t i o n s
167 INITIAL
168 WITHIN FAN DO
169 FOR z := 0 TO d e p t h DO
170 C( z ) = 0 . 0 ;
171
172 END
173 Xav = X i n i t ;
174 Ig = 2 6 7 ;
175 a l f a = 0 . 0 ;
176 END
177
178 # s o l v e r o p t i o n s
179 SOLUTIONPARAMETERS
180 # r e p o r t i n g i n t e r v a l f o r i n t e g r a t i o n r e s u l t s
181 R e p o r t i n g I n t e r v a l := 7 2 0 0 .0
182 # n u m e r i c a l i n t e g r a t i o n s o l v e r
183 DASolver := "DASOLV" [
184 " A b s o l u t e T o l e r a n c e " := 1E−12 ,
185 " R e l a t i v e T o l e r a n c e " := 1E−12
186 ]
187
188 # d e f i n e t h e s i m u l a t i o n t im e h o r i z o n (2 5 days )
189 SCHEDULE
190 CONTINUE FOR 3600∗24∗25
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