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Abstract
The open-source library, irbasis, provides easy-to-use tools for two sets of orthogonal functions named
intermediate representation (IR). The IR basis enables a compact representation of the Matsubara Green’s
function and efficient calculations of quantum models. The IR basis functions are defined as the solution
of an integral equation whose analytical solution is not available for this moment. The library consists of
a database of pre-computed high-precision numerical solutions and computational code for evaluating the
functions from the database. This paper describes technical details and demonstrates how to use the library.
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1. Introduction
In condensed matter physics, Matsubara Green’s
function techniques are powerful tools to study
many-body physics in strongly correlated systems.
Examples include diagrammatic expansions such
as the random phase approximation (RPA), the
dynamical mean-field theory (DMFT) [1, 2], GW
method [3–5]), continuous-time quantum Monte
Carlo (QMC) methods [6–10].
In practical calculations, the data of the Green’s
function is stored in computer memory. When the
Green’s function is represented in the Matsubara-
frequency domain as G(iωn), it exhibits a power-
law decay at high frequencies. Thus, the number
of Matsubara frequencies required for representing
G(iωn) grows rapidly with decreasing temperature.
Especially when the Green’s function has other in-
dices as spin, orbit, and wavenumber, the data of
G(iωn) becomes huge at low temperatures. There-
fore, there is a high demand for a compact repre-
sentation of the imaginary-time dependence of the
Green’s function in practical calculations. Orthogo-
nal polynomial representations of the Green’s func-
tion are a common way to represent the data com-
pactly [11, 12].
Recently, it was found that there is a physical
complete basis set which yields a much more com-
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pact representation of the Green’s function [13–15]
than the conventionally used classical orthogonal
polynomials such as Legendre/Chebyshev polyno-
mials. This physical representation was named the
intermediate representation (IR). As illustrated in
Fig. 1, the IR has been applied to a stable analyt-
ical continuation of QMC data to real frequencies
in conjunction with sparse modeling techniques in
data science [16], fast QMC sampling of the single-
/two-particle Green’s function [13], and the analysis
of the self-energy computed by DMFT calculations
with exact-diagonalization techniques [17]. The use
of the IR basis functions thus will open up new and
interesting research applications in condensed mat-
ter physics.
Figure 2 shows a typical example of the IR basis
functions. The basis consists of a pair of two com-
plete and orthogonal basis sets {uαl (x)}, {vαl (y)} (x,
y correspond to imaginary time and real frequency
as described later). They depend on the statistics α
(fermions or bosons) and a dimensionless parameter
Λ > 0 (the definition is given later). They involve
Legendre polynomials as a special limit of Λ = 0.
The IR basis functions share favorable mathemat-
ical properties (e.g., orthogonality) with classical
orthogonal polynomials. Thus, the IR basis can be
used in many applications. However, one practical
problem remains to be solved as described below.
There exist many numerical libraries for evaluat-
ing classical orthogonal polynomials. The evalua-
tion is immediate thanks to their recurrence rela-
tions. On the other hand, the IR basis functions
are the solution of an integral equation whose an-
alytical solution is not available for the moment.
For applications ranging from QMC to diagram-
matic calculations, the basis functions must be de-
termined typically within a relative error of 10−8.
Recently, some of the authors developed a method
for computing a precise numerical solution of the
integral equation [15]. To reach such precision,
however, the algorithm must be implemented in
arbitrary-precision arithmetic because the integral
equation is ill-conditioned. This makes the com-
putation very expensive and requires the use of a
arbitrary-precision library such as GMP. Further-
more, a special care must be taken to avoid dis-
cretization errors in representing the rapidly oscil-
lating basis functions (see Fig. 2).
Thus, there is still missing an easy-to-use and
computationally cheap numerical library for eval-
uating the IR basis functions. Our irbasis library
eliminates this bottleneck by providing a database
Stable analytical continuation
+ Sparse modeling
+ Continuous-time QMC
Fast QMC sampling 
of Green’s function
Compression of QMC data
irbasis
τ
iωn ω
Transformation
Intermediate representation
Figure 1: (Color online) Overview of the functionality of
irbasis and applications.
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Figure 2: (Color online) IR basis functions uαl (x) and v
α
l (y)
for Λ = 1000 and fermions. x and y are dimensionless vari-
ables corresponding to imaginary time and real frequency,
and l enumerates the basis functions. These two sets of basis
functions are orthonormalized with a constant weight func-
tion of 1 in [−1, 1], respectively.
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of pre-computed precise numerical solutions and a
simple and fast tool for interpolating basis func-
tions. The library is implemented in C++ and
Python with minimal dependencies on external li-
braries to ensure its portability. The interpola-
tion is performed in double-precision arithmetic
but with a controlled accuracy, being computation-
ally inexpensive. These features will enable to use
IR basis functions as easily as classical orthogonal
polynomials in many practical applications without
technical difficulties.
The remainder of this paper is organized as fol-
lows. In Section 2, we review the definition of IR ba-
sis functions and establish notations. We describe
the structure of irbasis library in Section 3. The
installation and basic usage are described in Sec-
tions 4 and 5, respectively. Step-by-step examples
in Section 6 provide an explanation of how to use
the library for many-body calculations. Section 7
presents a summary.
2. Intermediate representation (IR) basis
function
2.1. Definition
We briefly introduce the definition of the IR ba-
sis functions following the previous studies with a
slight modification of notations. We start with the
spectral (Lehmann) representation of the single-
particle Green’s function Gα(τ) in the imaginary-
time domain
Gα(τ) = −
∫ ωmax
−ωmax
dωKα(τ, ω)ρ(ω) (1)
where β is the inverse temperature and we assume
~ = 1. The superscript α specifies statistics: α = F
for fermion and α = B for boson. The spectral
function is defined as
ρα(ω) = − 1
piωδα,B
ImGα(ω + i0). (2)
We assume that the spectrum ρα(ω) is bounded in
the interval [−ωmax, ωmax], where ωmax is a cutoff
frequency. The kernel Kα(τ, ω) reads
Kα(τ, ω) ≡ ωδα,B e
−τω
1± e−βω . (3)
for 0 ≤ τ ≤ β. Here, the +(−) sign is for fermions
and bosons, respectively. The extra ω’s for boson
in Eqs. (2) and (3) was introduced to avoid a sin-
gularity of the kernel at ω = 0.
For given ωmax and β, the IR basis functions are
defined through the decomposition
Kα(τ, ω) =
∞∑
l=0
Sαl U
α
l (τ)V
α
l (ω), (4)
where
∫ β
0
dτUαl (τ)U
α
l′ (τ) =∫ ωmax
−ωmax dωV
α
l (ω)V
α
l′ (ω) = δll′ . Taking U
α
l (β) > 0,
we fix the sign of Uαl (τ) and V
α
l (ω). This de-
composition corresponds to the singular value
decomposition (SVD) of the matrix representation
of the kernel defined on a discrete τ -ω space.
Singular values Sαl (> 0) are given in decreasing
order. Note that Uαl (τ) = (−1)lUαl (β − τ) and
V αl (ω) = (−1)lV αl (−ω) for 0 < τ < β. The basis
functions and singular values can be computed by
solving the integral equation
Sαl U
α
l (τ) =
∫ ωmax
−ωmax
dωKα(τ, ω)V αl (ω). (5)
The imaginary-time Green’s function and the
corresponding spectral function can be expanded
as
Gα(τ) =
∞∑
l=0
Gαl U
α
l (τ), (6)
ρα(ω) =
∞∑
l=0
ραl V
α
l (ω), (7)
where
Gαl = −Sαl ραl . (8)
The orthogonality of basis functions yields the
inverse transform of Eqs. (6) and (7) as
Gαl =
∫ β
0
dτGα(τ)Uαl (τ) (9)
= −Sαl
∫ ωmax
−ωmax
dωρα(ω)V αl (ω), (10)
ραl =
∫ ωmax
−ωmax
dωρα(ω)V αl (ω). (11)
Note that a constant term in GB(τ) is not repre-
sented by the IR basis compactly, and thus should
be treated separately (refer to Appendix D and
Ref. [15]).
A striking feature of this decomposition is the ex-
ponential decay of Sαl . Although there is no avail-
able analytic proof, extensive numerical investiga-
tion in previous studies supports the exponential
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decay regardless of ωmax and β [13, 15]. This guar-
antees that Gαl decay fast no matter how fast ρ
α
l
decay.
The Matsubara-frequency representation of the
Green’s function can be obtained by the Fourier
transformations
Gα(iωn) = F(Gα(τ)) =
∫ β
0
dτGα(τ)eiωnτ
=
∞∑
l=0
Gαl U
α
l (iωn) (12)
with Uαl (iωn) ≡
∫ β
0
dτUαl (τ)e
iωnτ ,
(13)
where Ul(iωn) is the Fourier transformation of
U(τ). F is the Fourier transformation operator.
Equation (1) can be reformulated as
Gα(iωn) =
∫ ∞
−∞
dωKα(iωn, ω)ρ
α(ω), (14)
where
KF(iωn, ω) ≡ −F(KF(τ, ω)) = 1
iωn − ω , (15)
KB(iωn, ω) ≡ −F(KB(τ, ω)) = ω
iωn − ω . (16)
The decomposition of Kα(iωn, ω) reads
Kα(iωn, ω) = −
∞∑
l=0
SlUl(iωn)Vl(ω). (17)
2.2. Dimensionless representation
In practical implementation, it is convenient to
use the dimensionless form of IR basis function
uαl (x) and v
α
l (y) proposed in Ref. [13]. The dimen-
sionless form of the basis functions uαl (x) and v
α
l (y)
and singular values sαl are defined by the decompo-
sition
kα(x, y) =
∞∑
l=0
sαl u
α
l (x)v
α
l (y) (18)
in the intervals of x ∈ [−1, 1] and y ∈ [−1, 1]. The
basis functions uαl (x) and v
α
l (y) are orthonormal-
ized in these intervals, respectively. Here, the di-
mensionless form of the kernels is defined as
kF(x, y) ≡ e
−Λ2 xy
2 cosh(Λ2 y)
, (19)
kB(x, y) ≡ y e
−Λ2 xy
2 sinh(Λ2 y)
, (20)
where Λ is a dimensionless parameter. We take
uαl (1) > 0, which also fixes the sign of v
α
l (y).
Note that uαl (x) = (−1)luαl (x) and vαl (y) =
(−1)lvαl (−y). They satisfy
sαl u
α
l (x) =
∫ 1
−1
dykα(x, y)vαl (y). (21)
We should note that the dimensionless form of the
basis functions depend on only one parameter, Λ.
Comparing Eqs. (5) and (18) establishes the re-
lations between the two representations
Λ = βωmax, (22)
Uαl (τ) =
√
2
β
uαl (x(τ)), (23)
V αl (ω) =
√
1
ωmax
vαl (y(ω)), (24)
Sαl =
√
βωmax1+2δα,B
2
sαl , (25)
Uαl (iωn) =
√
βuαnl, (26)
where x(τ) = 2τ/β − 1 ∈ [−1, 1], y(ω) = ω/ωmax ∈
[−1, 1]. Here, we defined
uαnl ≡
1√
2
∫ 1
−1
dxeipi{n+(1/2)δα,F}(x+1)uαl (x).
(27)
2.3. Solution of integral equation
One can solve the integral equation in Eq. (21)
to an arbitrary precision using the procedure de-
scribed in the previous study [15]. This is done by
representing uαl (x) and v
α
l (y) as piece-wise poly-
nomials and converting the original continuous
problem to a discrete problem using the Galerkin
method. We refer the interested reader to Ref. [15]
for more technical details.
3. Structure of the library
The irbasis library consists of the following three
files:
• irbasis.h5 : database file in HDF5 format
• irbasis.hpp : C++ header file
• irbasis.py : Python script file
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The first file, irbasis.h5, stores pre-computed ba-
sis functions, uαl (x) and v
α
l (y), and the singular val-
ues sαl for Λ = 10, 10
2, 103, 104. The data structure
is described later. The rest two files, irbasis.hpp
and irbasis.py, provide interfaces to the database
for evaluating values of uαl (x) and v
α
l (y) in C++ and
Python, respectively. The computation of other re-
lated quantities such as uαnl in Eq. (27) is also im-
plemented.
The database has been created in the follow-
ing procedure. First, we solved the integral equa-
tion (21) in arbitrary-precision arithmetic using a
Python library, irlib, developed by some of the au-
thors [18]. This implements the method proposed
in the previous study [15]. Here, all the basis func-
tions that satisfy sαl /s
α
0 > 10
−12 are computed. In
practice, uαl (x) and v
α
l (y) are represented as piece-
wise polynomials defined on multiple domains. The
degree of polynomials was chosen to be 8 2. Solving
the integral equation for the largest value of Λ took
a couple of hours on a single CPU core of a stan-
dard laptop computer. Then, we stored the data
of the piece-wise polynomial form of the basis func-
tions and singular values in HDF5 format [19] as
double precision floating numbers. The format of
the database file is detailed in Appendix A.
When using irbasis.hpp and irbasis.py, the
basis functions are interpolated in double-precision
arithmetic but with sufficient numerical accu-
racy. To be specific, we have confirmed that
|∆uαl (x)|/maxx |uαl (x)| and |∆vαl (y)|/maxy |vαl (y)|
are smaller than 10−8 at any x and y for all l. Here,
∆uαl (x) and ∆v
α
l (y) are deviations from the refer-
ence data evaluated by arbitrary-precision mathe-
matic. The procedure of computing uαnl is detailed
in Appendix B.
If basis functions for any other values of Λ are
required, users can make an original database by
repeating the above-mentioned procedure (see the
online instruction [20]).
4. Installation
The latest version of the source code, samples and
the database file can be downloaded from the public
repository SpM-lab/irbasis in GitHub [20]. The
2 Using a smaller degree of piece-wise polynomial sub-
stantially increases the data size and the time to solution for
the integral equation because more domains are required to
represent the basis functions with the desired accuracy.
Python library irbasis.py depends a few stan-
dard packages: numpy, h5py, future (future is
used to support both Python 2 and Python 3). Af-
ter putting irbasis.py and irbasis.h5 into the
working directory, we can import irbasis from our
Python project. It is noted that irbasis libraries are
included in a public repository of software for the
Python programming language (PyPI) [21]. Thus,
if only the python library is needed, it can be easily
installed by executing the following command (the
$ sign designates a shell prompt):
$ pip install irbasis
On the other hand, to use irbasis.hpp, the
HDF5 C library [19] is required. After installing it,
we can use the irbasis library in our C++ project
just by including irbasis.hpp. We note that the
HDF5 C library must be linked to the executable
at compile time. We also provide unit tests for
confirming the functionality of the irbasis library.
They can be run via CTest and CMake. More in-
formation on the usage is found on the official wiki
page for irbasis [20].
5. Basic usage
To use the irbasis library, we first specify the di-
mensionless parameter Λ ≡ βωmax and the statis-
tics. In practical calculations, the inverse tempera-
ture β is usually given. Thus, Λ can be selected by
setting the cutoff frequency ωmax to a sufficiently
large value such as the spectrum is bounded in
[−ωmax, ωmax]. After setting these parameters, the
data is loaded into memory from irbasis.h5. The
following pseudo code demonstrates the usage of
the interface of irbasis.py and irbasis.hpp.
# Load basis for fermions
Lambda = 1000.0
b = load(’F’, Lambda , "./ irbasis.h5")
# Print all singular values
for l = 0 to b.dim() -1:
print b.sl(l)
# Evaluate basis functions
for l = 0 to b.dim() -1:
# Any x, y in [-1, 1]
x = 1
y = 1
# u_l(x) and v_l(y)
print b.ulx(l, x)
print b.vly(l, y)
# k-th derivative of u_l(x) and v_l(y)
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for k = 1, 2, 3:
print b.d_ulx(l,x,k)
print b.d_vly(l,y,k)
# Compute u_{ln} as a matrix for given
Matsubara frequencies
nmax = 1000
unl = b.compute_unl ([0, 1, ..., nmax -1])
You can load pre-computed data from a HDF5
file and evaluate basis functions. We include imple-
mentations in Python (api.py) and C++ (api.cpp)
in the software package.
Figure 2 shows the IR basis functions uαl (x) and
vαl (y) for Λ = 1000 and α = F. This figure was plot-
ted by running the Python script uv.py included
in the software package. One can see that the basis
functions are even/odd functions for even/odd l.
6. Step-by-step examples
This section provides step-by-step examples of
how to perform typical operations in many-body
calculations using the irbasis library. For the sake of
simplicity, we show only pseudocode and plot typ-
ical data. Please refer to the sample Python/C++
codes included in the library. Hereafter, we omit
the subscript α and consider only fermions (α=F)
unless otherwise stated.
As a simple but practical example, we consider
the two models defined by the spectral functions
ρ(ω) =
{
2
pi
√
1− ω2 (Metal)
1
2 (δ(ω − 1) + δ(ω + 1)) (Insulator),
(28)
respectively. We take β = 100.
6.1. How to compute Gl
In this subsection, we explain how to compute
the expansion coefficients of the Green’s function
Gl. Since the actual procedure depends on what
kind of data is available, we discuss typical different
cases below.
6.1.1. Case 1: ρ(ω) is given.
The following pseudocode demonstrates how to
compute ρl from a given spectral function ρ(ω).
What we have to do is just evaluating the integral in
the right-hand side of Eq. (11). If the spectrum con-
sists of delta peaks, the integral can be performed
analytically (see Appendix D). For a continuous
spectral function, one can use an appropriate nu-
merical integration method such as Gauss-Legendre
Metal
0 10 20 30
l
10 9
10 5
10 1 Sl
|⇢l|
|Gl|
0 10 20 30
l
10 9
10 5
10 1
Sl
|⇢l|
|Gl|
Insulator
Figure 3: (Color online) Expansion coefficients of the spec-
tral functions ρl and the Green’s function Gl terms of IR for
β = 100. We plot only data for even l.
quadrature. Once ρl are computed, one can read-
ily evaluate Gl using Eq. (8). Figure 3 shows the
expansion coefficients ρl and Gl computed for the
two models.
# Cutoff frequency omega_max
omega_max = 1
# Transform v(y) to V(omega) (See Eq .(24))
def V(l, omega , omega_max):
return sqrt (1/ omega_max)*b.vly(l,omega/
omega_max)
# Transform s_l to S_l (See Eq .(25))
def S(l):
return sqrt(beta*omega_max /2)*b.sl(l)
# Compute rho_l and then G_l (See Eq .(10))
# "integrate " denotes numerical
# integration over omega.
for l from 0 to b.dim() -1:
rhol = integrate(rho(omega) * V(l,omega))
Gl = - S(l) * rhol
6.1.2. Case 2: Computing Gl from G(τ) by numer-
ical integration
We now consider cases where ρ(ω) is unknown
but G(τ) is given. If G(τ) can be evaluated at arbi-
trary τ either numerically or analytically, one can
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compute Gl by evaluating the integral in Eq. (9) nu-
merically. Any numerical integration scheme will
suffice. In practice, one can evaluate the integral
very accurately using composite Gauss-Legendre
quadrature with a small number of nodes even for
large Λ where UFl (τ) oscillates rapidly. See Ap-
pendix C for more technical details of the compos-
ite Gauss-Legendre quadrature.
# Transformation from u_l(x) to U_l(tau)
def U(l,tau):
return sqrt (2/ beta)*b.ulx(l,2*tau/beta -1)
# Compute expansion coefficients G_l
# from G(tau)
G_l = integrate(G(tau)*U(l,tau))
In general, ωmax must be sufficiently large so that
the spectrum function is bounded in [−ωmax, ωmax].
If the exact spectrum width is unknown and only
G(τ) is given, one may have to verify whether
this condition is met. Figure 5 shows Gl obtained
by numerical integration for ωmax = 0.1, 1, 10 and
the insulating model. For ωmax = 0.1, Gl decays
much more slowly than the singular values with in-
creasing l, which is an indication of the violation
of the condition. When the spectrum function is
well bounded (i.e., ωmax ≥ 1), Gl decays as fast
as the singular values. As shown in the previous
study [15], the number of coefficients increases only
logarithmically with respect to ωmax.
6.1.3. Case 3: Computing Gl from G(τ) by least
squares fitting
We now consider the cases where numerical val-
ues of G(τ) are given on a predefined fine grid of τ .
In such cases, one can compute Gl by using linear
least squares fitting techniques.
We assume that the values of G(τ) are given on a
discrete grid {τn} (n = 1, 2, · · · , Nfit). Equation (6)
can be written in the matrix form
G = Ug, (29)
where G = (G(τ1), G(τ2), · · · , G(τn))T, g =
(G1, G2, · · · , Gn)T, Ulm = UFl (τm). Our task is now
to compute the solution of this equation. This can
be done by minimizing
E(g) = ||G−Ug||2 (30)
with respect to g. Here, || · · · || denotes the Frobe-
nius norm. This procedure is stable if Nfit is suf-
ficiently large so that the coefficient matrix U is
well-conditioned.
0 10 20 30
l
10−15
10−11
10−7
10−3
|G
l
−
G
F
it
l
|
NFit = 30
NFit = 50
Figure 4: (Color online) Differences between expansion co-
efficients Gl computed by least squares fitting and exact val-
ues for β = 100 and the insulating model.
Let us demonstrate how the accuracy of the so-
lution is improved as Nfit is increased. In partic-
ular, we consider a uniform grid from τ = 0 to β.
Figure 4 shows the results computed for the insu-
lating model. It is clearly seen that the fit repro-
duces the exact results within numerical accuracy
for NFit = 50. Note that larger NFit is required to
reconstruct accurate Gl as β increases (not shown).
6.2. Reconstructing G(τ) and G(iωn) from Gl
Once Gl are computed, one can evaluate G(τ)
and G(iωn) at an arbitrary τ or ωn. It should be
noted that the basis functions included in this li-
brary are given in dimensionless form. Thus, one
have to use Eqs. (23)–(27) to convert the basis func-
tions in dimensionless form to UFl (τ) and U
F(iωn).
The following pseudocode describes how to use
the irbasis to perform this transformation. For sim-
plicity, we take τ = β/2, n = 0, · · · , 4 in the pseu-
docode.
# Evaluate G(tau)
tau = beta/2
Gtau = 0
for l = 0 to b.dim() -1:
Gtau += Gl[l] * U(l, tau)
# Evaluate G(iw_n) for n = 0, ..., 4
# "multiply" denotes matrix -vector
multiplication .
# Giwn is a vector.
n = [0, 1, 2, 3, 4]
unl = b.compute_unl(n)
Giwn = sqrt(beta) * multiply(unl , Gl)
Figure (6) shows G(τ) and G(iωn) reconstructed
from Gl for the insulating model. We compare the
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|G
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Sl (⇤ = 1000)
0 20 40
l
10 10
10 6
10 2
|G
l|
!max = 1
Sl (⇤ = 100)
Figure 5: (Color online) Expansion coefficients Gl com-
puted for the insulating model with β = 100. We compare
the results for ωmax = 0.1, 1, 10.
0 25 50 75 100
τ
10−15
10−11
10−7
10−3
|G
(τ
)|
Reconstructed by IR
Exact
100 101 102 103
n
10−1
|G
(i
ω
n
)|
Reconstructed by IR
Exact
Figure 6: (Color online) G(τ) and G(iωn) reconstructed
from Gl for the insulating model and β = 100.
reconstructed values with exact ones. Note that the
analytic form of G(iωn) is given by
G(iωn) =
1
2
(
1
iωn + 1
+
1
iωn − 1
)
, (31)
where ωn = (2n+1)pi/β. One can see perfect agree-
ment for both of G(iωn) and G(τ).
7. Summary
The IR basis yields an extremely compact repre-
sentation of the Matsubara Green’s function. To
obtain the IR basis, however, we need to solve
an integral equation, which prevents the IR basis
from coming into practical use in many applica-
tions. The library, irbasis, includes pre-computed
high-precision numerical solutions. The database
contains numerical solutions for typical values of
the dimensional parameter Λ, which will be suffi-
cient for most of practical applications. Neverthe-
less, users can add solutions for arbitrary values of
Λ to the database if needed. This library allows to
use the IR basis as easily as other special functions
8
such as Legendre polynomials, open up new and in-
teresting research applications in computations of
quantum systems.
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Appendix A. Format of datafile
In a database file, we store uαl (x) and v
α
l (y) as
piece-wise polynomial defined in the interval [0, 1]
since these functions are even or odd. A piece-wise
polynomial f(x) on [0, 1] is represented in the form
f(x) =
Ns−1∑
s=0
Np−1∑
k=0
W (x, xs, xs+1)fsk(x− xs)k,
(A.1)
where fsk is a coefficient of this piece-wise polyno-
mial. Ns is a total number of points where f(x ∈
[0, 1]) = 0. The set {x0 (= 0), x1, · · · , xNs(= 1)} is
ascending order and f(x) is equal to be 0 at each
points. Here, Np is the degree of the piece-wise
polynomial and W (x, a, b) is the window function
defined as
W (x, a, b) ≡
{
1 a ≤ x < b,
0 otherwise.
(A.2)
Equation (A.1) is evaluated at x = 1 as f(1) =
f(1 + 0−). We use Eq. (A.1) to evaluate the values
of IR basis functions for arbitrary values of x and
y. Derivatives of the basis functions are evaluated
by differentiating Eq. (A.1).
The file format of the database used in irbasis is
HDF5. IR basis sets for different parameter sets are
stored in different HDF5 groups. Each group must
have the structure given in Table A.1.
Appendix B. Fourier transformation
Equation (27) is evaluated by means of numerical
integration over x or a high-frequency expansion for
low and high frequencies, respectively.
The high frequency expansion of uαnl is given as
uFnl =
NP−1∑
m=0
[ −1
ipi(n+ 1/2)
]m+1
u
(m),F
l (1) + u
(m),F
l (−1)√
2
,
(B.1)
uBnl =
NP−1∑
m=0
[
1
ipi(n+ 1)
]m+1
u
(m),B
l (1)− u(m),Bl (−1)√
2
,
(B.2)
where u
(m),α
l (x) is the m-th derivative function of
uαl (x). The evaluation of these equations for high
frequencies is efficient and stable as long as the ex-
pansion is well converged with respect to m.
At low frequencies, we evaluate Eq. (27) by
means of numerical integration for each segment
(domain) of the piece-wise polynomials as
uαnl =
1√
2
eiΩ
α
n
Ns−1∑
s=0
J0(xs, xs+1,Ω
α
n). (B.3)
where Ωαn = pi(n+ (1/2)δα,F), Ns is the number of
segments of the piece-wise polynomials for uαl (x).
The end points of segments are denoted by xs (xs <
xs+1). To simplify the equation, we also define
Jk(xs, xs+1,Ω) ≡
∫ xs+1
xs
dxeiΩxu(k),α(x).
(B.4)
Each term is evaluated using either of the two
different methods described below. For Ωαn(xs+1 −
xs) < cpi (c is a constant of O(1)), Equation (B.4) is
evaluated precisely by means of numerical integra-
tion using a high-order Gauss Legendre quadrature
formula. For Ωαn(xs+1 − xs) > cpi, we use the fol-
lowing recursion relation
Jk(xs, xs+1,Ω) =
1
iΩ
[eiΩxs+1f (k)(xs+1)
− eiΩxsf (k)(xs)− Jk+1(xs, xs+1,Ω)] (B.5)
with JNP (xs, xs+1,Ω) = 0.
There are several useful relations between the
matrix elements of uαnl:∑
n∈Z
u∗nlunl′ = δll′ , (B.6)
(uFnl)
∗ = uF−n−1,l = (−1)l+1uFnl, (B.7)
(uBnl)
∗ = uB−n,l = (−1)luBnl. (B.8)
Appendix C. Computing expansion coeffi-
cients using numerical inte-
gration
For given G(τ), the expansion coefficients in
terms of IR Gl can be computed by means of nu-
merical integration as
Gl =
∫ β
0
dτG(τ)UFl (τ) (C.1)
=
√
β
2
∫ 1
−1
dx G(β(x+ 1)/2)uFl (x) (C.2)
=
√
β
2
∫ 1
−1
dx G(β(x+ 1)/2)uFl (x). (C.3)
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Dataset Type and dimensions Description
info/Lambda double Dimensionless parameter Λ.
info/dim int Number of basis functions and singular values (dim).
info/statistics int Statistics (1 for fermions and 0 for bosons).
sl double (dim) Singular values sαl .
ulx/np int Degree of the piece-wise polynomials for uαl (x) (= N
u
p ).
ulx/ns int Number of sections for x ∈ [0, 1] (= Nus ).
ulx/data double (dim, Nus , N
u
p ) Coefficients of the piece-wise polynomials for u
α
l (x).
vly/np int Degree of the piece-wise polynomials for vαl (y) (= N
v
p ).
vly/ns int Number of sections for y ∈ [0, 1] (= Nvs ).
vly/data double (dim, Nvs , N
v
p ) Coefficients of the piece-wise polynomials for v
α
l (y).
Table A.1: The structure of HDF5 group for storing data of an IR basis set. The actual data types are H5T IEEE F64LE and
H5T STD I64LE for double and int, respectively.
Here, the integrand functions G(β(x + 1)/2)uFl (x)
are rapidly oscillating functions around x = ±1.
There integrals can be evaluated precisely by means
of composite Gauss-Legendre quadrature as de-
tailed below.
Let us first introduce Gauss-Legendre quadra-
ture. An n-point Gauss-Legendre quadrature rule
reads
∫ 1
−1
dxf(x) '
N∑
i=1
wGLi f(x
GL
i ), (C.4)
where the samplings points xGLi are the
roots (zeros) of the N -th Legendre poly-
nomial PN (x). The weights w
GL
i are
wGLi = 2/[(1 − (xGLi )2)(P ′N (xGLi ))2]. The ap-
proximate equality becomes exact if the integrand
function f(x) is a polynomial of degree 2N − 1
or less. Equation (C.4) still produces a good
estimate if f(x) is approximated by a polynomial
of degree 2N − 1. In practice, N is increased
until convergence is reached. The computation of
the sampling points and weights are implemented
in many numerical libraries such as numpy, GSL,
QUADPACK.
In the present case, the basis functions uFl (x)
are approximated well by piece-wise polynomials of
fixed degree in each section of the piece-wise poly-
nomials. Thus, Equation (C.3) is approximated ac-
curately
Gl =
√
β
2
Ns−1∑
s=0
N∑
i=1
(
xs+1 − xs
2
wGLi
)
×G(β(xs,i + 1)/2)uFl (xs,i) (C.5)
=
√
β
2
NsN∑
j=1
w˜jG(β(xj + 1)/2)u
F
l (xj), (C.6)
where xs,i ≡ (xs+1 − xs)(xGLi + 1)/2 + xs. For
simplicity of presentation, we introduced j ≡ (s, i)
and defined the sampling points xj and the weights
w˜j ≡ (xs+1 − xs)wGLi /2 of the composite Gauss-
Legendre quadrature.
In practice, this integral can be computed effi-
ciently by a matrix multiplication as
Gl =
√
β
2
(Gu)1,l, (C.7)
where G and u are matrices of size (1, nNs) and
(nNs, Nl) defined as
G1,i = G(β(x˜i + 1)/2), (C.8)
ui,l = w˜iu
F
l (x˜i), (C.9)
respectively. The computational complexity is
O(nNsNl). For Λ = 10
4 and α = F (Ns = 134 and
Nl = 61), the use of n = 16 produces converged
results.
Appendix D. IR of the Green’s function
with a single pole
We consider the Green’s function with a single
pole at :
Gα(iωn) =
1
iωn −  . (D.1)
11
From Eq. (17), we obtain
GF(iωn) = −
∞∑
l=0
SFl U
F
l (iωn)V
F
l (), (D.2)
GB(iωn) = −
∞∑
l=0
SBl U
B
l (iωn)V
B
l ()
−1 (D.3)
for α = F and B, respectively. Comparing these two
equations with Eq. (12), we obtain the expansion
coefficients of the Green’s function in terms of IR
as
GFl = −SFl V Fl (), (D.4)
GBl = −SBl V Bl ()−1. (D.5)
In the case of  = 0 for bosons, the inverse trans-
formation of GB(iωn) = 1/iωn yields G
B(τ) =
−1. Such constant terms in the τ domain are not
represented compactly in the IR basis for bosons
and should be treated separately. Please refer to
Ref. [15] for a more detailed discussion.
12
