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Sum m ary
Design of ensemble classifiers involves three factors: 1) a learning algorithm to produce 
a classifier (base classifier), 2) an ensemble method to generate diverse classifiers, and 
3) a combining method to combine decisions made by base classifiers.
W ith regard to the first factor, a good choice for constructing a classifier is a decision 
tree learning algorithm. However, a possible problem with this learning algorithm is its 
complexity which has only been addressed previously in the context of pruning meth­
ods for individual trees. Furthermore, the ensemble method may require the learning 
algorithm to produce a complex classifier. Considering the fact that performance of 
simplification methods as well as ensemble methods changes from one domain to an­
other, our main contribution is to address a simplification method (post-pruning) in 
the context of ensemble methods including Bagging, Boosting and Error-Correcting 
Output Code (ECOC). Using a statistical test, the performance of ensembles made 
by Bagging, Boosting and ECOC as well as five pruning methods in the context of 
ensembles is compared. In addition to the implementation a supporting theory called 
Margin, is discussed and the relationship of Pruning to bias and variance is explained. 
For ECOC, the effect of parameters such as code length and size of training set on 
performance of Pruning methods is also studied.
Decomposition methods such as ECOC are considered as a solution to reduce complex­
ity of multi-class problems in many real problems such as face recognition. Focusing 
on the decomposition methods, AdaBoost.OC which is a combination of Boosting and 
ECOC is compared with the pseudo-loss based version of Boosting, AdaBoost.M2. In 
addition, the influence of pruning on the performance of ensembles is studied. Moti­
vated by the result that both pruned and unpruned ensembles made by AdaBoost.OC 
have similar accuracy, pruned ensembles are compared with ensembles of single node 
decision trees. This results in the hypothesis that ensembles of simple classifiers may 
give better performance as shown for AdaBoost.OC on the identification problem in 
face recognition. The implication is that in some problems to achieve best accuracy of 
an ensemble, it is necessary to select base classifier complexity.
K ey words; Decision Trees, C4.5, Pruning Methods, Bagging, Boosting, Error-Correcting 
Output (ECOC), Combining classifiers, Ensemble Methods, Face Verification and Iden­
tification
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Chapter 1
Introduction
1.1 Learning algorithm s and Ensem ble M eth od s
Supervised learning is one of the most popular and best methods in machine learning. 
In supervised learning, a set of labelled data in the format of a set of measurements 
called features or attributes is given to a learning algorithm. The goal is to find a 
function which maps the data to one of the labels. This function is called a classifier 
and is intended to explain the underlying knowledge of training data and is applied to 
a new dataset ( named test data) to predict their labels. A learning algorithm such 
as a decision tree or neural network is able to produce different classifiers if different 
distributions of training dataset are provided to them. This can be used to build a 
group of classifiers called an ensemble ( or committee in some contexts) as has been 
shown in figure 1.1. As we know, a team of experts may perform a given work better 
than one expert if each expert has its own knowledge about the problem and all work 
in a perfect harmony. With respect to an ensemble, this can be interpreted as diversity.
To build a good ensemble, we need methods which are able to provide approaches 
leading to diverse classifiers as well as learning algorithms which can produce such 
classifiers. For the former case, the following methods can be found in the literature[25]:
• Manipulating the training set (such as Boosting and Bagging)
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X(n)
Classifier
Classifier %(»)
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Figure 1.1; Multiple classifier systems.
• Manipulating the Output Targets (or perturbing class labels such as Error-Correcting 
Output Code)
• Manipulating the input features
• Injecting Randomness in the learning algorithm such as C4.5
• Incorporating different learning algorithms
1.1.1 W hy Ensemble
This problem can be considered from different viewpoints based on the fact that the 
training set used in supervised learning is a sample of its population [25]. Therefore, 
using this sample may not lead to finding the true function which describes the under­
lying knowledge of the population. Fi'oin a statistical point of view, if the size of sample 
is small, generating different classifiers or hypotheses about the sample and combining 
them may result in more accurate prediction of new patterns. On the other hand, based 
on a computational view, if the sample is large enough, the nature of learning algorithm
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could lead to getting stuck in local optima. Therefore, constructing an ensemble by 
running the local search from different points may lead to better approximation of the 
true function.
In addition to these two reasons which are based on the size of sample, finding a single 
classifier or hypothesis which represents the true function in the original hypothesis may 
be impossible[25]. Combining the classifiers is a way to expand the hypothesis space 
to represent the true function.
In chapter 2, we look at ensemble methods in more detail.
1.2 T he Problem , O bjectives and approaches
The performance of an ensemble of classifiers can be influenced by several factors includ­
ing the learning algorithm (which is used to construct diverse classifiers), the ensemble 
design techniques and combining methods. Using a decision tree learning algorithm for 
building base classifiers in ensembles, which are known to be greedy in modelling the 
data [79], makes it necessary to address simplification methods such as post-pruning 
to avoid overfitting. On the other hand, the performance of pruning methods as well 
as ensemble methods changes from one domain to another. In a sentence, our research 
is about ensemble of simple classifiers. Since we have used a decision tree learning 
algorithm as base classifier in the ensemble, one of the main parts of the thesis is about 
influence of pruning methods on ensembles. Then the thesis goes on to address en­
semble methods for solving multi-class problems by decomposition methods and the 
eff'ect of pruning methods on this kind of ensemble. Finally, we will address ensemble 
of single node decision trees compared with ensemble of more complex classifiers.
To investigate the effect of pruning methods, we will start with two popular ensemble 
methods. Bagging and Boosting, and compare pruned and unpruned ensembles of deci­
sion trees ( generated by using C4.5) over both artificial and real datasets. Meanwhile, 
in the last part of chapter 3 a comparison of performance of five decision tree pruning 
methods in different ensembles built by Bagging and Boosting will be performed to find 
out which one outperforms in different domains. To ascertain whether the differences
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between them are statistically significant, a statistical test called McNemar test will be 
applied (section 3.8). To analyse how and why ensemble methods improve the accuracy 
of classification systems, the implementation of a supporting theory called Margin will 
be explained for both pruned and unpruned ensembles produced by Boosting (section 
3.9.2). Another theory presented for ensemble methods is decomposition of error into 
bias and variance. We will explain this theory as well as its relationship to pruning of 
decision trees in section 3.7.
As addressed in [26], complexity of base classifiers is a problem in ensembles built by 
Error-Correcting Output Code (ECOC) which is in a second type of ensemble method 
and produces diverse classifiers by perturbing the class labels. To know which prun­
ing methods may reduce complexity while preserving accuracy, we have applied five 
decision tree pruning methods to ensembles generated by ECOC (chapter 4). The per­
formance of these five pruning methods will be compared with each other as well as 
unpruned ensembles. In ECOC, the Hamming distance between rows determines the 
error-correcting capability. To increase the Hamming distance, one way is to increase 
the code length. The effect of increasing code length on the performance of pruned and 
unpruned ensemble will be explained in section 4.7. Another factor which influences 
the performance of a classifier is the size of training set. The effect of training set size 
on the pruned ECOC will be shown in the last part of chapter 4.
Decomposition methods seem to outperform other methods such as Boosting and 
Bagging in solving multi-class problems. However, the complexity of decision trees in 
ECOC can not be removed by pruning methods if accuracy to be preserved. Therefore, 
we switch to another ensemble method which is a combination of Boosting and ECOC 
called AdaBoost.OC. To examine this method, we have chosen Error-Based Pruning 
(EBP) which was the best pruning method according to experiments performed with 
Bagging, Boosting and ECOC (sections 3.9 and 4.7). After finding that AdaBoost.OC 
produces pruned and unpruned ensembles with similar performance, we will add the 
ensemble of single node decision trees known as Decision Stumps and compare their 
performance to AdaBoost.OC ensembles (section 5.4.1). To verify that AdaBoost.OC 
as a decomposition method outperforms multi-class algorithms, we have compared it 
with AdaBoost.M2 which will be presented in section 5.4. The margin concept will be
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used to describe the behaviour of AdaBoost.OC. It will be explained in section 5.4.2 
that with a greater number of simple classifiers like Decision Stumps, we may achieve 
the same accuracy as ensemble of more complex decision trees.
With the conclusion from the aforementioned experiments that the accuracy of pruned 
ensemble generated by AdaBoost.OC is similar with unpruned ensembles built by Ad­
aBoost.OC, we come to the final aim in our work which is to apply it to a face iden­
tification and verification problem. Both pruned ensemble and single node decision 
tree (Decision Stump) ensembles were applied to this problem (chapter 6). It will be 
shown that ensemble of Decision Stumps could give better results in identification while 
the error-correcting ability of AdaBoost.OC puts a limitation on the performance of 
ensembles.
1.3 D ata  U sed  in th e E xperim ents
Most real data we have used in experiments are from UCI machine learning repository[9]. 
The summary of their descriptions is as follows:
A nneal It is a dataset with 9 continuous attributes and 29 nominal-valued features. 
76.19% of the instances (798) belong to one of the six classes and the remaining 
to other classes. There are many missing attribute values.
A udiology This dataset is the standardised version of the original containing 200 
instances with 69 discrete attributes and 24 classes. There are some missing 
attributes and the number of instances for some classes is low (there is just one 
instance for them). The largest class consists of 24% of instances.
B reas t Wisconsin Breast Cancer database was obtained from the University of Wis­
consin Hospitals, Madison from Dr. William H. Wolberg. It contains 699 in­
stances in which 65.5% of instances is from one of two classes and 34.5% belong 
to other one. Each instance was represented by ten continuous attributes.
B reast C ancer This breast cancer domain was obtained from the University Medi­
cal Centre, Institute of Oncology, Ljubljana, Yugoslavia. This data set includes
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201 instances of one class and 85 instances of another class. The instances are 
described by 9 nominal or discrete attributes.
C ar A four-class database for evaluation of car which was derived from a simple hi­
erarchical decision model. The classes of 1728 instances in this dataset are not 
equally distributed. The number of attributes has been reduced to six nominal 
features. The distribution of classes on the data is: 70.02%, 22.22%, 3.99%, and 
3.76%.
C rx  It contains a mix of continuous and nominal attributes. Continuous attributes 
have small values while nominal feature have large numbers. 690 instances of this 
two class dataset concern credit card application. 44% of instances belongs to 
one of two classes and 56% to another class.
D erm ato logy  This database contains 34 attributes, 33 of which are linear valued and 
one of them is continuous. The aim is to determine the type of Eryhemato- 
Squamous Disease. The six classes are not equally distributed and are 30.60%, 
16.67%, 19.67%, 13.39%, 14.21%, and 5,46%.
G lass This six class dataset with 9 continuous attributes was collected for crimino­
logical investigation. Number of patterns is 214. The distribution of classes is: 
32.71%, 35.51%, 7.94%, 6.07%, 4.21%, and 13.55%.
H e a rt A two-class dataset which contains 270 instances. 120 instances are from class 
1 which show presence of heart disease and the rest (150) show the absence of 
the disease. This database contains 13 continuous attributes which have been 
extracted from a larger set of 75.
H y p o th y ro id  This dataset concerns thyroid disease and contains 3163 instances, two 
classes (4.77% and 95.23%) and several missing attribute values. Among 25 a t­
tributes, 18 of them are nominal and the rest are continuous.
Iris  This data contains three classes. Each class refers to a type of iris plant. There are 
50 instances for each class in the dataset with 4 continuous attributes. According 
to [9], one of the classes is linearly separable from the other two and the other 
two are not linearly separable from each other.
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labor-neg  Its complete title is ’’final settlements in labor negotiations in Canadian 
industry”. It is a two-class dataset with 8 continuous and 8 nominal attributes.
Number of Instances is 57 with 64.91% for one of the classes and 35.09% for 
another one.
L e tte r  It is a 20000-instance dataset of the 26 capital letters in the English alpha­
bet. Each instance contains 16 numerical attributes which were scaled to integer 
numbers between 0 and 15. 26 classes have approximately equal distributions.
S egm en ta tion  The instances of this dataset were drawn randomly from a database 
of 7 outdoor images. The images were hand segmented to create a classification 
for every pixel. Each instance is a 3 x 3 region. Each of 2310 instances has been 
represented by 19 continuous attributes. There are equal number of instances for 
7 classes.
Soybean-Large It is a 307-instances dataset with 35 nominal features. Four of 19
classes of this dataset have a small number of patterns. The largest class consists I
of 13.47% of instances. j
Vehicle This dataset originates from Turing Institute, Glasgow. The purpose of the
dataset is to classify a given silhouette as one of four types of vehicles. The 18 i
continuous attributes for each silhouette were extracted to classify four vehicles. |
There are approximately equal number of instance for 4 classes in this dataset. j
V ote This dataset includes votes for each of the USA House of Representatives Con- 1
gressmen on the 16 key votes identified by the CQA. The values of 16 attributes j
were achieved by dividing different votes into three groups; yes, nay, or unknown i
disposition. 61.38% of the data are from class one (democrats) and the rest belong 
to class two (republicans). There are some missing attributes.
W aveform -21 It consists of 21 attributes with continuous values between 0 and 6. i
Noise has been added to values of each attribute. Each class of three classes in 
this dataset is a combination of 2 of 3 base waves. Distribution of each class is 
33.33%.
Theses datasets have been summarised in tables 3.1 and 4.2.
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1.4 Structure o f th e T hesis
The overall structure of the thesis is as follows:
We will first address in chapter 3 the complexity of decision trees generated for Bagging 
and Boosting and also we compare Bagging to Boosting for different pruning methods. 
Then, in chapter 4 we will explain how the pruning methods reduce complexity of 
decision trees in Error-Correcting Output Code. Using the result of these two chap­
ters, in chapter 5 we will address the Output-Coding version of Boosting by applying 
Error-Based Pruning which is the best pruning method for two variants of Boosting 
algorithms. This chapter comes to the result that AdaBoost.OC produces pruned and 
unpruned ensembles with similar performance and in this respect it outperforms other 
ensemble methods in solving multi-class problems such as face recognition. The follow­
ing chapters will be included:
• Chapter 2 we will start the thesis with a literature of ensemble methods, combin­
ing methods, decision tree learning algorithms and the decision tree simplification 
methods.
• Chapter 3 will be about two popular ensemble methods. Boosting and Bagging 
and about pruning of decision trees with five post pruning methods. Both Boost­
ing and Bagging perform well with unstable learning algorithms such as neural 
networks or decision trees. Pruning decision tree classifiers is intended to make 
trees simpler and more comprehensible and avoid over-fitting. However it is 
known that pruning individual classifiers of an ensemble does not necessarily lead 
to improved generalisation. Examples of individual tree pruning methods which 
will be addressed in this chapter are Minimum Error Pruning (MEP), Error-Based 
Pruning (EBP), Reduced-Error Pruning(REP), Critical Value Pruning (CVP) 
and Cost-Complexity Pruning (CCP). At the end of the chapter we will present 
the results of applying Boosting and Bagging with these five pruning methods to 
eleven benchmark datasets.
• Chapter 4 is about Output Coding and the influence of tree pruning on it. Out­
put Coding is a method of converting a multi-class problem into several binary
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subproblems and gives an ensemble of binary classifiers. Like other ensemble 
methods, its performance depends on the accuracy and diversity of base classi­
fiers. If a decision tree is chosen as base classifier, the issue of tree pruning needs 
to be addressed. In this chapter we investigate the effect of five methods of prun­
ing on ensembles of trees generated by Error-Correcting Output Code (ECOC). 
The results with ECOC will be presented at the end of the chapter.
In chapter 5 we consider AdaBoost.OC, an ensemble method which combines 
two ensemble techniques, Error-Correcting Output Code (ECOC) and Boosting. 
Both ECOC and Boosting are capable of producing diverse binary base classifiers. 
Decision trees have been chosen as the base classifiers, and the issue of tree 
pruning is addressed as well. In the last section experimental results have been 
explained.
In Chapter 6 we will address applying AdaBoost.OC to a real face recognition 
problem. AdaBoost.OC combines the main features of Boosting algorithm and 
Error-Correcting Output Code (ECOC) to produce diverse classifiers by con­
verting the multi-class problem such as face recognition into several binary sub­
problems and concentrating on hard examples. Recognising the advantage of 
decision trees which do not need any parameter tuning like neural network, C4.5 
and Decision Stump have been used as base classifiers.
Chapter 7 will be the last chapter which is about conclusion of the thesis.
Chapter 2
Ensem ble o f D ecision Trees: A  
Literature R eview
2.1 Introduction
As mentioned in chapter 1, our work is about ensembles of decision trees. Three 
main factors of an ensemble are: a method for generating diverse classifiers which we 
refer to as ensemble method, combining the decisions made by the classifiers (known as 
combining methods) and finally the base learning algorithms. The main purpose of this 
chapter is to review the literature of these three areas. For base learning algorithms, 
in addition to decision tree learning algorithms, we will address their simplification as 
well since we have used a kind of simplification method to reduce the complexity of 
decision trees.
An ensemble is a set of trained classifiers. The main idea behind the classifier en­
semble is to improve the accuracy of the recognition system designed for the particular 
problem to be solved. Ensemble methods such as Boosting, Bagging, Output Coding 
work very well with decision trees learning algorithms such as 04.5 and CART. One 
problem with decision trees is their complexity which has been addressed with simpli­
fication techniques such as post-pruning methods. In designing ensembles of decision 
trees, pruning is an important research issue which has been addressed in our work.
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In different parts of this chapter we will review methods concerned with generating 
ensembles.
First different ensemble methods will be explained in sections 2.2 and 2.2.1. Accuracy 
and diversity are discussed in section 2.3, and combining methods in section 2.4. In the 
second part of this chapter we will review existing decision tree algorithms and their 
simplification in sections 2.5, 2.6 and 2.7.
2.2 E nsem ble M ethods
For the classification task at hand, we could build many classifiers using different meth­
ods. Each classifier has specific information about the problem. So, choosing the best 
classifier and discarding others may lead to wasting useful information. Also, objects 
are represented by different types of feature sets and handling all of them by a particular 
classifier is difficult. These are the main reasons to consider constructing an ensemble 
of classifiers. We can identify five methods for constructing ensembles and two meth­
ods for combining the classifiers. Here, we first review the methods of construction in 
section 2.2.1, and then the methods of combination in section 2.4.
2.2.1 M ethods of Ensemble Creation
To achieve a good performance for an ensemble, we need the base classifiers to satisfy 
three conditions: i) accuracy, ii) efficiency iii) diversity [82, 26]. An accurate classifier 
may mean just that its error rate is less than random guessing [44]( i.e., we do not 
necessarily need the base classifier to be highly accurate). An efficient classifier uses 
reasonable amounts of time and memory in training and when it is applied to new 
patterns. By diversity, we mean each individual classifier or expert has its own knowl­
edge about the problem and different pattern of errors compared to other experts. In 
simple words, different classifiers do not make the same pattern mistakes. In terms of 
diversity, the methods for construction of ensembles can be divided into five categories 
[93],[25]:
.  Using different feature sets
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• Incorporating different types of base classifier
• Resampling training set
• Injection randomness into base classifier
• Perturbing class labels.
2.2.1.1 Using Different Feature Sets
The first method needs a high number of features and suits a large data set. One 
approach is to use several feature sets. An example of this first method is [32]. The 
authors have used six different feature groups for 2000 handwritten numerals extracted 
form a set of Dutch utility maps. In [53], they applied this method to other domains; 
identity verification and handwritten digit recognition. As an example for identity 
verification frontal face, face profile and voice were used. Another approach in this 
method is to produce different feature sets by selecting subsets of features. The aim is 
to lessen the curse of dimensionality while classifiers with complementary information 
and lowest possible correlation [87] are produced. The curse of dimensionality occurs 
if the number of feature is too high compared to the number of training patterns. 
Ti’aining the classifiers on smaller features reduces overfitting in each classifier as well 
as training times [87].
2.2.1.2 Incorporating Different Types of Base Classifier
In the second method, different learning algorithms such as nearest neighbour, Bayes 
classifier, nearest mean, neural network, decision tree, and support vector machine are 
applied to the same training set to extract different information [32]. A combination 
of different learning algorithms may produce higher level diversity [91].
2.2.1.3 Resam pling Training Set
This method works very well with unstable learning algorithms. An unstable learning 
algorithm is an algorithm in which a small perturbation in the training set may lead
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to large changes in the resulting classifier. Examples of this type of learning algorithm 
are decision trees and neural networks. Stable learning algorithms include nearest 
neighbour, linear discriminant. By using different methods of sampling, in each round 
of generating classifiers the unstable learning algorithm is given a new replicate of 
the training set. Three main and important methods of resampling are; Bagging ( 
abbreviation for bootstrap aggregating), Boosting, and the Random subspace method. 
We will explain Bagging and Boosting in chapter 3. Randomness can be introduced 
either through the randomisation of the training set or the randomisation of the base 
classifier itself. One well-known approach for the first method is cross validation in 
which the data set is randomly divided into several disjoint subsets and each time one 
of the subsets is left out [72]. Another way of using the random sampling method is 
to resample (with replacement) the training set reaching a node of a tree and use this 
sample to select the best attribute for the test. This method stops resampling when 
the number of patterns reaching the node is small to ensure that enough patterns exist 
at the node [51].
2.2.1.4 Injection Random ness into Base Classifier
An example of this method is to inject a random decision into decision tree algorithms 
such as ID3 and 04.5. 04.5 uses information ratio to select the best attribute for test 
at an internal node. One alternative way is to choose randomly one of 20 top-ranked 
attributes [27].
2.2.1.5 Perturbing Class Labels
These methods convert a multi-class problem into several binary subproblems. They 
actually make an ensemble of binary classifiers. One-per-class, Distributed Output 
Code and Error-Oorrecting Output Oode (EOOO) are examples of this method. In all 
three methods a code matrix is used in which each row corresponds to a class. For 
example in One-per-class approach, the code matrix consists of k rows and k columns 
{k is the number of classes). In this matrix, all elements of each row or column are 
zero except one element which is one and corresponds to the related class [26]. In fact.
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One-per-class finds the decision boundary between a class and the rest. Distributed 
Output Code method is based on the properties of the patterns. Therefore, distance 
between rows of code matrix depends on finding distinguishing features of patterns. In 
ECOC, code selection depends on number of classes and code generation is problem- 
independent. More details about this class of ensemble methods will be presented in 
chapter 4.
2.3 D iversity  and A ccuracy
Generalisation refers to the ability of a classifier to predict the label of a new pattern 
correctly. Although diversity means making different decisions by generated classifiers 
which leads to better generalisation, it does not mean the more diverse the better per­
formance for the ensemble. As the experimental study in [59] shows there is no strong 
linear or non-linear relationship between diversity and accuracy. In this study, nine 
diversity measures introduced in the literature have been used and applied to Boost­
ing and Bagging linear classifiers, i.e., nearest mean classifier and pseudo-Fisher linear 
classifier were used as base classifiers. According to their results, Boosting produces 
more diverse classifiers and there is a general trend in Boosting that greater diversity 
leads to higher accuracy. In [91] Coincident Failure Diversity has been used to measure 
the diversity and it has been shown that decision tree produces more diverse classifiers 
than neural network. However, the generalisation performance of combined decision 
trees is not better than combined neural networks. In [71], a genetic algorithm was 
used to search for accurate and diverse classifiers and a neural network ensemble was 
built by linear combination of them.
2.4 Com bining M ethods
In addition to diversity, the method of combining affects the performance of an en­
semble. After generating different classifiers; at decision level, a question that needs 
to be addressed is how to combine the decisions or the outputs of the classifiers to
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obtain better results. Based on different aspects, the combining methods developed by 
researchers can be divided into different categories.
2.4 .1  In form ation  L evel C ategorisin g
Based on the type of the outputs of the base classifiers or the level of information 
provided by them, one may divide the methods into three categories: abstract level, 
rank level and measurement level [103]. In abstract level, the output of each base 
classifier is only a class label. In rank level the outputs of classifiers are in class ranking 
as in a queue in which the top one is the first choice. In third level, a measurement 
such as class probability is assigned to each class label. The measurement level has the 
most information and the abstract level has the least.
2 .4 .2  F unction  C ategorisin g
Based on the methodology used for combining the decisions made by the base classifiers, 
one may classify the combining methods into different types. Here, we explain them; 
Voting methods, order statistics, stacking and cascading.
2.4.2.1 Voting M ethods
Simplicity is the main advantage of voting methods. In these methods the test pattern 
is assigned to the label which receives more votes than others. It is called majority 
voting if the class label of the test pattern is chosen based on receiving more than half 
votes (50 %) and it is a plurality voting if it is based on less than 50 %. In Bagging a 
simple or uniform scheme of voting is used and in Boosting a weighted vote. In both of 
them, to decide the final class label, the abstract level of the outputs of base classifiers 
is used. In [53], to define majority vote rule the authors have used the measurement 
levels. In the simple or uniform voting all the base classifiers have the same weight 
and in the weighted vote a procedure is used to compute the weights. For example in 
AdaBoost weights are computed according to the performance of base classifiers on the 
training set or in [46] a linear discriminant is used for this purpose.
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2.4.2.2 Order Statistical Combining M ethods
For these type of methods, we need the outputs of the base classifiers to be in the 
measurement level such as posterior probability of the classes. Examples of these 
methods are Max, Min, median and sum (or average). In [53] and [86] a theoretical 
framework has been presented for these kinds of methods.
2.4.2.3 Stacking
In this method, first the original training set is used to train different classifiers and 
the output of generated classifiers is used to form another training set called meta-level 
data set. A learning algorithm is applied to meta-level data set to build the classifier 
for combining [102] [22].
2.4.2.4 Cascading
As with stacking, learning is performed in several steps but the high level or meta- level 
classifier uses original training set plus the probability class distributions provided by 
the base classifiers. That is, at each step a new attribute is added to the data set 
without changing the number of training patterns. The new attribute is the class 
probability distribution obtained at the previous step. Therefore, at each step the 
learning algorithm uses a new data set to produce a classifier and in a sequential way 
the classifiers are combined [22].
2.5 D ecision  Tree Learning A lgorithm s
A decision tree is a tree which represents the classification rules. It assigns a class label 
to a test pattern by filtering the pattern down through the tests in the tree. It contains 
a root as the starting node and the leaves as the terminal nodes. The leaves represent 
the class labels or categories of patterns and the other nodes represent the attributes 
associated with the objects being classified. The branches of the tree represent each 
possible value of the attribute node which they originate. The non-leaf nodes are called
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Figure 2.1: An example of decision tree. This tree is for playing golf [78].
internal nodes. Decision tree can be divided into different types. For example, based on 
type of test, the decision tree can be a univariate or a multivariate tree. In multivariate 
decision tree, a combination of several attributes is used for test while in univariate 
tree only one attribute is used.
Figure 2.1 shows an example of decision tree. This decision tree is to ascertain 
whether to play golf or not. In this tree the leaves take yes or no values. At the root, 
the outlook attribute is tested. Depending on the value of the input pattern for this 
attribute one of the branches is selected. The same process is repeated for internal 
nodes ( here shown as humidity and wind) until a leaf in which a label (yes or no) is 
given to the input pattern[78|.
In this section, we review the methods of constructing decision trees and the methods 
of pruning them.
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2.5 .1  C h aracteristics  o f D ec is io n  T iees
Depending on different situations, decision tree classifiers have the following advantages 
and disadvantages:
1. N o n p aram e tric  M eth o d
This is an advantage for constructing a classifier using a set of patterns a decision 
tree does not need to know the distribution of the data nor does it need any 
parameter to be set.
2. U n d ers tan d ab ility
Understanding the structure of decision trees is simple and the classification rules 
in terms of values of attributes can be extracted easily. This advantage makes 
decision trees popular in machine learning.
3. In s tab ility
This feature of decision trees makes them popular for ensemble methods. With 
small changes in the dataset, decision tree learning algorithms produce large 
changes in the resulting classifier [15]. On the other hand, it is a disadvantage in 
the context of single decision tree.
4. M issing Values
If the value of an attribute for a test pattern at a node is not given, it is impossible 
to decide which branch should be followed. Decision learning algorithms (e.g. 
C4.5) solve this problem in constructing stage [78].
2.5 .2  T w o P h ases  o f D ec is io n  Tree C on stru ction
In our work, since we have used post-pruning methods as simplification methods, there 
are two main phases in creating a decision tree classifier from a noisy dataset. First, a 
decision tree is created from the whole set of patterns and then it is pruned to remove 
those parts of the tree which model the noise. In creating the decision tree, a divide 
and conquer method is used to split the dataset. Partitioning the dataset is performed 
based on the values of an attribute which is the best choice according to a selection 
measure. The secong phase is discussed in section 2.7.
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2.5 .3  B est  A ttr ib u te  S e lec tio n  M easures
Here we review a number of methods to choose the best attribute for test at a node.
2,5.3.1 Inform ation Gain
Information Gain (or entropy) is a statistical property which was introduced by Quinlan 
in the ID3 algorithm. It is an idea from information theory and can be defined as[77]:
EntropyiS) = -  x log2(P(C))) (2.1)
c
where S  is pattern set, P{C) is proportion of S  belonging to class C.
Gain{S^ Æ) which is the information of S  on attribute At is defined as:
Gain{S^ At) = Entropy{S) — ^  ) x Entropy{Sv) (2.2)
V \  H i  /
where is the set of patterns which belong to one of the values of the attribute At.
2.5.3.2 Gain Ratio
The drawback of Gain Information is that it has a strong bias in favour of attributes 
which have many values. To solve this problem Quinlan introduced Gain Ratio as 
measure of test selection. The definition of Gain Ratio is as follows [78]:
SplitInfo{S, At) =  -  X log2( \ ^ )  (2-3)
t ) = i  1*^1
and the Gain Ratio
Ga'mRatio{Sy At) = Gain{S. At)/SplitInfo{S^ At) (2.4)
2.5.3.3 Gini D iversity Index
G ini diversity index is similar to Gain Information, but measures the impurity of an 
attribute with respect to the classes. Since each node of the tree contains a subset of
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patterns, we can compute the class probability function P{C\tn) in node tn and the 
Gini diversity for this node is[13]:
GI{tn) =^'£.P(Gj\tn)P{Ci\t„) =  1 (2.5)
i^j i
P^{Ci\tn) is defined as impurity function. This function becomes maximum when 
all classes have equal probability and it is minimum when all instances in the sample 
belong to only one class.
2.6 D ecision  Tree A lgorithm s
Decision tree algorithms can be divided into different kinds like univariate and mul­
tivariate decision trees. A multivariate decision tree uses a linear combination of at­
tributes in each decision, while a univariate decision tree uses one feature. ID3, 04.5 
and CART are examples of univariate decision trees. Bredensteiner and Bennett used 
a robust linear program(RLP) to construct a multivariate decision tree [6]. In this 
section we briefly review a number of decision tree algorithms.
2.6.1 IDS
ID3, developed by Quinlan, constructs a decision tree by recursively selecting the best 
attribute to use at current node in the tree. To choose the best attribute, information 
gain, equation 2.2 is used. If the chosen best attribute perfectly classifies the training 
set then ID3 stops; otherwise it recursively operates on the n { n is the number of 
values of the selected attribute) partitioned subsets to get their best attribute [77].
2.6.2 C4.5
Figure 2.2 briefly shows the main part of C4.5 algorithm which has been developed by 
Quinlan. ID3 uses information gain to determine which attribute is suitable for test at a 
node while C4.5, the newer version of ID3, uses gain ratio [78]. Both of them divide the 
set of examples at each node according to value of the selected attribute. Construction
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1. Compute frequency of each Class.
2. Return if all examples have the same class or there are fewer than specified number 
of examples.
3. Calculate information gain and gain ratio for each attribute.
4. Identify which attribute has maximum gain ratio for use as the test at this node.
5. Divide the training set according to values of that attribute.
6. For each subset if the subset is not empty repeat from step 1 otherwise return a 
leaf.
7. Return the tree.
Figure 2.2; C4.5 Decision tree Algorithm.
of the tree starts with the root and if all examples have the same class or there are 
few patterns at a node, the node will be a leaf. Since C4.5 uses the information in 
the initial training set to split, the node is a leaf if the resulting subset after division 
is empty. C4.5 keeps weights for each example and changes the weight of an example 
for which the selected attribute at a node has unknown value according to proportion 
of examples[78]. C4.5 can deal with continuous attributes by using Information Gain 
to discretise them. The Information Gain equation is used to find a threshold. Then 
this threshold is used to convert the values of the continuous attribute into two values. 
When a continuous attribute has maximum gain ration, its values are discretised.
2.6 .3  C A R T
CART ( Classification and Regression Tiees) methodology is technically known as bi­
nary recursive partitioning. The process is binary because parent nodes are always
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split into exactly two child nodes and recursive because the process can be repeated by 
training each child node as a parent. To split a node into two child nodes, CART always 
asks questions that have yes or no answer. To split the data in a node, Gini diversity 
index is one of the criteria used to choose the attribute which has maximum entropy 
reduction. CART stops growing the tree when there are not enough patterns in the 
subset reaching a node, or the entropy reduction has reached a pre-defined threshold, 
or all patterns reaching the node belong to the same class [13].
2 .6 .4  T h e Linear M ach ine D ecision  Trees In d u ction  A lg o r ith m
The LMDT algorithm uses a top-down approach and trains a linear machine for each 
node of the tree. This algorithm constructs each test in a decision tree by training a 
linear machine based on a subset of the input variables, which then serves as a multi­
variate test for the decision node. A linear machine is a multi-class linear discriminant, 
which itself classifies an instance. The result of the linear machine test is the class 
name. There is a branch for each possible class at a node. For classification of an 
instance, it is encoded according to the local encoding information retained in the de­
cision node. For example, for a two-valued variable, one of the values is encode as 1 
and the other as -1. At the end of repeating this process, a leaf node shows the class 
of the instance[89].
2 .6 .5  D ec is io n  T ie e  S tu m p s
This kind of decision tree contains only one node and is the simplest tree. If the 
attribute chosen for the test in the node is discrete or nominal, a multi-branch split is 
created (according to values of the attribute) and a branch for unknown values. If the 
attribute is continuous or real valued, it is discretised and two-branch split is created 
with a branch for unknown values. To discretise the continuous attribute, a method 
similar to that in C4.5 is used.
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2.7 D ecision  Tree Sim plification
Sometimes, the generated decision tree has large size and is very complex and so it is 
not comprehensible. Our interest is a tree as small as possible with the same accuracy 
as a complex tree. According to Occam’s razor principle when we have two competing 
classifiers which make the same predictions, the one that is simpler is the better. That 
is, by Occam’s razor the simpler classifier should be chosen and the other one should 
be eliminated.
The methods for simplification of a large decision tree can be divided into five cat­
egories to control tree size. These methods are: pruning, modify test space, modified 
test search, database restrictions, and alternative data structures [16]. These meth­
ods improve the comprehensibility of decision trees while maintaining or improving 
accuracy.
The complexity of a univariate decision tree is measured as the number of nodes. 
The reasons for complexity are mismatch of representational biases and noise. In the 
first, the learning algorithm is unable to model some target concepts. Also, in some 
algorithms, (e.g. C4.5), obtaining perfect accuracy results in subtree replication which 
makes the tree large and suggests a mismatch of representational biases [78]. In the 
second, the values of features or classes are unknown. Overfitting may occur due to this 
noise. Simplification is performed to reduce complexity and remove the small disjuncts 
which are leaves with a few cases.
2.7.1 P ru n in g
Pre-pruning and post-pruning are examples of this method [16]. In the simplest pre­
pruning methods, a threshold stopping criterion is imposed on the algorithm. The 
stopping criterion estimates the performance gain expected from further tree expansion. 
It stops the expansion of the tree when the expected gain is not accessible. In fact, 
after selecting the best test, the resulting partitioning is assessed. If the quality is lower 
than the threshold, tree expansion is terminated. A disadvantage of this method is the 
setting of the threshold. Too low a value causes a little simplification and too high a
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value results in losing useful information that can be obtained from data [78]. Quinlan 
first used this method in IDS [77].
Post-pruning methods remove one or more subtrees and replace them by a leaf or 
one branch of that subtree. One class of these algorithms divides the training set into 
growing set and pruning set. The growing set is used to generate the tree as well as 
prune. The pruning set is used to select the best tree [13]. In the case of shortage of 
training set, cross-validation method is used. In this method, the training set first is 
divided into several equal-sized blocks and then on each iteration one of the blocks is 
used as a pruning set and rest as a growing set. Another class of post-pruning algorithms 
like pessimistic pruning use all the training set for both growing and pruning [79]. We 
review a number of post-pruning methods used in our work in section 3.4.
2 .7 .2  M od ify in g  th e  T est Space
At each node in the decision tree, a test is carried out. Some approaches modify 
the set of tests via attribute construction and use multivariate tests which consist of 
combinations of attributes. In these methods, complexity is defined as the sum of the 
number of attributes included in all nodes and the number of leaves. Using combination 
of attributes at each node results in a smaller tree. However, the space of hypotheses 
becomes larger and searching this space increases the computational complexity. Two 
methods of attribute construction are Data-Driven Test Construction and Hypothesis- 
driven Test Construction [16]. The first method uses numeric and logical operators for 
attribute construction. Oblique Classifier 1 (OCl), which was developed by Murthy et. 
al. [68], uses Numeric Construction Operators method and can be applied to examples 
that have continuous attributes. Algorithms for Hypothesis-driven Test Construction 
iteratively create a tree and induce new attributes via combining primitive attributes 
by simple logical operators. To construct the new attributes previous induced tree is 
used to constrain the selection of attributes to combine.
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2 .7 .3  M od ify in g  th e  Search for T ests
These algorithms modify the ways of selecting the best test. Some of them propose 
alternative test selection measures like Minimum Description Length (MDL) based 
algorithms [65]. MDL-based algorithms select a tree that minimises the Description 
Length [74]. Description Length is defined as the number of bits needed to encode both 
the theory (the decision tree) and the data from which the tree was b u ilt. Dietterich et. 
al. introduced an improved information gain test selection measure which is based on 
weak learning or boosting model [24]. In some algorithms, continuous attributes have 
been discretised to change their representation. Discretisation of continuous attributes 
results in more chance to be selected for test at nodes of the tree. In C4.5, continuous 
attributes have two values after Discretisation [78].
2 .7 .4  D atab ase  R estr ic tio n
These methods perform case selection or attribute selection and eliminate them to have 
smaller trees. Examples of case selection algorithm are Windowing [78] and ROBUST- 
C4.5 [50]. Attribute selection algorithms remove irrelevant attributes prior to decision 
tree induction [3].
2.7 .5  A ltern a tiv e  D a ta  S tru ctu res
These methods reduce the tree size by translating it into a decision graph or rules. 
Oliver introduced an algorithm for translating a tree to graph by using the Minimum 
Message Length [70]. C4.5 has an option for generating rules from an induced tree. 
According to this option, first a decision tree is built and then it is translated to a set 
of rules.
2.7 .6  P o st-P ru n in g  M eth od s
In these methods which are the more usual ones, first the tree is grown and then starting 
from the leaves, by applying the pruning criteria one or more subtrees are replaced by
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a leaf or a branch. Hereafter anytime we refer to priming, we mean post-pruning meth­
ods. Examples of decision tree post-pruning methods are Error-based Pruning(EBP), 
Minimum Error Pruning (MEP), Reduced-Error Pruning (REP), Critical Value Prun­
ing (GYP) and Cost-Complexity Pruning (OOP). These methods will be explained in 
chapter 3.
Chapter 3
Comparing Pruning M ethods for 
Ensem ble Classifiers
3.1 Introduction
Research on ensemble methods or ensemble design tasks involves finding answers to 
questions such as:
• Which ensemble methods are suitable for a specific data set?
• How do base classifiers need to be configured to improve the performance of the 
ensemble? (e.g. for decision trees is pruning necessary or not?)
• How many base classifiers need to be used in the ensemble?
This chapter will address the answers to the first two questions. Decision trees have 
been used as base classifiers and as we know, one of their characteristics is that they 
do not need any parameter to be set except switching pruning off or on (also a pruning 
parameter in some methods) which is used to reduce the complexity and to answer the 
second question about decision trees.
Diversity of classifiers in an ensemble is a necessary condition for improvement of 
its performance. Diversity means that each individual classifier like an expert has its
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own knowledge about the problem and different pattern of errors compared to others. 
In simple words, different classifiers do not make the same pattern mistakes. Various 
techniques for reducing correlation between classifiers before combining are: (i) reduc­
ing dimension of training set to give different feature sets, (ii) incorporating different 
types of base classifier, (iii) designing base classifiers with different parameters for same 
type of classifier, (iv) resampling training set so each classifier is specialised on a differ­
ent subset, (v) injection of randomness into base classifiers, and (v) coding multi-class 
binary outputs to create complementary two-class problems[93],[25]. In this chapter, 
we consider two popular examples belonging to category (iv), that rely on perturbing 
training sets.
Bagging and Boosting work very well with Decision trees. On the other hand, pruning 
methods are used to reduce their complexity and make them more comprehensible. 
This may infiuence their accuracy. The performance of an ensemble also depends on 
the base classifiers. Therefore, our goal is to find the effect of pruning methods on 
the performance of ensembles which are generated by two popular ensemble methods;
i.e.. Bagging and Boosting. As a related work, in [30], Drucker has used decision 
trees for two-class problems and Error-Based Pruning and Z-Based Pruning to prune 
them. Separating training into growing set and pruning set has been considered for the 
pruning methods. Drucker reported that the best results have been obtained without 
pruning. In contrast to the work here, Boosting has been used as ensemble method and 
two-class datasets have been employed for the experiments. To explain our experiments 
and results, we will review the following materials in next sections:
In sections 3.2, 3.3, and 3.4 we will explain the existing pruning methods for base 
classifiers and ensembles. Sections 3.5 and 3.6 include a review of Bagging and Boosting. 
Different definitions of bias, variance and their relation to pruning will be presented in 
section 3.7. To compare Bagging and Boosting, we have used a statistical test called 
McNemar which will be described in section 3.8. In the last part of this chapter we will 
explain the experiments and the results we have obtained.
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3.2 Two levels o f Pruning
111 designing an ensemble, Pruning can be performed at two levels: ensemble level and 
base classifier level. At the ensemble level the goals are:
• To reduce the amount of memory required for storing the base classifiers by 
discarding a subset of them while preserving the performance [21];
• To reduce the run-time system resources[73]
At the base classifier level, which is addressed in our work, in addition to the above 
goals, reducing the complexity to make the decision trees more comprehensible and 
avoid over fit ting are the aims. These methods are explained in section 3.4.
3.3 Pruning M ethods for E nsem bles
At the ensemble level, according to [21] the pruning method is the process to find 
the best subset of generated base classifiers according to the given conditions (such as 
memory size) while the performance and accuracy are maintained. Among the methods 
used and developed in literature, a few have been extracted from decision tree pruning 
methods. Reduced-Error Pruning (REP) [21] and Cost Complexity Pruning (CCP) 
[73] are examples of these kinds. Here, we review other methods and the decision tree 
pruning methods will be explained in section 3.4.
3.3.1 E arly  S top p ing
According to the given condition, when the required number of classifiers are generated, 
the algorithm stops[21]. As we know, the drawback of this method is the potential loss 
of other useful classifiers which may be produced later.
3.3 .2  K L -D ivergence P ru n in g
Training unstable learning algorithms (e.g. decision tree) on datasets with different 
probability distributions results in diverse classifiers. Therefore, measuring the distance
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between different probability distributions may enable us to have an ensemble with 
diverse classifiers. To measure the distance, a method known as the Kullback-Leibler 
Divergence may be used. K-L Divergence is defined as [19]:
D{p,q) = (3 1)
.rex
where p (or q) is the probability of training set used in the ensemble algorithm (e.g. 
Boosting). A subset of base classifiers is chosen according to the given condition (3.1) 
which is maximum summed KL-distance. To reduce the computation cost for choosing 
this subset, a greedy algorithm is used. The greedy algorithm starts from the first 
generated classifier and then iteratively adds to the subset a classifier which increases 
sum of D{p,q). This is repeated until the required number of classifiers is reached.
3.3 .3  K appa P ru n in g
In this method, an agreement measurement, called kappa statistics (/<), is computed for 
each pair of generated classifiers and then it is sorted in ascending order to choose the 
required number of classifiers [21]. It is defined as follows:
^  (»'
where ©i and ©2 are the probability that two classifiers agree. ©2 is the modified 
variant of ©1 to prevent random agreement between classifiers (for more details, see 
[21]). To choose a subset of generated classifiers in Kappa pruning algorithm, k is 
calculated for each pair of classifiers and then the values of n is sorted in ascending 
order. It is started from the lowest value of k to choose the classifiers until the subset 
is completed. A disadvantage of this method is that it does not consider the weights, 
or the accuracy of the base classifiers on the training set and it is possible to prune a 
classifier which has higher weight than others.
3 .3 .4  K appa-E rror C on vex  H u ll P ru n in g
This method considers both diversity and accuracy. A Kappa-Error diagram is used in 
which the a; coordinate is the k statistics of each pair of classifiers and the y coordinate is
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tlieir average errors on the training set. Using this diagram a convex hull is constructed 
in which the most accurate and the most diverse pairs of classifiers are included [21].
3.4 P runing B ase Classifiers
Pruning which is a concept developed for decision trees has been applied to neural 
networks as well. Weight decay, optimal brain surgeon are examples of pruning methods 
for neural networks[45] [8]. However, the pruning methods used in neural networks 
are different to those for decision trees, because the methods of constructing neural 
networks and decision trees are very different. The main difference is that the decision 
tree architecture is implicitly data-dependent.
All the pruning methods considered here use post-pruning, and therefore construct 
the full tree before applying the pruning criteria. Also, we will explain Z-based Pruning 
which has been used in a work similar to ours.
3.4.1 E rror-based  prun ing (E B P )
EBP was developed by Quinlan for use in C4.5. It does not need a separate pruning set, 
but uses an estimate of the expected error rate. A set of examples covered by the leaf of 
a tree is considered to be a statistical sample from which it is possible to calculate the 
confidence for the posterior probability of mis-classification. The assumption is made 
that the error in this sample follows a binomial distribution, from which the upper limit 
of confidence [75] is the solution for p of
B
C ^ = E L  (3-3)
a;=0 V /
where OF is confidence level, N  is number of cases covered by a node and E  is number 
of cases which are covered by that node erroneously (As in C4.5 we have used an 
approximate solution for equation (3.3)).
A default confidence level of 25% is suggested, and the upper limit of confidence is 
multiplied by the number of cases which are covered by a leaf to determine the number 
of predicted errors for that leaf. Further the number of predicted errors of a subtree
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is the sum of the predicted errors of its branches. If the number of predicted errors 
for a leaf is less than the number of predicted errors for the subtree in which that leaf 
is, then the subtree is replaced with the leaf. We tried changing the confidence level 
to vary the degree of pruning but found that this is not a reliable way of varying tree 
complexity [94],[29].
3 .4 .2  M in im um  Error P ru n in g  (M E P )
MEP was introduced by Niblett and Bratko, and uses Laplace probability estimates 
to improve the performance of ID3 in noisy domains [69]. Cestnik and Bratko have 
changed this algorithm by using more general Bayesian approach to estimating proba­
bilities which they called m-probability estimation [18]. In this algorithm, the parameter 
m  is changed to vary degree of tree pruning. Their suggestion is that perhaps the pa­
rameter can be adjusted to match properties of learning domain such as noise. To prune 
a tree at a node, the first step is to calculate the expected error rates of its children. 
The expected error rate of a node is the minimum on % of 1 — Pi{tn) where Pi{tn) is the 
probability of ith class of examples reaching that node and is determined by
where is the test node, Ui{tn) is the number of examples reaching the node and 
belong to the ith  class, n{tn) is the total number of examples reaching the node tn and 
Pai is the a priori probability of the ith class.
Cestnik and Bratko called the expected error rate the static error. In the second 
step, dynamic error of the node is calculated, where dynamic error is defined as the 
weighted sum of the static errors of its children [18]. The node will be pruned if its 
static error is smaller than its dynamic error and will be replaced by a leaf.
3.4 .3  R ed u ced  Error P ru n in g  (R E P )
REP requires a separate pruning set, and was proposed by Quinlan [79]. It simply 
replaces each internal node (non-leaf node) by the best possible leaf with respect to the 
error rate over the pruning set. Branch pruning is repeated until there is an increase
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in the pruning set error rate. The procedure is guaranteed to find the smallest, most 
accurate subtree with respect to the pruning set.
3 .4 .4  C ritica l V alue P ru n in g  (C V P )
CVP was proposed in [67], and operates with a variety of node selection measures. The 
idea is to set a threshold, the critical value which defines the level at which pruning 
takes place. An internal node is only pruned if the associated selection measures for 
the node and all its children do not exceed the critical value. The full tree is pruned for 
increasing critical values giving a sequence of trees, and then the best tree is selected 
on the basis of predictive ability. A number of suggestions were made for finding the 
best tree in the sequence, the obvious one being to use a separate pruning set as in 
REP.
3.4 .5  C o st-co m p lex ity  prun ing (C C P )
CCP was developed for the CART system, and produces a sequence of trees by pruning 
those branches that give lowest increase in error rate per leaf over the training set [13]. 
Breiman defines cost-complexity for tree T used as :
§4-CKX L{Tr) (3.5)
where N  is the number of patterns in the training set used for generating the tree and E  
is the misclassified patterns, L{Tr) is the number of leaves, and ct is a parameter which 
can be used for trade-off between cost and complexity. Let the sequence of subtrees be 
denoted by T ri > Ti ' 2  > ... > tr in which Tri  is the original tree and T r2 has been 
generated by pruning T ri and finally tr is the root. To produce Trj^-i from Tr^, all 
non-leaf node are examined. If a subtree is replaced by a leaf, then new tree (Tr^+i) 
has the same cost-complexity as the previous tree (Tr*) when
“ = W l S )  - 1)
where N  is the number of training examples, M  is the additional number of misclassified 
examples when a subtree is replaced with the best possible leaf, L{ts) is number of leaves
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in the subtree ts [79]. To produce T n+ i from Tr*, all nodes in Tr* with the lowest a 
are pruned.
In order to select the best tree in the sequence, either cross-validation on the training 
set or a separate pruning set is employed. The selected tree is either
1. the smallest tree with error rate (on pruning set) less than minimum observed 
error (on training set) rate (OSE rule)
2. the smallest tree with error rate less (on pruning set) than minimum observed 
error rate (on training set) plus one standard error (ISE rule).
However in Breinian’s Bagging [14], since each tree is built on a bootstrap replicate he 
uses the full training set to prune.
3.4 .6  Z -based P ru n in g
In [30] the effect of pruning on the performance of ensembles has been studied. Two 
pruning methods have been used: Error-Based Pruning and Z-based pruning. In con­
structing binary decision trees, Z criterion can be defined as follows: In building the 
tree, for each internal node a hypothesis, a test (a selected attribute to split on) and a 
critical value of the chosen attribute are assigned. Since values of patterns are less than 
a critical value or greater than that, each node has two branches. Let W!^ be the sum 
of weights of patterns belong to the left branch of a node (their feature values at the 
node are less than the critical value) and their class is -1-1, and with the definition 
for the patters belong to class - 1 . Suppose c l  is the hypothesis (suggested class label) 
of the left branch. With similar definitions for the right branch of the node, we can 
define:
Z =  4- (3.7)
In Z-based Pruning, the dataset is divided into two sets; 80% for building the tree and 
20% for pruning. A parent node (denoted by A in the following formula) is converted 
to a terminal node if
-f W ^e^'^ =  4- 4- 4- (3.8)
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Input: Training set S, Learning Algorithm A, Number of Rounds T
1. For /  =  1 to T
2. S"=Bootstrap Sample from S
3. Call A
4. Get the Hypothesis ht trained on S'
5. Next I
Output : The final hypothesis
hfinix) = arg max V]  1i/Gl ^ 'l - . h t { x ) =y
where Y  = 1,2, ..AT is the class labels of patterns
Figure 3.1: Bagging Algorithm. In the combination step, each classifier has the same 
weight and the output is the label with the largest amount of votes.
In this formula, W  refers to the patterns in the pruning set and c, the hypothesis, 
comes from the training set.
3.5 B agging
Bagging ( abbreviation for bootstrap aggregating) forms replicate training sets with 
replacement[14]. That is, on each round a subset is randomly drawn which is of the 
same size as the original training set and on the average contains 1 — 1/e =  63.2% of 
the large training set (some patterns may appear more than once). Figure 3.1 shows 
the Bagging algorithm.
Breiman believes that the 37% left-out patterns can be used for estimation of impor-
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tant quantities such as node probabilities and node error rates in decision trees[10]. In 
[42], Grossman and Williams have proposed to use these out-of-bag patterns for giving 
weights to each classifier (decision trees in their work) based on its performance on these 
out-of-bag data and use the weights in decision stage via weighted voting method. One 
of mentioned advantages of Bagging is that with an unstable base classifier, it performs 
at least as well as the single classifier [14]. Empirical evaluation shows that Bagging is 
relatively impervious to overfitting [61]. In terms of processing. Bagging is a parallel 
process and its performance is affected by the sample size and the base classifier [84].
3.6 R eview  o f B oostin g  and its Supporting T heories
The first Boosting Algorithm was designed by Schapire in the context of the PAG 
(Probably Approximately Correct) learning Algorithm in 1990 [81]. This algorithm 
was called Boosting by Filtering and contained a proof of equality of weak and strong 
learning algorithms. Three hypotheses ( or classifiers) are generated in this algorithm 
by filtering of patterns and an ensemble ( or committee machine) is constructed by a 
simple voting. The first hypothesis is generated over the training set of patterns. Then, 
the generated hypothesis is used to filter another set of patterns and provide training 
patterns for the second hypothesis. After constructing the second hypothesis, these two 
hypotheses are used to provide training set for a third hypothesis. If two hypotheses 
disagree in their decision on a pattern, that pattern is added to the new training set. 
To evaluate the performance of these three hypotheses, a test sample is presented to 
them. If the first and second hypothesis agree in a class label, that class label is given 
to the pattern. Otherwise, the output of the third hypothesis will be the class label of 
the test sample.
According to Schapire [81] if each of the three hypotheses has has an error rate less 
than or equal to e (e < 1/2), then the error rate on the combined classifier is bounded 
by g(e) =  3e  ^— 2e^, This bound is smaller than the original error rate e.
The algorithm of Boosting by filtering needs a large number of training patterns 
which is a practical limitation. Freund introduced Boosting by majority algorithm to
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solve this problem in 1995. Two variants of this algorithm are: Boosting using sub­
sampling and Boosting using filtering [35]. In the first variant, a large training set is 
sampled to make a training sample with size m  and a weight for each pattern in the 
sample is considered. To achieve the goal of Boosting which is an error smaller than 
1/m with respect to the uniform distribution on the sample, different distributions on 
the training sample are generated by updating the weights and each time, for generating 
a weak hypothesis, the weak learning algorithm is applied to a set of patterns which 
are sampled randomly from the training sample. Weak hypothesis is a hypothesis 
which has an accuracy a little better than 1/2. Boosting performs a majority vote 
over all generated weak hypotheses to make accuracy larger than 0.5. This algorithm 
needs a large memory to store training patterns in application like on-line learning 
(this is called space complexity) while the weak learning algorithm does not use all 
the patterns. Reund presented the second variant of boosting-by-majority algorithm 
which uses a subset of training patterns and reduces the space complexity. Because of 
direct selection of patterns from the original sample, this algorithm was called Boosting 
using filtering. This algorithm like the boosting using sub-sampling calls weak learning 
algorithm several times and makes several different hypotheses. At each iteration, 
the weak learning algorithm is given a training set with a new distribution. At the 
beginning of each iteration, new patterns are drawn for the original training set and 
its weight is calculated to decide whether it is acceptable or not. A possible problem 
with this algorithm is that if a large number of patterns are rejected by the filtering 
operation, we need a very large number of patterns to provide the necessary training 
patterns for weak learning algorithm [35].
The boosting-by-majority needs to know ahead of time the bias of weak learning 
algorithm. This is not only impossible, but also the bias changes as the distribution 
varies.
In 1996, Reund and Schapire introduced a new algorithm of Boosting, called Ad­
aBoost which is an acronym for A daptive Boosting. AdaBoost, the most popular 
version of Boosting, adaptively changes the distribution of the training set based upon 
the performance of sequentially constructed classifiers. Each new classifier is used to 
adaptively filter and re-weight the training set, so that the next classifier in the sequence
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has increased probability of selecting patterns that have been previously misclassified 
[36]. In AdaBoost, hard patterns which are often misclassified, get higher weight and 
the weak learning algorithm is forced to focus on them.
Breiman believes that the success of Boosting is in the sampling method it uses. 
To explain this he developed an algorithm called Arcing ( Aaptively resample and 
combine) in which the final classifier is not built by weighting scheme as in Boosting 
[15]. That is, Arcing retains weights for each instance and uses the same resampling 
method as Boosting, however, combines the generated classifiers using simple voting 
method.
According to Schapire and Reund [39], the AdaBoost algorithm exponentially re­
duces training error of the final hypothesis which is at most
n  2 ^ Ef(l -€ ( )  =  %% \ / l  - 47^ 2 < exp{-2  ^  7 I) (3.9)
t t t
where €t is the error of ht (base classifier) and equals to |  — 7  ^ . They showed that the 
generalisation error is at most
Pr[H{x):^y] + ô U ^  (3.10)
where Pr[.] denotes empirical probability on the training pattern. T  is number of
rounds of boosting, d is the VC-dimension of the weak hypothesis space, and N  is the
number of training patterns. According to this relation. Boosting will over fit as T, the 
number of Boosting round, becomes large. However, some experiments showed that 
on many datasets Boosting does not overfit even if T  is very large, and also test error 
continues to drop even after training error is zero [82].
3.6.1 T h e M argin
Schapire and Reiiiid presented a new theory for explanation of the effectiveness of 
Boosting and stated in their paper that this theory can be applied to other ensemble 
methods. According to this theory, Boosting reduces the test error by increasing the 
margins of training patterns even if the training error becomes zero. Margin for a
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training pattern can be defined as the difference between the vote given to the correct 
class and the largest vote given to any other class or mathematically for the classifier 
/  at point X with label y:
Margin{x) = f{x,ij) -  m axf{x ,y ')  (3.11)y 7=2/
where x  belongs to the training set, y is the class labels of patterns. According to 
this definition, a pattern is classified correctly if its corresponding margin is positive 
{Margin{x) > 0). We always have — 1 < Margin{x) < 1. The value of margin can 
be interpreted as the level of confidence in classification of the patterns. In [82], it is 
reported that Bagging and Boosting increase the margin of training examples as the 
number of classifiers is increased and this leads to improvement and reduction in the 
test error. Theoretically, it is expected that test error increases while the number of 
classifiers in the ensemble is increased[37]. Schapire uses the margin definition and gives 
a relation between test error and training error[82]. Although this relation shows that 
as training error reduces, test error will reduce at the same rate, there is another term 
which is a function of the number of patterns (the larger training set the smaller test 
error) and number of base classifiers. Therefore, there is no guarantee that reduction in 
training error leads to reduction in test error [49]. The other problem with Schapire’s 
theorems mentioned in [49] is that the training errors of base classifiers should be 
better than 1/ 2 , while the AdaBoost tendency to focus on hard patterns does not make 
it possible in practice. In [80], Ratsch used the soft margin concept by introducing 
slack variables to AdaBoost to avoid overfitting. To explain the behaviour of Arcing 
methods, Breiman introduced edge which is similar to margin[12] (see section 5.3.2).
3.6 .2  A n oth er  T h eory  for B o o stin g  .
Schapire and Freund also explained Boosting behaviour by using game theory. In their 
explanation. Boosting algorithm is a row player and the weak learning algorithm is a 
column player in the game matrix. Boosting algorithm chooses a distribution over the 
training patterns and if the weak learning algorithm presents a hypothesis with error 
at most 1 /2  — 7 , then the weak hypotheses chosen by the weak learning algorithm have 
a convex combination with the margin at least 27  for all patterns [38].
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Algorithm AdaBoost.Ml
Input: N examples ( (xi,yi),...,(xn,?/jv) ) is an instance drawn from some space X,  
with labels i/i e Y  = {1, A}
Weak learning Algorithm: WeakLearn 
Number of iteration:L 
Initialise: Di{i) =  1/iV for all i 
Do for / =  1,2, ...,T:
1. Call WeakLearn, providing it with the distribution Df.
2 . Get back a hypothesis: lit : X  Y.
3. Calculate the error of ht : £t =  A(%)
if > 1/2 , then set T =  i — 1 and abort loop.
4. Set pt = c t/( l  -  E().
5.Update distribution Dt‘.
I 1 otherwise 
where Zt is a normalisation constant
Output : the final hypothesis:
h fin {x) = arg max ^  log
(«)=%/
Figure 3.2: Algorithm of AdaBoost.Ml[36].
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3 .6 .3  A d a B o o s t A lg o r ith m
In our work, we have used AdaBoost which has been shown in figure 3.2. According 
to this algorithm, in each round, a training set with a new distribution(Df) is provided 
for the weak learning algorithm and a hypothesis is built by using this training set. 
The error of each base hypothesis is measured with respect to distribution over the 
training set. The training error, et, is used to calculate a factor, called ^t, {Pt = T ^ ) -  
In round t, if the example is correctly classified by the base classifier (or hypothesis), 
its weight is multiplied by Pty otherwise, its weight will not be changed. According to 
this scheme, hard examples which are often misclassified, get higher weight and the 
weak learning algorithm is forced to concentrate on the hard examples. Every base 
classifier is assigned a weight which is equal to log l//3f that represents its accuracy on 
the training set. The final classifier is constructed by combining generated hypotheses 
using logj-^.
In the implementation of AdaBoost, one may use either Boosting by resampling or 
Boosting by reweighting. If the base classifier is unable to handle weights for patterns, 
the first is used. The second implementation method is useful if the base classifier keeps 
weight for patterns (e.g. C4.5). For the experiments explained we have used the second 
method (reweighting).
3.7 B ias, Variance and Pruning
One of the theories for explaining why ensemble classifiers improve performance and 
outperform a single classifier relies on decomposition of the misclassification error into 
bias and variance used in regression.
3.7 .1  D e fin itio n  o f B ia s  a n d  V arian c e
In regression, the expected predictive error of using a predictor contains three terms:
1 . a bias term, which measures the distance between the produced predictor and 
the target function
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2 . variance of the produced predictors
3. the intrinsic variance of the target function.
Among these three terms, we can not control the third one and the prediction error can 
be reduced by reducing the first and second terms. The third term does not depend on 
the learning algorithm. Considering bias as the loss incurred by the main prediction 
relative to the optimal prediction, the bias term is independent from training set and 
is zero for the learning algorithm which makes the optimal prediction. The variance 
term is zero for the learning algorithm which makes the same prediction regardless of 
the training set [29]. The variance increases as the sensitivity of the learning algorithm 
increases with the changes in the training set[55]. That is, unstable learning algorithms 
have high variance [11].
This decomposition in regression relies on these assumptions that the loss function 
is the squared error and the random variable is a real value. This is not valid in classi­
fication. In classification the function is a 0 — 1 loss function and the random variable 
is a categorical one. Therefore, to use the bias and variance concept in classification, 
we need to redefine the bias and variance. Here, we review some definitions presented 
in the literature.
Given a training set ( x i , p i ) , ( x n , y n ) ,  a learning algorithm produces a predictor 
(or hypothesis) h which classifies pattern x as V  = h(x). If f ( x)  be the value of the 
target function for the pattern x, the three common loss functions are defined as:
• the squared loss function: L{f {x) , Ÿ)  = {f{x)  — T)^
• the absolute loss function: L{f{x),  Ÿ)  — |/(a;) — Y\
• the zero-one loss function: L{f {x) , Ÿ)  = 0 i f  f {x)  = Ÿ  and L{ f {x) , Ÿ)  = 
1, otherwise.
The loss function measures the cost of predicting Y  while the true value is Y .
In [57], it has been stated that the reason for Error-Correcting Output Code (ECOC, 
see chapter 4) in improving the performance is the uncorrelated errors (diversity of
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base classifiers) produced by the learned binary functions built according to ECOC 
algorithm. Variance and bias are two causes of uncorrelated errors. Learning algorithms 
such as decision trees (e.g. CART and C4.5) have high variance. This arises from their 
instability nature. Also, the bias errors produced by learning algorithms like C4.5 
on each generated binary classifiers are different and this is made by the non-local- 
behaviour of C4.5.
Usually, but not always, reducing bias leads to increasing variance and vice versa. 
This makes a trade-off between bias and variance necessary. Kong and Dietterich claim 
that Error-Correcting Output Code (ECOC) reduces the bias and variance of a learning 
algorithm (in their work C4.5). Their definition of bias and variance is as follows: let 
h*(x) be the voted hypothesis made by the final classifier and f ( x)  the classification 
function, the bias learning algorithm A  applied to a training set with size n  at point x 
is defined as [57]:
= = (3.12)
1^ 1 i{Ji*{x) ^  f{x)
and the variance:
V ar(A ,7i, a;) =  Error{A,n,x)  — Bias{A,n,x)  (3.13)
If Co , Cf c  are the classes of patterns in the training set, then Error{A, n, x) = l —pj 
and pj is the probability that h{x) =  Cj. According to these definitions, bias takes zero 
and one values and variance can be negative. Their definition has the disadvantage 
that it takes no account of Bayes classifier.
Other definitions of bias and variance have been presented by Breiman. Let h#(%) 
be the output of the Bayes classifier for point x, the voting final classifier ( called 
aggregated classifier) is unbiased if h*{x) ~  hs ix )  and the bias of a classifier is defined 
as [11]:
Bias = hB{x) — h{x). (3.14)
The same definition applies to variance but for the patterns for which the classifier is 
biased (i.e. IV{x) 7^  hsix)) .  Using these definitions, he states that bias and variance 
are always non-negative and the bias of the aggregated classifier {h*{x)) is zero. Bayes 
classifier has zero bias.
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Koliavi and Wolpert presented definitions in which bias and variance are non-negative
[55]. For the bias, the authors used bias^ and defined as:
=  (3.15)
and variance:
=  ^(1 -  E['*(®)1') (3.16)
Using these definitions, Kohavi and Wolpert concluded that error reduction by Bag­
ging is due to variance reduction [4]. However, for Boosting, the error reduction is 
due to both bias and variance reduction when decision tree is used as the base classi­
fier. Comparing Bagging and Boosting, Kohavi and Wolpert stated that Boosting has 
higher variance and lower bias [4]. Different definitions of bias and variance have been 
addressed and compared in [49].
3.7 .2  C ontro l B ias and V ariance b y  P ru n in g
Pruning is one of the methods for controlling bias and variance[4]. Actually there is 
a tendency in Pruning to produce the smallest tree. This tendency leads to reduction 
in variance and increase in bias. On the other hand, the structure of the ensemble 
method may inhibit the pruning method[4]. Therefore, non pruned trees produced in 
an ensemble such as Bagging and Boosting have smaller bias than pruned trees. Quite 
the opposite, variance is increased for non-pruned trees.
3.8 S tatistica l Test for C om paring Ensem bles
There are several tests for comparing two learning algorithms ( here Boosting and 
Bagging) and determining whether their difference is significant or not. Among five 
tests introduced in[23], we have applied McNemar’s test. The reason is that in addition 
to comparing two learning algorithms when the data has been divided into training set 
and test set it can be applied to cross validation as well. Also, according to [23], this 
test worked very well in all experiments performed by the author.
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In this test, first the two learning algorithms Ai  and Ao are applied to the training set 
to construct two classifiers Ja and f s  and then these classifiers are applied to a test set. 
To find out whether two learning algorithms are significantly different, a contingency 
table as shown in the following table is built.
TtOO TZOl
nlO n i l
where:
• nOO=number of patterns misclassified by both Ja  and f s
• 7i01=number of patterns misclassified by / a  but not by / j g
• 7il0=number of patterns misclassified by Jb but not by Ja
•  7ill=num ber of patterns misclassified by neither nor /g , and
• n =  77,00 +  7z01 +  7tlO 4- 7ill is the number of patterns in the test set.
Two learning algorithms are the same if 77,01 =  77,10 and based on x~ test the following 
quantity is calculated to find whether the difference is significant or not:
(|77,01 -  7tlO|)^ -  1
77,01 4- 77,10
Considering a 5% confidence level, if this quantity is less than or equal to 3.841459, the 
two algorithms are the same, otherwise they are significantly different.
3.9 E xperim ental C om parison Bagging and B oostin g
In this section we explain the experiments with Bagging and Boosting. The purpose 
is to compare pruning methods in the context of ensemble methods. Furthermore, the 
performance of Bagging and Boosting in generating pruned and unpruned ensembles 
will be compared.
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To generate the decision tree that to be be used as base classifier in the ensemble we 
have used C4.5 algorithm. After building the tree, we have used five different pruning 
algorithms MEP, EBP, REP, CVP, CCP (described in section 3.4) where EBP is the 
pruning method used in the 04.5 system.
First the experiment has been performed on two sets of artificial data. The first one 
was an implementation of Breiman’s ringnorm example and the second artificial data 
set was Breiman’s twonorm example [11]. Both of them are 20 dimensional, 2 class 
classification examples. In the first dataset, each class is drawn from a multivariate 
normal distribution and class 1 has mean zero and covariance 4 times the identity. 
Class 2 has mean (a, a, ..a) and unit covariance (o =  2/>/20). The theoretically expected 
misclassification rate reported by Breiman is 1.3%. For the second dataset, each class is 
drawn from a multivariate normal distribution with unit variance and class 1 has mean 
(a, a, ..a) while Class 2 has mean (—a , —a,.. — a). Breiman reports the theoretically 
expected misclassification rate as 2.3%. Number of training patterns was 300 and 5000 
patterns have been used for test.
The other datasets which have been used in the experiments can be found on UCI 
web site [9]. However, we have used the datasets which have been downloaded from 
Quinlan’s web site at the University of New South Wales [85], which have already 
been split into training and test sets. Table 3.1 gives the description of the datasets, 
showing that they have been divided into approximately 70/30 training/testing split 
according to class distribution. All experiments have been carried out with number of 
base classifiers set to ten as in [76]. Each experiment is repeated ten times, and where 
a separate pruning set is employed this includes a random 70/30 growing/pruning split 
of the training set.
Table 3.2 shows the results on the artificial datasets. The experiment has been re­
peated ten times. As can be seen from this table. When the number of classifiers is 10, 
Bagging outperforms on RingNorm and Boosting has better accuracy on TwoNorm and 
the difference between them was significant ( Me Nemar’s test with 5% confidence level 
[23]). However, as the number of classifiers is increased. Boosting produces better clas­
sifiers by forcing the learning algorithm to focus on the hard patterns so that Boosting
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Table 3.1: Specification of Datasets used for studying pruned and unpruned ensembles 
generated by Bagging and Boosting.
Name Training set Test set Class Attributes % largest class
Cont. Disc.
Breast 466 233 2 10 - 65.5
BreastCancer 191 95 2 - 9 70.28
Crx 490 200 2 6 9 56
Glass 142 72 6 9 - 35.51
Heart 180 90 2 13 - 55.56
Hypothyroid 2108 1055 2 7 18 95.23
Iris 100 50 3 4 - 33.33
Labor-neg 40 17 2 8 8 64.91
Soybean-large 455 228 19 - 35 13.47
Vote 300 135 2 - 16 61.38
waveform-21 300 4700 3 21 - 33.33
significantly outperforms Bagging when the number of classifiers is 50. For comparison, 
Breiman’s error rate (for Bagging) on these problems was 11.00% for RingNorm and 
7.4% for TwoNorm. For CART, Breiman’s results show 21.4% test error for RingNorm 
and 22 .1% test error for TwoNorm[15].
In order to test whether degree of pruning could be varied to optimise generalisation 
performance we selected the MEP method, and varied parameter m  as follows (see 
equation (3.4)): m — 0, .01, .5,1,2,3,4,8,12,16,32,64,128, 999,9999. For each value of 
7n, resampling is started from the same random state. As shown in table 3.3, for values
Table 3.2: Test Error of C4.5, Bagging and Boosting on artificial data with EBP, T is
number of rounc s in Boosting and Bagging algorithms.
Data C4.5 Bagged C4.5 Boosted C4.5
T=10 T=50 T=10 T=50
RingNorm 25.26 12.97 11.88 14.47 10.85
TwoNorm 23.40 11.96 8.04 11.32 6.53
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of ?n > 4 size of tree indicated that varying m  was not a reliable way of varying the 
degree of pruning, which agrees with the assessment in [33].
Table 3.4 shows for C4.5, Bagged C4.5 and Boosted C4.5 the ratio of unpruned 
{in = 0) test error rate to minimum (over m, see equation (3.4)) pruned test error rate. 
There are two numbers in each cell of the table separated by /. The first is the ratio 
and the second one is the minimum test error rate obtained for MEP applied to C4.5, 
Bagging or Boosting. That is, it is not the minimum error among C4.5, Bagged C4.5 
and Boosted C4.5.
To have a comparison with cross-validation, we have applied 10-fold cross validation 
to the datasets, with results shown in table 3.5. We also applied McNemar’s test 
with 5% confidence level to determine whether the difference between Boosting and 
Bagging was significant, and table 3.5 shows the number of folds out of 10 that showed 
a significant difference. Only two datasets appeared significantly different, Waveform21 
and Soybean.
The results shown in table 3.6 are the average test errors of 04.5, Boosting and 
Bagging with EBP when the datasets have been split into 70% for training and 30% for 
test. The ratio of Boosting/Bagging error rates is shown for each dataset and averaged 
over all datasets.
Comparisons of different pruning methods shown in tables 3.7 and 3.8, for Boosting 
and Bagging respectively, present the relative performance of the five pruning methods 
(for MEP m = 2). In tables 3.7 and 3.8 the pruning method with the minimum error 
rate is set to 1.00. The minimum error rate for each dataset is shown in the column 
representing the appropriate pruning method.
Table 3.4 shows that, on average over these datasets, Boosting and Bagging can both 
benefit from varying parameter m  in the MEP method. However, as noted previously as 
m  increases for some datasets there was not a monotonie decrease with tree complexity. 
It should also be noted from table 3.5 that the average ratio for Boosting/Bagging for 
these datasets is 1.02, compared with a value of 0.93 over twenty-two datasets in [76].
The comparison of pruning methods in tables 3.7 and 3.8 shows that EBP performs 
best on average for Bagging and Boosting, and MEP worst. However the individual
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Table 3.4: Ratio of unpruned {m =  0) error rate to minimum pruned error rate using 
MEP, followed by the minimum error rate for single classifier (C4.5) or classifier en­
sembles (Boosted C4.5 or Bagged C4.5) over m.  Dataset have been split into 70/30 
(see text).
Name C4.5 Boosted C4.5 Bagged C4.5
Breast 1.00/4.29 1.00/2.58 1.00/3.86
Breast-Cancer 1.72/45.26 1.07/33.68 1.23/31.58
Crx 1.18/20.00 1.00/17.00 1.00/17.00
Glass 1.04/37.50 1.09/31.94 1.00/30.56
Heart 1.00/ 21.11 1.15/16.67 1.06/20.00
Hypothyroid 1.00/5.21 1.00/5.21 1.00/5.21
Iris 1.00/4.00 1.00/ 6.00 1.00/4.00
Labor-neg 1.00/29.41 1.00/23.53 1.00/23.53
Soybean-large 1.01/49.12 1.01/49.12 1.00/ 68.86
Vote 1.75/5.19 1.25/3.70 1.25/3.70
Waveform-21 1.00/30.74 1.10/23.15 1.00/23.70
Average 1.15 1.06 1.05
results indicate that there is no pattern corresponding to which pruning method per­
forms best. For example, MEP performs best on three datasets. This suggests that if 
the type or level of pruning could be suitably chosen, performance would improve.
The fact that decision trees have a growing phase and pruning phase that are both 
data-dependent makes it difficult to match level or type of pruning to an ensemble of 
tree classifiers. Our results indicate that if a single pruning method needs to be selected 
then overall the popular EBP makes a good choice.
3.9 .1  S e lectin g  th e  b est tr e e  in  C C P  and C V P
CCP and CVP methods need a separate dataset to choose the best pruned tree. How­
ever, in the experiment which is explained here, we have used the whole training set to 
choose the best tree. It means that we have not split training sets into growing set and 
pruning set. At first we apply the training set to C4.5 in which CCP and CVP have
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Table 3.5; Mean test error for 10-fold Cross Validation with Boosting and Bagging,
ratio Boosting-: Bagging using EBP.
Name C4.5 Boosted C4.5 Bagged C4.5 Ratio McNemar’s Test
Breast 5.29 4.43 4.29 1.03 0
Breast Cancer 31.60 28.50 29.53 0.97 0
Crx 16.23 14.49 14.78 0.98 0
Glass 37.43 27.69 28.41 0.97 0
Heart 22.22 19.26 20.00 0.96 0
Hypothyroid 1.30 1.36 1.23 1.11 0
Iris 3.33 4.67 4.67 1.00 0
Labor-neg 41.67 28.33 31.67 0.89 0
Soybean-Large 42.42 35.27 24.71 1.43 2
Vote 5.06 4.60 4.83 0.95 0
Waveform-21 25.14 17.32 18.40 0.94 1
Average 1.02
Table 3.6: Mean Test Error of Boosting and Bagging and Ratio Boosting-Bagging using 
EBP. The datasets have been split into 70% for training and 30% for test.
Name C4.5 Boosted C4.5 Bagged C4.5 Ratio
Breast 5.58 3.86 3.86 1.00
Breast-Cancer 40.00 33.68 29.47 1.14
Crx 21.00 17.00 18.00 0.94
Glass 37.50 29.17 30.56 0.95
Heart 21.11 20.00 18.89 1.06
Hypothyroid 1.70 1.23 0.95 1.29
Iris 4.00 6.00 4.00 1.50
Labor-neg 29.41 23.53 23.53 1.00
Soybean-large 34.64 26.75 32.89 0.81
Vote 7.41 2.96 2.96 1.00
Waveform-21 30.74 20.09 22.09 0.91
Average 1.05
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Table 3.7: Test Error of Boosting with different Pruning Methods. The datasets have 
been split into 70% for training and 30% for test.
Name MEP EBP REP CCP
(0-SE)
CCP
(1-SE)
CVP
Breast 1.00/2.58 1.50 1.73 1,63 1.57 1.58
breast Cancer 1.02 1.25 1.00/26.96 1.01 1.28 1.20
Crx 1.02 1.02 1.02 1.00/16.70 1.07 1.06
Glass 1.19 1.00/29.17 1.45 1.24 1.40 1.24
Heart 1.00/14.44 1.38 1.35 1.37 1.45 1.26
Hypothyroid 4.33 1.02 1.16 1.13 1.08 1.00/ 1.20
Iris 1.07 1.07 1.00/5.60 1.04 1.04 1.00
Labor-neg 1.00/23.53 1.00 1.02 1.12 1.18 1.18
Soybean-large 2.11 1.16 1.02 1.00 1.05 1.00/23.11
Vote 1.00/2.96 1.00 1.05 1.15 1.20 1.20
Waveform-21 1.04 1.00/20.09 1.22 1.14 1.18 1.17
Average 1.50 1.13 1.18 1.17 1.23 1.17
Table 3.8: Test Error of Bagging with different Pruning Methods. The datasets have 
been split into 70% for training and 30% for test.
Name MEP EBP REP CCP(O-SE) CCP(l-SE) CVP
Breast 1.22 1.00/3.86 1.18 1.01 1.07 1.02
BreastCancer 1.12 1.12 1.00/26.21 1.00 1.17 1.14
Crx 1.00/17.00 1.06 1.07 1.00 1.03 1.03
Glass 1.14 1.00/30.56 1.49 1.23 1.20 1.23
Heart 1.00/18.89 1.00 1.09 1.09 1.08 1.11
Hypothyroid 5.50 1.00/0.95 1.06 1.03 1.03 1.08
Iris 1.00/4.00 1.00 1.50 1.40 1.60 1.50
Labor-neg 1.00/23.53 1.00 1.2d 1.25 1.43 1.02
Soybean-large 2.73 1.30 1.15 1.00/25.26 1.02 1.04
Vote 1.00/2.96 1.00 1.05 1.07 1.05 1.10
Waveform-21 1.29 1.00/22.09 1.09 1.07 1.09 1.07
Average 1.64 1.04 1.17 1.11 1.16 1.12
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Figure 3.3: Cumulative distribution of margins training examples after 1 (solid curve), 
5 (long dashed line curve) and 50(dotted curve) iterations.
been used to prune the initial generated tree. Then, the chosen tree has been applied 
to the test set. Tables 3.9, 3.10 and 3.11 show test error of C4.5 on 11 datasets. At 
the next stage, we have performed 50 times (randomly) bootstrap resampling to make 
an ensemble using Bagging. This has been repeated 10 times and the results shown in 
the tables 3.9, 3.10, and 3.11 are the average test errors. Standard deviation of 10 test 
errors for each data set has been shown in the last column of these tables.
Comparing the results shown in table 3.8 with tables 3.9, 3.10 shows that the method 
explained in this section, applying the whole training set to choose the best pruned 
tree instead of splitting it into growing set and pruning set, gives better results on 
all datasets except Breast Cancer for CCP. Also, according to tables 3.8 and 3.11, 
better performance has been obtained by this method for CVP. This method of CCP 
and CVP outperforms on Breast, Breast Cancer, Crx, Heart, Labor-neg, Soybean-large 
and Waveform-21 comparing with EBP. EBP outperforms on three datasets.
3.9 .2  T he M argin  o f  P a ttern s  in B o o stin g
Figure 3.3 shows the result over Soybean-large dataset. This figure shows the cumu­
lative distribution of the margins of the training examples after 1, 5, 50 iterations.
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Table 3.9: Test Error of Bagging with CCP method(lSE); to choose the best pruned 
tree, the whole training set has been used. The last column (PErr) shows the test 
errors for Bagging obtained by the method in which for selecting the best pruned tree 
the dataset is divided into growing set and pruning set, shown for CCP(l-SE) in table 
3.8.
Name C4.5 Bagged C4.5 Std PErr
Breast 5.58 3.30 0.20 4.13
Breast Cancer 35.79 27.79 1.84 30.67
Crx 18.50 16.05 0.79 17.51
Glass 38.89 33.19 2.10 36.67
Heart 20.00 15.22 1.80 20.40
Hypothyroid 0.95 0.95 0.00 0.98
Iris 6.00 6.00 0.00 6.40
Labor-neg 17.65 21.76 2.70 33.65
Soybean-Large 17.54 17.15 0.72 25.77
Vote 5.19 2.96 0.00 3.11
Waveform-21 29.74 18.86 0.50 24.08
Table 3.10: Test Error of Bagging with CCP method (OSE); to choose the best pruned 
tree, the whole training set has been used. The last column (PErr) shows the test 
errors for Bagging obtained by the method in which for selecting the best pruned tree 
the dataset is divided into growing set and pruning set, shown for CCP (0-SE) in table 
3.8.
Name C4.5 Bagged C4.5 Std PErr
Breast 5.58 3.52 0.26 3.90
Breast Cancer 35.79 28.95 2.22 26.21
Crx 18.50 16.05 0.79 17.00
Glass 38.89 32.92 2.06 37.59
Heart 20.00 15.67 1.53 20.59
Hypothyroid 0.95 0.95 0.00 0.98
Iris 6.00 6.00 0.00 5.60
Labor-neg 17.65 21.76 2.70 29.41
Soybean-Large 17.54 17.11 0.65 25.26
Vote 5.19 3.04 0.22 3.17
Waveform-21 29.74 18.66 0.44 23.64
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Table 3.11: Test Error of Bagging with CVP method; to choose the best pruned tree, 
the whole training set has been used. The last column (PErr) shows the test errors for 
Bagging obtained by the method in which for selecting the best pruned tree the dataset 
is divided into growing set and pruning set, shown for CVP in table 3.8.
Name C4.5 Bagged C4.5 Std PErr
Breast 5.58 3.13 0.27 3.94
Breast Cancer 34.74 28.42 2.11 29.88
Crx 19.00 15.80 0.68 17.51
Glass 38.89 33.61 2.13 37.59
Heart 18.89 15.78 1.09 20.97
Hypothyroid 0.95 0.95 0.00 1.03
Iris 6.00 6.00 0.00 6.00
Labor-neg 17.65 21.76 2.70 24.00
Soybean-Large 17.54 17.15 0.66 26.27
Vote 5.19 2.96 0.00 3.26
Waveform-21 36.17 18.94 0.50 23.64
By comparing the curves when T > 1 and T  =  1, it can be found that AdaBoost 
increases the margin of examples and also decreases the number of patterns which have 
margin less than zero. This means that it decreases the error. The result for pruned 
trees for this dataset shows the same characteristic. Comparing pruned and unpruned 
ensembles shows that margin concept is not helpful to ascertain which one has better 
performance. It is because there is insufficient resolution to differentiate between them.
3.10 Sum m ary
In this chapter, we have first explained methods for ensemble and base classifier pruning 
in sections 3.3 and 3.4, followed by a review of Bagging and Boosting. An explana­
tion using ’’Margin concept” , has been used to describe the behaviour of pruned and 
unpruned ensemble generated by Boosting. Then, different definitions of bias and vari-
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Table 3,12: Number of datasets (out of eleven datasets) for each pruning method which 
has a test error equals to minimum error rate among them.
MEP EBP REP CCP(O-SE) CCP(l-SE) CVP
Boosting 4 4 2 2 0 3
Bagging 5 8 1 3 0 0
ance as a supporting theory of ensemble was presented and the the relationship of 
pruning with them was expressed ( section 3.7). Finally, we presented the experiments 
performed with five pruning methods applied to Bagging and Boosting.
Since the construction methods of decision trees and pruning methods are data depen­
dent, as the results expressed in section 3.9 show, the performance of pruning methods 
as well as ensemble methods changes from one domain to another. Table 3.12 shows a 
summary of the performance of pruning methods used with Boosting and Bagging. In 
this table, for each pruning method the number of datasets (out of eleven datasets) that 
the error rate Bagging or Boosting equals to the minimum error rate has been shown. 
As can be seen from this table, we can put the pruning methods in order: EBP is the 
best, MEP is in the second position and then CCP (0-SE), CVP, REP and CCP(l-SE).
Comparing Boosting and Bagging (EBP used as pruning method), we have obtained 
that difference between Boosting and Bagging on two datasets ( Soybean-Large and 
Waveform-21) is significant in terms of McNemar’s test with 5% confidence level. Boost­
ing outperforms Bagging on both of them. Comparison between Boosting and Bagging 
has been done using 10-fold cross validation technique and nearly the same results have 
been achieved. On two artificial datasets. Boosting (AdaBoost) and Bagging were sig­
nificantly different; when the number of rounds was set to 10, Boosting outperforms on 
TwoNorm while Bagging results in lower test error on RingNorm. However increasing 
the number of classifiers results in Boosting giving better performance on both of them.
Furthermore, we applied the whole training set to choose the best pruned tree in 
CCP and CVP in the context of Bagging. The results show that this approach gives 
better accuracy for the ensembles.
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In summary, our goal was to investigate the role of simplification methods (here, post- 
pruning) on performance of ensemble methods by comparing them to each other. We 
did not compare with the unpruned ensemble. If we need a pruning method to be used 
for reducing the complexity of decision tree employed as base classifier in an ensemble 
(without considering the type of domain or data), it will be Error-Based Pruning. On 
the other hand, pruned ensembles generated by Boosting (AdaBoost) outperform those 
generated by Bagging.
Chapter 4
Tree Pruning for O utput Coded  
Ensem bles
4.1 Introduction
In chapter 3 we compared five priming methods in the context of Bagging and Boosting 
(AdaBoost.Ml). In this chapter the same will be performed with Error-Correcting 
Output Code (ECOC).
In classification tasks, one possible source of complexity is the large number of classes. 
Examples of this kind of classification tasks are medical diagnosis, digit and letter 
recognition, phoneme recognition and face recognition. There are multi-class algorithms 
like decision trees available to handle these tasks. However, when the number of classes 
increases and the dimension of the feature space is high, learning all decision boundaries 
becomes difficult for a multi-class learning algorithm. Therefore, decomposition of 
the task into binary subproblems allows learning algorithm to learn simple decision 
boundaries. On the other hand, converting a multi-class problem into several binary 
subproblems gives diverse binary classifiers which results in an accurate ensemble.
In spite of diverse binary classifiers, complexity of generated classifiers is still a prob­
lem in decomposition methods such as Error-Correcting Output Code (ECOC) [26]. 
To reduce the complexity, if a decision tree is chosen as base classifier, the issue of
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tree pruning needs to be addressed. On the other hand, the merit of pruning methods 
changes from one data set to another and changes performance of both base classifier 
and ensemble. Previously, there has not been study comparing different methods in 
the context of ECOC. In this chapter, we will be investigating the effect of five prun­
ing methods on the performance of ensembles generated by ECOC and compare these 
pruning methods to each other. Also, the effect of code length will be investigated. In 
a related work [26], it has been stated that pruning does not change the performance 
of ECOC significantly except for one dataset on which it decreases the accuracy. For 
one-per-class, pruning makes significant improvement in accuracy on two datasets. In 
this work, only one pruning (EBP) has been used.
The structure of this chapter is as follows:
In section 4.2, we review the decomposition methods and explain what their features 
are. Two mean features of ECOC are code design and learning algorithm selection. 
We will discuss them in sections 4.3, 4.4 and 4.5. A brief review of why ECOC works 
very well will be presented in section 4.6. Then, we will discuss the results we have 
obtained with applying these methods to ECOC to find out which configuration can 
make significant changes in performance of ECOC and which outperforms the others 
in different domains.
4.2 D ecom position  M ethod s
Decomposition of a multi-class problem into binary subproblems makes possible the 
use of simple learning algorithms and reduction in computational costs. In the new 
space defined by the decomposition, it may be possible to increase the separability of 
classes. One-Per-Class (OPC), Distributed output Code and Error-Correcting Output 
Code (ECOC), are examples of such methods in which each class is represented by a 
binary string of length B. We refer to this string as a codeword. In fact a code matrix 
C is a fc X  B matrix of O’s and I ’s and each row corresponds to a codeword for a class 
and the columns are used to relabel the patterns. The diversity of base classifiers is 
determined by the distance between columns and the error correcting ability or classes 
separability is defined by row distances. A pattern is presented to the B  trained binary
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classifiers and thereby mapped into vector y  =  [yi,P2 , ■•■yB], in which yj is the output 
of j th  base classifier and the pattern is assigned to the class corresponding to the Closest 
row (code word) in C.
4.2 .1  O ne-P er-C Iass (O P C )
One-per-class approach is widely used in neural networks [58] and has been applied to 
decision trees as well [26]. In this method, for a k class problem, each class is relabelled 
to a k dimensional binary vector Q  =  Q/;] =  [% ],j  =  l ,2 , . . ,k ,  where:
f 1 i f i = jCij — ^
[ 0 otherwise
and then by using this codeword, an individual binary function is learned for each class. 
A new example is assigned to a class for which the corresponding column in hypothesis 
vector produced by the learned functions is one [26].
4.2 .2  D istr ib u ted  o u tp u t C ode
In the Distributed Output Code method, properties of the objects are used to produce a 
matrix of codewords. It means each bit of the codeword is meaningful. More meningful 
properties imply more unique codewords [5 8] [26]. If we suppose the codeword is a k x  B  
matrix, B  binary functions are trained. To classify a new example, each of B  binary 
functions are evaluated and the outputs form a B  length string which is compared with 
the codewords of each class. The class which has closest distance with the generated 
string will be the class of the new example.
4.2 .3  Error C orrectin g  O u tp u t C odes
Error Correcting Output Codes (ECOC) was developed by Dietterich and Bakiri for 
solving a k class problem by using binary classifiers. In ECOC, it is assumed that 
the classification task can be modelled as a communication problem and the class 
information is transmitted over a channel. The channel consists of training patterns
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• Produce a k by B  binary coding matrix (i.e. a matrix of zeroes and ones). We 
call this matrix C  and each row is identified with exactly one class 
T rain ing
• For i = 1 : B
- Assign all classes to zero or one according to column i of coding matrix.
- Tiain base classifiers on the new relabelled two class training set
Testing
• To classify a new example, apply it to the B classifiers giving output vector 
y =
• Use — y j ) \  to find the distance of the output vector to each row
of the coding matrix.
• The class of new example will be the class for which its corresponding row in 
coding matrix has minimum distance Arg Mini  (A  ^).
Figure 4.1; Error-Correcting Output Code (ECOC) Algorithm
and a learning algorithm and the aim is to recover any errors due to finite training 
patterns, unsuitable feature selection or limitation in the learning algorithm.
Figure 4.1 shows ECOC Algorithm. In this algorithm, to convert a multi-class prob­
lem into two-class subproblems, a binary coding matrix is produced which is the key 
point in the performance of ECOC. The columns of the k x B  matrix are used to assign 
training set into two set of classes and the new assigned training set is used to train base 
classifier such as decision tree, neural network or support vector machine. An ensemble 
is built by B trained base classifiers, their outputs forming a hypothesis vector for a 
new pattern. To assign the new example to a class, Hamming Distance was originally 
chosen to measure closeness, since the code was based on error-correcting principles. 
However when it was shown [56] that the method produced good probability estimates
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the decision strategy was modified to the L} norm or Minkowski distance given by bA| =  Z) IQj ~ yj\' The decision strategy assigns class Wi according to ArgMini{Ll).  y=i
Several researchers have shown that ECOC improves the performance of several learn­
ing machines including decision tree [26], neural network [40, 101], multi-layer percep­
tion, support vector machine [64, 90] and k-nearest-neighbours classifiers [1].
4.3 C ode S election  for ECO C
The first step in an ECOC algorithm is to produce or select a code matrix which is a 
key and critical point and affects the-performance of the ensemble. According to [40],
a good code for achieving the best possible performance should provide the following
conditions:
• Maximum Hamming Distance; distance between codewords affects the capability 
of error correcting and can increase the separability in the new space created 
by the code matrix. If d is the minimum Hamming distance, then the code can
correct {d— l) /2  bit errors. We will explain a few methods of code generation in
section 4.4
• Equal number of ones for the codewords; this prevents biased distance measure­
ment.
• Equal distance between codewords; This makes the distance measurement to be 
just a function of the posterior probabilities of the classes and not the distance 
between codewords.
In addition to the row separation mentioned above, the column separation should 
be guaranteed by the method of code generation since it determines the diversity of 
the classifiers and error reduction. Combining diverse base classifiers in an ensemble 
reduces the bias errors of the learning algorithms since the bias errors are not correlated. 
Having complementary columns in the code matrix results in the same classifiers for 
learning algorithm like decision trees. In other words, complementary columns create 
the same decision boundaries for the data.
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4.4 C ode G eneration  for ECO C
A review of current approaches to code design is given in section 5.2.2. There are three 
basic code generation approaches for EC0C[41]:
1. Standard coding theory methods
2. Random codes
3. Meaningful Codes that represent some feature of the training set.
In the first method, the row separation has been guaranteed with a large Hamming 
distance, however, the column separation is not guaranteed [40]. In the second approach 
of code generation, it is difficult to guarantee code separation, especially when the code 
length approaches infinity [7]. To use this approach, we need to check the row and 
column separation. Both of these two approaches are problem independent and are 
generated without looking into the data. The third approach is based on data features 
and the classes are grouped together based on their relationship [41]. Here, we will 
review the methods of the first approach which we have used in our work. These 
methods depend on the number of classes.
4.4.1 Exhaustive Codes
This method is suitable for the dataset with the number of classes (fc) between 3 and 
7. It produces a code with 2&-i -  1 length. Stai’ting with all ones in first row, the 
second row consists of zeroes followed by 2^ '“  ^— 1 ones. In row 3, 2*“  ^ zeroes are 
followed by 2^ '“  ^ ones then followed by 2^“  ^— 1 zeroes. In row i, there are alternating 
runs of 2^~* zeroes and ones. The rows will be separated from each other by 2^ ‘~^/2 
and there are no identical or complementary columns.
4.4.2 Column Selection from Exhaustive Codes
This method is applied to the problems for which the number of classes in between 
S < k < 11. After generating the Exhaustive Codes, a good subset of its columns is
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chosen. To preserve the columns separation while reducing the code length by column 
selection, we have to select the rows which leads to more separated columns. For more 
details, see [26].
4.4.3 Bose &: Ray-Chaudhuri (BCH) Codes
This method is used for k > 11. It uses algebraic methods to generate the error- 
correcting code based on adding a number of bits to BCD (Binary Coded Decimal) 
numbers [62] (BCD numbers are binary equivalent of the decimal numbers). The num­
ber of codewords is a power of 2, so we have to reduce the number of rows to k and 
this causes problems in column separation. For a given number of classes, k, we can 
choose the code length {N) and error correction capability (T) according to table 4.1. 
For example with a code with 7 bits length we can cover 2' — 1 classes while error 
correction capability is 1 (2'^ '' — 1 classes where K  is the number of added bits) or with 
15 bits code length, depending on the number of classes, we can choose 1, 2 or 3 for 
T  as error correction capability. We may need to remove some columns. For example 
columns with all ones or zeros are not useful and the same or complementary columns 
result in generating the same classifiers.
4.5 Learning algorithm  Selection  for ECOC
One open problem in ECOC is selection of the optimal learning algorithm. Ensemble 
methods like Bagging need unstable learning algorithm and as stated in [26], ECOC 
would fail if the errors made in different positions are correlated. In addition to row 
separation and column selection in code matrix, the variance of ECOC depends on base 
classifier accuracy[40]. To have diverse classifiers in an ensemble, one may use different 
learning algorithms or apply the same learning algorithm to different distributions of 
the training set. In ECOC, the same algorithm and the same training set are used. 
However, the problem represented by the given training set is changed via relabelling.
ECOC works very well with neural networks and decision trees. It seems that the 
learning algorithm should be able to produce diverse classifiers. Instability of these
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Table 4.1: The table of accepted code lengths and error correction capability for BCH 
codes
N T N K KT N T
255 199IS163155147139liJ
V ol
511 358349340
M l
i286277268259250241238229
if?202193184
i i148139130
1%103
I26
27
37
120113106
127 45 47
511 502493484475466457448
i412403394385376367
76
27 95109247239231223215207
255 28
121
N: code word length; K: message length; T: error-correction capability
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learning algorithms guarantees the diversity. In [1], nearest neighbour which is a stable 
classifier has been used in ECOC. However, to make possible using nearest neighbour in 
ECOC, Aha and Bankert have used different subsets of features for each bit in an ECOC 
code. Another learning algorithm used in ECOC is support vector machine (SVM)[90]. 
SVM solves different problems defined by ECOC (via relabelling the training patterns) 
and the authors stated that error correction capability of ECOC enables SVM to solve 
the multi-class problem. In sum, what we can conclude from previous works is that a 
combination of instability of the learning algorithm, defining different binary problems 
via relabelling in the training stage and the error correcting capability of ECOC in 
the composing or reconstruction stage results in improved accuracy for the ensembles 
generated by ECOC. Still an open problem is that ECOC can work very well with a 
simple learning algorithm like decision tree stumps which are only one node trees?
4.6 W hy ECO C W orks
To increase the accuracy of a problem, an ensemble method should be able to reduce the 
variance of the base classifier. Variance errors result from noise in the training set and 
any randomness in the training set or in the behaviour of the learning algorithm. Error 
correction capability of ECOC can correct these errors. In addition, according to [57], 
ECOC corrects the errors caused by the bias of learning algorithms. To reduce the bias 
errors in an ensemble, the errors made by different classifiers should be uncorrelated. 
This is one of main features of ECOC and in [57] the authors used variance and bias to 
explain why the errors of base classifiers in ECOC are uncorrelated. Unstable learning 
algorithms such as decision trees and neural networks have high variance and this can 
result in uncorrelated errors. Relabelling the training patterns in ECOC defines a new 
learning task for the learning algorithm and this makes algorithms such as C4.5 produce 
different decision boundaries and then different bias errors. In summary, uncorrelated 
errors result from combination of variance and variation in bias. The above explanation 
for ECOC is based on a definition proposed in [57]. For more details about different 
definitions of Bias and Variance, see section 3.7.
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4.7 E xperim ent
Table 4.2: Specification of Datasets used for studying ensembles generated by Error- 
Correcting Output Coc
Name #  patterns #  Class #  Features % largest class
Cont. Disc.
Anneal 898 6 9 29 76.19
Audiology 200 24 69 24
Car 1728 4 6 70.02
Dermatology 366 6 1 33 30.60
Glass 214 6 9 35.51
Iris 150 3 4 33.33
Letter 20000 26 16 3.85
Segmentation 2310 7 19 14.28
Soybean-Large 683 19 35 13.47
Vehicle 846 4 18 24.94
Datasets used in these experiments have been randomly split into training set (70%) 
and test set (30%). The numbers of patterns, classes and features are shown in table 
4.2[9]. We have used C4.5 as base classifier with five methods of pruning given in Section 
3.4, plus the unpruned (UNP) case. For REP, CVP and COP, the datasets have been 
divided into growing set and pruning set and pruning set has bees used for selection the 
best pruned tree. To generate the ECOC code matrix, we have used exhaustive and 
BCH codes (with 31 columns, B  =  31) as explained in section 4.4. For the datasets 
described in table 4.2, table 4.3 shows the mean test error over ten independent runs 
normalised with respect to the minimum test error over all pruning methods for the 
specified dataset. Also, shown in table 4.4, is the number of times that the pruning 
method is significantly different (McNemar’s test 5%) from UNP. Table 4.3 can be used 
to find that these significant differences in favour of which method are.
In table 4.3, the mean normalised error (last row) over the ten datasets shows that 
MEP on average has higher error and UNP has lower error compared with all other
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Table 4.3: Mean test error normalised with respect to minimum error (last column)
Dataset EBP MEP CVP REP CCPO CCPl UNP MinErr
Anneal 2.55 3.19 1.00 1.19 1.09 1.26 1.04 7.46
Audiology 1.31 1.31 1.02 1.10 1.00 1.01 1.17 31.30
Car 1.19 2.32 1.34 1.26 1.25 1.28 1.00 12.96
Dermatology 1.00 1.68 1.52 1.33 1.23 1.24 1.17 11.23
Glass 1.00 1.34 1.16 1.19 1.17 1.19 1.02 26.84
Iris 1.00 1.13 1.52 1.52 1.48 1.48 1.22 5.11
Letter 1.01 5.78 1.11 1.09 1.09 1.10 1.00 9.89
Segmentation 1.01 6.88 1.70 1.59 1.62 1.58 1.00 2.05
Soybean-large 1.40 3.22 1.23 1.31 1.19 1.22 1.00 11.32
Vehicle 1.02 1.22 1.07 1.05 1.06 1.04 1.00 28.36
(Mean) 1.25 2.80 1.27 1.26 1.23 1.24 1.06
Table 4.4: 
(UNP)
Number of significant differences of each pruning method from unpruned
Dataset EBP MEP CVP REP CCPO CCPl
Anneal 10 10 2 1 1 1
Audiology 1 1 2 3 0 0
Car 5 10 10 6 7 7
Dermatology 0 1 2 0 0 2
Glass 0 2 3 3 4 2
Iris 0 0 0 0 0 0
Letter 1 10 8 7 7 8
Segmentation 0 10 3 3 1 2
Soybean-large 8 10 0 2 2 2
Vehicle 0 5 1 0 1 0
(Mean) 2.5 5.9 3.1 2.5 2.3 2.4
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pruning methods. However for MEP we used the default value of m =  2 and it is likely 
that the error would improve if m was allowed to vary. There is little difference in 
the mean normalised error and mean number of significant differences for EBP, CVP, 
REP, CCPO, CCPl. We can see that UNP performs best for five datasets, EBP for 3 
datasets and CVP and CCPO for one dataset. Ignoring UNP, EBP outperforms other 
pruning methods for seven data sets (Glass, Iris, Vehicle, Car, Letter, Dermatology, 
Segmentation), CCPO is the best for two data sets (Soybean-large, audiology) and 
CVP-for one (audiology).
Overall it appears that if a single problem-independent strategy is to be selected then 
UNP is likely to give lowest error rate. If pruning is required to simplify the ensemble, 
any one of EBP, CVP, REP, CCPO, CCPl should give similar error rate. However, since 
EBP performs better on seven out of ten datasets it may be that problem-dependent 
pruning should be considered. Prom table 4.3 and from specification of datasets table
4.2 we can see that EBP performs well with those datasets that have only continuous 
features. For example, if EBP was selected for datasets with no discrete features (glass, 
iris, letter, segmentation, vehicle) and UNP was selected for the other datasets the 
mean normalised error over ten datasets would be 1.025. This suggests that a larger 
study should be carried out to test the hypothesis that problem-dependent pruning is 
worthwhile.
To investigate more about effect of pruning methods on ECOC as a combining method 
and the effect of code length, we have changed length of codewords, and applied ECOC 
to two data sets; Soyben-large and Audiology. As figure 4.2 shows, pruning methods 
result in different performance as the length of codewords change. For example, on au­
diology when the number of combined classifiers (length of codeword) is 67, CCP(lSE) 
method has the minimum test error while with 127 bit codeword CVP method, with 
255 and 511 bit codeword CCP(ISE) has minimum test error. For Soybean-large, when 
31 and 63 binary classifiers are combined CCP(OSE) and CCP(ISE) are the best while 
with 127 and 255 bit codewords CVP is the best pruning method.
When we change the size of training set, all pruning methods behave the same except 
MEP. As shown in figure 4.3 for letter dataset, test error for CCPOSE, CCPISE, CVP,
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Figure 4.2: Test Error of Pruned ECOC as a function of Code Length on Soybean-large 
and Audiology, the number shown in brackets is the code length
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Figure 4.3: Test Error of Pruned ECOC as a function of Training set size for letter 
dataset, the figure at bottom is for ECOC pruned with MEP
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EBP, REP is reduced as the size of training set increased. However, for MEP we have 
contrary result. The reason seems to be that MEP overprimes the trees in comparison 
with other pruning methods.
4.8 Sum m ary
The main aim of this chapter was to explain the performance of five pruning methods 
in reducing the complexity of base classifiers generated in ECOC. The main features 
of ECOC, code design ( sections 4.3 and 4.4) and learning algorithm selection (section 
4.5) have been explained. Code selected for ECOC should guarantee the row separation 
for reducing variance and bias in reconstruction stage and column separation should 
be considered as the main factor in generating diverse classifiers and their uncorrelated 
errors to reduce the bias errors. To have uncorrelated errors in ECOC, we need unstable 
learning algorithm such as decision trees or neural networks or a high accuracy classifier 
like Support Vector Machine (SVM) to produce different decision boundaries which 
resulted from solving different binary problems defined via relabelling the training 
patterns in ECOC.
The goal of this chapter was to address the complexity of base classifiers in ECOC. 
Our results show that unpruned tree ensembles outperform pruned tree ensembles and 
among five pruning methods EBP gives ensembles with higher accuracy (section 4.7). 
Therefore, if one needs to choose a single pruning method for ECOC to reduce the 
complexity of decision trees (with considering that performance of pruning methods is 
subject to domain), EBP should be the choice. There was more evidence to suggest 
that data-dependent pruning could be worthwhile (section 4.7). In summary, comparing 
EBP with others, it outperforms them on seven datasets (out of ten), while CVP on 
one dataset, CCPO on two datasets give better results.
Code length can change the performance of pruning methods (figure 4.2). While 
a pruning method outperforms others for a given code length, choosing another code 
length may lead to this result that another method is better. As we expected, increasing 
the training set size causes improvement in performance of pruning methods. However, 
MEP degrades with increasing training set size, but this was a special case ( figure 4.3).
Chapter 5
B oosted  Tree Ensem bles for 
Solving M ulti-class Problem s
5.1 In troduction
As emphasised in chapter 2 , the theory of ensemble classifiers has been developed to 
address the problem of designing a system with improved accuracy. Recognising that 
each classifier may make different and perhaps complementary errors, the aim is to pool 
together the results from all classifiers in such a way that the ensemble outperforms 
any constituent (also called base) classifier. There are several categories of techniques 
capable of producing diversity among base classifiers, which is a necessary condition 
for improvement by combining. In the first category are methods that reduce the di­
mension of the training set to give different feature sets. The second category includes 
methods that incorporate different types of base classifier or different base classifier pa­
rameters. In the third category, which includes Boosting, are techniques that resample 
the training set and thereby specialise each classifier on a different subset. The forth 
category consists off methods which inject randomness into the base classifiers. Finally 
in the fifth category are Output Coding methods that create complementary two-class 
problems from multi-class problems.
Ensemble methods from these five categories have been developed and tuned over 
the past decade. In principle, the problem of creating a good ensemble is solved by
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jointly optimising the design and fusion of base classifiers. However this is a difficult 
optimisation, and frequently a relatively simple fusion strategy is applied, such as 
majority or weighted vote. Base classifiers are then designed to match the fusion rule. 
In this chapter, two ensemble design strategies are combined. AdaBoost which is from 
category three is combined with Output Coding from category five. This combined 
algorithm is called AdaBoost.OC. The idea is to convert a multi-class problem into 
complementary binary sub-problems and at the same time concentrate on difficult- 
to-classify patterns by reweighting; the idea was first reported in [83]. In this study, 
decision trees are chosen as base classifier and the effect of tree pruning on the ensemble 
performance is investigated. An advantage of using decision trees over other base 
classifiers is that the decision to prune is the only parameter to be set. Pruning reduces 
the complexity of base classifiers, but does not necessarily lead to improved accuracy. 
Another subject which has been studied here is how AdaBoost works with a simple 
base classifier such as decision stump. The concept of margin has been used to show 
why and how AdaBoost.OC improves performance.
There are several motivations for decomposing a multi-class problem into separate 
and complementary two-class problems. Firstly some accurate and efficient two-class 
classifiers do not naturally scale up to multi-class. Attention can then be focused on 
developing an effective technique for the two-class case, without having to consider 
explicitly the design and automation of the multi-class classifier. Secondly, it is hoped 
that the parameters of a simple parallel machine run several times are easier to set 
and may facilitate more efficient solutions than a complex machine run once. Finally, 
solving different 2-class sub-problems, perhaps repeatedly with random perturbation, 
may help to reduce error evident in the original problem.
The structure of this chapter is as follows:
In section 5.2 we will review the idea of output coding and two Boosting algorithms; 
AdaBoost.M2 which is a multi-class algorithm and AdaBoost.OC which is the main 
topic of this chapter. Then, the margin concept will be reviewed in section 5.3. Fi­
nally we will explain the experiments and the results of applying AdaBoost.M2 and 
AdaBoost.GO to a number of datasets.
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5.2 B oostin g  A lgorithm  and O utput Coding
As explained in section 3.6, Boosting adaptively changes the distribution of the train­
ing set based upon the performance of sequentially constructed classifiers. Each new 
classifier is used to adaptively filter and re-weight the training set, so that the next 
classifier in the sequence has increased probability of selecting patterns that have been 
previously mis-classified. Boosting is a general method for converting a weak learner 
into one with high accuracy, but it requires that the weak learning algorithm pro­
duce hypotheses with accuracy better than random guessing. For a /c-class problem, 
k >> 2, it may be difficult to achieve the required accuracy. One solution proposed by 
Schapire, referred to as AdaBoost.M2 , is based on a pseudo-loss measure in which the 
weak learner chooses from a set of plausible labels [83]. AdaBoost.M2 divides the train­
ing set into hard and easy patterns and forces the learning algorithm to concentrate on 
patterns whose labels are hard to distinguish from each other. Another solution is to 
combine Boosting with Output Coding (AdaBoost.OC), in which the weak learner is 
rerun on the training patterns while re weighting and relabelling on each round [83]. As 
explained in section 4.2, Output Coding is an ensemble method in which a binary code 
matrix defines the decomposition of the multi-class into binary sub-problems. Each 
classifier operates on the same training set but the patterns are relabelled according to 
the columns of the Output Coding matrix. This process of relabelling was referred to 
as colouring of the patterns in the context of AdaBoost.OC. By introducing Boosting 
into colouring, the weak learner no longer uses the same training set on each round. 
The main advantage is that AdaBoost is only required to solve a two-class problem.
5.2 .1  A d a B o o st.M 2 A lg o r ith m
The main idea in AdaBoost.M2 algorithm (shown in figure 5.1) is to make the base 
classifier (or weak learner) to compute a soft hypothesis in which a set of plausible labels 
are included rather than choosing a single label for a new pattern. AdaBoost.M2 forces 
the learning algorithm to focus on hard patterns which are misclassified in previous 
rounds and their labels are indistinguishable. This is performed by updating the 
weight matrix of patterns (I — 1, ...,k), in each round according to performance of the
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previous generated classifier, is the training error of the base classifier and as can be 
seen from figure 5.1, it consists of errors resulting from including incorrect labels and 
excluding the correct label. The final classifier chooses the label which has the largest 
number in plausible label sets. According to [83], if ëf =  1 — 7 ,^ then the training error 
of final classifier is bounded by:
(/o -  1) H  \ / l  -  47  ^< {k -  l)exp ( - 2  7?) (5.1)
< = i  V (= 1  /
where k is the number of classes.
5 .2 .2  O u tp u t C od in g  and d iverse b in ary  classifiers
Output Coding is a two-stage method, the first being the relabelling stage which can 
be defined as follows. Let C be the k x B  code matrix with binary elements, where K  is
the number of classes and B  is the number of binary classifiers. Each column provides
a map to convert the multi-class problem to binary sub-problems. Specifically, for the 
j th  sub-problem, a training pattern with target class Wi (i =  l.../j) is re-labelled either 
as class or as class fZg depending on the value of C j^ (zero or one). Therefore for 
each column, the K  classes can be considered to be arranged into two super-groups of 
classes fîi and 0 2 . (The second stage of Output Coding is the decision rule which is 
based on finding distance to each row of C that acts as a 5-dimensional code word to 
represent a class).
The Output Coding method was introduced in [28, 26] and named Error-Correcting 
Output Coding (ECOC). As explained in section 4.2.3, the idea was to base the code on 
error-correcting principles to facilitate a robust fusion strategy. Actually, the original 
idea was that there may be some advantage to employing error-correcting codes to 
represent diflferent signals which should be distinguished from each other when they 
are corrupted after passing through a transmission channel. The assumption is that 
the prediction task can be modelled as a communication problem, in which the channel 
consists of input features, finite training samples and learning algorithm. The class label 
is encoded as a row of the binary code matrix and if the signals from base classifiers are 
transmitted independently the ECOC framework provides the possibility of detecting
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Given {xi .yi),  ...,{xm,ym) where xi E X,yi  G Y.
Initialise ~ 1)), where {x} is 1 when x  is true otherwise 0
For t = 1, ... ,T
1. Ti’ain a weak learner using pseudo-loss defined by Dt
2. Get weak hypothesis Jit : X  2^ '
3. Let
h  =  I  E ? i i  E  Dt {i ,  Q  ■ ( [ ÿ i  ^  +  I «  6  À , ( o : i ) l )
4. Let c«( =  j  I n ( i ^ )
5. Update
where Zt is a normalisation factor chosen so that 5f+ i will sum to 1
Output the final hypothesis:
T
H f i n a M  =  a r g m ^ ^ Y ^ a t l l .  € hi (a;)]. 
^  (=1
Figure 5.1: AdaBoost.M2 algorithm.
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and correcting some of the errors transmitted. While in practice it is known that 
there will be some correlation between base classifiers, the evidence is that the ECOC 
method is capable of improving performance. Various coding strategies have since been 
proposed, but most code matrices that have been investigated previously are binary and 
problem-independent, that is pre-designed. Optimal properties of the code matrix for 
producing diverse classifiers are believed to be maximum Hamming Distance between 
pairs of columns [26, 99]. Random codes have received much attention, and were first 
mentioned in [28] as performing well in comparison with error-correcting codes. In 
[26] random, exhaustive, hill-climbing search and BCH coding methods were used to 
produce ECOC code matrices for different column lengths. Random codes were also 
shown in [48] to give Bayesian performance if pairs of code words were equidistant, 
and it was claimed that a long enough random code would not be outperformed by a 
pre-defined code. In [100] a random assignment of class to codeword was suggested in 
order to reduce sensitivity to code word selection and it is shown that an optimal code 
performs better than random code as code word length is reduced. Although various 
heuristics have been employed to produce better binary problem-independent codes, 
there appears to be little evidence to suggest that performance significantly improves by 
a clever choice of code, except that One-Per-Class is usually inferior [2 , 28, 26]. Recent 
developments include investigation of three-valued codes [2], and problem-dependent 
continuous and discrete codes [20].
5.2.3 AdaBoost.OC Algorithm
AdaBoost.O.C reruns the weak learning algorithm many times and trains it over a new 
distribution of examples, relabelled as in Output Coding. As can be seen in figure 5 .2 , 
given a training set of size m, the weights of patterns are initialised as in AdaBoost.M2, 
that is
=  K #  yi]/(77i(k -  1)) (5.2)
where k is the number of classes and |a;J is 1 when x  is true otherwise 0. On each round, 
patterns are relabelled according to the colouring (pt). To minimise the training errors, 
a colouring scheme should be chosen to maximise which is defined in step two of
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Given where Xi E X,yi  € Y.
Initialise = 1 ^ ^  yij/{'iTi{k -  1))
For i =  1, ...,T
1. Compute random colouring pt ' Y  -> {0,1}.
2 . Let Ut = E ”=i EeeYDt{iJ)lp t{yi)  ^  Pt{e)i
3. Let A('i) =
4. Ti'ain a weak learner on {xi, p t { y i ) ) , { x m ,  Pt{ym)) weighted according to Dt
5. Cet weak hypothesis ht : X  {0,1}.
6 . Let h t ~ { i ^ Y  : ht{x) = pt{^)}-
7. Let =  I  EF=i E  Â ('i, è) • ibji i  h{xi ) j  +  G ht{xi)j)
8 . Let at = | l n ( ^ ^ )
9 Dt + l { ' i  I)  =  ^di ,^) 'exp{at { \y i iht(x,)l+|ge/u(xi)1 ))
where Zt is a normalisation factor chosen so that Dt-\-i will sum to 1
Output the final hypothesis:
T
^  t=l
Figure 5.2: The AdaBoost.OC algorithm.
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figure 5.2. We have used the scheme from [83] which uses a random assignment of k/2 
labels to 0 and k/2  labels to 1 on each round. The weak learner is trained according to 
Dt and then by calculating the weak hypothesis ht, all of the labels satisfying ht{x) = 
Pt{f) receive a vote. The weight of this weak hypothesis (a:*), is found from the weighted 
training error, e*, which includes penalty terms for failing to include the correct label in 
the plausible label set and for including any incorrect labels. The weights of patterns 
are updated so that the learning algorithm is forced to concentrate on hardest 
patterns. Finally the generated hypotheses are combined according to weighted voting 
so that a test pattern is assigned to the class whose label has received the most votes.
5.3 T he M argin B ased A nalysis of B oostin g
Decomposition of classification error into bias and variance and margin based analysis 
are two theoretical explanations for the experimental results of combining methods. 
The first one, bias and variance, has been generalised from regression theories to clas­
sification and the second theory has been presented by Schapire et. al. as explanation 
for voting methods such as Boosting [82]. Breiman has presented a theory similar to 
margin as well.
5.3.1 The Margin
The general definition of margin has been given in section 3.6.1. For a k class problem, 
the definition of margin can be expressed as the difference between the vote obtained 
by the correct label and the maximum vote achieved by any incorrect label. In a two 
class problem, the margin of a learning algorithm at training pattern x  is defined as:
ijf{x) (5.3)
where f {x)  is the output of the binary learning algorithm and y is the class label. 
The pattern is classified correctly by the learning algorithm if the margin is positive, 
otherwise it has been misclassified. The magnitude of the margin can be considered 
as the level of confidence in the prediction [82]. The training error of the learning
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algorithm will be
 ^ m
■ (5.4)
where | 7t| is 1 when tt is true otherwise 0. In other words the probability of the 
misclassification errors made by combined classifier /  is P{margin{f)  < 0).
The effect of Boosting is that it increases the margin of patterns which have initially 
small margins and this causes an improvement in the generalisation error. There is a 
relation between the training error and the generalisation error and according to [82] for 
a k class problem with probability at least 1 — 6 (6 > 0), this relation can be expressed 
for all 0 > 0 as:
PD[margin{f, x, y) < 0] < Ps[margin{f, x, y) < ^]+
+ (5.5)
As it can be seen, the difference between the test error, P£)[?7iar(?m(/, a;, y)], and train­
ing error, Ps[margin{f,x,y)],  is a constant factor which is a function of m, number of
training patterns, /j, number of classes, and /oy|7^|, complexity of the base classifier. 
Therefore, by maximising the margins of training, one can reduce the training error 
and then obtain better performance on the test dataset. However, it has been reported 
in [12] and [49] that their results do not support such bound on generalisation error.
5.3.2 The Edge
Breiman has introduced a concept called edge which is similar to margin and dif­
fers from the margin when the number of classes is more than two. It is defined as 
follows[12]: Suppose are the weights of classifiers (hi{x)) such that =  1- The
edge{f)  ( /  is the combined classifier) on the training pattern x is:
T
e d g e i f )  =  a i l h i i x )  f  y  (a;)] (5.6)
i= l
where y{x) is the label of pattern x and T  is the number of classifiers combined in a 
voting method such as Boosting, Bagging or Arcing. For two-class case margin{f)  = 
1 — 2edge{f) and the misclassification on training set is P{edge{f) > 1/2). The goal of
building an ensemble of classifiers is to find a set of a-i such that P{edge{f) > ô) to be
minimised (for small values of J).
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5.4 Solving M ulti-class P rob lem s w ith  B oostin g
In this section we will explain the experiments and the corresponding results that we 
have obtained by applying two Boosting algorithms to a number of real multi-class 
datasets. Data sets used in these experiments have been shown in table 4.2 with 
the number of patterns, classes and features. These data sets can be found on UCI 
web site [9]. The data have been randomly split into training set (70%) and test set 
(30%) and we rerun the process 10 times. In the first set of experiments only C4.5 
has been used as base classifier for generating the decision trees and also the effect of 
pruning has been investigated ( for Pruning methods, see section 3.4). To prune the 
decision trees, we used Error-Based Pruning which has been known from the previous 
chapters to outperform other post-pruning methods for ensemble methods [95, 98]. In 
these experiments we compare ensemble of unpruned and pruned decision trees built 
by AdaBoost.M2 and AdaBoost.OC. In the second set of experiments, we focused 
on AdaBoost.OC and used C4.5 and Decision Stumps to find out how it works with 
simple base classifier. In fact it is an attempt to find an answer to the question of how 
ensemble methods such as Boosting work with a simple learning algorithm as they do 
with a complex learning algorithm.
As figures 5.3 and 5.4 show, the test error of AdaBoost.OC over all data for both 
Pruned and Unpruned reduces as the number of classifier increases. However, the test 
error of AdaBoost.M2 appears somewhat insensitive to number of rounds although 
error increases slightly for Car, Class and Soybean-Large. This appears to show that 
the pseudo-loss based algorithm AdaBoost.M2 with C4.5, in contrast to the error-based 
AdaBoost.Ml with C4.5, only takes a few rounds to learn the training set and in some 
cases overfits as number of rounds increases.
For AdaBoost.OC the performance of pruned ensembles is similar to the performance 
of unpruned ensembles, although appears slightly better for Anneal, Audiology, Class, 
and Iris. However the difference did not show up as significant (McNemar 5%). For 
AdaBoost.M2, the unpruned ensemble outperforms the pruned ensemble except for 
Dermatology.
In an attempt to see overall performance, the composite curve over all datasets is
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Figure 5.3: Test Error of AdaBoost.M2 and AdaBoost.OC.
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Figure 5.5: Composite correct Classification of AdaBoost.M2 and AdaBoost.OC for 
pruned and unpruned decision trees.
plotted in figure 5.5. The plot is normalised with respect to the best classification rate 
for each particular dataset as follows. The best classification rate is the mean over 
the last X rounds, where x  is judged to be the number of classifiers above which there 
is no further improvement. Fi'om the composite performance we see that the mean 
classification rate over the nine datasets for AdaBoost.OC is higher for unpruned than 
pruned. For AdaBoost.M2, ensemble of unpruned decision trees outperforms pruned 
ensemble.
As explained in Section 5.2.2 the choice of a code matrix may affect the performance 
of Output Coding. In AdaBoost.OC, we have used a random approach to dividing 
the labels on each round. This may mean that diversity is not as great as it could be, 
since the Hamming Distance between columns has not been maximised. Providing that 
the code matrix has enough columns random code may perform as well as an optimal 
code. However, since each round of Boosting depends on the previous round it may 
be important for efficiency reasons to minimise the total number of rounds. Pursuing 
optimal codes is a possible way forward in this regard and would likely modify the
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curves shown in figure 5.5 at the low end. AdaBoost.M2 is a time-consuming algorithm 
because on each round it constructs classifiers according to the same number of classes 
and in comparison AdaBoost.OC has removed this complexity.
5.4 .1  E nsem b les o f  D ec is io n  S tum ps
In the second set of experiments we have used C4.5 with Error-Based Pruning [78] and 
Decision Stump[47] in AdaBoost.OC. C4.5 is a multi-node decision tree while Decision 
Stump is a single node tree. In a Decision Stump Ti'ee, if the attribute tested in root is a 
discrete attribute, a multi-branch split according to the values of the attribute is created 
and if the attribute is a continuous one a threshold is calculated and the node will have 
three branches: less than or equal to threshold, greater than threshold and unknown . 
value. In our work, to find the threshold for a decision stump, we have used gain ratio 
(as in C4.5). The outputs of classifiers generated sequentially by AdaBoost.OC are 
binary and define the new space for each pattern. In these the ensemble of unpruned 
and pruned and decision stump trees have been compared.
As can be seen in figures 5.6 and 5.7, like the results we have obtained in the first 
experiment, test error of AdaBoost.OC decreases for both C4.5 and decision stump as 
the number of classifiers is increased. For Decision Stump, test error on most of data set 
decreases very fast so that for Anneal and Dermatology ensemble with Decision Stump 
outperforms ensemble with pruned and unpruned C4.5 when the number of classifiers 
is 100. As an example, for Anneal, test error of AdaBoost.OC with Decision Stump 
has been shown in figure 5.7 (bottom row) and according to figure 5.8 while training 
error of AdaBoost.OC becomes zero, its test error may still decrease. Theses results 
suggest that with a simple base classifier we may get the same performance as a more 
complex base classifier.
5.4 .2  T h e M argin  B ased  A n alysis  o f  A d aB oost.O C
This behaviour of Boosting can be explained by using the margin concept [2]. As can 
be seen in figures 5.9 and 5.10, AdaBoost with C4.5 produces larger margin for the 
training patterns and the margin of the patterns is increased as the number of classifiers
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in the ensemble increases. The same happens to Boosting with Decision Stumps, but 
smaller margin for the patterns (dash curves in figure 5.9 and dash-dot curves in figure 
5.10). That is, for both 04.5 and Decision Stump, the number of patterns which have 
larger margins increases as the number of classifiers combined in the ensemble increases. 
In figure 5.10, margins of the training patterns achieved with 04.5 and decision stumps 
while the number of classifiers is 100 have been compared with decision stump while 
the number of classifiers is 500. For Anneal, margins of patterns for decision stump 
with 500 classifiers are larger than those with 04.5 with 100 classifiers ( dash curve in 
figure 5.10 for Anneal) and this can explain why the accuracy of AdaBoost.OC with 
Decision Stumps with 500 classifiers is better than 04.5.
5.5 Sum m ary
In this chapter we focused on AdaBoost.OC which combines two methods of construc­
tion of ensembles of classifiers. First, we reviewed the main features of two Boosting 
algorithms used in this study and Error Coding as well in section 5.2. In the second part
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of this chapter we explained two sets of experiments in which we studied the Boosting 
algorithms for solving multi-class problems (sections 5.4). In the first set of experi­
ments, we have applied two multi-class versions of Boosting to nine datasets by using 
pruned and unpruned decision trees as base classifiers. In conclusion, AdaBoost.OC 
outperforms AdaBoost.M2. For AdaBoost.OC, the performance of the ensemble of 
pruned decision trees is similar to the performance of unpruned ones. However, for 
AdaBoost.M2, the ensemble of pruned decision trees gives higher test error.
In the second set of experiments, we have studied AdaBoost.OC using two different 
decision tree learning algorithms which were C4.5 and Decision Stump. The latter is a 
single node tree and the results obtained with it were comparable with the ones achieved 
by ensembles of C4.5. Likewise we have studied AdaBoost.OC using the margin con­
cept. The results show that there is a corresponding relation between the margins of the 
training patterns and the generalisation error: larger margins lead to better accuracy. 
Another consideration that was addressed was the complexity of ensembles generated 
by Boosting which can be reduced by using simple classifiers. On the other hand, to get 
the same accuracy with a simple classifier like decision stump we need more classifiers 
to combine which increases time complexity. Further work should address this trade 
off between space and time complexity.
C hapter 6
Face Identification and 
Verification
6.1 Introduction
One conclusion from the experiments in chapter 5 is that pruned and unpruned ensem­
bles made by AdaBoost.OC have similar performance on different datasets[96, 97]. On 
the other hand, AdaBoost.OC as a decomposition method can reduce the class com­
plexity for multi-class problems. In this chapter, we address applying AdaBoost.OC to 
face recognition as a multi-class problem.
Face recognition technology can be used in different applications such as identity au­
thentication, access control to restricted areas, information security, and surveillance. 
Feature extraction methods and recognition methods of new faces are two main sub­
jects in face recognition research. Principal Component Analysis (PCA) and Linear 
Discriminant Analysis (LDA) are examples of face feature extraction methods. Ex­
amples of methods for the second area (face recognition) are Distance Metrics such as 
Euclidean distance, normalised correlation measure [60], and Support Vector Machine 
(SVM) [54]. In [43], a modified version of AdaBoost has been applied to face recogni­
tion problem and as the final example, Error-Correcting Output Code has been used 
for face identification and verification in [52].
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Briefly speaking, AdaBoost.OC combines the main features of Boosting algorithm 
and Error-Correcting Output Code (ECOC) to produce diverse classifiers by converting 
the multi-class problem such as face recognition to several binary sub-problems and 
concentrating on hard examples. It reruns the weak learning algorithm many times 
and trains it over a new distribution of examples, relabelled as in Output Coding. 
On each round, patterns are relabelled according to a random scheme called colouring 
which has an important role in minimising the training errors (for more details see 5.2). 
To build more accurate ensemble of classifiers, the base classifier used in the ensemble 
method has an important role. The advantage of decision trees is that they do not need 
to set any parameters like neural networks. We have used 04.5 and Decision Stump as 
base classifiers. The results show that, for identification, ensemble methods may lesult 
in higher accuracy and reduce the complexity with simpler decision trees.
The structure of this chapter is as follows:
In section 6.2 we will present definition of verification and identification in face recogni­
tion and then in sub-section 6.2.1 we will briefly explain Principal Component Analysis 
(PCA) and Linear Discriminant Analysis (LDA) as two methods of feature extrac­
tion. Finally, in section 6.4 we will present the results we have obtained with applying 
AdaBoost.OC to a face database called XM2VTS.
6.2 Face V erification and Identification
A typical face recognition system consists of three functional stages. In the first stage 
the image of a face has to be registered and normalised geometrically and photomet­
rically. The second stage is feature extraction in which discriminant features need to 
be extracted from the face region. Finally, there is the matching stage in which a deci­
sion making scheme or classifier needs to be designed. In matching, a face recognition 
system may involve two problems: verification and identification. In verification, the 
system should confirm or reject a claimed identity and in identification, the system re­
ports an identity from a database of known individuals. In these systems to match an 
input face image to a face in a database, two methods are used: geometric feature-based 
matching and template matching [17]. In the former, relative positions and other pa­
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rameters of distinctive features such as eyes, mouth, nose, and chin are extracted. Also 
characteristic points such as the notch between the brow and the nose or the tip of the 
nose are used [92]. In the second method, instead of considering different parts of the 
face, the whole image of the face is considered. Principal Component Analysis (PCA) 
and Linear Discriminant Analysis (LDA) play a fundamental role in this method. The 
aim of using these two methods is to reduce the dimensionality. After projecting the 
original face image into a subspace, a classifier or a matching scheme is needed for face 
identification or verification[92] [60]. Matching schemes such as Euclidean distance, 
normalised correlation, Mahalaimobis distance have been used for LDA or PCA based 
systems [60]. It is believed that LDA-based systems are superior to the systems based 
on PCA [5]. However, according to [63], PCA can outperform LDA when the training 
set is small. In [54], it has been reported that support vector machine (SVM) achieved 
better performance than Euclidean distance and in [52] Error correcting output code 
(ECOC) has been used to transform LDA subspace into another space defined by the 
outputs of binary classifiers. The binary classifiers are trained by relabelling the train­
ing set into two super-classes according to a code matrix ( see section 4.2.3). The aim 
in this work was to provide a space in which patterns are more separable.
6.2.1 Feature B ased  Face R eco g n itio n
Performance of a face recognition system depends on the feature extraction methods 
and the matching scheme used. The features which are chosen should be the most 
effective and discriminating ones. The role of the matching scheme such as Euclidean 
distance measure, normalised correlation, and gradient direction, is crucial in making 
decisions[60]. These matching schemes are feature-based schemes. The matching used 
in our work is the same as in [52], i.e. first order Minkowski metric. For the i-th client, 
first order Minkowski metric is defined as:
d i { y )  =  IVj  -  V j \  (6.1)
/ = i j = i
where N  is the number of i-th client patterns used for training, yj is the j-th classifier 
output for l-th member of client i and yj is the j-th binary classifier output. T is the 
number of binary classifiers.
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Since the grey-level matrix of an image has high dimensionality which is difficult to 
use directly in face recognition, one should use a low dimension feature representation 
for images. PCA, known as eigenface in the context of face recognition and proposed in
[88], is used to find a subspace whose basis vectors correspond to the maximum-variance 
directions in the original space. This new subspace’s dimensionality is less than the 
dimensionality of the original one and the new feature vectors are the eigenvectors of 
total scatter matrix. Linear transformation provided by PCA maximises the scatter of 
all patterns. This means not only it maximises between-class scatter, but also results 
in within-class scatter which is useless for face recognition.
LDA, known as Fisher faces, provides a linear transformation to make patterns be­
longing to the same class closer together and patterns to different classes farther apart 
from each other. Given a set of N sample images æi, a:2, ..., zjv, each one belongs to 
one of k classes Ci, Co,..., the between-class scatter matrix, 5^ , and within-class 
scatter matrix, Sw  are defined as follows:
k
S b  — ( 6 .2)
k
Sw  =  XI S  (^j ~ Ah')(.'ï'j -  A^ i)^  (6.3)
i = l  X j G C i
where /.a represents the mean of all classes and is defined as:
1 ^
i=l
and f-Li is the mean of Class Q . If M  is considered as to be the number of sample 
patterns belonging to class Q , A^i can be defined as:
1 M  
3=1
To maximise the between-class scatter while minimising the within-class scatter, we 
need to find the transformation matrix, W, which maximises the ratio Ac­
cording to [34], this ratio is maximised if is a nonsingular matrix and column vectors 
of W  are the eigenvectors of S^ySs-  Since the dimension of the original problem is 
high and the number of training patterns is too small compared to the dimension of
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the original space, Sw  is almost always singular, if D is the dimension of the original 
space, to avoid Sw  to be a singular matrix we need D + k number of patterns which 
is almost impossible in real problems. One solution proposed to this problem is to 
use PCA to reduce the dimension to a lower-dimension space and then apply LDA to 
reduce the dimension to {k — 1) [5] [31].
6.3 A daB oost.O C  A lgorithm
The main feature of Boosting algorithm for producing base classifiers is based on updat­
ing weights of training patterns in order to force the learning algorithm to concentrate 
on hard patterns and learn more from data. In AdaBoost.OC, this feature has been 
combined with the main feature of ECOC which is decomposition of the multi-class 
problem into several binary subproblems by perturbing the class labels (this is called 
colouring in the context of AdaBoost.OC). The colouring or relabelling is performed 
based on a random scheme. Relabelled patterns are used to train a classifier. The 
performance of the generated classifier is used to update the weights of the training 
patterns. Section 5.2 gives more details about AdaBoost.OC.
6.4 Face Identification  and Verification V ia B oostin g
In this section we will explain the experiments in which AdaBoost.OC has been applied 
to a face database. The data used in the experiments was XM2VTS  ^ face database 
which is a multi-modal database and contains 295 (200 as clients and 95 as impos­
tors according to Lausanne evaluation protocol, the first configuration has been used) 
subjects and were recorded in four separate session over a period of 5 months.
To simulate real situation, the subjects were asked to read a predefined sentence in 
30 seconds in a frontal view and rotate their heads until finally a head side profile 
is obtained. The database is constituted by eight shots. On each session, a speech 
shot and a rotation shot were recorded. The database has been divided into training, 
This data can be found at:http ://w \vw .ee.suiTey.ac.uk/Researcli/VSSP/xm 2vtsdb/
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Figure 6.1: Identification performance of AdaBoost.OC.
evaluation, and test set. In our work we have used the training set for building the 
classifiers and evaluation set to produce access scores of client and imposter and to 
find a threshold to accept or reject a claimed identity. The test set is used to find the 
performance of the designed face recognition system. For details of the database, see 
[66].
As base classifier or learning algorithm, we have used 04.5 [78] and Decision Stump[47] 
( see section 2.6) in AdaBoost.OC. C4.5, developed by Quinlan, is a multi-node decision 
tree while Decision Stump is a single node tree.
Data used in the experiments were projected to a lower dimension feature space by 
the techniques described in section 6.2.1. So each image is represented by a vector with 
199 elements ( k ~ l  = 199). To find the required threshold for verification, we have used 
two methods with first order Minkowski metric (see section 6.2.1). In the first method, 
starting from zero, the point where the difference between False Rejection (FA) and 
False Acceptance (FR) was minimum (m in (lF A - FRj)  ) is chosen as the threshold. In 
the second method the point where the sum of False Acceptance and False Rejection 
is minimum (?nin(\FA 4- FR\) ), is chosen as the threshold.
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An input pattern is accepted as a client if the distance to the claimed identity is less 
than or equal to the threshold, otherwise it will be rejected. For identification, first the 
distances of the probe image to all clients in the training are found and then a label is 
assigned to the probe image which has minimum distance with the input pattern.
Figure 6.1 shows the results of using AdaBoost.OC to identify the evaluation data set 
and the test set. As can be seen in this figure, correct classification rate of AdaBoost.OC 
with Decision Stump when the number of classifiers is less than 200 increases faster 
and on the whole error rate is less than AdaBoost with C4.5. It means that in any 
application in which we need fewer classifiers. Decision Stump is the better option. In 
addition, this can be viewed as reduction of computational complexity. Furthermore, 
the correct classification of C4.5 and Decision Stump on training set have been shown 
in figure 6.2. According to this figure, both C4.5 and Decision Stump reach 100% 
accuracy when the number of classifiers is less than 40. However, C4.5 achieves 100% 
for 20 classifiers. Number of classifiers was increased to 1300 as in figure 6.1, however, 
there was no change in accuracy. Fi'om this figure, it can be said that C4.5 appears to 
be overtrained and this is why it gives worse result than Decision Stump. According 
to AdaBoost.OC algorithm, the only ensemble parameter we can change to prevent 
04.5 from overtraining is the number of classifiers in the ensemble. As can be seen 
from figure 6.1, this will not work for this problem. It seems that we need the learning 
algorithm to have appropriate complexity for the problem.
For the verification problem, as can be seen in figures 6.3 and 6.4, on the whole, the 
error rates decrease as the number of classifiers are increased. However, AdaBoost.OC 
with C4.5 can provide a more separable space for clients and impostors. Another result 
is about the role of the method for finding the threshold. When we use ?nm (|FA + Fiî|), 
False Acceptance reduces to about 2 % and in this case, the minimum FA is 1.625% 
which has been achieved with Decision Stump on evaluation data set (1.83% with C4.5). 
To achieve lower error rate one may choose either of these methods (depending on the 
application) and increase the number of classifiers to get the required performance.
To compare with feature-based methods such as Euclidean Distance metric and Nor­
malised Correlation, we have shown the results of these methods in table 6.1. Our
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Figure 6.2: Correct Classification of AdaBoost.OC on the training set of face database. 
Table 6.1: Verification with Euclidean Distance metric and Normalised Correlation.
Evaluation Test
FA FR FA FR
Euclidean Distance 11.34 11.33 13.40 9.00
Normalised Correlation 4.00 4.00 2.90 2.75
method outperforms Euclidean Distance, however, to achieve better performance, we 
need to increase the number of classifiers. Another reason for not obtaining better 
performance by AdaBoost is the code generation method used in AdaBoost.OC which 
prevents it from providing more separable space for clients and impostors. Since code 
generation method in AdaBoost.OC is based on a random scheme, it does not guarantee 
optimal diversity of base classifiers. Therefore, it is a good idea to consider applying 
different code generation methods explained in section 4.4 in future work.
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Figure 6.3: Verification performance of AdaBoost.OC on Evaluation Data Set.
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Figure 6.4: Verification performance of AdaBoost.OC on Test Data Set.
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6.5 Sum m ary
In this chapter we have presented the results of applying AdaBoost.OC to XM2VTS 
face database. In the approach used in this work, first features are extracted and then 
AdaBoost.OC has been applied to the data to build binary classifiers. The feature 
extraction methods have been explained in section 6.2. Then AdaBoost.OC was used 
to generate the base classifiers and finally a method based on distance measure was 
employed to combine the decisions made by base classifiers for identification and verifi­
cation. In the identification problem, the label which has minimum distance is assigned 
to the new pattern, while in verification, to reject or accept a claim a threshold is used. 
For identification, AdaBoost.OC with a single decision tree (Decision Stump) outper­
forms AdaBoost.OC with C4.5 which is a more complex tree. In the verification case, 
the results show the reverse, AdaBoost.OC with C4.5 gives better results. The results 
show that the relabelling scheme used in AdaBoost.OC puts a limit in its ability to 
create a good separable space.
In summary, we were looking for ensemble of simplified classifiers while preserving 
the accuracy. Among difi'erent ensemble methods examined in our work, pruned and 
unpruned ensemble produced by AdaBoost.OC have similar performance. Therefore, 
choosing AdaBoost.OC, we came to our final object in this project, that of applying 
the selected method to a real problem ( face recognition).
Chapter 7
Conclusion
In designing an ensemble, three factors need to be considered:
1. The method of constructing diverse base classifier (ensemble method)
2. The method of combining the base classifiers ( combining method)
3. The learning algorithm used to produce the base classifier
For the first factor, we know that different ensemble methods such as Bagging, Boost­
ing, Error-Correcting Output Code (ECOC) have different performance in different 
domains. The ability of the ensemble to produce diverse classifiers is one necessary 
condition that should be considered. So, one may need to select one of these ensem­
ble methods for a particular dataset. With respect to the second factor in designing 
ensembles, obviously the method of combining decisions made by the generated base 
classifiers plays an important role in the performance of the ensemble. For example, 
Bagging and Boosting use voting schemes. Boosting uses weighted voting and Bagging 
employs a simple vote. On the other hand ECOC uses a distance measuring approach. 
The third factor is the main subject of this thesis. We have used decision tree learning 
algorithms (C4.5 and Decision Stump) as base classifiers in the ensembles. One of the 
parameters in decision tree algorithm such as 04.5 that needs to be set is Pruning. In 
fact, Pruning can be on or off or a different type of pruning can be used.
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111 this thesis, we started with Boosting and Bagging and examined five pruning 
methods ( chapter 3). Then, we performed similar comparison with ECOC ( chapter 
4). Choosing the best pruning method which was Error-Based Pruning (EBP) according 
to results of Boosting, Bagging and ECOC, we applied EBP to AdaBoost.OC which 
is a combination of Boosting and ECOC. The result was that if one needs to choose 
whether to prune ( with regard to performance not the complexity of base classifiers 
or the ensemble itself), ensembles with unpruned trees are the better choice. Likewise, 
it appears that ensembles of single nodes (such as Decision Stump) are superior on a 
number of datasets as we have shown in chapters 5 and 6.
7.1 Sum m ary o f C hapters
• A review of ensemble and combining methods was presented in the first part of 
chapter 2. The second part of this chapter consists of a review of decision tree 
learning algorithms and their simplification.
• In Chapter 3, we compared experimentally Bagging and Boosting by applying five 
pruning methods to them. The Me Nemar test (with 5% confidence level) was 
used to find out whether their differences were significant or not. Both growing 
phase and pruning phase of a decision tree are data-dependent and this makes it 
difficult to match the level or type of pruning to an ensemble of tree classifiers. 
The results indicate that if a single pruning method needs to be selected then 
overall the popular EBP makes a good choice for Boosting and Bagging.
• Chapter 4 has addressed the complexity of base classifiers in ECOC. Like other 
ensemble methods the performance of ECOC depends on the performance of the 
base classifiers. Among five pruning methods used to reduce the complexity of 
decision trees, our results show that Error-Based Pruning outperforms the others 
on most datasets. On the other hand, if ECOC is used for building ensemble, it 
is better not to prune than to select a single pruning strategy for all datasets. 
However, there was some evidence that problem-dependent pruning might be 
beneficial.
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• In chapter 5 we have the results of previous chapters and addressed the com­
plexity of base classifiers and analysed the behaviour of AdaBoost.OC using the 
Margin concept. In the first part, EBP has been used to reduce the complex­
ity of base classifiers generated in two versions of Boosting algorithm. In fact, 
in this chapter we compared two methods for solving multi-class problems and 
the effect of reducing complexity of decision trees. The results support the hy­
pothesis that decomposition methods such as AdaBoost.OC are more efficient 
in solving multi-class problems, since pruned and unpruned ensemble made by 
AdaBoost.OC have similar performance. The complexity of generated base clas­
sifiers in AdaBoost.OC can be removed while preserving the performance. This 
is not true for AdaBoost.M2. On the other hand the results obtained with the 
ensemble of Decision Stumps show that a simple base classifier can be a good 
choice in reducing the size of ensemble. Also, the results show a relationship 
between the margins of the training patterns and the generalisation error and 
also the number of classifiers combined in the ensemble. That is, in general, with 
higher number of classifiers, the higher margin has resulted in improvement in 
accuracy.
• Comparison of the results of the ensemble methods discussed in previous chapters 
brings us to this conclusion that AdaBoost.OC is a good ensemble method for 
solving multi-class problems such as face recognition and it has been addressed 
in Chapter 6. In this chapter, we have presented the results of applying Ad­
aBoost.OC to XM2VTS face database. In the approach used in this work, first 
features are extracted and then AdaBoost.OC has been applied to the data to 
build binary classifiers. A comparison of the ensemble of decision trees made 
by C4.5 and the ensemble made by Decision stumps shows that Decision Stump 
outperforms C4.5 in the Identification problem. However, in verification, the 
ensemble of decision trees made by C4.5 gives better results.
7.2 C ontributions
In this thesis, we have contributed the following:
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1. Applied five pruning methods to base classifiers generated by ensemble methods 
and compared them to each other in the context of ensembles made by Bagging, 
Boosting and Error-Correcting Output Code (chapters 3 and 4 ).
2. In Critical Value Pruning (CVP) and Cost-complexity pruning (CCP), applied 
the whole training set to choose the best pruned tree rather than dividing into 
two sets for growing and selecting the best pruned tree (section 3.9.1).
3. Compared the performance of unpruned and pruned ensembles to find whether 
differences are significant or not (chapters 3 and 4 and 5).
4. Showed that in the context of ECOC, Error-Based Pruning works very well with 
datasets which have only continuous attributes (section 4.7).
5. Characterised the effect of code length as well as training set size on the per­
formance of pruning methods for ECOC (section 4.7). Code length can change 
the performance order of pruning methods. Increasing the size of the training set 
improves the performance of all pruning methods except Minimum Error Pruning 
(MEP) method.
6. Analysed pruned and unpruned ensembles generated by AdaBoost.Ml using mar­
gin (section 3.9.2). However, there is no enough evidence to say that Margin can 
explain the differences between pruned and unpruned ensembles.
7. Analysed the behaviour of AdaBoost.OC by using the margin concept (section 
5.4.2). The results show a relationship between the margins of the training pat­
terns and the generalisation performance.
8. Compared two variants of Boosting algorithm for solving multi-class problems ( 
chapter 5). This comparison gives good evidence that AdaBoost.OC as a decom­
position method is insensitive to complexity of base classifiers, since it produces 
similar results for pruned and unpruned ensembles. In contrast, for AdaBoost.M2, 
unpruned outperforms pruned ensembles and increasing number of classifiers does 
not result in improvement.
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9. Applied AdaBoost.OC to 'face identification and verification (chapter 6). Ad­
aBoost.OC was used to produce ensembles of decision trees and a method based 
on distance measure was used to combine decisions made by base classifiers (see 
section 6.2.1, we did not use the combining method of Boosting algorithm which 
is a voting scheme).
10. Showed that ensembles of Decision Stumps outperform ensembles of C4.5 for 
identification, but are inferior for the verification task.
7.3 Future W orks
1. In this work we used the Margin concept to analyse the behaviour of AdaBoost.OC. 
As a recommended work, one may apply this concept to analyse ECOC.
2. In section 3.7 various definitions of bias and variance were explained. It was noted 
that Bayes classification is required to compute bias and variance. It would be 
interesting to investigate methods of estimating Bayes classification to determine 
if bias and variance can be used to determine when problem-dependent pruning 
is worthwhile.
3. In AdaBoost.OC, the code which is used to relabel patterns or decompose the 
problem is based on a random scheme. This limits the diversity of the base 
classifiers. For example in a three class problem, there are a few combinations for 
0 and 1. Therefore, one possible way to improve the performance of AdaBoost.OC 
is to use another method for code generation.
4. For ECOC, we introduced the hypothesis that EBP gives better results with all- 
continuous attribute dataset. Verifying this hypothesis needs a study on large 
number of different datasets.
5. In chapter 5, the hypothesis was introduced that an ensemble of simple classifiers 
may reduce the space complexity. However, since we need more base classifiers to 
achieve the same accuracy, it may cause time complexity. Further work is needed 
to address tradeoff’ between time and space complexity.
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6. This study on ensemble methods assumes that the decisions of the base classifiers 
are combined. As an alternative strategy, the trees themselves could be combined, 
but it is an open issue whether it would lead to improved performance.
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