In this paper we study some improvements of the classical Hardy inequality. We add to the right hand side of the inequality a term which depends on some Lorentz norms of u or of its gradient and we find the best values of the constants for remaining terms. In both cases we show that the problem of finding the optimal value of the constant can be reduced to a spherically symmetric situation. This result is new when the right hand side is a Lorentz norm of the gradient.
Introduction
The classical Hardy inequality asserts that (see [22] and [23] )
where Ω is a bounded open set of R N containing the origin, N > 2. The constant in (1) is the best possible; however it is not attained. This fact allows to add to the right hand side of (1) a suitable remaining term involving some norm of u or of the gradient of u. The first result in this direction was obtained by Brezis and Vazquez in [10] ; if N > 2 they show the so called Hardy-Poincarè inequality
where Λ 2 denotes the first eigenvalue of the Laplace operator in the unit disk of R 2 and R Ω is the radius of the ball Ω # ⊆ R N centered at the origin having the same measure as Ω. The constant in (2) is optimal even if it is again not achieved.
The first aim of this paper is to find the best value of the constant C in inequalities of the type (2) that involve a Lorentz norm of u as a remainder term. In particular we focus our attention to the following two inequalities: 
where N > 2 and 1 ≤ p < 2 * , 2 * = 2N/(N − 2). We recall that u belongs to the Lorentz space L (r, s) (Ω) with 0 < r, s < +∞, if the quantity defined by u r,s = ω
is finite, where u # is the spherical decreasing rearrangement of u, which is a spherically symmetric function defined on Ω # , decreasing along the radius, having the same distribution function as u. Inequalities (3) and (4) are not new (see [11] , [19] ). At least for (3), the best value of the constant might be also obtained using the results of [19] . The technique used to get (2) (or any of the inequalities we quoted before) follows a usual procedure. First we observe that we can restrict our attention to spherically symmetric functions defined on Ω # . This can be done replacing u by u # . Indeed, this operation decreases the left hand side of inequality (2), since it it decreases the H 1 0 (Ω)-norm of u by the classical Pólya-Szegö principle (see [25] ) and, by Hardy-Littlewood inequality (see [23] , [7] ), it increases the weighted L 2 -norm of u with weight |x| −2 . Moreover, this operation does not change the norm of u in Lebesgue spaces or, more in general in Lorentz spaces . Once reduced the problem to spherically symmetric case, the best value of the constant in (2) is obtained by using what Brezis and Vazquez (see [10] ) call the magical transformation
This transformation produces a dimension reduction of the problem from N to 2 dimensions which also explain the presence of the constant Λ 2 in the inequality (2) . In view of inequality (2), one can also wonder if it may be possible to replace the L 2 -norm of u by a norm of the gradient ∇u of u. This question was showed to have a positive answer too. Indeed, Vazquez and Zuazua (see [28] ) proved the following Improved Hardy-Poincarè inequality
where Ω is a bounded open set of R N containing the origin, N > 2, 1 ≤ q < 2 and C(q, |Ω|) is a constant depending only on q and Ω. However the question about finding the best value of the constant C(q, |Ω|) seems to be still open and it is not even known if it is possible, in order to find this best value, to restrict the attention to spherically symmetric functions defined on a ball. As regards this last question we prove that as for inequality (6) it is possible to reduce the problem to a spherically symmetric case using a suitable symmetrization procedure. In this situation, unlike the cases explained before, it is not useful to replace the function u by its spherical decreasing rearrangement u # since by Hardy-Littlewood inequality and by Pólya-Szegö principle both terms of the inequality (6) decrease under spherical symmetrization. Our idea is then to fix not the rearrangement of u but the rearrangement of |∇u|. 2 dx increases when we pass from u to u. That will be enough for our purpose. Afterwards, we find the best value of the constant C in the inequality (6) in the case q = 1. Indeed in this case it is quite easy to see that, if u is a spherically symmetric function defined on a ball, the problem of finding the best value of the constant in the inequality (6) can be reduced to the study of the inequality (4). It is clear that the same arguments apply when the L q -norm of ∇u is replaced by a more general Lorentz norm |∇u| p,q with 1 ≤ q ≤ p < 2 (see section 3).
Best constant in Hardy-Sobolev inequalities with a remainder term in Lorentz spaces
In this section we prove inequalities (3) and (4). More precisely, we have the following Theorem 1. Let Ω be a bounded open set of R N containing the origin, N > 2. The optimal value of the constant in the inequality (3) is given by
where ω N is the measure of the N-dimensional unit ball and V 0 is the first zero of the function V (r) = J 0 (2 √ r) (here J 0 denotes, as usual, the Bessel function of zero order).
Proof . As pointed out in the introduction it is enough to prove inequality (3) for spherically symmetric and decreasing functions defined on the ball Ω # . Hence we are reduced to study the inequality
where u is a radial function. For simplicity we will study the inequality
where B R is the ball centered at the origin whose radius R must be determined and u is a radial function. This is not a restriction since (8) reduces to (9) using a suitable homothety. Indeed if u = u(|x|) is a radial function for which (8) holds the function
. We make the classical change of variable (5) which essentially allows us to read the Hardy-Sobolev inequality (9) as a Sobolev inequality in the plane. Indeed assuming u ∈ C 1 0 (B R ) and hence v(0) = 0, inequality (9) becomes
Let us consider the functional
The Euler equation of this functional is
a solution of this equation is the function
By standard arguments of Calculus of Variations it can be seen that the functions v(r) = cV (r) with c ∈ R minimize the functional J (v). Hence (10) holds for R = V 0 where V 0 ≃ 1.4457 . . . is the first zero of the function V (r) = J 0 (2 √ r) . Using again the change of variable (5) and coming back to the function u we obtain (9) for R = V 0 . The restriction u ∈ C 1 0 (B R ) can be removed by density. A dimensional analysis on the constant shows that inequality (8) 
Hence the best value of the constant in the inequality (3) is given by (7) . On the other hand it is clear that the optimal value of the constant is not attained since it would correspond to equality in (10) which happens for v(r) = cV (r) and hence
which is not in H
1 . An improvement of inequality (3) can be obtained by introducing a weighted norm of u with a logarithmic weight. The next proposition gives a very simple proof of this type of inequality. These inequalities are widely studied in [6] , [16] , [17] .
of measure ω N e N and let p be a function defined in Ω whose spherical decreasing rearrangement is p # (x) = 1 [|x| log |x|] 2 . Then the following inequality holds
Proof . The inequality (12) was first proved in [8] in the case N = 1 and more recently in [6] in any dimension. Pólya-Szegö principle and Hardy-Littlewood inequality allows us to reduce the study of (12) to radial function defined in the ball of radius 1 e
. In this case (12) becomes
We just observe that making the change of variable (5) with v such that v(0) = v(1/e) = 0 we get just the inequality proved in [8] . We give here an alternative and even simpler proof of (13) . Making the change of variable 
it results Using the boundary condition on v we have Much more interesting seems to us inequality (4) since it will be used in section 3 to find the best value of the constant in inequalities involving as a remainder term the L(p, 1) norm of the gradient for 0 < p < ∞. We have Theorem 2. Let Ω be a bounded open set of R N containing the origin, N > 2. Then for any 1 ≤ p < 2 * , the optimal value of the constant in the inequality (4) is given by
Proof . As in the proof of theorem 1, using symmetrization we are reduced to prove inequality (4) for radial function u defined on Ω # . Moreover if we replace u by the
+1) = C we see that it is enough to study
where u is a radial function defined in a suitable ball B R centered at the origin. Making the change of variable (5) and assuming u ∈ C 1 0 (B R ), we obtain the following inequality in the plane
where C R is the disk centered at the origin. Let us consider the functional
The function
minimizes this functional. Moreover if
it satisfies
and
If v is any spherically symmetric function in H 1 0 (C R ) for which condition (19) holds, by (20) we have
and then
Hence we find
if we remove the assumption (19) on v. Coming back to the function u, using (21) we get (16) with R given in (18) . The assumption u ∈ C 1 0 (B R ) can be removed by density. A dimensional analysis on the constant shows that inequality (4) holds for C(p, |Ω|) given by (15).
Best constant in Hardy-Sobolev inequalities with a remainder term depending on the gradient
In this section we focus our attention on the inequality (6) . As pointed out in the introduction, our aim is to show a new approach that allows us to reduce the problem of finding the optimal value of the constant in (6) to a spherically symmetric situation. Our idea is to fix not the rearrangement of u, as we did in the proofs of the inequalities of the previous section, but the rearrangement of its gradient. In order to explain into details the result let us recall some preliminaries. Let f , g be two non negative measurable functions defined on two open bounded sets having the same measure V . We say that f is dominated by g, and we write f ≺ g, if
We say that f is equimeasurable with g, or that f is a rearrangement of g, if f * = g * . Let f 0 be a prescribed non negative decreasing and right-continuous function from
It is known that (see [5] , [24] and also [15] for further details) if f ∈ L p (0, V ) and
The following theorem shows that the value of the functional
decreases if we replace Ω with the ball Ω # , the function u by a suitable spherically symmetric and decreasing function u ∈ H 1 0 Ω # such that |∇u| is a rearrangement of |∇u|. # such that |∇u| * = |∇u| * and
Proof . In order to prove the theorem, it is enough to show that there exist a spherically symmetric decreasing function u as in the statement of the theorem, such that u L(2 * ,2) ≤ u L(2 * ,2) . A result of this type, when the norm involved is the L q norm, with 1 ≤ q ≤ 2N/ (N − 2) , is contained in [4] . Other related results are also contained in [13] and [27] . Set f 0 = |∇u| * . By a result due to [20] (see also [4] ) we get that
for some non negative function F ∈ L 2 (0, |Ω|), F ≺ f 0 . The right-hand side of (23) is the unique spherically symmetric decreasing solution to the problem
i.e.
The above result allows us to say that
At this point the proof is based on a duality argument, an approach that is different from the one shown in [4] . For each F ∈ L 2 (0, |Ω|), F ≺ f 0 , we define
On the other hand, since the dual of L (2
, 2 Ω # , by definition of the norm in the dual space, for a fixed F ∈ L 2 (0, |Ω|), F ≺ f 0 , we find
Let φ be a function for which the maximum in (25) is attained. Integrating by parts we obtain
Since F ∈ L 2 (0, |Ω|) and F ≺ f 0 , we can find a sequence (see [5] , [24] )
By Hardy-Littlewood inequality
moreover (as it is shown in [12] ), it is possible to construct a rearrangement f ψ ∈ L 2 (0, |Ω|) of f 0 such that
The function f ψ is obtained by taking a sort of mean value of f 0 , it essentially can be expressed in terms of the mean value operator introduced in [24] and is connected with the notion of pseudo-rerrangement or relative rearrangement (see also [4] ). Therefore for any F ∈ L 2 (0, |Ω|) such that F ≺ f 0 we have
Recalling the definition of ψ, an integration by parts allows us to get that
Hence setting
by (24), (26), (27) we have found a spherically symmetric decreasing function defined on Ω # such that |∇u| * = f 0 and for which
that is inequality (22) holds.
Now if we come back to the problem concerning the calculation of the best constant C in (6), i.e. the infimum
theorem 3 allows us to restrict our attention to the class of spherically symmetric decreasing functions u ∈ H 1 0 (Ω # ). Indeed, if we reduce the study to spherically symmetric decreasing functions u ∈ H 1 0 (B R ) with R = (|Ω| /ω N ) 1/N , integrating by parts we have It is clear that it is always possible to reduce the calculation of the best constant C to a spherically symmetric situation in inequalities of the type (5) that involve the Lorents norms |∇u| p,q with 1 ≤ q < p < 2 or |∇u| p,1 with 0 < p < 1. In particular, the method used in the proof of theorem 4 allows us to treat inequalities of the type (6) when the right hand side is Ω # |∇u| # |x| α dx, with α > 0, that is essentially a norm of |∇u| in a Lorentz space L(p, 1) with 0 < p = N N +α < 1. Indeed, also in this case, by an integration by parts, the problem is reduced to the study of an inequality of the type (4). In fact, using the Hardy-Littlewood inequality, since the function |x| α is increasing we find
for all u ∈ H 
