We show that comparing typical and mean values of the return probability one can differentiate between ergodic and multifractal dynamical phases in some random matrix model (power-law random banded matrices and Rosenzweig-Porter matrices), and in the Anderson model on a random, regular graph. For the latter we show that the decay of the return probability follows a stretched exponential law, whose exponent changes continuously with the disorder and we give an interpretation in terms of a classical random walker.
We show that comparing typical and mean values of the return probability one can differentiate between ergodic and multifractal dynamical phases in some random matrix model (power-law random banded matrices and Rosenzweig-Porter matrices), and in the Anderson model on a random, regular graph. For the latter we show that the decay of the return probability follows a stretched exponential law, whose exponent changes continuously with the disorder and we give an interpretation in terms of a classical random walker.
Introduction-The problem of Anderson localization on locally tree-like structures 1,2 , or Bethe lattices, which are limits of families of regular random graphs (RRG), has been at the center of a recent spur of research activity [3] [4] [5] [6] [7] [8] [9] [10] . A big role in this renaissance has been played by the connections of this problem with that of localization in interacting quantum systems, dubbed many-body localization (MBL) 11 . In fact, the original idea of mapping a disordered quantum dot to a localization problem in a section of the Fock space 12 has been a quite useful paradigm to follow, on the route to a more accurate description of localized, interacting systems used by Basko, Aleiner and Altshuler in their seminal work 11 . The MBL phase 13 , which now looks like the prototypical dynamical behavior of an interacting quantum system with strong disorder, has been characterized completely in terms of emergent, local, integrals of motion [14] [15] [16] [17] [18] (for a review see 19, 20 ). However, a similar degree of understanding of the phase transition or of the ergodic region at smaller disorder is lacking (see 21 for a recent review). Many numerical works analyzing spin chains in one dimension did indeed confirm the MBL transition [22] [23] [24] [25] [26] [27] [28] [29] , but critical exponents are in disagreement with very general bounds 30 , hence casting doubts on the fact that the system sizes analyzed are in the scaling region.
Other works have found a diffusive to subdiffusive phase transition in the ergodic region [31] [32] [33] (but [34] [35] [36] questioned these findings). Subdiffusion has been interpreted sometimes due to rare-region effects 31, 33, [37] [38] [39] [40] [41] [42] [43] but this interpretation should be questioned as it is found also in models with quasi-periodic disorder in which Griffith effects are suppressed.
In light of these findings, and if the mapping of the MBL problem to the Anderson model on the RRG has to be taken to its extreme consequences, one is led to wonder if different flavors of the ergodic phase should be present there too (this is at some level conjectured in 12 ). This is an intriguing possibility, and an interesting question per se. Since numerical analysis of the Anderson model on Z d lattices for small d (mainly up to d = 6 44, 45 ) found no such phase, this possibility is clearly linked to the nature of the RRG, or to mean field approximations valid when d → ∞. So, recently, it has been proposed that the Anderson model on the RRG might have a new phase within the extended phase (where states span the entire space). In this non-ergodic, extended (NEE) phase, multifractal states present strong fluctuations in space [3] [4] [5] 10 , like states exactly at the Anderson transition W AT do in the Anderson model on Z d . Concentrating on properties of the eigenfunctions, several numerical and analytical insights for the existence of this phase have been proposed but, lacking an exact solution, the existence of this NEE phase has been strongly questioned giving indication that it could be just a finite size effect [6] [7] [8] , and the topic is generating an active debate.
In this work, we focus on a characterization of the delocalized phase which is based on time evolution of observables, and not on eigenfunction statistics. Studying the return probability of a particle initially localized in a small region of the system, we show how to spot the existence of multifractal states, emphasizing the importance of the fluctuations of the return probability. At the level of numerical simulations, typically, studying dynamics is easier than studying eigenfunctions, and one can reach larger systems sizes. In this paper we study the Anderson model (AM) on the RRG for N up to 2 20 
10
6 vertices, while typically eigenfunction statistics are available up to 2 17 . We also show how the dynamical properties we focus on have converged at these sizes, while eigenfunctions observables like inverse participation ratios have not.
First, we benchmarked this characterization on two well-known models which possess critical states: The power-law random banded matrix (PLRBM), and the Rosenzweig-Porter random matrix (RPRM) models. Then, we use the same concept to study the Anderson model on the RRG, to show similarities and differences with the previous two models. We find that the ratio of logarithms of the mean and typical value of the return probability is, to a good approximation, a constant. While this constant is one in the ergodic phase of the PLRBM and for the RPRM model, it is smaller than one for the multifractal phase of the PLRBM and for the AM on the RRG. In the latter case, this constant is obtained in two different ways: While the mean and typical return probability in PLRBM are power-laws with different powers, in the AM on the RRG they are stretched exponentials, with the same power but different pre-factors (notice that the return probability for the AM on the RRG has been numerically investigated in 9 , but for smaller system sizes and times, where the stretched exponential was approximated with a power law).
This gives a characterization of the ergodic region of the AM on the RRG as a multifractal region which is somehow intermediate between the PLRBM one and the fractal region of the RPRM. Within the range of values of disorder in which we trust our results (from W/W AT = 1/3 to W/W AT = 2/3), we find a smooth evolution of the parameters of the stretched exponential, showing then no hint of a phase transition to a proper ergodic region. We provide a classical random walk model in which the particle jumps in random directions but at random times ∆t, which are distributed in a power law way P (∆t) ∼ (∆t) −(1+β) . The exponent β is the exponent of the stretched exponential.
Model and methods-We study the Hamiltonian
represented in the basis of the site states |x , where L is the number of sites in the system. We consider three different models that have a metal-insulator transition (MIT) with wave-functions changing properties from ergodic to localized via multifractal ones. First, we consider the power-law random banded matrix ensemble (PLRBM) 44, 46 , which is obtained fromĤ (1) with h x,y = h y,x = µ x,y /(1 + (|x − y|/b) 2a ) 1/2 . Here and further µ x,y are independent uniformly distributed random variables taken from [−1, 1]. This ensemble of matrices parameterized by a and b have an MIT at a = 1, for any b. For a < 1, the model shows an ergodic phase and a > 1 the eigenstates are power-law localized. At the critical point (a = 1) all the states are multifractal and the parameter b tunes the multifractal properties of the states from strong (b 1) to weak multifractality (b 1) [46] [47] [48] . There is no mobility edge in this model, i.e. for any a, b all the states are either extended or localized 49 . Second, the Rosenzweig-Porter random matrix model (RPRM) 50, 51 is obtained choosing h x,y = h y,x = µ x,y /L γ/2 for x = y, while for x = y, h x,x = µ x,x . The RPRM like the PLRBM has no mobility edge, but it has three distinct phases. For γ < 1 all the states are ergodic while for γ > 2 all the states are localized at few sites. For 1 < γ < 2 a simple fractal phase arises, (one does not have multifractality) 52 . In a fractal phase, the wave-functions can be considered ergodic on a large number of sites, which is however a small fraction of the whole system. The consequence of this, is that the exponents τ q of an eigenstate φ E (x) ofĤ, defined by x |φ E (x)| 2q ∼ L −τq have the simple form τ q = (2 − γ)(q − 1). Third, the disordered random regular graph (RRG) which is obtained taking h x,x independent identically distributed random variables uniformly between [−W/2, W/2], h x,y = h y,x = −1 if the site x, y are linked in random regular graph with fixed local connectivity and h x,y = h y,x = 0 otherwise. The local connectivity is taken to be three like in previous studies. This model is believed to have an MIT called Anderson transition (AT) at W AT ≈ 18.2 (this number is the most recent one in 10 , and from 53 ). Moreover, it is a matter of discussion the possibility of the existence of another transition at smaller disorder strength between ergodic states to multifractal states, this putative transition has been estimate to be around W EM T ≈ 10 (EMT, ergodic to multifractal). It implies existence of an entire phase (W EM T < W < W AT ) composed of multifractal states. The RRG has mobility edges, thus the spectrum ofĤ depending on the disorder strength can host separated bands of energies composed of extended or localized eigenstates.
We are interested in studying these different extended phases (ergodic, non-ergodic multifractal, fractal) by investigating their dynamical properties. In particular, we study the return probability starting from a state |x , and it is defined as:
whereP ∆E := E∈∆E |E E| is the projector to eigenstates ofĤ with energy E which belongs to a small energy shell E ∈ ∆E = [−δE, δE] around the middle of the spectrum ofĤ, δE = 1/2 for the Anderson model on the RRG andP = I for the PLRBM and the RPRM (where there is no mobility edge). The reason to use the projectorP ∆E in the Anderson model on the RRG is dual. On one hand one wants to avoid the mixing of states with different dynamical properties, and in general some |x have overlap with both localized and delocalized states. So, for the RRG, ∆E has been chosen small enough so that the eigenstates involved in the dynamics are almost all extended for the values of disorder considered 54 . On the other hand one would like to create a semiclassical wave packet, in hope that some kind of classical random process can capture the quantum dynamics. So one has to balance of the indeterminacies ∆x and ∆E such that the indeterminacy principle ∆x∆E v is satisfied (here v is some velocity O(1)).
The average over matrix ensemble and initial states |x is indicated with a overline over the quantity considered. In particular, we are interested in mean and typical values of R(t), defined as R(t) and e log R(t) . The scaling of R(t) to zero with the system size L in the long time limit is also in our main focus (both typical and mean averages)
These quantities will give information on the properties (ergodicity or multifractality) of the eigenstate belonging in the energy shell ∆E as the mean R ∞ can be expressed in terms of the inverse participation ratio (IPR) of wavefunctions {φ E } ofĤ,
The typical value e log IP Rx of IP R x is not equal to e log R∞ in general. This difference could be due to the time fluctuations of R(t). Nevertheless for long times (of the order of the saturation value for a finite system) the time fluctuations of R(t) scale to zero as a function of L, so in the first approximation the correction due to time fluctuations does not change the Lscaling e log IP Rx ∼ e log R∞ . We confirmed the scaling e log IP Rx ∼ e log R∞ with exact numerics. Nevertheless, the scaling of IP R x and e log IP Rx can, in principle, be different depending on the phase. Indeed, in an ergodic phase the envelope of the wavefunctions {φ E } are in the first approximation uniformly distributed over the entire system (|φ E (x)| 2 ∼ 1/L), thus it does not reveal strong spatial fluctuations. In this case, we do not expect any difference in the scaling of mean and typical values. In a fractal phase, like in the RPRM, the magnitude of wavefunctions in space do not have large fluctuations, since the fractality is only due to its support set dimension being a subband of the entire energy spectrum 50,55 , so we expect a situation similar to that of the ergodic phase. Nevertheless, in a multifractal phase the wave-functions {φ E (x)} could have strong spatial dependence, which could imply a possible difference in scaling with L between R ∞ and e log R∞ . PLRBM & RPRM-In this section we study R(t) and its long time saturation value for the PLRBM and RPRM. We perform the time evolution using exact full diagonalization. At the critical point of the PLRBM, a = 1, where all states are multifractal, both R(t) and e log R(t) decay algebraically, R(t) ∼ t −α1 and e log R(t) ∼ t −α2 . Figure 1(a) shows the algebraic decay of R(t) and e log R(t) at criticality (multifractal phase). As observed, the two rates of decay (α 1 , α 2 ) are different from each other, and due to the inequality between arithmetic and geometric mean α 1 < α 2 56 . Instead, in the ergodic phase (a < 1) the asymptotic decay of R(t) and e log R(t) are the same 57 . As a consequence of a different rate of decay between R(t) and e log R(t) in the multifractal phase the saturation values R ∞ (3) and e log R∞ (4) may have different scaling to zero as functions of L,
Figure 1(c) shows R ∞ −1 as a function of e −log R∞ in a log-log plot for two different values of a, b. One in the ergodic phase and another in the multifractal phase. In the ergodic phase R ∞ −1 and e −log R∞ scale in the same 
FIG. 1. (a) R(t)
and e log R(t) as a function of time t for the PLRBM in a log-log scale in the multifractal phase (a = 1, b = 0.5) for a fixed L = 2 14 . The dashed lines are guides for the eyes to emphasize the decay with time is different for R(t) and e log R(t) . (b) R(t) and e log R(t) as a function of time t for the RPRM in the fractal phase (γ = 1.25) for way as a function of system size (R ∞ −1 ∼ e −log R∞ ). In a multifractal phase R ∞ −1 and e −log R∞ scale in a different way, R ∞ −1 ∼ e −αlog R∞ with α = D 2 /D typ < 1. This difference is also possible to observe in the probability distribution of R ∞ (for the scaling with L of the probability distribution of R ∞ see 57 ), which in the multifractal region becomes long-tailed giving the discrepancy in the scaling between mean and typical values. In the ergodic phase the probability distribution of R ∞ is close to Gaussian. The inset of Fig. 1(c) shows e log IP Rx as a function of e log R∞ in a linear scale, giving indication that e log R∞ ∼ e log IP Rx . Furthermore, by the equality
with the same α as in R ∞ −1 ∼ e −αlog R∞ .
In the RPRM both R(t) and e log R(t) decay exponentially in time in the non-ergodic phase, 1 < γ < 2, R(t) ∼ e log R(t) ∼ e −E T h t and polynomially with oscillatory time-dependence in ergodic phase, γ < 1, R(t) ∼ e log R(t) ∼ [J 1 (δEt)/(δEt)] 255 . Here J 1 is the Bessel function of the first kind, E T h is the Thouless's energy and δE coincides in this case with the energy bandwidth (as we takeP ∆E = 1 for this model). We have also studied the dependence of E T h on L but this will be the focus of another publication 55 .
Figure 1(b) shows R(t) and e log R(t) in the fractal critical region. It gives an evidence that both R(t) and e log R(t) decay exponentially in time with the same rate E T h . The same dependence with time between mean and typical imply that their saturation values will scale to zero as a function of L in the same manner. Figure 1(d) shows R ∞ −1 as a function of e −log R∞ for two values of γ, one in the ergodic phase and another in the fractal phase, in both phases R ∞ −1 ∼ e −log R∞ .
Anderson model on RRG-Having shown that the difference in the behavior between the mean and the typical value of R(t) can be used to distinguish ergodic and multifractal phases, we now study R(t) in the RRG. In the RRG the existence of a multifractal phase is under debate and it is due by two issues: First, the existence of a correlation length L cor which diverges approaching the Anderson transition (L cor ∼ e c/ √
For finite systems of size L smaller than L cor the wavefunctions could share properties both of localized and ergodic states and thus they could be mistakenly classified as multifractal. Second, even for L > L cor , finite size corrections for the IPR might be quite strong and
, for some η could inficiate the accuracy with which we determine D 2 . Thus, the calculation of D 2 (D 2 = 1 for ergodic, D 2 < 1 for nonergodic) is an extremely challenging numerical problem.
The Anderson model on the RRG has a mobility edge, thus in our study we consider only the energies in the middle of the spectrum, choosing |∆E| = 1, ensuring that all the states {φ E } E∈∆E share the same properties for our choice of the disorder strength W . We perform the time evolution using full diagonalization for small systems sizes L ≤ 2 14 , and using Chebyshev integration technique 59 for larger 2 15 ≤ L ≤ 2 20 . The projector P ∆E has been constructed using full diagonalization for L ≤ 2 14 , for larger 2 15 ≤ L ≤ 2 20 it is constructed using a truncated Chebyshev expansion 36 . Figure 2 (a) shows time dependence of the mean of R(t) for a fixed disorder strength W = 11 for several system sizes. In a loglog scale R(t) shows a clear bending which is consistent with a stretched-exponential decay R(t) ∼ Ae of W . The power β of the stretched exponent is the same for mean and typical value, nevertheless Γ can differ from Γ typ depending on the disorder strength. The inset of Fig. 2(a) shows log R(t)/log R(t) for W = 11, which develops a large plateau over more than 2 orders of magnitudes of t, increasing with increasing system size. The formation of this plateau gives an evidence that the power β is the same for mean and typical. Since value of the ratio log R(t)/log R(t) at the plateau is less than unity one can claim that Γ < Γ typ , as for large time log R(t)/log R(t) ∼ Γ/Γ typ . This difference between Γ and Γ typ has been observed for values W > 10, while for smaller values of W the numerics gives an evidence that Γ = Γ typ 57 . In the considered range of disorder strengths 6 < W < 12 the stretched exponential parameter β shown in Fig. 3(a) decays linearly. The prefactor Γ in front of t β , Fig. 3(b) , decays with disorder strength in a different manner 60 . The linear extrapolation of β(W ) gives reasonable values of the Anderson localization transition W AT , where β(W AT ) = 0, and the small disorder limit β(W → 0) = 1 consistent with works on classical diffusion on the Bethe lattice 61, 62 ). for several values of W providing indication that β ∼ (1 − (W/W AT )).
It is important to underline that the time scale t * ∼ Γ −1/β in which the decay of R(t) can be distinguished .
from an algebraic decay diverges approaching the Anderson transition i.e. for W = 14 the bending in a log-log plot is only visible for t ≈ 10 4 and it requires having system size of L = 2 20 , thus the decay of R(t) for smaller times and smaller system size could be interpreted as a power law 9 . Moreover, in a recent work 9 it is argued on the base of numerics, that a possible power law decay of R(t) ∼ t −ζ is consistent with an algebraic dependence of the overlap of different wavefunctions K(ω) ∼ ω 1−ζ defined as
with a normalization constant N ensuring dωK(ω) = 1. However, using stationary phase approximation it is possible to show that for R(t) ∼ e for moderately large ω and as K(ω) ∼ ω −(1+β) for very large ω. As for observed values of β 0.5 the difference between above mentioned exponents is less than 7 %, a stretched exponential behavior for R(t) can be consistent, in first approximation, with a single power law behavior of K(ω) observed in other works (e.g. 9, 63 ). Let us now present a classical model of subdiffusion which can explain stretched exponential behavior of the return probability on the RRG, while giving normal subdiffusion on a regular lattice. Let us consider a random walk in which every time ∆t the walker makes a step in a randomly picked direction. We assume that ∆t is a random variable defined by the random number N (t) of steps the walker takes in time t. On a line, one can see easily that the average, square distance is
where a is the lattice constant. If we choose N (t) ∼ (t/τ ) β we have a subdiffusion law
It is possible to see that, by choosing P (∆t) ∼ 1/∆t 1+β for β ≤ 1, the typical number of steps in an interval is N (t) ∼ t β . For β > 1, instead we have N ∼ t 64 . On any regular lattice, the probability distribution follows the Markov rate equation (9) where K + 1 is the connectivity and A the adjacency matrix of the graph. While for a typical non-expander like a square lattice Z d , or similar, the decay of the return probability after N steps is power-law R(N ) ∼ N −d/2 , for a RRG/Bethe lattice the return probability scales exponentially
irrespective of x, where γ is the gap in the adjacency matrix, γ = (K + 1) − 2 √ K. If we now assume N (t) ∼ (t/τ ) β we have a stretched exponential form
which is in accord with our numerics. Notice moreover, that the fluctuations of N (t) can explain the difference between log R(t) and log(R(t)), even if the distribution of N (t) does not have long tails. For example a distribution like P (N ) = e ν e −N/ν for N ≥ ν and 0 otherwise gives a ratio log R(t)/log(R(t)) = 1/2. Participation ratios. We analyze now the dependence of the saturation values R ∞ = IP R x (5) and e log R∞ ∼ e log IP Rx on system size L. We observe scaling of IPR's with system size, but the scaling exponents have not yet reached saturation.
Using the time evolution algorithm it is difficult to extract the saturation values of R(t) systematically and reliably, since very large times are needed. Therefore, we find it easier to analyze IP R x using a shift-inverse exact diagonalization technique. Figure 4(a) show IP R x and e log IP Rx as a function of L in a log-log scale for a fixed disorder strength W = 11. Strong finite size effects are visible for available systems sizes, which makes the extrapolation of D 2 and D typ nearly impossible. Nevertheless, IP R x and e log IP Rx seems to suffer from similar finite size effects. Indeed, plotting IP R x parametrically as a function of e log IP Rx drastically reduces finite size effects. Figure 4(b) shows IP R x as a function of e log IP Rx for several values of W , giving indication that IP R x ∼ e αlog IP Rx . As we have already shown in the ergodic phase α = 1, while in a multifractal phase one expects α = D 2 /D typ < 1. Using an enlarging linear fitting procedure we are able to extract the exponent α as a function of system size L, α L , (L here indicate the last system size that has been taken in consideration in the fit starting from L = 2 9 ) and disorder strength. The inset of Fig 4(b) shows for W = 11 the two exponents D L and α L as a function of L, extracted with the same procedure used. D L has a change of 30 % for available system sizes, while α L changes only by 3 %. However, α L is clearly increasing, and we cannot exclude that its maximum value α = 1 is indeed the asymptotic value.
Figure 4(c) shows α L for several L as a function of W . For W < 10, α ≈ 1 giving an evidence that in this regime even at our system sizes, the eigenstates are ergodic. For W > 10 ≈ W EM T , α drops to a smaller value confirming that for available systems sizes the system has not developed ergodicity in full. The flow of α L towards unity with increasing L is visible at least for 10 < W < 12, while for W > 12 the data does not change with system size. Again, it is important to point out that the convergence could be due to finite system size small compared to the correlation length L cor 65 .
Conclusion-We have studied the quantum dynamics of an initially localized particle in three different ensembles of disordered systems, giving a characterization of multifractal phases based on the statistics of the return probability. In particular, we studied the return probability R(t) to the initial site during the quantum dynamics. We proposed that in a multifractal phase, fluctuations over disorder and initial site are so strong that the long time limit of the mean and typical value of R(t) scale to zero differently as a function of system size; In an ergodic phase, or a simple fractal phase, the scaling is the same.
First, we benchmarked these ideas in the power law random banded matrix ensemble, where one observes both an ergodic and a multifractal phase. We show that the long time limit of the mean and typical value of R(t) scale to zero in the same way in its ergodic (as opposed to multifractal) regime, while at criticality, where all the states are multifractal, the scaling of these observable differ from each other.
Second, we pointed out, analyzing the RosenzweigPorter random matrix model, that this difference in the scaling disappears in the case of simple fractal states. Finally, we use this idea to tackle the Anderson model on random regular graph, in which the existence of an extended multifractal phase is under debate.
We present R(t) for system sizes for which we are sure of convergence, and provide numerical evidence of the difference of the mean and typical values of the return probability, a signature of multifractality of eigenstates.
Furthermore, we show that R(t) decays with time like a stretched exponential so far the system is not in the localized phase, and we extracted the parameters of this stretched exponential decay. We also give a phenomenological classical subdiffusive hopping model which reproduces the stretched exponential of the return probability. Acknowledgements. The authors would like to thank M. Heyl, V. E. Kravtsov In this section we study the decay of R(t) with time for the PLBM. We perform the time evolution using exact diagonalization method as mentioned in the main text. The decay of the return probability at the critical point is already shown in main text, here we show a similar data in the ergodic phase of the model. At the critical point of the PLBM, where all states are multifractal, both R(t) and e log R(t) decay algebraically, but with different power laws.
Instead, in the ergodic phase (a < 1) R(t) and e log R(t) decay asymptotically at the same rate, as shown in Fig. 5 . As a consequence of a different rate of decay between R(t) and e log R(t) , in the multifractal phase the saturation values R ∞ and e log R∞ can have different scaling to zero as a function of L, The difference in scaling between the mean and typical value originates from the tails of the probability distribution of the long time limit of the return probability, R(t → ∞), which is the inverse participation ratio (IPR x ). In the multifractal region the probability distribution of IPR x becomes long-tailed giving the discrepancy in the scaling between mean and typical values as shown in Fig. 6(b) for the rescaled random variable y = IPR x /e log IPRx . This observation is consistent with our data in the main text about the time dependence of the return probability.
While in the ergodic phase, Fig. 6 (a) the probability distribution of y has exponentially decaying tails and it shrinks with increasing system size with a well defined mean close to 1. This validates again our previous observation in Fig. 5 , which is that at log time the two exponents D 2 = D typ = 1, i.e., IPR x ∼ e log IPRx .
Appendix B: Random Regular Graph
In this section we provide additional data of return probability and the probability distribution of inverse participation ratio for Random Regular Graph (RRG).
1. Return probability Figure 7 ( Fig. 8) shows R(t) (e log R(t) ) for several values of W and for the two largest system sizes (L = 2 18 , 2 20 ).
The curves have been fitted using the test function (dashed lines) Ae −Γt β giving evidence that in first approximation R(t) (e log R(t) ) decays as a stretched exponential. With the aim to minimize the finite effect correction, we fitted the curves only for intervals of time in which the difference between the two largest system sizes is < 10 −3 . Nevertheless, the quality of our fits does not rule out the possibility to have weak polynomial corrections (A ∼ t ζ ) in the decaying of the return probability. Figure 9 shows the fitted parameters β and Γ for the mean and the typical value of R(t). It shows that the parameter β is the seam between mean and typical value. Due to the quality of our fit the situation for Γ (Γ typ ) less clear, which is also underlined by having larger error bars. In the main text we claim that Γ = Γ typ for W ≤ 10 and for larger values of W , Γ and Γ typ are different. In what follows, we support our claim doing a different analysis of R(t) which does not evolve any fitting procedure.
The idea is to consider separately log R(t)/log R(t) and log R(t) − log R(t). If a stretched exponent is assumed for the decay of R(t)
In the long time limit log R(t)/log R(t) → Γ Γtyp , nevertheless this regime requires
Figures 10 and 11 show (B1) and (B2) for W = 6 and W = 11 for several system sizes. For W = 6, Fig. 10 , the plateau (∼ Γ Γtyp ) is not possible to see, nevertheless with increasing system size the long time regime (saturation regime) log R(t)/log R(t) is approaching to one. Contrary, as we discussed in the main text, for larger disorder strength values, W = 11, a plateau (∼ Γ Γtyp < 1) is present (Fig. 11) . Furthermore, log R(t) − log R(t) ∼ log(t) for W < 6 (Fig. 10) , giving the indication of the presence of polynomial corrections and Γ = Γ typ . Instead, log R(t) − log R(t) ∼ t β for W > 10, what implies that Γ = Γ typ .
In the main text, we give evidence that β ∼ (1 − W/W AT ), moreover we claim that our results do not change qualitatively if a different ∆E is chosen (so far it is not too big to mix eigenstates with different properties i.e. extended and localized). Figure 12 shows R(t) for several W and for different ∆E. It underlines that β ∼ (1 − W/W AT ) for the chosen ∆E.
Probability distribution of IPRx
Like in the previous section for PLBM, here we also analyze the full probability distribution of IPR x at different disorder strength for the RRG. Figure 13 shows the probability distribution P(y) of the rescaled variable In the so-called ergodic phase W = 2, the P(y) shrinks with L as seen also for the PLBM ergodic phase. It further strengthens the claims that in this phase IPR x ∼ e log IPRx . For larger values of W , the distribution function P(y) develops a long tail (algebraically decaying). This indicates the fact that for these system sizes the L-scaling of the mean and typical values of IPR x is different. Therefore for these values of W the system develops non-ergodic behavior. FIG. 11. The figure shows log R(t)/log R(t) and log R(t) − log R(t) for W = 11 and for several system sizes L. The blue dashed line in the right panel shows − log R(t) ∼ Γt β parallel to the data (B2) in log-log scale providing the evidence of the same β and unequal Γ = Γtyp. 
