(1) f P(x)f(x)dx = Aif(Xi) + Atf(x2) + ■■■+ Anf (Xn) holds true whenever f(x) is a polynomial whose degree does not exceed 2»-1, and this property completely determines the numbers xi} x2, • • • , xK as well as the corresponding coefficients A\, A2, • • • , An. It is important to notice that these coefficients are all positive. For any function f(x) which is not a polynomial of degree g 2«-1 the right member of (1) ceases to represent exactly the integral in the left member, and we must add the remainder 2?» in order to have an exact equality:
(2) f P(x)f(x)dx = Aif(xi) + A2f(Xi) + ■■■+ Anf(Xn) + Rn.
Ja
For any function f(x) possessing a derivative of order 2» the following expression for the remainder Rn can be obtained: and £ denotes a certain number belonging to the interval (a, b). For a given particular function and for a given value of » this expression may be useful in that it enables us to form an idea of the accuracy attained by using the approximate formula (1). But it is hardly adapted to yield any conclusion as to the behavior of Fn when n increases indefinitely. Looking at the question from this point of view the problem naturally arises to investigate whether the approximate formula (1) can be made to furnish an indefinite approximation by choosing the number n, which is at our disposal, sufficiently large, or, in other words, whether the remainder F" in (2) converges to zero with indefinitely increasing ». This important problem of convergence of quadrature formulas of Gaussian type has been almost completely solved in case of the finite interval (a, b) by Stieltjes in his beautiful paper Quelques recherches sur la théorie des quadratures dites mécaniques* The case of an infinite interval is more difficult, and although we possess a very profound investigation concerning the special case z -x by Stieltjes,! it seems that this problem has never been considered for a more general type of functions f(x) except in an article by the author published in
1916.J
In the present paper we endeavor to treat the same problem by a totally different method, which permits us to reach more general conclusions than those established in the above mentioned article.
1. We begin with the case in which b = + oo while a is any finite number, and, to avoid unnecessary complications, we suppose at first a = 0. In this case all the numbers Xi, x2, • • • ,xn are positive and furthermore the following important inequality holds:
For taking f(x)=xm we see from (3) that F" = 0 when m<2», while F">0 * Annales de l'Ecole Normale Supérieure, (3), vol. 1 (1884). t Recherches sur les fractions continues, Annales de la Faculté des Sciences de Toulouse, vol. 7 (1894).
X On the convergence of quadrature formulas between infinite limits, Bulletin of the Russian Academy of Sciences, 1916 (in Russian) . [July whenm^2« ; that is, Zm,"=cm in the first case and Lm,n<cm in the second case.
From now on we shall assume that the function p(x) satisfies the condition j p(x)dx > 0 if 0 Û a < ß, Ja and that constants C and R may be found such that These conditions being fulfilled, we can establish the convergence of (1) first for a special type of function f(x), namely fix) = e"1'2 + e-'** denoting by 5 a complex parameter. For such a choice oîf(x) the left member of (1) is absolutely and uniformly convergent if
The series (6) is therefore uniformly convergent with respect to n and í provided s satisfies the inequality (7), and since is therefore uniformly bounded and we have established that this sequence converges uniformly to the analytic function <¡>is) in the region \s \ ^a. By a known theorem due to Stieltjes this sequence is uniformly convergent to region. 2. Let a represent again a positive number <l/R and let p be any positive number. Starting from the well known formula
we find that
for any positive number t, the sum being extended over all xk satisfying the inequality xk ^ t2. We have also
From the fact that I <t>n(a + ir) j g 0(o)
for every », and that <£"(o+m-) converges uniformly to a(a+ir) in any finite interval -T g t ^ T, we can easily infer that
which by (9) and (10) is equivalent to
lim ZU*(**1/2-«1/2)' = f ¿>(*)(*1/2 -a1'2)^*.
Starting from this important result, we shall prove that
lie« Ja Let é denote any given positive number however small. We choose first a positive number S so small and another positive number L so large that fpi*)*1'
The integrals f p(x)(xli2-(a-r,)mydx and f />(x)(*1/2 -a"2)>dx Ja-17 Ja being continuous functions of i¡ and p in the region r; >0, p >0, we can take ij and cr so small that
Ja Ja whenever 0<p = <r. Having thus determined L, 8, ■», we take p so small as to satisfy the inequalities
Finally we can take N so large as to have
therefore by (18), (16) and (15) f% 00
From (20) and (13) we conclude that
and for xk ^4L we have <2;
a;*1'2 -Z,1/2 therefore £ ^»(«t1'* -a1'2)' < 2" • 2e < (1 + i)2e.
This being established, from (19) and (17) we derive
aáxtÁiL, Ja but J2 Ak(xk"2 -a1'2)" < (4L)''2 J2Ak<(l+ô)^Ak and therefore (22) J2 Ak > f p(x)dx -5e.
The inequalities (21) and (22) being satisfied, however small e may be, (12) can be considered as established. It follows from (12) that 1 12 Ak = j p(x)dx > org xiSß Ja whence we conclude: for all sufficiently large n there are numbers xk falling in any given interval (a, ß) provided the condition (5) is satisfied. 3. After this important conclusion has been reached, we can apply exactly the same reasoning that Stielt jes uses in an analogous case. Let/(*) denote an integrable function in a finite interval (0, G) and let us suppose f(x) =0 for x>G. We shall prove that the formula (1) is convergent for any such function. To this end we introduce a new variable = f P(x)dx Jo increasing with increasing x from 0 to H=fQp(x)dx.
The values of this new variable corresponding to x = xk will be denoted by yk-We shall also introduce the notation f(x) = <t>(y). 4. Now we can prove that the convergence of (1) 5. Now we can take the last step and prove the convergence of (1) We proceed now in the same way as in §4. For any given e>0, a sufficiently large number G is determined by the condition To show how far-reaching this criterion is, let us take a = 0 and ^(x) = e-1' . In this casecm = (2m+l)!, so that F = l, C = l. The quadrature formula converges for any function satisfying the inequality exW» for large x and, in particular, the continued fraction converges and represents the integral. We obtain the same result for p(x) = e-* with X>2 because the cm corresponding to this p(x) are obviously less than in the preceding case. But the convergence ceases with X = \, for it is known that for X<! the problem of moments becomes indeterminate.
7. It remains to consider the case of an infinite interval (-°°, °°)• The analysis of this case is but slightly different, and we can confine ourselves to a very brief outline. We retain the fundamental assumption that P(x)dx > 0 X for any two numbers a, ß satisfying the condition a <ß. As to the moments, we consider only those of even order and assume the existence of two constants C and R such that c2m <C(2m)\R2m.
For moments of odd order we have
\2m +1/ By means of these inequalities it can be shown in exactly the same way as in §1 that the analytic function This shows that for sufficiently large » there always numbers x* belonging to any given interval (a, ß).
Again repeating the same reasoning as in §3 we reach the conclusion that formula (1) converges for any integrable function which is zero outside a given finite interval. Then, as in §4, this conclusion is extended to any function integrable in any finite interval and for sufficiently large x satisfying the inequality I fix) | < xm.
Finally, the same conclusion may be extended to functions which for large x satisfy the inequality er\x\ fix) I < 1+p where r = l/R and p is a positive number < 1.
To prove this statement we observe that, the convergence being once established for a positive function F(x), it is secured for any function satisfying the condition | /(*) | < Fix) at least for sufficiently large x. This may be easily proved by the same reasoning as developed in §4. We take 
