Many forest inventory and monitoring programs are based on a sample of ground plots from which estimates of forest resources are derived. In addition to evaluating metrics such as number of trees or amount of cubic wood volume, it is often desirable to make comparisons between resource attributes. To properly conduct statistical tests for differences, it is imperative that analysts fully understand the underlying sampling design and estimation methods, particularly identifying situations where the estimates being compared do not arise from independent samples. Information from the Forest Inventory and Analysis (FIA) program of the U.S. Forest Service was used to demonstrate circumstances where samples were not independent, and correct calculation of the standard error (and associated confidence intervals) required accounting for covariance. Failure to include the covariance when making comparisons between attributes resulted in standard errors that were too small. Conversely, comparisons of the same attribute at two points in time suffered from exaggerated standard errors when the covariance was excluded. The results indicated the effect of the covariance depends on the attribute of interest as well as the structure of the population being sampled.
INTRoDUCTIoN
Many nations have implemented a national forest inventory (NFI) to assess and monitor forest resources (Gillis et al. 2005 , Tomppo 2006 ). Also, in response to initiatives such as UN REDD , many other countries are currently developing NFI programs (Maniatis and Mollicone 200) . A key output of nearly all NFI efforts is sample-based estimates for attributes of interest (e.g., forest land area or net cubic volume). Apart from providing a current evaluation of relevant forest characteristics, other primary uses of these estimates include making comparisons between current values and evaluating change over time. For example, the differences in tree density between two species may be of interest, or it may be useful to assess changes in forest land area between successive inventory cycles. Such inquiries provide valuable information that is often used to guide management and policy decisions that can have wide-ranging effects on forest resources. Due to the broad and complex nature of many NFIs (Tomppo et al. 200) , the number of comparisons that can be made is nearly limitless.
Because of an increased emphasis on estimates of change, many NFI programs have fixed plot locations that are remeasured over time (Brassel and Lischke 200, Reams et al. 2005) . Furthermore, sometimes a country's area is divided into smaller subpopulations to facilitate estimation at finer spatial scales. These factors can substantially increase the statistical complexity of making comparisons because certain circumstances may result in estimates arising from samples that are not independent. Specifically, the lack of independence requires that a covariance term be accounted for when computing the standard error of the difference between two attributes (Husch et al. 982 ). However, in many cases, the only knowledge at hand for each attribute is the estimate and associated
The United Nations program for Reducing Emissions from Deforestation and Forest Degradation (REDD) promotes retention of forest carbon in developing countries. standard error while the covariance is unavailable. Analysts should be aware of limitations regarding how these statistics can be extended into hypothesis testing for statistically significant differences. In order to ensure proper calculations, the analyst must thoroughly understand both the sample design and associated estimation procedures inherent to the NFI data being examined. This paper utilized the NFI conducted in the United States to illustrate some pitfalls to be avoided and appropriate techniques to employ when making spatial and temporal comparisons between estimates.
BACkgRoUND
The Forest Inventory and Analysis (FIA) program of the U.S. Forest Service is charged with providing data and analyses to assess and monitor the nation's forest resources. Traditionally, FIA conducted periodic inventories in each state every 0-5 years. In 999, FIA began to implement an annual inventory system as mandated by the 998 Farm Bill (Public Law 05-85). This change affected almost all facets of the program. Particularly, the annual system required a new sample design, new estimation procedures (Bechtold and Patterson 2005) , as well as the need to perform data distribution and analyses tasks yearly for each state.
FIA puts forth considerable effort to ensure data are available to the public in a timely manner. In order to facilitate the use of these data, FIA also provides analytical software that generates estimates and associated sampling errors. These tools have a wide range of analytical flexibility to generate tables of estimates for current conditions as well as growth, removals, and mortality (GRM) over time and are widely used to perform the complex data queries and statistical calculations needed to correctly analyze the data. The estimates and associated sampling errors generated by FIA analytical tools are reliable information that can be used to support scientific investigations and provide a basis for making management and policy decisions.
INveNToRy DeSIgN
FIA implements a three-phase forest inventory and monitoring effort (Bechtold and Patterson 2005) . Phase one (P) is the development of a poststratification scheme using remotely-sensed data in order to reduce variance in the estimates. Under the current FIA sampling design where plot locations are fixed over time, stratification occurs after the plot locations are selected, thus the term poststratification. Geospatial data, typically derived from National Land Cover Database products (Fry et al. 20, Homer et al. 2007) , are used to create nonoverlapping strata. Each plot is assigned to a stratum via spatial overlay, and the strata weights are the proportion of the population occupied by each strata. The second phase (P2) of data collection entails measuring sample plots on the ground for the usual suite of forest mensuration variables such as tree species, diameter at breast height (d.b.h.), height, site index, forest type, and stand age. For each sample plot, trees with a d.b.h. of 5.0 inches or larger are measured on four subplots having a 24 ft radius; saplings with a d.b.h. of .0-4.9 inches are measured on four microplots having a 6.8 ft radius . Phase three (P3) data collection occurs on a /6th subset of the P2 plots and includes measuring additional forest health indicators (e.g., down woody material and crown condition information). A key point here is that differing conditions on a plot are mapped. For the purposes of this paper, it is sufficient to understand that a plot can have more than one forest type, and the area and the trees within those types can be identified. It is also important to understand that nonforest portions of plots, including plots that are entirely nonforest, are part of the sample. In the case of entirely nonforest plots, the area of forest conditions is zero and plotlevel summaries of other traditional plot attributes (e.g., cubic volume of wood) are also zero.
Under the annual inventory system, a percentage of the sample plots (generally 20 percent in the eastern United States and 0 percent in the western United States) are measured each year. The set of plots measured within a single year is referred to as a panel ( Fig. ) . Once all plots have been measured, they are placed into groups representing the most recent measurement of each plot. In the east, for example, it takes 5 years to measure all plots, so years -5 are grouped initially, then years 2-6, 3-7, and so on ( Fig. ) . This creates a moving timeline of data for analytical purposes. Also, the grouping of years -5 is considered the first inventory cycle, years 6-0 is the second cycle, and so on ( Fig. ) . To facilitate estimation, independent subpopulations within states are created and are usually defined by administrative boundaries such as counties or groups of counties. In FIA, these subpopulations are referred to as estimation units, and it is at this level that estimation is carried out, i.e., the stratification is performed and applied within each estimation unit and all plots within the unit contribute to making estimates. One method FIA employs to define strata uses canopy cover classes (e.g., 0-5 percent up to 8-00 percent cover).
Estimates for attributes such as volume or area can be further refined by using domain variables such as tree species, diameter class, or forest type . Because estimation units define independent subpopulations, estimates across these subpopulations are easily combined for estimates of larger geographic scope (e.g., a state).
ISSUeS Issue 1: Comparing estimates over time within a single estimation unit
Standard FIA analytical tools, such as EVALIDator (Miles 202) , follow the estimation methods described above. Because of the repeated measurement of panels, samples are often not independent. When testing for differences in estimates over time for a single estimation unit, any instance where the same letters ( Fig. ) are used to construct the estimates requires covariance to be accounted for. Focusing on Figure , consider the comparison of one estimate constructed from the set of observations in solid grey (in EVALIDator this is referred to as the year 5 estimate) to another estimate constructed by the observations outlined by the black box (referred to as the year 7 estimate in EVALIDator). The year 5 estimate uses the following set of observations: a year , b year2 , c year3 , d year4 , and e year5 . The year 7 estimate uses the following set of observations: c year3 , d year4 , e year5 , a year6 , b year7 . Note that the same set of plots (panels a-e) is used for both the year 5 and the year 7 estimates with observations in panels c, d, and e being the same and observations in the remaining panels (a and b) being from the same plots at different points in time. When comparing the year 5 estimate (constructed from observations in a year , b year2 , c year3 , d year4 , and e year5 ) to the year 0 estimate (constructed from observations in a year6 , b year7 , c year8 , d year9 , and e year0 ), the observations in a year6 are remeasurements of the same plots that were observed in a year and likewise for b, c, d, and e. Although the observed plot data may differ between the two samples, these samples are entirely dependent because the same set of plots makes up each sample. In both cases described above, the researcher should account for the covariance when computing the standard error of the difference between estimates. In cases where samples are entirely dependent, the standard formula for calculating covariance can be used (Schreuder et al. 2004) . For more complex situations where only a portion of the plots are common to both samples (partially-dependent), an adjustment factor should be employed (Kish 995, Zheng 2004) . We note that comparisons between estimates constructed using observations with different letters (e.g., a year compared to d year4 ) can be made assuming independent samples; however, these types of comparisons are typically not of interest to most analysts.
Issue 2: Comparing current estimates within or between estimation units
Understanding and reporting how resources differ spatially within or between estimation units is fundamental to forest analytics. We address two cases that arise when comparing estimates spatially using FIA's online tools: ) comparing estimates of totals or ratios within estimation units, and 2) comparing estimates of totals or ratios from separate estimation units.
First, we compare population totals and ratios within a single estimation unit. Estimation unit (EU ) in Figure 2 is an extension of Figure over space. Our objective is to compare the estimate of hardwood forest type area to the estimate of conifer forest type area within EU . In Figure 2 , the green letters denote conifer forest type samples, and the rust letters denote hardwood forest type samples. To construct an estimate of the hardwood forest type area, all the plots are used including nonforest plots (denoted in blue). The estimate of the hardwood forest type area for EU is obtained by dividing the observed hardwood forest plot area by the total observed plot area (forest and nonforest) within each stratum, calculating a weighted average across strata, and multiplying by the area of EU . Note that conditions that are not hardwood forest types are recorded as zeros, and these zeros are included in both the calculation of the estimate and its standard error. The estimate for the area of softwood forest type is constructed likewise. Hence, the set of plots are the same for both the hardwood and softwood types described above, and the covariance should be accounted for. This also holds true for ratio estimates such as volume per acre. When comparing the volume per acre of forest in hardwood type to the volume per acre of forest in conifer type, both ratio estimates require using all the plots in EU , so when making comparisons between them, the covariance should be accounted for (Cochran 977 ).
The same concepts described in the preceding paragraph are relevant when comparing estimates for discrete subareas within an estimation unit to estimates obtained for the entire unit. Consider EU in Figure  2 where the gray shaded area represents a national forest (EU NF ) which is a discrete subarea but not an estimation unit or a stratum. Suppose our objective is to compare the volume per acre of forest within EU NF to the volume per acre of forest in EU . This situation is also a domain analysis, and in this case, the sample used to estimate volume per acre of forest within EU NF includes the same plots used to estimate the volume per acre of forest within EU , so covariance should be accounted for. As a general rule, when comparing domains within an estimation unit, analysts must account for covariance. If EU NF is identified as a separate stratum during the poststratification process, analysts may be able to treat EU NF as an independent sample from the area identified by the portion of EU that does not contain EU NF (EU -EU NF ). In fact, one can generally consider samples from different strata within an estimation unit as independent; however, these types of analyses are difficult to conduct using the standard FIA analytical tools because stratum-level estimates are not included in the output information.
Next, we compare estimates of population totals (e.g., hardwood forest type area) or ratios (e.g., hardwood volume per acre of forest) between two estimation units. For example, estimation units EU and EU 2 in Figure 2 have no plots in common to both samples and are defined as independent subpopulations. Therefore, the samples from EU and EU 2 are independent, covariance cannot be calculated because there are no common plots by which to do so, and covariance is zero by definition.
eRRoR PRoPAgATIoN
The issues previously raised are intended to help users of FIA data that rely on tools such as EVALIDator to decide if samples are dependent or independent. The intent now is to elucidate appropriate error propagation techniques under each scenario and to provide an example of how analytical results can be misleading by improperly propagating errors. The appropriate formula for the standard error of the difference (s x-y ) between random variables x and y is: There are two important points regarding the formula above: ) when the estimates of x and y arise from independent samples, the covariance is zero by definition, and thus the third term disappears, and 2) when the covariance is positive, the effect is to make the standard error smaller (and vice versa). With this in mind, a problematic situation arises when testing for differences using FIA data (and by extension, possibly other forest inventory data). Suppose an analyst wants to determine whether the area of hardwood forest types is different than the area of conifer forest types. On any given plot, there is a fixed amount of area such that if the area of hardwood forest type increases, then the area of conifer forest type decreases. In fact, many plots will be entirely in only one of these two types. Because of this explicit relationship, the covariance will be negative. When the negative covariance is not accounted for (i.e., the estimates are treated as independent), the resultant sampling error will be too small.
As a practical matter, the information provided by EVALIDator essentially only allows analysts to construct confidence intervals for each estimate. This often leads to testing whether there are differences between the estimates by comparing the confidence intervals (CI) and determining if there is any overlap. If there is no overlap, it is concluded that the two estimates are statistically different. There are two reasons why this method is not appropriate: ) the overlapping CI method assumes the estimates are obtained from independent samples, which is not the case in many instances, and 2) even for independent samples, the overlapping CI method may indicate there is no difference when proper computation of the standard error of the difference would result in the conclusion of a significant difference (Schenker and Gentleman 200) . Thus, analysts should be particularly wary of drawing conclusions when confidence intervals from independent samples overlap because the overlapping confidence interval approach suggests that the standard errors are additive (i.e., s x-y = s x + s y ) rather than the variances being additive as denoted in equation []. Since , the width of the confidence interval of the difference is too wide. As such, it is recommended that analysts do not employ the overlapping CI method.
In most cases, online tools present percent sampling error rather than the standard error of the estimate or the variance of the estimate. However, the formulas described here rely on the variance of the estimate. It is straightforward to calculate the standard error of the estimate (s y ) from the percent sampling error (SE%) and the estimate (y). SE% =00(s y /y) and therefore s y = SE% × (y/00). This simple calculation will facilitate appropriate error propagation.
CASe exAmPleS
An empirical evaluation of the issues described above was performed for each of 3 states in the Northeastern United States. Initial analyses conducted included ) a comparison of the area proportions between hardwood and conifer forest types, and 2) a comparison of the area proportions between maple/ beech/birch (MBB) and conifer forest types. Failing to properly account for the covariance when comparing the proportions of hardwood and conifer forest types produced standard errors that were 20-30 percent too small (Table ) . If 95 percent confidence intervals were constructed using the incorrect standard errors, the resultant intervals would represent confidence levels between 83-88 percent. The results of the second analysis (Table 2 ) indicated the underestimate of the standard error ranged from approximately 3-23 percent. Again, 95 percent confidence intervals would also be too small (actually 87-94 percent). These results showed that the effect of the covariance on the standard error ) depended on the specific comparison being made, and 2) depended on the structure of the population being sampled. Therefore, it is not possible to make any broad statements about the magnitude of influence the covariance may have on the standard error. When attributes of interest are on a per unit area basis, the phenomenon of negative covariance due to plot area constraints largely disappears. For example, if a plot is partly hardwood forest type and partly conifer forest type, the basal area per acre for one forest type is not constrained by the other. In this case, anticipating the sign of the covariance is not as intuitive. It is now useful to recall that all plots in the estimation unit are used for every estimate. Furthermore, using the hardwood and conifer forest type example, a majority of plots will have one forest type but not the other. Thus, the structure of most of the data will be a zero for one forest type and a positive number for the other, a situation conducive to negative covariance. To empirically illustrate this concept, the same two analyses described above were conducted using basal area per acre of live trees (BALIVE) (see Woudenberg et al. 200) as the attribute of interest. Specifically, it was desired to test for significant differences in mean basal area per acre between ) hardwood and conifer forest types, and 2) MBB and conifer forest types. Although the analysis was based on a different attribute, the results were similar to the previous outcome using forest type area. Table 3 shows that standard errors were again consistently underestimated when covariance was not accounted for. However, unlike the area comparisons between hardwood and softwood forest types (Table  ) , the underestimation ranged from 3-23 percent when comparing basal area per acre (Table 3) . Calculation of 95 percent confidence intervals produced intervals that were actually in the 87-94 percent range. The comparison of mean basal area per acre between MBB and conifer types (Table 4) provided further confirmation of consistently negative covariance, with effects on standard errors depending on the comparison being made and the underlying population structure.
It is often of considerable importance to evaluate the change in an attribute over time. For these types of analyses, the covariance would likely be positive, e.g., if a plot was forested at the initial measurement (a year ) then it is likely it will still be forested at the subsequent measurement (a year6 ). This theoretical construct is supported empirically by an analysis of the change in proportion of forest land area between two inventory cycles (change from EVALIDator year 5 to year 0). In each case, the standard error was smaller when accounting for the covariance due to the same plots being measured at both time periods (Table 5 ). For these comparisons over time, the effect of covariance was dramatically larger, with the standard errors being 30-223 percent smaller than would have been calculated under the false assumption of independent samples. In this case, 95 percent confidence intervals based on the exaggerated standard errors would actually depict confidence levels of 99+ percent.
UNDeRSTANDINg eSTImATIoN UNITS AND STRATIFICATIoNS
It is valid to compare estimates produced from samples having no spatial overlap, e.g., comparisons between differing estimation units or even different (Woudenberg et al. 200 ) allows for the identification of estimation units. Similarly, the tables POP_STRATUM and POP_PLOT_STRATUM_ ASSGN contain the necessary information regarding strata. Analysts must access such information to determine which samples are independent, and therefore, which comparisons can be tested without including a covariance term in the standard error calculation.
CoNClUSIoNS
When testing for differences, construction of correct statistics is paramount to maintaining scientific credibility. Furthermore, drawing incorrect conclusions can result in poor management of forest resources. As such, it is imperative that covariance is accounted for when comparing estimates that do not arise from independent samples. Unfortunately, the requisite information is not readily available from standard analytical tools, and thus analysts are hampered in their ability to assess differences in forest attributes. It is acknowledged that accounting for the covariance may not result in a different conclusion than would have been obtained if covariance was (improperly) ignored. However, the impact of covariance is not known unless it is accounted for, and the results shown in this paper clearly indicated that the impact depends on the comparison being made as well as the structure of the population of interest. The need to account for covariance when the samples are not independent is well established in statistical theory; however, a failure to understand FIA sampling and estimation may result in this need going unrecognized. Even with the understanding that covariance needs to be accounted for in many comparative analyses, the range of skills and knowledge needed to do so makes it a challenging endeavor to undertake. To facilitate proper statistical calculations needed for comparative tests of hypotheses, further development of tools such as EVALIDator is needed. While the statistical formulas are known, the actual implementation into a functional, user-friendly application may be difficult due to the wide range of comparisons that analysts can evaluate.
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