Abstract. Suppose Ω ⋐ R 2 and f ∈ BV loc (Ω) ∩ C 0 (Ω) with |f | > 0 in Ω. Let u ∈ C 0 (Ω) be a viscosity solution to the inhomogeneous ∞-Laplace equation
u i u j u ij = f in Ω.
The following are proved in this paper.
(i) For α > 3/2, we have |Du| α ∈ W 1,2 loc (Ω), which is (asymptotic) sharp when α → 3/2. Indeed, the function w(x 1 , x 2 ) = −x 4/3 1 is a viscosity solution to −∆ ∞ w = Some quantative bounds are also given. Viscosity solutions to (1.1) as defined by Cradall et al [8] are called ∞-harmonic functions; while by Aronsson [2, 3, 4, 5] , an absolute minimizer is a local Lipschitz function which minimizing F ∞ (v, V ) in any domain V ⋐ Ω. In this paper, v i denotes
if v ∈ C 1 (Ω), and the distributional derivation in direction x i if v ∈ L 2 loc (Ω), and v ij =
. We always use the Einstein summation convention, that is, v i w i = n i,j=1 v i w i for vectors (w i ) n i=1 and (v i ) n i=1 . Jensen [14] identified ∞-harmonic functions with absolute minimizers, and moreover, established their existence and uniqueness under Dirichlet boundary. Their regularity then becomes the main issue in this direction. By [14] , they are always local Lipschitz, and hence, by Rademacher's Theorem, are differentiable almost everywhere. Crandall-Evans [6] proved their linear approximation property at each point, which means that for each sequence converging to 0, one can find a subsequence admitting a tangential plane along it. Moreover, for planar ∞-harmonic functions u, via a key observation from planar topology Savin [21] proved their interior C 1 -regularity; later, the interior C 1, α -regularity with 0 < α << 1/3 was established by Evans-Savin [10] and the boundary C 1 -regularity by Wang-Yu [22] . Recently, we [15] obtained the Sobolev W 1,2 loc -regularity of |Du| α for α > 0, which is sharp when α → 0; moreover, we proved that the distributional determinant − det D 2 u is a nonnegative Radon measure. For n-dimensional ∞-harmonic functions with n ≥ 3, Evans-Smart [11, 12] obtained their everywhere differentiability via an approximation approach by exponential harmonic functions.
On the other hand, Lu-Wang [19] considered the inhomogeneous ∞-Laplace equation
where f ∈ C 0 (Ω). Viscosity solutions to (1.2) are defined as in [8] . Assuming that f is bounded and |f | > 0, for any g ∈ C 0 (∂Ω) Lu-Wang proved the existence and uniqueness of viscosity solutions u ∈ C 0 (Ω) to (1.2) so that u = g on ∂Ω. We summarize in Section 2 the existence, uniqueness and also maximum principle used in current paper. But when f changes sign, a counter-example was constructed in [19] to show that the uniqueness may fail. Under f ≥ 0 or f ≤ 0, the uniqueness is still open. Similar results for inhomogeneous normalized ∞-Laplace equation were established in [18, 20, 1] via different approaches. The regularity of viscosity solutions to (1.2) is far from understood. If f ∈ C 0 (Ω), viscosity solutions to (1.2) are known to be local Lipschitz; see [19, 16] and see also Lemma 2.4 below for a quantative estimate. Lindgren [16] obtained their linear approximation property. Assuming additionally f ∈ C 0,1 (U ), everywhere differentiability was established by Lindgren [16] (see also [17] ) via the approach of Evans-Smart [12] .
The main purpose of this paper is to prove the following Sobolev regularity for inhomogeneous ∞-Laplace equations (1.2) in any domain Ω ⋐ R 2 . We say that f ∈ BV loc (Ω) if for any U ⋐ Ω, we have
Theorem 1.1. Suppose Ω ⋐ R 2 and f ∈ BV loc (Ω)∩ C 0 (Ω) with |f | > 0 in Ω. Let u ∈ C 0 (Ω) be any viscosity solution to (1.2) .
(i) For α > 3/2, we have |Du| α ∈ W 1,2 loc (Ω) and, ∀B := B(x, R) ⊂ 2B ⋐ Ω,
loc (Ω) and
Below, we give an example to clarify the sharpness in Theorem 1.1. We also state a Gehring type conjecture on the higher integrality of |D|Du| α | when α > 3/2, and moreover, fully describe viscosity solutions to 1-dimensional inhomogeneous ∞-Laplace equations.
The regularity of w leads to the sharpness in Theorem 1.1. Precisely, Theorem 1.1 (iii) is sharp in the sense that |Dw| 2×(3/2)−6 =
loc (R 2 ). Theorem 1.1 (i) is (asymptotic) sharp in the sense that, for any p > 2,
(ii) For each fixed α > 3/2, note that |Dw| α ∈ W 1,p loc (R 2 ) for any p ∈ (2, 3/(3 − α)) if α < 3 or for any p ∈ (2, ∞] if α ≥ 3. Comparing with Theorem 1.1 (i), we pose the following Gehring type conjecture. Conjecture: Suppose Ω ⋐ R 2 and f ∈ BV loc (Ω) ∩ C 0 (Ω) with |f | > 0 in Ω. For each α > 3/2 there exists some ǫ α > 0 such that ǫ α → 0 and |Du| α ∈ W
1,2+ǫα loc
(Ω) for all viscosity solutions u to (1.2) .
If this conjecture is true, then one would conclude the C 1 -and C 1,γ -regularity for some γ > 0 of viscosity solutions to (1.2) , which remains open now.
(iii) The function w given in (i) is essentially of dimension 1. Below we fully describe viscosity solutions to inhomogenous ∞-Laplace equation in dimension 1:
where I ⋐ R is any open interval. Without loss of generality, let I = (0, 1), and f ∈ C 0 (I) with |f | > 0 in I. If u ∈ C 0 (I) is a viscosity solution to (1.7), then
where c ∈ R is uniquely determined by the value u(1).
From above formula one can see that u ∈ C 1,1/3 (I) ∩ W 2,p loc (I) ∩ C 2 (I \ I 0 ) with p ∈ [1, 3/2), and u is strictly convex if f < 0 and strictly concave if f > 0. Here the set I 0 := {t ∈ I, u ′ (t) = 0} contains at most one point, and if I 0 contains some t 0 ∈ I, then
In particular, the conjecture in (ii) is true in dimension 1. 3] , and everywhere in I whenever α ∈ (3, ∞). In particular, −u ′′ |u ′ | 2 = f everywhere in I \ I 0 .
Next, we compare Sobolev regularity in the case |f | > 0 with that in the case f ≡ 0. Remark 1.3. The Sobolev regularity for viscosity solutions to (1.2) given in Theorem 1.1 and the sharpness above are very different from that for planar ∞-harmonic functions (that is, in the case f ≡ 0) by [15] as stated above. When considering W with ǫ ∈ (−1, 1), which satisfies
in viscosity sense. Note that − det D 2 w ǫ is nonnegative when ǫ > 0 and nonpositive when ǫ < 0. This reveals that the distributional determinant for viscosity solutions to (1.2) may change sign, and hence, behave much more complicated than ∞-harmonic functions.
We also list some relations between (i) to (iv) of Theorem 1.1.
; hence, to obtain Theorem 1.1, it suffices to prove Theorem 1.1 (i),(ii)&(iv). Indeed, by (1.5) with α = 2 and |f | > 0 in Ω, we know that |Du| > 0 a. e. in Ω. For any α > 3/2, by (1.5) again, we have
By Theorem 1.1 (i), we conclude |Du| 2α−6 ∈ L 1 loc (Ω), that is, Theorem 1.1 (iii). (ii) For 0 < α ≤ 3/2 and 1 ≤ p < 3/(3 − α), no quantative estimates for |D|Du| α | p is given in Theorem 1.1 (ii). Via Theorem 1.1 (i)&(iv), there is a pointwise estimate for |D|Du| α | p as follows:
and Hölder's inequality we have
Now we sketch the ideas for the proof of Theorem 1.1. Up to considering −u and −f , in the sequel we always assume f ∈ BV loc (Ω) ∩ C 0 (Ω) and f > 0 in Ω. Given arbitray U ⋐ Ω, write ǫ U = 1 4 min{ dist (U, ∂Ω), 1}, and let f ǫ ∈ C ∞ (U ) with ǫ ∈ (0, ǫ U ] be the standard smooth mollifications of f .
In Section 3, as motivated by Evans (see [9, 13, 11, 12, 15] ) in the case f ≡ 0 and by [16, 17] in the case f ∈ C 0,1 (Ω), we consider the following approximation to equation (1.2):
Recall that a uniform C 0 (U )-estimate and a uniform boundary regularity estimate for u ǫ were established in [16, 17] ; see Lemma 3.1. Assuming f ∈ W 1,q loc (Ω) with q ∈ (1, ∞] in additional, and observing in Lemma 3.2 the crucial identity
(see also [15] when f ≡ 0), we establish the following uniform Sobolev estimates in Section 3.
• By (1.8), we show in Lemma 3.3 that, for any ball B ⋐ U , the L 2 (B)-norms of |D|Du ǫ | 2 ||u ǫ | + |u ǫ | 3 are uniform bounded in ǫ > 0; see Section 6 for the proof. Together with Sobolev's imbedding and f ∈ W 1,q loc (Ω), this implies that for any p ∈ [1, ∞), u ǫ ∈ W 1,p loc (U ) uniformly in ǫ > 0; see Lemma 3.4. When q = ∞, it was proved in [16, 17] that u ǫ ∈ W 1,∞ loc (U ) uniformly in ǫ > 0, which is still unavailable when q < ∞, see Remark 3.5.
• By (1.8), we establish some Sobolev estimates for |Du ǫ | α or (|Du ǫ | 2 + κ) α/2 which are uniform in ǫ > 0. Precisely, when α ∈ {2} ∪ [3, ∞) we show that W 
is uniformly bounded in κ ∈ (0, 1).
• By (1.8), we establish an integral flatness for u ǫ , see Lemma 3.9 whose proof is given in Section 6. This is crucial to clarify the pointwise limit of |Du ǫ | 2 as ǫ → 0 in Section 4. Here and below, by an integral flatness for v we mean that for any linear function P , the L 2 (B)-norm of Dv, Dv − DP |Dv| 3 are controlled by L 2 (2B)-norm of |v − P | 2 times some extra terms (say L 2 (2B)-norm of D|Du ǫ | 2 and local integration of f ǫ i u ǫ i |Du ǫ | 4 in the case u ǫ ). In Section 4, we prove Theorem 1.1 and an integral flatness for u when f ∈ W 1,q loc (Ω) with q ∈ (1, ∞] additionally. To this end, we derive the following crucial convergence properties from uniform Sobolev estimates in Section 3.
• We first derive u ǫ → u in C 0 (U ) as ǫ → 0 in Lemma 4.1 from u ǫ ∈ W 1,p loc (U ) uniformly in ǫ > 0 by Lemma 3.4, the uniform boundary estimates in [16, 17] and the uniqueness in [19] .
• We show in Lemma 4.3 that, as
loc (U ) uniformly in ǫ > 0 as given by Lemma 3.7, we know that |Du ǫ | 2 converges to some function h in L p loc (U ) for all p ≥ 1 and weakly in W 1,2 loc (U ) as ǫ → 0 (up to some subsequence). Via the integral flatness for u ǫ given by Lemma 3.9, and some careful but tedious analysis around Lebesgue points, we prove that |Du| α = h almost everywhere, and hence u ǫ → u in W 1,p loc (U ) for all p ≥ 1.
• Moreover, when α ≥ 3, since |Du ǫ | α ∈ W 1,2 loc (U ) uniformly in ǫ > 0 as given by Lemma 3.7, by u ǫ → u in W In Section 5, we prove Theorem 1.1 when f ∈ BV loc (U ) ∩ C 0 (U ). In this case, the above approach fails since the uniform W loc (U )-estimates of |Du ǫ | 2 . Therefore, new ideas are required. Instead of the above approach, we consider an approximation by ∞-Laplace equations with smooth inhomogeneous terms. That is, for each δ ∈ (0, ǫ U ], letû δ be the viscosity solution to the approximation equations
Since f δ is smooth, as proved in Section 4, Theorem 1.1 and also the flatness in Lemma 4.4 hold forû δ . Moreover, by Lemma 2.4, we haveû δ ∈ C 0,1 (U ) uniformly in δ > 0.
Recall that, as proven by [19] , Finally we make some convention. Denote by C an absolute constant (independent of main parameters) and by C(a, b, · · · ) a constant depending the parameters a, b, · · · . Write B(x, r) for a ball centered at x and with radius r > 0, B(x, r) as the closure of B(x, r), and CB(x, r) = B(x, Cr) for C > 0. The notation V ⋐ U means that V is compact and V ⊂ U . We write dist (x, F ) = inf y∈F |x − y| and dist (E, 
is the first order p-th Sobolev space, that is, the set of functions v on U whose distribbutional derivatives Dv ∈ L p (U ); similarly define W 1,p loc (U ). We also write W 1,∞ (U ) as C 0,1 (U ).
Some facts for inhomogeneous ∞-Laplace equations
We recall several facts about the inhomogeneous ∞-Laplace equation. Suppose that f ∈ C 0 (Ω), and let u be a viscosity solution to −∆ ∞ u = f in Ω. Up to considering −u and −f , we may assume that f > 0. Notice that u − a for arbitrary a ∈ R is also a viscosity solution. See [19] for the following maximum principle (Lemma 2.1), uniqueness (Lemma 2.2), and stability (Lemma 2.3).
, and letû δ ∈ C 0 (U ) be a viscosity solution to
Moreover, it is known that u ∈ C 0,1 (Ω), see [19, 16] . The following quantative estimates essentially follow from [16] .
Lemma 2.4. For any ball B ⊂ 2B ⋐ Ω with radius R, we have
Proof. Up to some translation and scaling, we may assume that B = B(0, 1/2), and it suffices to prove that
Consider the function
Note that for each x ∈ B = B((0, 0), 1/2) and each r < 1 − | x|, we have ±L ± r ( u, x) ≥ 5, where
As proved in [16, Corollary 1] , for x ∈ B the function r ∈ (0, 1/2) → ±L ± r ( u, x) + r is increasing. Thus for x ∈ B,
This yields
which further implies
as desired.
Uniform estimates for approximation equations when
where ϕ ∈ C ∞ c (B(0, 1)), 0 ≤ ϕ ≤ 1 and R 2 ϕ(z) dz = 1. The following simple facts are used quite often:
see for example [17] for the existence of such u ǫ . The following uniform estimates and boundary uniform estimates of u ǫ follows from [16, 17] .
and there exists γ ∈ (0, 1) such that
The following identity is crucial to establish uniform Sobolev estimates of u ǫ and |Du ǫ | α .
Proof. The equality (3.2) follows from −∆ ∞ u ǫ = ǫ∆u ǫ + f ǫ and the following equality
This equality was observed in [15] ; the details is given for reader's convenience as below:
This completes the proof of Lemma 3.2.
Associated to such u ǫ , we introduce a functional I ǫ on C c (U ) defined by
By Lemma 3.2 we write
In particular, we have
On the other hand, for any v ∈ C ∞ (U ) the determinant det D 2 v is actually of divergence form, that is,
We further write
we obtain the following estimates. The proof is postponed to Section 6.
From Lemma 3.3 and the Sobolev imbedding we conclude the following uniform local Sobolev estimates of u ǫ .
Proof. By the Hölder inequality, it suffices to consider all p sufficiently large such that 2p/(2p− 1) ≤ q. Up to considering u ǫ − a and u − a for a ∈ R, we may assume that 1
Therefore for any ball B ⋐ 2B ⋐ U , let ξ be a cut-off function supported in 2B such that ξ = 1 on B, |Dξ| ≤ C R and |D 2 ξ| ≤ C R 2 , where R is the Radius of B. We obtain
By Sobolev's imbedding, we obtain
, by 2p/(2p − 1) < q we arrive at
This finishes the proof of Lemma 3.4.
loc (Ω), it was proved by [16, 17] via the maximal principle that u ǫ ∈ W 1,∞ loc (U ) uniformly in ǫ > 0; see [11] for the case f ≡ 0. This implies Lemma 3.4. But when f / ∈ W 1,∞ loc (Ω), the approach in [11, 16, 17] (3.4) we have the following Sobolev estimates for |Du ǫ | α or (|Du ǫ | 2 + κ) α/2 when α > 3/2. The proof is postponed to Section 6.
As a consequence of Lemma 3.6, we have the following uniform Sobolev estimates of |Du ǫ | α or (|Du ǫ | 2 + κ) α/2 for all α > 0. 
By taking suitable cut-off functions ξ in Lemma 3.6 (i), we have
For α ≥ 3, by Lemma 3.6 (ii) with a suitable cut-off functions ξ we have
, which, by Lemma 3.4 and f ǫ C(2B) ≤ 2 f C 0 (U ) , is bounded uniformly in ǫ.
(ii) For α ∈ (0, 2) and κ > 0, note that
and hence
For α ∈ (2, 3) and κ > 0, note that
Hence,
loc (U ) uniformly in ǫ > 0, as desired. (iii) Let B ⋐ 4B ⊂ U . For 2 < α < 3 and κ ∈ (0, 1), by Lemma 3.6 (ii) with a suitable cut-off functions ξ, we have
For 3/2 < α < 2 and κ ∈ (0, 1), by Lemma 3.6 (iii) with a suitable cut-off functions ξ, we have
letting ǫ → 0 in (3.7) and (3.8), by α > 3/2 we have lim sup
(iv) For α ∈ (0, 3/2) and p ∈ (1, 3/(3 − α)), observing 3/2 < 3/p − 3/2 + α we let β ∈ (3/2, 3/p − 3/2 + α). For κ ∈ (0, 1), write
Noting β < 3/p−3/2+α, that is, β−α < 3/p−3/2 = 3(2−p)/2p implies that p(α−β)/(2−p) > −3/2. Write p(α − β)/(2 − p) = γ − 3, we know that γ > 3/2. If β = 2 sufficiently close to 3/p − 3/2 + α, we actually have γ < 2. Observe that
We have
Note that ǫ B (∆u ǫ ) 2 dx ≤ M 1 (B) as given in the proof of Lemma 3.7 (i), and that f ǫ is bounded away from 0 on B uniformly in ǫ ∈ (0, ǫ U ). We have lim inf
by Lemma 3.7 (iii) for β, γ ∈ (3/2, 2), which is uniform bounded in κ ∈ (0, 1) as desired. This completes the proof of Lemma 4.3.
Remark 3.8. Note that the proof of Lemma 3.7 (ii) uses κ > 0, and hence, for any α
loc uniformly in ǫ > 0 is unavailable as Remark 3.5 for details. (3.4) we obtain the following flatness. The details are postponed to Section 6.
Lemma 3.9. For any linear function P , we have
4. Proofs of Theorem 1.1 and a flatness when f ∈ (∪ q>1 W 1,q loc (Ω)) ∩ C 0 (Ω) Suppose Ω ⋐ R 2 , and f ∈ W 1,q loc (Ω) ∩ C 0 (Ω) for some q > 1 with f > 0 in Ω. Let u ∈ C 0 (Ω) be a viscosity solution to −∆ ∞ u = f in Ω. Given arbitrary domain U ⋐ R 2 , let ǫ U and {f ǫ } ǫ∈(0,ǫ U ] as in Section 3. For each ǫ ∈ (0, ǫ U ], let u ǫ ∈ C ∞ (U ) ∩ C(U ) be a solution to (3.1).
The following convergence follows from Lemma 3.4, Lemma 3.1 and Lemma 2.2.
Proof. By Lemma 3.4 we know that for any γ ∈ (0, 1), u ǫ ∈ C 0,γ (U ) uniformly in ǫ ∈ (0, ǫ U ]. Thus, there exists a functionû ∈ C 0,γ (U ) such that, up to a subsequence, u ǫ →û in C 0 (U ). as ǫ → 0. By Lemma 3.1, for sufficient small ǫ > 0 we have
Note that u ǫ (x) →û(x) for x ∈ U as ǫ → 0. Letting ǫ → 0 in (4.1), we obtain
Thusû ∈ C(U ) withû ≡ u on ∂U . By the compactness property of viscosity solutions of elliptic equations (see Crandall-Ishii-Lions [8] ), we know thatû ∈ C(U ) is a viscosity solution to the equation ∆ ∞ v = −f in U . Sinceû ≡ u on ∂U and f > 0 in U , it follows from Lemma 2.2 thatû = u in U . This also implies that u ǫ → u in C 0 (U ) as ǫ → 0.
, it is already proved in [16, 17] 
it is still unknown whether u ǫ → u in C 0 loc (U ) as ǫ → 0 or not. Note that by our above argument, the convergence u ǫ → u in C 0 loc (U ) as ǫ → 0 would follow from u ǫ ∈ W 1,p loc (U ) uniformly in ǫ > 0 for some p ∈ (2, ∞], but which, as indicated by Remark 3.5, is available only when 0 < f ∈ (∪ q>1 W 1,q loc (Ω)) ∩ C 0 (Ω). Lemma 3.7, Lemma 3.6 and Lemma 3.9 allow us to prove the following Sobolev convergence, which is crucial to prove Theorem 1. 
which implies that there exists rx < dist (x, ∂U )/8 such that for all r < rx, we have
as ǫ → 0, we know that for each r ∈ (0, rx), there exists ǫx ,r ∈ (0, r) ∩ (0, ǫ U ) such that for any ǫ ∈ (0, ǫ r ),
Moreover, for any λ ∈ (0, 1), thanks to the differentiability atx of u, there exists r λ,x ∈ (0, rx) such that for any r ∈ (0, r λ,x ), we have
By Lemma 3.4, for arbitrary r ∈ (0, r λ,x ), there exists ǫ λ,x,r ∈ (0, ǫx ,r ] such that for all ǫ ∈ (0, ǫ λ,x,r ), we have
For all balls B = B(x, r) with r ∈ (0, r λ,x ), choose a suitable cut-off function ξ associated to B. For ǫ ∈ (0, ǫ λ,x,r ), from |u ǫ − P | ≤ 2rλ on 2B and Lemma 3.9 it follows that
Note that by Lemma 3.6, we have
where we use
Moreover,
We therefore conclude that
and Du ǫ ⇀ Du weakly in L 2 loc (U ) as ǫ → 0, applying (4.2) with r ∈ (0, r λ,x ) we have
Sincex is a Lebesgue point of [h] 4 with p = 1, · · · , N and Du, via Hölder's inequality, we obtain
By h(x) > 0, letting λ → 0 we have h(x) = |Du(x)| 2 as desired. Proof of (ii) For α ∈ (0, 2) ∪ (2, 3) and κ ∈ (0, 1), by Lemma 3.7 (ii) we know that
almost everywhere. From this and the weak compactness of W 1,2 Proof of (iii) For α ∈ (3/2, 2) ∪ (2, 3), by (ii) and Lemma 3.7 (iii) we have (|Du| 2 + κ) α/2 in W 1,2 loc (U ) uniformly in κ ∈ (0, 1). Observing that (|Du| 2 + κ) α/2 → |Du| α almost everywhere as κ → 0, by Lemma 2.4 and Lebesgue's theorem, we have (
Proof of (iv) For α ∈ (0, 3/2] and p ∈ [1, 3/(3 − α)), by (ii) and Lemma 3.7 (iv) we have (|Du| 2 + κ) α/2 ∈ W 1,p loc (U ) uniformly in κ ∈ (0, 1). Similarly to (iii), observing that (|Du| 2 + κ) α/2 → |Du| α almost everywhere as κ → 0, by Lemma 2.4 and Lebesgue's theorem, we have (|Du| 2 
This completes the proof of Lemma 4.3.
Proofs of Theorem 1.1 when
loc (U ) when α > 3/2, and |Du| α ∈ W 1,p loc (U ) when α ∈ (0, 3/2] and p ∈ [1, 3/(3 − α)). This gives (ii), and also reduces (i) to verifying (1.4), where we note that (1.3) follows from (1.4) and Lemma 2.4. Moreover, note that (iii) follows from (i) and (iv) as indicated by Remark 1.4 (i). So below we only need to prove (1.4), and (iv), that is, (1.6) and (1.5).
Proof of (1.4). Let U ⋐ Ω such that V := supp ξ ⋐ U . For ǫ ∈ (0, 1), let u ǫ be a smooth solution to (3.1). Note that u ǫ to u in W 1,p loc (U ) for all p ≥ 1 as given in Lemma 4.3, and
For α ∈ (3/2, 2) ∪ (2, 3) and κ ∈ (0, 1), we have
Letting ǫ → 0 in Lemma 3.6 (i) we have
as desired. For α ≥ 3 letting ǫ → 0 in Lemma 3.6 (ii) we have
where by (4.3) and Lemma 3.4 we have lim inf
Similarly, for α ∈ (3/2, 2) ∪ (2, 3) and κ ∈ (0, 1), letting ǫ → 0 in Lemma 3.6 (iii) and (iv), we have
Sending κ → 0, by Lemma 3.4 we obtain
as desired. Proof of (1.6). We only consider the case α, τ ∈ (0, 2) ∪ (2, 3) ; the other cases are similar and easier. By Lemma 4.3 we have, for any Φ ∈ C ∞ c (U, R 2 ),
which implies (1.6) as desired. Proof of (1.5). By (1.6), to obtain (1.5) it suffices to prove (|Du| 2 ) i u i = 2f almost everywhere. Indeed, assume this holds for the moment. When α > 2, we have
almost everywhere. When α ∈ (0, 2), noting that f > 0 implies that Du and D|Du| 2 vanishes only on a set with measure 0; otherwise (|Du| 2 ) i u i = 0 = 2f on a set with positive measure. Therefore D(|Du| α ) = α 2 |Du| α−2 D|Du| 2 and hence, we obtain (|Du| α ) i u i = α|Du| α−2 f similarly.
Finally, we prove (|Du| 2 ) i u i = 2f almost everywhere. By Du ǫ → Du in W 
Finally, with the aid of Lemma 3.9, Lemma 4.3 and Lemma 3.6, we prove the following integral flatness for u, which we use to prove Theorem 1.1 when 0 < f ∈ BV loc (Ω) ∩ C 0 (Ω).
Lemma 4.4. For any linear function P , we have
Proof. Let ξ ∈ C 2 c (Ω), and U ⋐ Ω such that V := supp ξ ⋐ U . For ǫ ∈ (0, ǫ U ), let u ǫ ∈ C ∞ (U ) be a solution to (3.1) . By Lemma 4.3, we have
By Lemma 3.6(i), we have
Using these, Lemma 3.9 and Lemma 4.3, we obtain
Suppose Ω ⋐ R 2 , and f ∈ BV loc (Ω) ∩ C 0 (Ω) with f > 0 in Ω. Given any domain U ⋐ Ω, let ǫ U , U and f ǫ for ǫ ∈ (0, ǫ U ] be as in Section 3. For δ ∈ (0, ǫ U ), we have
For any ball B = B(x, R) ⊂ U with radius R, if δ ≤ min{R, ǫ U }, we have
For each δ ∈ (0, ǫ U ], letû δ ∈ C(U ) be a solution to
Since f δ ∈ C ∞ (U ) and f δ > 0 in U , as proved in Section 4, Theorem 1.1 and Lemma 4.4 hold forû δ in U . By Lemma 2.3, we know thatû δ → u in C 0 (U ). Below we obtain a Sobolev convergence, which is crucial to prove Theorem 1.1 when 0 < f ∈ BV loc (Ω) ∩ C 0 (Ω).
To prove this lemma, we need the following uniform Sobolev estimates.
Proof. Notice that by Remark 1.3 (ii) toû δ , we know that here (ii) follows from (i). Below, we prove (i). For α > 3/2, by Lemma 2.4 and Lemma 2.1, we know that for each ball B ⊂ 2B ⋐ U with radius R and δ < ǫ U ,
Therefore, for each ball B ⊂ 4B ⋐ U with radius R and δ < ǫ U , and for any ξ ∈ C 1 c (2B) with 0 ≤ ξ ≤ 1, we have
Applying to f δ ,û δ with ξ ∈ C 2 c (2B) satisfying ξ = 1 on B, 0 ≤ ξ ≤ 1 and
which is then bounded uniformly in δ ∈ (0, ǫ U ), that is, |Dû δ | α ∈ W Below we proveĥ(x) = |Du(x)| 2 for allx ∈ U satisfying that u is differentiable atx, and x is Lebesgue point of [h] 14 and Du. Note that the set of suchx has full measure in U .
If h(x) = 0, similarly to the proof of Lemma 4.3, we have |Du(x)| 2 = 0. Assume that h(x) > 0 below. For any λ ∈ (0, 1), thanks to the differentiability atx of u, there exists r λ,x ∈ (0, dist (x, ∂U )/8) such that for any r ∈ (0, r λ,x ), we have
By Lemma 2.3, for arbitrary r ∈ (0, r λ,x ), there exists δ λ,x,r ∈ (0, r] such that for all δ ∈ (0, δ λ,x,r ), we have
By the same argument as in the proof of Lemma 4.3, to obtain h(x) = |Du(x)| 2 , it suffices to prove that for all r ∈ (0, r λ,x ) and δ ∈ (0, δ λ,x,r ),
We omit the details here.
To prove (5.3), applying Lemma 4.4 toû δ and P (x) =û δ (x) − Du(x), (x −x) , we get
For any B = B(x, r) with r ∈ (0, r λ,x ) and δ ∈ (0, ǫ λ,x,r ) taking suitable cut-off function ξ ∈ C 2 c (2B) satisfying ξ = 1 on B, 0 ≤ ξ ≤ 1 and |Dξ|
Moreover, for the first term in the right hand side, by Lemma 2.4 we obtain
For the second and third terms in the right hide side, similarly we have
Combining all estimates together we have (5.3) as desired. This completes the proof of Lemma 5.1.
Finally, we prove Theorem 1.1 when 0 < f ∈ BV loc (Ω) ∩ C 0 (Ω) as below.
Proof of Theorem 1.1 when 0 < f ∈ BV loc (Ω) ∩ C 0 (Ω). By Lemma 5.1, we have |Du| α ∈ W By Lemma 5.1 again, we conclue
as desired. Proof of (1.6). By Lemma 5.1 and applying (1.6) toû δ we have, for any Φ ∈ C ∞ c (U, R 2 ),
which gives (1.6).
Proof of (1.5). Given any U ⋐ Ω, by Lemma 5.1 and applying (iv) toû δ , we have 6. Proofs of Lemma 3.6, Lemma 3.3 and Lemma 3.9
We first derive the following identity by taking φ = |Du ǫ | 2 (|Du ǫ | 2 + κ) α−2 ξ 2 in (3.4) and applying Lemma 3.2.
Lemma 6.1. Let ξ ∈ C 2 c (U ). If α ≥ 2 and κ ≥ 0 or α > 0 and κ > 0, we have
Proof. Let ψ = (|Du ǫ | 2 + κ) α−2 ξ 2 for ξ ∈ C ∞ c (U ). Then φ = ψ|Du ǫ | 2 , ψ ∈ W 1, 2 c (U ). By (3.3), we write
On the other hand, note that
Applying ∆ ∞ u ǫ = −ǫ∆u ǫ − f ǫ , by 2 < α < 3 we further obtain
Combining all estimates together we arrive at the desired result.
Proof of (iv): Case 3/2 < α < 2. By Lemma 6.2 with κ > 0 and 3/2 < α < 2, it suffices to estimate the term K as in the (iii). Write K = K 1 + · · · + K 6 as in (iii). The estimates for K 2 , · · · , K 4 are the same as there. For K 5 and K 6 , applying f ǫ = −∆ ∞ u ǫ − ǫ∆u ǫ we have
Note that
Moreover by
