THE image formation process is commonly formulated by the following linear model [1], [2]:
where h ( . ) is a function of four variables, describing positions in both object and image spaces, also known as point spread function (PSF) in the literature [1] . In the case of a space-invariant continuous formulation, (1.2) corresponds to 2-D convolution.
When the image formation is described by a discrete model, (1.1) corresponds to the following matrix-vector equation [ 
where f is the original object, g is the observed image, and n is the additive noise due to the image recording system. A is a linear operator describing the degradation associated with the image formation. Image restoration is the process of inferring the best possible estimate for the original object f, given the observed image g. When the image formation is described by a continuous spaceiant linear model, (1.1) corresponds to the following integral equation [ An inverse problem is characterized as ill-posed when there is no guarantee for the existence, uniqueness, and stability of the solution based on direct inversion. The solution of an inverse problem is not guaranteed to be stable if a small perturbation of the data can produce a large effect in the solution. Image restoration belongs to a general class of problems that were rigorously classified as ill-posed problems in [3] . An even more intuitive reasoning about the ill-posed nature of the problem can be found in [4] . Regularization theory (RT) provides a formal basis for the development of regularized solutions of ill-posed problems. The basic elements of RT were presented by Tikhonov et al. in [3] . In [5] , Nashed emphasized the relationship between regularization and generalized inverses. The stabilizing functional approach is one of the basic methodologies for the development of regularized solutions [3] . According to this approach, an ill-posed problem can be formulated as the constrained minimization of a certain functional, called stabilizing functional. The specific constraints imposed by the stabilizing functional approach on the solution depend on the form and the properties of the stabilizing functional used. From the nature of the problem, these constraints are necessarily related to the a priori information regarding the expected regularized solution.
Although the basic concepts within RT are well defined, there exists some confusion in the literature regarding RT. The use of the word "regularization" by some authors generates often the false impression that RT is restricted to the minimum norm solution of ill-posed inverse problems only. On the other hand, it seems to be commonly believed that RT is restricted to the stabilizing functional approach only. However, a variety of alternative regularized solutions can be determined on the basis of the general and even more abstract concept of the regularizing operator (RO) [3] . In fact, the stabilizing functional approach is a particular methodology in constructing RO's. An extensive study of the application of the RO approach in image restoration was presented by the authors in [6].
(1.1) :5 E is a compact subset in F.
defined on F and satisfying the above two properties is called stabilizing functional. According to the stabilizing functional approach, the problem of determining regularized solutions of (1.1) can be formulated as follows. Determine the f = f* in F, which minimizes the functional 0. [ f) , under the condition that the element! = f* satisfies the equation
The space C&K.L) [R] consists of continuous smooth func- The definition of the stabilizing functional given above is very general. However, an open question remains unanswered concerning the choice of stabilizing functionals for 2-D ill-posed problems. Since the choice of the stabilizing functional or the class of stabilizing functionals is the key issue in this approach, the problem is further investigated. In the analysis which follows, a general and very broad class of functionals is considered as the source of possible stabilizing functionals.
Let C(K.L) [R] be the space of all continuous smooth functions (i.e., continuous functions with continuous partial derivatives up to order (K, L)) in the region of interest R. Throughout the paper, the partial derivatives will be denoted as follows:
II. THE STABILIZING FUNCTIONAL ApPROACH
A. Stabilizing Functionals based on local processing by employing certain nonlinear operators that can effectively reduce the noise. while simultaneously preserve local discontinuities [26] . Such nonlinear techniques provided remarkable results. at least for some kinds of non-Gaussian noise. However, the application of local nonlinear processing in image restoration is restricted by the requirement that the resulting restoration technique should also efficiently deal with the global nature of the inversion problem. Not surprisingly, it is particularly difficult to identify in the literature any particular nonlinear image restoration technique that is widely accepted, or used as a reference by the researchers in the area.
This paper is organized as follows: In Section II, image restoration is formulated on the basis of the stabilizing functional approach as the constrained minimization of a certain stabilizing functional. The remainder of this section presents a systematic search for stabilizing functionals among the elements of a general class of functionals.
"e study of a certain class of quadratic functionals is t",rticularly emphasized. Section III presents an extensive study of the unconstrained minimization problem, obtained from the original constrained one using the method of Lagrange multipliers.
The minimization problem resulting from the continuous formulation of the image restoration problem is ini tially studied. The remainder of this section is devoted to the discrete formulation of the problem. The discrete approximation of a certain class of quadratic functionals is obtained by using the finite element method. In Section IV, the selection of specific stabilizing functionals is based on a particular formulation of image restoration as a maximum a posteriori (MAP) estimation problem. This formulation allows a stochastic interpretation of the strictly deterministic stabilizing functional approach. As a result, the choice of stabilizing functionals is related to the image representation by stochastic partial differential equation (SPDE) image models. Section V presents the derivation of a class of Regularing Filters (RF's) based on the stabilizing functional apyroach. A generalization of this class of filters is subsequently proposed, resulting in a class of generalized regularizing filters (GRF's). Section VI presents the derivation of several well-determined and easily reproducible algorithms for discrete image restoration. Section VII investigates the relationship between the class of regularized solutions proposed in this paper and optimal Wiener estimation. In Section VIII, several experimental results are presented, compared. and discussed. Section IX contains concluding remarks.
A continuous functional is a mapping from a space of functions to the real numbers. In particular, a nonnegative functional is a mapping to the nonnegative real numbers. 
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The matrix As, defined in Proposition 2 by (6.21), is given by Since, from Proposition 2, a,~u 
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Since g' can also be obtained by lexicographically ordering the elements of G T, (E 19) can be written in a matrix form as follows: 
