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Zusammenfassung
Seit einigen Jahren gibt es großes Interesse an dilute nitride alloys - Gruppe III-V Halbleitern
mit geringer Beimischung an Stickstoﬀ. Die Mischung von konventionellen III-V Halbleitern mit
N führt zu einer starken Verbiegung der Bandlücke und eröﬀnet damit einen viel versprechenden
Ansatz, die optischen Eigenschaften zu kontrollieren. Diese einzigartige Eigenschaft macht solche
Legierungen interessant für verschiedenste Anwendungen von Infrarot-Lasern bis hin zu Tandem-
Photovoltaik-Solarzellen. Während ursprünglich die Realisierung solcher Legierungen als einfach
angenommen wurde, stellte sich die praktische Realisierung mit Hilfe von Kristallwachstums-
Techniken als überaus schwierig heraus. Ein großes Problem stellt die extrem geringe Löslichkeit
von N in III-V Halbleitern im thermodynamischen Gleichgewicht dar. Weitere Probleme entste-
hen durch die starke räumliche Verteilung sowie der Tendenz zur Phasenseparation und 3D
Inselwachstum. Während eine Vielzahl experimenteller Anstrengungen entsprechenden Prob-
lemlösungen gewidmet ist, blieb ein Verständnis der grundlegenden Mechanismen dieser Wachs-
tumsschwierigkeiten bisher aus.
Um die N-Konzentration zu erhöhen, die Qualität zu verbessern sowie die lokale Anord-
nung der Atome zu kontrollieren, ist ein theoretisches Verständnis der grundlegenden physikalis-
chen Mechanismen, die das Wachstum der III-V verdünnten Stickstoﬀ Legierungen auf atom-
arer Ebene beeinﬂussen, erforderlich. Hochmoderne ab-initio Simulationen bieten einen leis-
tungsfähigen und viel versprechenden Zugang um dieses Ziel zu erreichen. Zu diesem Zwecke
sind großskalige Simulationen solcher Mehr-Komponenten-Legierungen wichtig. Jedoch sind für
Wachstumssimulationen unter realistischen Systemsgrößen die ausschließlich ab-initio basierten
Methoden zu rechenintensiv. Das Hauptziel dieser Arbeit ist daher die Entwicklung der notwendi-
gen Methoden und Konzepte um eine realistische Beschreibung durch Simulationen von kleineren
Teilsystemen zu garantieren und mit diesen ein genaues Verständnis und Vorhersagen zu erzielen.
Im ersten Teil behandeln wir das Problem der beschränkten Löslichkeit von Stickstoﬀ und
diskutieren Ansätze um diese zu erhöhen. Insbesondere konzentrieren wir uns auf die
Möglichkeiten, die durch die erhöhte Löslichkeit an der Oberﬂäche gegeben sind und wie diese
in der Praxis umgesetzt werden können. Eine genaue Beschreibung der N-Konzentration als
Funktion der Wachstumsbedingungen sowie der Löslichkeitsgrenzen wird durch die Berechnung
detaillierter Phasen-Stabilitäts-Diagramme basierend auf der ab-initio Thermodynamik und in
Kombination mit Monte-Carlo-Simulationen für die N-Substitutionsmöglichkeiten in GaAs und
InAs Kristallen sowie den Ober-/Suboberﬂächen erzielt. Im Gegensatz zum Kristall ﬁnden wir,
dass die Löslichkeit von N an den Oberﬂächen wesentlich größer ist sowie ein komplexeres Ver-
halten als Funktion der Wachstumsbedingungen aufweist. Ausgehend von diesen Resultaten
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werden optimale Wachstumsbedingungen für die Stickstoﬀ-Beimischung und kinetische Pfade
der Adatomdiﬀusion vorhergesagt, um eine maximale Stickstoﬀ-Konzentration zu erzielen.
Anschließend wird die Oberﬂächen-Kinetik analysiert. In einem ersten Schritt konzentrieren
wir uns darauf, ein komplettes Verständnis der N-Adatom-Diﬀusion auf der GaAs Oberﬂäche
zu erhalten, was sich als besonders herausforderndes Problem darstellt. Das komplizierte Diﬀu-
sionsverhalten führt zunächst zu einem Zusammenbruch der konventionellen Herangehensweisen
und üblichen Methoden zur Diﬀusions-Analyse. Ausgehend von einer gründlichen Analyse iden-
tiﬁzieren wir die zugrunde liegenden Probleme und entwickeln entsprechende Lösungen. Im
zweiten Schritt betrachten wir mögliche kinetische Pfade für die Inkorporation von Stickstoﬀ auf
und unterhalb der Oberﬂäche. Für diese Oberﬂächen werden die relevanten Diﬀusionspfade im
Detail studiert sowie die damit verbundenen Barrieren und die korrespondierenden Reaktion-
sraten unter typischen Wachstumstemperaturen bestimmt. Basierend auf diesen Resultaten und
mit Hilfe von kinetischen Monte-Carlo-Simulationen konnte die Diﬀusion sowie der Einbau von
Stickstoﬀatomen vollständig analysiert und verstanden werden. Eine wichtige Schlussfolgerung
dieser Ergebnisse ist, dass im Gegensatz zum bisherigen Verständnis, der Einbau von Stickstoﬀ
in der Suboberﬂäche nicht unter typischen MBE Wachstumsbedingungen realisierbar ist, da der
Einbau auf der Oberﬂäche kinetisch deutlich bevorzugt ist.
Die in dieser Arbeit erzielten Ergebnisse ermöglichen die Ableitung wichtiger Schlussfolgerun-
gen: Durch das Aufzeigen der aktiven Einbaumechanismen und basierend auf den Löslichkeits-
Phasen-Diagrammen lassen sich die Wachstumsbedingungen identiﬁzieren, die im Experiment re-
alisiert werden sollten um den Stickstoﬀ-Einbau zu maximieren. Eine zweite wichtige Schlussfol-
gerung, die sich aus dem hier gewonnenen Verständnis der Wechselwirkung zwischen In- und den
N-Atomen in quarternären Stickstoﬀ-Legierungen ergibt, ist die Identiﬁzierung der Triebkräfte
für die bisher unverstandene Korrelationen und Antikorrelationen der chemischen Zusammenset-
zung zu identiﬁzieren. Auf Grund der in dieser Arbeit durchgeführten Simulationen gelang
es damit erstmals einen detaillierten Einblick in die Wachstumsprozesse von dilute nitrides zu
erhalten. Abschließend sei angemerkt, dass die hier entwickelten und verwendeten Methoden
allgemein anwendbar sind  das hier studierte Legierungssystem stellt einen Prototyp für stark
gitterfehlangepasste Mehr-Komponenten-Systeme dar, die mit konventionellen theoretischen An-
sätzen nicht bzw. nur sehr approximativ beschreibbar sind.
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Summary
Dilute nitride alloys, obtained by incorporating a small amount of nitrogen in III-V semicon-
ductors, have attracted a considerable interest in the past few years. Alloying of conventional
III-V semiconductors with N results in a large band-gap bowing and thus oﬀers an interesting
route to control optical properties. This unique property made this alloy a promising material
for several applications ranging from infrared and mid-infrared laser diodes to multi-junction
photovoltaic solar cells. While originally expected to be easy to realize, the actual fabrication
of such alloys by employing crystal growth techniques has been challenging in practice. A ma-
jor challenge for the realization of these alloys is the extremely low equilibrium N solubility in
III-V semiconductors. Other challenges include large spatial composition ﬂuctuations and the
tendency for phase separation and 3D island growth. While numerous experimental eﬀorts have
been devoted to overcome these challenges, an understanding of the basic reasons leading to
these growth diﬃculties is so far lacking.
In order to enhance N incorporation, improve quality, and control the local order of atoms, a
theoretical understanding of the basic physical mechanisms that control the growth of III-V dilute
nitride alloys at the atomic level is therefore crucial. State-of-the-art ﬁrst-principles (ab-initio)
simulations provide a powerful and a promising approach to achieve this goal. To accurately
describe these multi-component alloys, large-scale simulations are highly desirable. However,
performing growth simulations for a realistic system size fully based on ab-initio methods is
computationally prohibitive. The main objective in this thesis is therefore the development of
the necessary methodologies and concepts that allow us to overcome this challenge and obtain
an accurate understanding and predictions based on small-scale atomistic simulations.
In the ﬁrst part we address the issue of limited N solubility and discuss approaches to increase
it. Particularly, we focus on the possibilities oﬀered by enhanced surface solubility and how it can
be employed in practice. By calculating the detailed stability phase diagrams for N substitutions
in bulk GaAs and InAs and at surfaces and subsurfaces using ab-initio thermodynamics combined
with Monte-Carlo simulations we provide an accurate measure of N concentration as a function
of growth conditions and determine the solubility limits. Contrary to bulk, we ﬁnd that the
solubility of N at surfaces is signiﬁcantly larger and shows a complex behavior as a function of
growth conditions. Based on these results, optimal growth conditions for N incorporation and
the kinetic pathway that should be employed to achieve maximum N concentration are predicted.
After that we focus on surface kinetics. Speciﬁcally, in a ﬁrst step we concentrate on achieving
a complete understanding of the diﬀusion of the N adatoms at the GaAs surface, which turns
out to be a particularly challenging problem. The complex diﬀusion behavior leads for the ﬁrst
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time to the breakdown of the conventional approaches and methods usually employed to analyze
diﬀusion. Based on a careful analysis we identify the underlying reasons and develop appropriate
techniques to overcome this problem. In a second step we consider the possible kinetic pathways
for surface/subsurface incorporation of N. We examine these pathways in detail and determine
the associated barriers and the corresponding reaction rates under typical growth temperatures.
Based on these results and with the help of kinetic Monte Carlo simulations we are able to fully
analyze and understand N diﬀusion and their incorporation mechanisms. In contrast to what
was previously believed, we ﬁnd that the subsurface incorporation of N cannot be realized under
typical MBE growth conditions, while their incorporation at the topmost surface layer is easily
achievable.
Important consequences are realized based on these results. First, by revealing the functional
N incorporation mechanism and based on the solubility phase diagrams, the growth conditions
that should be employed in practice to achieve the highest N concentration are identiﬁed. A
second consequence is that by additionally understanding the interaction behavior between In
and N atoms in the quaternary dilute nitride alloys we are able to identify the driving mechanisms
for the puzzling compositional correlations and anitcorrelations. This work allows to achieve a
full understanding of the growth of dilute nitride alloys for the ﬁrst time. We note that the
methods derived and employed here are general  the alloy system studied here thus provides a
prototype for understanding other highly-mismatched multi-component systems that are diﬃcult
to describe by conventional theoretical approaches.
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Chapter 1
Introduction
Over the last decades, a tremendous growth of internet and telecommunications has taken
place. For instance, the worldwide growth of internet usage in a 9-years period (2000-2009)
is ∼ 400 % [1]. This huge growth drives an increasing demand for highly eﬃcient technologies
for data transmission. Since their development, ﬁber-optics have revolutionized telecommunica-
tions industry. Light waves have an enormous potential for data transmission due to their high
frequency, leading to orders of magnitude higher data transfer rates than that of any electrical
cable. For the last-mile connections to homes and oﬃces (local-area networks (LAN)) and
metropolian-areas network connections (MAN) the 1.3− 1.55µm wavelength range is appealing
to minimize attenuation (i.e. intensity loss) and/or chromatic dispersion in the used silica opti-
cal ﬁbers [2], which has triggered the research and development of laser diodes operating in this
infrared wavelength range.
While InP-based infrared lasers have been used for these applications, the fabrication of GaAs-
based lasers has been particularly promising to achieve a lower cost and a superior performance.
Although the emission of GaAs lies outside the interesting range of wavelengths for these lasers, it
can be tuned by employing band gap engineering using modern growth techniques. In particular,
it has been found that substituting a low fraction (x < 5%) of arsenic atoms by nitrogen atoms in
GaAs results in a large band gap bowing, i.e., a rapid decrease of the band gap with increasing N
concentration [3, 4, 5]. The powerful handle over the optical properties of GaAs alloys with dilute
N concentrations (GaAs1−xNx) has made them appealing also for other applications such as using
them in high eﬃciency multi-junction photovoltaic solar cells for space satellites [3, 6, 7, 8].
Apart from GaAs1−xNx, other highly mismatched alloys have also prompted a great deal
of interest. The common characteristic of this new class of alloys is that the incorporation of
low fractions of atoms with large size or electronegativity mismatch to the host atoms results in
dramatic changes in their physical properties. Examples include II-VI1−x-Ox [9, 10] and other
III-V dilute nitride alloys (III-V1−x-Nx) [11, 12, 3, 13, 6] such as InAs1−xNx alloys. InAs1−xNx
alloys are relevant for mid-infrared laser diodes operating in the 2 − 5µm range [14, 12, 11],
which have several applications in medicine and in highly sensitive trace gas spectroscopy e.g.
for monitoring atmospheric pollution [15].
The band gap bowing in dilute nitrides is illustrated in Fig. 1.1, which shows the band gap
versus the lattice constant of a few selected semiconductor alloys. The solid lines indicate the
1
2 1.1. Progress and challenges in dilute nitride alloys
5.4 5.5 5.6 5.7 5.8 5.9 6.0 6.1 6.2
0.0
0.5
1.0
1.5
2.0
2.5
Lattice constant (Å)
B
a
n
d
 g
a
p
 (
e
V
)
AlAs
GaAs InP
InAs
GaAs N1-y y
Ga In As1-x x
1.30 mm
1.55 mm
In Ga As N1-y yx 1-x
InAs N1-y y
Al Ga Asx 1-x
In Ga As Py 1-yx 1-x
Figure 1.1: Illustration of the band gap bowing in dilute nitride alloys. The plot shows the band
gap versus the lattice constant of selected semiconductors. The solid lines indicate the change
with impurity concentration. The horizontal dotted lines show the band gap region relevant for
infrared laser diodes (1.3 − 1.55µm) for ﬁber optics-based data transmission. The pictures on
the right hand side illustrate some applications of dilute nitrides; upper: photovoltaic solar cells
for space satellites, lower: ﬁber optics data transmission, with a laser diode shown.
eﬀect of the incorporation of impurities as indicated. For the GaAs1−xNx material system, the
incorporation of N in GaAs results in a strong reduction of the band gap, as shown. For example,
only 1% of N in GaAs results in a strikingly large reduction of 180meV in the fundamental band
gap energy [16, 17]. We note that the phenomena of the large band gap bowing has been
explained in terms of the band anti-crossing model [18, 19], which has also succeeded to explain
the electronic structure in many highly mismatched systems [9, 20].
Since matching the lattice constant between the grown material and the substrate is impor-
tant in the epitaxial growth e.g. to prevent strain in the grown ﬁlms, it is more beneﬁcial to grow
GaAs1−xNx lattice matched to GaAs. The incorporation of N atoms, which are smaller than As
atoms, causes a tensile strain in the neighboring GaAs bonds, driving for a smaller lattice con-
stant. As can be seen from Fig. 1.1, a compensation/cancellation of the strain can be realized by
substituting a fraction of gallium atoms in GaAs1−xNx alloys by indium atoms, having a larger
atomic radius. This makes it possible to tune the lattice constant and the band gap indepen-
dently. Therefore, InyGa1−yAs1−xNx alloys that are lattice matched to GaAs with the band gap
in the infrared region can be realized. The growth of these quaternary InyGa1−yAs1−xNx alloys
was ﬁrst proposed by Kondow et al. [21, 22], which has generated an enormous interest since
then.
1.1 Progress and challenges in dilute nitride alloys
The growth of high quality dilute nitride alloys has been hampered by several challenges. A
major challenge is the extremely low N solubility in GaAs, which was ﬁrst estimated to be
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∼ 10−7 % at 1000K [23, 24]. The low equilibrium N solubility is attributed to the large lattice
mismatch between GaAs and GaN of about 20% [4]. Substituting an As atom by a N causes
a large tensile strain in the alloy around the N atom, which makes it an energetically highly
unfavorable process.
Other challenges include compositional ﬂuctuations and inhomogeneities, interface undula-
tions, a tendency for 3D island growth, and phase separation [25, 26, 27]. All of these mechanisms
may cause a degradation of material quality. A speciﬁc example of these problems is seen in
the compositional anticorrelation between In and N in the quaternary InyGa1−yAs1−xNx alloys:
While bulk thermodynamic considerations predict that forming In-N bonds is energetically more
favorable due to strain compensation, experimental results show that the as-grown alloys contain
more Ga-N bonds than In-N bonds [28, 29, 30]. A major diﬀerence of these quaternary alloys to
the commonly employed ternary alloys is that four types of bonds between cations and anions are
possible: Ga-As, Ga-N, In-As, and In-N. Thus, the macroscopic compositions (x and y) do not
solely determine the types of bonds. The existence of this short range ordering is undesired as
it strongly and uncontrollably aﬀects the physical properties of these quaternary alloys [31, 32].
Experimentally, tremendous eﬀorts have been made so far in order to overcome these chal-
lenges. The growth temperature has been found to be the most critical parameter: Lowering
the temperature (420◦C < T < 450◦C) is essential to increase N solubility and to prevent other
challenges [33]. Low growth temperatures can be realized by employing molecular-beam epitaxy
(MBE) as a powerful growth technique that also allows to carefully control the composition and
the growth rate of heterostructures. Furthermore, it has been found that the solubility of N can
be increased by using a plasma N source, which supplies high energy N molecules/ions/atoms.
Combining these approaches, N concentrations up to a few percent have been realized [34, 35, 36].
On the other hand, the use of these growth procedures has been found to lead to the introduction
of defects. In order to improve material quality, thermal annealing after growth (post-growth
annealing) at high temperatures is commonly employed. It has been found that the post-growth
annealing causes a reorganization of atoms, leading to the preferred formation of In-N pairs
[37, 29, 38, 39, 40]. While the thermal annealing improves the optical properties, e.g. by improv-
ing the photoluminescence eﬃciency by a factor of up to 20 and reducing the spectral linewidth, it
has been found to cause an undesired blueshift of the photoluminescence [41, 40]. Further exper-
iments revealed that the blueshift increases with lowering the growth temperature [40, 42]. The
blueshift in the photoluminescence spectra has been also extensively studied and it is attributed
mainly to the atomic rearrangements and redistribution [43, 27, 39].
Finally, we note that the 1.3µm range InGaAsN edge-emitting lasers [44, 45] and vertical-
cavity surface-emitting lasers (VCSELs) [46, 47, 48] have been successfully demonstrated. How-
ever, when attempting to increase the emission wavelength a degradation of the optical eﬃciency
and laser performance has been observed. The loss in optical activity has been related to the
higher required indium and nitrogen contents, of 40% and 4%, respectively. Hence, the progress
for extending the emission wavelength towards the 1.55µm range has been slow.
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1.2 Surface kinetics and thermodynamics: Enhancing N solubil-
ity
The experimental ﬁndings discussed above indicate that the solubility of and the structural
properties of dilute nitrides are determined via a delicate interplay between thermodynamics
and surface kinetics. It is therefore essential to understand this interplay in order to optimize
and control the growth of these alloys and to improve their properties. In order to explain this,
a detailed understanding of the kinetic mechanisms for incorporating N in GaAs is crucial.
Early theoretical considerations pointed out that the solubility of impurities can be enhanced
near surfaces [49]. One reason for this is the better atomic relaxations and hence better strain
relief around the impurities at a surface compared to bulk. A second and more important reason
is the tendency of semiconductor surfaces to reconstruct, i.e, atoms and bonds at the surface
rearrange to reduce the surface energy. The resulting surface reconstruction leads to an intrinsic
compressive/tensile strain in the surface and in the subsurface layers. Therefore, an eﬀective
strain cancellation can be realized, lowering the energy of the impurity and hence increasing
its solubility. For incorporating N atoms in GaAs the eﬀect of the surface on the solubility is
expected to be substantial due to the large size-mismatch. Consequently, by employing diﬀerent
kinetic regimes for N incorporation diﬀerent solubility limits are realized.
In order to explain this, a basic qualitative description is provided in the schematic picture in
Fig. 1.2. It shows the energy of a N atom as a function of the incorporation layer (vertical depth),
in a typical reconstructed GaAs(001) surface. As can be derived from Fig. 1.2, (i) the energy
of the N atom when incorporated at the surface layers (E1, E2) is lower (i.e. more favorable)
than that when incorporated in the bulk (E3), and moreover, (ii) the lowest energy for the N
atom (i.e. most favorable) is in the subsurface layer (here in the second anion layer, E2), that is,
the solubility of N is highest in the subsurface layer. In order to discuss the role of kinetics we
refer to the mobility of the atoms. The mobility of an atom in a certain potential energy surface
can be determined through its thermal energy. Let us deﬁne the threshold thermal energy as
the maximum energy barrier that the N atom can overcome in an average rate that is higher
than the growth rate of a monolayer. We show in Fig. 1.2, for the three energy minima points
(E1, E2, and E3), three threshold energies Eth1, . . . , Eth3 of the N atom represented by three
horizontal lines. These threshold energies correspond to three growth temperatures T1, . . . , T3,
with T1 > T2 > T3. Based on this, if the threshold energy is above the left or right energy barrier
the atom is considered to be mobile in the corresponding direction, and vice versa. If such a
vertical transport is enabled the corresponding surface layer can equilibrate.
Based on this, three possible incorporation scenarios can be identiﬁed from Fig. 1.2. The
ﬁrst one is when the growth takes place at the temperature T1 corresponding to Eth1. In this
case, all surface and bulk layers are accessible by the N atom, and hence a full thermodynamic
equilibrium is realized. The resulting N concentration is therefore determined by its energy in the
bulk, i.e., it will be very low. The second case is when the growth takes place at the intermediate
temperature T2 corresponding to Eth2. Here only the topmost surface and the subsurface layers
(ﬁrst and second anion layers) are accessible by the N atom, while an equilibration with the bulk
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Figure 1.2: Qualitative description of how
the enhanced solubility at semiconductor
surfaces can be utilized to overcome the lim-
ited thermodynamic equilibrium bulk solu-
bility. The ﬁgure schematically shows the
energy of substitutional incorporation of a
N atom as a function of the incorporation
layer, in a typical (001) reconstructed sur-
face. The horizontal lines are three selected
thermal energies of the N atoms, which in
turn determine their mobility. The maxi-
mal concentration of N can be achieved if
the incorporation of N in the second an-
ion layer is operational and can be frozen-in
during growth (see text).
layers is prevented by the high energy barriers. More speciﬁcally, the N atoms preferentially get
incorporated at the subsurface layer (E2). During growth, an additional layer will be added to
the surface, the subsurface layer becomes a bulk-like layer and the energy of the N atoms changes
from E2 to E3. Since for this site the barrier from E3 to E2 is higher than the threshold energy
Eth2, the N atoms will be prevented from going back to their ground state in E2. The resulting
N concentration is thus determined through the subsurface energy E2 rather than by the bulk
energy E3, and will be frozen-in during growth, leading to an increased solubility compared to the
equilibrium bulk solubility. The last case is realized at temperatures below T3 corresponding to
Eth3. Here only the topmost surface layer is accessible to the N atoms, and thus the equilibration
is limited to it, therefore determining its solubility. The solubility in this case is lower than that
in the second case. Therefore, the highest solubility is realized when the growth takes place at
a thermal energy suﬃcient to overcome the barrier from E1 to E2 but too low to overcome the
barrier from E3 to E2.
Based on this discussion, the concept of enhanced solubility at surfaces can be used in order
to overcome the limited solubility of N in bulk GaAs. More speciﬁcally, the highest N solubility
can be achieved if their incorporation in the subsurface region is operational and can be frozen-in
during growth. Therefore, in order to employ this for the system it is required to: (i) identify the
solubility limits in the bulk, surface, and subsurface layers, and (ii) identify the kinetic barriers
that allow/limit the diﬀerent mechanisms.
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1.3 Objectives and the structure of this work
In order to overcome the growth challenges of dilute nitrides in achieving high N concentrations
and high quality heterostructures for device applications an understanding of the mechanisms
that control their growth and the interplay between them is required. Previously, only few theo-
retical studies were dedicated to calculate the solubility of N in GaAs bulk and at surfaces with
the aim to understand the role of surface enhanced solubility in the experimentally achieved con-
centrations [50, 51]. However, these studies were rather simpliﬁed and approximate and failed
to explain the experimental N concentrations in dilute nitrides under realistic conditions. Fur-
thermore, surface and adatom kinetics, which have a very important role in the growth of these
alloys, have not been studied or understood. As a result, the operational incorporation mech-
anism (surface, subsurface, or bulk) has been a controversial issue in determining N solubility.
For instance, the solubility of N was ﬁrst calculated assuming subsurface incorporation [50], and
later it was calculated assuming bulk incorporation [51].
A promising approach to achieve a detailed understanding of the growth of dilute nitrides is
to perform theoretical simulations based on ﬁrst-principles (ab-initio) calculations. However, for
these complex multi-component systems, large-scale ab-initio simulations for a realistic system
size are currently out of reach. Nevertheless, in order to address this challenging problem, we
develop in this work an approach that allows to understand the basic mechanisms controlling
N solubility and the growth of these alloys on the atomic scale by combining surface and bulk
thermodynamics with growth kinetics. The main aims for this work can be summarized as:
• First, to calculate the thermodynamic solubility of N in the bulk, surface, and subsurface
of GaAs and InAs as a function of growth conditions, and taking into account the various
surface reconstructions. This allows to identify the optimal growth conditions under which
the highest N concentrations in the surface and subsurface layers can be achieved.
• Second, to identify N adatom kinetics at surfaces by determining the energy barriers for
adatom diﬀusion and for the surface and subsurface incorporation, and the kinetic barriers
that prevent the equilibration with the bulk during growth. This allows to determine
the functional incorporation mechanisms of N in practice and under typical MBE growth
conditions, and to understand other growth related challenges of the ternary and quaternary
systems.
• Finally, to identify the driving mechanisms for the puzzling compositional properties of qua-
ternary dilute nitride alloys during and after annealing, specially the In-N anti-correlation,
which allows to control them.
The thesis is organized as follows. In the second chapter we introduce key ideas and concepts
of the ab-initio approach in material science based on the density functional theory (DFT).
After that, in our search for a computationally less-expensive approach that can be applied for
large-scale simulations, in Chapter 3 we introduce the density functional-based tight-binding
(DFTB) approach and its implementation. Based on test calculations for the systems of interest
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this method was not found to provide suﬃcient accuracy. Hence, the DFTB approach was not
utilized further in this work, and a full DFT approach was employed to guarantee the required
accuracy. In Chapter 4, we brieﬂy discuss the employed computational details and provide the
calculated bulk and cohesive properties for the material systems of interest.
In Chapter 5 we focus on the thermodynamics and solubility of N at surfaces. Being the
initial step in the epitaxial growth of dilute nitrides, we ﬁrst provide an overview of the surface
reconstructions of the clean GaAs and InAs (001) surfaces, and calculate the surface phase
diagrams. Next, based on extensive calculations for N substitutions, we analyze the eﬀect of
surface reconstruction on N solubility. Based on these results, we calculate the stability phase
diagrams of N substitutions at GaAs and InAs (001) surface and subsurface layers and in the
bulks, taking into account all relevant surface reconstructions. The results predict a signiﬁcant
enhancement of solubility at surface layers. By analyzing the phase diagrams and employing
Monte Carlo simulations we develop a scheme that allows to calculate N concentration resulting
from each of the incorporation mechanisms at typical growth temperatures as a function of
the growth conditions. The solubility of N at surfaces turns out to be a complex function of
growth conditions, in contrast to that in bulk. From these results we identify the optimal growth
conditions that allow for maximal incorporation for the all considered mechanisms.
In Chapter 6 we focus on surface kinetics. First, we study the diﬀusion of N adatoms on the
β2(2×4) reconstructed (001) surface. The results show that the diﬀusion behavior is challenging
and leads to the failure of the conventional approach usually employed. A detailed analysis of
this exceptionally complex diﬀusion behavior is provided. Based on this analysis we develop an
approach that allows us to reveal the adatom diﬀusion energy landscape. After that and with the
help of kinetic Monte Carlo simulations we develop a simpliﬁed and eﬃcient approach that allows
to determine the activation barriers for diﬀusion. In a next step we address the energy barriers for
surface and subsurface substitutional incorporation of N. We propose possible reaction pathways
for possible incorporation mechanisms and identify the associated energy barriers. According to
these results we are able to identify the functional incorporation mechanism at relevant growth
temperatures, and to calculate the incorporation time. We ﬁnd that the subsurface incorporation
of N cannot be realized under typical growth conditions, contrary to their incorporation at the
topmost surface layer which is easily achievable.
In Chapter 7 we discuss the interplay between surface kinetics and thermodynamics in the
growth of dilute nitride alloys. First, by analyzing the interaction between In and N atoms at
the surface and in the bulk, combined with our results of incorporation kinetics, we are able
for the ﬁrst time to achieve a full understanding of the driving mechanisms for the composi-
tional correlations and anticorrelation between In and N in the quaternary InyGa1−yAs1−xNx
alloys. This insight allows for a better understanding of the growth of highly mismatched multi-
component alloys. Second, we discuss the role of kinetics in determining the solubility limits
of N in GaAs and InAs, and identify the mechanism that can lead to enhancing N solubility.
These results allow us to explain and understand the experimentally achieved N concentrations.
Finally, concluding remarks of this work are provided.
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Chapter 2
Ab-initio Methods
2.1 Introduction
A main objective in modern physics is the development of methodological and numerical ap-
proaches that allow to describe the physical properties of interacting many-atomic systems, such
as bulks, surfaces, interfaces, defects, dislocations, etc. This, in principle, requires solving the
3Ne dimensional quantum mechanical Schrödinger equation of the Ne interacting electrons in
the system. A realistic condensed matter system involves order of ∼ 1023 atoms,1 which makes
the exact analytical or numerical solutions for such a problem impossible.
The capability of density functional theory (DFT) to elegantly transform the complex many-
body problem into a single-body one [52, 53] has revolutionized computational material science.
Its success in describing many physical properties together with the continuous technological
development of computational resources have sparked a continuously increasing interest in this
ﬁeld over the last decades, with broadening areas of applications [54]. This makes computa-
tional material physics simulations tempting to serve as computer experiments. In addition to
describing and predicting material properties, computational material physics simulations have
additional beneﬁts in revealing impracticable/inaccessible experimental regimes and oﬀering an
understanding of the basic physical mechanisms at the atomic level.
It is important to note that the class of methods that employ DFT are called ab-initio
methods, a Latin phrase meaning from the beginning or often referred to as ﬁrst principles.
In practice, it means that the DFT theory is derived from the basic physical quantum mechanical
laws and there are no experimentally derived/adjustable parameters used in the theory and its
approximations.
In this chapter we shall therefore brieﬂy introduce the basic concepts of density functional the-
ory and the involved approximations, and the practical methodology for solving the Schrödinger
equation for extended systems.
1Avogadro's number = 6.022141× 1023 mol−1, which is the number of atoms in 12 g of 12C.
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2.2 The many-body problem
The full information about any material system is included in its time-dependent Schrödinger
equation. If one is concerned with only time-independent properties, the time-independent
Schrödinger equation can be used instead, which can be written as:
H({xi}, {RI})Ψν({xi}, {RI}) = EνΨν({xi}, {RI}). (2.1)
This is an eigenvalue problem with H is the Hamiltonian operator and Eν is the eigenvalue
corresponding to the many-body wavefunction Ψν (eigenfunction). The set {xi} denotes the
generalized coordinates of the Ne electrons (containing both spacial {ri} and spin coordinates)
and {RI} are the spacial coordinates of the Nnucl nuclei. In case of no external ﬁelds present
and negligible relativistic eﬀects, the Hamiltonian in Eq. (2.1) can be simpliﬁed to:
H({xi}, {RI}) = T e({xi}) + T nucl({RI}) + V e−e({xi})
+V nucl−nucl({RI}) + V e−nucl({xi}, {RI}). (2.2)
This Hamiltonian contains the kinetic energy operator for electrons T e and nuclei T nuc, and
the Coulomb electrostatic interaction operators between electrons (V e−e), nuclei (V nuc−nuc), and
electrons-nuclei (V e−nuc). These terms are2
T e({xi}) = −12
Ne∑
i=1
∇2i , (2.3)
T nuc({RI}) = −12
Nnuc∑
I=1
∇2I
mI
, (2.4)
V e−e({xi}) =
Ne∑
i=1
Ne∑
j>i
1
|ri−rj | , (2.5)
V nuc−nuc({RI}) =
Nnuc∑
I=1
Nnuc∑
J>I
ZIZJ
|RI−RJ | , (2.6)
and ﬁnally
V e−nuc({xi}, {RI}) = −
Ne∑
i=1
Nnuc∑
I=1
ZI
|ri−RI | . (2.7)
The symbols mα and Zα denote the mass and the charge (atomic number) of nucleus α, respec-
tively.
Because of the number of degrees of freedom in a realistic material system, a solution for the
above Schrödinger equation is impossible without further simpliﬁcations and approximations.
Within DFT there are a number of well-justiﬁed approximations that we shall present in the
following.
2Hereafter, atomic units are used (me = 1, ~ = 1, e = 1, and 4pi0 = 1).
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2.3 The Born-Oppenheimer approximation
The approximation proposed by Born and Oppenheimer [55] in 1927 is the ﬁrst involved approxi-
mation in the DFT formalism. It is based on the fact that nuclei are much heavier than electrons,
with a mass ratio ranging from ≈ 2000 for mp/me (proton to electron mass) and up to ∼ 105
for heavier elements. Nuclei hence move orders of magnitude slower than electrons and therefore
the electrons-nuclei motions can be decoupled. In other words, electrons are assumed to follow
instantaneously the motion of the nuclei. This approximation provides a major simpliﬁcation
to the many body Schrödinger equation.
To formulate the Born-Oppenheimer approximation, let us deﬁne Hs as the Hamiltonian of
the static system (for a certain ﬁxed nuclei conﬁguration) as
Hs({xi}; {RI}) = T e + V e−e + V e−nucl + V nucl−nucl. (2.8)
Note that this Hamiltonian depends parametrically on the nuclear coordinates {RI} (as the
semicolon indicates), i.e., it corresponds to a set of ﬁxed nuclear positions. The Schrödinger
equation for this system then reads
Hs({xi}; {RI})Φν({xi}; {RI}) = Esν({RI})Φν({xi}; {RI}), (2.9)
with Esν and Φν are the corresponding electronic eigenvalues and eigenfunctions, respectively.
Since the Φν form a complete basis set, the many body wavefunction Ψη can be expanded as
Ψη({xi}; {RI}) =
∑
ν
ΛνηΦν . (2.10)
Substituting the above equation in Eq. (2.1), and after manipulation, multiplying from left with
Φµ, integrating, and making use of the orthonormality relation 〈Φµ | Φν〉 = δµν (for more details
See Ref. [56]), we get[
T nuc + Esµ −
{∑
ν
Nnuc∑
I=1
1
2mI
(〈Φµ|∇2I | Φν〉+ 2〈Φµ|∇I |Φν〉∇I)
}]
Λµη = EηΛµη. (2.11)
The last term in the Hamiltonian (between the curly brackets) is due to electron-phonon coupling.
Due to the large nuclear masses in the denominator these matrix elements are small. Therefore,
for the cases in which the inclusion of electron-phonon coupling is not essential (e.g. relatively
slow movements of the nuclei) these matrix elements can be ignored. This applies to our systems.
In that case, Eq. (2.11) simpliﬁes to
[
T nuc + Esµ
]
Λµη = EηΛµη. (2.12)
The above equation shows that the nuclei are experiencing the potential energy surface of the
static system. This energy surface is usually referred to as the Born-Oppenheimer surface (BOS).
Based on the above derivation, the adiabatic motion of nuclei can be derived from the solution
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of the Schrödinger equations of the static systems.
For atomic motion, quantum eﬀects are often neglected and hence the classical equations of
motions are solved
mI
∂2
∂t2
RI = − ∂
∂RI
Es({RI}). (2.13)
The forces acting on the atoms can be calculated using the Hellmann-Feynmann theorem3 [57]:
∂
∂RI
Es({RI}) = 〈Φν({xi}; {RI})| ∂
∂RI
Hs({xi}; {RI})|Φν({xi}; {RI})〉, (2.14)
which can be used e.g. for structure optimization (relaxation).
2.4 The basics of Density-Functional Theory (DFT)
The basic concept of density functional theory is to promote the electron density n(r) from just
an observable to the basic variable, instead of the many-body wave-function. Since the charge
density is a function of only three spacial coordinates,4 this approach remarkably simpliﬁes the
problem and reliefs it from the 3N dimensionality of the many-body wave-function. Although the
ﬁrst attempt to use this concept was in 1927 by Thomas and Fermi [58, 59], the core formulation
of DFT was in 1964 by Hohenberg and Kohn [52]. After that, in 1965, Kohn and Sham [53]
provided a practical approach to apply the DFT.
2.4.1 The Hohenberg-Kohn theorems
Let us consider N interacting electrons moving in an external potential V ext, which can be, e.g.,
the electrons-nuclei interaction potential. The Hamiltonian for this electronic system can be
written as (see Eq. (2.2)):
H = T e + V ee + V ext. (2.15)
The ﬁrst theorem of Hohenberg and Kohn states that the external potential V ext is a unique
functional, within an additive constant, of the ground-state electron density n0(r), i.e., V ext =
V ext[n0(r)]. Since the wavefunction is a functional of the external potential (Ψ[V ext]) then it is
also a functional of the ground-state electron density. As a consequence, the expectation value
of any observable is also a functional of the ground state density
O = O[n0] = 〈Ψ[n0]|O|Ψ[n0]〉. (2.16)
Now to arrive to the second Hohenberg-Kohn theorem let us ﬁrst mention the variational
principle, which states that the expectation value of the Hamiltonian is always grater than or
3This applies when expanding the wavefunction using a basis set that does not depend on atomic positions
(see Sec. 2.7.2 on page 25), otherwise additional contributions should be included, called Pulay forces.
4Since throughout this work we will be dealing with spin compensated systems, the spin degrees of freedom
will be suppressed hereafter.
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equal to the ground state energy E0:
E[Ψ] =
〈Ψ|H|Ψ〉
〈Ψ|Ψ〉 ≥ E0. (2.17)
Combining the variational principle and the ﬁrst theorem, the second Hohenberg-Kohn theorem
can be stated as: The total energy of the system assumes its minimum value (that is, the ground
state energy) at the true ground state electron density:
E0 = E[n0] ≤ E[n]. (2.18)
Hohenberg and Kohn have also deﬁned a universal functional F [n] such that
F [n] = T e[n] + V ee[n], (2.19)
where F [n] is universal in the sense that it does not depend on the external potential V ext. The
total energy functional hence can be written as
E[n] = F [n] +

n(r)V ext(r) dr. (2.20)
Based on the above theorems, the ground-state energy can be exactly found by minimizing
Eq. (2.20) with respect to electron density, under the constraint that the total number of electrons
in the system is conserved

n(r)dr = N . This can be expressed as
δ
δn(r)
{
E[n]− µ
[
n(r) dr−N
]}
=
δF [n]
δn(r)
+ V ext(r)− µ = 0, (2.21)
where the µ is the Lagrange multiplier associated with the requirement of constant number of
electrons. Unfortunately, the explicit form of the universal functional F [n] is unknown, and hence
a practical approach to treat F [n] is required. This approach was ﬁrst introduced by Kohn and
Sham in 1965, as will be introduced directly in the following section.
2.4.2 The Kohn-Sham formalism
Kohn and Sham [53] have proposed a practical approach to treat the universal functional F [n]
by mapping the many-body interacting system into a ﬁctitious auxiliary non-interacting one.
They introduced the following separation of the universal functional
F [n] = T s[n] + EH [n] + EXC[n], (2.22)
where T s[n] is the kinetic energy functional of the non-interacting electrons, EH [n] is the clas-
sical electron-electron interaction term (Hartree term), and EXC[n] is known as the exchange-
correlation term and it contains all the remaining unknown contributions, i.e., the diﬀerence in
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contributions between the real interacting system and the ﬁctitious non-interacting system,
EXC[n] ≡ (T e[n] + V e−e[n])− (T s[n] + V H [n]). (2.23)
Provided that the single particle wavefunctions (of the non-interacting system) ψi are or-
thonormal, the terms T s[n] and EH [n] have the form
T s[n] = −1
2
occ∑
i=1

ψ∗i (r)∇2ψi(r) dr (2.24)
and
EH [n] =
1
2
 
n(r)n(r′)
|r− r′| dr dr
′, (2.25)
and they can be calculated exactly. This is important since these terms contain the major
contributions to the universal functional F [n]. The remaining unknowns are now merged to
the exchange-correlation term EXC solely. If its form were known, the Kohn-Sham formalism
would provide an exact solution. Unfortunately its form is unknown and therefore, at this stage,
approximations are required for this part. While it is still a challenging problem to ﬁnd a good
approximation, few fairly reliable approximations exist. In the next section we shall present the
main approaches to approximate the exchange and correlation contribution.
To see how the Kohn-Sham formalism works in practice let us come back to the proposed
separation in Eq. (2.22). Hence, the total energy functional can be written as
E[n] = T s[n] + EH [n] + EXC[n] +

n(r)V ext(r) dr. (2.26)
Applying the variational principle (as in Eq. (2.21)) leads to
δT s[n]
δn(r)
+
δEH [n]
δn(r)
+
δEXC[n]
δn(r)
+ V ext(r)− µ =
δT s[n]
δn(r)
+ V H [n] + V XC[n] + V ext(r)− µ = 0, (2.27)
where the terms V H [n], V XC[n], and V ext(r) are deﬁned as the Hartree, exchange-correlation,
and external potentials, respectively. Consider now a non-interacting system of electrons moving
in an external (eﬀective) potential V eff(r), the minimization condition is
δT s
δn(r)
+ V eff [n]− µ = 0. (2.28)
It is clear now that Eq. (2.27) is mathematically identical to Eq. (2.28) if one deﬁnes
V eff [n] = V ext(r) + V H [n] + V XC[n]. (2.29)
That is, one can calculate the density of the interacting many-body electrons moving in the
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external potential V ext(r) by solving the Schrödinger equations of the non-interacting single-
body electrons moving in the potential V eff [n] deﬁned by Eq. (2.29). The Schrödinger equation
for this auxiliary system is [
−1
2
∇2 + V eff [n]
]
ψi(r) = εiψi(r), (2.30)
which yields the single particle wavefunctions φi with an electron density
n(r) =
occ∑
i
|ψi(r)|2. (2.31)
Equations (2.29)-(2.31) are the so-called Kohn-Sham equations. Note that the eigenvalues of
the auxiliary single-body system {εi} (or the Kohn-Sham eigenfunctions) enter just as Lagrange
multipliers and they have no formal interpretation except for the highest occupied state. It is only
the ground state charge density and energy that have a strict physical meaning. Nevertheless,
they show a good performance in describing the actual energy levels of extended systems, apart
from underestimating the band gaps.
The Kohn-Sham equations are solved self-consistently. This is done by starting with an initial
guess for the charge density (e.g. using atomic orbitals), calculating the corresponding eﬀective
potential, and then solving the diﬀerential equation Eq. (2.30) and calculating the charge density.
This is then repeated until convergence is achieved, i.e, the input charge density is equivalent to
the output one.
2.4.3 Exchange-correlation functionals
Since there exists no exact form of the exchange-correlation potential, it needs to be approxi-
mated. The most common (and the simplest) approximation is the local-density approximation
(LDA). In LDA, the exchange-correlation energy EXC of the real non-homogeneous density n(r)
is computed as if it locally equals that of a homogeneous electron gas of the same local density.
This can be written as:
EXCLDA[n] =

n(r)xchom(n(r)) dr, (2.32)
where xchom(n(r)) is the exchange-correlation energy (per electron) of a homogeneous electron
gas with electron density n. In this form the exchange-correlation energy can be decomposed
into an exchange, x, and correlation, c, part:
xchom(n) = 
x
hom(n) + 
c
hom(n). (2.33)
An exact analytical form of the exchange energy of a homogeneous electron gas can be derived
using the Hartree-Fock approximation and it takes the following form:
xhom(n) = −
3
4
3
√
3
pi
n(r). (2.34)
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The correlation energy part chom(n) was calculated using Quantum Monte Carlo calculations for
a homogeneous electron gas by Ceperley and Alder [60], and was later parametrized by Perdew
and Zunger [61].
LDA is exact only for a homogeneous system. Nevertheless, it has been surprisingly successful
in providing good results for a wide range of material science problems [62]. This is probably due
to good error cancellation between exchange and correlation parts. However, LDA becomes less
accurate for systems of increased inhomogeneity, such as atoms and molecules. In addition, LDA
tends to show an over-binding, i.e., overestimating binding and cohesive energies which leads to
underestimated equilibrium bond lengths and lattice constants.
In order to reduce the deﬁciencies of LDA, the generalized gradient approximation (GGA)
has been proposed. In GGA, additional information about the gradient of the electron density
are included. This functional is expressed as:
EXCGGA[n] =

n(r)xc(n(r), |∇n(r)|) dr. (2.35)
Several schemes have been proposed for the parametrization of the GGA functionals, such as
those by Becke [63] and Perdew [64], Lee, Yang, and Parr [65], Perdew and Wang [66] (PW91),
Perdew, Burke, and Ernzerhof [67] (PBE), and the revised PBE (RPBE) by Hammer et al.
[68]. GGA is found to signiﬁcantly improve binding and cohesive energies of many solids, and
activation barrier energies of chemical reactions. On the other hand, GGA tends to overestimate
bond lengths and lattice constants with a subsequent reduction of bulk moduli, in addition to the
underestimation of band gaps (the so called the band-gap problem) which is a common problem
in both GGA and LDA.
The problem in exchange-correlation is to ﬁnd more reliable representations of the non-locality
of this functional. For instance, trends to do that include (i) including higher-order powers of
the gradient of the density, known as meta-GGA functionals, (ii) including an exact-exchange
(EXX) in addition to a standard functional, or (iii) the use of Green functions method (the GW
approximation). These functionals however result in a signiﬁcant increase in the computational
eﬀorts. The development of more accurate exchange-correlation approximations is still a very
active research ﬁeld and it is beyond the aims of this work. Therefore, in this work we restrict
ourselves to the accuracy provided by GGA functional of Perdew, Burke, and Ernzerhof [67]
(PBE) as one of the most famous existing parametrizations of the GGA exchange-correlation
functionals.
2.5 The pseudopotential approximation
In crystals and molecules, chemical binding happens mainly through valence electrons. Core
electrons, on the other hand, are inert or not signiﬁcantly aﬀected by the chemical environment.
Hence, as the wavefunctions of the core electrons of neighboring atoms do not overlap, they can
be treated as frozen. The main idea of the pseudopotential approach is therefore to eliminate
the core states and treat only the valence states by replacing the actual all-electron potential by
an eﬀective potential that acts on the valence electrons, the so-called pseudopotential.
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Figure 2.1: Schematic illustration of the
pseudopotential approach. The ﬁgure
shows the all-electron (blue dashed lines)
and the pseudo (red solid lines) potentials
and the corresponding radial parts of their
wavefunctions (see text).
One might therefore replace the Coulomb potential of the nucleus with an eﬀective ionic
potential which aﬀects valence electrons and which combines the Hartree potential of the core
electrons and the Coulomb potential of the nucleus. However, while the wavefunctions of valence
electrons are smooth outside the core region, they are rapidly oscillating inside the core region
because of their orthogonality to the wavefunctions of the core electrons. The rapidly oscillating
wavefunctions are numerically challenging because they require a huge basis set when using plane-
waves basis (see Sec. 2.7.1) to describe them accurately. Therefore, a more eﬃcient approach is
to replace this ionic potential by a pseudopotential that leads to a nodless valence wavefunction
that matches the true all-electron one beyond a certain core radius (rc). The basic idea of the
pseudopotential approach is schematically illustrated in Fig. 2.1.
The main advantage of using pseudopotentials is therefore signiﬁcantly reducing the size of
the basis set used to expand the wavefunctions by (i) reducing the number of treated electrons
and by (ii) avoiding to represent the rapidly oscillating valence wavefunctions in the core region
by producing nodeless valence wavefunctions while keeping their long tails which are mainly
responsible for the chemical bonding. Consequently, this results in a signiﬁcant decrease in the
computational eﬀorts without losing important physical or chemical information, when carefully
applied.
To show the validity of the pseudopotential approach let us expand the one-particle valence
electronic wavefunction ψv as5
|ψv〉 = |ψps〉+
∑
i
bci |ψci〉, (2.36)
where ψps is a smooth wavefunction, ψci are core wavefunctions, and bci are the expansion
coeﬃcients. These coeﬃcients are determined from the condition that the valence and core
5In fact, the pseudopotential method originates from the orthogonalized plane-wave method (OPW).
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states are orthogonal, i.e., 〈ψv|ψci〉 = 0, which leads to
bci = −〈ψci |ψps〉. (2.37)
Note that ψps is not uniquely deﬁned by Eq. (2.36) as the coeﬃcients can be freely chosen. Since
ψv and ψci are solutions of the Schrödinger equation with eigenvalues εv and εci , respectively,
using Kohn-Sham equation Eq. (2.30) one can write[
−1
2
∇2 + V eff
]
|ψv〉 = εv|ψv〉. (2.38)
We now substitute the expanded valence wavefunction given by Eqs. (2.36) and (2.37) into
Eq. (2.38). After some manipulation we get[
−1
2
∇2 + V ps
]
|ψps〉 = εv|ψps〉, (2.39)
where V ps is the pseudopotential and it is deﬁned as:
V ps = V eff +
∑
i
(εv − εci)|ψci〉〈ψci |. (2.40)
As εv > εci and the core states are localized, the summation term in Eq (2.40) represents a
short-range repulsive potential. Note that the pseudo-wavefunction has the same eigenvalue as
the true valence wavefunction and it is not orthogonal to the core states, which leads to more
eﬃcient expansion of the wavefunction in terms of basis functions.
2.5.1 Norm-conserving pseudopotentials
Many methods and recipes have been proposed over the last decades to generate ab-initio pseu-
dopotentials for practical use [69, 70, 71, 72, 73, 74, 75, 76]. The main objectives to achieve
in theses diﬀerent schemes are transferability and eﬃciency. Transferability of the pseudopo-
tentials indicate their ability to accurately describe the valence electrons in diﬀerent chemical
environments (atomic, molecular, and solid states), while eﬃciency refers to minimizing the com-
putational eﬀorts as possible. In this work we use norm-conserving pseudopotentials [72, 69], ﬁrst
introduced by Hamann et al. [69]. These pseudopotentials ensure a good transferability property
by the constraint that the total number of electrons inside the core region are conserved.
Norm-conserving pseudopotentials are constructed starting from ab-initio self-consistent all-
electron calculations for the speciﬁc atom in a reference electronic conﬁguration, typically the
ground state conﬁguration. This is done by solving the radial Schödinger equation for the valence
wavefunctions Rnl(r) and their corresponding eigenvalues εnl:[
−1
2
d2
dr2
+
l(l + 1)
2r2
+ V eff [n; r]
]
rRnl(r) = εnl rRnl(r), (2.41)
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where
V eff [n; r] = −Z
r
+ V H [n] + V XC[n]. (2.42)
The pseudopotential is then constructed such that:
1. It yields the same valence eigenvalues as the real atom (hereafter we suppress the principal
quantum number n):
εpsl = εl. (2.43)
2. The radial wavefunctions are nodeless and exactly match the all-electron radial wavefunc-
tions beyond a chosen core radius for each angular momentum (rcl), that is:
Rpsl (r) = Rl(r) for r > rcl. (2.44)
3. Inside the core region (r < rcl), a certain parametrized form for the radial wavefunction is
assumed. The parameters are obtained by imposing certain boundary conditions, including
e.g. norm-conservation. In this work we use the form of Troullier and Martins [75], which
will be brieﬂy described below.
4. The so-called screened pseudopotential (V ps,scrl ) is obtained by inverting the radial Schrödinger
equation for the pseudo atom[
−1
2
d2
dr2
+
l(l + 1)
2r2
+ V ps,scr[n; r]
]
rRpsl (r) = ε
ps
l rR
ps
l (r). (2.45)
which gives
V ps,scrl (r) = ε
ps
l −
l(l + 1)
2r2
+
1
2rRpsl (r)
d2
dr2
[rRpsl (r)]. (2.46)
5. Finally, the ionic pseudopotential (V ps,ionl ≡ V psl ) is obtained by unscreening, i.e., sub-
tracting the Hartree and the exchange-correlation potentials due to the valence electrons
nv
V psl (r) = V
ps,scr
l (r)− V H [nv; r]− V XC[nv; r]. (2.47)
Note that Eq. (2.47) assumes that the exchange-correlation energy is linear in the electron
density. While the actual exchange-correlation is nonlinear, it is still common (and adequate)
to use this form for many cases. However, when the overlap between core and valence electrons
is considerable the upper linearization becomes inadequate, which introduces errors. In such
cases, a nonlinear core correction (nlcc) [77] is needed. This means that the core density should
be also considered in the calculation of exchange-correlation energy to perform the unscreening.
However, it is usually suﬃcient to include a partial core density outside a certain radius rnlc.
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In our case, it is better to consider the d-electrons of the group-III elements (Ga and In) as
valence electrons [78]. However, to keep our calculations less expensive we treat them as core
electrons and apply the non-linear core correction.
Troullier-Martins scheme
Troullier and Martins [75] scheme for generating norm-conserving pseudopotentials is a modiﬁca-
tion to the earlier scheme of Kerker [71] to improve the computational eﬃciency. They proposed
the following form for the radial pseudo-wavefunction inside the core region:
Rpsl (r) = r
lep(r) for r < rcl, (2.48)
with p(r) is a polynomial of order six in r2
p(r) = c0 + c2r2 + c4r4 + c6r6 + c8r8 + c10r10 + c12r12. (2.49)
The 7 coeﬃcients in the upper polynomial are found by imposing the following boundary condi-
tions:
• The continuity of the pseudo-wavefunction and its ﬁrst four derivatives at the core radius
rcl.
• Zero curvature of the screened pseudopotential at the origin, d2
dr2
V ps,scrl (r)|r=0 = 0.
• Norm-conservation condition. Namely, the total charge inside the core radius of the pseudo-
atom is identical to that of the real atom:
 rcl
0
|Rpsl (r)|2r2dr =
 rcl
0
|Rl(r)|2r2dr. (2.50)
The norm conservation condition ensures to maintain the scattering properties of the real
atom. We note that the logarithmic derivative of the radial wavefunction is related to the
norm-conservation condition, and hence it is usually used as a measure to the transferability
of the pseudopotentials.
Separable representation: Kleinman-Bylander
The ionic pseudopotential is not only r-dependent but also angular momentum dependent, i.e.,
it is a non-local operator. It can be hence written as
V ps(r) =
lmax∑
l=0
V psl (r)Pˆl, (2.51)
where Pˆl is a projection operator, lmax is the maximum angular momentum component of the
speciﬁc ionic pseudopotential. However, in order to reduce the computational eﬀorts, it is useful
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to decompose it into a purely local part and a semi-local part:
V ps(r) = Vloc(r) +
lmax∑
l=0
δV psl (r)Pˆl, (2.52)
where δV psl (r) = V
ps
l (r) − Vloc(r) is the semi-local part, and Vloc(r) is the local part and it is
typically chosen to be one of the l-components of the pseudopotential, i.e., Vloc(r) = V
ps
l=lloc
.
Kleinman and Bylander [79] have further reduced the computational eﬀorts by using a fully
separable form of the semi-local part. Further details of the pseudopotential generation and
optimization can be found elsewhere [80].
Hard, soft, and ultrasoft
We note that the choice of the core radius, rcl, is basically bound by two extreme limits. The
lower limit is the position of the outermost node in the all-electron valence wavefunction, and the
upper limit is the half of the atomic nearest neighbor distance in the actual chemical environment.
While reducing rcl improves the transferability, it also leads to hard pseudopotentials (i.e. larger
plane-waves basis set will be required), and vise versa. Therefore, rcl is usually optimized with
respect to these bounds. However, when treating ﬁrst-row transition metals or atoms with d or
f electrons, the resulting pseudopotentials are usually very hard. A similar case results when
treating semi-core states as valence which is sometimes necessary. To avoid this, the so-called
ultrasoft pseudopotentials have been introduced by Vanderbilt [73]. In these pseudopotentials
the norm-conservation condition is relaxed and augmentation charges are introduced in the core
region to recover the correct charge density. This results in a remarkable reduction of the
plane-wave basis set, with the price of more complicated formality than when using the normal
pseudopotentials.
2.6 Periodic boundary conditions and Brillouin zone integrations
To apply the Kohn-Sham formalism for extended systems it is in general required to treat huge
number of electrons. Nevertheless, due to the translation symmetry in periodic crystalline solids
(i.e., the periodic boundary conditions) the treated system size is drastically reduced since it
becomes suﬃcient to solve the Kohn-Sham equations in the unit cell.
Consider a periodic crystal with a1, a2, and a3 being the primitive translation vectors of the
unit cell. The eﬀective potential has the same periodicity property of the lattice, i.e.,
V eff(r+R) = V eff(r), (2.53)
where R = n1a1 + n2a2 + n3a3 is a lattice translation vector, the {ai} vectors are the unit
vectors of the primitive lattice, and {ni} are integers. As a results, Bloch's theorem can be
applied. It states that solutions of a Schrödinger equation with a periodic potential can have the
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form [81, 82]:
ψnk(r) = unk(r) eik·r, (2.54)
where unk(r) is a periodic function with the same periodicity of the eﬀective potential, i.e.,
unk(r+R) = unk(r), (2.55)
n denotes a band index, and k is a reciprocal space vector which lies inside the ﬁrst Brillouin-Zone
(BZ) [81, 82] in the reciprocal lattice G:
G = m1b1 +m2b2 +m3b3, (2.56)
with {bi} being the primitive reciprocal lattice vectors which are related to their real space
counterparts through ai · bj = 2piδij . An important consequence of applying Bloch's theorem
is the transformation of the problem from calculating inﬁnite number of electronic states of the
inﬁnite system to calculating a ﬁnite number of states for an inﬁnite number of k-points. For
instance, the charge density (Eq. 2.31) is written as
n(r) =
1
ΩBZ
occ∑
i

BZ
|ψik(r)|2 dk. (2.57)
Where ΩBZ is the volume of the ﬁrst Brillouin zone (BZ). Because the wavefunctions are very
similar at nearby k-points, this representation becomes further much more useful. Hence, the
summation over inﬁnite k-points (integration over the ﬁrst BZ) can be replaced with a summation
over a ﬁnite set of k-points, say Nk, called special k -points:

BZ
dk −→
Nk∑
j
wj , (2.58)
This represents a weighted sum, with {wj} being the weights. Note that by increasing the number
of k-points the error can be systematically reduced. Several schemes to construct special k-points
exist [83, 84, 85]. In this work we use the scheme by Monkhorst and Pack [85]. It turns out that
for insulators and semiconductors only very few k-points are usually required to achieve well
converged total energy. However, for metals, a larger number is needed to describe the variable
(k-dependent) occupation of bands. Finally, we note that usually one is interested in converged
energy diﬀerences rather than converged total energies. Energy diﬀerences converge better with
respect to k-points sampling when equivalent k-points are used. Later in this work (chapter 4)
we will present some convergence tests for our systems with respect to k-points sampling.
2.6.1 Periodic boundary conditions for surfaces: The supercell slab approach
While bulk crystals are periodic in the three dimensions, a vast variety of physically interesting
systems are not. For instance, surfaces are periodic only in two dimensions (in-plane periodicity).
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Figure 2.2: A two dimensional (side view)
schematic representation of the supercell slab
approach employed for calculating surfaces.
The ideal (001) surface of the zinc-blend
structure is used here. The atoms in the su-
percell are highlighted.
Furthermore, some structures are periodic in one dimension, such as long biomolecules and
nanotubes, and others are non-periodic, such as molecules and point defects. Therefore, for such
systems a special approach is required to allow treating them in methods that employ three
dimensional periodicity. This is accomplished through the supercell approach.
Since in this work the study of surface systems is of particular interest, we brieﬂy explain the
supercell approach for surface calculations.6 The supercell for surface calculations consists of a
ﬁnite number of atomic layers, which together construct a slab, and a vacuum layer. As the
supercell is periodic in the three dimensions, the surface system is transformed to an inﬁnite array
of slabs separated by vacuum regions. The supercell slab approach is schematically explained in
Fig. 2.2 for the ideal (001) surface of the zinc-blend crystal.
For this model system to be accurate enough two things need to be considered. First, the slab
should be thick enough to reasonably describe the surface. Second, the vacuum layer should be
thick enough in order to appropriately suppress the interaction between the slab and its periodic
image in the perpendicular direction (the 3rd dimension). Therefore, convergence tests of the
calculated quantity (e.g. surface energy) with respect to the thickness of the slab and the vacuum
layers should be ﬁrst performed. For our systems convergence tests are provided in Chapter 4.
Finally we note that it is beneﬁcial in many cases (e.g. when the surfaces on the upper side and
the backside side of the slab are not identical (further discussion will follow in Section 5.3)) to
passivate the backside of the slab by an additional layer of pseudohydrogens (partially-charged
hydrogen atoms) [86]. This ensures its charge neutrality and also allows to reduce the thickness
of the slab and vacuum layers.
6 An extension of the supercell approach for other systems with lower dimensional periodicity is straightforward.
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2.7 Solving the Kohn-Sham equations
In practice, the numerical solution of the Kohn-Sham equations proceeds by expanding the Kohn-
Sham orbitals in a suitable basis set. The choice of a certain basis set is usually governed by
performance versus accuracy. There is a vast variety of approaches available. In the following
we brieﬂy introduce few methods that fall into two main categories: (i) The plane-wave pseu-
dopotential method and (ii) all-electron methods. For a more extended description of the various
methods the reader may refer to Ref. [54]. We note that in this work two approaches have been
used: The pseudopotential plane-wave (PS-PW) method within the S/PHI/nX ab-initio simu-
lation package [87], and the projector-augmented waves (PAW) method (an all-electron method)
within the vasp ab-initio simulation package [88]. Further computational details will follow later
(Chapter 4).
2.7.1 The pseudopotential plane-wave method (PS-PW)
For extended periodic systems, one of the the most natural choices in solving the Kohn-Sham
equations is the use of plane-waves as basis functions. Combined with the pseudopotential
approximation, the use of a plane-waves basis results in a formally simple and eﬀective method.
Let us expand the periodic function unk(r) (Eq. 2.55) in terms of Fourier series
unk(r) =
∑
G
Cnk(G) eiG·r, (2.59)
where the sum is over reciprocal space vectors G. The Cnk are Fourier expansion coeﬃcients.
Substituting Eq. (2.59) in Eq. (2.54) we get
ψnk(r) =
∑
G
Cnk(G) ei(G+k)·r. (2.60)
This represents a plane-waves expansion of the wavefunctions. The single-particle Schrödinger
equation (the Kohn-Sham Eq. (2.30)) can be transformed, after some mathematical manipula-
tion, to an eigenvalue matrix problem of the form
∑
G′
[
1
2
∣∣k+G′∣∣2 δGG′ + V eff(G,G′)]Cnk(G′) = εn(k)Cnk(G), (2.61)
where
V eff(G,G′) = V ps(G,G′) + V H(G,G′) + V XC(G,G′). (2.62)
These contributions to the eﬀective potential are in practice described in terms of their Fourier
transforms.
The practical solution of Eq. (2.61) is achieved by using a ﬁnite basis set. Therefore the
plane-wave expansion is truncated at a certain value of the kinetic energy, called the cutoﬀ
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energy Ecut:
1
2
|G+ k|2max ≤ Ecut. (2.63)
The cutoﬀ energy is a controllable parameter which should be carefully optimized depending on
the speciﬁc pseudopotentials. The solution then proceeds iteratively for the required eigenstates,
typically using conjugate gradient method [89], until self-consistent charge density, potential,
and total energy are achieved.
2.7.2 All-electron methods
As the name indicates, in all-electron methods all of the electrons are included in the calculations,
contrary to the pseudopotential method where only the valence electrons are considered. All-
electron calculations become valuable in cases when there is a signiﬁcant interaction between
core and valence electrons. In addition, they provide information about the wavefunction close
to the nucleus (i.e., not accessed with pseudopotentials) which is needed for many applications
such as for the calculation of the hyperﬁne parameters [90].
The basic idea to make all-electron calculations feasible is to expand the electronic wave-
function in the core region (often called muﬃn-tin (MT)) in a diﬀerent basis set than in the
interstitial region. The muﬃn-tin spheres are chosen such that they do not overlap and also
allow for structural relaxations. In the augmented plane waves method (APW), the potential is
set to a constant in the interstitial region and a spherically symmetric in the muﬃn-tin regions.
The augmented plane waves are then deﬁned as
ϕk,ε(r) =
eik·r interstetial region∑
lm alm(k, ε)ul(ri, ε)Ylm(θ, φ) muﬃn-tin (MT) region
. (2.64)
Here Ylm(θ, φ) are spherical harmonics, and ri = |r−Ri| where Ri is the position of the ith
MT sphere (measured to its center). The alm coeﬃcients are determined from the requirement
that the augmented plane waves are continuous at the boundary of the muﬃn-tin spheres. The
ul(ri, ε) functions are solutions of the radial Schrödinger equation, with the muﬃn-tin potential.
The electronic wavefunction is then written as a superposition of augmented plane waves:
ψnk(r) =
∑
G
Cnk(G)ϕG+k,ε(r). (2.65)
Because the augmented plane waves are energy dependent, the basis set can not be used for the
whole energy spectrum and the solution of the secular equation becomes a nonlinear problem.
This makes the APW method computationally rather ineﬃcient.
The energy dependence problem can be avoided in the linearized augmented plane-wave
(LAPW) method [91, 92], where the radial functions ul(ri, ε) are expanded in a Taylor series
around a ﬁxed energy εl:
ul(r, ε) = ul(r, εl) + (ε− εl) u˙l(ri, εl) + · · · , (2.66)
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with u˙l(ri, εl) being the energy derivative at ε = εl. The expansion is truncated after the linear
term. The LAPW basis functions are then given by
ϕk(r) =
eik·r interstetial region∑
lm [alm(k)ul(ri, εl) + blm(k) u˙l(ri, εl)]Ylm(θ, φ) MT region
.(2.67)
The alm and blm coeﬃcients are determined from the continuity requirement of both the wave-
function and its derivative across the muﬃn-tin boundary. Note that the LAPW basis depends
on atomic positions and therefore the interatomic forces are not simply given by the Hellmann-
Feynman theorem [57] (Sec. 2.3). To overcome this basis function corrections have to be taken
into account (the so-called Pulay forces).
The full-potential LAPW method (FP-LAPW) applies the LAPWmethod without any shape
restrictions on the potential, either in the muﬃn-tins or in the interstitial region. Since the full
potential is taken into account, FP-LAPW calculations are considered to be the most accurate
apart from exchange-correlation related errors, yet computationally more demanding.
The projector augmented-waves method (PAW) [93] combines the pseudopotential method
and the LAPW in a natural way. In this method, the augmentation procedure is generalized
such that the partial-waves expansions are not determined through the continuity requirement of
the wavefunction and its derivative across the muﬃn-tins but through the overlap with localized
projector functions. In the heart of the PAW method lies a linear transformation between the
true all-electron wavefunction (ψ) and a a soft pseudo (auxiliary) wavefunction (ψ˜):
|ψ〉 = τˆ |ψ˜〉. (2.68)
The wavefunctions ψ˜ and ψ are expanded in terms of partial waves φ˜i and φi, respectively. The
transformation τ˜ then takes the form:
τˆ = 1 +
∑
i
(|φi〉 − |φ˜i〉)〈p˜i|, (2.69)
where p˜i are localized projector functions chosen such that they obey the relation
〈p˜i|φ˜j〉 = δij . (2.70)
The method then proceeds by transforming also the operators to extract observables in terms
of the pseudo operators [93, 94]. The main advantage of the PAW is that it provides reduced
computational eﬀorts within all-electron calculations accuracy.
2.8 Summary
In this chapter we have brieﬂy introduced the ab-initio approach to material science and the
involved approximations, which is the most accurate approach for electronic structure calcula-
tions. In the framework of this study we have employed two methods among the several available
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methods for solving the Kohn-Sham equations for our calculations. These are the pseudopoten-
tial plane-waves method (PS-PW) and the projector augmented-waves method (PAW). Details
about these choices and further computational details used for our systems are presented in Chap-
ter 4. Keeping in mind the ab-initio approach, in the following chapter we brieﬂy introduce and
test the density functional-based tight-binding method, which is not ab-initio but rather based
on ab-initio calculations, as an alternative promising approach to improve the computational
eﬃciency.
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Chapter 3
Density Functional-Based
Tight-Binding: Methodology,
Implementation, and Examination
3.1 Introduction
In the previous chapter we have introduced ab-initio methods for calculating the electronic struc-
ture of materials. With the currently available computational power, typical ab-initio methods
allow to calculate up to few hundreds of atoms in a single unit cell. While the size limit is not
critical for the systems to be considered in this work, it is appealing to increase the computational
speed eﬃciency of our calculations without losing accuracy. An approach to achieve this is by
initializing the ab-initio calculations with good pre-relaxed structures rather than starting from
completely unrelaxed ones, which allows to save many structural optimization steps. However,
to achieve the desired reduction in the computational time, an alternative more eﬃcient but less
accurate method than ab-initio methods has to be used for the per-relaxation calculations.
Various approaches can be employed for this purpose. For instance, empirical potentials allow
for calculations that are orders of magnitudes faster than standard ab-initio methods. In this
approach the quantum mechanical interactions between atoms are described based on a ﬁtting
to empirical data. Therefore they suﬀer from their very limited transferability, i.e, they are not
able to correctly describe the atoms in diﬀerent chemical environments.
The tight-binding (TB) method lies between the expensive more accurate ab-initio methods
and the fast but limited accuracy empirical methods [95]. It is a semi-empirical method as it
retains a part of the quantum mechanical description of atomic bonding. The TB approach is
based on the the early work of Slater and Koster [96]. In the standard TB method, the eigenstates
of the eﬀective one-particle Hamiltonian are expanded in an orthogonal atomic-like basis set, with
the many-body Hamiltonian replaced by parametrized Hamiltonian matrix elements. These
matrix elements are ﬁtted to the band structure of a suitable reference system which aﬀects the
transferability of the method.
One approach that has been proposed to overcome the problems of the standard TB method
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is the density functional based tight-binding method (DFTB) [97] and its self-consistent-charge
extension (SCC-DFTB) [98, 99]. The key feature of the DFTB method is the determination of
the matrix elements via a new ﬁtting procedure which is based on ab-initio DFT calculations,
which promises to achieve better transferability. Therefore, we have here adapted the DFTB
approach.
When included in an ab-initio code, the DFTB method is useful for several purposes. Besides
pre-relaxing atomic structures, it can be used e.g. to perform inexpensive molecular dynamics
calculations for testing purposes. Furthermore, some applications go beyond of the reach of
ab-initio calculations, or simply they become extremely costly. For example, these applications
include calculating amorphous materials, dislocations, large biological systems, quantum dots,
surfaces and interfaces, as well as large time-scale simulations (e.g. molecular dynamics). For
such cases it becomes worthwhile to consider the DFTB approach that can overcome some
size/time limitations.
Therefore, during the early stages of the present work, the DFTB method (including the SCC
extension) has been successfully implemented in the object-oriented modular ab-initio simulation
package S/PHI/nX [87]. Few test calculations have been performed to test its performance for
relevant physical properties in this work. Unfortunately, these tests have shown that the accuracy
and the transferability of the DFTB method are not suﬃcient to applied here. Nonetheless, the
S/PHI/nX version of DFTB has found some useful applications among the members in the
department, specially for biological systems [100, 101].
In this chapter we restrict ourselves to a very brief introduction to the SCC-DFTB method-
ology and its implementation, and our accuracy performance test calculations. The SCC-DFTB
methodology has been a subject of several PhD theses [102, 103, 104] and other publications
[99, 98]. Further details on the method can be hence found in these references.
3.2 The DFTB Formalism
3.2.1 Zeroth-order approximation: Standard DFTB
In DFTB, the total energy is expanded around a reference (or input) density (n0) up to second
order in density ﬂuctuations [105, 99]. To derive the total energy formula we write the true self-
consistent charge density n(r) as a superposition of a reference density n0 plus a small density
ﬂuctuation δn, i.e. n = n0 + δn, in the Kohn-Sham total energy functional. Expanding the
energy functional using a Taylor series and truncating after second order terms one obtains [105]
E[n(r)] =
occ∑
i
ni〈ψi|H0|ψi〉 − 12
 
n0(r
′)n0(r)
|r− r′| drdr
′
+EXC[n0(r)]−

V XC[n0(r)]n0(r)dr
+
1
2
  [
1
|r− r′| +
δ2EXC[n(r)]
δn(r)δn(r′)
∣∣∣∣
n0
]
δn(r) δn(r′) drdr′. (3.1)
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Note that the ﬁrst and second lines give the zero-th order terms in density ﬂuctuations δn, the
third line gives the second order term in δn. All ﬁrst order contributions cancel. The ﬁrst term
in the upper equation is the band-structure energy, with H0 being the Hamiltonian operator
that depends only on the reference density n0. We introduced here the occupation numbers ni
(where Ne =
∑occ
i ni) for convenience.
1 By neglecting second order terms, one arrives to the
total energy functional of the zero-th order DFTB, or the standard DFTB. This total energy
functional is further simpliﬁed and expressed in the form:
EDFTB0 =
occ∑
i
ni〈ψi|H0|ψi〉+ Erep. (3.2)
Here, the second term (Erep), is a repulsive pairwise short-range energy.
Let us expand the Kohn-Sham wave functions ψi in terms of localized atomic-like orbitals
|ψi(r)〉 =
M∑
ν
cνi|ϕν(r−RI)〉, (3.3)
where cνi are the expansion coeﬃcients, I labels the atom, ν labels the type of atomic orbital
(s, p, d, etc). Inserting Eq. (3.3) in the total energy expression and applying the variational
principle with respect to the expansion coeﬃcients under the constraint of constant number of
electrons leads to the DFTB secular equations:∑
ν
cνi(H0µν − εiSµν) = 0, ∀µ, i. (3.4)
Here, H0µν and Sµν are the Hamiltonian and overlap matrix elements, respectively, which are
deﬁned as:
H0µν = 〈ϕµ|H0|ϕν〉;
Sµν = 〈ϕµ|ϕν〉, ∀ µ ∈ I, ν ∈ J, (3.5)
and they contain only two-center terms. The Hamiltonian matrix elements are calculated ac-
cording to
H0µν =
εfree atomµ µ = ν〈ϕµ|T + VI + VJ |ϕν〉 µ ∈ I, ν ∈ J. (3.6)
Note that the eigenvalues of the free atom in the diagonal Hamiltonian matrix elements guarantee
the correct limit for an isolated atom. Due to symmetry, only a few (non-zero) types of integrals
enter in the matrix elements. For instance, for up to two angular momenta l = 2 (i.e. s-, p-,
and d-bonded system) there are only 10 types of integrals: ddσ, ddpi, ddδ, pdσ, pdpi, ppσ, pppi,
sdσ, spσ, and ssσ (represented in the standard molecular orbital bonding notation [106]). These
integrals (for the Hamiltonian and the overlap) are calculated for each pair of atomic species
1For spin compensated systems the maximum occupation number is 2.
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Figure 3.1: Schematic illustration for calculating the Hamiltonian interatomic matrix elements
(for 〈s|H|py〉 and 〈py|H|px〉) using the direction cosines and the tabulated integrals.
of interest using self-consistent supercell ab-initio calculations and are tabulated as function of
distance. Conﬁned pseudo-atoms are usually used for the calculation of these integrals as they
better resemble the pseudo-atoms in the molecular/condensed matter environments, resulting in
an improved description. For the system of interest, the Hamiltonian and overlap matrix elements
are then constructed using the tabulated integrals and the direction cosines2. This is explained
in the simple schematic illustration in Fig. 3.1 for s and p orbitals. Extended transformations,
including the d orbitals, can be found somewhere else [96, 107, 106]. The use of the tabulated
integrals hence results in a dramatic increase in the computational speed.
The repulsive energy Erep is obtained as a function of distance by calculating the diﬀerence
between self-consistent ab-initio calculations and the TB band-structure energy, in a suitable
reference structure:
Erep(r) =
{
EDFTtot (r)−
occ∑
i
niεi(r)
}∣∣∣∣∣
ref. str.
. (3.7)
Similar to the matrix elements, Erep is calculated as function of the distance between each pair
of atomic species within a certain cutoﬀ radius and tabulated. The repulsive energy contribution
for the system of interest is then calculated using the tabulated values. Hence, a critical issue
for Erep is its transferability, i.e., whether the choice of the reference structure changes the curve
2The direction cosines of the vector connecting from one atom to another (d) are the cosines of the angles that
the vector makes with the three axes: cosα = d·ˆi
d
, cosβ = d·jˆ
d
, and cos γ = d·kˆ
d
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describing Erep or not. It has been found that atoms in diﬀerent molecules produce repulsive
energies that are close to each other, which does not hold for highly-coordinated crystalline
phases [103]. Therefore, Erep is only approximately transferable, and this leads to an additional
inaccuracy.
The eigenvalues are then determined by solving the secular equations (Eq. (3.4)). The total
energy is calculated using (see Eq. (3.2)):
EDFTB0 =
occ∑
i
niεi + Erep. (3.8)
The interatomic forces can be calculated by taking the derivative of the DFTB energy (Eq. (3.8))
with respect to nuclear coordinates. This reads
mI
∂2
∂t2
RI = −∂E
DFTB
0
∂RI
= −
occ∑
i
ni
∑
µ
∑
ν
c∗µicνi
[
∂H0µν
∂RI
− εi∂Sµν
∂RI
]
− ∂Erep
∂RI
. (3.9)
Here, use of Eq. (3.3) has been made. Atomic charges are evaluated as Mulliken charges:
qI =
1
2
occ∑
i
ni
∑
µ∈I
∑
ν
(
c∗µicνi + c
∗
νicµi
)
. (3.10)
These charges will be useful for the SCC-DFTB schema described in the following.
3.2.2 Second-order approximation: Self-consistent charge DFTB
For systems that show considerable charge transfer the standard DFTB method may not give
suﬃcient accuracy. Therefore, in order to improve total energies, forces, and transferability, the
second order terms in the density ﬂuctuations are included in the SCC-DFTB. By including the
second order term in Eq. (3.1), the total energy in DFTB can be written as
EDFTB2 =
occ∑
i
ni〈ψi|H0|ψi〉+ E2nd + Erep. (3.11)
The second order term E2nd is further approximated to take the form
E2nd =
1
2
Nnuc∑
I,J
∆qI∆qJγIJ . (3.12)
Here, ∆qI = qI − q0I . The term γIJ , after some approximations and lengthy mathematical
manipulations [102], is expressed in the following form
γIJ(τI , τJ , R) =
1
R
−F(τI , τJ , R), (3.13)
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with
F(τI , τJ , R) = e−τIR
(
τ4JτI
2(τ2I − τ2J )2
− τ
6
J − 3τ4Jτ2I
(τ2I − τ2J )3R
)
+ e−τJR
(
τ4I τJ
2(τ2J − τ2I )2
− τ
6
I − 3τ4I τ2J
(τ2J − τ2I )3R
)
; for τI 6= τJ , (3.14)
and
F(τ,R) = e−τR
(
48 + 33τR+ 9(τR)2 + (τR)3
48R
)
; for τI = τJ = τ. (3.15)
Here R = |RI −RJ |. The determination of the τ parameters will follow shortly. Note that in
the limit of long atomic distances γIJ → 1/R, thus representing a Coulomb interaction between
the two charges ∆qI and ∆qJ . On the other hand, the on-site contributions, i.e., in the limit as
R→ 0 (with J ≡ I) read
γII = lim
R→0
γIJ =
5
16
τI . (3.16)
It has been suggested that γII can be approximated by the diﬀerence of the atomic ionization
potential II and the electron aﬃnity AI [108], as widely applied in semi-empirical quantum
chemistry methods. This diﬀerence is related to the chemical hardness ηI or the Hubbard
parameter UI [109]:
γII ≈ II −AI ≈ 2ηI ≈ UI . (3.17)
Therefore, using Eqs. (3.16) and (3.17)), the τ parameters can be determined in terms of Hubbard
parameters:
τI =
16
5
UI . (3.18)
For periodic systems, it is suﬃcient to explicitly calculate the short-range part of γIJ over a
small number of cells. However, the long range Madelung-like part is calculated employing the
standard Ewald technique [89, 81].
Starting from the DFTB energy up to second order in energy ﬂuctuations
EDFTB2 =
occ∑
i
ni〈ψi|H0|ψi〉+ 12
Nnuc∑
I,J
∆qI∆qJγIJ + Erep, (3.19)
and by applying the variational principle with respect to the expansion coeﬃcients under the
constraint of constant number of electrons leads us to the secular equations:∑
ν
cνi(Hµν − ε˜iSµν) = 0, ∀µ, i. (3.20)
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The Hamiltonian and overlap matrix elements are:
Hµν = 〈ϕµ|H0|ϕν〉+
1
2
Sµν
Nnuc∑
K
(γIK + γJK)∆qK
= H0µν +H
1
µν ;
Sµν = 〈ϕµ|ϕν〉, ∀ µ ∈ I, ν ∈ J. (3.21)
The repulsive energy term is now determined from the tabulated values obtained by calculating
the diﬀerence between ab-initio self-consistent calculations and the SCC-DFTB electronic energy
(the ﬁrst two terms in Eq. (3.19)), for a suitable reference structure.
Interatomic forces are derived by taking the derivative of the SCC-DFTB energy in Eq. (3.19)
with respect to nuclear coordinates. Hence, the interatomic forces within the SCC-DFTB take
the form
FI = −
occ∑
i
ni
∑
µ,ν
c∗µicνi
[
∂H0µν
∂RI
−
(
ε˜i −
H1µν
Sµν
)
∂Sµν
∂RI
]
−∆qI
Nnuc∑
L
∂γIL
∂RI
∆qL − ∂Erep
∂RI
. (3.22)
For periodic systems, the derivative of γIJ is also calculated using the Ewald technique.
3.3 Implementation
The DFTB method has been implemented in the ab-initio simulation package S/PHI/nX [87].
The implementation within S/PHI/nX has the great advantage of accessing its computationally
optimized algebra library, which makes implementing mathematical formulas including vector
and matrix operations very easy. In addition, because of its modular structure, it is possible to
make use of the various already existing routines such as structure optimization routines and
charge mixers. This allows to focus on the methodology itself, which resulted in a relatively
short implementation time.
The implemented code supports both periodic and non-periodic systems (e.g. clusters).
In addition, the self-consistent charge extension (SCC) has been also included. Various careful
checks have been made with the dftb code [110, 98] (e.g., energy-volume curves, band structures)
to ensure that our code reproduces exactly the same results when using the same potential ﬁles.
Additionally, because of the direct access to ab-initio calculations within the S/PHI/nX code,
primary steps towards generating and testing the parameter ﬁles (Slater-Koster ﬁles) have been
made. This allows for the generation of any parameter ﬁles as required in future.
Benchmarks for the speed performance show that DFTB calculations are 23 orders of
magnitude faster than typical ab-initio plane-waves pseudopotential calculations. The most
expensive part of DFTB calculations is the solution of the generalized eigenvalue problem
(Eq. (3.4) and (3.20)). Unlike ab-initio calculations with plane-waves basis, DFTB calcula-
tions scale with the number of atoms not with the volume of the cell, which makes it valuable
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for systems that include large vacuum such as molecules, surfaces, etc.
3.4 DFTB accuracy performance
An important issue to consider before using the DFTB method is to examine its accuracy for
the systems of interest and for the interesting physical properties/quantities to be investigated
during this work. Therefore, we have considered three key properties. First, we have calculated
the structural and cohesive properties for selected material systems, which include the bulk Ga,
As, and GaAs; and the N2 molecule. Second, we have calculated the phase diagram of the
well-established GaAs(001) surface, which is the growth surface for GaAs1−xNx alloys and hence
it is the starting point towards understanding the solubility of N in GaAs. Finally, in order to
check the performance of DFTB in calculating adatom binding energies and diﬀusion barriers,
we have investigated adatom-surface interaction. In speciﬁc, we have considered a Ga adatom
above the β2(2× 4) reconstructed GaAs(001) surface3 since this allows to directly compare with
the already-existing detailed ab-initio results by Kley et al. [111].
We note that the parameter ﬁles or the Slater-Koster ﬁles (containing the Hamiltonian and
overlap matrix elements and the repulsive potential parameters) that we have used here were
generated by the developers of the dftb code [110, 98], within the LDA approximation for
the exchange and correlation. All other computational details (e.g. k-points sampling, number
of atomic layers for the slab calculations, etc) were taken to be identical to those used in our
ab-initio calculations, which are provided in Chapter 4.
3.4.1 Structural and cohesive properties
In order to check the performance of DFTB in predicting the bulk properties we have calculated
the structural and cohesive properties for several systems relevant for this work, which are Ga,
As, and GaAs bulks, and the N2 molecule. First, we have optimized the the volume of the unit
cells4 for the bulk systems (using Murnaghan's equation of state [112]), as well as the N2 bond
length. Note that the atomic structures and their internal parameters are presented in detail in
the following chapter (Chapter 4). After that we have calculated the cohesive properties (see
Sec. 4.3.2).
The results are summarized in Table 3.1. Previous experimental results are also shown for
comparison. First, within the standard-DFTB, the results show that the unit cell volume is
overestimated for bulk Ga and for bulk As, and it is slightly overestimated for bulk GaAs.
This is in contrary to the expected underestimation when using the LDA exchange-correlation
functional. Including the self-consistency charge cycle (SCC-DFTB) for GaAs resulted in a very
slight insigniﬁcant improvement in the lattice constant. In overall all the structural parameters
are still in acceptable agreement with experiment.
The calculated cohesive energies for Ga, As, and GaAs and the binding energy for the N2
molecule are all overestimated, by up to 28% for Ga bulk. Moreover, it is important to note that
3Surface reconstructions are introduced in Chapter 5.
4The internal structural parameters were taken from the ab-initio optimized values presented in Chapter 4.
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a b c u v Ec
Ga DFTB 4.76 8.22 4.91 0.156 0.078 3.59a
Exp.b 4.51 7.63 4.50 0.153 0.079 2.81
As DFTB 3.84  10.55 0.222  3.50a
Exp.c 3.76  10.44 0.228  2.96
a Ec ∆Hf
GaAs DFTB 5.66 7.95a −0.86
SCC-DFTB 5.65 7.94a −0.85
Exp.d 5.65 6.52 −0.74
d Eb
N2 DFTB 1.08 11.33a
Exp.e 1.10 9.80
aSpin correction included from Refs. [113, 114]
bRef. [115] (a, b, c, u, v) and Ref. [81, p50] (Ec)
cRef. [116] (a, c, u) and Ref. [81, p50] (Ec)
dRef. [106] (a,Ec) and Ref. [117] (∆Hf )
eRef. [117]
Table 3.1: Calculated structural and cohesive properties for bulk Ga, As, and GaAs, and the
N2 molecule using DFTB, compared to experimental values. Here Ec, ∆Hf , and Eb denote the
cohesive energy, the formation enthalpy, and the binding energy, respectively. The structural
internal parameters are introduced in Chapter 4. All dimensions are in Å, and all energies are
in eV.
including the charge self-consistency for GaAs did not lead to a considerable improvement over
the standard-DFTB. For a better visualization of the performance of DFTB versus experiment
these values are plotted and shown in Fig 3.2. Note that for convenience the ﬁgure includes
additionally the corresponding ab-initio results obtained in this work using PS-PW and PAW
basis (see Chapter 4) within the GGA approximation, taken from Tables 4.1, and 4.2.
3.4.2 GaAs(001) surface phase diagram
In order to check the performance of DFTB with respect to surface energies we have calculated
the stability phase diagram of the GaAs(001) surface reconstructions as a function of growth
conditions (partial pressures). The calculations were performed using both the standard DFTB
[118] and the SCC-DFTB [98]. Note that information about surface energy and reconstruc-
tions are ﬁrst provided in Chapter 5, where the atomic structures of various GaAs(001) surface
reconstructions are provided.
The calculated phase diagram using the standard DFTB is shown in Fig. 3.3(a). The ﬁgure
shows the poor performance of the standard DFTB with respect to surface energies. A major de-
ﬁciency is that the β2(2×4) reconstruction is predicted to be unstable in the thermodynamically
allowed region, and it is almost degenerate with the β(2× 4) reconstruction. This contradicts to
what is known from both ab-initio calculations and experiment [120]. Similarly, the α2(2×4) and
α(2 × 4) reconstructions are almost degenerate. Moreover, the other reconstructions of mixed-
dimer(2×4) (md(2×4)) and ζ(4×2) are predicted to be unstable in the full thermodynamically
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Figure 3.2: Experimental versus theoretical DFTB cohesive energies of unary bulk systems (left),
binary bulk systems (middle), and the binding energy of the N2 molecule (right); split to allow for
a better resolution due to the scale diﬀerence. The values are taken from Table 3.1. Additional ab-
initio results employing GGA and using PS-PW (denoted DFT-PW) or PAW basis are included
for convenience (taken from Tables 4.1 and 4.2).
allowed region. These results are in large discrepancy with ab-initio (DFT-LDA) calculations
that are shown in Fig. 3.3(c) for comparison (taken from Ref. [119]).
Let us now see the eﬀect of including the self-consistent charge cycle within DFTB (SCC-
DFTB). The resulting phase diagram is presented in Fig. 3.3(b). It shows that SCC indeed leads
to a substantial improvement over the standard DFTB results with respect to surface energies.
Speciﬁcally, the improvement is mainly on the relative stabilities of α2(2 × 4) versus α(2 × 4),
and β2(2 × 4) versus β(2 × 4) reconstructions. This is a consequence of a better description
of the electrostatic interactions within SCC-DFTB, being an important mechanism behind the
stability of α2(2 × 4) and β2(2 × 4) over α(2 × 4) and β(2 × 4), respectively [121, 119]. The
better performance of SCC-DFTB over the standard DFTB for the case of β2(2×4) was already
reported earlier [118, 98]. On the other hand, the SCC-DFTB phase diagram in Fig. 3.3(b)
shows that both the md(2× 4) and the ζ(4× 2) reconstructions are still predicted to be highly
unstable, which in clear disagreement with the DFT-LDA calculations shown Fig. 3.3(c).
Finally, it is interesting to compare our SCC-DFTB GaAs(001) phase diagram with that of
Elstner et al. [98] calculated previously, which is shown in Fig. 3.3(d). There are only three
common reconstructions between Figs. 3.3(b) and (d) that can be compared. These are the
β2(2 × 4), β(2 × 4), and α(2 × 4) reconstructions. First, in Ref. [98] the authors reported that
the β2(2× 4) reconstruction is energetically more favorable than the β(2× 4) reconstruction by
3.7 meV/Å2. From our phase diagram (Fig. 3.3(b)) the corresponding energy diﬀerence reads
71.7 meV/(1× 1) = 4.5 meV/Å2, i.e., the agreement between the two calculations is very good
(0.8meV). Second, in the phase diagram in Fig. 3.3(d) the β2(2×4) and α(2×4) reconstructions
become equally stable (i.e. have the same surface energy) at µ−µGabulk ≈ −0.25 eV. Beyond this
value in the direction of more Ga-rich conditions the α(2× 4) becomes more stable. This can be
understood since the more stable α2(2 × 4) reconstruction was not taken into account. On the
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Figure 3.3: Phase diagrams of the GaAs(001) surface: (a) using the standard DFTB method,
(b) using SCC-DFTB method, (c) using DFT-LDA; taken from Schmidt [119], and (d) using
SCC-DFTB; taken from Elstner et al. [98]. In (c) the energy is per the (1× 1) surface area. The
(1× 1) area equals a22 = 15.96Å
2 for (a) and (b), and 15.51Å2 for (c).
other hand, in our case the surface energies of the β2(2×4) and α(2×4) reconstructions become
equal only outside the thermodynamically allowed region, at a chemical potential µGa that is
diﬀerent by ∼ 0.35 eV compared to the case in the phase diagram in Fig. 3.3(d). Apart from
surface energies, one further quantity can be compared in the two calculations, which is the the
formation enthalpy of GaAs bulk. From Fig. 3.3(d) the GaAs formation enthalpy reads −0.80 eV
(the diﬀerence between Ga-rich and Ga-poor chemical potential limits (see Eq. (5.10)), while
in our case it reads −0.85 eV (from Table 3.1). Unfortunately there are no further quantities
available to compare with (e.g., bulk properties).
It becomes important here to determine the source of these discrepancies. First, we note
that the employed computational details employed in Ref. [98] are not available, such as k-
points sampling, the number of slab layers and relaxed layers used in the slab calculations, and
about the determination of the thermodynamic Ga-rich and Ga-poor limits (e.g. the reference
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structures and the corresponding computational details). On the other hand, we note that there
are no information available whether the parameter ﬁles that we have used here are identical to
those used in Ref. [98]. Since it is unlikely that the large discrepancies we have found are due
to diﬀerences in the computational details, the most probable reason for the discrepancies is the
use of diﬀerent parameter ﬁles (Slater-Koster ﬁles). In speciﬁc, as we have noted earlier, the
repulsive potentials are sensitive to the choice of the reference structures (environments) used
to ﬁt the energy. This indicates that the DFTB parameter ﬁles suﬀer from a transferability
problem.
3.4.3 Adatom-surface interaction: Ga adatom
For this work it is important to test the performance of DFTB in calculating binding energies
and kinetic barriers of adatoms on surfaces. Therefore, as a ﬁnal examination, we have studied
the interaction of a Ga adatom above the β2(2 × 4) reconstruction of GaAs(001) surface. This
choice is motivated by the existence of the previous detailed ab-initio results by Kley et al. [111]
which can be used for comparison.5 Note that in their study GGA was used for the exchange
and correlation, however, this is not critical as long as we are interested to check the general
performance qualitatively.
Let us ﬁrst consider the potential energy of a Ga-adatom as a function of its height above
the center of an As dimer of the β2(2 × 4) GaAs(001) surface (see Fig. 5.3 in Chapter 5).
In Ref. [111] the authors reported two diﬀerent minima associated with two diﬀerent bonding
conﬁgurations between the Ga-adatom and the As-dimer, as shown in Fig. 3.4(b). In the ﬁrst
bonding conﬁguration m1 which occurs at adatom height of zadatom − zdimer ≈ 2Å, the adatom
interacts with the completely ﬁlled dangling bonds of the dimer; while in the second bonding
conﬁguration m2, at zadatom − zdimer ≈ 0.1Å, the adatom breaks the dimer bond and forms
directional bonds with the adjacent As atoms. The energy diﬀerence between the two minima is
∼ 1.2 eV, separated by an energy barrier of ∼ 1 eV at zadatom − zdimer ≈ 1.2Å.
In order to test whether the DFTB method is able to correctly describe these two diﬀerent
bonding situations we have performed the same mapping of the potential energy employing the
standard-DFTB. For these calculations, the Ga adatom is kept ﬁxed at a certain position above
the center of the As dimer and the surface atoms are allowed to fully relax, for various adatom
heights. The structure of the clean surface has been used as the input/initial structure for
all adatom heights. The obtained height versus energy values are shown by the black dots in
Fig. 3.4(a). Note that it was not possible to map the energy for the points that are closer than a
certain value to the surface due to the strong repulsive energy which destroys the structure in the
initial structural optimization steps. To overcome this problem we have employed an adiabatic
structural update scheme. That is, the relaxed structure obtained for a certain adatom height is
taken as the initial input structure for the next (nearby) point, with changing adatom's height.
Two adiabatic update directions were considered: In the ﬁrst path the initialization starts from
the highest adatom position (above the surface), while in the second it starts from the lowest
5Similar to Ref. [111], the calculations were performed in a 4 × 4 surface cell to reduce ﬁctitious adatom
interactions from the periodic images.
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Figure 3.4: (a) The energy of a Ga adatom as a function of its height above the center of an As
dimer on the β2(2×4) GaAs(001) surface using the standard DFTB method. Three curves were
obtained as a consequence of diﬀerent structural initialization before relaxation (see text). The
adatom-dimer conﬁguration at each of the minima is schematically shown in the upper panel.
(b) The corresponding previous ab-initio results from Kley et al. [111] shown for comparison.
position (inside the surface). The obtained results are shown in Fig. 3.4(a) by the open blue
diamonds and the open red squares, respectively.
From the results in Fig. 3.4(a) three minima can be identiﬁed. The choice of the used
structural initialization schem aﬀected the resulting minima. By investigating the atomic conﬁg-
urations at these minima (in the upper panel of the ﬁgure), we ﬁnd that the minima m1 and m2
are the ones that correspond to those in Fig. 3.4(b). They occur at adatom height of 2.5Å and
0.5Å with an energy diﬀerence of 0.56 eV, i.e., signiﬁcantly lower than the diﬀerence obtained
from the ab-initio results. For the minimum m1′, which occurs at ∼ 1.8Å, the system prefers
the open dimer conﬁguration over the closed dimer conﬁguration. Note that the kink in the ﬁrst
curve (black dots) that appears in between the two minima (see the black arrow in Fig. 3.4(a))
also indicates the existence of the third minimum m1′. In contrast, in the ab-initio calculations
neither the minimum m1′ nor the kink in the curve between the two minima occurs. Finally,
Fig. 3.4(a) shows that the results are very sensitive to the input structure. For instance, this can
be seen in the diﬀerence between the blue and the red points for adatom heights < 0.5Å, and in
the diﬀerence between the black and the blue points for the heights between 1.52Å. Therefore,
the use of DFTB can lead to physically wrong binding conﬁgurations.
As a ﬁnal test we have investigated its performance in mapping the potential energy surface
(PES)6 of a Ga-adatom above the the β2(2× 4) surface employing the standard-DFTB method.
We note that the PES mapping is usually performed on a lateral grid covering the surface. At
each point the adatom is placed at a certain initial height above the surface and allowed to
relax only in the direction perpendicular to the surface, with allowing surface relaxations. In our
test employing DFTB we have mapped the potential energy along the straight line indicated in
6The concept of the potential energy surface is discussed in Chapter 6.
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Figure 3.5: (a) One dimensional potential energy mapping of a Ga adatom above the GaAs(001)
β2(2×4) surface using the standard DFTB methodology. The mapping was performed along the
dashed blue line indicated in the upper panel (showing a schematic top view of the surface). The
middle panel shows the corresponding resulting energy values when the adatom is relaxed from
three diﬀerent initial heights above the surface, in the regions as indicated in the side view in
the lower panel (see text). The energy zero was set at the minimum value. (b) Upper panel: the
total potential energy surface for the adatom above the surface using DFT-GGA calculations,
adapted from Ref. [111]. The contour lines spacing is 0.2 eV. Using the contour lines, the energy
values along the dashed blue line (same as in (a)) were extracted and connected with straight
lines, as shown in the lower panel. The energy zero is set at the central point between the two
pairs of As dimers, identical to the position of the energy zero in (a).
the upper panel of Fig. 3.5(a). In the ﬁrst trail the adatom was relaxed from 1.6Å above the
uppermost (ﬁrst layer) As dimers and along the whole line, as schematically indicated in the
lower panel in Fig. 3.5(a). The resulting energies are shown by the black circles in the middle
panel of Fig. 3.5(a). First, we note that the calculations failed to converge properly when the
vertical distance between the adatom and the underneath surface atoms becomes higher due
to the shape of the β2(2 × 4) surface which has missing ﬁrst and second layer atoms. This
can be seen in the region above the third layer As-dimer where most energy points are missing
(unphysical or too high in energy). In order to overcome this we repeated the mapping in this
region with lowering the starting height of the adatom, as indicated the lower panel in Fig. 3.5(a).
In the ﬁrst trial we relaxed the adatom from 2.3Å above the third layer As-dimer. The resulting
energies are shown by the red triangles in the middle panel of Fig. 3.5(a). Although the results
have improved, there are still few unphysical points and the energy curve is not smooth enough
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and does not reproduce the symmetry around the As-dimer correctly. By moving the adatom
slightly closer to 1.6Å above the third layer As dimer the results have further improved, as can
be seen by the inverted blue triangles in the middle panel of Fig. 3.5(a). Surprisingly, this slight
change has resulted in a strong eﬀect; as can be seen in the ﬁgure most of the blue and red
triangles do not overlap. The symmetry around the lower As-dimer is now preserved and the
energy curve is smoother with very less unphysical points. Therefore, the choice of the initial
adatom high is very signiﬁcant for DFTB calculations and should be carefully checked, which
can be a cumbersome task.
Let us now compare these results with the ab-initio PES presented in Ref. [111], shown in
the upper panel of Fig. 3.5(b).7 Using the contour lines we have extracted the energies along
the same line for which we performed the mapping using DFTB (also indicated in the upper
panel), and connected them with straight lines. The corresponding potential energy along the
line is shown in the lower panel. By comparing the DFTB results with the ab-initio results we
note that there is a signiﬁcant discrepancy in the region above the third layer As-dimer. In this
region the DFTB calculations predict energies that are signiﬁcantly higher. This indicates that
the DFTB will not be able to reproduce the correct diﬀusion barriers.
3.5 Summary
The DFTB method provides a scheme to bridge the gap between ab-initio and empirical tight
binding approaches, resulting in a computationally very eﬃcient method without any empirical
ﬁtting. As a promising approach to employ for pre-relaxing the expensive surface and adatom
calculations we have successfully implemented the DFTB method in the S/PHI/nX simula-
tion package. Several accuracy performance tests for physical properties of interest have been
performed. These tests include bulk properties, surface energies of the GaAs(001) surface recon-
structions, and energetics of a Ga adatom on the GaAs β2(2×4) surface. The tests show several
critical drawbacks in using the DFTB, as summarized in the following. First, the DFTB did not
reproduce correctly the ab-initio predicted stabilities of various reconstructions of the GaAs(001)
surface. Second, the surface energies calculated with the DFTB were found to be sensitive to
the used parameter ﬁles, which indicates a transferability problem. Moreover, the DFTB has led
to incorrect Ga-adatom As-dimer binding conﬁgurations and energies. Furthermore, the DFTB
has failed to describe the ab-initio potential energy of a Ga adatom accurately. Finally, the
DFTB adatom calculations have shown strong sensitivity to the initial position/conﬁguration of
the adatom on the surface, which needs to be carefully checked.
These issues show that the DFTB is unfortunately not a suitable approach to employ for our
calculations. Hence it is restricted to this chapter and was not used in the later stages of this
work. Nevertheless, it is necessary to mention here that the S/PHI/nX DFTB implementation
has found various useful applications, specially for biological systems.
7This PES was obtained when starting from the positions of the clean surface (intact dimer bonds) for the
substrate (similar to the case in our DFTB calculations) and an adatom height of 3Å above the surface.
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Chapter 4
Computational Details and Material
Properties
4.1 Introduction
The calculations within this work were performed employing the density functional theory using
the generalized gradient approximation for the exchange-correlation functional (GGA(PBE)) [67].
For the sake of computational eﬃciency and based on the available computational resources we
have used two ab-initio computer codes. These two codes diﬀer in the form of the basis set
used for solving the Kohn-Sham equations. For studying the thermodynamics of the clean and
N substituted surfaces (presented in Chapter 5) we have used the S/PHI/nX code package [87],
which employs pseudopotential plane-waves (PS-PW). The S/PHI/nX code delivers very good
performance for relatively small systems with fully occupied bands, such as the semiconducting
surfaces treated here. However, it becomes often required to simulate larger surface cells to
reduce interactions from the periodic images, such as for the surfaces that include adatoms which
additionally have partially occupied bands. Hence, to be accomplished in a reasonable time, the
calculations for such systems require to be performed on parallel processors. Unfortunately
this option has not been available in the S/PHI/nX code. Therefore, to study adatom kinetics
(Chapter 6) and large surface cells (Chapter 7) we have used the vasp ab-initio code [88] which
employs projector augmented waves (PAW).
In the following we introduce the common general computational details that were used
throughout this work. We then present the calculated structural and cohesive properties of
the material systems of interest compared to experimental results, which is essential to check
the accuracy of our calculations. To guarantee that the two codes are consistent the presented
structural and cohesive properties were calculated employing both codes. Further details will be
provided at the corresponding positions in this work as necessary.
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4.2 General computational details
For the PS-PW calculations, which were performed using S/PHI/nX ab-initio code [87], we used
fully-separable [79] norm-conserving pseudopotentials of the Troullier-Martins type [75]. The 3d-
electrons of Ga and the 4d-electrons of In were treated as core electrons employing the non-linear
core correction (NLCC). The GGA(PBE) approximation were used for the exchange-correlation
functional.
An important parameter that needs to be carefully determined is the cutoﬀ energy for the
plane-waves. Since nitrogen is the most demanding atomic species in our systems, we ﬁx the
cutoﬀ energy in all calculations to that required for a system containing N to give a converged
quantity interest within a certain accuracy. Let us ﬁrst consider the convergence of the total
energy of GaN in the bulk phase. The energy of GaN bulk were calculated at diﬀerent cell
volumes and for various energy cutoﬀs: 30, 40, 50, and 60 Ry. The volume versus energy
data were ﬁtted according to Murnaghan's equation of state [112] and the results are shown in
Fig. 4.1(a). The results indicate that 60Ry cutoﬀ leads to converged total energies to a very good
accuracy. Reducing the cutoﬀ to 50Ry leads to energy diﬀerences of ∼ 90meV per atom, while
reducing it further to 40Ry leads to considerable energy diﬀerences of ∼ 480meV per atom.
Unfortunately, using a cutoﬀ of 60Ry makes the computations expensive for larger systems
(slab calculations). Therefore we check the convergence of a more relevant quantity for our work
which is the formation energy of substitutional incorporation of N at surfaces. Since this involves
calculating energy diﬀerences, a better convergence with the cutoﬀ energy is expected. For this
purpose we have chosen the β2(2× 4) reconstruction of the GaAs(001) surface.1 The formation
energy of N substitution at the topmost surface layer under rich As and N conditions2 has been
calculated using cutoﬀs of 40 and 60 Ry's. The results are shown in Fig. 4.1(b). The ﬁgure shows
that reducing the cutoﬀ energy from 60Ry to 40Ry results in a small diﬀerence in the formation
energy of ∼ 40meV per the 2 × 4 surface cell. In addition, we note that the calculated GaN
equilibrium lattice constants in Fig. 4.1(a) are almost identical for cutoﬀs > 40Ry. Therefore,
we have used a cutoﬀ energy of 40Ry (equivalent to 544 eV)3 in all of our calculations, which
allows to signiﬁcantly reduce the computational eﬀorts especially for calculating surface systems.
For the PAW calculations, which were performed using the vasp ab-initio code [88], the
standard set of the PAW potentials that are distributed with the code [93, 122] have been used,
within the GGA approximation for exchange and correlation. For the cutoﬀ energy we have used
the maximum recommended value (provided in the potential ﬁles) to accurately describe systems
containing nitrogen, which is 29Ry (or 400 eV). Using this value is feasible for our systems and
hence there is no need to be further optimized as for the case of the PS-PW calculations.
For brillouin zone (BZ) integrations we have used the special k-points sampling scheme of
Monkhorst-Pack (MP) [85]. For the calculations in the two codes we have employed identical
k-points meshes. For the calculating the properties of the bulk systems presented here we have
1Surface reconstructions are introduced in Chapter 5.
2Substitutional incorporation of N atoms and the associated formation energies are discussed in Chapter 5.
The substitutional site considered here is the a4 site indicated in Fig 5.5(a). The formation energies are calculated
according to Eq. (5.12) at As and N rich conditions (µAs = µAsbulk and µN = µNN2 ).
31 Rydberg = 1
2
Hartree ≈ 13.6057 eV.
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Figure 4.1: (a) Murnaghan's equation of state ﬁts for GaN bulk (zinc blende) at various PW's
cutoﬀ energies. The hence obtained equilibrium lattice constants are shown in the legend. (b)
The formation energy of N substitution in topmost surface layer of the β2(2× 4) reconstruction
of the GaAs(001) surface for two cutoﬀ energies.
used: 6× 6× 6 k-points mesh for bulk Ga; 12× 12× 12 k-points mesh for bulk As and In; and
4×4×4 k-points mesh for GaAs, InAs, GaN, and InN. The generating k-point was always placed
at (12 ,
1
2 ,
1
2). A Fermi broadening corresponding to an electronic temperature of 0.1 eV was used
for bulk Ga, As, and In. The cell shape of the ZB structures were optimized using Murnaghan's
equation of state [112]. For bulk Ga, In, and As the cell volume and shape were optimized using
automatic cell optimization.4
Finally, for calculating the total energy of molecules (the N2 molecule) and of single atoms
within periodic boundary conditions the supercell approach was employed (see e.g. Sec. 2.6.1)
to suppress ﬁctitious interactions between the atom/molecule and its periodic images. We have
used cubic supercells with side length of 10Å and a single k-point. In addition, for calculating
isolated atoms spin polarization has been included.
4.2.1 Surface calculations
For our slab calculations it is essential to ﬁnd the required number of atomic layers and the
thickness of the vacuum layer to be used. In Fig. 4.2(a) we show the convergence of the total
energy (shifted) versus the number of the relaxed layers for a 10-layer thick GaAs β2(2×4) slab.5
The atoms in the other lower layers were kept ﬁxed (unrelaxed) at their ideal bulk positions.
The results show that it is suﬃcient to relax only 6 layers; relaxing additionally 2 layers more
lowers the energy by < 4 meV/(1× 1). In a further check we have found that reducing the total
4Since this option has not been available in the S/PHI/nX code, cell optimizations were performed with the
help of the abinit code [123, 124] using the same pseudopotential ﬁles, and employing the same computational
details (energy cutoﬀ, k-points sampling, etc).
5For surface reconstructions see Chapter 5, Sec. 5.4.
47
48 4.2. General computational details
4 5 6 7 8
Number of relaxed layers (n
relax)
0
5
10
15
20
25
30
∆E
to
t  
/(1
×1
) (
me
V)
β2(2×4)
n
slab= 10
n
vac
 = 6
sla
b
(a)
0 100 200 300 400 500
Number of k-points/BZ
-0.5
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
∆E
 
(eV
/G
aA
s p
air
)
2×2×2
4×4×4
6×6×6 8×8×8
2×2×2
primitive cell
tetragonal cell
GaAs bulk
(b)
0 2 4 6 8
Number of k-points
-34
-32
-30
-28
-26
∆E
su
rf 
/(1
×1
) (
me
V)
1×1×1
2×1×1
4×2×1
GaAs(001)
α2(2×4)
(c)
Figure 4.2: (a) Convergence check with respect to the number of relaxed atomic layers in a
β2(2×4) GaAs(001) surface slab. A vacuum of a thickness equivalent to 6 atomic layers (∼8.6Å)
has been used. The energy zero is set at the minimum. For (b) and (c): Convergence checks
with respect to k-points sampling for (b) the total energy of GaAs bulk cells and (c) the surface
energy of the α2(2 × 4) surface of GaAs(001), relative to the α(2 × 4) surface. In (c) and the
slab consists of 8 atomic layers and an equivalent vacuum thickness, and the indicated k-point
meshes are per 2× 4 surface.
number of layers in the slab from 10 to 8 (relaxing 6 layers) produces an energy diﬀerence of
< 3 meV/(1 × 1). For the vacuum layer, we have found that reducing the vacuum from 11.5Å
(equivalent to the thickness of 8 atomic slab layers) to 8.6Å (equivalent to the thickness of 6
atomic slab layers) results in an energy diﬀerence of ∼ 1 meV/(1×1). Therefore, we have used in
all of our calculations slabs that consist of 8 atomic layers; with the uppermost 6 layers allowed to
relax, and a vacuum layer of thickness 11.5Å. Additionally, the dangling bonds on the backsides
of the slabs were passivated with pseudohydrogens (fractionally charged) in order to ensure local
charge neutrality [86].
It is necessary after that to ﬁnd the optimal sampling for BZ integrations (k-points mesh) for
our slab calculations. Therefore, in the ﬁrst step we have examined the convergence of the total
energy of the primitive unit cell and the tetragonal unit cell (see Sec. 4.3.1)6 of bulk GaAs, for
several MP meshes of k-points: 2× 2× 2, 4× 4× 4, 6× 6× 6, and 8× 8× 8; with the generating
point placed at (12 ,
1
2 ,
1
2). The results, shown in Fig. 4.2(b), show that the total energy converges
slower for the tetragonal cell. Taking an 8 × 8 × 8 k-points mesh for the tetragonal cell, the
similar sampling for our typical 2 × 4 slab systems is 4 × 2 × 1. However, the case is diﬀerent
when energy diﬀerences are compared. This can be seen in Fig. 4.2(c), where we have calculated
surface energy of the α2(2× 4) surface of GaAs(001) relative to the α(2× 4) surface,7 for several
meshes of k-points (1 × 1 × 1, 2 × 1 × 1, 4 × 2 × 1 per 2 × 4 surface cell; with the generating
point placed at (12 ,
1
2 , 0)). As the results show, increasing the k-points mesh from 2 × 1 × 1 to
4 × 2 × 1 results in a small energy diﬀerence of ∼ 4 meV/(1 × 1). That is, the convergence in
energy diﬀerences is signiﬁcantly faster than in the total energies. Therefore, in all of our surface
calculations we have employed equivalent 2× 1× 1 k-points per 2× 4 surface, and an equivalent
6A tetragonal unit cell compiles a 4-layers-thick 1× 1 (001) slab cell, see Sec. 4.3.1.
7For surface energies see Chapter 5, Sec. 5.3. Equivalent k-points sampling was used.
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Figure 4.3: (a) The base-centered orthorhombic lattice of the α-Ga structure. (b) The rhombo-
hedral cell of the α-As atomic structure. (c) The body-centered tetragonal cell of bulk Indium.
The primitive translation vectors and the basis atoms are also shown in all of the ﬁgures. Note
that in (a) the basis atoms are located in one plane. Ga atoms are in green, As in pink, and In
in violet. The small gray spheres represent lattice points.
sampling for bulk calculations, i.e., 4× 4× 4 per the tetragonal unit cell.
Finally, since the uppersides and the backsides of our slabs are not equivalent, it might be
necessary to include dipole correction [125]. Nevertheless, calculations for clean and for nitrogen
substituted β2(2× 4) GaAs surface showed that the dipole correction to the total energy is very
small (< 1meV). Therefore, the dipole correction was ignored throughout this work.
4.3 Structural and cohesive properties
4.3.1 Structural properties
Bulk Ga, As, and In
First, we present the structural properties of unary bulk systems: Ga, As, and In. Gallium
crystallizes in the α-Ga (A11) structure. The underlying lattice is the base centered orthorhombic
lattice. The primitive translation vectors for this lattice read: a1 = 12a xˆ− 12b yˆ, a2 = 12a xˆ+ 12b yˆ,
and a3 = c zˆ. The basis of this structure consists of four atoms, located at (∓u,±u,±v) and
(−12±u, 12±u, 12∓v) in terms of (a1,a2,a3). The conventional cell is shown in Fig. 4.3(a) together
with the four basis atoms and the primitive translation vectors. In Fig. 4.4(a) a perspective view
of a repeated α-Ga structure is shown.
Arsenic crystallizes in the α-As (A7) structure. The underlying lattice is the rhombohedral
(trigonal) lattice. The primitive translation vectors can be written as: a1 = s xˆ + r yˆ + r zˆ,
a2 = r xˆ + s yˆ + r zˆ, and a3 = r xˆ + r yˆ + s zˆ. The structure has a two atomic basis, located
at (±u,±u,±u) in terms of (a1,a2,a3). The lattice constant in this description equals arh =√
2r2 + s2. The lattice together with the basis atoms and the primitive translation vectors are
shown in Fig. 4.3(b). A more common way to describe the As structure [116] is by the following
translation vectors: a′1 =
a√
3
xˆ+ c3 zˆ, a
′
2 =
−a
2
√
3
xˆ+ −a2 yˆ+
c
3 zˆ, a
′
3 =
−a
2
√
3
xˆ+ a2 yˆ+
c
3 zˆ, with basis
atoms at ±u(0, 0, c). These two deﬁnitions are related according to a = 2arh sin(α/2) and c/a =
(9[4 sin2(α/2)]−1 − 3)1/2 where α is the rhombohedral angle [126]. Equivalently a = √2(r − s)
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Figure 4.4: A perspective view of periodically repeated (a) α-Ga and (b) α-As structures.
Method a b c u v Ec(eV)
Ga PS-PW (GGA) 4.46 7.70 4.60 0.156 0.080 2.81
PAW (GGA) 4.56 7.76 4.62 0.156 0.084 2.69
Experimenta 4.51 7.63 4.50 0.153 0.079 2.81
As PS-PW (GGA) 3.82  10.82 0.227  2.89
PAW (GGA) 3.82  10.69 0.227  2.97
Experimentb 3.76  10.44 0.228  2.96
In PS-PW (GGA) 3.22  4.89   2.54
PAW (GGA) 3.31  5.02   2.36
Experimentc 3.25  4.94   2.52
aRef. [115] (a, b, c, u, v) and Ref. [81, p50] (Ec)
bRef. [116] (a, c, u) and Ref. [81, p50] (Ec)
cRef. [117] (a, c) and Ref. [81, p50](Ec)
Table 4.1: Calculated and experimental structural parameters and cohesive properties for bulk
Ga, As, and In. Note that the deﬁnition of the unit cell of α-Ga here is diﬀerent from the
one given in Ref. [115] for an 8 atoms cell and thus the values were adjusted accordingly. All
dimensions are given in Å.
and c =
√
3(2r+s), and hence arh = 13
√
3a2 + c2. In Fig. 4.4(b) a perspective view of a repeated
α-As structure is shown.
The underlying lattice of bulk Indium is the body-centered tetragonal (BCT) lattice (A6).
The primitive translation vectors can be written as: a1 = axˆ, a2 = ayˆ, and a3 = 12(axˆ+ayˆ+czˆ).
The basis consists of a single atom located at (0, 0, 0). The body-centered tetragonal cell is shown
in Fig. 4.3(c) together with the primitive translation vectors and the basis In atom. Note that
sometimes this structure is represented in terms of a face-centered tetragonal (FCT) lattice, a
tetragonally distorted FCC lattice, such that aFCT =
√
2 aBCT and cFCT = cBCT.
In Table 4.1 the optimized structural parameters for the above mentioned bulk systems are
summarized together with the corresponding experimental values. There is a general overestima-
tion of the volume of the unit cell, as expected for the GGA functionals, except for bulk Indium
within the PS-PW calculations where the unit cell volume is slightly underestimated by 2.8 %.
The results are generally in very good agreement with experiment.
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Figure 4.5: (a) The FCC conventional cell and the primitive translation vectors. (a) The zinc
blende structure of GaAs/InAs showing the FCC conventional cell (black edges) together with
the tetragonal cell (blue edges). (b) The tetragonal cell, with a1 = a2 = a√2 and a3 = a.
The small gray spheres in (a) represent lattice points. Green spheres represent Ga/In and pink
spheres represent As atoms.
Bulk GaAs, InAs, GaN, and InN
Now we present the structural properties for the binary bulk systems: GaAs, InAs, GaN, InN.
GaAs and InAs crystallize in the zinc blende (ZB) structure. The underlying lattice is the
face-centered cubic (FCC) shown in Fig. 4.5(a). The primitive translation vectors are given
by: a1 = 12a(xˆ + yˆ), a2 =
1
2a(yˆ + zˆ), and a2 =
1
2a(xˆ + zˆ). The primitive unit cell of the
ZB structure consists of two basis atoms (one cation atom and one anion atom) at (0, 0, 0) and
(0.25, 0.25, 0.25). The ZB structure is shown in Fig. 4.5(b) with the conventional cell shown in
black edges.
The thermodynamically stable bulk GaN and InN have the wurtzite structure. However,
since the energy diﬀerence between the wurtzite and the ZB phases is small (estimated to be
. 45 meV/pair [127, 78]), we assume here the ZB structure.
For the purpose of studying the (001) surfaces of these material systems it is more convenient
to consider the tetragonal unit cell, with one of its translation vectors along the [001] direction.
The tetragonal cell is marked in Fig. 4.5(b) with the blue edges, and can be more clearly seen
in Fig. 4.5(c). The translation vectors for this unit cell read a1 = 12a(xˆ+ yˆ), a2 =
1
2a(−xˆ+ yˆ),
and a3 = a zˆ. The basis of the tetragonal unit cell contains 4 atoms: 2 cation atoms at (0, 0, 0)
and (0.5, 0.5, 0.5), and 2 anion atoms at (0.5, 0, 0.25) and (0, 0.5, 0.75); in terms of (a1,a2,a3).
In Table 4.2 the optimized lattice constants for GaAs, InAs, GaN, and InN using PS-PW
and PAW are shown together with the corresponding experimental values. Both PS-PW and
PAW approaches give results that are in good agreement with experiment. As expected from the
GGA approximation the lattice constants are overestimated except for the PS-PW calculations
of bulk GaN and InN. Here, for bulk GaN the lattice constant is found to be virtually identical
to experiment, while for bulk InN it is slightly underestimated by 0.6 %. The overestimation
of the lattice constant is larger in the case of the PAW calculations but the relative diﬀerences
between the two approaches are small < 3.5 %.
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Method a(Å) ∆Hf (eV) Ec(eV)
GaAs PAW 5.77 −0.71 6.36
PS-PW 5.73 −0.75 6.45
Experiment 5.65a −0.74b 6.52a
InAs PAW 6.22 −0.47 5.80
PS-PW 6.12 −0.63 6.09
Experiment 6.03a −0.61b 6.20a
GaN PAW 4.60 −0.95 8.83
PS-PW 4.52 −1.09 9.00
PS-PWc 4.51 −1.11 9.21
Experiment 4.52d −1.15b 8.96a
InN PAW 5.11 0.23 7.31
PS-PW 4.95 −0.28 7.95
PS-PWc 4.99 −0.31 7.53
Experiment 4.98d −0.30e 7.72a
d(Å) Eb(eV)
N2 PAW 1.12 10.38
PS-PW 1.10 10.20
PS-PWc 1.095 10.69
Experiment 1.10b 9.80b
aRef. [106]
bRef. [117]
cRef. [78]
dRef. [128]
eRef. [129]
Table 4.2: The calculated structural and cohesive properties for bulk GaAs, InAs, GaN, and
InN; and for the N2 molecules, using both the PS-PW and the PAW approaches within the GGA
approximation. The results are compared to previous theoretical and experimental data.
N2 molecules
Finally, for the N2 molecule, the optimized bond length for the N2 molecules using both PW and
PAW approaches are shown in Table 4.2. The PAW calculations show a small overestimation
of the bond length of 1.8 %. However, both PS-PW and PAW are in very good agreement with
experiment.
4.3.2 Cohesive properties
Additionally we have calculated the cohesive energies and heat of formations for the diﬀerent
material systems. The cohesive energy is the energy required to separate atoms in the crystal to
their free form. That is
Ecbulk = −Etotbulk +
∑
α
Etotαatom , (4.1)
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where Etotbulk is the total energy of the bulk and E
tot
αatom is the total energy of the atomic species α (in
its atomic form) which include spin polarization. For instance, for a binary bulk material AB the
cohesive energy can be written as: Ec
ABbulk
= −Etot
ABbulk
+EtotAatom +E
tot
Batom . For molecular systems
this is usually expressed by the binding energy. Hence, the binding energy of N2 molecules is
written as:
EbN2 = −EtotN2 + 2EtotNatom . (4.2)
The heat of formation of a compound is deﬁned as the heat absorbed or released when the
compound is decomposed into its constituents in their standard state. For example, the heat of
formation of bulk GaAs is
∆HfGaAs = E
tot
GaAsbulk − EtotGabulk − EtotAsbulk , (4.3)
and similarly for InAs. For GaN the heat of formation is
∆HfGaN = E
tot
GaNbulk − EtotGabulk −
1
2
EtotN2 , (4.4)
and similarly for InN. Note that if ∆Hf > 0 for a compound material then it is thermodynami-
cally unstable.
The calculated cohesive energies and heats of formation for the above systems are shown
in Tables 4.1 and 4.2. The cohesive properties show generally good agreement with respect
to experimental data. One exception is in the case of bulk InN within the PAW calculations
where it is thermodynamically unstable. However, this was also found earlier within the GGA
approximation [78] and it can be understood to be a result of the high overestimation of the
binding energy of the N2 molecules (with PAW it is over-bound by 0.58 eV). Overall, the PW
calculations give results that are slightly in better agreement to experiment.
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Chapter 5
Thermodynamics of N at GaAs and
InAs (001) Surfaces
5.1 Introduction
The growth of diluted nitrides for optoelectronic applications has been challenged by the very
low thermodynamic equilibrium solubility of N in bulk GaAs and InAs. The low N solubility
is a direct consequence of the large strain energies resulting from the large lattice mismatch
between GaAs and GaN and between InAs and InN of about 20% and 17.4%, respectively [4].
For instance, the equilibrium solubility of N in bulk GaAs was ﬁrst estimated to be ∼ 10−7% at
T = 1000K [23]; very low for practical applications. Nevertheless, employing MBE, the growth
of GaAs1−xNx alloys containing few percents of N is nowadays routinely realized.
The concept of enhanced solubility of impurities near crystal surfaces, ﬁrst demonstrated by
Tersoﬀ [49], allows for a basic explanation of the achievable high experimental N solubilities. The
ﬁrst reason behind the enhanced solubility at surfaces is the more eﬃcient atomic relaxations
than in the bulk. This allows to partially relieve the strain caused by the impurity, thus lowering
its energy and hence enhancing its solubility. The second reason is the existence of reconstructions
at semiconductor surfaces, i.e., rearrangements of atoms to lower the surface energy. A surface
reconstruction causes an intrinsic compressive/tensile strain in the surface/subsurface layers,
which allows for a further considerable relief of the strain around the impurity. By employing
the appropriate kinetic regime for the surface/subsurface incorporation, the high solubility at the
surface can be frozen-in during crystal growth, allowing to overcome the limited solubility in the
bulk. This concept and the eﬀect of the various incorporation mechanisms have been discussed
more thoroughly in the introduction chapter.
Surface enhanced solubility has so far attracted little attention, and very few theoretical
studies attempted to explain the achieved experimental solubilities [50, 51]. For example, it has
been proposed that the solubility of N can be dramatically enhanced by ﬁve orders of magnitude
in the subsurface region of the GaAs(001) surface at T = 1000K, which is a result of the
compressive surface strain induced by the As surface dimers in the subsurface layers [50]. These
studies, although succeeding in predicting an enhanced solubility at the surfaces compared to
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bulk, failed however to explain the experimentally achievable and observed N concentrations.
In addition, they do not provide a comprehensive understanding regarding the eﬀect of various
surface reconstructions and growth conditions. Even more importantly, they are unable to predict
the existence of kinetic mechanisms that can allow e.g. for subsurface N incorporation and
freezing-in during growth.
Therefore, the aim of this chapter is to analyze and understand the thermodynamics of N in
GaAs and InAs bulk, and at surface layers. Speciﬁcally, methods and strategies will be developed
to determine the thermodynamic limits of N solubility and identify the optimal growth conditions
that can be utilized to achieve higher N solubilities. The kinetic mechanisms will be discussed
in the next chapter (Chapter 6).
The chapter is organized as follows. In the ﬁrst step we brieﬂy introduce the basics of surface
reconstructions. After that, we develop the basic concepts for calculating surface energies and
the formation energies for N incorporation. Being the initial stage for the incorporation of dopant
atoms during the epitaxial growth, we next focus on the clean GaAs and InAs (001) surfaces. In
speciﬁc, we introduce the surface reconstructions and construct their thermodynamic stability
phase diagrams. After that, considering a set of stable/metastable reconstructions, we calculate
the formation energies for N substitutions at the various surface layers and sites. A special
analysis is given for the eﬀect of the surface reconstruction and the reconstruction-induced surface
strain on N solubility. Then, we construct the stability phase diagrams of N at GaAs and InAs
(001) surface and subsurface layers and in the bulk of as function of the relevant/accessible range
of chemical potentials. After that, we develop the basic methodology for calculating N solubility,
and based on the phase diagrams we calculate N concentrations as functions of growth conditions
(partial pressures and temperatures). Finally we discuss and summarize our results.
We note that after having addressed the kinetic mechanisms for N incorporation in the next
chapter, in Chapter 6 we discuss the interplay between surface kinetics and thermodynamics and
the consequences on N solubility and provide our conclusions.
5.2 Semiconductor surface reconstructions
When creating a surface by cleaving a semiconducting material at least one bond per atom is cut.
The cut bond is left with less than two spin paired electrons and it is called a dangling bond.
Because this raises the free energy of the system, the surface atoms search for the new free energy
minimum. As a result the surface atoms adjust their position by relaxation or by reconstruction.
In surface relaxation the atoms are displaced from their equilibrium bulk positions without
changing the surface periodicity, while in surface reconstruction the atomic displacements are
large enough to change (lower) the surface periodicity. In addition, the reconstructed surface may
have a diﬀerent chemical composition (stoichiometry) than the bulk. The semi-inﬁnite surface
crystal has no longer the three dimensional periodicity of the solid. Atoms on the exposed surface
will however have regular patterns with a two dimensional periodicity. This periodicity can be
deﬁned by one of the ﬁve possible Bravais lattices in two-dimensions and described by two lattice
vectors (a1 and a2). The ideal unreconstructed surface is therefore referred to as the (1 × 1)
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Figure 5.1: Structure of the ideal unrelaxed unreconstructed (001) (a) and (110) (b) surfaces of
the zinc-blende crystal. The 1 × 1 primitive surface unit cells are shaded in gray. Pink (green)
spheres represent anion (cation) atomic species. Spheres radii are scaled inversely with respect
to their distance from the surface.
structure. Fig. 5.1 shows top and side views of schematic representation of the atomic structure
of the ideal (001) and (110) surfaces of the zinc-blende crystal, showing the primitive (1 × 1)
surface unit cells. When the surface reconstructs the symmetry is reduced and the size of the
unit cell increases. The reconstructed surface is labeled with respect to the ideal termination
of the corresponding surface plane. If the new unit cell of the (hkl) plane surface is spanned
by ma1 and na2 then the surface is labeled by an identiﬁer (e.g. α, β, etc) and its periodicity
(m× n).
The basic principle to explain the surface reconstruction is that atoms tend to create a
semiconducting surface to lower their energy. One mechanism to achieve this is dimerization,
that is the dangling bonds couple to create new bonds and thus reduce the surface energy.
Another mechanism is that atoms donate their electrons to fully pair neighboring atoms dangling
bonds. For compound semiconductors (such as III-V materials) the cation atoms donate their
electrons to anion atoms (more electronegative) such that the dangling bonds of the cations
are fully empty and the dangling bonds of the anions are fully occupied. This is known as
the electron counting rule (ECR) [130]. This rule however can only provide an indication of
which structures might be stable and which are not, and it cannot discriminate energetically
between the diﬀerent structures. More importantly, violations of the ECR have been reported.
For instance, while for III-V (001) surfaces the smallest cell that fulﬁlls the ECR is the 2×4 cell,
2× 1 and 2× 2 reconstructions were reported for P-rich InP surfaces [131]. Further examples for
ECR violations include Sb-rich GaSb(001) surfaces [132] and Bi stabilized GaAs and InAs (001)
surfaces [133]. The stabilization of such surfaces is attributed to signiﬁcant stress relief due to
considerable atomic relaxations [134, 133]. Nevertheless, the ECR has been shown to govern the
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vast majority of III-V surface reconstructions [130]. For our case, the considered clean GaAs and
InAs (001) reconstructions comply with the ECR. Moreover, we assume that the incorporation
of N at surfaces does not impose new reconstructions due to the dilute concentrations studied,
as experiments indicate [135, 34].
5.3 Surface energy and thermodynamics
The surface energy γ is deﬁned as the energy needed to create the surface per unit area. The
surface energy for a compound material system can be expressed by
γA = G(T, p, {ni})−
∑
i
niµi, (5.1)
where A is the surface area, G is the Gibbs free energy of the system, p is the pressure, T is the
temperature, ni is the number of atoms of species i, and µi is the chemical potential of species i:
µi =
(
∂G
∂ni
)
T,p,nj 6=i
. (5.2)
The Gibbs free energy is deﬁned as:
G(T, p, {ni}) = F (T, {ni}) + pV, (5.3)
where F (T, {ni}) is the Helmholtz free energy. This term can be split into electronic, vibronic, and
conﬁgurational parts: F = F el+F vib+F config. Since the conﬁguration entropy is zero for ordered
surfaces, and since typically for free energy diﬀerences the ﬁnite temperature contributions tend
to cancel, we take into account only the electronic contributions. Furthermore, for bulk systems
and under the very low pressures in the MBE chamber, the pressure contributions to the Gibbs
free energy are negligible. Therefore, we replace the Gibbs free energy by the total energy of the
system:
G(T, p, {ni}) ≈ Etotsystem({ni}). (5.4)
Due to the supercell slab approach for calculating surfaces (Sec. 2.6.1) the simulation slab
has two surfaces; one on the upper side and one on the backside. In the simplest case the two
surfaces are identical. An example is the (110) surface slab of the ZB structure (see Fig. 5.2(a)).
In this case, and using Eqs. (5.1) and (5.4), the surface energy can be written as
γA =
1
2
(Etotslab −
∑
i
niµi), (5.5)
where Etotslab is the total energy from the slab calculations. The factor
1
2 takes care of the fact
that the slab has two surfaces. For more complex cases, when the slab cannot have two identical
surfaces for geometrical reasons, calculating the absolute surface energy becomes less straight-
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Figure 5.2: Upper- and backsides of (a) the (110), (b) the (111), and (c) the (001) surface slabs
of the zinc-blende crystal.
forward. An example for such a case is the (111) surface slab in the ZB structure, where the
surface on the backside of the slab (1¯1¯1¯) is not equivalent to the (111) surface on the upper
side (see Fig. 5.2(b)). Another example is the (001) surface slab in the ZB structure, where the
surface on the backside is similar but it is rotated by 90 degrees with respect to the (001) sur-
face. Only very few methods have been developed to calculate absolute surface energies for such
cases. These methods include a local density approach [136, 137] and a wedge-shaped geometry
approach [138]. The absolute surface energy is most useful to compare the energetics of surfaces
of diﬀerent orientations. However, for many applications the relative surface energy is suﬃcient
to determine the quantity of interest. In that case, the surface energies are calculated relative to
a certain reference surface. The relative surface energy (∆Esurf) is therefore deﬁned as
∆Esurf A = (Etotslab − Etotslabref )−
∑
i
(nslabi − nslab
ref
i )µi
= ∆Etotslab −
∑
i
∆niµi, (5.6)
where Etot
slabref
is the calculated total energy of the reference slab, and nslab
ref
i is the number of
atoms of species i in the reference slab.
We note that the chemical potentials are not independent variables, but have to follow certain
boundary conditions. For instance, based on Eq. (5.6), we can calculate the relative energies for
the clean GaAs(001) surface reconstructions according to
∆Esurf =
1
A
(∆Etotslab −∆nGaµGa −∆nAsµAs). (5.7)
For the bulk GaAs phase to be thermodynamically stable it is required to be in thermodynamic
equilibrium with Ga and As atoms, i.e.,
µGaAsbulk = µGa + µAs, (5.8)
where µGaAsbulk = GGaAsbulk = EtotGaAsbulk/GaAs pair. Hence, the Ga and As chemical potentials
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are not independent variables. Therefore, Eq. (5.7) can be rewritten as a function of only the
As chemical potential:
∆Esurf =
1
A
(∆Etotslab −∆nGaµGaAs − (∆nAs −∆nGa)µAs). (5.9)
The diﬀerence (∆nAs − ∆nGa) determines surface stoichiometry with respect to the reference
surface, and hence the slop of the surface energy line. Usually the α(2 × 4) reconstruction
(see Fig. 5.3) is chosen to be stoichiometric, which is our choice here as the reference surface. In
order to avoid the formation of other parasitic phase (e.g. As bulk or As droplets on the surface),
another restriction on the As chemical potentials limit should be applied. Namely µAs ≤ µAsbulk .
Therefore the allowed range of the As chemical potential becomes:
µAsbulk + ∆H
f
GaAs ≤ µAs ≤ µAsbulk , (5.10)
where ∆HfGaAs = µGaAsbulk − µGabulk − µAsbulk is the formation energy of GaAs bulk (as in
Eq. (4.3)), with µGabulk = EtotGabulk/atom and µAsbulk = E
tot
Asbulk
/atom. The right hand side
of Eq. (5.13) represents As-rich (Ga-poor) conditions, while the left hand side of Eq. (5.13)
represents As-poor (Ga-rich) conditions. Finally, for the clean InAs surfaces the same formalism
applies, with replacing Ga by In in the above equations.
5.3.1 Thermodynamics and solubility of N
In this chapter we are mainly interested in calculating the solubility of N at surfaces and in
bulks. In order to determine the solubility of an impurity in a given structure the knowledge
of the energy required to incorporate/substitute it in that structure, i.e., its formation energy,
is necessary in the ﬁrst place. Therefore, the formation energy required to substitute an As
atom by a N atom at a certain surface is the diﬀerence between the surface energies of the N
incorporated surface and a clean reference surface. For N at GaAs(001) surface, and based on
the above formalism (Eq. (5.6)), the formation energy can be written as:
∆HfN =
1
A
(∆Etot −∆nGaµGa −∆nAsµAs −∆nNµN), (5.11)
where ∆Etot is the total energy diﬀerence between the system slab and the reference slab, ∆nα
is the diﬀerence in the number of atoms of species α between the system and the reference, and
µα is the chemical potential of species α. Note that unless otherwise speciﬁed we consider the
2× 4 area of the (001) surface as the unit area, and hence we drop A hereafter. By applying the
condition in Eq. (5.8) in order for GaAs bulk to be thermodynamically stable, Eq. (5.11) can be
reduced to a function of two variables (µAs and µN ):
∆HfN = ∆E
tot −∆nGaµGaAs − (∆nAs −∆nGa)µAs −∆nNµN. (5.12)
In our case we consider only single N substitutions, i.e., ∆nN = 1.
The thermodynamically allowed range of the As chemical potential is (similar to the case in
60
CHAPTER 5. Thermodynamics of N at GaAs and InAs (001) Surfaces 61
Eq. (5.10)):
µAsbulk + ∆H
f
GaAs ≤ µAs ≤ µAsbulk . (5.13)
For the N chemical potential we initially assume that the formation of N2 molecules at the
surface is the limiting conditions for its upper thermodynamic limit. Therefore, the values of the
N chemical potential should follow the condition
µN ≤ µNN2 . (5.14)
The right hand sides of Eq. (5.13) and Eq. (5.14) represent As-rich (Ga-poor) and N-rich condi-
tions, respectively, while the left hand side of Eq. (5.13) represents As-poor (Ga-rich) conditions.
It is important to note here that while for solids the temperature and pressure eﬀects on the
Gibbs free energy are negligible, for gases they can be signiﬁcant. For instance, in our case, at
a typical temperature for the growth of diluted nitrides of 500 C◦ (which is assumed throughout
this work), and assuming a typical pressure in MBE of ∼ 10−5 atm, the entropy correction to the
total energy of the N2 molecule is as large as 2.528 eV per molecule [139]. This energy correction
includes translational, rotational, and vibrational entropy contributions to the N2 total energy
[140, 141]. The entropy corrections have thus the eﬀect of lowering the actual chemical potential
of N, and hence the total energy is an upper limit of the chemical potential. Nonetheless, we
note that for the N2 gas in MBE growth of dilute nitrides the actual upper limit of the chem-
ical potential is aﬀected by the growth procedure and factors like the nitrogen source. Further
discussion on this issue will follow in Chapter 7, Sec. 7.3.1.
The same formalism applies for N incorporation at InAs surfaces, with replacing Ga by In
in the above equations. Finally, to calculate the formation energy of substituting an As atom
by a N atom in bulk GaAs and InAs the same formalism is applied, with using the host bulk
(without N) as the reference system. The formation energy thus reads
∆Hf
Nbulk
= ∆EtotNbulk + µAs − µN. (5.15)
5.4 The clean GaAs and InAs (001) surfaces
The (001) surface of the III-V semiconductors is of speciﬁc technological importance for fab-
ricating and developing optoelectronic devices. Over the last years, extensive theoretical and
experimental work has been employed to study the atomic and electronic properties of GaAs
and InAs (001) surfaces. These surfaces show a large variety of constructions depending on
growth conditions such as substrate temperature and stoichiometry. For the epitaxial growth of
dilute nitride systems, including GaAs1−xNx, InAs1−xNx and InxGa1−xAs1−yNy, understanding
the structures and the properties of the clean surfaces is important as a starting point to under-
stand their growth, which assists to control and improve their physical properties. It is therefore
essential to ﬁrst examine the atomic structure of the clean GaAs and InAs (001) surfaces.
In this section we therefore introduce the various reconstructions of these surfaces, calculate
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Figure 5.3: Schematic representation of few reconstructions of the GaAs and InAs (001) surfaces:
(a) α(2 × 4), (a) α2(2 × 4), (b) β2(2 × 4), (c) md(2× 4), (d) ζ(4 × 2), (e) c(4 × 4). The upper
(lower) part of each subﬁgure represents top (side) view. Green spheres represent Ga(In) atoms
and pink ones represent As atoms. Spheres radii are scaled inversely with respect to their distance
from the surface (i.e., larger spheres are closer to the surface).
their energies, and construct their stability phase diagrams as functions of the growth conditions.
This allows us to identify the most relevant surface reconstructions for N incorporation, and
allows us to guarantee the accuracy of our calculations by comparing to previously reported
results.
5.4.1 The GaAs(001) surface
As-moderate to As-rich reconstructions
For the GaAs(001) surface, the (2× 4) surface reconstructions were extensively studied for their
importance in the MBE growth for optoelectronic devices applications. Using reﬂection high-
energy electron-diﬀraction (RHEED) Farrell and Palmstrom [142] identiﬁed three 2 × 4 phases
(called α, β, and γ) under the diﬀerent growth conditions.
The α phase occurs at the highest substrate temperatures (T > 550 C◦) and less As-rich
conditions. The α(2 × 4) structure was suggested to be consisting of two As-dimers in the
top layer and Ga-Ga bonds in the second layer (5.3(a)). Schmidt et al. [143] suggested an
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energetically more favorable structure of the same stoichiometry, called the α2(2 × 4), which is
shown in 5.3(b). Experimentally, the atomic structure of the α phase has been controversial.
For instance, while Laukkanen et al. [144] observed the α2(2× 4) structure, it is argued by other
groups that this structure can only be stabilized only through appropriate kinetic pathways
(Ohtake et al. [145], Ohtake [146, 147]). Their work supports that the α phase consists mainly of
β2(2× 4) with fractions of the α2(2× 4) structure (20%− 30%), in agreement with the work of
Takahasi et al. [148] in which they suggested that the α2(2× 4) structure can form and coexist
with the β2(2× 4) when the surface is under conditions close to the (2× 4)→ (4× 2) transition.
The atomic structure of the β phase was ﬁrst theoretically discussed by Chadi [149]. He
proposed the atomic structures of a β(2× 4) and the β2(2× 4) structures. The structural model
of the β2(2 × 4) surface reconstruction consists of two As-dimers in the topmost layer and one
As-dimer in the third atomic layer, as shown in Fig. 5.3(c). While the β(2 × 4) consists of
three As-dimers in the topmost surface layer. Theoretical calculations by Northrup and Froyen
[121] showed that β2 structure is the energetically favorable one because of the electrostatic
energy. The β2(2×4) reconstruction was conﬁrmed using highly resolved STM and ﬁrst-principles
calculations by LaBella et al. [120].
The γ phase forms under more As-rich conditions and at lower temperatures (T < 510 C◦).
It was later found that this phase is a mixture of the β2(2× 4) and the c(4× 4) structures [150].
Under the most As-rich MBE conditions, the c(4×4) is usually observed. The most common
structure model of this surface reconstruction consists of three As dimers per (4 × 4) cell, as
shown in Fig. 5.3(f). This atomic structure is supported by STM observations [151] and found
to be stable by ﬁrst principles calculations [152, 121, 137]. Recently, a new structure model
which consists of three As-Ga heterodimers instead of the three As dimers has been proposed
[145]. Furthermore, recent ﬁrst principles calculations showed that the c(4×4) structure features
diverse combinations of As-As dimers and Ga-As heterodimers [153].
Ga-rich reconstructions
Compared to the As-rich reconstructions, the Ga-rich (As-poor) GaAs(001) surface has been
less extensively studied. A variety of reconstructions have been reported, however their atomic
structure is still not completely understood. A possible reason for this diﬃculty is the coexistence
of more than one phase. The reported reconstructions include (4×2), (6×6), and (4×6) cells. The
ζ structure of the (4× 2) cell phase was ﬁrst proposed by Lee et al. [154] (shown in Fig. 5.3(e)).
This structure was also experimentally supported [155]. The (6 × 6) reconstruction occurs at
lower temperatures, and the (4 × 6) reconstruction is the most Ga-rich phase. A mixed-dimer
reconstruction (md(2 × 4)) was suggested by Schmidt [119] and predicted to be stable In the
Ga-rich limit using ab-initio calculations. Its atomic structure is shown in Fig. 5.3(d). However,
this reconstructions has not been observed experimentally. Combining ab-initio calculations and
experiment, Ohtake et al. [156] proposed an atomic structure model for the (4×6) phase, featuring
surface Ga-As dimers and subsurface Ga-Ga dimers. Further detailed ab-initio studies of the
various Ga-rich reconstructions is available in Ref. [157]. An extensive review of the progress
and of the proposed atomic structure models of these reconstructions is available in Ref. [147].
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5.4.2 The InAs(001) surface
Because of similar electrostatics, the GaAs(001) surface was always considered as a prototype
for other III-V(001) surfaces. The InAs(001) surface has been less intensively studied than the
GaAs(001), however they show many similarities. A (2× 4) phase is observed over a large range
of growth conditions. This phase was interpreted in terms of the β2(2× 4) reconstruction, from
both experiment [158, 159, 160] and ab-initio calculations [158, 159, 119, 161]. The β2(2 × 4)
transforms into a α2(2 × 4) upon annealing as also supported by ab-initio [158, 159, 160]. On
the other hand, going to the more As-rich limit, ab-initio calculations predict the c(4 × 4)
reconstruction to be stable, while there exist only very little experimental support [162, 151].
For In-rich conditions, a (4× 2) phase is observed. It is interpreted in terms of the ζ(4× 2)
reconstructions, supported by ab-initio calculations [163, 119]. In addition, in Ref. [119] the
md(2 × 4) reconstruction is suggested to be stable in the more In-rich limit. However, such a
transition was not observed experimentally.
5.4.3 The ab-initio phase diagrams
Based on the formalism derived in Sec. 5.3 and according to the computational details presented
in Chapter 4 we have calculated the ab-initio phase diagrams for the GaAs and InAs (001)
surface reconstructions. Due to the similarities in the surface structures of GaAs and InAs (001)
surfaces, we have considered the same set of surface reconstructions for both materials. This set
includes the β2(2× 4), the β(2× 4), the α2(2× 4), and the α(2× 4), for the rich to moderate As
conditions; and the ζ(4× 2) and the md(2× 4) for the As-poor limit. We did not consider other
larger cells reconstructions for the extreme As-poor conditions in order to keep the computational
eﬀorts feasible, specially for N incorporation. In addition, the c(4 × 4) reconstruction was not
considered throughout this work because it is stable only under As-rich conditions, which are
irrelevant conditions for the practical incorporation of N.
The hence calculated surface stability phase diagrams are shown in Fig. 5.4(a) for GaAs(001)
and in Fig. 5.4(b) for InAs(001). First, for the case of GaAs(001) surface the results show
the expected sequence of stability of the diﬀerent reconstructions, in agreement with previous
theoretical calculations and experiment: Under moderate As conditions the β2(2×4) is predicted
to be stable for a large window in the phase diagram, while under As-poor conditions the ζ(4×2)
is predicted to be stable. Furthermore, the α2(2 × 4) is predicted to be unstable in the whole
thermodynamically allowed region, but it becomes lowest in energy close to the β2(2 × 4) →
ζ(4 × 2) transition. The md(2 × 4) is predicted to be unstable. For the InAs(001) surface, few
diﬀerences compared to the GaAs(001) surface can be seen. First, the α2(2× 4) becomes stable
in a small window close to the β2(2× 4)→ ζ(4× 2) transition. Second, the md(2× 4) becomes
stable over the ζ(4× 2) under As-poor conditions. These calculations show that the The phase
diagrams are in a good agreement with previous ab-initio calculations [119, 154].
Using on the calculated surface phase diagrams we can now identify the reconstructions that
are relevant for N incorporation. For the GaAs(001) surface these are the β2(2×4), the α2(2×4),
and the ζ(4 × 4) reconstructions, which are stable/metastable under As-moderate to As-poor
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Figure 5.4: Calculated surface phase diagrams of the (001) surface of (a) GaAs and (b) InAs.
Atomic structures corresponding to the various reconstructions are shown in Fig. 5.3.
conditions. For the InAs(001) we additionally consider the md(2 × 4) reconstruction since it
is predicted to be stable in the As-poor limit. Based on these information we can proceed for
calculating N thermodynamic solubilities at surfaces, as will be discussed in the following.
5.5 The eﬀect of local strain on the solubility of N
In the introduction we have pointed out that the strain resulting from the reconstruction of
the surface has a signiﬁcant inﬂuence on the formation energy of N substitution and hence
its solubility. Therefore, it is interesting in the ﬁrst step to understand the interplay between
surface reconstruction and its local structure on the solubility. This allows to determine the
surface reconstructions that show maximal N solubility, and hence to employ them in practice.
Therefore, in this section we analyze the formation energy of N substitution at various surface
reconstructions and substitutional sites, and determine its relation to the induced local strain at
these sites.
Based on the calculated phase diagram of the GaAs(001) surface shown in Fig. 5.4(a) we
have chosen three most stable/metastable surface reconstructions. These are the β2(2 × 4),
α2(2× 4), and ζ(4× 4) reconstructions.1 A schematic representation of the atomic structure of
these reconstructions is shown in Fig 5.5. After that we have replaced an As atom at the surface
with a N atom, and allowed the structure to relax. All symmetry nonequivalent sites in the ﬁrst
and second anion layer have been considered. The surface sites are labeled as shown in Fig. 5.5
for later reference; the a-sites are located at the ﬁrst anion layer (a-layer) and the c-sites are in
the second anion layer (c-layer).
1In the dilute concentration limit, it is unlikely that N changes the surface reconstruction, as experiments
indicate [135, 34]. Moreover, it is crucial to avoid N-induced surface reconstructions in the growth of GaAsN and
InAsN because these act as precursors to the formation of parasitic phases such as GaN and InN, thus resulting
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Figure 5.5: Schematic representation of the (a) β2(2 × 4), (b) α2(2 × 4), and (c) ζ(4 × 4)
reconstructions of the GaAs(001) surface showing top (upper parts) and side views (lower parts).
The labels give the notation for the N substitutional sites as used in the text.
A useful quantity to identify the surface enhanced solubility is the segregation energy, rather
than the formation energy. The segregation energy is deﬁned as the diﬀerence between N sub-
stitution formation energy in the surface and in the bulk, i.e.,
Eseg = ∆H
f
Nsurf
−∆Hf
Nbulk
. (5.16)
Here, ∆Hf
Nsurf
and ∆Hf
Nbulk
are the formation energies of N substitution at a surface site and in
the bulk, respectively. Using Eq. (5.12), with the reference systems being the equivalent clean
systems, the dependence on the chemical potentials cancels out and we get:
Eseg = ∆EtotNsurf −∆EtotNbulk . (5.17)
According to this deﬁnition, a negative segregation energy indicates that N is more stable at
that surface site than in the bulk, i.e. surface segregation will occur, while a positive segregation
energy implies that surface segregation is suppressed.
In the following calculations, the formation energies of N incorporation were calculated using
single (unrepeated) surface unit cells, which here have areas of 2 × 4 or 4 × 2 (001) unit cells.
For the bulk calculations 2 × 4 × 1 tetragonal supercells were used. Convergence checks using
repeated cells (of double size, i.e., (4 × 4) cells) for the β2(2 × 4) reconstruction showed that
the error due to the supercell size is 0.010.23 eV (depending on the substitutional site) for
surface calculations and ∼0.1 eV for bulk calculations. A detailed analysis showed that the large
error values (> 0.05 eV) apply only for energetically highly unfavorable sites. For the relevant
low energy structures the error is always smaller than 0.05 eV and will therefore not aﬀect the
calculation of N solubility. Other computational details have been discussed in Chapter 4.
in a deterioration of the material quality.
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Anion layer N site Coordination Eseg Eseg
First a1, a2 3 −0.12
a3, a4 3 −0.13
Second c1, c3 4 −0.49
c5, c7 4 0.70 0.11
Second c2 4 −0.68
c6 4 1.00 0.16
Second c4 3 0.13
c8 3 0.25
Table 5.1: Segregation energies (in eV) for all N substitutions in the ﬁrst and second anion
layers of the β2(2 × 4) reconstructed GaAs(001) surface. The last column shows the averaged
segregation energies of each two neighboring N substitutional sites in the [1¯10] direction. The
labels of N sites are indicated in Fig. 5.5(a).
The β2(2× 4) reconstruction
Let us ﬁrst discuss the results for the β2(2× 4) reconstruction. This reconstruction is of speciﬁc
importance because of its stability over a wide range of chemical potentials (e.g. see Fig. 5.4(a)
and Ref. [154]). The calculated segregation energies are summarized in Table 5.1 (forth column).
The results clearly show that the N segregation energy strongly depends on the speciﬁc surface
site. The lowest energy conﬁguration for N is in the second anion layer (c-layer) at the central
position below two As-dimers (i.e. at position c2). The strong energetical preference of this site
agrees with results reported in previous studies [164, 51]. A similar site for a (2×1) reconstruction
was also reported to be energetically preferable [50]. In the ﬁrst anion layer, the energetically
preferred sites are a3/a4. However, compared to the most favorable c2 site their energy is higher
by 0.55 eV. The segregation energies at the other ﬁrst anion layer sites a1/a2 are similar because
they are almost equivalent to the a3/a4 sites (see Fig. 5.5(a)).
An interesting observation is that the segregation energy for a substitution in the second
anion layer is strongly site dependent. For example, going from the c2 site along the [1¯10]
direction to the c6 site the segregation energy increases by almost 1.7 eV, despite the fact that
the N atom is fully coordinated in both sites. This clearly indicates that local strain, caused by
the surface reconstructions in the top surface layer, plays a major role. For example, the dimer
contraction [150, 165, 166, 167] of an As dimer induces a compressive strain in the subsurface
layer bonds which are directly below it and a tensile strain in the neighboring bonds in the
[1¯10] direction, i.e., the c2 site is under compressive strain while the c6 site is under tensile
strain (Fig. 5.5(a)). Incorporating a N atom at the c2 site partially releases the compressive
strain, while incorporating a N at the neighboring site c6 further increases the tensile strain. In
general, the As dimers in the ﬁrst layer induce compressive strain on the atomic sites directly
below them (c1, c2 , and c3), and tensile strain on the neighboring atomic sites (c5, c6, and
c7). In order to verify that the local compressive/tensile strain induced is the main origin for
the strong variations in the segregation energies, we list in Table 5.1 (last column) the average
segregation energy for each pair of sites along the [1¯10] axis (i.e. parallel to the dimer bonds). To
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Anion layer N site Coordination Eseg Eseg
First a1 3 0.13
a3 3 0.12
Second c1 4 −0.16
c5 4 0.68 0.26
Second c2 4 −1.01
c6 4 0.05 −0.48
Second c3 4 −0.01
c7 4 0.34 0.16
Second c4 3 0.24
c8 3 0.30
Table 5.2: As for Table 5.1 but for the α2(2 × 4) reconstruction. The labels of N sites are
indicated in Fig. 5.5(b).
avoid chemical contributions only fully coordinated c-layer sites are considered. We ﬁnd that the
average segregation energies are energetically almost degenerate within 0.05 eV, implying that
indeed local strain eﬀects cause the large energy diﬀerences between the individual sites.
The α2(2× 4) reconstruction
Now let us consider the case of the α2(2 × 4) reconstruction. This structure is similar to the
β2(2 × 4); the main diﬀerence is a missing As dimer at the top surface layer (see Figs. 5.5(a)
and (b)), making this structure less symmetric. The resulting segregation energies are listed in
Table 5.2. Also, for this surface reconstruction the N segregation energy strongly depends on the
speciﬁc surface site. The lowest N segregation energy is again for the c2 site being even lower
in energy than for the c2 site in the β2(2 × 4) reconstruction. We note that the N segregation
energy for the c3 site is higher than that for the c1 site because of the missing As dimer above c3.
The averaged segregation energy is also shown in the last column for each pair of sites along the
[1¯10] direction for the fully coordinated c-layer sites. The situation for the averaged segregation
energies is more complicated than in the case of the β2(2 × 4), and cannot be explained solely
in terms of a simple elastic picture. The reason is that the surrounding chemical environment
of the various sites is more diﬀerent than on the β2(2× 4). Nevertheless, the eﬀect of the local
strain is still visible; the diﬀerence between the average segregation energies is signiﬁcantly lower
than the diﬀerence between the individual segregation energies.
The ζ(4× 2) reconstruction
Finally we show the results for the ζ(4×2) reconstruction. This structure is geometrically rather
complex and structurally very diﬀerent from the former (2×4) reconstructions (see Fig. 5.5). The
resulting segregation energies are summarized in Table 5.3. The averaged segregation energy is
also shown in the last column for each two neighboring sites in the c-layer as discussed previously.
As the results show, the elastic picture no longer holds since the bonding between the top surface
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Anion layer N site Coordination Eseg Eseg
First a1, a4 3 0.01
a5, a8 3 −0.23
a2, a3, a6, a7 4(3) −0.34
Second c1, c3, c5, c7 4 −0.39 −0.39
c2, c6 4 0.24 0.24
c4, c8 4 0.45 0.45
Table 5.3: Segregation energies (eV) of all N substitutions in the ﬁrst and second anion layers
of the ζ(4× 2) reconstructed GaAs(001) surface. The last column shows the averaged formation
energies of each two neighboring N substitutional sites in the [110] direction. The coordination
number between parentheses is the original coordination number of the As atom at that site.
The labels of N sites are indicated in Fig. 5.5(c).
layer and the lower lying layers is extremely inhomogeneous (see Fig. 5.5(c), bottom).
5.6 Stability phase diagrams of N at GaAs(001) surfaces
In order to determine the N solubility for the various surface reconstructions we ﬁrst construct
the stability phase diagram of N at the GaAs(001) surface as function of the speciﬁc growth
conditions (chemical potentials). The calculation of the phase diagrams is done according to the
following procedure:
1. First, using the calculated surface phase diagram of the clean surface (Fig. 5.4(a)) we
identify the stable reconstructions and their region of thermodynamic stability.
2. Then, following the procedure described in the previous section, we identify for each re-
construction and in each layer the energetically most preferable site for N substitution.
3. Using themost favorable N substitution and Eq. (5.12), we calculate for each reconstruction
and in each layer the formation energy of the N substitution as a function of growth
conditions, relative to the thermodynamically stable clean surface under the corresponding
As chemical potential.
4. Finally we determine the thermodynamically stable regions for N substitution (deﬁned by
µAs, µN), i.e. the growth window where the N substituted surfaces become more stable than
the clean surfaces (i.e. ∆HfN ≤ 0). This is conventionally represented in a two dimensional
plot with µAs and µN as independent variables.
5.6.1 Results
The complete N stability phase diagrams are shown in Fig. 5.6 for N incorporation (a) in bulk,
(b) in the second anion surface layer (denoted with the adjunct N2
nd
), and (c) in the ﬁrst anion
surface layer (denoted with the adjunct N1
st
). The region where the corresponding N-rich surface
becomes stable is marked by a solid line. A point which may be a bit unusual is that the shown
69
70 5.7. Solubility of N at GaAs(001) surface
surface diagrams include also regions outside the thermodynamically allowed region. Speciﬁcally,
structures are included which are thermodynamically unstable against the decomposition into
N2 molecules. As will be later shown this is highly useful to discuss/derive surface solubility and
to take into account kinetic growth aspects.
Based on the computed phase diagrams the following conclusions can be drawn:
(i) The energy required to substitute N in GaAs is dramatically reduced at surfaces
compared to bulk.
(ii) The second layer is energetically more attractive for N atoms than the ﬁrst.
(iii) In a small thermodynamic window the formation of a GaAsN surface alloy becomes
exothermic (formation of the α2(2 × 4) reconstruction with N in the second anion
layer).
(iv) N is very reactive and may change the relative stabilities of surface reconstructions
for ﬁxed Ga/As-ratio (ﬁxed µAs).
The last issue (iv) becomes evident when inspecting e.g. Fig. 5.6(b) where under modest As-rich
conditions the α2(2 × 4) reconstruction becomes stable which is not a stable one in the bare
GaAs(001) surface phase diagram (Fig. 5.4(a)). Another example is shown in Fig. 5.6(c) where
the ζ(4×2) reconstruction becomes stable in a region where in the absence of N only the β2(2×4)
reconstruction is observed.
An interesting observation from the phase diagram (Fig. 5.6) is that the incorporation of N
is strongly enhanced when going from As- to Ga-rich conditions. This by itself is not unexpected
since to replace an As with a N atom the former has to be lowest in its chemical potential where
the energy gain is largest for Ga-rich conditions. What is more interesting is that at the surfaces
this behavior is not linear like in bulk, but shows diﬀerent slopes and even a non-monotonous
behavior. An important conclusion we can therefore draw that that the maximal N solubility is
not necessarily achieved under extreme As-poor conditions as one might naively expect from the
pure bulk behavior.
5.7 Solubility of N at GaAs(001) surface
5.7.1 Calculating N solubility: Methodology
Based on the calculated phase diagrams and employing Boltzmann statistics, the concentration
of N in the dilute limit can be determined as a function of the speciﬁc growth conditions (µAs,
µN, T ). As Fig. 5.6 shows, the N substitution energy depends strongly on the surface layer
as well as on the speciﬁc site. The maximal solubility which can be achieved thus depends on
surface kinetics, which determines the kinetically accessible layers (see Fig. 1.2). In order to gain
insight how diﬀerent kinetics might aﬀect solubility we consider the layer resolved N solubility,
i.e. the N solubility at each individual surface layer. The equilibrium concentration of N in the
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Figure 5.6: Solid lines: Stability phase diagram
of N in (a) bulk GaAs, (b) second anion layer,
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Figure 5.7: Schematic representation
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Metropolis Monte Carlo simulation for
the growth conditions speciﬁed by (a)
point a, (b) point b, and (c) point c in the
phase diagram in Fig. 5.6(b). Each of the
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lth surface layer is given by:
cσl =
∑
i
c0,σl,i e
−∆Hfl,i/kBT . (5.18)
Here, the superscript σ speciﬁes the surface reconstruction. The index i runs over the nonequiv-
alent substitutional sites in that layer, c0,σl,i =
nσi
nbulk
is the reference concentration of that site,
where nσi is the number of equivalent substitutional sites in that layer and nbulk is the number
of all substitutional sites in a bulk (001) layer of an equivalent area, and ∆Hfi is calculated
according to Eq. (5.12) for given chemical potentials (µAs and µN). For the present systems it
turned out that in most layers a single set of symmetry equivalent sites dominates since these
sites have a much lower energy than all others (see tables 5.1, 5.2, and 5.3). In this case, to a
very good approximation, Eq. (5.18) can be simpliﬁed to:
cσl = c
0,σ
l,imin
e
−∆Hfl,imin/kBT . (5.19)
Here the index imin gives the energetically preferred structure at each layer. For bulk, the
equilibrium N concentration (Eq. (5.18)) simpliﬁes to:
cbulk = e
−∆Hf
Nbulk
/kBT . (5.20)
Here ∆Hf
Nbulk
is the formation energy of N incorporation in the bulk relative to the clean bulk
system (Eq. (5.15)).
An important issue which needs speciﬁc attention is that substituting N in the surface may
destabilize the original surface reconstruction and stabilize a new one, i.e. incorporating N
may induce a local phase transition. A prominent example is the stabilization of the α2(2 × 4)
reconstruction under modest to poor As chemical potential conditions as clear from Fig. 5.6(b).
This reconstruction is in the absence of N unstable against the formation of the β2(2×4) surface
at modest As chemical potential and against the formation of a ζ(4×2) reconstruction at poor As
chemical potential. Also, the presence of N signiﬁcantly aﬀects the surface phase diagram, and
e.g. shifts the transition from ζ(4×2) to β2(2×4) towards more As-rich conditions (Fig. 5.6(c)).
The fact that N can be incorporated both in the original surface reconstruction and in a new N
induced structure is very diﬀerent from the conventional impurity picture where a ﬁxed host (and
thus reference system) is assumed. Calculating the net N solubility at the surface is therefore no
longer possible with the simple Boltzmann relation in Eq. (5.19). Various phases that can form
at the surface are induced by N itself, which thus aﬀects the net N concentration. It is therefore
essential to know what are the phases that contribute to the net N concentration under certain
conditions and what are their contributions. This rather unusual behavior will be shown in the
following to have subtle consequences in calculating N concentration and solubility.
Monte-Carlo simulations
Because of the complex eﬀect of N on the surface reconstruction and therefore on its concentra-
tion, as described above, the direct calculation of N concentration using a conventional impurity
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picture (e.g. using Eq. (5.19)) is not possible. An alternative option is to employ Monte Carlo
(MC) simulations (see Appendix A). In order to do that the system is described by the following
simpliﬁed Hamiltonian:
Hl({δi}, µAs, µN) =
∑
i,σ,nl
δσ,nli ∆H
σ,nl
i (µAs, µN) +
1
2
∑
i,j
i 6=j
∑
σσ′
nln
′
l
Jσσ
′
nln
′
l
δσ,nli δ
σ′,n′l
j . (5.21)
Here, l denotes the surface layer, the indices i and j run over the surface unit cells, σ denotes the
surface reconstruction in which the N atom is substituted, nl speciﬁes the number of N atoms
per surface unit cell in layer l, the parameter δσ,nli is set to one if there are n N atoms in cell i
and layer l of reconstruction σ and zero otherwise, and Jσσ
′
nln
′
l
is the interaction energy between
the two surface reconstructions σ and σ′ with n and n′ N atoms in the l layer, respectively.
For simplicity, we restrict ourselves here to pair nearest neighbor interactions. An extension to
higher order interactions is straightforward but was found to be not necessary for the present
system.
In the Hamiltonian two sets of parameters enter: the formation energies ∆Hσ,nli (which can
be directly taken from Fig. 5.4(a) and Fig. 5.6) and the pair interaction parameters Jσσ
′
nln
′
l
. While
the latter are principally straightforward to compute ab-initio, a quick analysis showed that some
major simpliﬁcations are possible for the present system. First, the N-N interaction between N
atoms in neighboring cells having the same reconstruction σ is small and can be neglected, i.e.,
Jσσnln′l
≈ 0. Second, some surface reconstructions are very similar in structure: An example is
the β2(2 × 4) and the α2(2 × 4) reconstructions which can be transformed into each other by
simply adding/removing a single As-dimer (see Fig. 5.5). Ab-initio calculations for a (4 × 4)
cell containing adjacent β2(2× 4) and α2(2× 4) cells result in an excess energy of 21meV (per
the 4 × 4 cell) compared to the sum of the energies of the two single (2 × 4) cells calculations.
Ignoring the interaction energy from the second nearest neighboring cells (because of the periodic
boundary conditions) results in an interaction energy of < 11meV. This value is the approximate
side-by-side interaction energy between the two reconstructions on the long boundary side. The
short side interaction is expected to be much lower. Hence in this case we specify that Jσσ
′
nn′ = 0.
Therefore, if e.g. only these two surface reconstructions occur the Hamiltonian in Eq. (5.21)
simpliﬁes to a sum of the on-site terms, i.e.,
Hl({δi}, µAs, µN) =
∑
i,σ,nl
δσ,nli ∆H
σ,nl
i (µAs, µN). (5.22)
Finally, for the reconstructions that are structurally substantially diﬀerent the pair interaction
energy has a non-zero value (Jσσ
′
nln
′
l
> 0) and it is expected to be  kBT . An example is the case
of the β2(2× 4) (or the α2(2× 4)) and the ζ(4× 2) reconstructions. Since the value of the pair
interaction energy is signiﬁcantly larger than kBT , its exact value has virtually no eﬀect on the
MC results. Here, it is taken to be 0.1 eV per boundary as a lower limit; using a larger value
does not aﬀect our results.
Using the Hamiltonian in Eq. (5.21) and employing a Metropolis Monte Carlo simulation [168]
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the net N concentration under any growth conditions can be calculated. Using this approach we
have considered three diﬀerent growth conditions (deﬁned by µAs and µN), which are represented
by three black dots (marked a, b, c) in the phase diagram in Fig. 5.6(b), and a temperature of
500 ◦C. These points represent most of the possible situations in the phase diagram and in the
phase diagrams for the other layer/systems. The MC calculations have been performed for a
periodically repeated sample surface consisting of 20× 20 surface unit cells. Convergence checks
using a sample consisting of 100 × 100 surface unit cells have shown that the reduced sample
size (20 × 20) is suﬃcient to obtain converged results, within a variance of < 5 × 10−3 % in
the obtained N concentrations. The input conﬁguration is set to the clean stable surface under
the corresponding As chemical potential conditions. The conﬁguration is updated randomly
according to the Metropolis Monte Carlo algorithm (see Appendix A) for a suﬃciently high
number of steps. We note that the formation energies under certain conditions deﬁned by µAs
and µN can be directly deduced from Fig. 5.4 for the clean surfaces (per 1 × 1 surface area)
and from Fig. 5.6 for the surfaces with N substitutions (per 2× 4 cell). Moreover, as previously
noted, since there is for each reconstruction a set of symmetry equivalent sites that dominate
over other sites we have included only single N substitutions in the single unit cell at one of these
most favorable energy sites.
Fig. 5.7 shows characteristic conﬁgurations from the Metropolis Monte Carlo simulation for
each of the three selected growth conditions. First, at point a, the formation energies of N in
the β2(2× 4) and α2(2× 4) are equal, while the formation energy of N in the ζ(4× 2) is high.
Consequently, the average N concentration of 2% obtained by MC is realized by a similar number
of N atoms incorporated in both α2(2× 4) and β2(2× 4) reconstructions (Fig. 5.7(a)) randomly
distributed in the stable clean β2(2× 4) surface.
Second, at growth conditions given by point b, the formation energy of substituting N in the
α2(2× 4) reconstruction is lower than that in the β2(2× 4) reconstruction by about 1.6 eV while
it is still much higher in the ζ(4× 2) reconstruction. It is therefore expected that most N atoms
are incorporated in the α2(2× 4) reconstruction, as indeed our results show in Fig. 5.7(b). The
overall average N concentration is also found to be about 2%. Note that under these growth
conditions also some bare α2(2 × 4) cells appear at the surface. This is a result of the reduced
formation energy of this reconstruction at this point (see Fig. 5.4(a)).
In the last case, at point c, the formation energy of N in α2(2× 4) is much lower than in the
other phases implying principally a high concentration. However, since the stable clean surface
under these conditions is the ζ(4 × 2) surface, the formation of the α2(2 × 4) reconstruction is
prevented due to the energetically highly unfavorable boundary between β2(2× 4) and ζ(4× 2)
reconstruction. Note that a local phase transition can occur only if the N atoms are incorporated
in neighboring cells and for a cluster large enough to form a stable nucleus. Such agglomeration
of N atoms is highly prohibited due to the conﬁguration entropy and hence it is excluded in
the considered dilute N concentration limit. Therefore, N is incorporated only into the ζ(4× 2)
surface, where the incorporation is rather unfavorable (see Fig. 5.7(c)), which results in a rather
low N concentration of 0.15%.
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Calculating N concentrations
The MC calculations allow to determine the net N concentration for each point in the phase
diagram, i.e., for each set of µAs and µN pairs. This would be however rather time consuming.
We therefore performed some further simpliﬁcations in calculating the N concentration and used
the MC calculations to verify the accuracy of these approximations. Based on the analysis of
the MC calculations we approximate the total concentration of N as a sum of the concentrations
from the independent phases:
cl =
∑
σ′∈σ
cσ
′
l . (5.23)
The index σ′ goes only over the relevant reconstructions, i.e., only the reconstructions which have
a negligible interaction energy with the stable clean reconstruction for the given As chemical po-
tential are considered. The independent concentrations cσl are calculated according to Eq. (5.18),
with the formation energies ∆Hfi are calculated according to Eq. (5.12) and taking the stable
clean reconstruction at the speciﬁc µAs as the reference surface. Note that Eq. (5.23) principally
allows N atoms to occupy the same site more than once. Therefore, this approximation is valid
only in the dilute concentration limit. Using this approach, lines with constant N concentration
have been calculated and plotted in Fig. 5.6. A growth temperature of 500 ◦C has been assumed.
Fig. 5.6(b) shows that these approximations work well and provide results in good agreement
with the MC simulations.
5.7.2 Results
Let us start by discussing the solubility limit in GaAs bulk. From the concentration lines in
Fig. 5.6(a) it is clear that the maximum solubility limit which can be achieved in bulk GaAs
under thermodynamic equilibrium is very low. It is of the order of ∼ 10−3 % under extreme N
and As poor conditions.
At the second anion surface layer (c-layer), a set of three selected N-concentration lines
(obtained using Eq. (5.23)) are shown in the phase diagram in Fig. 5.6(b). The concentration
lines were chosen so that they partially coincide (at the As-rich limit) with the bulk concentration
lines to allow for a direct comparison. We note the close relation between the concentration
lines and the stability lines (the solid lines) of the corresponding phases. The concentration
lines indicate a general increase of N solubility with decreasing As chemical potential, except at
the discontinuity associated with the phase transition between the β2(2 × 4) and the ζ(4 × 2)
reconstruction. This discontinuity causes an abrupt decrease in the N solubility. These results
highlight again the large eﬀect the speciﬁc surface reconstruction has on the N solubility. This
insight allows us to determine the optimal As chemical potential (µAs) at which N concentration
becomes maximal: It is just before the phase transition from β2(2 × 4) to ζ(4 × 2), i.e., at
µAs − µAsbulk = −0.58 eV (Fig. 5.6(b)). We note that under these conditions it is possible to
achieve N concentrations as high as 12.5 %. Comparing this solubility to that in the bulk, an
increase by about 35 orders of magnitude can be realized.
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In the next step we consider the case of N incorporation at the top surface layer (i.e., in
the ﬁrst anion layer). The corresponding concentration lines are included in Fig. 5.6(c). The
concentration lines are again chosen to coincide with those in Fig. 5.6 (a and b) at the As-rich
region to allow for a direct comparison between the three cases. Since the ζ(4×2) reconstruction
is usually not suitable for growing GaAs, the optimal As chemical potential (µAs) to achieve high
N concentrations is equivalent to that in the case of the second anion layer substitution, i.e., at
µAs − µAsbulk = −0.58 eV.
Comparing the case of incorporation into the ﬁrst anion layer with that into the second anion
layer, we note that the N solubility in the ﬁrst anion layer is lower by up to 4 orders of magnitude
(under moderate As conditions). This ﬁnding is a direct consequence of the reconstruction
induced strain in the subsurface layers as discussed in Sec. 5.5. Comparing to the bulk solubility,
the maximal N concentration for the ﬁrst anion layer incorporation is still higher by .12 orders
of magnitude.
In order to summarize the main results, we show in Fig. 5.9(a) the maximal N solubility as
function of the N chemical potential for optimal As chemical potential conditions (µAs−µAsbulk =
−0.58 eV) and for the three diﬀerent N incorporation mechanisms: surface, subsurface, and bulk.
Experimentally relevant N concentrations are indicated in the shaded region. The ﬁgure shows
that under the condition µN ≤ µNN2 (Eq. (5.14)) only the subsurface incorporation predicts
concentrations in accordance with experimental values. However, we leave the discussion about
the incorporation mechanisms and experiments for Chapter 7 after discussing the kinetic barriers
in the following chapter (Chapter 6) to reveal the interplay between thermodynamics and surface
kinetics.
5.8 Solubility of N at InAs(001) surfaces
We now determine the solubility of N at the InAs(001) surface by employing the same procedure
as used for the GaAs(001) surface. In the ﬁrst step the clean surface phase diagram has been
calculated (Fig. 5.4(b)). The phase diagram provides a set of low energy reconstructions which
we consider for N substitutions. These are the β2(2× 4), α2(2× 4), md(2× 4) and the ζ(4× 2)
reconstructions. Note that the md(2× 4) (mixed-dimer(2 × 4)) cell has an As-Ga dimer in the
top surface layer and 8 Ga atoms in the second layer (see Fig. 5.3(c) and Ref. [119]). Like for
GaAs, the c(4 × 4) reconstruction was not considered. For these reconstructions all possible N
substitutions have been calculated in the ﬁrst and second anion layers. The thus determined
most favorable substitutions are found to be the same as for GaAs(001) surface reconstructions.
5.8.1 Stability phase diagrams and concentration lines
The computed stability phase diagrams for InAs(001) are shown in Fig. 5.8(a) for N in InAs
bulk, in Fig. 5.8(b)/(c) for the second/ﬁrst anion surface layer. Very similar conclusions as for
the GaAs(001) surface can be drawn: (i) All surfaces reduce the energy to substitute N. (ii)
The second anion layer is energetically more favorable for N than the ﬁrst. (iii) N exhibits a
complex behavior at the surface and aﬀects the stability of the reconstructions. (iv) Finally, a
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Figure 5.8: Same as in Fig. 5.6 but for InAs.
The dotted lines indicate the phase boundaries
between the β2(2×4), α2(2×2), and md(2× 4)
reconstructions.
a)
b)
Figure 5.9: Calculated N concentration in
bulk and at surface and subsurface layers as
a function of N chemical potential and at
a temperature of T = 500 ◦C for (a) GaAs
at µAs − µAsbulk = −0.58 eV, and for (b)
InAs at µAs − µAsbulk = −0.44 eV. The dif-
ferent lines represent the diﬀerent incorpora-
tion mechanisms (see text). The shaded re-
gions represent experimentally relevant con-
centrations (Refs. [34, 169, 35, 36] for GaAs
and Refs. [12, 170, 171, 172] for InAs).
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key diﬀerence is that the formation energies of N substitutions in InAs are generally higher than
those in the corresponding GaAs case. A consequence is that all N substitutions in InAs are
thermodynamically not stable.
Contour lines with constant concentration were also calculated (Fig. 5.8). They were chosen
so that they coincide partially (at the As-rich conditions limit) with the corresponding lines in
the GaAsN phase diagrams to allow for a convenient comparison between the two materials.
5.8.2 Results
From the concentration lines a slightly diﬀerent behavior of N solubility than in the case of GaAs
results. The diﬀerences are mainly related to the presence of an additional surface reconstruction
(md(2×4)) that becomes stable under As-poor conditions. Nevertheless, very similar features as
in the case of GaAs are found and can be summarized as follows: (i) The N solubility is strongly
aﬀected by surface reconstruction.(ii) The N solubility generally increases with decreasing As
chemical potential. The discontinuities occur at phase transitions (here at the md(2× 4) phase).
In contrast to the GaAs case the discontinuity at the boundary does not lead to a reduction in the
N solubility when going towards As-poor conditions. (iii) The solubility of N in the subsurface
region (second anion layer) is higher by up to 4 orders of magnitude than the solubility at
the uppermost surface layer (ﬁrst anion layer), which is similar to the case of GaAs. (iv) The
solubility at the subsurface is higher than that in the bulk by about 34 orders of magnitude, while
no considerable solubility enhancement can be noticed in the case of the top surface layer. For
both surface and subsurface incorporation the optimal As chemical potential (µAs) to achieve a
maximal N concentrations is around the region of the phase transition from β2(2×4) to α2(2×4),
i.e., µAs − µAsbulk = −0.44 eV.
The N solubility as a function of the N chemical potential and at the optimal As chemi-
cal potential for the three diﬀerent N incorporation mechanisms (surface, subsurface, and bulk
(equilibrium) incorporation) has been calculated and is shown in Fig. 5.9(b). Experimentally,
the achieved N concentration in InAs is low and in the range of 0.8 − 2.8 % [12, 170, 171, 172].
However, it is reported that isolated N substitutions (i.e. no N clusters) are present only for
the low concentrations (0.5 %), at higher concentrations (1.2 %) di-nitrogen In complexes tend
to form [173]. The experimentally relevant concentrations are indicated in Fig. 5.9(b) by the
shaded region. The ﬁgure shows that under the condition µN ≤ µNN2 (Eq. (5.14)) none of the
incorporation mechanisms predicts concentrations that coincide with experimental values. As
for GaAs, the incorporation mechanisms are discussed in Chapter 7 after discussing the kinetic
barriers in the following chapter (Chapter 6).
Comparing Figs. 5.9(a) and (b), it becomes clear that the N solubility is generally less in InAs
than in GaAs: For the incorporation in the bulk it is less by about one order of magnitude, in
the ﬁrst anion layer by ∼14 orders of magnitude, and in the second anion layer by ∼12 orders
of magnitude. The signiﬁcant diﬀerences have their origin in the interplay between chemical and
strain energy; the lattice mismatch between GaAs/GaN is larger than that between InAs/InN
while the binding energy of InN is less than that of GaN. Due to the better strain relaxation at
the surface layers, the eﬀect of the lower In-N binding energy becomes more pronounced/isolated
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at the surface.
5.9 Summary
Based on the comprehensive study of the thermodynamics of N in GaAs and InAs we were
able to determine its solubility for various incorporation mechanisms: in the surface, in the
subsurface, and in the bulk, as a function of the growth conditions. First, we have shown that
the the formation energy of N substitution is signiﬁcantly aﬀected by the structure of the surface
(i.e. its reconstruction) due to the reconstruction-induced surface strain. Hence, the calculated
stability phase diagrams of N substitutions showed that the solubility of N at surfaces is a complex
function of growth conditions and depends strongly on the speciﬁc surface reconstruction and on
the incorporation layer. Furthermore, contrary to what is expected from the pure bulk behavior,
the maximal N concentration is not achieved under extreme Ga/In-rich conditions but rather
under less Ga-rich conditions. The solubility of N is found to be highest at the subsurface for
all considered surface reconstructions. Finally, our results showed that the solubility in InAs is
generally lower compared to GaAs by 14 orders of magnitude. This becomes more pronounced
at surfaces due to the more noticeable contributions of the chemical binding energy as a result
of strain energy relaxation.
To accomplish a comprehensive understanding of the mechanisms that control N solubility in
practical growth experiments, the knowledge of surface thermodynamics is not suﬃcient. There-
fore, in the next chapter we address the kinetic mechanisms for N incorporation and determine
the associated barriers. In Chapter 7 we discuss the interplay between thermodynamics and
surface kinetics in determining N solubility.
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Chapter 6
Kinetic Mechanisms and Barriers for N
Adatoms at GaAs(001) Surface
6.1 Introduction
Molecular-beam epitaxy growth mode is operating in a regime far away far from thermodynamic
equilibrium, and hence adatom kinetics play a central role. For instance, in the previous chapter
we have shown that the solubility of N in the subsurface layer is highest, and it is up to 5 orders
of magnitude higher than the equilibrium bulk solubility. By employing the appropriate kinetic
pathway, i.e., subsurface incorporation and freezing-in mechanism, it is possible to achieve high
N concentrations that are in accordance with experimental results. Therefore, it is essential to
identify the accessible mechanisms that control N incorporation under typical growth tempera-
tures, and hence the kinetic mechanisms that allow for subsurface incorporation and freezing-in
during growth in order to employ them in practice. Important consequences of adatom kinet-
ics on the properties of the MBE grown dilute nitride alloys will be discussed in the following
chapter.
A main aim of this chapter is therefore to explore the kinetic mechanisms controlling the
incorporation of N adatoms at the surface/subsurface. In a ﬁrst step we concentrate on achieving
a detailed understanding of the surface diﬀusion of N adatoms. Therefore, we ﬁrst discuss the
basic methodology to study adatom diﬀusion and employ it. Several challenges arise in the
case of N adatoms on the GaAs(001) surface. These challenges are discussed and analyzed in
detail. After developing and employing the appropriate methodology, we determine adatom
binding sites, diﬀusion eﬀective activation barriers, diﬀusion constants, and diﬀusion anisotropy.
In a second step, we explore possible kinetic mechanisms resulting in subsurface incorporation
of N and calculate the corresponding energy barriers. By a careful analysis of our results a
comprehensive understanding of the incorporation kinetics of N adatoms is achieved. We note
that throughout this chapter the β2(2× 4) reconstructed GaAs(001) is assumed as a prototype
because of its stability over a wide range of chemical potentials and its importance in molecular
beam epitaxy growth.
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6.2 Adatom potential energy surface
In order to theoretically identify the diﬀusion paths and barriers for an adatom it is in principle
required to identify its potential energy landscape E in a complex multi-dimensional conﬁg-
urational space. This space is generally deﬁned not only by the adatom spacial coordinates
Rad = (X, Y, Z) but also by the spacial conﬁguration of surface atoms {Rsurf}, i.e.,
E ≡ E(Rad, {Rsurf}). (6.1)
In practice, it is exceedingly computationally demanding to explore this space using standard
ab-initio methods. A common approach to simplify the problem is based on two assumptions.
First, it is assumed that the adatom surface interaction potential energy is restricted to the
spacial coordinates of the adatom, i.e.,
E ≡ E(X,Y, Z). (6.2)
Second, in the direction perpendicular to the surface (z-direction) it is assumed that for each
pair of adatom lateral coordinates (x, y) ∈ (X, Y ) a single energy minimum of the potential
energy exists, say at z = z0. At this position the adatom gets adsorbed initially and starts
to move in the potential energy surface (PES) deﬁned by Z0. A single two-dimensional PES
results E(X, Y, Z0) that is assumed to describe adatom diﬀusion. Using this notation, the PES
experienced by the adatom can be deﬁned as:
EPES(X, Y ) = min
Z, {Rsurfrelax}
[
Etotsystem(R
ad, {Rsurf})
]
− Etotslabclean − Etotatom. (6.3)
Here, Etotsystem refers to the total energy of the system (adatom + slab), E
tot
slabclean
is the total
energy of the adsorbate-free surface slab, and Etotatom is the total energy of an isolated adatom
inﬁnitely far away from the surface. The subset {Rsurfrelax} indicates that the energy minimization
in Eq. (6.3) takes into account only the relaxations of substrate atoms, in addition to the Z
coordinates of the adatom (its height above the surface). Note that the energy deﬁnition in
Eq. (6.3) corresponds to the binding energy of the adatom.
In order to accomplish the PES in practice constrained relaxations are applied: For a set
of lateral mesh points on the surface covering its irreducible part, the adatom is placed at an
initial height above the surface and allowed to relax only in the vertical direction, while the
surface atoms are allowed to fully relax. Interpolating between the positions versus energy
points results in a two-dimensional (2D) potential energy map (PES). Once the PES is known,
the binding sites and transition states can be directly extracted from the minima and saddle
points, which provides an immediate access into e.g. diﬀusion paths or diﬀusion coeﬃcients
[174]. This approach, which was ﬁrst employed by Brocks et al. [175], has become very popular
over the last years and has been successfully applied to address a wide variety of surface related
questions [175, 176, 177, 178, 179, 180, 181, 182, 183, 153, 184].
The validity of the approximations necessary to construct a 2D-PES can be discussed con-
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a) b)
Figure 6.1: Cross sectional schematic representations of conﬁguration proﬁles associated with
the surface diﬀusion of adatoms. In (a), the conventional diﬀusion is characterized by smooth
PES surfaces and associated with small relaxations of surface atoms. In (b), the diﬀusion of a
highly reactive adatom is characterized by multivalued surfaces which are associated with large
surface atomic relaxations (see text). The blue spheres represent adatoms while the green ones
represent surface atoms.
sidering fundamental aspects of conventional adatom-surface interaction. To be more speciﬁc,
consider ﬁrst the surface growth of a simple elemental crystal. In this case the bond-strength
between an adatom and a surface atom is identical to that in between surface atoms. Since sur-
face atoms have higher coordination numbers than the adatoms they are more strongly bound
and therefore they will be only modestly aﬀected by the diﬀusing adatoms on the surface. A
consequence is that the surface relaxations will be small (few tenths of Å) and restricted to the
vicinity of the adatom. This implies that adatom induced atomic relaxations can be considered as
small perturbation around the equilibrium position in the adatom-free case. Relaxation can then
be regarded as a simple elastic (i.e. non-bond-breaking) mechanism. The condition of staying
in the elastic regime is fundamental for the validity of the 2D-PES concept. If plastic relaxation
(i.e. bond-breaking) occurs, the reduction from the full conﬁguration space (Eq. (6.1)) to the
2D adatom space is no longer valid. The conﬁguration proﬁle in the elastic regime is schemati-
cally sketched in Fig. 6.1(a) by the solid black line. Following our discussion the diﬀusion of the
adatom is accompanied by small relaxations of surface atoms (black double arrows), resulting in
a single-valued smooth energy surface map.
A similar behavior may also be expected for the surface growth of typical binary materials,
where the bond-strength between an adatom and surface atoms is similar to the bond-strength
in between the surface atoms. However, the existence of diﬀerent types of bonds and atoms at
reconstructed surfaces may lead to additional complications. For instance, it was ﬁrst reported
by Kley et al. [111] that the conventional approach to map the PES is not suﬃcient to describe
the migration of Ga and Al adatoms on the β2(2 × 4) reconstruction of GaAs(001). For this
surface, a second deeper energy minimum was found. This minimum forms in the center of the
As dimers present at that surface. To access it the bond between the As-As dimer has to be
broken before relaxing the system. For this surface, the actual PES is found to have an additional
dimensionality: It is a function of not only the adatom lateral coordinates but also of the As-
dimer bond conﬁguration (broken or bounded). Thus, two PES's exist that can be associated
with diﬀerent metastable surface conﬁgurations. By constructing the PES that includes the new
diﬀusion channels Kley et al. [111] were able to describe adatom diﬀusion, i.e., the concept of
PES mapping remains useful when extending the original concept and adding a few (in this
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case a single) dimensionalities. The diﬀusion proﬁle of the adatom for this case is schematically
sketched in Fig. 6.1(a) (dashed blue line), and the associated modiﬁcations in the conﬁguration
surface atoms (e.g. a broken surface bond) are indicated by the blue dashed arrows. Note that
both PES proﬁles in Fig. 6.1(a) are smooth and diﬀer only near that speciﬁc surface bond.
For compounds with more than two constituents (e.g. ternaries and quaternaries) a similar
behavior is expected provided that the bond strengths between the various constitutes are com-
parable. If this is not the case, i.e., the adatom-surface bond becomes signiﬁcantly strong, the
situation becomes very diﬀerent. In such a case, plastic deformation may occur, resulting in the
breaking and forming of bonds. In this case, the binding energy of the adatom becomes a strong
function of its position and of the local atomic conﬁguration around it. For instance, relaxing the
adatom starting from diﬀerent initial heights above the surface at the same lateral position can
result in diﬀerent local energy minima, i.e., giving rise to a multivalued PES along the normal
direction. Therefore, the overall adatom potential energy becomes complex. As a consequence,
the potential energy in the 3D conﬁguration space of the adatom appears as a set of multival-
ued discontinuous surface. This case is schematically expressed in Fig. 6.1(b) and highlights the
breakdown of the conventional 2D-PES. The diﬀerent lines in the ﬁgure correspond to the various
minima as a result of the large surface relaxations (double arrows). The solid parts of the lines
indicate the parts that will be detected when applying the conventional 2D-PES mapping. As
becomes obvious from Fig. 6.1(b) these parts do not describe the actual adatom diﬀusion nor do
they correspond to a single smooth 2D-PES.
Therefore, despite the successes of this approach, its underlying assumptions need to be
carefully veriﬁed. For instance, in this work, the strongest bond a N adatom can form on the
GaAs(001) surface is with a Ga atom with a binding energy of 2.24 eV, while the bond strength
between Ga-As atoms is 1.63 eV, i.e., it is weaker by 27% [106]. This strong adatom-surface
interaction makes it essential to carefully examine the adatom-surface potential energy and the
applicability of the 2D-PES mapping, as will follow.
6.2.1 Mapping the PES of a N adatom on GaAs(001)
In order to identify the binding sites and the diﬀusion barriers of N adatoms on the β2(2 × 4)
GaAs(001) surface we map in a ﬁrst step the potential energy surface of a N adatom employing
the conventional 2D adatom PES concept described above. A repeated 4 × 4 surface supercell
was used in order to reduce the ﬁctitious adatom-adatom interactions due to periodic boundary
conditions.1 The mapping was performed on the irreducible part of the surface cell2 using a
uniform rectangular mesh of spacing 0.815Å in both directions, which corresponds to a 20× 20
mesh in the 4× 4 cell.
Performing the PES mapping, a strong dependence of the relaxed conﬁguration (and hence
its energy) on the initial vertical position of the N adatom (its height above the surface) is found
at many mesh points. Selected examples of such cases are shown in Fig. 6.2. In each of the
1Further computational details can be found in Sec. 5.4.3
2Due to the mirror symmetry in the structure of the β2(2× 4) surface unit cell it becomes suﬃcient to map a
2× 2 area.
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a) b) d)c)
Figure 6.2: Examples showing the eﬀect of the initial vertical position of the N adatom above
the surface on the resulted relaxed geometry. In each subﬁgure (a, b, c, and d) the N adatom is
ﬁxed at a certain lateral position above the surface and allowed to relax vertically. The upper
panel of each subﬁgure is for a higher adatom initial position, and the lower panel is for a lower
initial position. Ga atoms are in brown, As are in purple, and N are in blue.
cases (a, b, c, and d) shown there, the conﬁguration in the upper panel results when positioning
the adatom far away from the surface whereas the conﬁguration in the lower panel results from
initial positions closer to the surface. In the ﬁrst case (upper panel) the adatom relaxes to a ﬁrst
energy minimum causing strong outward relaxations of surface atoms, i.e., the adatom attracts
surface atoms. In contrast, relaxing the structure with the adatom initially at a lower position
(lower panel) results in an inward relaxation of the adatom and the occupation of a second
energy minimum. The occurrence of multiple minima is associated with large local structural
deformations as can be seen from the ﬁgure.
A straightforward extension of the 2D-PES concept is to assume that the multiple vertical
minima are associated with diﬀerent PES's. In this case we have layers of continuous PES's that
can be easily visualized or analyzed. In order to check the applicability of such an approach
we have constructed a PES by interpolating3 the energy values of the ﬁrst local minima for
the adatom approaching the surface (corresponding to the vertically highest obtained adatom
relaxed positions). The thus constructed PES is shown in Fig. 6.3.
To check of the validity of the underlying approximations we ﬁrst examine the lateral forces
acting on the N adatom at diﬀerent positions. The force acting on an adatom at coordinates τ
moving in the potential energy surface EPES is given by
F(τ) = −∇EPES(τ)
= −
(
∂EPES(τ)
∂x
iˆ+
∂EPES(τ)
∂y
jˆ
)
. (6.4)
The force in z-direction is zero by the deﬁnition of the PES (see Eq. 6.3). Therefore, the forces
acting on the adatom should ideally correspond to the negative gradients of the interpolated
PES at the corresponding positions without signiﬁcant deviations.4 On the other hand, using
3The mirror symmetry is applied to produce the energy map for the complete 2×4 unit cell. The interpolation
is done using cubic splines and using the 2D periodicity of the surface unit cell.
4This is true provided that the mesh is dense enough (converged sampling).
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Figure 6.3: Top view of the PES of the N adatom on the β2(2 × 4) reconstruction of the
GaAs(001) surface obtained by the conventional 2D mapping, i.e., it is deﬁned by the ﬁrst local
minima points of the N adatom approaching the surface in the vertical direction. The red points
are the exact position of the binding sites obtained after performing full structural relaxation
with the adatom around minima regions, while the black points are the additional binding sites
obtained during successive NEB calculations (see text). The positions of Ga and As atoms of
the clean surface are marked with circles in dotted and solid borders, respectively.
the forces acting on the adatom in the interpolation, together with the energies, should result
in increasing its accuracy, without a signiﬁcant change in its shape. In Fig. 6.4(a) we show the
actual forces acting on adatom obtained from our calculations at all mesh points. As can be seen,
a key result of this analysis is that at some points on the PES the actual forces do not match
the negative gradients of the underlying PES. Inconsistent forces are indicated by the red arrows
in Fig. 6.4(a). Consequently, using the forces to supply the actual gradients in the interpolation
has dramatic consequences on the PES. This can be seen from the PES in Fig. 6.4(b) which
features substantially diﬀerent features than the original one in Fig. 6.4(a), in contradiction with
the expectations. This strange and unexpected observation was the ﬁrst indication that for the
system considered here that the 2D mapping of the PES for the adatom is insuﬃcient to describe
its actual potential energy landscape. A mapping of the multiple vertical minima onto layers of
continuous 2D-PES's is therefore not justiﬁed.
To understand the signiﬁcance of the forces we make a schematic explanation in Fig. 6.4(c)
for a one dimensional case. In the ideal case, it is expected that the gradients obtained from
an interpolation that uses only the energy points (black dotted curve) will roughly correspond
to the actual forces acting on the adatom (black arrows). By including the actual forces in the
interpolation one can increase its accuracy without changing its shape considerably. On the other
hand, the existence of forces at some points that are inconsistent with those obtained from the
expected gradients of the energy curve (red arrows) indicates that the interpolation is invalid.
Using these forces in the interpolation results in a potential energy that has very diﬀerent features
(red dashed curve). Therefore, it becomes not suitable to project the adatom potential energy
onto a single potential energy curve/surface.
As a further consistency check of the 2D-PES in Fig. 6.3 we examine the minima points at
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Figure 6.4: (a) The PES of the N adatom interpolated using the energy values only. The Forces
acting on the adatom at the mesh points are shown as arrows. Red arrows indicate some of the
forces that disagree in direction with the negative gradients of the interpolated PES. (b) The
interpolated PES obtained by additionally using the actual gradients (obtained from the forces
shown in (a)). The eﬀect of including the forces in this case is explained in the schematic plot
in (c) for a one dimensional case (see text). The black dots indicate the sampling points.
the PES. The exact positions and energies of the ﬁrst set of minima points were identiﬁed after
allowing a full relaxation of the adatom starting from mesh points that are close to the minima
regions. The hence identiﬁed binding sites are shown in Fig. 6.3 as small red dots. For simplicity
we shall hereafter refer only to the points in the half mirror-symmetric part. These are the
points with the labels m1, m2, m4, m5, m7-9, m12, m14-16, and their primed counterparts. The
energy values at these points are presented in Table 6.1, and their corresponding relaxed atomic
structures are shown in Fig. 6.5. We note that the remaining labeled points in Fig. 6.3 (in black)
will be discussed later.
It is interesting to see from Fig. 6.3 that some of the found minima points substantially
Minima label E (eV) Minima label E (eV)
m1 −2.61 m9, m9′ −2.72, −2.76
m2, m2′ −3.22, −3.18 m10, m10′ −2.03, −1.96
m3, m3′ −3.21, −3.17 m11, m11′ −2.80, −2.76
m4, m4′ −3.14, −3.06 m12 −2.52
m5, m5′ −3.77, −3.76 m13, m13′ −2.42, −2.49
m6, m6′ −2.82, −2.79 m14 −2.67
m7, m7′ −3.12, −3.15 m15 −3.25
m8 −2.67 m16 −3.71
Table 6.1: Energy values at the PES minima points (binding sites), shown in Fig. 6.3.
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Figure 6.5: Atomic structures corresponding to the minima points on the PES in Fig. 6.3 as
indicated.
deviate both in value and position with what is expected from the interpolated PES. First,
energetically degenerate absolute minima points were found at subsurface sites below As dimers
atoms. These points are labeled m5/5′ (Fig. 6.5(d)) and m16 (Fig. 6.5(k)). The m5/5′ points,
which are located below the uppermost As dimer atoms, were obtained when fully relaxing the
adatom from mesh points that are close to the expected positions of the minima m2/2′ (which are
located in between the two surface dimers). The m16 point, which is located below an As atom
of the lower dimer (trench dimer), was found when fully relaxing the adatom in the region close
to a trench dimer atom in the [1¯1¯0] direction (in this region a depression in the 2D-PES appears).
Second, the positions of some minima points (e.g. m9/9′, m7/7′, m12, and m14) appear to be
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Figure 6.6: (a) Upper panel: A 3D structural model of the m5 binding conﬁguration showing
the cross-sectional plane (P ) that is used to explore the N adatom energy around m5 vertically.
In the lower panel the projection of P is shown in a top view by the dashed blue line. (b) The
corresponding potential energy landscape in the plane P . The dashed black curves (A and B)
show the position of ﬁrst local minima for the N adatom in the vertical direction, while the
dashed red curve C shows the positions of deeper potential energy minima. For reference, some
atomic positions of the clean surface are projected in the plane P and shown as circles scaled
inversely in diameter with their distance from the surface. In addition, extra contour lines around
A, with their values in eV, are plotted for clarity. The energy values from (b) are also shown in
the right panel (c).
inaccurately predicted by the presented PES; contrary to other minima (e.g. m1/1′, m2/2′, m4,
m8/8′, and m15). Note that the interpolated PES using the 2D mesh gives completely diﬀerent
energy values at these points, and, even worse, provides absolutely no hint about the existence of
the subsurface minima (m5/m5′ and m16). We note that the inconsistency between actual forces
and PES derivatives is directly related to the existence of these hidden minima (the above two
cases).
Let us now analyze in more detail the potential energy of the N adatom in more details
around one of these hidden minima points by constructing a cross section through the 3D-PES
(Eq. (6.2)). To do so we have chosen the region between the minima m5 and m2. We have
then mapped the potential energy of the N adatom in the cross sectional plane (P ) located in a
(1¯10) plane and passing through m5, shown in Fig. 6.6(a). At each mesh point in this plane the
adatom is kept ﬁxed and the surface atoms were allowed to relax. The resulting PES is shown
in Fig. 6.6(b).
Fig. 6.6(b) reveals a highly non-trivial behavior of the adatom-surface interaction. This cross
section in the 3D conﬁguration space of the adatom allows us to directly access the results of
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the conventional mapping of the 2D-PES, i.e., the results that are obtained when performing a
vertical relaxation of the adatom for a lateral 2D mesh of points on the surface. When probing
the 2D-PES along the line at the upper border of the plane P the N adatom will fall in the ﬁrst
local minima in the vertical direction towards the surface. These ﬁrst vertical energy minima
points are indicated in Fig. 6.6(b) and (c) by the black dashed lines A and B. The red dashed
line C represents the second vertical energy minima. This part is hidden from the conventional
lateral PES probing, i.e., the conventional 2D-PES mapping is not able to detect such parts and
structures. Based on this discussion we can derive three conclusions from Fig. 6.6. First, the
conventional mapping of the lateral 2D-PES results in a PES that is discontinuous in energy
(and structure), as indicated by the gap between curves A and B. A small deviation of the
adatom at the end of A along the [1¯1¯0] direction will result in a huge and abrupt change in
energy and structure, corresponding to the starting point of B. At this discontinuity there is
a discrepancy in the forces acting on the adatom as indicated from the energy gradients. Such
discontinuities explain the observed inconsistencies between the actual forces and the gradients
of the 2D-PES. Second, in the conventional mapping scheme the subsurface binding site at m5
will be completely dismissed. However, when a full relaxation of the adatom is allowed at points
near the A-B discontinuity it will directly fall into m5; which explains how these minima points
were found in the ﬁrst place. Finally, the PES in Fig. 6.6 shows one example of the eﬀect of
the N adatom initial vertical position on the obtained relaxed structure. For instance, if the
adatom is initially placed at a position just above curve A and close to the A-B discontinuity
it relaxes to the ﬁrst local minimum, i.e., to a point on A; while placing it at a slightly lower
vertical position it relaxes on the second (deeper) minimum located on C (simply following the
gradients of the energy surface). This insight allows therefore to understand the nature of the
adatom surface interaction, and allows to easily explain all of the diﬃculties encountered during
the 2D-PES mapping with respect to the eﬀect of the initial vertical position of the adatom, the
forces-gradient disagreements, and the hidden or not accurately predicted minima points.
To demonstrate that the above discovered complex adatom surface interaction is indeed a
consequence of the strong N-Ga and N-As bonds we compare the potential energy of the N
adatom versus that of an As adatom. We consider a 1D path only (i.e. one line of the 2D-PES)
and choose the line passing along the lower As-dimer (the trench dimer). In order to isolate
the eﬀect of surface relaxations we have also performed calculations with keeping surface atoms
frozen (unrelaxed). In Fig. 6.7 we show the energy, adatom relaxed vertical position, and the
maximum single relaxation of the surface as functions of the adatom position along the diﬀusion
path and for the fully relaxed and frozen surfaces. Note that the surface atom relaxation is
deﬁned for each atom i as norm of the displacement vector of the speciﬁc surface atom from its
equilibrium position in the clean surface, i.e.,
∆ri = |ri − rcleani |. (6.5)
For the N adatom compared to the As adatom, the main results of Fig. 6.7 can be summarized
as follows:
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Figure 6.7: Binding energy (a),
adatom relaxed vertical posi-
tion/height (b), and the maximum
single relaxation of surface atoms (c)
for N (blue) and As (red) adatoms
along a straight line in the [1¯10] direc-
tion which is passing along the trench
As dimer (labeled c4-c8 in Fig. 5.5(a)).
For reference, the positions As dimer
atoms are marked with the dashed
vertical lines, and additionally by the
empty circles in (b). The solid lines
are used for the fully relaxed systems,
and the dashed curves are used for
the frozen (unrelaxed) surfaces. In (b)
and (c) lines are drawn to guide the
eye.
(i) Signiﬁcantly larger and spatially more rapid energy variation as a function of adatom
position.
(ii) Surface relaxation has a far more signiﬁcant eﬀect on the adatom energy and its
relaxation.
(iii) The relaxation of surface atoms can be signiﬁcantly larger.
For point (iii) The maximum value of surface atomic relaxations along this line is found to be
1.28 Å for the N adatom versus 0.88 Å for the As adatom. In fact, for the full 2D-PES of the
N adatom shown in Fig. 6.3 we have identiﬁed a much larger value of the largest relaxation
of surface atoms of 2.38 Å. These results reﬂect the strong interaction of the N adatom with
the surface atoms and its capability in breaking and forming bonds conﬁrms the large surface
relaxations.
In conclusion, it becomes clear that the N adatom shows complex interactions with the GaAs
surface which cannot be described in the 2D-PES picture. The adatom-surface interaction occurs
in the multi-dimensional conﬁgurational space of the adatom and the surface atoms, resulting in
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Figure 6.8: Atomic structures corresponding to the additional minima points found during the
NEB calculations for the minimum energy paths.
many local minima in this space and hence in complex diﬀusion channels which are challenging
to identify. This behavior is attributed mainly to the high reactivity of the N adatom, which is
diﬀusing through or within the surface rather than on top of the surface, breaking and forming
new bonds. The conventional 2D-PES mapping of the adatom therefore fails dramatically in
this case. The potential energy of the N adatom in its 3D conﬁgurational space is therefore
seen as a set of discontinuous multivalued 2D surfaces rather than a single continuous 2D-PES,
which is due to the additional dependence of surface atoms conﬁguration. Due to this it becomes
very challenging to (i) identify the complete set of multivalued 2D surfaces, and (ii) to extract
the necessary information on the actual adatom diﬀusion channels and their energy barriers.
Moreover, this picture of the multivalued surfaces can be still incomplete due to the other degrees
of freedom of the surface atoms, which should be also considered for a full description of adatom
diﬀusion.
6.3 Calculating energy barriers
As discussed in the last subsection, due to the multi-dimensional adatom-surface interaction
the identiﬁcation of the complete adatom potential energy on the β2(2 × 4) surface is highly
challenging. Nevertheless, performing this step we have identiﬁed many subsurface binding sites
for the N adatom. A possible option to proceed is therefore to estimate the energy barriers
between these binding sites by employing the nudged elastic band (NEB) method [185]. In this
method, the minimum energy path (MEP) is identiﬁed by constructing a series of images of
the system between the initial and ﬁnal states. Spring forces between the adjacent images are
included to imitate an elastic band which is then optimized. The series of images are typically
generated by employing a linear interpolation between initial and ﬁnal states.
We note here that additional challenges appear in the present case in applying this method.
Because of the local deformations of the surface around the N adatom, and of the general com-
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Figure 6.9: Top view of the binding sites (dots) and the transitions between them (lines) for a N
adatom on the β2(2×4) GaAs(001) surface (corresponding to Fig. 6.3). The energy values at the
binding sites are represented by the color scale on the right hand side, and their exact values are
presented in Table 6.1. For clarity, the shape of the minimum energy paths connecting each two
binding sites and the exact positions of the transition state points are not shown, and instead
represented by straight lines colored according to the value of the saddle point energy given by
the left side color scale. The values of the transition state energies are given in Table 6.2.
plexity of the energy landscape (which depends also on surface atoms positions) setting the band
of images needs additional care. It turned out that in most cases it is not suitable to generate the
structures of the images by simply interpolating between the two end point. For instance, this
applies when the structures at the two end points of a certain energy path diﬀer signiﬁcantly, or
when the adatom's binding conﬁgurations are deep in the surface. A bad initial guess for one of
the images makes it diﬃcult for the algorithm to ﬁnd the minimum energy path. Therefore, in
some cases several trial calculations had to be performed ﬁrst.
In order to calculate the minimum energy paths between minima points we have used the
identiﬁed binding sites and constructed the network of possible adatom moves between them.
The MEP's were calculated for each network line employing the NEB method. We have used 4 to
6 images for calculating each of the MEP's. During the optimization of some minimum energy
paths additional energy minima between the starting and ﬁnal points were identiﬁed. These
minima points were not previously predicted within the conventional PES mapping due to the
complexity of the adatom potential energy. These are the minima m3, m6, m10, m11, m13,
and their primed counterparts, and are shown in Fig. 6.3, with their energy values in Table 6.1.
The corresponding relaxed atomic structures for these points are shown in Fig. 6.8. Finally, it
is important to note that due to the complexity of the adatom-surface interaction it can still
be possible that the extended set of binding sites is yet not complete. An identiﬁcation of the
whole set of binding sites is not straightforward and computationally demanding. While it is
not possible to quantify the consequences, it turns our that most of the diﬀusion barriers are
indecisive for adatom diﬀusion, as will be shown later in this chapter (Sec. 6.4.1).
After including these additional minimum energy points and computing the diﬀusion barriers
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Transition state E (eV) Transition state E (eV) Transition state E (eV)
T1,3 −2.40 T7,9 −1.44 T9,10 −1.87
T3,5 −1.53 T9,16 −1.89 T10,13 −1.86
T3,8 −1.29 T9′,16 −1.99 T13,12 −2.24
T2,5 −2.53 T4,4′ −3.01 T13,14 −1.89
T2,4 −2.26 T4′,6 −2.59 T14,15 −1.83
T5,7 −3.11 T6,11 −1.78 T15,16 −1.92
T7,11 −2.28 T11,13 −2.04 T15,15′ −3.19
T7,6 −1.91 T8,9 −2.44
Table 6.2: Transition state energies between the binding sites of the N adatom on the β2(2× 4)
reconstruction of GaAs(001). The numbers in the subscripts give the labels of the binding sites
(minima) such that the transition state from minimum mi to mj is denoted with Ti,j .
in between we have constructed a full reaction network containing of adatom single jumps. This
network is shown in Fig. 6.9. As seen, there is a large number of adatom binding sites associated
with local structure deformations, which makes it not trivial to determine the relevant complete
network of adatom single jumps. For the assumed network the minimum energy paths were
optimized within the NEB scheme and the saddle point energies were extracted. The values of
the resulting saddle point energies are presented in Table 6.2. These values are used to to color
code the corresponding network lines in Fig. 6.9. To reduce computational eﬀort the minimum
energy paths are calculated for a reduced set of minima points (restricting on the unprimed
points in Fig. 6.3). The remaining set of paths are assumed to have similar saddle point energies
due to the very similar structural topology.
6.4 Calculating activation barriers: Kinetic Monte-Carlo
Provided the network of binding and transition states of the N adatom on the β2(2×4) surface of
GaAs(001) presented above, an eﬃcient and eﬀective approach to extract the eﬀective activation
diﬀusion barriers for this highly complex network are kinetic Monte-Carlo (KMC) simulations.
A very brief introduction to the KMC algorithm is presented in Appendix A.
The KMC simulations are usually performed at several temperatures in the relevant range
and for suﬃciently long time. After that, the time-dependent mean square displacements are
calculated and averaged over a suﬃciently high number of independent KMC runs at the diﬀerent
temperatures. The obtained mean square displacements are expected to scale linearly with time
t. Using this relation, the diﬀusion coeﬃcients D in a certain direction (e.g. x-direction) can be
extracted according to Einstein's diﬀusion equation:
Dx = lim
t→∞
〈x2(t)〉
2t
, (6.6)
where 〈x2〉 is the mean square displacement in the x-direction. The diﬀusion is expected to
satisfy the known Arrhenius relation:
D(T ) = D0 e
−EA/kBT . (6.7)
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Figure 6.10: Snapshots of adatom trajectories in single KMC simulations running for 2.5 × 104
time steps at 3 diﬀerent temperatures. (a) At T = 1200 ◦C, (b) at T = 2000 ◦C, and (c) at
T = 3000 ◦C. The axes are in Å. The network of adatom jumps in the single unit cell is deﬁned
in Fig. 6.9.
Here EA is the activation energy barrier and D0 is the prefactor, which can be calculated by
plotting the diﬀusion coeﬃcients against 1/T .
We note that the KMC calculations require calculating the probabilities of the adatom to
jump from the initial state to the neighboring states (see Appendix A), which are obtained
through calculating the corresponding jumping rates. The rate of an adatom crossing the tran-
sition state from an initial state (site i) to a nearby ﬁnal state (site j) is given according to the
transition state theory [186] by
Γij = Γ0 e−(E
trans
i,j −Ei)/kBT , (6.8)
where Etransi,j is the energy at the transition state point Ti,j and Γ0 is the frequency of jump
trials. The latter is calculated according to
Γ0 =
1
2pi
∏N
n=1 ω
i
n∏N−1
n=1 ω
trans
n
, (6.9)
where ωn denote the vibrational frequencies. Since the rate equation depends exponentially on
the energies it is very sensitive to small variations or uncertainties. Therefore, it is often enough
to use an order of magnitude estimate of Γ0. This is usually taken to be in the order of magnitude
of maximum phonon frequencies (optical phonons) which are of ∼ 1013s−1.
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Figure 6.11: Diﬀusion coeﬃcients obtained from KMC calculations along [1¯10] (dots) and the
[110] directions (squares), plotted on a logarithmic scale against 1/kBT and ﬁtted according to
the Arrhenius law. Note that 1/kBT = 15.01 eV−1 corresponds to T = 500 ◦C.
In order to extract the activation barriers in our system we performed the KMC simulations
for temperatures in the range 6001000 C◦. The calculations were performed for a suﬃciently
large number time steps in the range of 1×105 to 3×106 steps. A number of a 2×103 to 2×104
independent KMC simulations was used to obtain the time averages. We note that the initial
adatom positions were drawn randomly from a Boltzmann distribution of occupations according
to the energy values of the minima. In addition, the calculations were allowed to equilibrate
by running for suﬃcient steps (∼10 to 20% of the total number of steps) before recording the
adatom trajectories. Fig. 6.10 shows a few selected samples of the obtained adatom trajectories.
The trajectories were attained in a single KMC run at temperatures of T = 1200, 2000, and
3000 ◦C; and after 2.5× 104 time steps.
The obtained diﬀusion coeﬃcients are plotted in Fig. 6.11 against 1/kBT on a logarithmic
scale. The data in this temperature window is found to be almost linear and can thus be ﬁtted
to an Arrhenius law. For the [1¯10] direction the ﬁt gives a prefactor of D0 ≈ 9.31 × 1013 Å2/s
and an eﬀective activation diﬀusion barrier of EA = 1.92 eV, and for the [110] direction it
gives D0 ≈ 2.88 × 1014 Å2/s and EA = 1.91 eV. Hence the adatom diﬀusion is almost isotropic.
Comparing the N adatom activation energies to those calculated on the same surface for the
Ga adatom of 1.5 eV and 1.2 eV and for the Al adatom of 1.6 eV and 1.3 eV, for the [110] and
[1¯10] directions; respectively [111], we ﬁnd that the values for the N adatom follows the trend in
cohesive bond energies with values of 1.63 eV, 1.89 eV, and 2.24 eV per Ga-As, Al-As, and Ga-N
bond, respectively.
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6.4.1 Simpliﬁed kinetic model for understanding the KMC results
Although the adatom jumps network in Fig. 6.9 is complex, the following analysis provides
a simple yet detailed understanding. Because the diﬀusion depends exponentially on the barrier
energy we ﬁrst assume that mainly the highest barrier in the minimum energy path in each
direction determines the adatom diﬀusion. Therefore, by carefully examining the energy barriers,
we ﬁrst identify the adatom minimum energy paths in each of the lateral directions. The hence
identiﬁed minimum energy paths are indicated by the light-green thick lines in Fig. 6.13. It
turns out that the highest barrier along these paths and in both directions is at the transition
state T10,13 (between m10 and m13) and at the other symmetric/semi-symmetric counterparts.
The conﬁguration at the transition state T10,13 is shown in Fig. 6.12. These transition states
are indicated by the arrows in Fig. 6.13. The energy barrier between the lowest energy binding
site m5 and this transition state reads −1.86 − (−3.77) = 1.91 eV. This gives an approximate
estimation of the activation barrier in both directions. This value is in a surprisingly good
agreement with the activation barriers obtained from the full KMC simulation. We can therefore
conclude that the diﬀusion rates in both directions are mainly determined by a single energy
barrier corresponding to a single barrier conﬁguration, despite the complexity of the diﬀusion
network.
It is straightforward to systematically improve the matching
Figure 6.12: The atomic struc-
ture corresponding to the tran-
sition state T10,13.
to the KMC results (also at artiﬁcially elevated temperatures)
by including all the barriers that are close in energy. In the
following we derive a basic model that includes a set of barriers
to describe adatom diﬀusion and allows to extract the eﬀective
activation energies. Assuming thermodynamic equilibrium, the
probability of the adatom occupying the binding site i is given
by Boltzmann statistics
pi =
e−Ei/kBT∑
k e
−Ek/kBT , (6.10)
where Ei is the adatom binding energy at site i. In equilibrium, the adatom ﬂow or current
from i to j (denoted by Iij) equals to that from j to i. This quantity is obtained by multiplying
the probability of occupation of i, given by Eq. (6.10), by the escape rate given by the Eq. (6.8).
This gives
Iij =
e−Ei/kBT∑
k e
−Ek/kBT Γ0 e
−(Etransi,j −Ei)/kBT
=
Γ0∑
k e
−Ek/kBT e
−Etransi,j /kBT . (6.11)
The ﬁrst term is constant at a certain temperature. Hence, the adatom current is deﬁned directly
by the energy at the transition point relative to the total occupation probability. Note that a
constant shift in the energies cancels out.
First, let us assume that only the transition point at T10,13 determines the eﬀective barrier.
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Figure 6.13: Adatom diﬀusion network indicating the primary minimum energy diﬀusion paths.
The numbers show the barrier energies with respect to the lowest energy binding site m5, i.e.,
obtained by subtracting Em5 = −3.77 eV from the transition state energies (given in Table 6.2),
or Etransi,j −Em5. The right- and left-hand side color scales give the binding and transition energies
respectively (see Fig. 6.9). The light green lines indicate the lowest minimum energy paths along
both lateral directions. The highest energy barrier along these paths reads 1.91 eV as indicated
with the red numbers and by the arrows. The darker green paths indicate next-lowest energy
paths additionally included in the kinetic model. All the considered energy barriers in the kinetic
model are indicated in orange (and red). The dashed lines mark the surface (2× 4) unit cells.
Now, the diﬀusion coeﬃcient can be calculated by multiplying the current (Eq. (6.11)), the
square of the distance traveled by crossing this barrier once, and the number of channels with
that barrier in each direction. The traveled distance equals 12 a[1¯10] for the [1¯10] diﬀusion and
1
2 a[110] for the [110] diﬀusion (see Fig. 6.13). Thus we get
D[110](T ) = 2
(
0.5 a[110]
)2 Γ0∑
k e
−Ek/kBT e
−Etrans
10,13
/kBT , (6.12)
and
D[1¯10](T ) = 2
(
0.5 a[1¯10]
)2 Γ0∑
k e
−Ek/kBT e
−Etrans
10,13
/kBT . (6.13)
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Figure 6.14: The lines indicate diﬀusion coeﬃcients obtained by a simpliﬁed model using (a)
Eqs. (6.12) and (6.13) that consider a single main diﬀusion path with a single barrier, and (b)
Eqs. (6.14) and (6.15) which consider more diﬀusion paths and barriers. The dots indicate the
diﬀusion constants obtained using KMC simulations, as presented previously.
Note that the factor 2 arrives from the fact that there are 2 diﬀusion channels in each direction.
The above equations are plotted together with the diﬀusion coeﬃcients obtained from the KMC
simulations and shown in Fig. 6.14(a). To further extend the plot range, additional KMC results
performed at artiﬁcially elevated temperatures (20004000 C◦) have been included. As can
be seen, already this very simple model gives results in very good agreement with the KMC
simulations, particularly in the low temperature region. The diﬀerence in the lattice parameters
of the surface unit cell in both directions gives a factor of 4 between the [110] and the [1¯10]
diﬀusion coeﬃcients, which only aﬀects the prefactors.
A closer inspection of Fig. 6.14(a) shows that this diﬀusion model starts to deviate from the
KMC data with increasing the temperature. This indicates that additional diﬀusion channels
start to be more probable at higher temperatures and hence have to be included in more accurate
models. In order to do that we additionally include the next-lowest energy paths for adatom
diﬀusion which have maximum barriers that are larger by < 0.5 eV than for the lowest energy
path. These are two additional paths, and they are indicated in Fig. 6.13 with the darker green
thick lines. The value of the highest barrier along each of these paths is shown in an orange
color in the ﬁgure, and it is taken to be the eﬀective barrier for that path. In addition, as this
modiﬁed model allows to include more than a single barrier, we have additionally included the
barrier energy at T9,10 which has a value very close to that at the T10,13 (0.01 eV lower), which
assists to improve the results also for the low temperature region.
In order to calculate the total diﬀusion coeﬃcients we note that adatom diﬀusion ﬂux on the
surface can be regarded as equivalent to an electric current in a circuit. Each transition state has
a temperature dependent resistance of a value eE
trans
i,j /kBT (compare to Eq. (6.11)). Recalling
from simple circuit physics, we now sum the currents from the diﬀerent paths to obtain the
total current using a serial and parallel sum of resistances. Following the procedure in deriving
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Eq. (6.12) and (6.13), we hence approximate the diﬀusion constants with (see also Fig. 6.13):
D[110](T ) =
(
0.5 a[110]
)2 Γ0∑
k e
−Ek/kBT
[
2 e−E
equiv,ser
9,13 /kBT + 2 e−E
trans
7,9 /kBT
+ e−E
trans
14,15/kBT
]
, (6.14)
and
D[1¯10](T ) =
(
0.5 a[1¯10]
)2 Γ0∑
k e
−Ek/kBT
[
2 e−E
equiv,ser
9,13 /kBT + 2 e−E
trans
7,9 /kBT
+ e−E
trans
14,15/kBT + 2 e−E
trans
3,5 /kBT
]
. (6.15)
Here eE
equiv,ser
9,13 /kBT = eE
trans
9,10 /kBT + eE
trans
10,13/kBT is the equivalent resistance for the transition
between m9 and m13, obtained using a serial sum. The other remaining terms between the
square brackets in Eqs. (6.14) and (6.13) come from summing the parallel currents. Again, in
analogy to an electrical circuit we obtain: 1/eE
equiv,par/kBT = 1/eE
trans
i,j /kBT + 1/eE
trans
k,l /kBT + · · · .
Fig. 6.14(b) shows the calculated diﬀusion coeﬃcients using Eqs. (6.14) and (6.15) together
with the KMC data. As can be seen, including the additional channels signiﬁcantly improves the
results in the high temperature region, leading to an excellent agreement to KMC simulations
in the whole temperature range (6004000 ◦C). While the agreement in the high temperatures is
physically completely irrelevant, including the additional channels (Eqs. (6.14) and (6.15)) has
additionally improved the agreement with the KMC data in the lower temperature region. For
instance, using our formulas to generate the diﬀusion constants for the the low temperatures
considered in the KMC calculations (6001000 ◦C) and ﬁtting these values using Arrhenius law
gives D0 = 7.77× 1013 Å2/s and an eﬀective activation diﬀusion barrier of EA = 1.92 eV for the
[1¯10] direction, and D0 = 2.73× 1014 Å2/s and EA = 1.91 eV for the [110] direction, in excellent
agreement with the ﬁtting of the KMC results presented in Sec. 6.4.
Finally, we conclude from Fig. 6.9 that the diﬀusion barriers around the As-dimers are gen-
erally much lower than the eﬀective barrier for the lateral transport. This indicates that a N
adatom spends a long time close to these regions before making the jump to one of neighboring
surface cells. At typical growth temperatures of the ternary GaAs1−xNx system of ∼500C◦ and
a growth rate of ∼ 1 monolayer per second, the N adatoms are not able to fully equilibrate due
to the very small diﬀusion constants of order 10100Å2/s, as indicated from Fig. 6.11. How-
ever, a limited local equilibration is realized. For these small adatom diﬀusion constants other
kinetic mechanisms (e.g. N substitutions) can become important and will be discussed in the
next section.
6.5 Subsurface incorporation of N: Two mechanisms
The incorporation of N in the subsurface region during growth is of great interest since it results in
a strongly increased N solubility compared to the bulk solubility, as we have shown in the previous
chapter. Although previous studies has assumed that the subsurface incorporation mechanism is
functional [50] to explain the experimentally measured N concentrations, the actual mechanisms
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Figure 6.15: Schematic representation of the considered subsurface incorporation mechanisms of
N, initially bound at an As-dimer. (a) The direct subsurface incorporation. (b) The indirect
subsurface incorporation. The numbers indicate the sequence.
and the associated kinetic barriers for this incorporation process are not identiﬁed so far. In this
section we therefore investigate the possible incorporation process of N in the subsurface layer
of the β2(2 × 4) GaAs(001) surface reconstruction and obtain an approximate estimate of the
associated activation barriers, which allows to draw conclusions regarding their occurrence.
We shall concentrate on the incorporation of N in the energetically most favorable subsurface
layer (c-layer) substitutional site, which is the c2 site (recall the used notations in Fig. 5.5). As
we have shown in the previous chapter, the occupation of this site would allow to easily explain
the high N concentrations obtained in experiments.
In order to study the incorporation mechanisms and reaction paths we ﬁrst identify the initial
interaction steps for the incoming N adatom towards this subsurface site. This is done by making
use of the calculated binding sites of the N adatom discussed earlier in this chapter. Among the
most interesting low energy binding sites for the incoming N adatoms are the short bridge sites,
i.e., the sites in the center of As-dimer atoms at the topmost layer. These are the m4/4′ sites
according to our earlier notations in Fig. 6.3 and Fig. 6.5(c). For each of these sites the incoming
N adatom directly breaks the As-As dimer bond (without a barrier), forming two new directional
bonds with the underlying As atoms. The relaxed structure with the N adatom bound at one
of these binding sites, namely the m4 site, is also shown in the upper panel of Fig. 6.16(a).
These binding sites are also interesting because they are close to the most favorable subsurface
substitutional position; the c2 position. In addition, the structure just below them is relatively
open, which makes them very reasonable starting points for subsurface incorporation and allows
to simplify the problem.
Starting from the binding conﬁguration at an As-dimer center, we identify the possible reac-
tion paths for the N atom. Speciﬁcally, we study two possible mechanisms that may lead to its
incorporation in the c2 position in the subsurface. These mechanisms are: (i) a direct subsur-
face substitution, and (ii) an indirect subsurface substitution. In the ﬁrst process, the N atom
directly diﬀuses into the surface and substitutes the As atom at the subsurface position (Asc2)
by a kick-out mechanism. In the second process, the N atom kicks-out a neighboring As-dimer
atom and gets incorporated in the topmost surface layer, before diﬀusing into the subsurface to
substitute the subsurface Asc2 atom. A schematic representation of these mechanisms is shown
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in Fig. 6.15. These mechanisms will be discussed in the following.
6.5.1 Direct subsurface N incorporation
Starting from the short bridge binding site (at the As dimer center), one possible mechanism
for N atom to be incorporated at the c2 subsurface position is by directly diﬀusing towards the
subsurface region to replace the As atom at that site. In order to simplify estimating the overall
energy barrier for this reaction path we split it into two successive processes:
1. The diﬀusion of the N atom in the normal/vertical direction into the surface to a subsurface
interstitial region (close to the c2 site), followed by:
2. The kick-out substitution of the subsurface Asc2 atom, which diﬀuses to outside the surface.
These processes are analyzed in the following.
1. The diﬀusion of the N atom to the subsurface layer:
Here we discuss the ﬁrst part of this reaction path which is the diﬀusion of the N atom in
the vertical direction towards the interstitial region close to the subsurface substitutional site.
In order to calculate the energy barrier for this process one in principle needs to map the full
conﬁguration space of the adatom-surface. This is however computationally expensive and time
consuming. To simplify the problem we restrict ourselves to a cross-sectional plane in the 3D
conﬁguration space of the N atom. The chosen plane is going from the ﬁrst layer to the subsurface
layer and passing through the center of the a-layer As dimer (i.e. through the initial binding
site). This plane is shown in Fig. 6.16(a).
The resulting PES of the N atom in this plane is shown in the lower panel of Fig. 6.16(a).
The lowest energy conﬁguration is at the point labeled A, and it corresponds to the binding
conﬁguration at the As-dimer center. Since we are interested in the diﬀusion close to the c2
subsurface substitutional site, we calculate the energy barrier for the N atom to reach the point
in the lowermost left corner on the PES; labeled B′. This point is the closest interstitial point
to the subsurface site (in the same same plane). The minimum energy path from A to B′ is
schematically shown by the dashed arrow. The barrier energy along this path reads ∼1.6 eV.
We note that at the interstitial position B′ the N atom is bound to the Asc2 atom, which is
displaced from its original place to an oﬀ-plane position (the symmetry is broken).
2. Kick-out and replacement of the subsurface Asc2 atom:
The next step to fully accomplish the subsurface incorporation is the kick-out and the replacement
of the Asc2 atom. Therefore, to obtain the barrier for this part we map the PES of the Asc2 atom
after the diﬀusion of the N atom to the interstitial position. For the sake of simplicity we also
sample a 2D cross sectional PES located in the same vertical plane. Recall that for the starting
conﬁguration (B′) the Asc2 lies outside this plane. Therefore, we have ﬁrst displaced the Asc2
atom back to an in-plane position (same plane in which the N atom is located) and relaxed the
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Figure 6.16: Reaction paths and barriers for the ﬁrst (a) and second (b) parts of the direct
subsurface incorporation of N. The upper panels show the cross-sectional planes for which the
PES was sampled for (a) the N atom bound at the As-dimer center, and for (b) the Asc2 atom
after the diﬀusion of the N atom to a subsurface interstitial position. The lower panels show
the corresponding PES's. The shown structures correspond to the minimum at point A in (a),
and to the minimum B in (b). The dashed arrows indicate the relevant minimum energy paths
(approximate) with the saddle points indicated by the dots. For reference, the positions of Ga
(As) atoms of the clean surface are projected on the 2D planes and are represented by circles
with dotted (solid) borders, with their size inversely scaled with their distance from the surface.
structure with the Asc2 allowed to relax in-plane only, keeping the N ﬁxed. The resulting new
position of the Asc2 deﬁnes the starting point to sample its PES. This conﬁguration is found to
be 0.45 eV higher in energy than the one with the fully relaxed Asc2 (the B′ conﬁguration). The
new conﬁguration and the plane chosen to sample the PES of the Asc2 atom are shown in the
upper panel of Fig. 6.16(b).
The lower panel of Fig. 6.16(b) shows the resulting PES. The next minimum for the Asc2
atom is located at B, at which the N atom takes an oﬀ-plane position. As can been, the lowest
energy barrier for the Asc2 atom to be removed from its interstitial site is located along the path
connecting the minimum at the point B to the point C. The energy barrier along this path reads
0.54 eV. For the conﬁguration at C the N atom completely occupies the c2 position, with the
Asc2 atom almost substituting the Asc1 atom originally located close to that position (as marked
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on the PES).
The ﬁnal step of the reaction is the migration of the Asc1 atom on the surface to an As
reservoir. However, it is not relevant here to calculate the energy barriers for this process since
already before this step the N has completely replaced the Asc2 atom. However, in order to obtain
an estimate of the energy of the system after this process we assume that the chemical potential
of the As reservoir is at the mid-point of the thermodynamically allowed range of µAs, denoted
as µ1/2As . Note that at this chemical potential the considered surface reconstruction (β2(2 × 4))
is still stable.
Summary
Finally, for an overview of the full mechanism for the direct subsurface incorporation of N, we
summarize the calculated energetics in the reaction path in Fig. 6.17(a) (Mechanism I). Note that
the notations in the reaction coordinates (horizontal axes) correspond to the same conﬁgurations
described above. The dashed parts of the curve imply that the actual energies for these parts
were not calculated and drawn only to guide to the eye. These parts correspond to the energy
barrier to change the conﬁguration at B′ to the conﬁguration at B, and the migration barrier
of the Asc1 atom on the surface. Assuming that the former barrier is small and can be ignored,
the energy barrier from B′ to C (ignoring B′ to B) reads 0.84 eV. Taking into account only the
barriers until C, since at this point N is already incorporated in the subsurface site, the overall
activation barrier for this reaction path reads ∆E = 1.6 + 0.84 = 2.44 eV.
A rough estimation of the rate of this reaction can be made using Γ◦e−∆E/kBT with T =
500 ◦C and assuming a typical prefactor value of Γ◦ = 1013 s−1. This gives a rate of order
10−2 s−1. However, since this is not essentially the minimum energy path for this direct subsurface
substitution process, the actual rate for this event is possibly higher. This indicates that this
reaction path can still be possible at typical growth rates in MBE. However, since this is not the
only possible reaction path for N to be incorporated in the subsurface position c2, other possible
reaction paths should be considered as well.
6.5.2 Indirect subsurface N incorporation: A trapping mechanism
As another possible reaction mechanism for subsurface incorporation of N we have considered an
indirect incorporation mechanism. In this mechanism the N atom, bound at the As-dimer center
(short bridge site), ﬁrst substitutes an As atom in the topmost surface layer before diﬀusing and
substituting the subsurface Asc2 atom. To study the associated energetics of this mechanism we
split it into two successive processes:
1. The substitution of an As atom at the ﬁrst surface layer.
2. The diﬀusing of the surface-incorporated N atom to the subsurface to kick-out and replace
the subsurface layer Asc2 atom.
In the ﬁrst process, the N atom bound at the surface is closest to the neighboring As dimer
atoms. Hence, a potential reaction path is the diﬀusion of one of the As dimer atoms in a kick-
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Figure 6.18: Top view of the PES of the Asa2 atom with the N adatom bound at the m4 minimum
position (see Fig. 6.3) as shown. The underlying surface atoms are shown as spheres as indicated.
This structure corresponds to the one shown in Fig. 6.16(a).
out process, to be substituted by the N atom. In order to calculate the activation barrier of this
kick-out process we map the PES of the As atom at the a2 site, denoted Asa2 (recall notations
in Fig. 5.5), with the N atom bound at the As-dimer center position. The PES has been mapped
using a rectangular mesh that covers the relevant area for the diﬀusion of the Asa2 atom. The
relevant area was identiﬁed after performing preliminary calculations on a coarser mesh covering
the whole cell and using a reduced cell size (2× 4 instead of the 4× 4 used for the more accurate
calculations).
The resulting PES is shown in Fig. 6.18. As can be seen from the ﬁgure, the diﬀusion
barrier of the Asa2 atom is relatively low. After the Asa2 atom moves from its initial position
to another binding site on the surface, e.g. to the point B in Fig. 6.18, the N atom occupies
its position (i.e., substitutes it) by simple relaxation. Along the minimum energy path towards
B, the Asa2 atom has to overcome two barriers. The total activation barrier for this process is
hence 0.44 + 0.41 = 0.85 eV. After that, the Asa2 atom diﬀuses on the surface to an As reservoir.
As in the previous incorporation mechanism (Sec. 6.5.1), the actual barrier for this part was not
calculated, and to estimate the ﬁnal energy we take the chemical potential at the As reservoir
to be the mid-point value of the allowed range (µ1/2As ).
Note that if the As atom would return back it will not occupy its original position by replacing
the N atom, but it will rather bind at another position which is energetically more favorable.
The new position is directly above the N atom, and it corresponds to the conﬁguration at the
minimum m5 (see Fig. 6.3 and Fig. 6.5(d))
The relevant local minima and barriers for this part of the energy path are summarized in
Fig. 6.17(b) (Mechanism II). The low energy barrier (0.85 eV) required for the incorporation
of N atom at the topmost surface layer is signiﬁcantly lower than the barrier required for the
N atom to move directly to the subsurface replacing the Asc2 atom. A rough estimate of the
reaction rate at T = 500 ◦C (as before) gives ∼ 107 s−1, which is about 9 orders of magnitude
higher than the rate of the direct subsurface incorporation. Therefore, this reaction path is
much more dominant; an incoming N adatom interacting with the surface As dimers has a much
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higher probability to kick-out a surface As dimer atom to substitute it in the ﬁrst place. We
therefore conclude that N adatoms are much more easily incorporated in the ﬁrst surface layer
than directly in the subsurface.
The second process in the indirect subsurface incorporation mechanism is the diﬀusion of the
N atom incorporated in the ﬁrst surface layer vertically towards the subsurface to replace the
Asc2 atom. Rather than explicitly mapping the full path for this reaction we perform a simple
estimation: This reaction is in principle similar to the case of the direct subsurface incorporation
discussed above (Sec. 6.5.1, and Mechanism I in Fig. 6.17(a)). The barrier for the actual path
is likely to be even higher since the N atom substituted at a2 has more covalent bonds with
surface atoms. We therefore assume that the barrier is > 2.44 eV.
The overall barrier for the full indirect subsurface incorporation mechanism is therefore ex-
pected to be > 2.44 + 0.85 eV, resulting in an extremely low reaction rate of < 10−9 s−1. Hence,
the incoming N adatom is easily incorporated and trapped at the Asa2 dimer surface site. The
ﬁrst surface layer N incorporation therefore acts as a trapping mechanism which suppresses the
direct diﬀusion of the N adatom to subsurface, and hence prohibiting subsurface incorporation.
6.6 Surface kinetics combined: The incorporation of N
With the above results it becomes possible to establish a full picture for N diﬀusion and incorpo-
ration (substituting As atoms) under practical MBE growth conditions. To do so we additionally
include the incorporation mechanisms as additional channels in our network for surface diﬀusion
discussed in Sec. 6.4 and shown in Fig. 6.9. The additional channels are the direct subsurface
incorporation channels (Sec. 6.5.1) and the direct surface incorporation channels (ﬁrst part of
the indirect incorporation channel, Sec. 6.5.2), and they emerge from the binding sites at the
centers of As-dimers. For the sake of simplicity we have treated the successive processes involved
in each of the As-N substitution processes as a single one with the same overall barrier. After
that, we have performed Kinetic Monte-Carlo simulations as described in Sec. 6.4 for a growth
temperature of 500 ◦C. In speciﬁc, we have recorded the time required for the N atom to be
incorporated and the associated overall displacement, for 700 independent KMC runs (i.e. 700
N atoms). Each of the KMC calculations has required up to ∼ 109 time steps to achieve N
incorporation.
Our KMC results revealed that none of the N atoms was able to incorporate in the subsurface
substitutional site, and all of them were incorporated at the topmost surface layer substitutional
site. This observation is expected from the previously estimated 9 orders of magnitude lower
rates for subsurface incorporation compared to surface incorporation (see Sec. 6.5.2), which
makes it not possible to obtain a statistical sample for subsurface incorporation employing KMC
calculations in a realistic time. However, subsurface incorporation of N is realized only when
assuming very high temperatures. This shows the eﬀectiveness of the surface trapping mechanism
in prohibiting the subsurface incorporation in practice.
Fig. 6.19 shows the obtained required time for all of the N atoms to get incorporated at the
surface. Using these results the average incorporation time is 1.9ms. This allows us to conclude
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Figure 6.19: Incorporation time of N atoms at GaAs(001) β2(2 × 4) surface calculated using
KMC simulations for 700 N atoms at T = 500 ◦C. None of the N atoms was able to incorporate
in the subsurface and all atoms were incorporated at the topmost surface layer.
that for typical MBE growth rates/conditions the N adatoms have suﬃcient time to achieve
substitutional incorporation in the topmost surface layer. On the other hand, the calculated
average displacement of only 3.6Å indicates a very limited diﬀusion of N adatoms; considering
that the length of the 1× 1 surface cell edge is ∼ 4.08Å. These results support our conclusions
that N atoms are unable to achieve thermodynamic equilibrium on the surface, and only a local
equilibration can be achieved.
6.7 Summary and conclusions
The diﬀusion of N adatoms on GaAs(001) surface is found to be highly diﬀerent from the estab-
lished behavior of adatoms on semiconductor surfaces. The fundamental origin of the unusual
behavior is the strong interaction of the N adatom with the surface. This interaction is real-
ized by the surface-adatom bonds that are substantially stronger than the normal surface-surface
bonds, which results in breaking and forming new bonds and in large relaxations of surface atoms
from their equilibrium positions in the clean surface up to few Angstroms. The adatom-surface
system considered here may be thus regarded as a prototype for the surface diﬀusion in other
similar bond-strength mismatched alloys.
As a consequence, the actual potential energy proﬁle for the N adatom is complex and multi-
dimensional (multi-valued) in nature and hence cannot be mapped onto the two dimensional
(lateral) conﬁguration space of the adatom. This leads to the dramatic failure of the concept of
the potential energy surface for the N adatom in identifying its binding sites and diﬀusion paths.
Employing the NEB method we were able to identify an extended set of adatom biding sites
and to calculate the minimum energy paths. By constructing the adatom diﬀusion network
and employing KMC simulations we extracted diﬀusion constants and activation barriers. The
N diﬀusion is found to be almost isotropic, with an eﬀective activation barrier of ∼1.9 eV. A
further analysis through a simpliﬁed diﬀusion model showed that the activation barrier is mainly
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determined by the highest barrier along the minimum energy path responsible for the migration
of the adatom to neighboring surface cells. The small diﬀusion constants indicate that the N
adatoms are rather localized at the typical growth temperatures and the equilibration is possible
only locally because the barriers are lower inside the surface unit cell.
In the next step we have investigated possible mechanisms for the subsurface incorporation of
N, which is appealing to signiﬁcantly enhance their solubility as shown in the previous chapter.
Our calculated energy barriers for these mechanisms indicate that the N adatoms are easily
incorporated in the topmost surface layer by substituting an As dimer atom. This incorporation
acts as trapping mechanism that prohibits the subsequent incorporation of N in the subsurface.
In order to see how N incorporation kinetics work in practice we have performed KMC
simulations combining the surface and subsurface incorporation channels with adatom surface
diﬀusion channels. The results conﬁrmed that only the incorporation in the topmost surface
layer can be realized in practice. Furthermore, despite their very limited diﬀusion, the N atoms
are able to achieve full substitutional incorporation under typical MBE growth rates.
These results provide for the ﬁrst time a detailed understanding of the kinetic mechanisms
that control the surface diﬀusion and the incorporation of N adatoms during the growth of ternary
GaAs1−xNx systems, and thus a detailed understanding of the mechanisms limiting eventually
N solubility.
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Chapter 7
The Interplay Between
Thermodynamics and Kinetics:
Consequences on Compositional
Correlations and on N Solubility in
Dilute Nitride Alloys
7.1 Introduction
In the previous chapters we have shown that while the subsurface incorporation of N is ther-
modynamically signiﬁcantly more favorable, its occupation is prohibited due to large activation
barriers which cannot be overcome under typical MBE growth conditions. The N adatoms are
rather incorporated and trapped at the topmost surface layer. This has signiﬁcant consequences
on the growth and properties of dilute nitride alloys.
In this chapter we consider two cases for which the delicate interplay between thermody-
namics and surface kinetics has crucial consequences. In particular, in the ﬁrst case we focus on
the compositional anticorrelation between In and N atoms in the quaternary InxGa1−xAs1−yNy
dilute nitride alloys, which has been experimentally observed but not understood. Based on our
theoretical analysis we are able to identify the origin of this compositional anticorrelation, which
allows to experimentally control it. In the second case we focus on N solubility in GaAs and
InAs and the role of surface kinetics. In speciﬁc we discuss the theoretically predicted maximal
N solubilities resulting from the various incorporation mechanisms (surface, subsurface, bulk),
in comparison with experiment. Based on this analysis we are able to identify the mechanism
that controls N solubility in practice and thus to explain experimental results.
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7.2 Compositional correlation and anticorrelation in quaternary
InxGa1−xAs1−yNy alloys
Due to the large lattice mismatch between GaAs and GaN, increasing the concentration of
N in GaAs1−xNx alloys may result in clustering, phase separation, or spinodal decomposition
[23, 24]. As a consequence, drastic degradation of material quality is observed. As a promising
approach to overcome these problems Kondow et al. [21, 22] proposed the growth of quaternary
InxGa1−xAs1−yNy alloys. The incorporation of In allows for the compensation of the tensile
strain induced by the N atoms, promising an enhanced N solubility and material stability. A
further beneﬁt in growing quaternary alloys is that they can be tuned to be lattice matched to
GaAs.
A speciﬁc problem in the growth of these quaternary materials is the existence of composi-
tional ﬂuctuations. For the quaternary InxGa1−xAs1−yNy alloy, four types of nearest-neighbor
bonds are possible (In-N, Ga-N, In-As, and Ga-As). Hence, simply providing the macroscopic
composition (given by x and y) is not suﬃcient to uniquely determine the number of these
bonds, contrary to the case of ternary material systems. For instance, if the the formation of
In-N bonds in the system is more favorable than Ga-N bonds, N atoms would tend to go into
In-rich regions where they can predominantly form In-N bonds, while in the opposite case of
more favorable Ga-N bonds N atoms would tend to segregate into In-deﬁcient regions. The ﬁrst
(second) scenario will lead to compositional correlation (anticorrelation) between In and N. The
existence of larger degrees of freedom for the short range ordering (i.e., the spatial arrangement
of elements and bonds) strongly aﬀects the physical properties of these quaternary alloys [31, 32]
Experimentally, compositional ﬂuctuations in InGaAsN as a function of growth temperature
and thermal annealing and its eﬀect on optical properties has been intensively studied over
the last few years. The results can be summarized as follows: Post-growth annealing leads to
preferred formation of In-N bonds [37] and In-N spatial correlation [29]. On the other hand,
Kong et al. [28] reported a preferred formation of Ga-N and In-As bonds at moderate growth
temperatures of 430 ◦C (i.e. in our terminology In-N anticorrelation). Further, an increased
N-concentration at the GaAs/InGaAsN interface has been observed by several groups [29, 30]
and can be again regarded as In-N anticorrelation. The mechanisms behind the anticorrelation,
however, have not been identiﬁed so far.
Therefore, identifying compositional correlation/anticorrelation and understanding the un-
derlying physical principles is essential to eventually technologically employ it. Hence, in this
chapter, we identify the atomic mechanisms that can lead to this behavior based on ab-initio
calculations and by utilizing the previously calculated surface thermodynamics and kinetics mech-
anisms.
7.2.1 Identiﬁcation of the In-N anticorrelation: Experimental ﬁndings
The In-N anticorrelation behavior in quantum wells grown by MBE can be clearly identiﬁed in
recent experimental data by Albrecht et al. [26], presented in Fig. 7.1. In this experiment, a
stack of three single GaAsN, InGaAsN and InGaAs quantum wells has been grown at 410 ◦C by
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Figure 7.1: (a) Cross sectional transmission electron micrograph (TEM) of successive GaAsN,
InGaAsN, and InGaAs quantum wells as indicated. (b) shows the obtained In concentration
proﬁle in the InGaAs and InGaAsN quantum wells, and (c) shows the obtained N concentration
proﬁles in GaAsN and InGaAsN quantum wells. After Albrecht et al. [26].
molecular beam epitaxy (MBE) on a semi-insulating GaAs(001) substrate (further details on the
growth process can be found in Ref. [47]). This geometry guarantees identical growth conditions
for the incorporation of In, N and In+N in GaAs and thus makes correlation eﬀects immediately
accessible. The quantum wells were embedded into 50 nm thick GaAs barriers. A radio frequency
plasma source was used as a nitrogen source. Nominal In-concentrations of x = 39 % and N-
concentrations of y = 1.9 % were intended. From this sample electron transparent cross sectional
samples in 〈100〉 projection were prepared. The In- and N-concentration proﬁles in these samples
were analyzed by a combined evaluation (i) of the tetragonal lattice distortion of the unit cell
obtained from experimental high resolution transmission electron micrographs (TEM) and (ii)
of the intensity of the chemically sensitive (002) reﬂection in respective dark ﬁeld images of
the identical areas (the detailed characterization procedure can be found in Ref. [187]). The
experimental error for quantiﬁcation of In- and N-concentration, given by the ﬂuctuations in the
(002) dark ﬁeld contrast are estimated to be within 10% for N and 5% for In.
Fig. 7.1(a) shows a typical dark ﬁeld micrograph of the sample taken with the chemical
sensitive (002) reﬂection. The GaAsN quantum well can be seen at the bottom by reduced
(002) dark ﬁeld intensity. It is followed by the InGaAsN and the InGaAs quantum wells, which
are characterized by reduced dark ﬁeld intensity in between narrow dark lines. Note that these
lines are not the interfaces but related to a combination of In- and N-concentration that reduces
the (002) intensity to zero. From the micrograph it can be seen that the quantum wells grow
two-dimensionally without measurable thickness and lateral compositional ﬂuctuations at the
projected sample thickness of 30 nm. Fig. 7.1(b) shows the In-proﬁles of the InGaAs and the
InGaAsN quantum wells. A maximum In-concentration of x = 39 % is found for the InGaAs
well with almost abrupt interfaces. In case of the quaternary InGaAsN well the maximum In-
concentration is slightly higher x = 41 % but the In-proﬁle is smeared out and shows a Gaussian-
like proﬁle, which leads to identical average In-concentrations integrated over the proﬁle.
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It is most important here to examine the N-proﬁles of the GaAsN and the InGaAsN quantum
wells shown in Fig. 7.1(c). The N-concentration in the GaAsN well shows a Gaussian shaped
proﬁle with a maximum N-concentration of y = 2.5 %, while an M-shaped proﬁle is found in
the InGaAsN quantum well. In case of the quaternary alloy the maximum N-concentration
is reached at the interfaces. It has a value of about 2.5 % for an In-concentration of about
16 % and drops with increasing In-concentration in the center of the well to a value of about
y = 1.2 %. M-shaped N-proﬁles have been found for all as-grown InGaAsN quantum wells with
In-concentration x > 25 %, independent of growth mode (two dimensional or three dimensional),
growth temperature (between 400 and 450 ◦C) and growth rate. Gaussian shaped N-proﬁles
are found for In-concentrations below 20 %. These experimental results thus suggest an an-
ticorrelation between N and In-incorporation during growth of InGaAsN at In-concentrations
x > 20 %.
7.2.2 Theoretical modeling
In Chapter 5 we have shown that the formation energy of N substitution is strongly aﬀected
not only by the incorporation layer (surface, subsurface, bulk) but also by the speciﬁc position
within that layer. Hence, for the case of quaternary alloys it is interesting to examine the pair
energies of incorporated In-N pairs in these diﬀerent atomic environments in the system (surface
or bulk). This allows, together with our knowledge of kinetic mechanisms of the N atoms, to
theoretically identify the physical origin of the In-N anticorrelation behavior.
Therefore, we consider the formation energy of a substitutionally incorporated pair of In and
N atoms replacing a pair of Ga and As atoms. To do that, and since we are interested in the
interaction between In and N rather than in their total concentrations, only diﬀerences in the
formation energies are needed, i.e., the diﬀerences arising from the various modiﬁcations of the
spatial arrangements of In and N. The diﬀerences are calculated with respect to a certain In-N
conﬁguration (a reference system). Since we have the same number of In and N atoms, the
diﬀerences in surface formation energies reduce to diﬀerences in total energies (see Eq. (5.12)):
∆Hf
InGaAsN
= EtotInGaAsN − EtotInGaAsNref . (7.1)
Here, EtotInGaAsN is the total energy of the considered system and E
tot
InGaAsNref
is the total energy
of the corresponding reference system. We chose as reference the same host structure as for
the system of interest (i.e. bulk or surface, respectively) with the In- and N- substitutions fully
separated to avoid any interaction between them. The separation is modeled by calculating the
total energy of three systems: The host system with an In-substitution, with a N-substitution,
and the pure GaAs host, i.e.:
Etot
InGaAsN
ref = Etot
InGaAs
ref + Etot
GaAsN
ref − Etot
GaAs
ref . (7.2)
Using this deﬁnition the energy zero of ∆Hf
InGaAsN
corresponds to the case where In and N have
no interaction (correlation). It also ensures that the chemical potentials do not enter since the
stoichiometry of the interacting and the reference system is identical.
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Figure 7.3: Formation energies of InGaAsN as a func-
tion of the In-N distance at the surface (a and b) and in
the bulk (c). The labels give the positions of In and N
as marked in the schematic plot of the β2(2×4) recon-
struction of GaAs(001) surface shown in Fig. 7.2. The
labels with n in the superscripts represent correspond-
ing positions in an adjacent β2(2× 4) cell.
In order to study the In-N pair energies at the GaAs(001) surface we have considered the
β2(2× 4) reconstruction as a prototype (see Fig. 7.2). Recall that this reconstruction has been
considered in details in the previous chapters specially for the study of surface kinetics because
of its stability over a wide range of chemical potentials both in experiment and theory [154]. At
that surface we substituted a Ga atom in the uppermost cation layer (b-layer in Fig. 7.2) by an
In atom, and an As atom in the ﬁrst (a-layer) or in the second (c-layer) anion layer (Fig. 7.2)
by a N atom. As can be seen in Fig. 7.2, two classes of cation sites exist: corner sites (b1,
b3, b4, b6) and center sites (b2 and b5). For the In-substitution we therefore considered two
cases. As an example of a corner and a center site we considered the b3 and b2 site, respectively.
For the N-substitution all ﬁrst and second anion layer sites have been considered. As reference
systems for the surface calculations (the fully separated In and N substitutions, as described
above) we have used the most favorable conﬁguration (lowest energy) for each the single In- and
N-substitutions in the corresponding surface layer. These are the a4 site for N in the ﬁrst anion
layer, the c2 site for N in the second anion layer, and the b3 site for In.
7.2.3 Results
First, for the interaction between the incorporated In-N pair in bulk GaAs, we have computed
the formation energies as deﬁned in Eq. (7.1) as a function of the In-N separation. The results
115
116 7.2. Compositional correlation and anticorrelation in quaternary InxGa1−xAs1−yNy alloys
are shown in Fig. 7.3(c). As can be seen, the formation energy is lowest if In and N are nearest
neighbors and increases by ∼0.25 eV as the In and N are fully separated. That is, In and N atoms
have a strong attractive interaction between each other in bulk GaAs as expected due to strain
compensation. As a result of this, a clear In-N compositional correlation would be observed. The
fact that experimentally a clear anticorrelation is usually observed implies that this mechanism
is not operational at characteristic MBE conditions considered here.
The absence of any compositional correlation indicates that short-range order is not a result
of bulk thermodynamics but rather must be driven by kinetics. Therefore, we discuss now the
pair energies of In-N substituted at the surface, which is essential to understand their interaction
in the earlier steps of their incorporation. The corresponding calculated formation energies as
a function of the In-N separation are summarized in Fig. 7.3(a) for N in the ﬁrst anion layer
(a-layer), and in Fig. 7.3(b) for N in the second anion layer (c-layer). Solid lines connecting the
formation energies have been included as a guide for the eye. Diﬀerent lines have been drawn for
the two diﬀerent In sites for N in both layers. Note that the data points corresponding to c5, c6,
and c7 N-substitutions are omitted because they are much higher in energy (∼1.01.5 eV) than
those of the other c-layer sites. Also the data points corresponding to c4 and c8 N-substitutions
are excluded because the In-N interaction is found to be small (<0.02 eV) for these sites.
Let us ﬁrst consider the case of N in the ﬁrst anion layer. As can be seen in Fig. 7.3(a)
forming an In-N bond at the surface is energetically highly unfavorable irrespective of whether
In occupies a corner or a center site. Separating the In and N atoms, i.e., replacing the In-N
bond with In-As and Ga-N bonds, reduces the formation energy by about 0.150.3 eV. Thus, for
N in the top surface layer a strong compositional anticorrelation is expected.
In the ﬁnal case for N in the second anion layer, the results presented in Fig. 7.3(a) show that
the energy trends are not as pronounced as in the case of N in the ﬁrst anion layer or in bulk
GaAs. This is mainly due to the large dependence of the formation energy of N substitution on
the speciﬁc subsurface substitution site (as can be seen also in Chapter 5). Nevertheless, a small
repulsive interaction can be seen for both In sites. For In at the corner site (b3) a monotonous
decrease (i.e. stabilization) of the formation energy with increasing distance is found. For the
center site (b2) a non-monotonous behavior is found, i.e., moving the N away from the In ﬁrst
increases and then decreases the formation energy, which is due to the fact that the surface
sites c2 and c3 are not equivalent. Therefore, to extract the In-N interaction only the energy
of equivalent sites (i.e. same sites in diﬀerent cells) should be compared. Thus for both c2 and
c3, compared to c2 and c3 in the adjacent (2 × 4) unit cell (denoted by c2n and c3n), a small
repulsive interaction of 0.06 and 0.02 eV is observed, respectively.
7.2.4 Discussion
The results above show that the In-N interaction is strongly attractive in bulk GaAs, strongly
repulsive at the top surface layer and weakly repulsive in the second surface layer. The origin of
the qualitatively diﬀerent behavior is an intricate interplay/competition between the chemical
bond energy and the elastic strain energy. Chemical bond energies in the InGaAsN alloy system
can be estimated from the respective cohesive energies of the binaries [106] which show the
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GaN InN GaAs InAs
Cohesive energy Ec (eV) 8.96 7.72 6.52 6.20
Lattice constant (ZB) (Å) 4.52 4.98 5.65 6.03
Table 7.1: Cohesive energies between the diﬀerent types of atoms in the binary semiconductor
bulk systems and the corresponding lattice parameters (taken from Table 4.2).
following trend: Ec
GaN
> Ec
InN
> Ec
GaAs
> Ec
InAs
. The trend in elastic strain energy follows from
the lattice mismatch between the equilibrium lattice constants of the constituting compounds:
aInAs > aGaAs > aInN > aGaN (see Table 7.1 for the actual values). The chemical component
tends to stabilize Ga-N bonds and destabilize the In-N bonds, and thus favors In-N compositional
anticorrelation. In contrast, the strain component leads to an attractive interaction between In
and N: According to the sequence in lattice constants, embedding an In atom in GaAs results in
compressive strained In-As bonds, while embedding a N results in tensile strained Ga-N bonds.
Using our results we get a detailed understanding of the interplay between chemical and
strain energy. First, for the In-N interaction in the bulk, as an In and a N atom are brought
closer together in the GaAs host the compressive and the tensile strain ﬁelds overlap and largely
cancel, which results in an attractive interaction that signiﬁcantly dominates over the repulsive
chemical interaction in GaAs, thus resulting in a net attractive interaction.
In the subsurface region, there exist intrinsic compressive and tensile strained bonds resulting
from the speciﬁc surface reconstruction. This has a strong eﬀect on the stability of substituting
atoms, as discussed in Chapter 5. This leads to a more complicated interaction behavior since the
strain energy components of In-N bonds cannot relax completely. However, a weak net repulsive
interaction can be noticed when comparing the energies at the same sites in diﬀerent cells.
At the topmost surface layer, the atoms are under-coordinated and more ﬂexible to relax,
which means that the atoms can reduce strain more eﬃciently. Thus, in the top surface layer
the chemical contribution dominates and hence a strong In-N repulsion can be seen. This can
also be expected by looking at the solubility of N at GaAs (001) surfaces compared to at InAs
(001) surfaces, as shown in Chapter 5. Signiﬁcantly higher solubilities in GaAs have been found
despite the fact that the lattice mismatch between InAs and InN is less than that that between
GaAs and GaN. Hence, the solubility diﬀerence is mainly due to the chemical energy contribution
which results in clearly more favorable GaN bonds than InN and hence higher solubilities of N
at GaAs surfaces. The presence of In on the surface will make it less favorable for N to stick to
the surface implying an inverse relation between the N concentration and the In concentration
(i.e., the N concentration decreases with increasing In concentration).
Comparing these results to the experimental data which are clearly showing an In-N compo-
sitional anticorrelation, we conclude that under characteristic MBE growth conditions the local
compositional order is predominantly determined by the surface and is not a bulk property. An
immediate consequence of this ﬁnding is that the as-grown InGaAsN quaternary alloys are not in
thermodynamic equilibrium but kinetically stabilized by freezing in the local bond distribution
as formed at the surface. This also can be seen from our data regarding the kinetics barriers of N
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diﬀusion in Chapter 6 between the top surface layer and the subsurface region, which show that
the bulk and the subsurface incorporation mechanisms are not operational. The substitution
of N in the top surface layer was found to be a dominant trapping mechanism that prevents
the N from incorporating in the subsurface, which leads to freezing-in the surface conﬁguration.
This insight allows us to additionally explain the puzzling experimental investigations regarding
the growth and annealing of InGaAsN: Low temperature growth freezes in the surface conﬁg-
uration (i.e. In-N anticorrelation), while annealing drives the system towards thermodynamic
equilibrium (In-N correlation) [188, 189, 39].
7.3 Solubility of N in GaAs and InAs
In Chapter 5 we have shown that the maximal solubility of N in GaAs and InAs can be achieved
through their incorporation in the subsurface layer. On the other hand, we have shown in
Chapter 6 that the subsurface incorporation mechanism is prohibited under typical growth tem-
peratures. This is further conﬁrmed by the observed compositional anticorrelation between In
and N in quaternary InGaAsN alloys discussed in the previous section. This issue makes it chal-
lenging to explain N concentrations reported in MBE experiments, which are signiﬁcantly higher
than the theoretical predictions for the concentrations resulting from topmost surface layer in-
corporation (as provided in Chapter 5). In the following we provide a detailed discussion in order
to achieve a comprehensive understanding for this apparent contradiction between theory and
experiment.
7.3.1 Solubility of N in GaAs
Incorporation mechanisms and solubility limits
A consequence of the results in Chapter 5 is that N solubility exhibits a complex behavior and
depends strongly on the active incorporation mechanism. The ﬁrst mechanism (bulk incorpora-
tion) is active under complete thermodynamic equilibrium conditions, i.e., all surface layers and
the bulk are in thermodynamic equilibrium with the chemical reservoirs in the growth chamber,
and an unrestricted exchange of all atoms is allowed. As our results show, this mechanism leads
to a very poor N solubility (∼ 10−3 % N; see Fig. 5.6(a) under As poor and N rich conditions)
and cannot explain the experimentally achieved N solubility.
The second mechanism is N incorporation in the subsurface region of GaAs(001), i.e., the
second anion layer is at thermodynamic equilibrium with the upper layers but not in equilibrium
with the bulk. For this scenario, a N concentration as high as 12.5% can be achieved at moderate
As and N-rich conditions (Fig. 5.9(a)), and can easily explain experimental solubilities. However,
it is essential at this point to identify if this mechanism is functional in practice. Our theoretical
calculations of the kinetic barriers and mechanisms at surfaces discussed in Chapter 6, showed
that N atoms cannot diﬀuse from the top surface layer to incorporate in the subsurface layers
because of high energy barriers which cannot be overcome at a temperature of 500 ◦C. In addition,
our theoretical study for the InxGa1−xAs1−yNy quaternary alloys combined with experimental
results discussed in Sec. 7.2 (also in Ref. [26]) further conﬁrm that this mechanism is not active
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under typical growth conditions. Therefore, this incorporation mechanism is not active and will
be excluded from further discussion.
The last mechanism is the incorporation of N in the top surface layer: i.e., thermodynamic
equilibrium is restricted solely to the uppermost surface layer. Although this mechanism leads to
a higher N solubility than the bulk equilibrium solubility, it is still well below the N concentrations
which are routinely achieved in MBE experiments. This can bee seen in Fig. 5.9(a) by the
discrepancy between the gray shaded area and the ﬁrst layer concentration at the upper limit
of N chemical potential µN as deﬁned in Eq. (5.14), i.e., at µN − µNN2 = 0; indicated by the
dotted line. The zero value means that the surface is in thermodynamic equilibrium with N2
molecules in the gas phase. However, realistic MBE growth involves procedures and conditions
that signiﬁcantly aﬀect the upper limit of the N chemical potential, which in turn has direct
consequences on the calculated solubility in the topmost surface layer, as will be discussed in the
following.
N chemical potential limits in MBE and topmost surface layer N solubility
At the equilibrium condition between N2 gas molecules and the surface (at µN = 0), excess N
atoms at the surface must be able to form N2 molecules without kinetic limitations. In a realistic
growth environment, this thermodynamic equilibrium with the N2 gas will be hard/impossible
to realize: First, in MBE growth a radio-frequency (rf) N plasma source is usually used, which
provides several species in the plasma: excited N2 molecules (N∗2), electrons, atomic N, diatomic
N, and ionized N species. These activated species indeed correspond to a much higher N chemical
potential than that of the N2 molecules, up to ∼ 5 eV per atom for atomic N compared to N in
N2 molecules. For instance, it has been shown experimentally that the characteristic vibrational
temperature for the excited N2 molecules in a N plasma source is > 104 K (i.e. corresponding to
a thermal energy of ∼0.86 eV) and the dissociation fraction of the N2 molecules can be up to 70 %
[190], which means the that the upper limit of the chemical potential of N is no longer limited by
µN2 . Second, a spontaneous formation of N2 molecules at the surface can be achieved only if the
N atoms are suﬃciently mobile and provided that the repulsive interaction between N atoms is
suﬃciently small so that it can be overcome at characteristic growth temperatures. However, as
we have shown in Chapter 6, the diﬀusion of N adatoms is very slow and an equilibration cannot
be achieved. Both mechanisms indicate that under typical MBE growth conditions the actual N
chemical potential at the surface can be shifted by a few tenths of an eV towards higher energies.
It is important here to recall the additional entropy contributions to the free energy of N2.
As introduced earlier in Sec. 5.3.1, at a temperature of 500 ◦C and under MBE pressures of
∼ 10−5 atm, the entropy contributions lower the total energy of the N2 molecule, thus shifting
down the upper limit of µN by ∼1.26 eV (per N atom). However, for a plasma N source the
entropic contributions for the diﬀerent N species are diﬀerent. Nevertheless, we note that these
growth conditions apply on the growing substrate not on the incoming N species ﬂow since they
are not in equilibrium. The properties of the incoming N species are mostly determined by
the plasma source itself. The experimental setups of the plasma source such as the applied rf-
power and gas ﬂow rate, have been found to have signiﬁcant consequences on the structural and
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Figure 7.4: (a) Stability phase diagram of N in bulk GaAs and in the surface layers of the
β2(2× 4) reconstruction of GaAs(001) (solid lines). The dotted lines deﬁne the stability regions
for bulk GaN and the coherent bulk GaN (at the lateral lattice constant of GaAs). Note that
the latter line almost coincides with the stability line of N in bulk GaAs. The dashed lines
indicate the chemical potential of N2 and excited N2 molecules (N∗2). The arrows indicate the
mechanism and formation energy used to calculate N solubility in Ref. [50] (∆Ea), Ref. [51]
(∆Eb), and present work (∆Ec). µAs is restricted to the relevant region for N incorporation, i.e.,
to the region where the β2(2 × 4) reconstructed surface is stable. (b) Summary of the results
taken from (a) at the more As poor limit µAs − µAsbulk = −0.58 eV (i.e. at the left border) in
a representation corresponding to that in Fig. 1.2. Eth is the threshold energy as deﬁned in
Eq. (7.4) at 500 ◦C, and ∆Ebmin is the lowest limit of ∆E
b (see text). The curve is dashed to
indicate that the barriers were not identiﬁed so far.
optical properties of diluted nitride alloys due to the diﬀerent kinetics of the various N species
[191, 190, 192, 193, 194]. Therefore, the plasma source itself is the most important factor here.
Another potential upper limit of the N chemical potential is the formation of parasitic GaN.
Earlier theoretical studies to calculate the solubility of N in GaAs have assumed the chemical
potential reservoir to be that of bulk GaN [50]. Zhang and Wei [51] then proposed that µN
can be further increased, since a relaxed GaN phase can form only after the formation of a
N-rich cluster of critical size for dislocation formation, which in turn can form only after a
spontaneous formation of a N-rich layer at the GaAs surface. The upper limit for µN was raised
accordingly, i.e., to the point where the formation energy of N substitution at the surface equals
to zero. In order to explain this and based on our results (Fig. 5.6) we show in Fig. 7.4(a) the
stability phase diagram for N substitution in bulk GaAs and in the surface layers of the β2(2×4)
reconstruction, showing also the stability regions for bulk GaN, the coherent GaN phase (at the
lateral GaAs lattice constant), and of the N2 molecules. It becomes clear that the formation of a
coherent GaN layer or precipitate is unfavorable. Only when assuming strongly non-equilibrium
conditions with µN  µN2 suﬃciently high N concentrations maybe reached to form a coherent
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GaN cluster. Only if this cluster exceeds a critical size/thickness a fully relaxed GaN precipitate
can form. Therefore, under typical MBE conditions, we expect that µN can be increased beyond
µN2 without the formation of the relaxed GaN phase. Following this assumption and based on
our results in the region where the β2(2× 4) reconstruction is stable (relevant for MBE growth),
µN can be increased by 0.68 eV above µN2 before spontaneously forming a coherent GaN layer. In
contrast, to incorporate about 2% of N (assuming the ﬁrst anion layer incorporation mechanism),
it is suﬃcient to increase µN by 0.48 eV above µN2 (indicated in Fig. 7.4 as a dashed line marked
with N∗2).
Results in view of previous studies
In previous studies, two incorporation mechanisms have been proposed to explain the high N
concentration which can be realized in experiment and which is much higher than the bulk N
solubility. While these models had an important impact to qualitatively gain insight into realistic
dopant incorporation, the underlying surface models where rather approximate. Based on the
stability phase diagram summarized in Fig. 7.4 we are able to carefully reexamine these proposals
and to identify the solubility for each of them.
In the early work by Zhang and Zunger [50] it has been assumed that N substitutes in the
second anion surface layer, i.e., in our terminology that the subsurface incorporation mechanism
is active. Using the valance force ﬁeld approach, a (2×1) reconstruction, and GaN as the chemical
potential reservoir they obtained a substitution energy of ∆E = 0.7 eV. With T = 727 ◦C and
assuming 3 sites of this type per layer of the actual β2(2×4) cell they calculated a concentration
of ∼ 0.09 %. Replacing the approximate (2× 1) reconstruction by a realistic β2(2× 4) cell, the
corresponding substitution energy increases slightly (∆Ea = 1.06 eV in Fig. 7.4). For actual
MBE growth conditions (T = 500 ◦C) this translates into a N concentration of ≈ 10−6 %, i.e.,
too low to explain experiment.
A second mechanism proposed by Zhang and Wei [51] assumes the third incorporation mech-
anism (bulk incorporation) to be the active mechanism. In that study the chemical potential
limits were extended to the point where the formation of N substitution at the top surface layer
becomes stable. With this they obtained µmaxN = 0 and µ
min
As = −0.44 eV, and hence a substi-
tution energy of ∆E = 0.24 eV. Using T = 650 ◦C they calculated a N concentration of 4 %.
However, based on our calculations the ﬁrst layer incorporation does not become stable in the
thermodynamically allowed range. Using their values of the chemical potential limits we get
∆E = 0.95 eV (indicated by ∆Eb in Fig. 7.4). This value can be reduced to 0.65 eV by going to
more As poor conditions (indicated by ∆Ebmin). The large discrepancy is most likely related to
using a reduced plane-waves cutoﬀ energy of 25 Rydberg and LDA pseudopotentials. Using our
data, this mechanism gives a N solubility of ≈ 0.006 % at T = 500 ◦C, again too low to explain
experiment.
In contrast, assuming an incorporation in the ﬁrst anion surface layer and an excited N2
source which increases the upper limit of the N chemical potential, the lowest formation energy
to incorporate N at the surface (indicated by ∆Ec in Fig. 7.4) gives solubilities in accordance
with experiment.
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These results are also summarized in Fig. 7.4(b) for the optimum As conditions at µAs −
µAsbulk = −0.58 eV as a function of the reaction coordinates (similar to the representation in
Fig. 1.2 but using the actual energies). Let us deﬁne the thermal threshold energy according to
Arrhenius law:
Eth = kBT ln
Γ
Γ0
, (7.3)
where kB is Boltzmann's constant, T is the temperature, and Γ0/Γ is the prefactor/rate for the
speciﬁc interlayer diﬀusion event. Let us assume that the adatom can be regarded as mobile if
the hopping rate between surface layers is Γ = 1 s−1, which is comparable to MBE growth rates.
Therefore, using a common attempt frequency of Γ0 = 1013 s−11 the threshold thermal energy
becomes:
Eth ≈ 30 kBT. (7.4)
In Fig. 7.4(b) the various chemical potential limits of the N species as previously discussed are
indicated. In addition, the threshold energy as deﬁned in Eq. (7.4) at 500 ◦C (of about ∼ 2 eV)
is indicated. The incorporation mechanism operational at a given growth temperature can be
determined after the knowledge of the kinetic barriers. Based on the calculated kinetic barriers
discussed in Chapter 6, in our case the only active mechanism under typical MBE conditions is
the incorporation at the topmost surface layer.
7.3.2 Solubility of N in InAs versus GaAs
For the case of N incorporation at InAs(001), the actual kinetic barriers for the subsurface
incorporation of N have not been calculated in this work. Hence, deﬁnite conclusions about the
operational N incorporation mechanisms cannot be directly drawn. Since for this case a plasma
N source is also employed, the upper limit of N chemical potential can be increased beyond that
of the N2 gas, as discussed above. For instance, let us assume that the incorporation of N at
the InAs(001) follows the case of that at the GaAs(001) surface, i.e., only the ﬁrst anion surface
layer incorporation is possible. In this case, as can be seen in Fig. 5.9(b), based on the same
arguments discussed in the case of GaAs the upper limit of the N chemical potential µN should
be higher than µNN2 in practice by & 0.8 eV in order to achieve concentrations in accordance
with experiments.
For comparison, we show in Fig. 7.5 the calculated N concentrations resulting from the N
incorporation of N at the ﬁrst anion layer in both GaAs and InAs and at the same As chemical
potential µAs − µAsbulk = −0.44 eV. The ﬁgure shows an approximately ∼ 30 times lower N
concentration at InAs than at GaAs surface at identical µN. This comes in a very good agreement
with experimental observations. In particular, it has been reported that the N content in InAs is
systematically lower than in GaAs, and that InAs1−xNx alloys exhibit a N concentration which
is roughly 25 times smaller than in GaAs1−xNx under identical growth conditions (T = 420 ◦C)
1This value is in the order of magnitude of optical phonons vibrations.
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Figure 7.5: Comparison of the calculated N concentrations in InAs and GaAs as a function of the
chemical potential of N at T = 500 ◦C and µAs − µAsbulk = −0.44 eV, assuming N incorporation
in topmost surface layer.
[12]. These ﬁndings agree well with the results obtained here assuming N incorporation at the
ﬁrst anion layer and at the same chemical potentials and temperatures (Fig. 7.5).
7.4 Summary and conclusions
In the ﬁrst part of this chapter we have shown that the compositional anticorrelation between In
and N in quaternary InxGa1−xAs1−yNy quantum wells grown by MBE is mainly driven by surface
kinetics rather than by bulk thermodynamics. The interaction between incorporated In-N pairs
in bulk GaAs shows an attractive behavior and thus a correlated composition is predicted. On the
other hand, the interaction at the surface is clearly repulsive for N incorporated at the top surface
layer, and weakly repulsive for N at the subsurface layer, and hence an anti-correlated composition
is expected at the surface. This repulsive interaction at the surface can also be predicted from
the much lower solubilities of N at InAs surfaces compared to GaAs surfaces, indicating that N
tend to bind to the Ga-rich regions at the surface which aﬀects their distribution. This situation
is very diﬀerent from the simple bulk thermodynamics picture according to which the addition
of In should enhance the N solubility. Therefore, the In-N anticorrelation is not a bulk property
but a kinetically stabilized surface property.
These results are further supported by the previously calculated large energy barriers for
N diﬀusion between the surface and the subsurface which prevent the equilibration with bulk
under the typical MBE growth temperatures, conﬁrming that the growth of these material sys-
tems indeed proceeds far from thermodynamic equilibrium. Our results further show that the
annealing of these alloys under high temperatures allows for atomic rearrangements and thus
drives the system towards equilibrium, which reduces the compositional ﬂuctuations and In-N
anticorrelation in as-grown alloys, in agreement with experimental observations.
In the second part of the chapter we have discussed the role of surface kinetics in determining
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the solubility of N in GaAs and InAs. Based on our study of surface kinetics, supported by the
experimentally observed In-N anticorrelation in quaternary InxGa1−xAs1−yNy, the incorporation
of N under typical growth temperatures is restricted to the uppermost surface layer, and the
equilibration of N in the deep layers/bulk with the top surface layer is kinetically suppressed.
The N bulk concentration is therefore solely dictated by the N solubility of the ﬁrst surface layer.
Furthermore, the results show that high N concentrations can be achieved under conditions far
away from thermodynamic equilibrium and by using a plasma assisted source to supply the
N species as routinely employed in MBE. The plasma assisted N source leads to a signiﬁcant
increase in the upper limit of the chemical potential of N which hence allows to increase its
concentration. From these results we predict the solubility of N in InAs to be systematically
lower than in GaAs by a factor of 30, which comes in a good agreement with recent experiments.
Therefore, these results allow us to explain the experimentally obtained N concentrations and to
identify the optimum growth conditions for achieving high N concentrations.
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Conclusions
While dilute nitride alloys; such as GaAs1−xNx, InAs1−xNx, and InxGa1−xAs1−yNy; are appeal-
ing for a wide range of applications, the fabrication of high quality systems for device appli-
cations has been hindered by several challenges in their growth. These challenges include e.g.
extremely low equilibrium solubility of N in GaAs and InAs, compositional ﬂuctuations and
inhomogeneities, and phase separation. In order to identify the driving mechanisms leading to
these challenges we have employed extensive ﬁrst principles calculations and developed appro-
priate methodologies and concepts. Based on our results we have been able to achieve a detailed
understanding of the relevant physical processes that control the epitaxial growth of these alloys
at the atomic level, which allows to improve their growth.
In the ﬁrst step we have performed a detailed study of the thermodynamics of N in bulk GaAs
and InAs and at surface and subsurface layers in order to identify the solubility limits and the
optimal growth conditions for N incorporation. Our results showed that the substitution of N in
the subsurface layer is energetically most favorable. This is found to be mainly due to an excellent
cancellation eﬀect of the tensile strain around N atoms because of the reconstruction-induced
surface strain, which lowers their energy. In order to quantify the achievable N concentrations
we have constructed the stability phase diagrams for N substitution in bulk and surface layers
of the various relevant surface reconstructions as functions of the chemical potentials. Based on
this we have developed an eﬃcient scheme to calculate N concentration as a function of growth
conditions (chemical potentials and temperatures). Using the computed phase diagrams for N
solubility key conclusions have been made:
• The solubility of N in the subsurface layers is maximal, and it is up to 5 order of magnitudes
larger than the bulk solubility.
• The solubility of N in InAs is generally lower than in GaAs under similar conditions, by
up to 4 orders of magnitude; depending on the incorporation layer.
• The solubility of N is found to depend strongly on the speciﬁc surface reconstruction.
• A consequence of the previous point is that the maximal N solubility at surfaces is not
achieved under extreme cation-rich conditions, contrary to what is expected from the pure
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bulk behavior. Rather, our results clearly demonstrated that moderate cation-rich condi-
tions are optimal for N incorporation.
The growth conditions must therefore be carefully controlled to achieve the maximal N solubility.
The most promising approach is to identify kinetic regimes that permit subsurface incorporation
but prevent equilibration with bulk. Such a kinetic regime allows to freeze the enhanced subsur-
face concentrations in the bulk during growth. A major part of this thesis was therefore devoted
to develop theoretical concepts and tools to study the complex surface kinetics under these far
from equilibrium growth conditions.
In a ﬁrst step, we have focused on the diﬀusion of N adatoms at the GaAs(001) β2(2 × 4)
surface. The diﬀusion is found to show an exceptionally interesting behavior, which is unusual
and diﬀerent from the conventional understanding of adatom surface diﬀusion. This behavior
leads to a dramatic failure of the classical concept of describing adatom kinetics by mapping the
corresponding potential energy surface (PES). By carefully analyzing this behavior we were able
to identify the underlying reasons. Due to the high reactivity and electronegativity of the N
adatoms, in addition to their large size mismatch to GaAs substrate, they can easily break and
form new covalent bonds at the surface, resulting in signiﬁcant surface relaxations. Therefore,
the potential energy landscape for the N adatom is complex and multi-dimensional in nature,
i.e., it depends not only on the coordinates of the adatom but also of the neighboring surface
atoms.
To overcome that diﬃculty and to identify the minima (binding sites) and the transition
states at the complex energy landscape of the N adatom we have developed an approach that
takes into account the degrees of freedom of the surface atoms. Based on these calculations
an extended set of minima and transition states could be identiﬁed. Most of these states were
completely unreachable using the conventional 2D-PES mapping approach. Using the minima
and saddle point energies we have constructed the diﬀusion network for the N adatom. The
resulting master equation was solved performing kinetic Monte-Carlo (KMC) simulations. As
a result, the diﬀusion constants and the activation barriers could be derived. Performing a
complex analysis of the results we developed a simpliﬁed approach that accurately reproduced
the KMC results. The underlying simple analytical formulas allow for a detailed analysis and
understanding of the complex diﬀusion of N on GaAs(001):
• The diﬀusion of N adatom is almost isotropic, with an activation energy of about 1.9 eV.
• Despite the complex diﬀusion network, a single energy barrier is found to be the main
responsible one for determining the activation barrier.
• Within the surface unit cell the diﬀusion barriers are considerably lower.
A consequence of these results is that while the large activation barrier forbids a full equilibration
of the N adatoms at the surface under typical growth temperatures, a local equilibration is
realized, which guarantees their incorporation at the favorable substitutional sites at the surface.
Based on the identiﬁed adatom binding sites, we were able to propose possible kinetic reaction
pathways that allow for the subsurface incorporation mechanism. The minimum energy paths
126
CHAPTER 8. Conclusions 127
for these reactions have been identiﬁed using lateral and cross-sectional potential energy maps.
Key conclusions based on these results are:
• The subsurface incorporation of N atoms is prohibited under typical growth temperatures
by a trapping mechanism that leads to their incorporation only at the topmost surface
layer.
• The average time for their incorporation the topmost surface layer is 1.9ms, with average
displacements of only 3.6Å. Substitutional incorporation is therefore easy to realize under
typical growth rates.
The insight gained by these studies is in clear contrast to what has been previously believed and
assumed when explaining the experimentally observed N concentrations of & 2%. Furthermore,
our calculated solubility based on the topmost surface layer incorporation mechanism predicts
a much lower concentration, estimated at the N-rich limit when assuming equilibration with a
gaseous N2 atmosphere. These apparent contradictions with experiment could be resolved by
carefully inspecting realistic growth conditions. For example, using a plasma N source as common
raises the chemical potential of N considerably beyond that of the N2 molecules, leading to a
stronger N incorporation. This allows for the ﬁrst time to predict N solubilities that are in
accordance with experiments.
Based on the above results an understanding of the puzzling properties of the quaternary
InxGa1−xAs1−yNy alloys has been achieved. Since the equilibration with the bulk is found to be
forbidden based on the calculated barriers for subsurface N incorporation, the surface properties
are kinetically stabilized and frozen-in during growth. While the strain compensation between
In-N pairs in the bulk of GaAs leads to a net attractive interaction, the chemistry component
prevails over the strain component at the surface resulting in a net repulsive interaction. This
can be also seen from the lower N solubility at InAs surfaces compared to GaAs, which leads N
to prefer Ga-rich regions. Hence, the In-N repulsive interaction at the surface leads to compo-
sitional anticorrelation between them in the as-grown alloys, contrary to what is expected from
the pure bulk interaction. The use of thermal annealing after growth drives the alloy towards
thermodynamic equilibrium, which improves the compositional anticorrelation and ﬂuctuations.
Consequently, in order to control the In-N compositional anticorrelation in practice, their in-
teraction should be controlled by employing surface engineering, e.g. via controlling growth
conditions, changing the composition, and adding surfactants.
In conclusion, based on ab-initio simulations we were able to construct a comprehensive
understanding to address many challenging questions in the growth of dilute nitride alloys, which
allows to experimentally optimize their growth and improve their properties. The developed
concepts and methodologies are general and can be employed to address and realize key challenges
and mechanisms for the epitaxial growth of highly mismatched multi-component systems.
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Appendix A
Monte Carlo Methods
Monte Carlo methods refer to a class of methods that solve problems through using random
numbers. In this work the Metropolis Monte Carlo method has been used to calculate N concen-
trations at surfaces under certain conditions. The kinetic Monte Carlo method has been applied
to calculate the activation energy for the complex N adatom diﬀusion on the GaAs surface. In
the following we brieﬂy describe the algorithms of these methods.
A.1 Metropolis Monte Carlo
The Metropolis Monte Carlo method (MMC) [168] oﬀers a powerful and elegant algorithm to
sample the conﬁguration space of a certain ensemble. It applies for systems under equilibrium,
i.e., for systems that do not evolve dynamically, to obtain their statistical averages. This method
is of signiﬁcant importance in the cases for which it is diﬃcult to determine the partition function
of the system.
The Metropolis Monte Carlo algorithm can be summarized as follows:
1. Pick any initial conﬁguration of the system, say ξn.
2. Pick a trial conﬁguration, say ξt. This is usually taken to be similar to the conﬁguration
ξn (i.e. slightly modiﬁed).
3. Calculate the ratio of the probabilities:
R =
P (ξt)
P (ξn)
, (A.1)
where, e.g., according to Boltzmann's distribution P (ξt) = c0 e−E(ξt)/kBT .
4. Pick a random number r of a value between 0 and 1 (i.e., r ∈ (0, 1]).
5. If r ≤ R update the conﬁguration to ξt, otherwise don't update. That is:
ξn+1 =
ξt r ≤ Rξn otherwise . (A.2)
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Hence, the probability of accepting the new conﬁguration is
Paccept = min (1, R =
P (ξt)
P (ξn)
). (A.3)
6. Go to step 2 and repeat for a suﬃciently large number of times, until an equilibrium is
achieved in the calculated quantity.
A.2 Kinetic Monte Carlo
The kinetic Monte Carlo (KMC) method is applied for systems that dynamically evolve from
state to sate. Hence, it is very useful for surface physics applications such as adatom diﬀusion
and growth simulations. KMC simulations provide an excellent option to overcome the time-scale
problem and simulate times up to seconds and beyond, contrary to molecular dynamics (MD)
simulations which require time steps in the femtoseconds region (∼ 10−15 s) to resolve atomic
vibrations and hence the total simulated time is very limited (. 1 microsecond) and hence cannot
simulate processes that take place on much longer time scales. However, for KMC simulations
the previous knowledge of the all possible processes and their rates is required.
The KMC algorithm can be summarized as follows:
1. Pick up a certain conﬁguration of the system (e.g. a certain adatom position). Set the
time t = 0.
2. For that conﬁguration identify the all possible single processes/events N , and calculate
their corresponding rates. For example, for an adatom at position (minimum) i jumping
to the next N possible positions {j} the rates can be calculated according to the transition
state theory:
Γij = Γ0 e−(E
trans
i,j −Ei)/kBT , (A.4)
where Etransi,j is the energy of the transition state between i and j.
3. Carry out an event randomly. To do that, ﬁrst, the cumulative sums of the rates of the
possible events are constructed, i.e.,
Γki =
k∑
j=1
Γij , for k = 1, . . . , N. (A.5)
Then, the event k for which Γk−1i < rΓ
tot
i ≤ Γki is chosen, where Γtoti =
∑N
j=1 Γij and r is
a random number r ∈ (0, 1].
4. Update the time t = t+ ∆t, where
∆t = − ln r
′
Γtoti
. (A.6)
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Here, r′ is a new random number r′ ∈ (0, 1]. Note that ∆t has an average value of
〈∆t〉 = 1/Γtoti .
5. Update/change the list of events according to the new conﬁguration and repeat the loop
starting from point 2.
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