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Binary representations of finite fields are defined as an injective mapping from
a finite field to l-tuples with components in h0, 1j where 0 and 1 are elements of
the field itself. This permits one to study the algebraic complexity of a particular
binary representation, i.e., the minimum number of additions and multiplications
in the field needed to compute the binary representation. The two-way complexity
of a binary representation is defined as the sum of the algebraic complexities
of the binary representation and of its inverse mapping. Two particular binary
representations are studied: the standard representation and the logarithmic repre-
sentation. A method of surrogate computation is developed and used to deduce
relationships between the algebraic complexities of certain functions. The standard
representation of a finite field is shown to be among the two-way easiest representa-
tions of this field. In particular, the standard representation of a finite field with
characteristic p is two-way easy whenever p 2 1 has only small prime factors. For
any finite field having a two-way easy binary representation, the algebraic complexity
in this field is shown to be essentially equivalent to Boolean circuit complexity. For
any finite field, the Boolean circuit complexity of Zech’s (or Jacobi’s) logarithm is
shown to be closely related to the Boolean circuit complexity of the discrete loga-
rithm problem that is used in public-key cryptography.  1996 Academic Press, Inc.
1. INTRODUCTION
This paper studies properties of binary representations of general finite
fields GF(q), where q 5 pn for some prime p and some positive integer n. As
commonly understood, a ‘‘binary representation’’ assigns to each element in
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GF(q) a unique element in h0, 1jl. Although such ‘‘binary representations’’
are often used in practice, we are not aware of any previous systematic
study of them. It is crucial to our development that we consider the ‘‘0’’
and ‘‘1’’ of the binary representation to be the 0 and 1 elements of GF(q).
This allows us to raise such fundamental questions as how many GF(q)
operations are needed to compute a particular binary representation of
GF(q).
Formally, we define a binary representation of GF(q) to be an injective
(or ‘‘one-to-one’’) mapping f: GF(q) R h0, 1jl , GF(q)l. We will often
refer to f(x) for x [ GF(q) as the binary representation of x. The inverse
mapping t : Im(f) R GF(q), where Im(f) denotes the image (or ‘‘range’’)
of f, is defined by t(f(x)) 5 x for x [ GF(q) and will play an important
role in our study. Addition and multiplication of two elements of GF(q)
correspond to the operations of Add and Mult on their binary representa-
tions, where Add and Mult are functions from Im(f)2 to Im(f) defined by
Add(f(x), f(y)) 5 f(x 1 y) (1)
and
Mult(f(x), f(y)) 5 f(x ? y), (2)
respectively, for x, y [ GF(q).
The requirement that f be injective, i.e., that each element of GF(q)
have a unique binary l-tuple as its representation, implies that l $ log2 q.
One is generally interested in practice in the case where l is not much
greater than log2 q, so we will usually require that l 5 O(log q). Of course,
a given finite field has many different binary representations, which we
distinguish when necessary by capital letters as subscripts, e.g., the binary
representation fA and the corresponding tA , AddA , MultA , and lA .
In the next section, the algebraic complexity measure and some basic
relations among complexity measures are introduced. Section 3 treats the
standard (or ‘‘polynomial’’) representation fS of GF(q). This is the repre-
sentation most often used in implementations of GF(q) 5 GF(pn) in which
every field element is represented by binary digits that specify the coeffi-
cients in GF(p) of a polynomial of degree less than n. The most interesting
property of the standard representation fS is that both AddS and MultS
are easy to compute. The inverse mapping tS is always easy to compute
and fS itself is known to be easy to compute for finite fields with small
characteristic. In Section 3 these facts are made precise in terms of algebraic
complexity, and the method of surrogate computation is introduced.
The logarithmic representation fL of GF(q) is introduced in Section 4.
The element bz in GF(q), where b is a primitive element of GF(q) and
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0 # z # q 2 2, is represented as the lL-tuple with components in h0, 1j ,
GF(q) that is formally the same as the usual length lL 5 log2 q binary
form of the integer z. The mapping fL can be viewed as the logarithm
function from GF(q) to h0, 1jlL , GF(q)lL. Section 4 gives also the formal
definition of the logarithm function Log used in public-key cryptography
[1] that maps a vector of GF(2) elements into another such vector. Further,
Zech’s logarithm (see [2]) is introduced and its close relation to the addition
function AddL for the logarithmic representation fL is formulated. None
of these results are entirely new, but it is important for the following that
they be formulated within the framework of binary representations and
algebraic complexity.
The standard and the logarithmic representations of GF(q) are the binary
representations most often used in practice. They both have the property
that the inverse mapping t is easy to compute but that no easy computation
of f itself is known in general. One might wonder whether these are general
properties. But extending the techniques of this paper, we have shown in
[3] that there is a binary representation of GF(q) with exactly the opposite
properties, i.e., f is easy to compute but no easy computation of t is known
in general. Recently, this representation has also been used in [4] to devise
an efficient factoring algorithm for polynomials over every finite field.
For many applications it is important to have a binary representation f
of GF(q) such that f and the inverse mapping t are both easy to compute.
A binary representation that has this property will be called two-way easy.
The method of surrogate computation of Section 3 is applied in Section 5
to demonstrate that a binary representation f is among the two-way easiest
representations of GF(q) if both Add and Mult are easy for this representa-
tion. It follows that, for any finite field GF(q), the standard representation
fS is among the two-way easiest representations. It must be stressed that
it is not known whether or not there exist fields for which even the two-
way easiest representation has at least one difficult mapping (f or t).
However, the standard representation fS is two-way easy for every q 5
pn, where p 2 1 has only small prime factors. These results can also be
used in a reverse manner: If the standard representation fS of GF(q) is
easy, then, for any binary representation f of this field, the more difficult
mapping (f or t) is about as difficult to compute as the more difficult
operation (Add or Mult).
In Section 6 the method of surrogate computation is used to obtain
bounds on the complexity of mappings between two different binary repre-
sentations of GF(q). It is shown how the complexity of the mapping between
the standard representation fS and an arbitrary binary representation f
are related to the more difficult operation (Add or Mult) in f. Applying
this result to the logarithmic representation fL shows that, for every field
GF(q), the complexity of the logarithm function Log used in public-key
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cryptography is closely related to the complexity of AddL and therefore
also to the complexity of Zech’s logarithm. If the standard representation
fS is easy, it follows further that fL , Log, Zech’s logarithm, and the function
AddL all have about the same complexity. In particular, this holds for fields
GF(pn) where p 2 1 has only small prime factors.
Finally, in Section 7, the previous results are used to analyze the relations
among various complexity measures. Lempel et al. [5] showed that algebraic
complexity is essentially equivalent to circuit complexity when the charac-
teristic p of GF(q) is small. Indeed, it has been thought that this condition
is necessary for a close relation of these complexity measures (see, e.g., [6]
or [7]). We extend the result of Lempel et al. by showing the essential
equivalence of these two complexity measures whenever there exists a
two-way easy binary representation f of GF(q). It follows that algebraic
complexity is essentially equivalent to circuit complexity whenever p 2 1
has only small prime factors, which includes the case of some finite fields
with large characteristic and even some large prime fields.
2. SOME BASIC COMPLEXITY MEASURES AND RELATIONS
To study the complexity of binary representations and other functions,
we will primarily rely on the well-known concept of a straight-line algorithm
(SLA) and its related complexity measure (see [5], or see [8] where an
SLA is called an ‘‘V-Berechnug’’). An SLA in GF(q) of length k (0 # k)
is defined as follows:
The input consists of the elements x1, . . . , xa, which can assume any value in GF(q).
If k . 0, then at each step i, for i 5 1, 2, . . . , k, the algorithm performs one specified
operation on two specified operands. The operation must be either addition or
multiplication in GF(q). Each operand at step i must be an input element, a result
of a previous step j for some 1 # j , i or a specified element of GF(q). Each
component of the output is the result of some specified step i, 1 # i # k, a specified
input element or a specified element of GF(q).
Note that the choice of operands at each step in an SLA is independent
of the values of the input elements and of the values computed in previous
steps. We say that an SLA computes a function f : S R GF(q)b where S ,
GF(q)a if, for every input x 5 [x1, . . . , xa] in S, the output is equal to
f(x). Note that any constant function f(x) 5 c [ GF(q)b and the identity
function f(x) 5 x can be computed by an SLA of length k 5 0.
The algebraic complexity Cq( f) of a function f from a subset of GF(q)a
to GF(q)b is the smallest length k of all the SLAs in GF(q) that compute
f. But any SLA in GF(q) of length k that computes f can be considered
as defining a GF(q)-gate circuit (i.e., a gate circuit in which only gates that
perform addition or multiplication in GF(q) are allowed) for computing
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f having k gates that are indexed from 1 to k. One sees immediately that
C2( f) is the same as circuit complexity with respect to the basis hAND, XORj
(see [9, p. 9] or [10, p. 24], where circuit complexity is called ‘‘combinational
complexity’’). In addition, it is well known that C2( f) differs by at most a
factor 3 from the unrestricted circuit complexity, where every 2-input
1-output boolean function is in the basis. We will refer to C2( f) as the
circuit complexity of the function f .
From counting arguments, it can be shown that almost every function
f : GF(q) R GF(q) has algebraic complexity Cq( f) P q (see [5]). Such
functions are considered to be difficult. A function f : GF(q)a R GF(q)b
will be called easy if Cq( f) 5 O(log q)i for some small integer i (e.g.,
i 5 2). We will call a binary representation f of GF(q) two-way easy if f
and t are easy.
We will frequently be considering functions f from a subset of h0, 1ja ,
GF(q)a to h0, 1jb , GF(q)b. For instance, the function Add of (1) is a
mapping from a subset of h0, 1j2l , GF(q)2l to h0, 1jl , GF(q)l, as also is
the function Mult of (2). Because most hardware realizations of such func-
tions use binary logic, it is natural to identify such a function f with its
binary equivalent f˜ that maps a subset of h0, 1ja , GF(2)a to h0, 1jb ,
GF(2)b in the ‘‘natural’’ manner that, for all x in the domain of f,
u( f(x)) 5 f˜(u(x)),
where u, when applied to a single element in GF(q), is the function that
maps 0 and 1 of GF(q) to 0 and 1 of GF(2), respectively, and more generally
when applied to an m-tuple over GF(q), for any m $ 2, performs this
natural mapping on each of its components. In practice, when one would
want to implement f in hardware, one would in fact implement f˜ with
binary logic. Thus, C2( f˜), the circuit complexity of f˜ , is the complexity of
true practical interest, not Cq( f), the algebraic complexity of f. Fortunately,
Cq( f) bounds C2( f˜) from below in the following manner (and also bounds
C2( f˜) from above as we will show in Theorem 2).
LEMMA 1. For any function f from a subset of h0, 1ja , GF(q)a to
h0, 1jb , GF(q)b and its binary equivalent f˜ , it holds that Cq( f) # 3 ? C2( f˜ ).
Proof. We first note that f˜ 1(x, y) 5 x AND y, a mapping from GF(2)2
to GF(2) is the binary equivalent of f1(x, y) 5 x ? y, a mapping from h0,
1j2 , GF(q)2 to h0, 1j , GF(q) for every q so that C2( f˜ 1) 5 Cq( f1) 5 1.
Similarly, f˜ 2(x, y) 5 x XOR y is the binary equivalent of f2(x, y) 5 (x 1
(21) ? y)2 so that C2( f˜ 2) 5 1 but Cq( f2) # 3. It follows that an SLA in
GF(2) computing any f˜ can be converted to an SLA in GF(q) computing
f with at most three times as many steps. n
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In several relations, the maximum complexity of Add and Mult will be
important. Therefore, it is convenient to use
M 5D maxhCq(Add), Cq(Mult)j,
M˜ 5D maxhC2(Add
p
), C2(Mult
p
)j
and, if necessary, the subscripts of the corresponding binary representation,
e.g., MA and M˜ A for the binary representation fA . As a first application
of Lemma 1, it follows that M # 3 ? M˜.
3. STANDARD REPRESENTATION
For a prime field GF(p), the standard representation is the function fS :
GF(p) R h0, 1jl , GF(p)l, where l 5 log2 p and fS(y) 5 [yl21, . . . , y1 ,
y0] is formally the same as the usual binary form of the integer formally
equal to y. For instance, for GF(7), f(6) 5 [1, 1, 0] [ GF(7)3.
Every element x of an extension field GF(q) 5 GF(pn), n . 1, can be
written as x 5 x0 1 x1 ? a 1 ??? 1 xn21 ? an21 with coefficients xi in GF(p)
and with a in GF(q) defining a basis h1, a, . . . , an21j of GF(q) over GF(p).
The standard representation fS: GF(q) R h0, 1jlS , GF(q)lS with lS 5 n ?
l 5 n ? log2 p is defined as
fS(x) 5 fS(x0 1 x1 ? a 1 ??? 1 xn21 ? an21)
5 [f(p)S (x0), f
(p)
S (x1), . . . , f
(p)
S (xn21)]
5 [[x0,l21, . . . , x0,0], . . . , [xn21,l21, . . . , xn21,0]],
where f(p)S is the standard representation of the ground field GF(p). Note
that the standard representation fS , which is defined by a polynomial basis,
can easily be converted to a binary representation defined by an arbitrary
basis of GF(q) over GF(p) and vice versa (for details see [3]).
The above definition of the standard representation fS does not give an
explicit way to compute fS(x) by operations on x in GF(q). Rather, the
definition shows that the inverse mapping t S: Im(fS) R GF(q) can be
computed as
tS(x) 5 On21
i50
ai ? SOl21
j50
xi, j ? 2 jD ,
where x 5 [[x0,l21, . . . , x0,0], . . . , [xn21,l21, . . . , xn21,0]]. Observe that,
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for fields with characteristic p 5 2, this computation reduces to tS(x) 5
tS([x0 , x1, . . . , xn]) 5 x0 1 x1 ? a 1 ??? 1 xn21 ? an21. In all cases, the
function tS is easy; more precisely,
Cq(tS) # n ? 2(l 2 1) 1 2(n 2 1) 5 O(log q). (3)
It is well known that there are simple binary-logic circuits to com-
pute the functions Add
p
S and Mult
p
S for the standard representation fS of
GF(pn) with n ? O(log p) and n2 ? O(log p)2 gates, respectively, so that
C2(AddS) 5 O(log q) and C2(Mult
p
S) 5 O(log q)2. Applying Lemma 1
shows that also the functions AddS and MultS are easy, i.e., Cq(AddS) #
3 ? C2(Add
p
S) 5 O(log q) and Cq(MultS) # 3 ? C2(Mult
p
S) 5 O(log q)2. In
terms of the maximum complexity of AddS and MultS , this yields
MS # 3 ? M˜S 5 O(log q)2. (4)
Lempel et al. showed in [5] that, given any basis of GF(q) over GF(p),
the coefficients in the basis expansion of an element in GF(q) can easily
be computed by using only field operations. First, they showed that, for
any basis ha0 , a1, . . . , an21j of GF(q) over GF(p), there is a trace-dual
basis hb0 , b1, . . . , bn21j such that
Tr(bi ? aj) 5H0, i ? j
1, i 5 j
,
where Tr(x) 5 x 1 xp 1 xp
2
1 ??? 1 xp
n21
(see [11, pp. 54–57] for properties
of the trace function). Thus, the components xi of the basis expansion x 5
x0 ? a0 1 x1 ? a1 1 ??? 1 xn21 ? an21 can be computed as xi 5 Tr(bi ? x) for
0 # i # n 2 1. Applying this method of computing xi to the standard
representation fS , where the basis ha0 , a1, . . . , an21j is in fact the standard
basis h1, a, . . . , an21j, gives
Cq(fS) # n ? Cp(f
(p)
S ) 1 2 ? log2 p ? n2. (5)
This shows that if the standard representation f(p)S of the ground field
GF(p) is easy then so is fS for every extension GF(q) 5 GF(pn). For p 5
2, C2(f(2)S ) 5 0 and therefore C2n(fS) # 2 ? n
2. Because tS is always easy,
it follows that the standard representation fS of GF(2n) is two-way easy.
Given a binary representation fA of GF(q), we associate with the func-
tion f mapping a subset of GF(q)a to GF(q)b its fA-associate fA that maps
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FIG. 1. The structure of an SLA computing f in GF(q) and its corresponding imbedded-
fA-surrogate SLA computing f in GF(q).
a subset of h0, 1ja?lA , GF(q)a?lA to h0, 1jb?lA , GF(q)b?lA in the manner that,
for all x in the domain of f,
fA(fA(x)) 5 fA( f (x))
or, equivalently,
f (x) 5 t A( fA(fA(x))), (6)
where fA and tA when applied to an m-tuple over GF(q) performs fA and
tA , respectively, on each of its components. Assume an SLA computing a
function f in GF(q) is given. The corresponding fA-surrogate SLA comput-
ing fA in GF(q) will now be defined as follows:
The inputs x1, . . . , xa of the original SLA are replaced by the inputs fA(x1), . . . ,
fA(xa) in the surrogate SLA. An addition step computing si :5 sj 1 sk in the original
SLA is replaced in the surrogate SLA by the sequence of steps in a specified one
of the minimal-length SLAs that computes fA(si) :5 AddA(fA(sj), fA(sk)). (Note
that fA(sj) and fA(sk) are available as inputs, constants, or results of previous steps
in the new SLA.) Similarly, a multiplicative step computing si :5 sj ? sk in the original
SLA is replaced in the surrogate SLA by the sequence of steps in a specified one
of the minimal-length SLAs that computes fA(si) :5 MultA(fA(sj), fA(sk)). Finally,
an output si in the original SLA is replaced in the surrogate SLA by the output fA(si).
Because MA is the maximum of the algebraic complexities of AddA and
MultA , it follows immediately that the number of steps in the fA-surrogate
algorithm is at most MA times the number of steps in the original SLA.
Thus, Cq( fA) # Cq( f) ? MA . The definition (6) of the fA-associate fA of f
shows that if f can be computed by some SLA in GF(q), then f can also
be computed by applying an SLA that computes fA to the input, performing
the fA-surrogate SLA computing fA and applying an SLA that computes
tA to the output (cf. Fig. 1, where the SLAs are depicted as GF(q)-gate
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circuits). We call such a new SLA the imbedded-fA-surrogate SLA comput-
ing f in GF(q). Of course, such an imbedded surrogate SLA is a complicated
way of computing f, but its consideration makes it possible to derive inter-
esting results on the complexity of related functions.
If the SLAs computing AddA and MultA in the fA -surrogate SLA com-
puting fA in GF(q) are replaced by minimal-length SLAs computing Add
p
A
and Mult
p
A , respectively, then one obtains the corresponding fA -surrogate
SLA computing the binary equivalent f˜ A of fA in GF(2). Because
Cq( fA) # Cq( f ) ? MA , it follows that C2( f˜ A) # Cq( f ) ? M˜A . We are now
ready to prove the following basic result.
THEOREM 2. For any function f mapping a subset of h0, 1ja , GF(q)a
to h0, 1jb , GF(q)b and its binary equivalent f˜ , it holds that
Ad ? Cq(f) # C2( f˜ ) 5 O(log q)2 ? Cq( f).
Proof. We first define the mapping h1 from h0, 1j , GF(q) to
h0, 1jlS , GF(q)lS as the restriction of fS to the inputs 0 and 1 in GF(q).
The definition of the standard representation fS shows that all the compo-
nents of fS(0) and fS(1) are 0, except for the component x0,0 of fS(1),
which is 1. It follows that h1 can be computed by an SLA of length 0 that
assigns the input x to the output component x0,0 and 0 to all the other
output components. Therefore, Cq(h1) 5 0 and C2(h˜ 1) 5 0, where h˜1 is the
binary equivalent of h1 . Similarly, the inverse mapping h2 from hfS(0),
fS(1)j , Im(fS) to h0, 1j , GF(q) that is the corresponding restriction of
tS fulfills Cq(h2) 5 0 and C2(h˜2) 5 0.
The above considerations of the fS-surrogate SLA computing f˜ S in GF(2)
together with inequality (4) show that C2( f˜ S) # Cq( f ) ? M˜S 5 Cq( f ) ? O(log
q)2. Further, f˜ can be computed by applying to each component of the
input the mapping h˜1 , performing the fS-surrogate SLA computing f˜ S and
applying h˜2 at the output to produce the needed number of outputs. Because
the computation h˜1 and h˜2 is free, C2( f˜) 5 C2( f˜ S) and the upper bound of the
theorem follows. The lower bound is a direct consequence of Lemma 1. n
Theorem 2 shows in particular that the algebraic complexity of the func-
tions Add and Mult for an arbitrary representation f of GF(q) are closely
related to the circuit complexity of their binary equivalents Add
p
and Mult
p
,
respectively. In terms of the complexities of the more complex function, it
follows that
Ad ? M # M˜ 5 O(log q)2 ? M (7)
for every binary representation f of GF(q).
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4. LOGARITHMIC REPRESENTATION
Every element x in GF(q)\h0j can be written as x 5 bz, where b is a
primitive element of GF(q) and z is an integer between 0 and q 2 2. The
logarithmic representation is the function fL: GF(q) R h0, 1jlL ,
GF(q)lL, where lL 5 log2 q, fL(0) 5 [1, 1, . . . , 1] and, for x ? 0,
fL(x) 5 fL(bz) 5 [zlL21, . . . , z1, z0] 5 z is formally the same as the usual
binary form of the integer z. Although this representation depends on b,
its choice is not crucial for our purposes.
The above definition of the logarithmic representation fL describes a
way of computing its inverse tL. Because tL(z) 5 bz for z ? [1, . . . , 1],
it follows that the inverse mapping tL: Im(fL) R GF(q) can be computed as
tL(z) 5 tL([zlL21, . . . , z1 , z0])
5 p
lL21
i50
((b2
i
2 1) ? zi 1 1) 1 (2b2
l
L21) ? p
lL21
i50
zi ,
where the second product is included to ensure that tL([1, . . . , 1]) 5 0.
From the obvious SLA realizing this sum of two products, it follows that
Cq(tL) # 4 ? lL 5 O(log q), (8)
so that the inverse mapping tL is easy. The definition of the logarithmic
representation fL shows also that the multiplication of two non-zero field
elements given in this representation is formally an addition of two integers
given in the usual binary form modulo q 2 1. Because integer addition
modulo q 2 1 can be realized by binary-logic circuits of size O(log q),
we have
C2(Mult
p
L) 5 O(log q) . (9)
The function fL maps a non-zero field element x 5 bz into the lL-tuple
[zlL21, . . . , z1 , z0] [ h0, 1j
lL , GF(q)lL that is formally the same as the
usual binary form of the integer z. Thus, fL is closely related to the logarithm
function that maps the same field element x to the integer z, 0 # z ,
q 2 1, which is referred to as the discrete logarithm. Pohlig and Hellman
[12] proposed an algorithm that computes the discrete logarithm. They
showed that computing the discrete logarithm with respect to an element
of order q 2 1 5 P
k
i51 qi can be reduced to computing k discrete logarithms,
one with respect to an element of order qi for i 5 1, 2, . . . , k. The main
computations of this reduction are k exponentiations bz in GF(q) and
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the reduction therefore requires about k ? O(log q) field operations. The
Pohlig–Hellman reduction can be performed with an SLA over GF(q) to
simplify in the same way the computation of fL. However, the remainder
of the Pohlig–Hellman algorithm uses conditional steps that cannot be
realized with an SLA. Instead, we solve the ‘‘Pohlig–Hellman subproblems’’
that arise in the computation of fL by ‘‘testing,’’ via the use of field opera-
tions, each of the qi possible values to see which is the correct value. All
the subproblems can then be solved with oki51 qi ? O(log q) field operations.
Because k # log2 q it follows by using the Pohlig–Hellman reduction to
the case where q1 , q2, . . . , qk are all primes that
Cq(fL) 5 O(log q)2 ? qm , (10)
where qm 5 maxhq1 , q2, . . . , qkj is the largest prime dividing q 2 1.
It is well known that difficult functions can be used to design public-key
cryptosystems (cf. [1]). Indeed, the discrete logarithm is used in public-key
cryptosystems because it is widely believed to be ‘‘difficult’’ except for finite
fields GF(q) with special structure (e.g., those where q 2 1 has only small
prime factors). Note that we did not define the complexity of a function
like the discrete logarithm but mapping finite field elements to integers.
The complexity of the closely related function fL is well defined but, in
fact, an intruder in such a cryptosystem is faced neither with computing
fL nor with computing the discrete logarithm itself. This follows by observ-
ing that, in order to transmit or store the ciphertext, the field elements
composing the ciphertext have to be represented in binary form. The repre-
sentations used in practice are closely related to our standard representation
fS , because a representation is used where it is easy both to add and to
multiply and because using a logarithmic representation would simply can-
cel the difficulty of the discrete logarithm. Therefore, the mapping from
the standard to the logarithmic representation is important, i.e., the mapping
fStofL(?) 5 fL(tS(?)) from Im(fS) to Im(fL). Because this function maps
a subset of h0, 1jlS , GF(q)lS to h0, 1jlL , GF(q)lL, we are especially interested
in its binary equivalent
Log 5D fSto
p
fL .
Log, which is the binary equivalent of the mapping from the standard to
the logarithmic representation, is then the relevant logarithm function for
public-key cryptography. Sometimes the logarithm problem is considered
more generally with respect to ‘‘some’’ representation f. In our framework,
this corresponds to the mapping ftofL(.) 5 fL(t(.)). We do not handle
this generalization because we do not know any representation beside fS
that yields more interesting results.
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Any SLA computing the function fL can be easily adapted to com-
pute the function Log as follows by first observing that Cq(fStofL) #
Cq(fL) 1 Cq(tS). Then applying the upper bound (3) on tS and Theorem
2 to relate the algebraic complexity of fStofL to the circuit complexity of
its binary equivalent Log, one gets
C2(Log) 5 O(log q)2 ? (Cq(fL) 1 O(log q)) 5 O(log q)2 ? Cq(fL).
For cryptographic purposes, however, one has to consider that Log could
be much easier than fL , because having the standard representation of a
field element as input could be advantageous compared to having only the
field element as input. Note that, for the same reason, the cryptographically
important function Log could also be much easier than the discrete loga-
rithm itself, no matter how the complexity of the discrete logarithm mapping
a field element to an integer is defined. The only cases where we are able
to prove that the complexities of the logarithm functions fL and Log
are equivalent follow from the fact that fL(.) 5 fStofL(fS(.)), for, using
Theorem 2 relating the complexities of fStofL and Log, we can deduce a
second relation between the complexities of fL and Log and it follows that
Ad ? (Cq(fL) 2 Cq(fS)) # C2(Log) 5 O(log q)2 ? Cq(fL) . (11)
Therefore, both fL and Log have essentially the same complexity if the
standard representation fS is easy. Equation (5) shows that this is the case
for fields with small characteristics. Moreover, Corollary 5 will show that
fS is easy for every q 5 pn, where p 2 1 has only small prime factors.
In the literature, one finds more related logarithm functions. One of
these is a polynomial that maps x 5 bz in GF(q) into another element of
GF(q) corresponding to the integer z. Such a polynomial has been explicitly
determined in [13] and [14]. Analyzing this polynomial within our frame-
work, we can show that the complexity of evaluating this polynomial lies
in a sense between the complexities of Log and fL (for details see [3]).
Finally, we consider a logarithm function whose complexity does not
seem to be related with the complexities of Log and fL, but Section 6 will
show the contrary. This function is Zech’s logarithm (see [2] or [11, p.
368], where it is called Jacobi’s logarithm) that was introduced to simplify
calculations in the logarithmic representation. With the help of the function
Add
p
L , Zech’s logarithm can be defined as the function Zech from a subset
of GF(2)lL to GF(2)lL such that
Zech(x) 5D Add
p
L(x, 0),
where 0 5 fL(1). This means that Zech maps the usual binary form x of
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FIG. 2. Realization of fA using the imbedded-fA-surrogate SLA computing tB .
the integer x into the usual binary form y of y, where by 5 bx 1 1. Obviously,
any upper bound on the complexity of Add
p
L is also an upper bound on
the complexity of Zech. But because bx 1 by 5 by ? (bx2y 1 1) for all x,
y with 0 # y # x # q 2 2, it follows that the function Add
p
L can be
performed by subtracting an integer in usual binary form from another
integer in this form, applying the function Zech and then adding two integers
in usual binary form. Together with the fact that addition and subtraction
of integers in usual binary form can both be done with O(log q) binary-
logic gates, one gets
(12)C2(Zech) # C2(Add
p
L) 5 C2(Zech) 1 O(log q) .
Therefore, the complexity of Zech’s logarithm is essentially the complexity
of adding two elements in their logarithmic representation.
5. STANDARD REPRESENTATION IS THE TWO-WAY
EASIEST REPRESENTATION
Consider two different representations fA and fB of the finite field GF(q).
Obviously, we have fA(x) 5 fA(tB(fB(x))) for every x [ GF(q). The
method of surrogate computation as introduced in Section 3 can be used
to replace an SLA computing t B by its imbedded-fA-surrogate SLA. This
yields an SLA computing fA as depicted in Fig. 2. (Note that the SLAs
are in fact depicted as their corresponding GF(q)-gate circuits. Observe
also that (tB)A denotes the fA-associate of tB as defined in (6).) It is obvious
that the cascade of tA and fA at the output can be omitted. Further, we
know that each output component of fB can assume only the values 0 or
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1 and, therefore, each following fA can be replaced by its restriction to
the domain h0, 1j , GF(p). Every component function of this restriction
of fA must either be constant, be x or be 1 1 (21) ? x, and this shows that
the algebraic complexity of the restriction of fA is at most 2. This yields
the following bound:
Cq(fA) # Cq(fB) 1 MA ? Cq(tB) 1 2 ? lB. (13)
Similar arguments can be applied for the realization of tA(.) 5
tB(fB(tA(.))) using the imbedded-fA-surrogate SLA computing fB (for
details see [3]) and one gets
Cq(tA) # MA ? Cq(fB) 1 Cq(tB) 1 2 ? lB. (14)
Inequalities (13) and (14) together show that if the functions Add and Mult
for a binary representation of GF(q) are both easy, then this representation
is among the two-way easiest representations of GF(q) in the following
precise sense:
THEOREM 3. Given two binary representations fA and fB of GF(q), then
Cq(fA) 1 Cq(tA) # (MA 1 1) ? (Cq(fB) 1 Cq(tB)) 1 4 ? lB .
A direct consequence of Theorem 3 is that the standard representation
fS is one of the two-way easiest representations of GF(q).
COROLLARY 4. Given the standard representation fS and an arbitrary
binary representation f of GF(q) with l 5 O(log q), then
Cq(fS) 1 Cq(tS) 5 O(log q)2 ? (Cq(f) 1 Cq(t)).
Proof. Applying the bound of Theorem 3 with fA 5 sS and fB 5 f
and using the upper bound O(log q)2 of (4) on MS together with the
hypothesis l 5 O(log q) gives the bound of the corollary. n
To get an efficient realization of the function fS, it is often convenient
to use the method of computation that led to inequality (5) showing how
fS can be computed by computing the corresponding function in the ground
field. We now apply Theorem 3 in the ground field to obtain the following
corollary, which shows that the standard representation fS of GF(q) is two-
way easy if there is a two-way easy binary representation of the ground
field. In particular, by taking the arbitrary binary representation of the
ground field to be the logarithmic representation fL, the following corollary
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shows that the standard representation fS is two-way easy for every q 5
pn, where p 2 1 has only small prime factors.
COROLLARY 5. Given the standard representation fS of GF(q) and an
arbitrary binary representation f(p) of GF(p) with l 5 O(log p) and q 5
pn, then
Cq(fS) 1 Cq(tS) # n ? Cp(f(p)) 1 n ? O(log p)2 ? Cp(t (p)) 1 n2 ? O(log p) .
In particular,
Cq(fS) 1 Cq(t S) 5 O(log q)2 ? pm 1 O(log q)3,
where pm is the largest prime dividing p 2 1.
Proof. Using (3) and (5), we see that Cq(fS) 1 Cq(t S) can be bounded
from above by n ? Cp(f
(p)
S ) 1 n
2 ? O(log p) 1 O(log q). Applying inequality
(13) with fA 5 fS and fB 5 f to bound Cp(f
(p)
S ) and using the upper
bound (4) on MS together with the hypothesis l 5 O(log p) gives the first
inequality of the corollary.
To bound Cq(fS) 1 Cq(tS) with f(p) 5 fL for p 2 1 having only small
prime factors, we apply bounds (8) and (10) for the logarithmic repre-
sentation fL of GF(p). It follows directly that Cq(fS) 1 Cq(tS) 5 n ? O(log
p)2 ? pm 1 n ? O(log p)3 1 n2 ?O(log p). n
Suppose that there is a two-way easy binary representation of GF(q).
For this case, the following corollary shows that the two-way complexity
of any binary representation f of GF(q) is closely related to the maximum
complexity M of the functions Add and Mult for this representation f.
Note that this maximum complexity M of Add and Mult is defined as an
algebraic complexity but, because of the close relation (7) between M and
the circuit complexity M˜, the following corollary could also be formulated
using M˜ in place of M.
COROLLARY 6. If the standard representation fS of GF(q) fulfills
Cq(fS) 5 O(log q)i, then it follows for any binary representation f of GF(q)
with l 5 O(log q) that
As ? M # Cq(f) 1 Cq(t) 5 O(log q)i ? M.
Proof. First observe that Add(x, y) 5 f(t(x 1 t(y)) and Cq(Add) #
Cq(f) 1 2 ? Cq(t) 1 1. Because similar relations hold for Mult, the left
inequality follows. The right inequality is a direct consequence of Theorem
3, the upper bound of (3) on Cq(tS), the fact that lS 5 O(log q), and the
hypothesis Cq(fS) 5 O(log q)i. n
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FIG. 3. Realization of fAtofB using the imbedded-fB-surrogate SLA computing tA .
6. CLOSE RELATION BETWEEN ZECH’S AND DISCRETE LOGARITHM
Consider the function fAtofB: Im(fA) R Im(fB) defined by
fAtofB(.) 5 fB(tA(.)) that maps fA(x) into fB(x) for every x in GF(q). In
Fig. 3, fAtofB is realized by using the imbedded-fB-surrogate SLA comput-
ing t A in GF(q). Obviously, the cascade of tB and fB at the output can be
eliminated. The fB’s at the input can be replaced by their restrictions to
the inputs 0 and 1 in GF(q) as in Section 5. Now, all remaining functions
needed in the computations of Fig. 3 can be replaced by their binary
equivalents. For the restrictions of fB, their binary equivalents can be
computed with at most one operation in GF(2). Further, using the surrogate
SLA in GF(2) yields the bound
C2(fAto
p
fB) # M˜B ? Cq(tA) 1 lA. (15)
It follows from Theorem 2 that this upper bound on C2(fAto
p
fB) also gives
an upper bound on Cq(fAtofB), namely Cq(fAtofB) # 3 ? C2(fAto
p
fB).
Note that the close relation (7) between M˜ and M allows us to state the
results in terms of M instead of M˜.
The mappings between representations are of special interest when one
of them is the standard representation fS (cf. Section 3). If the inverse
mapping t of the second representation f is easy, then inequality (15) can
be used to show that ftofS is also easy and that fStof is about as difficult
as the most difficult function Add or Mult for the representation f. The
following theorem states this more precisely.
THEOREM 7. Given the standard representation fS and an arbitrary bi-
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nary representation f of GF(q) with l 5 O(log q), then the following inequali-
ties hold:
C2(ftof
p
S) 5 O(log q)2 ? Cq(t)
M˜ 2 O(log q)2 ? Cq(t) # C2(fSto
p
f) 5 O(log q) ? M˜ .
Proof. The first inequality is a direct consequence of (15), the upper
bound (4) on M˜S , and the hypothesis l 5 O(log q). From the obvious relations
C2(Add
p
) # 2 ? C2(ftof
p
S) 1 C2(Add
p
S) 1 C2(fSto
p
f)
C2(Mult
p
) # 2 ? C2(ftof
p
S) 1 C2(Mult
p
S) 1 C2(fSto
p
f),
it follows that
M˜ # 2 ? C2(ftof
p
S) 1 M˜S 1 C2(fSto
p
f). (16)
Using the first inequality of the theorem and the upper bound (4) on M˜S,
we obtain
M˜ 2 O(log q)2 ? Cq(t) # C2(fSto
p
f).
Using inequality (15) together with the upper bound (3) on Cq(tS) and the
fact that lS 5 O(log q), we obtain the final inequality of the theorem. n
This theorem can be applied in various ways (see [3]). In what follows,
we restrict ourselves to showing interesting relations between the functions
introduced in Section 4. The following corollary asserts that, for any finite
field, the logarithm function used in public-key cryptography has about the
same complexity as has adding of two field elements given in the logarithmic
representation. The complexity of addition here is measured as circuit
complexity, but Theorem 2 also allows one to obtain similar results for the
algebraic complexity of addition.
COROLLARY 8. For the mappings between the standard and the logarith-
mic representations of GF(q), i.e., between fS and fL, the following
bounds hold:
C2(fLto
p
fS) 5 O(log q)3
C2(Add
p
L) 2 O(log q)3 # C2(Log) 5 O(log q) ? C2(Add
p
L).
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If Cq(fS) 5 O(log q)i, then
C2(Add
p
L)/O(log q)2 5 Cq(fL) 5 O(log q) ? C2(Add
p
L) 1 O(log q)i.
Proof. The first two inequalities follow from Theorem 7 and the
upper bound (8). One notes that, because Add
p
L depends on 2 ? lL 5
2 ? log2 q inputs, the complexity of AddpL must be at least 2 ? log2
q 2 1 and therefore (9) implies that MultpL is never substantially more
complex. Therefore M˜L is essentially equal to the complexity of Add
p
L.
To obtain the last inequality, one uses inequality (11) together with the
fact that Cq(fL) $ log2 q. n
Because of the close relation (12) between the complexity of Zech’s
logarithm and that of the function Add
p
L, it follows from (17) that computing
Zech’s logarithm Zech is about as difficult as computing the logarithm
function Log used in public-key cryptography. Because this holds for every
finite field, we know either that Zech’s logarithm cannot be used to simplify
calculations made in the logarithmic representation of GF(q) or else that
the logarithm function used in public-key cryptography is much easier than
the discrete logarithm itself.
The second part of Corollary 8 shows that the functions Log, fL , and
Zech all have similar complexities when the standard representation fS is
two-way easy. It follows in particular that using Zech’s logarithm does not
simplify calculations in the logarithmic representation of a finite field
GF(pn) where p 2 1 has only small prime factors (e.g., GF(2n)).
7. RELATIONS BETWEEN ALGEBRAIC AND CIRCUIT COMPLEXITY
This section extends Theorem 2, which shows a close relation between
algebraic and circuit complexity for certain functions. We restrict ourselves
to functions f : GF(q) R GF(q), but all the results of this section can be
extended to functions mapping GF(q)a to GF(q)b.
It is shown in [3] that, given a lower bound on the algebraic complexity
of f, there is a specific Boolean function having almost the same lower
bound on its circuit complexity. The result is not entirely satisfying
because the choice of the associated Boolean function is quite arbitrary
and its complexity could be much larger than that of f. It would be
much more natural to have a close complexity relation when the Boolean
function is defined with the help of the standard representation fS. The
following theorem relates the complexities of an arbitrary function f
and its fS-associate fS(.) 5 fS( f (tS(.))) as defined in Section 3. The
result is not stated in terms of the algebraic complexity of fS , but rather
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in terms of the closely related and practically relevant circuit complexity
of its binary equivalent f˜ S .
THEOREM 9. Given the standard representation fS of GF(q), for any
function f : GF(q) R GF(q), the binary equivalent f˜ S of fS(.) 5 fS( f (tS(.))):
Im(fS) R Im(fS) satisfies
Ad ? (Cq( f ) 2 Cq(fS) 2 O(log q)) # C2( f˜ S) 5 O(log q)2 ? Cq( f ). (18)
Any binary representation f of GF(q) with inverse mapping t and l 5
O(log q) satisfies
Cq(fS) # Cq(f) 1 O(log q)2 ? Cq(t). (19)
Proof. The definition of fS implies that f(.) 5 t S( fS(fS(.))) and, there-
fore, that
Cq( f) # Cq( fS) 1 Cq(fS) 1 Cq(tS).
Equation (3) shows that tS is easy and Theorem 2 gives a lower bound on
C2( f˜ S) in terms of Cq( fS). This yields the first inequality in (18). The second
inequality in (18) follows from using the fS-surrogate SLA to compute f˜ S
in GF(2), which implies
C2( f˜ S) # M˜S ? Cq( f ),
and from the upper bound (4) on M˜S . Inequality (19) is a consequence of
(13) applied to fS , together with the bound (4) on M˜S and the hypothesis
that l 5 O(log q). n
Lempel et al. [5] showed for fields GF(q) with small characteristics p
that algebraic complexity Cq is essentially circuit complexity. Indeed, the
condition that GF(q) has small characteristic p has been considered to be
necessary for this equivalence (e.g., see [6]). But the condition that p 2 1
has only small prime factors is sufficient.
COROLLARY 10. Let fS be the standard representation fS of GF(q) with
q 5 pn and let pm be the largest prime dividing p 2 1. If pm 5 O(log q),
then it holds for any function f : GF(q) R GF(q) and the binary equivalent
f˜ S of its fS-associate fS(.) 5 fS( f (tS(.))) that
Ad ? Cq( f ) 2 O(log q)3 # C2( f˜ S) 5 O(log q)2 ? Cq( f ).
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Proof. For p 2 1 having only small prime factors, Corollary 5 gives an
upper bound on Cq(fS) that, together with the bound of Theorem 9, yields
the bound of this corollary. n
8. CONCLUDING REMARKS
A specific notion of binary representations of finite fields was introduced.
This permits one to study binary representations in terms of algebraic
complexity. Several new insights and relations concerning the standard and
the logarithmic representation were deduced. In particular, it was shown
that the circuit complexity of Zech’s logarithm is closely related to the
circuit complexity of the discrete logarithm used in public-key cryptography.
The following interesting question could be solved only partially in this
paper.
OPEN PROBLEM. Is there a two-way easy binary representation for every
finite field?
Actually, it remains only to solve the problem for prime fields where the
field size minus 1 has a large prime factor. If the problem is solved, then
the standard representation is also two-way easy for every finite field and
this has several further consequences. In particular, it would follow that
the algebraic complexity and the circuit complexity are equivalent for every
finite field.
We have seen that the notion of binary representations of finite fields
provides new insight into the algebraic complexity of functions. Recently,
we exploited binary representations to device an efficient algorithm for
factoring polynomials in an arbitrary finite field (see [4]). We expect that
the notion of binary representations will prove useful in other applications
as well.
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