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Abstract
In both crystalline and amorphous solids, plastic deformation consists of intermittent jumps called avalanches,
whose sizes are power-law-distributed over a scaling regime. In this thesis, we study the statistics of a simple
mean-field avalanche model, with emphasis on both theoretical calculations and application to the analysis
of experimental data on material deformation.
We establish a relationship between the simple mean-field model and a continuous time model called
the ABBM model, originally proposed as a phenomenological model of Barkhausen noise in magnets. The
relationship is formally valid for ductile materials without significant weakening, but the results of our
calculations are expected to apply to the small avalanches even in materials with high weakening.
We then use the ABBM model to calculate several exact results concerning a system’s maximum velocity
during an avalanche. We find that the scaling of the maximum velocity distribution agrees with experiments
on crystal plasticity. Left over from our calculations are several experimental predictions ready to be tested.
The maximum velocity is a robust experimental observable and it has several distinct advantages over the
more commonly-considered avalanche durations, so we expect our predictions to be useful in future tests of
avalanche statistics in experimental systems.
Then, motivated by recent creep deformation experiments that find scale-invariant avalanches, we develop
a scaling theory for thermally-activated avalanches in the simple avalanche model near the critical point and
at low temperature. We highlight several generic predictions for how statistical observables scale with
temperature.
Finally, we use the simple avalanche model to study how experimental avalanche measurements are
influenced by the time resolution of the data. Using both experimental data and simulation data from the
model, we determine how measured quantities change with resolution. From these relationships, we develop
methods to diagnose when the time resolution low enough that it changes the measured avalanche statistics.
We also propose a new analysis method that allows us to extract accurate size statistics from low-resolution
data, and show that it is successful both on simulation data and downsampled high-resolution experimental
data.
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Chapter 1
Avalanches and crackling noise
1.1 Avalanches and crackling noise
An avalanche is a burst of activity caused by a chain reaction in a system with many coupled degrees of
freedom. In certain systems, a small fluctuation has a chance of triggering additional activity, which can
eventually build into a very large cascade. Many systems that exhibit avalanche behavior are near a non-
equilibrium critical point [1]. A system in the critical state is highly susceptible to external perturbations,
exhibits scale invariance over many orders of magnitude of distance, and has universal scaling properties
independent of the details of the system’s composition.
Avalanches are observed in a variety of dynamical systems, including magnetic materials [1, 2], charge
density waves [3, 4], vortices in superconductors [5], fracture propagation [6], earthquakes [7, 8], crystal
plasticity [9, 10, 11, 12, 8], amorphous plasticity [13, 14, 8, 9, 15, 16, 17, 18] . Although these processes
involve systems with different microscopic details, on long length scales, the statistical scaling behavior of
avalanches appears to have universal properties [7, 12, 4, 19, 20, 18].
1.2 Plastic deformation: theory and experiment
One extensively studied model that exhibits avalanche behavior is an elastic interface in a disordered medium.
At zero temperature and for small values of external force, the interface is pinned by impurities and remains
stationary, but as the stress is increased, the interface begins to slip forward in short, intermittent bursts
(avalanches). When the stress Σ reaches a critical value Σc, the interface begins to move forward with a
constant average velocity v ∼ (Σ − Σc)β . β is known as a universal exponent: its value depends only on
the range of the interactions, the dimensionality of the system, symmetries, and broad characteristics of the
disorder, but not on details like the stiffness of the material or the strength of the disorder. In addition to
β, many quantities are known to be universal. The point in parameter space where Σ = Σc is known as the
depinning transition and is a non-equilibrium critical point. Systems that have the same values for universal
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quantities near the critical point, but are different in detail, are said to belong to the same universality class.
In the presence of long-ranged elasticity, it has been argued that the mean-field approximation (MFT)
should give correct universal predictions for interfaces of spatial dimension greater than two [7, 2, 59].
Many real experimental systems should then be described correctly by mean-field theory in their universal
properties. The MFT has the benefit that many quantities can be computed exactly.
We work with a simple mean-field avalanche model of material deformation that has a non-equilibrium
critical point in the interface depinning universality class as well as a dynamical weakening parameter [20].
The model has a simple threshold dynamics and assumes mean-field interactions since they are expected to
give correct universal predictions even near the critical point for slip planes in solid systems. The weakening
parameter captures the fact that some materials become weaker as they slip. Weakening is particularly
important for modeling amorphous material and earthquakes, as we will explain in greater detail below. In
addition to tuning the system away from criticality, weakening can cause qualitative changes to the overall
dynamics. The most notable effect is that if the weakening is significant, there are quasiperiodically recurring
large events. In Chapter 2 we review the model in detail.
Recently there has been a lot of progress in determining the range of validity of the simple avalanche
model, through theoretical arguments, simulations, and, most importantly, experiments. Likewise, there has
been progress in using and extending avalanche models to address more specialized problems.
1.2.1 Crystal plasticity
A wide variety of crystalline systems have been shown to deform in power-law avalanches [9, 10, 21, 24, 25, 26]
with a power law distribution P (S) ∼ S−τ and τ near or slightly above the mean field theory prediction
τ = 3/2. In [11], the tuned nature of the critical point was demonstrated via a stress-tuned data collapse
of slip avalanche sizes in nanocrystals with exponents and scaling function that agreed with the mean field
predictions. In [27], it was argued that creep-related stress relaxation during the quiet periods between
avalanches in larger systems with hardening (such as microcrystals), at finite temperature, can cause the
system to undergo oscillatory approaches to the critical point. This can explain quasi-periodicity of large
avalanches, as well as faster-than-expected power law decay of avalanche sizes (essentially the same as
the stress-integrated exponents that we discuss in Section C.3). Recently, the mean field model has been
extended to explain dynamical pinning effects in high-entropy alloys, where the pinning occurs at much
shorter timescales than the conventional Portevin-LeChatellier (PLC) effect [28]. As a result, PLC related
slip avalanches are seen at temperatures as high as 300-600 degrees Celsius. Some two-dimensional dislocation
dynamics simulations have given results that disagree strongly with mean field theory and the presence of
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a depinning-like critical point [29]. However, other simulations [23] have found good agreement with the
simple model. In particular, three-dimensional dislocation dynamics simulations agree with the mean field
theory [21]. Sorting out the differences between various simulation approaches is an ongoing project.
1.2.2 Amorphous plasticity
In amorphous systems the excitations that cause plastic deformation in amorphous materials are called
shear transformation zones (STZs) [30, 31, 32] which are small configurations that rearrange plastically
under stress. The STZs slipping along a shear band are coupled with long-ranged elastic forces, and thus
we expect the simple mean-field avalanche model to apply to the deformation avalanches. Experiments on
mm-size bulk metallic glasses (BMGs) have found remarkable agreement with the model across a range of
quantities (about fifteen statistical measures), including exponents, scaling functions, and temporal avalanche
shapes. [14]
Two-dimensional simulations of amorphous materials have shown power law exponents for the size dis-
tribution that are smaller than the MFT predictions [33] and also finite-size scaling behavior that differs
significantly from MFT [34, 35]. It has been argued that an essential difference between the simple model
and these simulations is that, in the simple model, stress transfer between different regions in the solid are
always positive. However, in bulk elasticity, the stress transfer takes on positive and negative values, in a
quadupolar pattern in the two-dimensional case [33]. One apparent consequence of this is that there is a
pseudogap in the density of excitations as the stress increases [36] and this results in different behavior, even
in a mean field description [37]. It has been argued that this leads to system-spanning events at all stresses,
not just at the critical stress [38, 39]. However, arguments about the possibility of negative stress transfer
do not take into account shear banding. Along a shear band, the stress transfer is positive. This explains
the success of the simple model over more complicated approaches in BMG experiments [14].
The simple model can also be adapted to include a dynamic weakening effect. This weakening effect plays
an important role, especially for BMGs. The result of dynamic weakening is that there are two regimes of
slips: power-law-distributed small slips and periodically recurring large avalanches all of a characteristic size.
Recently, the existence of two regimes with scaling relationships consistent with the mean field avalanche
model was confirmed in BMG experiments [40].
Possible future practical applications include developing non-destructive tests of material properties, as
well as hazard prediction based on avalanche statistics.
3
1.2.3 Earthquakes
It has long been known that the distribution of earthquake magnitudes follows a power law known as the
Gutenberg-Richter distribution [41, 42]. An earthquake fault can be modeled as a two-dimensional slip plane,
coupled to itself through the bulk by long-ranged elastic forces. Again, the mean field model avalanche should
give correct predictions due to long-range elastic stress transfer through the bulk [7]. Indeed, measured
values of the power law are consistent with MFT predictions [43]. However, the Gutenberg-Richter law
holds for catalogs of earthquakes, summed over many faults with widely varying sizes and stresses. Some
individual faults, notably the San-Andreas [44] instead display characteristic earthquake statistics, where
large-magnitude events recur quasiperiodically in time. Characteristic statistics of this sort are predicted by
the mean field model with dynamical weakening [43, 45]. More recent studies of earthquakes on individual
fault zones have found scaling functions [8] and slip-avalanche shapes [46] consistent with the predictions of
the mean-field avalanche model.
The simple model has also been used to inform and build more complicated models of earthquake phe-
nomenology. For instance, a probabilistic model was developed to study a method of predicting large
earthquakes by measure correlations of small earthquakes with tidal forces [47]. The same model was used
for a study of avalanche wait time distributions [48].
1.3 Overview of contents
In this thesis, we will calculate avalanche probability distributions with attention to the extreme value
properties, which have not been studied in detail until recently [49, 50]. We will derive exact predictions for
universal scaling exponents and scaling functions for the statistics of the maximum interface velocity during
an avalanche using the ABBM model, a domain wall model that is closely related to the mean field slip
avalanche model at zero weakening..
The predicted probability distribution for the maximum velocity of an avalanche is described by a power
law P (vm) ∼ v−2m . This basic result has been verified by acoustic emission and high-resolution extensometry
experiments on crystal plasticity [51, 52, 9, 25, 26, 53]. We will argue that the maximum velocity is a
robust and easily-measured quantity that is potentially useful in experimental tests of avalanche theories.
In particular, we expect the maximum velocity will be useful in identifying candidate systems that may be
described by mean field theory, but for which high-resolution time series are difficult to obtain experimentally.
Experiments have found power-law distributed event sizes and waiting times in metallic glasses undergo-
ing creep motion [54]. We show that the simple plasticity theory can be adapted to give a scaling description
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of thermally activated motion near the critical point. We expect these predictions to be applicable to creep
experiments on both crystalline and amorphous materials performed at relatively large loads.
Finally, as a complete change of pace, we consider data at low time resolution, an important problem
in the analysis of experimental plasticity data. We compute the effects of low time resolution on avalanche
size distributions and give quantitative criteria for diagnosing and circumventing problems associated with
low time resolution. We show that traditional analysis of data obtained at low acquisition rates can lead to
avalanche size distributions with incorrect power law exponents or no power law scaling at all. Furthermore,
we demonstrate that it can lead to apparent data collapses with incorrect power law and cutoff exponents. We
propose new methods to analyze low-resolution stress-time series that can recover the size distribution of the
underlying avalanches even when the resolution is so low that naive analysis methods give incorrect results.
We test these methods on both downsampled simulation data from a simple model and downsampled Bulk
Metallic Glass (BMG) compression data and find that the methods recover the correct critical exponents.
In chapters 2 and 3, we review the mean field plasticity model and the closely related ABBM model
respectively and show that they have equivalent predictions for avalanche statistics at slow driving, in duc-
tile systems without significant weakening effects (such as crystals). In chapter 4 we outline the calculation
techniques we developed for the ABBM model and demonstrate how to use them to derive velocity distri-
butions for avalanches of given duration and size, as well as size and duration distributions. In chapter 5
we derive new exact results on the maximum velocity statistics for avalanches in the ABBM model. Then,
in chapter 6 we develop a scaling theory for plastic deformation at finite temperature that makes predic-
tions for creep experiments. Finally in chapter 7 we demonstrate some techniques we recently developed for
analyzing low-resolution experimental data. We include three appendices (in addition to those containing
supplementary material for Chapters 3, 4, and 5). The first gives some simulation results from the simple
model with weakening on avalanche sizes and interevent times. The second consists of some brief calculations
of avalanche distributions for the ABBM model at high rate. The third is a brief note on the effect of highly
disordered pinning distributions on the model predictions.
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Chapter 2
Simple avalanche model for plasticity
2.1 Model definition
We consider one-dimensional motion along a slip surface and let u(x, t) be the local displacement discontinuity
at a local patch at position x on the slip surface at time t. We can consider the general equation of motion
[20]
η
∂u(x, t)
∂t
= Σ(x, t) + σint(x, t)− σp(x, u(x, t)). (2.1)
We will explain each of the terms in Eq. (2.1): The fact that the left-hand side involves a first derivative in
time amounts to the assumption of purely dissipative dynamics where force is proportional to velocity (i.e.
strongly overdamped motion) and η is a dissipation coefficient. We will work in units so that η = 1. The
term Σ(x, t) is an external stress field applied to the system. We assume that patches of the slip plane are
elastically coupled with one another and σint(x, t) is the local stress due to these elastic interactions. Under
linear elasticity, σint takes the form
σint(x, t) =
∫
ddx′dt′J(x− x′, t− t′) [u(x′, t′)− u(x, t)] (2.2)
where the spatial integral is over the d-dimensional slip plane and J(x, t) is the stress transfer function, which
we will assume to be positive. Finally, σp(x, u(x, t)) is a quenched random pinning stress due to disorder in
the system. It is called a pinning stress because it causes patches of the slip plane become pinned locally
until the local stress increases enough to cause them to slip. The random pinning stress can serve as a model
for the pinning of dislocations by defects in crystalline solids [20, 24] or the frictional locking of fault-planes
between tectonic plates [55, 56, 57, 43].
We can use a simple pinning model where the pinning stress at each patch x on the slip plane only
becomes large at a discrete set of pinning sites uαp (x) for α ∈ Z. The sites are distributed independently for
each point x, and the gaps in u between them uα+1(x)p−uαp (x) are drawn independently from a distribution
narrowly peaked about a characteristic value δu. The stress at a pinning point has a characteristic yield
6
Figure 2.1: In the simple cellular model, a slip plane is modeled as an array of elastically coupled cells being
driven at a constant velocity parallel to the plane.
strength τf .
If the external driving stress changes slowly and the pinning sites are sufficiently strong and close together,
the dynamics of individual patches of the slip plane can be approximated as sticking at the pinning site until
the local stress Σ(x, t) + σint(x, t) exceeds τf and then slipping to the next pinning site [7]. When a patch
slips forward, it pulls on neighboring patches and can cause them to slip as well. This chain reaction is
called an avalanche.
It is useful for both analytic computations and simulations to consider a version of the model with a
discrete set of N patches, henceforth known as cells. To model the long range elastic interactions along a
shear band or earthquake fault, we will assume a mean-field interaction where each cell interacts equally
with every other cell and a discrete time step δt over which the cells slip to their next pinning site. Thus,
the stress transfer becomes J(x, t) = JN δ(t− δt), where the delta function means that stress is redistributed
on the subsequent time step. The local stress τi on cell i can be written
τi = (J/N)
N∑
j=1
(uj(t)− ui(t)) + Σi(t). (2.3)
2.1.1 Dynamical weakening
Inspired by earlier earthquake models [55, 56, 57], the mean field avalanche model includes dynamical weak-
ening effects, captured by the addition of a single new parameter, a weakening coefficient  [20]. Dynamical
weakening is similar to the contrast between static and dynamic friction. While an avalanche is happening,
cells that slip have their failure stress reduced to a dynamic value
τd = τf − (τf − τa). (2.4)
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The addition of weakening can have a profound effect on the dynamics of the system. When the weakening
is sufficiently large, the system has quasi-periodically recurring large events, whose size scale like N3/2
where N is the number of cells in the system [45, 20]. In between these large events small events from the
distribution P (S) ∼ S−τ exp(−S/Sc) where Sc characterizes the size of the largest avalanches. Sc decreases
with weakening like Sc ∼ −2 for  1. Thus, for small (but non-negligible) weakening, the theory predicts
quasi-periodic very large events with power law-distributed precursors.
In this thesis, we will generally assume that the material is ductile, so that the weakening is negligible,
the exception being Appendix D, in which we will give some simulation results on the model with weaken-
ing. Even when the weakening is non-negligible, many of the analytical results are applicable to the small
precursors in between large events (see, e.g. [14]).
2.2 Depinning transition
If the external stress is a constant Σ(x, t) = Σ and it is small enough, the system will be stuck in a stable
equilibrium, whereas at high stress the system will move continually. In between, there is a critical stress Σc
at which the system first begins to move. As the critical stress is approached from below the system begins
to slip intermittently in avalanches. At first the avalanches are small in size, but as the critical stress is
approached, they can become unboundedly large. Thus the approach to the critical stress corresponds to a
diverging length scale. The transition between a stationary system and a steadily moving system takes the
form of a second-order phase transition, where the stress Σ is the tuning parameter and the average velocity
v is the order parameter. This non-equilibrium phase transition is called a depinning transition.
On these general grounds, one expects that as the stress is increased above its critical value, the average
velocity increases as
v ∼ (Σ− Σc)β . (2.5)
where β is a universal critical exponent whose value depends only on broad features of the system such as
symmetries, interaction ranges, and dimensionality. In mean field theory, for the threshold pinning dynamics
we have assumed, it can be shown that β = 1 [58, 7]. Additionally, for long-ranged forces where the Fourier
transform of the stress-transfer kernel follows
J(k) ∼ |k| (2.6)
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for small k, the upper-critical dimension of the transition is dc = 2 [7, 59]
1. Above the upper critical
dimension, mean field theory gives a quantitatively correct description of universal critical properties, such
as scaling functions and critical exponents. For a two-dimensional slip surface with long ranged stress transfer
(J(r) ∼ r−3), as in a slip-plane or slip-fault in solid system [7], the system is at its upper critical dimension,
which means that MFT gives correct predictions up to small logarithmic corrections.
2.3 Dynamics at constant driving rate
Instead of a constant load, we can consider an external stress from a loading spring moving at a fixed driving
rate vd. In Eq. (2.3) becomes
τi = (J/N)
N∑
j
(uj − ui) +K(vdt− ui), (2.7)
where K is the stiffness of the loading spring.
The dynamics governed by a simple condition that a cell slips forward by an amount δu once its local
stress goes above a certain failure threshold τf . For simplicity, we take both δu and τf to be the same for
each cell and every slip event, though introducing a small amount of disorder in these quantities does not
change the behavior. According to Eq. (2.7), when a given cell slips, its local stress decreases by an amount
(J + K)δu (assuming large N) while the local stress of each of the other cells increases by the amount
(J/N)δu. We will call the small value of stress that the cell goes to after slipping the arrest stress τa. There
is a relationship between the characteristic slip distance δu and the characteristic stress decrease τf − τa in
that
δu = (τf − τa)/(J +K). (2.8)
The total amount of stress redistributed onto the rest of the system is
N(J/N)δu =
J
J +K
(τf − τa) ≡ c(τf − τa) (2.9)
where we included a factor of N since all N cells see a stress increase of (J/N)δu. We defined a parameter
c ≡ JJ+K . This is called the stress conservation parameter since it determines the fraction of stress that gets
redistributed to the system. The remaining stress is lost as the loading spring relaxes during the avalanche.
Since when a cell slips, it increases the stress on every other cell, it can cause other cells to slip in turn.
The chain reaction that ensues is called an avalanche and is characterized by a sequence {nt}, where t is an
1As opposed to the situation where J(k) ∼ k2, indicative of short-ranged elastic forces with σint ∼ −∇2u., in which case
the upper critical dimension dc = 4 and mean field theory does not hold for systems in physical dimensions.
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integer representing time and nt is the number of cells that slip at time step t. An avalanche ends when no
more cells slip, i.e. n = 0. Then, the loading spring will increase the stress until the next most unstable cell
is triggered to slip.
The following simple algorithm illustrates the working of the model when the driving rate vd is so small
that its effect during avalanches is negligible:
1. If all of the cells are below the the failure stress, increase the stress until the most unstable cell is at
the failure stress.
2. For each cell at or above the failure stress, lower its stress to the failure stress and increase the stress
of every other cell by c/N.
3. Repeat step 2 until all cells are below their failure stress. Then the avalanche is over. Return to step
1.
Note that this is similar to the dynamics of a (mean-field) sandpile model.[60, 61]. The balance between
slow driving and avalanche response is reminiscent of self-organized criticality (SOC) [62, 63]. However, our
system clearly exhibits tuned criticality: it has a relevant tuning parameter c (as well as a driving rate and
weakening parameter that also move the system away from criticality as they increase from zero). One of
the common, sometimes argued prerequisite, features of SOC is a conservation law [64]. The system has
conservation of stress as c → 1, but it is broken for c < 1, and thus the parameter c tunes away from
criticality. (See [65, 66] for more details on the relationship between interface depinning and sandpiles.)
There are several quantities that characterize an avalanche. If an avalanche starts at time step ti and
ends at time step ti+T, T is called the avalanche duration. The avalanche size S has several commonly used,
closely-related definitions. It may be defined as the total distance the system slips during the avalanche,
or the total amount the stress on the driving spring drops. At very slow driving rates vd, both of these
quantities are proportional to the total number of cells that slip, so we can define
S =
ti+T∑
t=ti
nt (2.10)
with the understanding that the avalanche sizes measured in experiment will be approximately propor-
tional to this and that more care may be needed when the driving rate is non-negligible (for instance, see
Section 7.3).
10
2.3.1 Avalanche size statistics
Although the model is deterministic given a realization of the pinning sites, the exact profile {nt} of a
particular avalanche is a complicated function of the initial stresses on each of the cells. As a result, it is
more useful to characterize the avalanche stochastically.
Before an avalanche starts the cells will have local stresses τi between the failure stress τf and the arrest
stress τa and they can be ordered by their relative stability, where the first cell is the most unstable (τ1 is
closest to τf ), the second is second most unstable, and so on. When an avalanche is about to begin, the
most unstable cell has τ1 = τf .
An avalanche will stop once a cell that fails does not redistribute enough stress to cause the next most
unstable cell to fail. If we let Xn be the amount of additional stress needed for the n+ 1-th most unstable
cell to fail, i.e. Xn ≡ τf − τn+1 and we let Yn be the total amount of stress redistributed by the failure of
cells one through n, then the avalanche will end on the first cell n such that
Zn ≡ Yn −Xn < 0. (2.11)
We will show, following [45] that Zn can be statistically characterized as a random walk in n and that
therefore the avalanche size is a first passage time to the original of a random walk.
We assume that the cell stresses are uniformly distributed between τa and τf .
2 Then, the gaps between
the cell stresses ∆Xn = Xn −Xn−1 will have mean value
〈∆Xn〉 ≈ τf − τa
N
. (2.12)
Furthermore, the gaps will be approximately independent of one another as long as n is not very large
compared to the total number of cells N and the Xn will resemble a Poisson process [67], The gap are thus
exponentially distributed with mean
τf−τa
N . Since the standard deviation of an exponential distribution is
just its mean, the standard deviation of the gap will also be
τf−τa
N .
If we let Yn be the total amount of stress redistributed once cell n has failed, then we have
∆Yn ≡ Yn − Yn−1 ≈ c
N
(τf − τa) (2.13)
with c = JJ+K. The fluctuations in this quantity will be only due to the quenched randomness, and we will
assume it to be negligible compared to the fluctuations in ∆Xn, although this assumption does not effect
2This is a reasonable assumption since if the cells start in a uniform configuration they will remain in one. Thus the system
will converge to this stable steady state from any initial condition. Furthermore, it can be verified by simulation [45]
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the universal properties of the solution.
Thus we have that Zn = Yn −Xn is a random walk with mean increment
〈∆Zn〉 = 〈∆Yn〉 − 〈∆Xn〉 = (c− 1)
N
(τf − τa) (2.14)
and standard deviation
σ ≈ τf − τa
N
. (2.15)
For large avalanches, the size distribution will be the same as the first passage time to the origin for a
random walk with drift toward the origin. For a random walk with mean step size −µ and variance σ2,
starting at position x0 > 0, the distribution of first passage times to the origin is [68]
P (t) =
x0
t
1√
2piσ2t
e−
(x0−µt)2
2σ2t ∼ 1
t3/2
e−
µ2
2σ2
t (2.16)
for small x0. Plugging in µ =
1−c
N (τf − τa) and σ = τf−τaN gives
P (S) ∼ 1
S3/2
e−
(1−c)2
2 S . (2.17)
Note that Eq. (2.17) takes the scaling form P (S) ∼ S−τF(S/Sc) where τ = 3/2 is a mean field scaling
exponent, F is a decaying scaling function (in this case an exponential decay) and Sc is a large size cutoff
that determines the scale of the largest avalanche sizes. In this case we have
Sc ∼ (1− c)−2. (2.18)
This scale diverges as c→ 1, which suggests that we may view c = 1 as a critical value. We will expand on
this in the next section.
2.3.2 Statistical dynamics of an avalanche
The statistics of an avalanche’s evolution in time follows is a simple Markov process [69, 7]. If, at time t
during the course of an avalanche, nt cells slip, the probability distribution P (nt+δt) of the number of cells
that will slip as a result at the next time step t+ δt is given by a Poisson distribution
P (nt+1) =
(cnt)
nt+1
nt+1!
e−cnt (2.19)
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where c ≡ J/(J+K) and for simplicity we’ve assumed very slow driving compared to the timescale on which
avalanches occur. The average of this distribution is 〈nt+1〉 = cnt, so each cell triggers on average c others.
Therefore, the value of c determines whether or not avalanches are self-sustaining. For c < 1, they must
eventually die down and for c > 1, they are able to grow without bound. The value c = 1 that separates these
two behaviors is called the critical point. If c is tuned just below the critical point and the driving velocity
vd is slow, the interface exhibits jerky, steady-state motion under an average pulling stress 〈Σ〉 = cΣc [2].
As c approaches 1, the system approaches a steady state in which the stress stays near its critical value.
Eq. (2.17) shows that near criticality, the distribution of avalanche sizes has a scaling form with a
characteristic size Sc ∼ (1− c)−2 that diverges as the transition is approached. In particular,
P (S) = S−3/2F (−Sk2) (2.20)
where k ≡ 1− c and F(x) ∝ e−x/2 [7]. The renormalization group picture for the depinning transition [58]
suggests that this scaling form should be universal. In other words, the exponents and scaling function
F should only depend on the dimensionality of the system, symmetries and range of interactions. A full
analysis reveals that mean-field theory makes correct predictions for the exponents and scaling function in
dimensions less than or equal to 3 if the system has sufficiently long-ranged elastic forces [2, 7]. Therefore,
despite its simplicity and unphysical interactions, the mean-field model should do just as well as a more
realistic model at predicting universal quantities near the depinning transition.
Now, we will show that in the cellular plasticity model, the number of cells nt that fail at time step t
follows a discrete time Markov process with transition probability
P (nt+δt|nt) = ρ(nt)
nt+δt
nt+δt!
e−ρ(nt) (2.21)
where ρ(nt) = 〈nt+δt〉 and we have
〈nt+δt〉 = Jnt +Knd
J +K
(2.22)
where nd ≡ vd/δu. This rule can be derived from the following picture, (see e.g. Refs. [7, 46]): We first
divide the interface into N cells of equal volume that are coupled to one another with a mean-field coupling
(infinite range) and also each coupled to a driving spring that pulls the interface at an average velocity vd.
This means that the total local stress on the i’th cell is given by
τi = (J/N)
N∑
j 6=i
(uj − ui) +K(vdt− ui) (2.23)
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where J is the elastic coupling between the cells, K is the coupling to the driving point and the ui are the
positions of the cells along the direction of motion.
To capture the dynamics due to the pinning forces, a cell slips forward by an amount δui as soon as its
local stress is above a threshold τs,i. This raises the stress on every other cell by an amount δτj = (J/N)δui
and decreases cell i’s stress by an amount |δτi| = (J+K)δui. Assuming that the stress drops, δτi, and failure
stresses, τs,i, are distributed very narrowly around the values δτ and τs, respectively, each cell’s stress will
be approximately confined to the interval [τs − δτ, τs] . Then, each cell that did not slip at a given time step
will experience a stress increase of
∆τt = nt
Jδτ
N(J +K)
+Kvdδt (2.24)
where nt is the number of cells that slipped at time t and δt is the duration of a time step. If we further
assume that the stresses of the cells that did not slip at time t are uniformly distributed within [τs,i − δτ, τs,i] ,
the cells that fall at time t+ δt will be the ones with stresses greater than τs,i −∆τt. This means that each
cell has a ∆τt/δτ chance of slipping at the next time step t + δt and that the average number of cells that
slip is
〈nt+δt〉 = N∆τt
δτ
=
ntJ
(J +K)
+
NKvdδt
δτ
. (2.25)
Writing the average number of cells that slip per time step in terms of the pulling velocity as nd = vdNδt/δu
and rearranging gives
ρ(nt) = 〈nt+δt〉 = Jnt +Knd
J +K
(2.26)
which has 〈nt+δt〉 = 〈nt〉 = nd as a steady state average. Since we expect an average of ρ(nt) cells to slip in
the next time period, nt+δt is Poisson distributed as in Eq. (2.21).
As also pointed out in Ref. [70], an update rule like Eq.(2.21) derived in the shell model of the random
field Ising model [69] is equivalent to the ABBM model in the continuum limit. This follows from the
Gaussian approximation to the Poisson update rule, which is valid for large ρ(nt) and is given by
nt+δt = ρ(nt) +
√
ρ(nt)ηt, (2.27)
where ηt is a univariate Gaussian random variable with zero mean. Assuming that K/J is small and that
terms multiplied by it can be neglected in the fluctuation term when ρ(nt) is large, we have
nt+δt − nt ≈ −K
J
(nt − nd) +√ntηt. (2.28)
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In the next chapter, we will consider the ABBM model, which obeys an equation of motion similar to
Eq. (2.28).
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Chapter 3
ABBM model
3.1 Model definition
The ABBM model [71] was proposed by Alessandro et al. in 1990 as a phenomenological model for Barkhausen
noise in magnets. However, it serves more generally as a mean-field theory for interface motion in the pres-
ence of pinning disorder and long-ranged forces [2, 72, 19, 70]. A wide variety of systems can be described
on a mesoscopic level as interfaces moving through disordered media, including domain walls in magnets,
fluid contact lines, vortex lines in superconductors, and strike-slip faults [7, 59].
A d-dimensional interface (or domain wall) propagating in a d+ 1-dimensional medium can be described
by a function u(x, t) that gives its position along the propagation direction. We make the assumption that
the interface is sufficiently flat that regions with “overhangs” (such that u(x, t) would become multivalued
in x) can be ruled out. In the ABBM model, the interface is reduced to a single degree of freedom, the
center-of-mass position
u(t) =
1
Ld
∫
u(x, t)ddx, (3.1)
which obeys the equation of motion
η
du
dt
= k (vdt− u) + F (u), (3.2)
where vd is the constant driving rate, k is an elastic coupling to the driving force, and F (u) is a random
effective pinning force. The first derivative on the left-hand side of Eq. 3.2 constitutes an assumption of
over-damped motion. We will always work in units where the damping constant η = 1 and will drop it from
equations from here on. We also define a new constant c ≡ kvd. Thus Eq. 3.2 can be written as
du
dt
= ct− ku+ F (u). (3.3)
The pinning force F (u) is assumed to be a Brownian motion in u, i.e. it is Gaussian, has mean 〈F (u)〉 = 0
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and has correlations
〈F (u)F (u′)〉 = 2Dmin(u, u′) (3.4)
where D is a constant that characterizes the strength of the pinning disorder.
In contrast to the short-ranged (delta function) correlations typically seen in Langevin equations, F (u)
is correlated over a large distance. However, is important to note that this long-ranged correlation of
the effective pinning force does not constitute the assumption of long-ranged correlations for the physical
disorder1. Under certain assumptions, the Middleton no-passing theorem [73] guarantees that the interface
motion obeys v(t) > 0 at all times. This means that u(t) is monotonically increasing and we can choose to
study the system’s evolution in either u or t.
An equation of motion for v can be obtained by differentiating Eq. (3.2) with respect to u. This gives,
dv˜
du
= −k + c
v˜
+ w(u), (3.5)
where v˜(u) ≡ v(t(u)) and w(u) = dF/du. Since the derivative of Brownian motion is white noise, the
correlations in w(u) are given by
〈w(u)w(u′)〉 = 2Dδ(u− u′). (3.6)
Eq. (3.5) can be interpreted as the motion v˜(u) of a Brownian particle in a logarithmic potential U˜(u) =
ku− c log(u).
To get a time evolution equation, we multiply both sides of Eq. (3.5) by v = du/dt. This gives
dv
dt
= −kv + c+ vw(u). (3.7)
We can make the noise an explicit function of t by observing that the correlator must obey
〈w(u(t))w(u(t′))〉 = 2Dδ(u(t)− u(t′)) = 2Ddu
dt
δ(t− t′). (3.8)
Thus it makes sense to define a noise η(t) = w(u(t))/
√
v(t), giving
dv
dt
= −kv + c+√vη(t), (3.9)
1To see this, consider the pinning field F (x, u) in the medium. In interface models, one typically assumes a short-ranged
correlator 〈F (x, u)F (x′, u′)〉 ∼ δ(x − x′)∆(u − u′), where ∆(u) is sharply peaked at the origin [58]. However, the effective
correlations in the total pinning force F (u) =
∫
F (x, u(x))ddx are actually long-ranged [2]. This is because different pieces of
the interface move forward at different times. An incremental change in the center of mass position u comes from a small piece
jumping forward and this will only cause an incremental random change to the total pinning force. Thus a Brownian motion
in u is a physically sensible model for the effective disorder.
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where the noise η(t) is Gaussian, has zero mean, obeys
〈η(t)η(t′)〉 = 2Dδ(t− t′), (3.10)
and is interpreted in the Itoˆ sense (see the appendix, section A.1). The interpretation can be verified by
demanding that Eq. (3.9) predict the correct steady state distribution [71]
P (v, t→∞) ∝ v−1+c/D exp(−kv/D), (3.11)
which can also be derived from Eq. (3.5) [2]. It has been shown rigorously that the ABBM model gives the
statistics of the mean field theory of interface depinning in the quasistatic limit [74].
Eq. (3.9) will be the most useful for understanding the avalanche statistics. Incidentally, we notice
that Eq. (3.9) is identical to the equation satisfied by interest rates in the Cox-Ingersoll-Ross bond pricing
model [75]. A similar
√
v-multiplicative noise process also appears in reaction-diffusion systems driven by
internal noise [76]. The dynamics of this process is characterized by power-law statistics of avalanche sizes
and durations, and long-range temporal correlations with power spectrum S(f) ∼ f−a, where f is the
frequency and a > 1.
3.2 Avalanches in the ABBM model
The stochastic process defined by Eq. (3.9) is well-studied [77, 75, 78] The fact that v′(t) → c as v → 0
guarantees that v never becomes negative, although, remarkably, v can become zero instantaneously, provided
that c/D < 1/22.
Avalanches are periods of continuous forward motion. Thus, in the ABBM model we can define an
avalanche of duration T to be an excursion in the velocity v(t), which is a path that starts and ends with
v(t0) = v(t0 + T ) = 0 with v(t) > 0 for t0 < t < t0 + T . The size of an avalanche is defined to be the total
amount of motion during the avalanche:
S = ∆u =
∫ t0+T
t0
v(t)dt. (3.12)
Alternatively, since the velocity can also be viewed as a function of position v˜(u), it can be more useful to
characterize avalanche sizes with Eq. (3.5). In this parametrization, an avalanche of size S corresponds to an
2This contrasts with the more familiar process of geometric Brownian motion dx
dt
= µx+ xη(t) which is strictly positive for
any µ ∈ R.
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Figure 3.1: A numerical integration of the ABBM model (Eq. (3.9)) for k = .001 and vd = 1.
excursion of v˜(u): a path that starts and ends with v˜(u0) = v˜(u0 +S) = 0 with v˜(u) > 0 for u0 < u < u0 +S.
3.3 Equivalence of the ABBM model and the cellular model
We have showed (see Eq. (2.21)) that in the cellular plasticity model, the number of cells nj that fail at time
t = jδt follows a discrete time Markov process where
P (nj+1|nj) = ρ(nj)
nj+1
nj+1!
e−ρ(nj) (3.13)
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As also pointed out in Ref. [70], an update rule like Eq.(2.21) derived in the shell model of the random field
Ising model [69] is equivalent to the ABBM model in the continuum limit. This follows from the Gaussian
approximation to the Poisson update rule, which is valid for large ρ(nt) and is given by
nt+δt = ρ(nt) +
√
ρ(nt)ηt, (3.14)
where ηt is a univariate Gaussian random variable with zero mean. Assuming that K/J is small and that
terms multiplied by it can be neglected in the fluctuation term when ρ(nt) is large, we have
nt+δt − nt ≈ −K
J
(nt − na) +√ntηt. (3.15)
The number of cells that slip during a time step is related to the instantaneous center of mass velocity by
vt = ntδu/(Nδt), so, multiplying through by the conversion factor and taking the continuum limit in time
δt→ 0, we arrive at the ABBM equation
v˙(t) = k
( c
k
− v(t)
)
+
√
2Dv(t)η(t). (3.16)
where k ≡ KJδt , c ≡ kva, η(t) = ηt/
√
δt, and 2D ≡ δuNδt2 . The form of the discrete time equation shows that
the Itoˆ interpretation is correct (see the appendix, Section A.1) . Therefore, this model is equivalent to the
ABBM model at large velocities. Notice also that for K = 0, the continuum limit of the discrete model’s
steady state equation
P (n) =
∑
n′
P (n|n′)P (n′) ≈
∫
dn′
(n′)ne−n
′
n!
P (n′) (3.17)
is satisfied by the ansatz P (n) = n−1, which agrees with the c, k → 0 limit of Eq. (3.11).
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Chapter 4
Avalanche statistics in the ABBM
model
4.1 Stationary distribution
With the change of variable x = 2
√
v and Ito’s lemma (see Section A.1), Eq. (3.9) can be transformed into
an additive noise equation
dx
dt
= −k
2
x+
2c−D
x
+ ξ(t). (4.1)
The problem is thus mapped to an over-damped Brownian motion of a particle confined to the right half
plane in a potential V (x) = 14kx
2 − (2c − D) log(x). Near criticality, k → 0 and the problem reduces to
Brownian motion in a logarithmic trap. Einstein taught us that the noise ξ(t) is equivalent to the particle
being in a heat bath of temperature kT = D, so the steady state distribution for x should be proportional
to a Boltzmann factor
P (x, t→∞) ∝ e−V (x)/D = x2c/D−1e− 14D kx2 . (4.2)
Changing variables back to v = x2/4 and normalizing, we get
P (v, t→∞) =
∣∣∣∣dxdv
∣∣∣∣P (x = 2√v, t→∞) = (k/D)c/DΓ(c/D) vc/D−1e−kv/D (4.3)
where Γ(x) is the Gamma function.
4.2 Path integral formalism
For an initial condition x(0) = 0, the particle may execute an excursion with x(t) > 0 for a duration T
until its position returns to the origin for the first time. This excursion corresponds to an avalanche in the
v(t) during the interface propagation. In the following, we calculate the distribution of the instantaneous
displacement during an excursion of size T , namely P (x, t|T ), and, by a corresponding transformation of
variables, the conditional distribution of velocities in avalanches of fixed durations, P (v, t|T ). This allows
us to determine the avalanche shape.
21
Figure 4.1: The instantaneous velocity PDF P (v) for several values of c˜. The solid lines represent the
functional form predicted by Eq. (4.3). For visibility, the PDFs are multiplied by different constants to
offset from one another.
The probability distribution for the process defined by Eq. (4.1) can be written as a path integral
P (x, t) ∝
∫
Dy(τ)δ(x− y(t))
〈
δ
(
dy
dt
+
dV (y(t)
dy
− ξ(t)
)〉
ξ
(4.4)
where V (x) is as above and the noise average is performed with respect to the Gaussian distribution Pξ ∝
exp
(− 14D ∫ ξ(t)2dt) that produces, e.g. Eq. (3.10). Following Ref. [82], we demand that the path is an
excursion of duration T by fixing the endpoints x(0) = x(T ) = , where  is some small value, later taken to
zero. Also, by applying the positivity constraint that x(t) > 0 for 0 < t < T , we have that
P (x, t|T ) = lim
→0
1
Z(T )
∫ y(T )=
y(0)=
Dy(τ)e−
∫ T
0
dτLE(y,y˙)δ(y(t)− x)
∏
0≤τ≤T
Θ(y(τ)). (4.5)
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The noise average has been performed, resulting in the Lagrangian
LE
(
x,
dx
dt
)
=
1
4D
(
dx
dt
+
dV (x)
dx
)2
(4.6)
and the product of theta functions enforces the positivity constraint. The normalization factor integrates
over all excursions regardless if they go through x at time t and is therefore given by
Z(T ) =
∫ x(T )=
x(0)=
Dx(τ)e−
∫ T
0
dτLE(x,x˙)
∏
0≤τ≤T
Θ(x(τ)). (4.7)
The equivalent real-time Lagrangian, obtained by transforming the imaginary time coordinate t to τ = −it
and factoring out a −1 is
L(x, x˙) = − 1
4D
(−ix˙+ V ′(x))2 , (4.8)
where x˙ = dxdτ and V
′(x) = dVdx . The canonical momentum corresponding to L(x, x˙) is then p =
∂L
∂x˙ =
i
2D (−ix˙+ V ′(x)), and the real time Hamiltonian
Hˆ = px˙− L = Dp2 − ipV ′(x). (4.9)
Therefore, the evolution of the Brownian particle in a potential V (x) can be determined from its quantum
analog that satisfies i∂τψ = Hˆψ. Replacing p = −i∂x and τ = −it, the probability P (x, t) that the Brownian
particle is at position x at time t satisfies the Fokker-Planck equation
∂P
∂t
=
∂
∂x
(V ′(x)P ) +D
∂2P
∂x2
, (4.10)
which must be solved with an absorbing boundary condition at the origin P (0, t) = 0 in order to enforce the
positivity constraint. For k = 0, Eq. (4.10) reduces to
∂P
∂t
=
∂
∂x
(
D − 2c
x
P
)
+D
∂2P
∂x2
, (4.11)
which can be solved exactly.
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4.3 Velocity statistics for avalanches of fixed duration
By a generic separation of variables P (x, t) = e−Etf(x), Eq. (4.11) is reduced to the eigenvalue problem
d2f
dx2
+
1− 2c˜
x
df
dx
+
(
E
D
− 1− 2c˜
x2
)
f = 0, (4.12)
where c˜ = c/D. This is a modified version of the Bessel equation and the particular solution that is well-
behaved at the origin is
f(x) = xc˜J1−c˜
(√
E
D
x
)
(4.13)
where J1−c˜(x) is the Bessel function of the first kind [83]. We have assumed 0 ≤ c˜ < 1 since this is the range
in which the model exhibits avalanche behavior (otherwise the origin is inaccessible in the steady state, as
can be seen in Eq. (3.11)). We can now proceed to calculate the P (x, t). For this, we interpret the above
path integrals as a matrix element between two functions defined on [0,∞) given by
〈h|e−Hˆ1(t−t0)|g〉w =
∫ ∞
0
h(x)e−Hˆ1(t−t0)g(x)dx. (4.14)
where the Hamiltonian is
Hˆ1 = −D∂2x − ∂xV ′(x), (4.15)
with the potential V (x) = −(2c −D) log(x) and an absorbing boundary condition at x = 0. We write the
eigenfunctions fk(x) = x
c˜J1−c˜(kx) with the eigenvalues defined as Ek = Dk2. Using the inverse Hankel
transform of g(x)x−c˜ =
∫∞
0
kdkJ1−c˜(kx)g˜1−c˜(k), the above expression becomes equivalent to
〈h|e−Hˆ1(t−t0)|g〉w =
∫ ∞
0
dxh(x)
∫ ∞
0
kdke−Dk
2(t−t0)xc˜J1−c˜(kx)g˜1−c˜(k), (4.16)
where
g˜1−c˜(k) =
∫ ∞
0
J1−c˜(kx)g(x)x1−c˜dx. (4.17)
Hence, the probability of being at position x and time t during an excursion of duration T , P (x, t|T ),
can be defined using the matrix elements as
P (x, t|T ) = lim
→0
〈|e−Hˆ1(T−t)|x〉w〈x|e−Hˆ1t|〉w
〈|e−Hˆ1T |〉w
, (4.18)
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where 〈|e−Hˆ1T |〉w = Z(T ). Thus, from Eq. (4.16) with h(x) = δ(x− z) and g(x) = δ(x− ), we have
〈z|e−Hˆ1t|〉w =
∫ ∞
0
dxδ(x− z)
∫ ∞
0
kdkxc˜J1−c˜(kx)e−Dk
2t
∫ ∞
0
y1−c˜dyJ1−c˜(ky)δ(y − ) (4.19)
= 1−c˜zc˜
∫ ∞
0
kdke−Dk
2tJ1−c˜(k)J1−c˜(kz),
and, in the limit of  1, the above expression can be expanded to leading order
〈z|e−Hˆ1t|〉w ≈ 
2(1−c˜)zc˜
21−c˜Γ(2− c˜)
∫ ∞
0
e−Dk
2tJ1−c˜(kz)k2−c˜dk
≈
( 
2
)2(1−c˜) z(Dt)−2+c˜
2Γ(2− c˜) e
− z24Dt (4.20)
where Γ(z) is the gamma function.
In a similar way, we obtain the other transition amplitude, to the leading order in , as
〈|e−Hˆ1(T−t)|z〉w
≈ z
1−c˜
21−c˜Γ(2− c˜)
∫ ∞
0
e−Dk
2(T−t)J1−c˜(kz)k2−c˜dk
≈
(z
2
)2(1−c˜) [D(T − t)]−2+c˜
2Γ(2− c˜) e
− z2
4D(T−t) . (4.21)
The normalization constant Z(T ) can also be determined with h(x) = δ(x− ) and g(x) = δ(x− ), and is
given by
Z(T ) = 
∫ ∞
0
[J1−c˜(k)]
2
e−Dk
2T kdk
=

2DT
I1−c˜
(
2
2DT
)
e−
2
2DT
≈ (/2)
3−2c˜
(DT )2−c˜Γ(2− c˜) , (4.22)
where I1−c˜(x) is the modified Bessel function of the first kind and c˜ < 2 [83]. Combining these final
expressions with Eq. (4.18), we arrive at
P (x, t|T ) = (x/2)
3−2c˜
Γ(2− c˜)
(
T
Dt(T − t)
)2−c˜
× exp
(
− x
2T
4Dt(T − t)
)
. (4.23)
Finally, the distribution of velocities at a given time t inside an avalanche of duration T follows by a change
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Figure 4.2: Numerical results for the instantaneous velocity v(t) at time t averaged over many avalanches of
duration T and rescaled to collapse to the form of Eq. (4.24) with n = 1. Results for three different values
of the dimensionless driving rate c˜ = c/D are shown. (In the numerics, the driving rate c is varied while
the fluctuation strength is fixed at D = 1/2.) The parabolic shapes with c˜-dependent height predicted by
Eq. (4.25) for n = 1 match well with the numerics.
of variable v = x2/4 and is given as
P (v, t|T ) = v1−c˜Γ(2−c˜)
(
T
Dt(T−t)
)2−c˜
exp
(
− vTDt(T−t)
)
. (4.24)
From Eq. (4.24), we determine the profile of the n-th moments to be
〈vn(t)|T 〉 = Γ(n+ 2− c˜)
Γ(2− c˜)
(
Dt(T − t)
T
)n
, (4.25)
with n = 1 corresponding to the avalanche shape 〈v(t)|T 〉 (see Fig. 5.2). We notice that the avalanche shape
and higher moment profiles are independent of the driving rate c˜ up to a nonuniversal prefactor. We have
26
also verified this numerically as shown in Fig. (5.2).
This method of obtaining Eq. (4.24) has the advantage of being more intuitive thanks to the correspon-
dence with excursions and we will find that this method continues to be very useful when we compute the
statistics of avalanche maxima below. However, Eq. (4.24) can also be obtained from the exact solutions to
the untransformed k 6= 0 Fokker-Planck equation [71]
∂tP = D∂
2
v(vP ) + ∂v((kv − c)P ), (4.26)
which were obtained by Feller [77]. The exact propagator with an absorbing boundary condition at v = 0 is
given by
P (v, t, v0, 0) =
 kD exp
(
− kD (v+v0e−kt)1−exp(−kt)
)
1− e−kt
( v
v0e−kt
)(c˜−1)/2
I1−c˜
(
2k
√
v0vekt
D(ekt − 1)
)
, (4.27)
assuming that 0 < c˜ < 1. Repeating the steps above gives
P (v, t|T ) = v
1−c˜
Γ(2− c˜)
(
k
D
(
1− e−kT )
(1− e−kt) (1− e−k(T−t))
)2−c˜
exp
(
−
k
Dv
(
1− e−kT )
(1− e−kt) (1− e−k(T−t))
)
(4.28)
and
〈vn(t)|T 〉 = Γ(n+ 2− c˜)
Γ(2− c˜)
(
D
(
1− e−kt) (1− e−k(T−t))
k (1− e−kT )
)n
, (4.29)
which reduce to Eqs. (4.24) and (4.25) when k → 0.
Interestingly, the same avalanche shape is obtained when Eq. (3.9) is interpreted in the Stratonovich
sense, as derived in Ref. [70]. In this interpretation, the x = 2
√
v transformation of the equation of motion
is
dx
dt
= −k
2
x+
2c
x
+ ξ(t), (4.30)
which is a free Brownian motion in the limit k = c = 0. Using the same method as above, the conditional
distribution of velocities in avalanches of duration T is (assuming k = 0),
PStrat.(v, t|T ) = v
1/2−c˜
Γ(3/2− c˜)
(
T
Dt(T − t)
)3/2−c˜
e−
vT
Dt(T−t) (4.31)
and the n-th moments are
〈vn(t)|T 〉Strat. = Γ(n+ 3/2− c˜)
Γ(3/2− c˜)
(
Dt(T − t)
T
)n
, (4.32)
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which is indeed identical to the results from the Ito case up to a non-universal, constant pre-factor. In
Ref. [70], it is conjectured that the Stratonovich interpretation would give the same results as the Ito
interpretation for all universal quantities, but this is not the case. Notice that Eq. (4.30) can be transformed
into Eq. (4.1) by a simple parameter shift c→ c−D/2. Therefore, any quantity that has c-dependence will
be different in the two interpretations. This includes the avalanche size scaling exponent τ and the duration
scaling exponent α which have the values τ = (3 − c˜)/2 and α = 2 − c˜ (see Refs. [72, 2] and below). The
Stratonovich interpretation predictions for these exponents are then τS = 5/4 − c˜/2 and αS = 3/2 − c˜.
The fact that the Stratonovich interpretation gives the same parabolic avalanche shapes and higher moment
profiles is only a reflection of the fact that those quantities do not depend on the driving rate c (except in
an overall prefactor).
4.4 Velocity statistics as a function of u for avalanches of fixed
size
Velocity statistics for fixed avalanche size can also be easily calculated by these methods if we study velocity
as a function of displacement u rather than as a function of time. If we take the u domain equation of
motion Eq. (3.5) with c = 0 and nonzero k, we get
dv˜
du
= −k + w(u), (4.33)
where 〈w(u)w(u′)〉 = 2Dδ(u− u′). This is a biased Brownian motion.
We can derive P (v˜, u|S) by the same procedure as we used to derive P (v, t|T ). Since the noise is already
linear, we do not need to make a change of variables. Eq. (4.33) is the equation of motion of an overdamped
particle in a linear potential V (v˜) = kv˜, evolving in u rather than time. At the end of the avalanche, the
total change in u is
∆u =
∫ T
0
v(t)dt ≡ S, (4.34)
so the avalanche size plays the same role as the duration did for P (v, t|T ).
The analogue of Eq. (4.5) is
P (v˜, u|S) = lim
→0
1
Z(S)
∫ v(S)=
v(0)=
Dv(u′)e− 14D
∫ S
0
( dv
du′+k)
2du′δ(v(u)− v˜)
∏
0≤x≤S
Θ(v(u′)). (4.35)
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where
Z(S) =
∫ v(S)=
v(0)=
Dv(u′)e− 14D
∫ S
0
( dv
du′+k)
2du′
∏
0≤u′≤S
Θ(v(u′)). (4.36)
P (v˜, u|S) has a corresponding expression in matrix elements (cf. Eq. (4.18)) of
P (v˜, u|S) = lim
→0
〈|e−Hˆ2(S−u)|v˜〉w〈v˜|e−Hˆ2u|〉w
〈|e−Hˆ2S |〉w
, (4.37)
where the Hamiltonian is now given by
Hˆ2 = −D ∂
2
∂v˜2
− ∂
∂v˜
V ′(v˜) = −D ∂
2
∂v˜2
− k ∂
∂v˜
(4.38)
with a infinite wall boundary condition at v˜ = 0. The eigenfunctions of this Hamiltonian satisfying the
boundary condition are
fq(v˜) =
√
2
pi
sin(qv˜)e−kv˜/2D, (4.39)
with eigenvalues
Eq = D
((
k
2D
)2
+ q2
)
(4.40)
for 0 < q <∞.
The matrix element can be written
〈v˜|e−Hˆ2u|〉w =
∫ ∞
0
dxδ(x− v˜)e−Hˆ2uδ(x− ). (4.41)
We can expand the second δ-function in terms of the eigenfunctions as
δ(x− ) =
√
2
pi
∫ ∞
0
dqg(q)e−kx/2D sin(qx), (4.42)
where
g(q) =
√
2
pi
∫ ∞
0
dxekx/2Dδ(x− ) sin(qx) =
√
2
pi
ek/2D sin(q). (4.43)
so that
〈v˜|e−Hˆ2u|〉w =
∫ ∞
0
dxδ(x− v˜)
∫ ∞
0
dq
√
2
pi
e
−D
(
( k2D )
2
+q2
)
u
g(q)e−kx/2D sin(qx)
=
2
pi
ek(−v˜)/2De−
1
4D k
2u
∫ ∞
0
dq sin(q) sin(qv˜)e−Duq
2
≈ 1
2
√
pi
e−kv˜/2De−
1
4D k
2u v˜
(Du)3/2
e−
v˜2
4Du (4.44)
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where in the third line, we expanded the expression to first order in  and used the identity
∫∞
0
x sin(ax)e−x
2
dx =
√
pi
4 ae
−a2/4.
Similar calculations give
〈|e−Hˆ2(S−u)|v˜〉w ≈ 1
2
√
pi
ekv˜/2De−
1
4D k
2(S−u) v˜
(D(S − u))3/2 e
− v˜2
4D(S−u) (4.45)
and
〈|e−Hˆ2S |〉w ≈ 1
2
√
pi
e−
1
4D k
2S 
2
(DS)3/2
(4.46)
Putting it all together, the probability distribution for velocity as a function of u is then
P (v˜, u|S) = lim
→0
〈|e−Hˆ2(S−u)|v˜〉w〈v˜|e−Hˆ2u|〉w
〈|e−Hˆ2S |〉w
=
1
2
√
pi
v˜2
(
S
Du(S − u)
)3/2
exp
(
− v˜
2S
4Du(S − u)
)
. (4.47)
From this distribution, we can get the moment profiles in u:
〈v(u)n|S〉 =
∫
v˜nP (v˜, u|S)dv˜ = 2
n+1
√
pi
Γ
(
n+ 3
2
)(
Du(S − u)
S
)n/2
. (4.48)
In particular, the average velocity as a function of u during an avalanche of size S has a semi-circular shape.
4.5 Overall duration and size distributions
The overall duration distribution is proportional to the probability that an avalanche returns to the origin
at time T, assuming we use absorbing boundary conditions to guarantee that it will remain strictly positive
in between. This means that, from Eq. (4.27), we have
P (T ) = lim
→0
N()P (;T, , 0)
= lim
→0
N()
(
2k
1− e−kT
)2−c˜
e(c˜−1)kT 1−c˜
Γ(2− c˜) , (4.49)
where N() is a proportionality constant that cannot simply be set by normalization since P (, T ; , 0) ∼
T−2+c˜ for T → 0 and the normalization integral diverges at this limit. This divergence must occur because
we expect that the return time to the origin gets shorter as the starting value  gets closer to zero. To
get rid of it, we need to set a cutoff T ∗ ∼  defined as the minimum duration of an observable avalanche.
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Figure 4.3: (a) Numerical scaling collapse of the avalanche duration distribution P (T ) for different values
of k (see the caption to Table 5.1 for the definition) and the driving rate c ≡ 〈v〉/k to the form of Eq. (4.50).
The scaling functions plotted are Fc˜(x) = C(c˜)e
xx2−c˜(ex − 1)c˜−2 which are proportional to the ones given
in Eq. (4.50). The non-universal constants are fit by eye as C(0) = 3.0 and C(.2) = 3.375. The inset
shows the same distributions before rescaling with the curves for c˜ = 0.2 offset for visibility. (b) Collapse
of the size distributions for different values of k to the form of Eq. (4.52). The theoretical curve plotted is
F (x) = C exp(−x/2) where C = 0.6 which is, up to normalization, what is given in Eq. (4.52) with D = 1/2.
The inset shows the size distributions before rescaling.
The natural long duration cutoff is set by 1/k. Assuming that these cutoffs are well-separated, namely that
kT ∗  1, we have
P (T ) = k(1− c˜)(kT ∗)1−c˜ekT
(
1
ekT − 1
)2−c˜
(4.50)
for T > T ∗. This has power law behavior P (T ) ∼ T−αG(kT ) with exponent α = 2 − c˜ and G(x) a cutoff
function, as can be seen by taking the limit k → 0. The exponent agrees with the one reported in Refs. [72, 2].
In Fig. 4.3a we numerically verify Eq. (4.50) for different values of c and k.
For the avalanche size distribution, similar reasoning to Eq. (4.49) gives P (S) ∝ 〈|e−Hˆ2S |〉w. Plugging
in Eq. (4.46),
P (S) ∝ 
2
(DS)3/2
e−
1
4D k
2S . (4.51)
Normalizing with a minimum avalanche size S∗ gives
P (S) =
√
S∗
2S3/2
e−
1
4D k
2S . (4.52)
A slightly different definition of an avalanche has the avalanche start at a (small) initial velocity v0 and
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ending when the velocity goes below zero. In this case, referring to Eq. (4.45), we have
P (S) ∝ 〈|e−Hˆ2S |v0〉w
∝ ekv0/2De− 14D k2S v0
(DS)3/2
e−
v20
4DS
= 
v0
(DS)3/2
e−
1
4DS (kS−v0)2 . (4.53)
Normalizing the RHS of Eq. (4.53) does not require a small size cutoff unless v0 = 0 since the distribution
has a factor exp(−v20/4DS) that cuts off the small avalanche sizes. The properly normalized result is
P (S) =
v0√
4piD
1
S3/2
e−
1
4DS (kS−v0)2 . (4.54)
Note that it approaches the form of Eq. (4.52) as v0 → 0.
The distribution defined by Eq. (4.54) is the Brownian first passage time distribution for a random walk
with drift, which can be derived by methods more rigorous than ours (see, for instance, [68]). Note the
similarity to the argument leading to Eq. (2.17) for the size distribution in the context of the cellular model.
We chose to use the same methods we used for avalanches of fixed duration on the fixed size avalanches
rather than using more well-established methods for random walks with drift to show that (encouragingly)
they get the same results. The duration and size distributions for ABBM avalanches Eqs. (4.54) and (4.50)
have also been obtained independently, using different methods in [84, 74]. Here the ABBM path integral
with an auxilliary field is solve through an exactly solvable saddle point equation. These methods can also
been extended to solve the ABBM model for more general driving forces [85] and extend to analytically
tractable models of spatial structure [86].
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Chapter 5
Distributions of maximum velocities
5.1 Introduction
Several acoustic emission (AE) experiments on small-scale plastic deformations of single crystals, e.g. ice,
Cd, Zn, and Cu, report robust power law scaling in the statistics of the maximum amplitude Am of acoustic
waves emitted during plastic slip avalanches. The probability distribution density of the maximum AE
amplitude follows a power-law tail P (Am) ∼ A−µm , with an exponent µ ≈ 2 [51, 52, 9, 25, 26, 53]. Since
many slip avalanches are required to obtain good statistics for P (Am), the deviations in the values of µ
could depend on the experimental resolution. Nevertheless, the exponent is remarkably robust to variations
such as loading mode, type of crystal, temperature, forest hardening effect, or plastic anisotropy [25, 26, 53].
Under certain conditions, it is argued that the maximum amplitude Am is a measure of the area swept by
the fast-moving dislocations [51, 52]. The same power law exponent for the maximum velocity distribution
has been observed using high-resolution extensometry, a technique that directly measures the maximum
avalanche velocity [26].
In this chapter, we1 derive several statistical quantities related to the maximum velocity of an avalanche.
We obtain the value µ = 2 for the power-law exponent, in agreement with experiment and derive many other
measurable quantities. We also argue that the maximum velocity can be a more robust observable than the
avalanche duration.
Much of work done in this chapter was originally reported in [49, 50].
5.2 Maximum velocity statistics for avalanches of fixed duration
We now determine the extreme value distribution of the maximum velocity inside avalanches of fixed duration
T , for k = 0 and nonzero c. Using the mapping to the random excursions, we first determine the statistics
of the maximal displacements in excursions over a fixed interval. Let us consider an excursion {x(t)}t in the
1The work in this section was done in collaboration with Luiza Angheluta, Karin Dahmen and Nigel Goldenfeld
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Figure 5.1: Scaling collapses of numerical results of P (vm|T ), the distribution of maximum velocities for
avalanches of duration T , onto the form given by Eq. (5.12) performed for several values of the dimensionless
driving rate c˜ = c/D. (In the numerics, the driving rate c is varied while the fluctuation strength is fixed at
D = 1/2.) The corresponding scaling functions F (x) given by Eq. (5.13) fit very well with the numerics.
time interval 0 ≤ t ≤ T . The probability distribution at a fixed time t is given by P (x, t|T ) from Eq. (4.23),
which can be written
P (x, t|T ) = 1
σt
QRE
(
x
2σt
)
, (5.1)
with QRE(y) = y
3−2c˜e−y
2
/Γ(2 − c˜) and σt =
√
Dt(T − t)/T . Notice that because σt is different for every
point inside the excursion, it follows that the variables x(t) are not identically distributed. Furthermore, the
individual distributions are non-Gaussian for small x, but converge to a Gaussian right tail for large enough
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Figure 5.2: 〈vm|T 〉 as a function of T , with the solid line representing the analytical solution from Eq. (5.15)
with D = 1/2.
x. The maximum displacement in an excursion is defined as
M = max
0≤t≤T
x(t), (5.2)
with a probability distribution determined from the properties of P (x, t|T ). This follows from the fact that
the probability of the maximum being less than a certain value M < xm is the same as the probability that
at every instant during the excursion the displacement x(t) is less than xm. The path integral representing
this cumulative probability is
C(xm|T ) = 1
Z(T )
∫ x(T )=
x(0)=
Dx(t)e−
∫ T
0
LE(x,x˙)dt
∏
0≤t≤T
Θ(x(t))Θ(xm − x(t)), (5.3)
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where LE(x, x˙) =
1
4D
(
x˙+ D−2cx
)2
and the product over the Heaviside functions selects the excursion paths
that satisfy the constraint that the position at any time is less than xm. The normalization constant Z(T ),
corresponding to the path integral over all excursions, was calculated previously in Eq. (4.22). At the end of
the calculation, we take the limit as → 0, so that the path starts and ends at the origin, staying between
0 and xm during an avalanche of duration T . On the other hand, C(xm|T ) is also the probability that
M < xm, namely
C(xm|T ) =
∫ xm
−∞
dMP(M |T ), (5.4)
thus, the PDF P(xm|T ) follows directly by a differentiation of C(xm|T ) with respect to xm.
Using the quantum analogue, the path integral in Eq. (5.3) is equal to a transition amplitude between
the position eigenstate |〉 and itself, and thus can be computed by an expansion in energy eigenfunctions:
C(xm|T ) = 〈|e
−Hˆ1T |〉b
〈|e−Hˆ1T |〉w
, (5.5)
with
〈|e−Hˆ1T |〉b =
∫ xm
0
dxδ(x− )e−Hˆ1T δ(x− ), (5.6)
where the Hamiltonian Hˆ1 has square-well (box) boundary conditions at x = 0 and x = xm. With these
boundary conditions, the Hamiltonian has a discrete spectrum of eigenfunctions given by
fn(x) = x
c˜J1−c˜
(
λnx
xm
)
, (5.7)
with eigenvalues En = Dλ
2
n/x
2
m, where λn is the n’th zero of the Bessel function J1−c˜(x). The δ-function in
Eq. (5.6) can be expanded in this basis as
δ(x− ) = 2
1−c˜
x2m
∑
n
J1−c˜
(
λn
xm
)
(J2−c˜(λn))
2 fn(x), (5.8)
with fn(x)’s defined in Eq. (5.7). Inserting this expansion into the definition of the matrix element from
Eq. (5.6), we obtain
〈|e−Hˆ1T |〉b = 2
∞∑
n=1
 J1−c˜
(
λn
xm
)
xmJ2−c˜(λn)
2 e−Dλ2nTx2m . (5.9)
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Finally, inserting the solution of Z(T ) from Eq. (4.22) into Eq. (5.5), and taking the limit of → 0, we arrive
at the expression for the extreme value statistics of the random displacements C(xm|T ) = lim→0 C(xm|T ),
namely
C(xm|T ) = 2
c˜(DT )2−c˜
Γ(2− c˜)x4−2c˜m
∞∑
n=1
λ
2(1−c˜)
n
[J2(λn)]2
e
−λ
2
nDT
x2m . (5.10)
The distribution P (xm|T ) of the maximum displacements follows from the cumulative distribution as
P (xm|T ) = ∂xmC(xm|T ). The corresponding PDF of the maximal avalanche velocities is obtained by the
change of variable xm = 2
√
vm and the transformation
P (vm|T ) = P (xm|T )
∣∣∣∣ dvmdxm
∣∣∣∣−1 . (5.11)
It follows that the PDF P (vm|T ) is given by
P (vm|T ) = 1√
2DvmT
F
(√
2vm
DT
)
(5.12)
with the scaling function given by
F (x) =
2c˜
Γ(2− c˜)
1
x5−2c˜
∞∑
n=1
λ2−2c˜n
[J2−c˜(λn)]2
(
λ2n
x2
− (4− 2c˜)
)
e−
λ2n
2x2 . (5.13)
We have numerically verified Eq. (5.12) for different values of c˜ and k = 0. Our collapsed distributions, as
shown in Fig. 5.1, are in excellent agreement with the analytically predicted scaling function from Eq. (5.13).
From the conditional distribution of Eq. (5.12), we can readily compute how the moments of P (vm|T )
scale with T , which may be easier to compare with experiments with limited statistics. We get
〈vnm|T 〉 =
∫
vnmP (vm|T )dvm
=
∫ ∞
0
vn−1m
1
2
√
2vm
DT
F
(√
2vm
DT
)
dvm
=
1
2
(
DT
2
)n ∫ ∞
0
zn−1+1/2F (z)dz
∼ (DT )n. (5.14)
In particular, the mean maximum velocity for an avalanche of duration T, we have
〈vm|T 〉 = DT (5.15)
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Figure 5.3: (a) Scaling collapse of P (vm|S), the distribution of maximum velocities for avalanches of
size S, onto the form of Eq. (5.31). The rescaled distributions approach the analytical scaling function
from Eq. (5.32) for sufficiently large avalanche sizes. (b) Scaling collapse for the overall maximum velocity
distribution, P (vm) for quasistatic driving (c = 0) and several different values of k (see the caption of
Table 5.1 for the physical definition) to the form of Eq. (5.40). The scaling function plotted is F (x) =
Cx2 sinh−2(x) where the constant C = 1.44 is adjusted to fit near the tail and is proportional to that given
in Eq. (5.40) with D = 1/2. Adjustment of this non-universal constant factor is required since the part of
the distribution near the origin that deviates from scaling alters the overall normalization. The inset shows
the same maximum velocity distributions before rescaling.
(the unimportant overall constant turns out to be exactly one). We plot Eq. (5.15) in Fig. 5.2.
5.3 Maximum velocity statistics for fixed avalanche size
Using the same technique as in the previous section, we determine the distribution of maximum events in
avalanches of a given size. Here, we consider Eq. (3.5) with c = 0 and nonzero k
dv˜
du
= −k + w(u), (5.16)
where 〈w(u)w(u′)〉 = 2Dδ(u− u′). This is a Brownian motion in a linear potential V (v˜) = kv˜.
The cumulative distribution C(vm|S) conditioned on fixed avalanche sizes is defined by the path integral
C(vm|S) = 1
Z(S)
∫ v˜(S)=
v˜(0)=
Dv˜(u)e− 14D
∫ S
0
( ˙˜v(u)+k)2du
∏
0≤u≤S
Θ(v˜(u))Θ(vm − v˜(u)), (5.17)
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where the normalization factor is the path integral over the unconstrained excursions,
Z(S) =
∫ v˜(S)=
v˜(0)=
Dv˜(u)e− 14D
∫ S
0
( ˙˜v(u)+k)2du
∏
0≤u≤S
Θ(v˜(u)). (5.18)
Instead of duration T as in the previous calculation, the value of u at the end of an avalanche is the slip size
of the avalanche
S ≡
∫ T
0
v(t)dt. (5.19)
The path integral in Eq. (5.18) is equivalent to the transition amplitude between the position eigenstate |〉
and itself, and thus can be computed by an expansion in energy eigenfunctions:
Z(S) = 〈|e−Hˆ2S |〉w, (5.20)
where
Hˆ2 = −D∂2v˜ − k∂v˜ (5.21)
with an absorbing boundary condition at v˜ = 0. The eigenfunctions for this Hamiltonian are
fq(v˜) =
√
2
pi
sin(qv˜)e−kv˜/2D, (5.22)
with eigenvalues satisfying
Eq = D
((
k
2D
)2
+ q2
)
(5.23)
for 0 < q <∞. Therefore, the Z(S) from Eq. (5.20) becomes
Z(S) =
∫ ∞
0
dv˜δ(v˜ − )e−Hˆ2Sδ(v˜ − ). (5.24)
We expand the δ-function in terms of the eigenfunctions as
δ(v˜ − ) =
√
2
pi
∫ ∞
0
dqg(q)e−kv˜/2D sin(qv˜), (5.25)
where
g(q) =
√
2
pi
∫ ∞
0
dv˜ekv˜/2Dδ(v˜ − ) sin(qv˜). (5.26)
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Applying this to the second delta function and Taylor expanding in the lowest order of , we arrive at
Z(S) =
2
pi
∫ ∞
0
dq sin2(q)e
−D
(
( k2D )
2
+q2
)
S
≈
√
2
pi
2
(2DS)3/2
e−
1
4D k
2S . (5.27)
Similarly, the numerator path integral in Eq. (5.17) is determined by expanding in the discrete set of
eigenfunction of the Hamiltonian Hˆ2 with square-well boundary conditions at v˜ = 0 and v˜ = vm. The
eigenfunctions are
fn(v˜) =
√
2
vm
sin2
(
npiv˜
vm
)
e−kv˜/2D, (5.28)
with the eigenvalues En = D
(
n2pi2
v2m
+
(
k
2D
)2)
. Therefore, we obtain that
C(vm|S) = 1
Z(S)
2
vm
∞∑
i=1
sin2
(
npi
vm
)
exp
(
−DS
(
n2pi2
v2m
+
(
k
2D
)2))
, (5.29)
which, in the limit of → 0, leads to
C(vm|S) =
√
2pi(2DS)3/2
vm
∞∑
n=1
(
npi
vm
)2
exp
(
−pi
2n2DS
v2m
)
. (5.30)
Interestingly, k has canceled completely out of the final answer.
Differentiating with respect to vm in Eq. (5.30), we obtain the PDF for vm given by the scaling form
P (vm|S) = 1√
2DS
FS
(
vm√
2DS
)
, (5.31)
where FS(x) is the Brownian excursion scaling function
FS(x) =
√
2pi
x4
∞∑
n=0
n2pi2
(
n2pi2
x2
− 3
)
e−
n2pi2
2x2 . (5.32)
Using the Poisson summation formula [87]
∞∑
n=∞
e−ny
2
=
√
pi
y
∞∑
n=∞
e−n
2pi2/y2 , (5.33)
the scaling function can be written
FS(x) =
∞∑
n=1
(32n4x3 − 24n2x)e−2n2x2 , (5.34)
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and we can see it has the asymptotic form
FS(x) =

√
2pi5
(
pi2
x6 − 3x4
)
e−
pi2
2x2 , x→ 0
(32x3 − 24x)e−2x2 , x→∞,
(5.35)
which guarantees that all of its moments are finite. In Fig. 5.3, we present the numerically computed
distribution of maximal velocities for different avalanche sizes which agrees very well with the analytical
result. The rescaled PDF P (vm|S) collapses onto a scaling form as predicted by Eq. (5.32)
5.4 Overall max velocity distribution
The tail behavior of the overall distribution P (vm) of avalanche maxima can then be derived in the adiabatic
limit by integrating Eq. (5.32) against the overall size distribution Eq. (4.52),
P (vm) =
∫ ∞
S∗
P (vm|S)P (S)dS
=
√
2DS∗
2v2m
∫ vm√
2DS∗
0
xFS(x)e
− 12 ( kvm2Dx )
2
dx. (5.36)
The asymptotic behavior of the integrand allows us to take the upper limit of the integral to infinity provided
vm 
√
2DS∗. The infinite sum can then be integrated term by term using the formula
∫ ∞
0
xne−Ax
2−B/x2dx = A−
n+1
4 B
n+1
4 Kn+1
2
(
2
√
AB
)
, (5.37)
where Kν(x) is the modified Bessel function of the second kind. In this way, the correction factor to v
−2
m -
scaling becomes
∫ ∞
0
xFS(x)e
− 12 ( kvm2Dx )
2
dx =
√
pi
2
(
kvm
D
)2 ∞∑
n=1
ne−
nkvm
D .
(5.38)
The infinite series can be summed using the formula
∑
n n exp(−nx) = 4/ sinh2(x/2), giving
∫ ∞
0
xFS(x)e
− 12 ( kvm2Dx )
2
dx =
√
8pi
(
kvm
D
sinh
(
kvm
2D
))2 . (5.39)
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Quantity Form MFT values
Avalanche size distribution P (S) ∼ S−τF(k1/σS) τ = 32 , σ = 12
Duration distribution P (T ) ∼ T−αG(kνzT ) α = 2, νz = 1
Maximum velocity distribution P (vm) ∼ v−µm H(kρvm) µ = 2, ρ = 1
Maximum energy (Em ≡ v2m) distribution P (Em) ∼ E−(µ/2+1/2)m H(kρE1/2m ) µ2 + 12 = 32 , 2ρ = 2
Stress-integrated size distribution Pint(S) ∼ S−(τ+σ) τ + σ = 2
Stress-integrated duration distribution Pint(T ) ∼ T−(α+ 1νz ) α+ 1νz = 3
Stress-integrated maximum velocity distribution Pint(vm) ∼ v−(µ+
1
ρ )
m µ+
1
ρ = 3
Stress-integrated max energy (Em ≡ v2m) dist. Pint(Em) ∼ E
−( 12 (µ+ 1ρ )+1/2)
m
1
2
(
µ+ 1ρ
)
+ 12 = 2
Average size vs. duration 〈S|T 〉 ∼ T 1σνz σνz = 12
Average max velocity vs. duration 〈vm|T 〉 ∼ T ρνz ρνz = α−1µ−1 = 1
Average max energy (Em ≡ v2m) vs. duration 〈Em|T 〉 ∼ T
2ρ
νz 2 ρνz = 2
α−1
µ−1 = 2
Average max velocity vs. size 〈vm|S〉 ∼ Sσρ σρ = τ−1µ−1 = 12
Average max energy (Em ≡ v2m) vs. size 〈Em|S〉 ∼ S2σρ 2σρ = 2 τ−1µ−1 = 1
Table 5.1: Summary table of the mean-field theory (MFT) exponents and scaling relationships for avalanches
statistics in slowly-driven (the driving rate c˜ → 0) interfaces near depinning. The first four lines give the
power law and cutoff exponents for for the size S, duration T , maximum velocity vm and maximum energy
Em ≡ v2m observables. The script letters denote universal scaling functions. The first three distributions are
shown exactly in Eqs. (4.52), (4.50), and (5.40) and the fourth follows from a simple change of variables. The
parameter k gives the distance to criticality for the system; in Barkhausen noise experiments, it represents
the demagnetizing field while in steady-state plasticity scenarios (including earthquakes) it is proportional to
the stiffness of the coupling between the system and the driving. In the stress-controlled situation, k can be
replaced by Σc−Σ, where Σ is the external stress and Σc is the critical stress, and the exponent predictions
will remain the same. The second four lines give stress-integrated exponents and the exponents are the
expected outcome of plasticity experiments where the external force or stress is increased gradually until
failure and avalanches occur along the way. (See Section C.3 for notes on stress-integrated distributions and
derivations). The last five lines give how the size, maximum velocity and maximum energy of an avalanche
scale with its duration, and then how the maximum velocity and energy scale with the size. The first is
well-known [2, 88, 72, 89] and the last four can be obtained by taking the averages of Eqs. (5.12) and (5.31).
Normalizing with a small velocity cutoff v∗m ∼
√
2DS∗, the distribution is
P (vm) =
v∗m
v2m
( (
kvm
2D
)
sinh
(
kvm
2D
))2 , (5.40)
which is valid for vm  v∗m. In Fig. 5.3b, we confirm Eq. (5.40) numerically.
5.5 Conclusions
We have calculated exact scaling functions and exponents for the maximum avalanche velocity statistics in
a mean field approximation of interface depinning. The distribution of maximum events in avalanches of
fixed duration has a robust scaling form with a scaling function that depends on the driving rate, while
the distribution for fixed avalanche sizes is independent of the elastic coupling constant in the adiabatic
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limit. The statistics of maximum velocities in arbitrary avalanches follows by integrating the maximum
value distribution for fixed avalanche size or duration against the size or duration distribution. We find
that the distribution of peak velocities in a train of non-overlapping avalanches has a scaling regime with
power-law exponent µ = 2 − c˜ followed by cut-off regime for vm > D/k. Although the mean field theory
captures very well the universal statistical properties of avalanches, i.e., the size, duration, and maximum
value of plastic slip avalanches, it still remains an open problem as to what extent it can also describe
other statistical quantities, such as velocity fluctuations during plastic deformations. For instance, discrete
dislocation simulations report that the individual dislocation velocity probability distribution follows a power
law with exponent ∼ −2.5 [9], whereas Eq. (3.11) from mean field theory predicts an exponent of −1 for the
collective velocity distribution.
Based on our calculations, we expect the v−µm power law scaling of the maximum velocity distribution to
be a very robust experimental observable, even in the case of poor time resolution where the true maximum
might be missed. In fact, even if all an experiment could accomplish was to measure a random velocity
within each avalanche, the inverse squared power law prediction does not change. This can be seen by
a simple scaling argument. Namely, Eq. (5.12) predicts that the average value of the maximum velocity
scales linearly with the avalanche duration as 〈vm|T 〉 ∼ T , thus, in the same way as the average velocity
〈v|T 〉 = 〈S|T 〉/T ∼ T. Since the maximum does not outpace the average as the avalanches get larger, we
expect the same power-law behavior for the distribution regardless of whether we sample the maximum or a
random point in the avalanche signal. This implies that even if the maxima are taken from a low-resolution
time series, one should see an inverse squared power law distribution in the limit of slow driving, and this
may make the maximum velocity easier to work with than the duration in low-resolution experiments. The
scaling 〈vm|S〉 ∼ S1/2 should show similar independence from how well vm is able to be measured.
However, one thing that can affect the exponent substantially is the driving rate, which must be slow in
order to see µ = 2. In fact the variability in the acoustic emission experiments [51, 52, 9, 25, 26, 53] on the
value of µ might be related to the fact that the experiments are performed at nonzero driving rate. If that
is the case, we find that the deviation from the adiabatic driving rate enters in the mean field exponents as
µ = 2− c˜, in a way similar to that for the driving-rate dependent scaling exponents α and τ in the power-law
distributions of avalanche durations and sizes. Experiments where the power law exponent is studied as a
function of applied shear rate could test this.
In Table 5.1, we summarize the quasistatic mean field theory results for the scaling functions and expo-
nents, incorporating the new results for the maximum avalanche velocity. However, it should be stressed that
these cutoff exponents have not been observed in all cases in experiments and simulations with long-ranged
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forces, even when the power law scaling exponents are mean field. In Ref. [88], it is argued that in the
case when the cutoff is caused by a demagnetizing field coupled globally, with ∂tu = −k
∫
u(t, x)d2x, instead
of the local coupling ∂tu = −ku(x, t), the cutoff exponents are different from the mean field predictions
in a way that follows from dimensional analysis and is consistent with Barkhausen noise experiments and
long-range simulations. In our case it would change the maximum velocity cutoff exponent from ρ = 1 to
ρk =
1
3 . The effects cancel out and do not alter the exponent products that appear in the last three rows of
Table 5.1. In other cases [12], deviation of the cutoff exponents from the mean field values may be caused
by hardening, an effect not accounted for by our considerations.
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Chapter 6
Avalanche statistics of thermally
activated motion near the critical
stress
6.1 Creep and thermal rounding
The simple model of Chapter 2 can be straightforwardly modified to include finite temperature effects. At
zero temperature, a cell is triggered to fail when its local stress exceeds a threshold. Temperature will cause
local fluctuations that cause cells to trigger early with some probability. Phenomenologically, we expect that
for a system at temperature Θ1, this probability will take a form like
p ∼ exp
(
−C (τf − τ)
γ
Θ
)
(6.1)
where τf is the failure stress of the cell, τ is the local stress, γ is an exponent that characterizes how the
energy barrier the cell faces scales with the local stress, and C is a positive constant.
The addition of temperature complicates the depinning transition. Recall that at zero temperature the
average velocity v of the system is zero for s Σ below the critical stress Σc, and just above the critical
stress, v ∼ (Σ − Σc)β where β = 1 in mean field theory. In the presence of temperature, there will be a
nonzero average velocity for arbitrarily low external stresses, since the system will move forward via thermal
activation. For external stresses much smaller than the critical stress, the motion will become very slow.
This is called the creep regime. In this regime, the velocity follows the form expected from a barrier scaling
argument [101, 102],
v(Σ,Θ) ∼ exp
(
−C ′Σ
−µ′
Θ
)
(6.2)
where C ′ and µ′ are constants related to the scaling of the energy barriers at low temperatures.
Since there is nonzero velocity for all external stresses, the depinning transition is no longer sharp (see
Fig, 6.1). The regime where the stress is close to the critical stress is called the thermal rounding, or creep
1We use Θ instead of T to denote temperature to avoid confusion with the avalanche duration.
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Figure 6.1: Schematic plot of the average velocity vs stress. When the temperature Θ is zero, the velocity
becomes nonzero when the stress Σ reaches the zero-temperature critical value Σc. When Θ is small, but
nonzero, the transition is rounded and the velocity is nonzero for all values of Σ, although there is a
precipitous increase to a value v ∼ Tψ near the zero-temperature critical stress.
depinning regime. When the stress is exactly critical, the velocity increases as a power law in temperature:
v(Σ = Σc,Θ) ∼ Θψ (6.3)
where ψ is a critical exponent called the thermal rounding exponent. This is a new exponent and it fully
characterizes the statistical behavior of the system near the critical stress and at low temperature.
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6.2 Scaling theory near the critical stress
At the critical stress Σc and at zero temperature, the system will be at rest in a metastable configuration.
If we increase the stress slightly, or increase the temperature, it will transition to a moving state. We
from zero-temperature depinning that the velocity v has power law behavior v ∼ (Σ− Σc)β as the stress is
increased; we expect similar power law behavior v ∼ Θψ as the temperature is increased. The question is
how β and ψ are related. We adapt an argument originally used by Middleton to describe the dynamics of
charge density waves [103].
The effect of adding a small amount of extra stress will be to fail all of the cells that had distance to
failure τf − τ < Σ − Σc in the stable configuration at Σc. The effect of adding temperature will also be to
(probably) fail the cells within a certain distance to failure. For a cell to be likely to fail, the energy barrier
to failure must be on the order of the temperature. We expect that the energy barrier ∆E scales with the
distance to failure as
∆E = (τf − τ)γ (6.4)
for some exponent γ. This γ2 will depend on the character of the pinning stress [103]. In Section 6.4, we
calculate the exponent in the next section and show that in our case of interest, γ = 2.
The cells whose energy barriers are less than order Θ are likely to fail, and these are the cells with local
stresses (τf − τ) . ∆E1/γ ∼ Θ1/γ . Since the stress causes those with τf − τ < Σ − Σc to fail, we can see
that a nonzero temperature is like having a stress above criticality with (Σ − Σc) ∼ Θ1/γ . Thus we expect
that when the stress is critical, the velocity scales with temperature like
v ∼
(
Θ1/γ
)β
= Θβ/γ (6.5)
so that the thermal rounding exponent is ψ = β/γ. Likewise, for Σ = Σc, as Θ is decreased to zero, we
expect the correlation length to scale like ξ ∼ Θ−ν/γ , where ν is the correlation length exponent defined by
ξ ∼ |Σ − Σc|−ν at zero temperature. This suggests a scaling ansatz for the correlation length for stresses
near Σc and low temperatures:
ξ(Σ,Θ) = Θ−ν/γF
(
Θ
(Σ− Σc)γ
)
(6.6)
where the scaling function F(x) goes to a nonzero constant as x→∞ and goes like xν/γ as x→ 0.
2The barrier scaling exponent that we call γ in this chapter has nothing to do with the susceptibility critical exponent
commonly called γ.
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Figure 6.2: Schematic log-log plot of the average velocity v as a function of temperature Θ at the zero
temperature critical stress Σ = Σc, in the scaling regime near T = 0. The velocity increases as a power law
v ∼ Θψ, where ψ = β/γ is the thermal rounding exponent. In MFT, ψ = 1/2.
6.3 Predictions for scaling of average velocity and avalanche
distributions
6.3.1 Average velocity
Above depinning at zero temperature, the average velocity scales like v ∼ (Σ−Σc)β ∼ ξ−β/ν . Assuming the
scaling dimension of the velocity remains unchanged when there is a small temperature, Eq. (6.6) implies
v ∼ Θβ/γF
(
Θ
(Σ− Σc)γ
)
. (6.7)
where F(x) goes to a constant as x → 0 and goes as x−β/γ as x → ∞.3 Eq. (6.7) encapsulates both the
relationship v ∼ Θβ/ν for Σ = Σc and v ∼ (Σ− Σc)β at Θ = 0.
3For notational efficiency, in this chapter, we will use F (or sometimes F) as a generic symbol for a scaling function, with
the understanding that scaling functions in different quantities refer to different (possibly related) mathematical functions, even
though all are denoted by the symbol F .
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6.3.2 Avalanche size distributions
For the avalanche size distributions, we recall from Eq. (C.18) that at zero temperature, the distribution
(PDF) for the size distribution is P (S) ∼ S−τF(S/Sc) where the avalanche size cutoff Sc diverges at the
critical stress like Sc ∼ (Σ − Σc)−1/σ ∼ ξ 1σν . Since ξ ∼ Θ−ν/γ , we therefore expect that at Σ = Σc, the
avalanche cutoff will scale with temperature like Sc ∼ Θ− 1σγ . Thus, for Σ near Σc and Θ near zero, the size
distribution P (S; Σ,Θ) has the scaling form
P (S; Σ,Θ) ∼ S−τF
(
S(Σ− Σc) 1σ , SΘ 1σγ
)
(6.8)
where both arguments of the scaling function are constant at the origin and decay exponentially at infinity.
At the critical stress Σ = Σc, the size distribution scaling form reduces to P (S; Θ) ∼ S−τF
(
SΘ
1
σγ
)
.
From this form we can compute the dependence of the avalanche size moments 〈Sn〉 on temperature for
Σ = Σc :
〈Sn〉 =
∫
SnP (S;T )dS =
∫
Sn−τF
(
SΘ
1
σγ
)
dS
= Θ−
n+1−τ
σν
∫
zn−τF(z)dz
∼ Θ−n+1−τσν . (6.9)
We will also compute stress-integrated quantities (see Section C.3 for definitions and discussion). For
the size, we can integrate over f ∝ Σf − Σ and get
Pint(S; Θ) = S
−τ
∫
dfF
(
Sf
1
σ , SΘ
1
σγ
)
= S−(τ+σ)
∫
dzF
(
z1/σ, SΘ
1
σγ
)
= S−(τ+σ)F
(
SΘ
1
σγ
)
(6.10)
where we substituted z = fSσ. The scaling function for the stress integrated distribution decays like e−S/Sc
with cutoff size that diverges at zero temperature like Sc ∼ Θ− 1σγ .
The same computation as in Eq. (6.9) gives
〈Sn〉int ∼ Θ−
1+n−(τ+σ)
σν (6.11)
for the mean avalanche size in the stress-integrated case. Note that in MFT, τ + σ = 2, so the exponent
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Figure 6.3: A schematic log-log plot of the avalanche size distribution PDF at different temperatures at the
zero temperature critical stress Σ = Σc. The distributions scale for large avalanche size S as power laws,
with a temperature-dependent cutoff Sc ∼ Θ− 1σγ that diverges as the temperature Θ→ 0. In MFT, σγ = 1.
goes to zero for the first moment n = 0. In this case the mean avalanche size still diverges as Θ → 0, but
the divergence is logarithmic.
6.3.3 Duration distributions
For the avalanche duration T, the zero temperature scaling form for the probability distribution is P (T ) ∼
T−αF(T/Tc) where Tc ∼ ξz. The same considerations that we applied to the size distribution yield the
scaling form
P (T ; Σ,Θ) ∼ T−αF
(
T (Σ− Σc)νz, TΘ νzγ
)
(6.12)
for the duration distribution at nonzero temperature. The corresponding stress-integrated distribution is
Pint(T ; Θ) ∼ T−(α+ 1νz )F(TΘ νzγ ). (6.13)
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For the average avalanche sizes, the same formal manipulations as in Eq. (6.9) give the average avalanche
duration
〈T 〉 ∼ Θ−νz(1+n−α) (6.14)
at Σ = Σc and
〈Tn〉int ∼ Θ−νz(1+n−(α+ 1νz )) (6.15)
for the stress-integrated case. In MFT α = 2, and νz = 1 so the duration moments diverge like Θ−(n−1)
for Σ = Σc and Θ
−(n−2) in the stress-integrated case. Note that the exponents can be zero or negative for
small values of n. In general, a zero exponent indicates a logarithmic divergence with Θ. If the exponent is
negative, this does not mean that the average duration goes to zero as Θ→ 0. Instead, it simply means that
the average duration saturates to a non-universal constant value. For instance, we have, as Θ→ 0,
〈T 〉int =
∫
T−2F(TΘ1/2)dT ≈ F(0)
∫
T−2dT (6.16)
where we were allowed to make the final manipulation because the integral converges at its upper limit
(the lower limit is understood to be regulated by the minimum avalanche duration). So, as the power law
exponent of the distribution becomes steep, more of the lower moments of the distribution will not diverge
as Θ → 0. However, higher moments of the duration distributions will exhibit divergences that could be
compared with experiment.
6.3.4 Maximum velocity distributions
Based on our results established for mean field theory from Chapter 5 (see Table 5.1) we expect at zero
temperature, the scaling dimension of the maximum velocity distribution is P (vm) ∼ v−µm F(−vm/vmc) where
vmc ∼ ξρ/ν . So at nonzero temperatures we have scaling forms
P (vm; Σ,Θ) ∼ v−µm F
(
vm(Σ− Σc)ρ, vmΘρ/γ
)
(6.17)
and
Pint(vm; Θ) ∼ v−(µ+
1
ρ )
m F
(
vmΘ
ρ/γ
)
. (6.18)
The average value of the maximum velocity diverges as Θ→ 0 like
〈vnm〉 ∼ Θ−
ρ(1+n−µ)
γ (6.19)
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Quantity Definition MFT values
velocity vs temperature (at Σ = Σc) v ∼ Θψ ψ = β/γ = 1/2
avalanche size distribution (at Σ = Σc) P (S) ∼ S−τF
(
SΘ
1
σγ
)
τ = 3/2, 1σγ = 1
avalanche size distribution (stress-integrated) P (S) ∼ S−(τ+σ)F
(
SΘ
1
σγ
)
τ + σ = 2, 1σγ = 1
size moment vs temperature (at Σ = Σc) 〈Sn〉 ∼ Θ−
1+n−τ
σγ 1+n−τ
σγ = n− 12
size moment vs temperature (stress-integrated) 〈Sn〉int ∼ Θ−
1+n−(τ+σ)
σγ
1+n−(τ+σ)
σγ = n− 1
avalanche duration distribution (at Σ = Σc) P (T ) ∼ T−αF
(
TΘ
νz
γ
)
α = 2, νzγ = 1/2
avalanche duration distribution (stress-integrated) P (T ) ∼ T−(α+ 1νz )F
(
TΘ
νz
γ
)
α+ 1νz = 3,
νz
γ = 1/2
duration moment vs temperature (at Σ = Σc) 〈Tn〉 ∼ Θ−
(1+n−α)νz
γ
(1+n−α)νz
γ =
n−1
2
duration moment vs temperature (stress-integrated) 〈Tn〉 ∼ Θ−
(1+n−(α+ 1νz ))νz
γ
(1+n−(α+ 1νz ))νz
γ =
n−2
2
avalanche max velocity distribution (at Σ = Σc) P (vm) ∼ v−µm F
(
TΘ
ρ
γ
)
µ = 2, ργ = 1/2
avalanche max velocity distribution (stress-integrated) P (T ) ∼ v−(µ+
1
ρ )
m F
(
TΘ
ρ
γ
)
µ+ 1ρ = 3,
ρ
γ = 1/2
max vel moment vs temperature (at Σ = Σc) 〈vnm〉 ∼ Θ−
ρ(1+n−µ)
γ
ρ(1+n−µ)
γ =
n−1
2
max vel moment vs temperature (stress-integrated) 〈vnm〉 ∼ Θ−
ρ(1+n−(µ+ 1ρ ))
γ
ρ(1+n−(µ+ 1ρ ))
γ =
n−2
2
Table 6.1: Table of observables for creep experiments near the critical point stress Σ = Σc and temperature
Θ = 0.. Values for the exponents describing how the moments diverge when Θ → 0 are only valid when
they are positive. A negative value indicates a moment that does not diverge as Θ→ 0 while a zero moment
indicates a logarithmic divergence.
and in the stress-integrated case
〈vmm〉int ∼ Θ−
ρ(1+n−(µ+ 1
ρ
))
γ (6.20)
Also, like the duration, in MFT the average maximum velocity in the stress-integrated case does not
diverge as Θ → 0, so we omit it from Table 6.1 with the understanding that the higher moments have
interesting divergences that can be easily computed.
6.4 Derivation of the barrier scaling exponent
The thermal exponents depend on how the cell energy barriers scale with the stresses. This in turn depends
on the shape of the pinning potential. In our model, the cells immediately move to the next pinning site once
the local stress exceeds the threshold. This can be modeled by a pinning potential with a linear cusp. We
will also assume that the potential is convex near the cusp and that the second derivative from the left-hand
side of the cusp is nonzero.
If x is the cell’s position along its direction of motion, we can write the pinning potential for the particle
as U(x) = Up(x)− τx where Up is the pinning potential and τ is the stress on the cell. . At the moment the
cell is ejected from the pinning site, the potential is flat on the left-hand side of the cusp. This means the
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Figure 6.4: A picture of the cusped pinning potential. The cusp ensures that motion starts immediately
once the cell is over the barrier [58] and thus resembles our assumption of dynamics where the cell slips once
τ ≥ τf . The height of the energy barrier scales like ∆ ∼ (τf − τ)2, as shown in Eq. (6.22)
failure stress is given by τf = U
′
p(a
−) where a is the location of the cusp. If expand near the failure stress
τ = τf − δτ, we have U(x) = Up(x) − U ′p(a−)x + δτx. If the pinning potential is convex near the cusp, the
location of the minimum of U will approach the cusp as τ → τc. Then we can expand the pinning potential
Up(x) ≈ Up(0)− U ′p(a−)(a− x) + 12U ′′p (a−)(a− x)2 so that
U(x) ≈ Up(a)− U ′p(a−)a+ δτx+
1
2
U ′′p (a
−)(a− x)2 (6.21)
which has a minimum at xm = a− δτ/U ′′p (a−). The the energy barrier can be calculated to be
∆ = U(a)− U(xm) = δτ
2
2U ′′p (a−)
∼ (τf − τ)2. (6.22)
This result depends on our assumptions about the shape of the potential well, both the strong assumptions
of a linear cusp and convexity and the more generic assumption of a non-vanishing second derivative. If the
pinning potential is smooth with a rounded barrier instead, then we can expand the pinning potential about
xi, the inflection point separating the minimum the particle rests in from the top of the barrier. As τ → τf ,
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the minimum and maximum will come close together, so the expansion
U(x) ≈ 1
6
U ′′′p (xi)x
3 + δτx+ Up(xi) (6.23)
where again δτ = τf − τ is accurate near τf (note that U ′′′p (xi) is negative). The minimum/maximum are
at xm = ∓(−2δτ/U ′′′p (xi))1/2 and the barrier is
∆ = Up(xm)− Up(−xm) = 2
(
2
−U ′′′p (xi)
)1/2
δτ3/2 ∼ (τf − τ)3/2 (6.24)
which leads to different scaling of avalanche size with temperature.
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Chapter 7
Analyzing low-resolution data
7.1 Introduction
The avalanches that comprise plastic deformation take place on short timescales (on the order of milliseconds
in BMGs and microseconds in single crystals), so experimental time resolution is important. In this chapter
we demonstrate the effect of insufficient resolution on typical avalanche observables and propose methods to
diagnose and mitigate problems due to resolution. We use a simple model for demonstration and to make
certain calculations explicit, but many of the results are generic. We find that naive analysis of low-resolution
data can lead to avalanche size distributions with incorrect power law exponents and even no power-law
regime at all. We also show that, with the traditional methods, an apparent data collapse with incorrect
exponents can be obtained. More importantly, we introduce improved analysis methods that circumvent
these problems. We then apply these analysis methods to downsampled high-resolution experimental data
on compressed bulk metallic glasses (BMGs) and find good agreement with results previously obtained at
high resolution [14] and with the predictions of a simple mean field model. The results of this study resolve
an apparent discrepancy between the results from experiments at different time resolutions reported in the
literature.
While it is difficult to extract reliable avalanche duration statistics when the sampling rate is lower than
the inverse duration of typical avalanches, we show that avalanche size statistics can be measured for much
lower resolutions than is possible for durations. The timescale that determines the required sampling rate
for measuring the size statistics is given by the avalanche nucleation rate, which is the number of avalanches
triggered per second during the deformation. We find that in the experimental data from [14], the size
distribution changes from a broad power law (at a data acquisition rate of 100 kHz) to a peaked distribution
once the resolution is lowered to around 50 Hz, a minimum required resolution for this experiment (see
bottom of Fig. 7.10). Since the nucleation rate is proportional to the experimental displacement rate and
proportional to the system size (see section 7.3 below), the required time resolution will be less for slower
driving and smaller systems. Therefore, if an experiment’s resolution is too low and increasing the resolution
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is not feasible, then reducing the displacement rate or the system size can compensate equally well.
In this chapter, we focus on stress drop avalanches that occur in experiment at fixed displacement rates.
We propose the following:
1. When the sampling rate is higher than the nucleation rate, but lower than the rate of stress increase
between avalanches (in units of the size of a typical stress drop), small stress drops can be missed
(see Fig. 7.3). If the rate r of stress increase between avalanches can be estimated, then instead of
defining avalanches as continuous stress drops, one should define them whenever the measured rate of
stress increase decreases below r. This can be implemented by defining a tilted stress-time curve and
measuring stress drops relative to that. The tilted curve is given by F (t) − rt where r is the rate of
elastic stress increase (see Eq. (7.11) and Fig. 7.5). Under ideal circumstances, avalanche sizes can be
recovered with good accuracy using this method (details are given in section 7.6.2). In section 7.6.1,
we give a method for determining when a stress-time signal is in this regime. The analysis also reveals
a novel way to extract the avalanche size power law scaling exponent τ by downsampling data without
actually measuring avalanche sizes (see Eq. (7.9)).
2. When the data acquisition rate is slightly lower than the nucleation rate, several avalanches can occur
per sampling time. Furthermore, when distinct avalanches happen during successive samples, they
will be part of one continuous drop in the low-resolution stress-time signal (see the inset of Fig. 7.6).
For this reason, the stress drops that occur between successive samples will be more representative
of the underlying avalanche sizes than the (potentially much larger) consecutive stress drops of the
traditional avalanche definition, which potentially involves many time steps (see Fig. 7.6). Therefore
at these very low resolutions, one should again tilt the signal by subtracting rt and take the stress
drops between two successive stress measurements as the best approximation of the avalanche sizes.
This will not recover the true size distribution exactly, but the result will be similar to it as long as
the data acquisition rate is on the order of the nucleation rate. In section 7.6.3, we give details and
show the expected corrections to the size distribution.
In section 7.7.1, we show that these procedures can be used to obtain a scaling collapse from the low-
resolution data with the same critical exponents as one would find at high resolution. We also show that
traditional analysis of low resolution simulation data from the simple mean field model (of Ref. [20]) at
different spring stiffnesses can give a collapse with incorrect exponents (see Fig. 7.9). In section 7.8, we1
compare the results to downsampled experimental BMG compression data and find good agreement with
model predictions.
1The experimental data presented in this chapter was provided by Wendy Wright and analyzed by Aya Nawano
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Figure 7.1: (left) The time derivative stress vs time series for a typical section of simulation signal from the
simple mean field model (from Ref. [20]). The inset shows the stress vs time curve. (right) A demonstration
of what we call the “traditional” avalanche detection procedure. The top figure is a stress-time curve with
two avalanches and the bottom is its time derivative. The avalanches are detected when the time derivative
drops below a threshold (the dashed line in the bottom figure). The circles and squares indicate the starts
and ends of the avalanches, respectively. The avalanche size is the total decrease in stress, as indicated on
the top figure.
7.2 Extracting avalanche statistics from experimental signals
Experimental data on plasticity generally comes in one of two flavors: stress versus time (at constant
displacement rate) or displacement versus time (at a constant rate of stress increase). In the first case, an
avalanche manifests as a sudden drop in stress and in between the avalanches are “quiet periods” during
which the stress increases at a constant rate due to elastic loading. In the second case the avalanches are
jumps in the displacement and there is little change in displacement during the quiet periods. As mentioned
above, in this chapter, we focus on analyzing stress versus time data at a fixed imposed displacement rate,
although the results can be adapted straightforwardly to displacement versus time data.
Traditionally, avalanches are detected by taking a derivative of the signal and observing when it drops
below a negative threshold. For instance, a stress drop avalanche begins when the derivative of the stress
becomes negative and ends when it returns to being positive (shown in Fig. 7.1). We call this the traditional
(or naive/conventional) method, in contrast to methods we develop in Sections 7.6.2 and 7.6.3 that are more
appropriate for low-resolution data.
In practice, experimental noise has a large effect on the numerical derivative of a signal, so naive applica-
tion of this method can be unreliable, especially at high sampling rates. This problem can be addressed by
optimally filtering the input data [14], by demanding that the stress derivative drops below some negative
threshold (rather than a threshold of zero), or by dismissing avalanches below a certain size as indistin-
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guishable from noise. Deciding on the appropriate method requires care because noise can not only cause
spurious avalanches to be detected, but can also cause avalanches to be incorrectly broken into pieces.
Once the avalanche sizes and durations have been measured, estimates of the statistical distributions of
these quantities can be constructed. The traditional way to present a distribution estimate is using a normal-
ized histogram of the sizes and durations as an approximate probability density function (PDF). Histograms
can be very effective when data takes integer values or when many avalanches have been collected. When the
data values span several orders of magnitude (as avalanche sizes and durations often do), logarithmic binning
can be effective for reducing noise in the tail of the distribution. However any histogramming procedure
introduces a new parameter (binning scale) and also, more crucially, averages out information from the data.
For this reason, we prefer to use complementary cumulative distributions (CCDFs), even though their
visual interpretation is not always as straightforward as it is for PDFs. The CCDF for a random vari-
able X is defined as C(x) = P (X > x). It can be estimated from the data straightforwardly as Cˆ(x) =
{fraction of samples with value greater than x}. Furthermore, for independent samples, none of the infor-
mation is lost from the data: each “step” in the CCDF estimate is at the location of a data point, so the
entire data set can be recovered (up to an ordering of the samples).
Key predictions of avalanche models about scaling forms of size and duration PDFs can be cast equally
well in terms of the CCDF [11, 14].
7.3 Model
We use the simple mean field model described in Section 2 with an array of N cells that are elastically
coupled to one another as well as to a driving spring that moves at a constant rate. The stress τi on cell i
is given by
τi =
J
N − 1
N∑
j=1
(uj − ui) +K(vdt− ui) (7.1)
where ui is the position of the i-th cell, J is the mean-field coupling between the cells and K is the spring
constant of the loading spring connecting a site to the sample boundary that moves at speed vd. For a system
with linear size L, the system’s boundary is a distance∼ L away from the cells, which leads to a loading
spring stiffness K ∼ 1/L [20]. This means that for a planar shear band with N cells, we have K ∼ 1/√N
and therefore large systems have a naturally small value of K.
Summing Eq. (7.1), the total stress on the system is F = NK(vdt−u¯) where u¯ is the average displacement
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of the cells. The instantaneous stress drop rate is
− δF
δt
= −NKvd +Knδu
δt
= NK(v − vd) (7.2)
where n is the number of cells that failed, δu is the characteristic distance a cell slips when it fails, δt is
the time step, and v = nN
δu
δt is the instantaneous center of mass velocity of the system. Thus the stress
drop rate is proportional to the difference between the instantaneous velocity and the speed of the sample
boundary. So if we measure the size of an avalanche as the total stress drop, it is proportional to ∆u− vdT
where ∆u = nδu is the displacement jump and T is the avalanche duration. The disproportionality vdT
between stress drops and displacement jumps becomes unimportant in the quasistatic limit vd → 0 for any
finite avalanche duration T.
7.4 Timescales
The two most important timescales in the problem are the maximum avalanche duration Ta and the average
interevent time Ti. The smallest relevant physical timescale is the microscopic scale δt set by the speed of
slip activations in the material. It is the reference timescale for the problem and serves as the simulation
time step in the model.
In the limit of quasistatic driving, the maximum avalanche duration Ta scales with distance to criticality
k ≡ K/J as Ta ∼ δtk−νz where ν = 1 and z = 1 for mean field depinning with long-ranged forces [2]. The
other timescales pertaining to the avalanche durations also diverge as k → 0, but not necessarily with the
same exponent. For instance the average avalanche duration scales like 〈T 〉 ∼ k−νz(2−α) where α is the
power law exponent for the duration distribution. In mean field theory, α = 2 and 〈T 〉 ∼ log(k−1) [20, 50].
The interevent times are controlled by the displacement rate. The average interevent time is Ti =
δf/(Kvd) where δf is the average amount of added stress required to nucleate an avalanche after the
previous one ends. In the cellular model, we have δf ∼ δτ/N, where δτ is the amount a cell’s stress is
reduced when it slips (as defined in Section 7.3), so Ti = δτ/(NKvd).
The ratio of the average interevent time and the maximum avalanche duration is an important quantity.
If the interevent times are much larger than the avalanche durations, then there are no temporal overlaps
between avalanches and the analysis simplifies. This condition can be obtained by driving the system at a
sufficiently slow rate. Demanding that the average interevent time Ti is much longer than the maximum
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avalanche duration Ta = δt/k
νz = δt(J/K)νz (with νz = 1 in MFT) gives the condition
vd  δτ
JNδt
≈ δu
Nδt
(7.3)
where δu ≈ δτ/J is the amount a cell slips when it is triggered, as defined in Section 7.3. We will assume
that this condition holds throughout this chapter, so that avalanches are well-separated in time.
7.5 Avalanche duration distributions
If an avalanche has shorter duration than the sampling time ts, it is impossible to measure its duration.
Therefore, we can only expect our measured duration distributions to accord with theory when the sampling
time is much less than the maximum avalanche duration Ta. Even avalanche durations that are on the order
of the sampling time will be measured incorrectly due to quantization, so only durations that are much
longer than the sampling time will be measured accurately.
Furthermore, duration distributions generally scale over fewer orders of magnitude than the size distribu-
tion since T ∼ Sσνz where σνz = 1/2 in MFT and is generically less than one. Therefore, it is unlikely that
one will obtain a reliable picture of the scaling regime for the duration distribution except at sufficiently high
time resolution. In our simulations we set the duration cutoff to Ta ≈ 100 time steps and this corresponds
to an average duration of around 〈T 〉 ≈ 10. Even when we use ts = 5 or even ts = 2, we see an apparent
deviation in the duration distribution from the power law observed at full resolution. See Fig. 7.2
7.6 Avalanche size distributions
Fortunately, avalanche sizes are much more robust to low time resolution than durations. This is not because
they exhibit more decades of scaling, but rather because stress drops are measurable even if the sampling
time is longer than the avalanche duration. Still, there are difficulties with the measurement process as the
resolution is decreased, but fortunately some of the most common problems can be mitigated.
We will begin by studying the regime where the sampling time ts is much less than the average interevent
time Ti. The relationship between the sampling time and the maximum avalanche duration Ta is of secondary
importance when studying avalanche sizes as long as Ta  Ti.
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Figure 7.2: Duration distributions for several values of the sampling time ts. The line represents the MFT
prediction C(T ) ∼ T−1 [20]. The apparent power law changes with sampling time ts, even for values of ts
much less than the maximum avalanche duration Ta ≈ 100. The simulation parameters used were number
of cells N = 104, coupling between cells J = 1, loading spring stiffness K = 10−2, and displacement rate
vd = 10
−5.
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Figure 7.3: A piece of a stress-time series from a simulation of the mean field model (from Ref. [20]). The
circles mark every twentieth data point and thus corresponds to a lower-resolution signal with sampling time
ts = 20 (in units of the simulation time step δt = 1). The size of the large event on the left side of the plot is
measured fairly accurately by the size of the stress drop in the low-resolution signal. However, as the inset
shows, a small stress drop does not have a corresponding drop in the low resolution signal.
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7.6.1 One avalanche per timestep (ts  Ti)
If we have sampling time ts  Ti, then there will almost always be at most one avalanche per time sample.
In this case, the size distribution of measured avalanches can be computed exactly. The effect of the low
resolution will be that some small stress drops will be overcome by the background elastic increase in stress
(see Fig. 7.3). The elastic stress increase will be Kvdts where ts is the sampling time. The measured stress
drop will be Sts = min(S −Kvdts, 0) and the avalanches that have size less than
S∗ = Kvdts (7.4)
go undetected by the standard methods. If we assume the avalanches are drawn from the distribution
predicted by MFT [50]
P (S) =
√
Sm
2S3/2
e−k
2S/2 (7.5)
where Sm  k−2 is the minimum avalanche size, then we will start to notice significant changes in the shape
of the size distribution once S∗ & Sm. The probability that an avalanche is missed is given by
P (S < S∗) =
∫ S∗
Sm
P (S)dS =
k
√
Sm
2
∫ k2S∗
k2Sm
x−3/2e−x/2dx (7.6)
If the data acquisition rate is sufficiently high that the largest avalanches are detected, i.e. if S∗  k−2, this
works out to
P (S < S∗) ≈ k
√
Sm
2
∫ k2S∗
k2Sm
x−3/2dx = 1−
√
Sm
S∗
. (7.7)
Similarly, for a more general size distribution P (S) ∼ 1Sτ F(S/Sa), where Sa is an upper size cutoff and F(x)
is a scaling function that is regular near the origin and decays exponentially at large values, the probability
an avalanche will be too small to observe is
P (S < S∗) ≈ 1−
(
Sm
S∗
)τ−1
(7.8)
for the case that the largest avalanches are detected, i.e. for S∗  Sa. This means that as the resolution is
lowered, the number of avalanches detected Ndetected will go down. The proportion detected Ndetected/Ntotal
will be approximately P (S > S∗) = (Sm/S∗)τ−1. Since S∗ ∼ ts, it follows that
Ndetected ∼ (ts)−(τ−1). (7.9)
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Interestingly, Eq. (7.9) gives us a way to estimate the correct size exponent τ without ever measuring the
size of an avalanche. One can simply downsample the data to lower resolutions (that are still high enough so
that large avalanches are detected), and then count the number of avalanches measured at each resolution
(See Figs. 7.4 and 7.11). Eq. (7.9) also gives a potential way to diagnose whether avalanches are being lost
due to low resolution or high strain rate. If one downsamples the stress-time curve and finds the number of
avalanches decays initially like tτ−1s , then avalanches are already being lost due to resolution. If the number
of avalanches is constant at first, and then begins to decay, then the resolution is high enough that this effect
is not important.
Provided that S∗  Sa, the avalanches that are above the detection threshold will come from the
truncated distribution P ∗(S) = A (S
∗)τ−1
Sτ F (S/Sa) for S > S
∗, where A is a numerical constant approximately
equal to τ − 1 by normalization. Additionally, the observed size of the avalanche is less than its original size
by S∗. So the observed distribution will be shifted:
Pobs(S) = P
∗(S + S∗) = A
(S∗)τ−1
(S + S∗)τ
F ((S + S∗)/Sa) (7.10)
for S > 0. For S  S∗ this looks like the usual power law decay with cutoff, but the distribution flattens
near the origin. For moderate values of S∗ the distribution appears rounded and the power law is difficult
to identify by eye. (See the red curve in the bottom panel of Fig. 7.5.)
7.6.2 Recovering small avalanches for ts  Ti and Ta  Ts
If the rate of elastic stress increase (i.e. in the absence of avalanches) is known, then deviations from this
trend will be approximately the sum of the avalanche sizes during the sampling interval. There are two
potential methods for estimating the rate of elastic stress increase. If the stress signal has an elastic portion,
its slope can serve as an estimate. Alternatively, as long as the sampling rate is not too low compared to
the avalanche nucleation rate, there will be some time intervals where very little plastic deformation occurs
that can be used for an estimate.
In the model, the stress increase rate is given by r = KNvd. If we estimate r, we can tilt the stress signal
F (t) to
F (t)→ F (t)− rt, (7.11)
and then perform the analysis (shown in Fig. 7.1) on the tilted signal (see Fig. 7.5). Then the complication
of small avalanches being covered up by the stress increase during elastic loading will be removed.
For the model signal, we can nearly recover the exact avalanche distribution for ts ≈ Ti/10 ≈ Ta. This
64
sampling time
100 101 102 103 104
nu
mb
er 
of 
me
asu
red
 av
ala
nc
he
s
102
103
104
105
data
power law -1/2
Figure 7.4: Number of avalanches collected werever sampling time (in units of the simulation time step
δt = 1) from a simulation of the mean field model (from Ref. [20]). The simulation parameters used were
number of cells N = 104, coupling between cells J = 1, loading spring stiffness K = 10−2, and displacement
rate vd = 10
−5. The line shows the predicted power law 1− τ = −1/2 from Eq. (7.9).
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is possible because we are at a high enough resolution that usually, at most one avalanche happens per
sampling interval and no information is lost. Whether the condition ts  Ti is achieved experimentally
depends both on the strain rate and the time resolution. If time resolution is too low, this regime can still
be reached by lowering the strain rate.
In the next section, we will discuss the situation where ts ≈ Ti and there can be several avalanches per
sampling interval.
7.6.3 Multiple avalanches per timestep (ts & Ti and Ti  Ta)
When the avalanche nucleation rate is on the order of the sampling rate, we must account for the possibility
of many avalanches occurring during a time sample. If we attempt to analyze the signal with the method
of Fig. (7.1), two effects become important. First, the stress drop during a sampling time may be from
multiple avalanches, and there is no way to know the sizes of the individual avalanches, only their sum.
Second, if there are stress drops in consecutive time intervals, they will be all merged into a single avalanche
(see Fig. 7.6). Therefore, the apparent avalanche will only stop once there is a time interval without any
stress drop.
If the avalanches are nucleated in a Poisson process, the probability that there are no avalanches during
a sampling time interval ts is p0 = e
−ts/Ti where Ti is the mean interevent time between avalanches. The
measured avalanche durations will be quantized in terms of the sample time, i.e. T = mts where m is the
number of consecutive sample times during which the stress drops. Since the measured avalanche continues
until there is a sampling time with no physical avalanches, the duration distribution follows the geometric
distribution [67]
P (T = mts) = (1− p0)m−2p0 (7.12)
where p0 = e
−ts/Ti is the probability the stress does not decrease during the time step, ending the measured
avalanche. (The reason m − 2 occurs on the right hand side rather than m − 1 is because the minimum
avalanche duration is one rather than zero.) From the distribution defined in Eq. (7.12), we can compute
the average measured duration to be
〈T 〉 = ts
p0
+ ts = ts(1 + e
ts/Ti). (7.13)
Likewise the average size of an apparent avalanche will increase exponentially with sampling time. Since
the physical avalanches are nucleated in a Poisson process with rate 1/Ti, the number of physical avalanches
during a sample will be Poisson distributed with average ts/Ti. If we let n be the number of physical
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Figure 7.5: (top) A section of the tilted stress-time curve froma simulation of the mean field model (from
Ref. [20]), downsampled to sampling time ts = 500 in units of the simulation time step δt = 1. More small
and medium-sized stress drops can be seen on the tilted signal. The inset shows the stress-time curve before
tilting. (bottom) Measured avalanche size CCDFs at full resolution (ts = 1) and at ts = 100 (about one
tenth of average interevent time Ti) for both the original and tilted stress-time series. The tilted data gives a
CCDF that is very close to the one obtained at full resolution, whereas the original signal gives a distribution
that appears rounded and the power law is difficult to identify by eye. The simulation parameters used were
number of cells N = 104, coupling between cells J = 1, loading spring stiffness K = 10−2, and displacement
rate vd = 10
−5.
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Figure 7.6: A piece of a stress-time series from a simulation of the mean field model (from Ref. [20]), tilted
as described in Eq. (7.11). The circles mark every two-thousandth data point and thus corresponds to a very
low resolution signal with sampling time ts = 2000. This sampling time is about twice the inverse avalanche
nucleation rate, so most increments contain at least one avalanche. As a result, measuring avalanches as
successive drops in the tilted stress will give stress drops of very long duration, corresponding to many
successive underlying avalanches. However, the stress drops measured between successive sample points will
be close in size to the underlying avalanches, although sometimes several avalanches may be merged, as is
the case for the first and last time step of size ts of the inset plot. The simulation parameters used were
number of cells N = 104, coupling between cells J = 1, loading spring stiffness K = 10−2, and displacement
rate vd = 10
−5.
avalanches that occur during a sample time, n will have the distribution
P (n) =
1
ets/Ti − 1
(ts/Ti)
n
n!
(7.14)
for n ≥ 1. We modified the Poisson distribution so to not include n = 0 because sampling times in which
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Figure 7.7: Mean values of the measured size and duration vs sampling time from the analysis (shown in
Fig. 7.1) of the tilted signal. The curves are the predicted values from Eqs. (7.13) (top) and (7.16) (bottom).
69
measured avalanche size
10-3 10-2 10-1 100 101 102
CC
DF
10-5
10-4
10-3
10-2
10-1
100
ts = 1
ts = 1000, tilted, standard analysis
ts = 1000, tilted, one measurement timestep per avalanche
Figure 7.8: Avalanche size CCDFs from simulations of the mean field model (from Ref. [20]) at full resolution
and from tilted stress-time curves at low resolution ts = 1000 (roughly two times the average interevent time
Ti.) using the analysis described in Fig. 7.1 and the improved method for very low resolution data described
in Section 7.6.3 that defines the sample stress drops defined in Eq. (7.17) (after tilting) as avalanche sizes.
The distribution from the improved method is much closer to the full resolution distribution and the same
rough power law behavior can be seen, but it is still somewhat distorted due to avalanche merging. The
simulation parameters used were number of cells N = 104, coupling between cells J = 1, loading spring
stiffness K = 10−2, and displacement rate vd = 10−5.
no physical avalanches happen will not show any stress decrease. Taking the average of the distribution, we
get.
〈n〉 =
∞∑
n=1
nP (n) =
ts/Ti
1− e−ts/Ti . (7.15)
The average measured avalanche size will be the average number of sample times per avalanche 〈T 〉/ts,
multiplied by the average number of physical avalanches per sample time 〈n〉, times the average size of an
avalanche. Putting this together:
〈S〉 = 〈T 〉
ts
〈n〉〈S〉0 = ts
Ti
(1 + ets/Ti)
(1− e−ts/Ti) 〈S〉0 (7.16)
where 〈S〉0 is the average size of the underlying physical avalanches. In Fig. 7.7 we show that Eqs. (7.13)
and (7.16) agree with the simulation of the MFT model.
So we see that in this very low resolution regime, the analysis (shown in Fig. 7.1) gives something com-
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Figure 7.9: (top left) Data collapse of the size CCDF (Eq.(7.5)) for different K values from a simulation of
the mean field model (from Ref. [20]) at full resolution. The collapse uses MFT exponents τ = 3/2 and α = 2
[20]. (top right) An apparent collapse for ts = 500 using the analysis (shown in Fig. 7.1). Here the collapses
yields incorrect exponents τ = 1 and α = 1.5. (bottom left) A collapse with MFT exponents τ = 3/2 and
α = 2 for ts = 100  Ti, using the the tilted signal described in Section 7.6.2. (bottom right) A successful
collapse with MFT exponents τ = 3/2 and α = 2 for ts = 1000 ≈ Ti, using the sample stress drops defined
in Eq. (7.17). Insets are the original distribution before the rescaling.
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pletely different from the underlying avalanche distributions. The principal complication is that consecutive
intervals are likely to have stress drops. Therefore, it is more representative to measure the avalanche as the
stress drop during a single sampling time. This means that if the stress changes by an amount δF during a
sampling time, one should record an avalanche of size
S =
 −δF, δF < 0no avalanche, δF ≥ 0 (7.17)
(see the inset of Fig. 7.6). We will call these the sample stress drops to distinguish them from the stress
drop avalanches that extend over multiple time steps that are measured in the analysis.
One complication with this method is that sometimes there are several avalanches during a time step.
We cannot recover the sizes of the individual avalanches, but if we know the nucleation rate, we can predict
the distribution of apparent avalanche sizes as follows.
Let Pn(S) be the distribution of the sum of n independent avalanches. The distribution of apparent
avalanche sizes will be
P (S) =
∞∑
n=1
P (n)Pn(S) (7.18)
where P (n) is the distribution of the number of avalanches in a sampling time from Eq. (7.14) and Pn(S) is
the distribution of the sum of n independent avalanche sizes. We will show in Section 7.7
Pn(S) =
nv0√
2piS3
e−
1
2S (kS−nv0)2 , (7.19)
where v0 = Sm/δt, the ratio of the minimum physical avalanche size to the minimum physical avalanche
duration. As long as 〈n〉, the average number of avalanches per sampling time, is not too big, the distribution
of Eq. (7.18) looks roughly like the distribution P (S) of physical avalanche sizes with a larger short-distance
cutoff since the n = 1 term of Eq. (7.18) dominates. Provided that 〈n〉〈S〉0  Sa, where 〈S〉0 is the average
physical avalanche size and Sa is the maximum physical avalanche size, the tail of the distribution is not
affected by merging, so a collapse may still look reasonable. See Figs. 7.8 and 7.9.
7.7 Derivation of the merged avalanche distribution
As we showed in Section 4.5 the distribution of avalanche sizes is given by
P (S) =
v0√
2piS3
e−
1
2S (kS−v0)2 (7.20)
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Figure 7.10: (top) Avalanche size distributions measured at different resolutions from simulations of the
mean field model (from Ref. [20]) and (bottom) from BMG experiment (from Ref. [14]). The trend lines are
power laws with exponent 1− τ = −1/2 predicted by MFT. In both cases, the analysis described in Fig. 7.1
gives avalanche size distributions that become increasingly narrow at low resolution. Thus, low resolution
can obscure power-law distributed jumps in the underlying signal. In the experimental data, a pronounced
noise regime is visible for the higher resolutions, but is averaged out at lower resolutions.
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Figure 7.12: The bottom curve is the avalanche size CCDF measured using the analysis described in Fig. 7.1
on the full-resolution (100 kHz) experimental data. The scaling regime follows a power law with exponent
1 − τ = −1/2 in agreement with MFT. The top curve is the CCDF measured with the analysis when the
same data is drastically downsampled to 2 Hz. The power law is no longer apparent. The middle curve
is the CCDF measured using the improved method outlined in section 7.6.1 where the sample stress drops
are analyzed from a tilted signal (see Eq. (7.17)). The −1/2 power law apparent in the 100 kHz data is
recovered from the downsampled data.
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where v0 ∼ Sm/δt, with Sm the minimum avalanche size and δt the minimum avalanche duration. v0 may
be thought of as the size of the initial “kick” starting an avalanche.
We can then compute the distribution of the sum of two independent avalanche sizes from this distribu-
tion. We first Laplace transform, giving
P˜ (λ) =
∫ ∞
0
dSe−λSP (S) =
v0e
kv0
√
2pi
∫ ∞
0
dS
S3/2
e−(λ+k
2/2)S−v20/2S = ekv0e−
√
2v20(λ+k
2/2) (7.21)
By the convolution theorem, the Laplace transform of the distribution of the sum Σn =
∑n
j=1 Sj of n
independent draws from P (S) is just P˜ (λ)n. We can then inverse Laplace transform to get
P (Σn) =
∫ a+i∞
a+−i∞
dλ
2pii
eλΣn P˜ (λ)n (7.22)
where a > −k2/2 to avoid the branch cut. The integral can be done by deforming the contour around the
branch cut and shifting λ→ λ− k2/2, giving
P (Σn) =
ekv0
pi
e−k
2Σn/2
∫ ∞
0
dλ sin
(√
2v20λ
)
e−λΣn =
nv0√
2piΣ3n
e−
1
2Σn
(kΣn−nv0)2 . (7.23)
The sum of n avalanches has the same distribution as a single avalanche with n times as large an initial
kick [85].
7.7.1 Data collapse at low resolution
The physical scaling form predicted by the model, P (S) ∼ S−τF(kαS) can be tested by performing a scaling
collapse for different K values. This scaling form implies a scaling form
C(S) =
∫ ∞
S
P (S′)dS′ ∼ S1−τ F¯(kαS) (7.24)
for the CCDF, where F¯(x) = ∫∞
1
z−τF(zx)dz [8].
We use the loading spring constantK as a tuning parameter for our collapses. There are two complications
that we correct for. First, since the definition of the stress drops scale with K, the avalanche sizes we use
in the collapse are rescaled S → S/K before collapsing. We also tune the displacement rate vd so that the
interevent time Ti ∼ (Kvd)−1 remains constant.
In the upper left panel of Fig. 7.9 we plot C(S)Sτ−1 versus Skα, which according to Eq. (7.24) should
give the plot of the scaling function F¯ . We do this for three values of k and confirm that they all lie on the
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same curve. As we lower the resolution, the distributions become distorted and the scaling form ceases to
hold. However, due to regularities in the behavior of the measured size distribution at different resolutions,
an apparent data collapse can still be possible. In the upper right panel of Fig. 7.9 we show an apparent
collapse we obtained for ts = 500, after performing the naive avalanche analysis of Fig. 7.1 without tilting
the stress-time curve. However, the exponents τ = 1 and α = 1.5 that collapse the data strongly deviate
from the MFT values τ = 1.5 and α = 2 that yield a collapse for the full resolution data.
In the lower panels, we show that we can obtain decent collapses with the MFT exponents for ts = 100
and ts = 1000 when we use the improved analysis methods outlined in Sections 7.6.2 and 7.6.3.
7.8 Comparison with experiment
We compare our theoretical results with experimental data on bulk metallic glasses originally presented in
[14]. The data is collected at a very high data acquisition rate of 100 kHz and the avalanche size distribution
and average avalanche shapes show good agreement with mean field theory. See ref. [14] for details on the
experiment and data analysis.
One complication in applying the above analysis to data is the presence of noise. We use Wiener filtering
to reduce the noise amplitude (see ref. [14] for details). However, since the analysis uses a numerical derivative
to detect stress drops (shown in Fig. 7.1), even a small amount of noise can have a large effect and there are
still many small events that are a result of noise rather than material response. These “noise avalanches”
can be seen as a sharp decrease on the left part of the 100 kHz CCDF in the bottom panel of Fig. 7.10.
After the sharp decrease, a scaling regime emerges where the size distribution follows the predicted power
law C(S) ∼ S−1/2. Avalanches from this region and larger are not polluted by noise.
In Fig. 7.10 we plot the avalanche size CCDFs obtained using the analysis (without tilting, see Fig. 7.1)
at different resolutions from a model simulation and experiment. In both cases, we see that the distribution
becomes narrower at lower resolution. In the CCDFs for the experimental data (bottom panel), a pronounced
noise regime is visible for the higher resolutions, but disappears at lower resolutions since the noise averages
out over long sampling times.
In the bottom panel of Fig. 7.10 we see that when the resolution is lowered to around 100 Hz, the power
law begins to become shallower and below 50 Hz the power law begins to disappear entirely. This gives
a rough lower bound for resolution at which we expect resolution effects to be important for stress drop
distributions in this particular system. Since the key timescale is the avalanche nucleation rate (which is
proportional to 1/NKv), resolution effects can be avoided by decreasing the system size or decreasing the
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displacement rate rather than increasing the resolution.
In Fig. 7.11 we plot the number of avalanches collected versus the sampling time. We see rough agreement
with the power law of 1− τ = −1/2 predicted by Eq. (7.9) for high resolutions but with a more pronounced
deviation for larger sampling times (also see Fig. 7.4). This is due to the shorter scaling regime in the
experimental data and deviations from scaling for large avalanches [14].
Finally, in Fig. 7.12, we use the method from section 7.6.1 to recover the correct power law exponent
from the experimental data downsampled to 2 Hz, a resolution at which the traditional analysis yields a
distribution with no power law regime. First the data was cut into increasing pieces and an appropriate
stress increase rate r was determined by a linear fit for each section (see Eq. (7.11)). The measured value of
r was about 6.5± 0.3 MPa/s throughout the sample. Then we tilted the lowered-resolution data according
to the local values of r and took the distribution of sample stress drops for each sample in which the stress
change was negative. The expected power law of −1/2 is recovered in the resulting CCDF.
7.9 Conclusion
Lowered resolution affects the measured avalanche distributions in several ways. Avalanche duration distri-
butions are distorted significantly unless the sampling time is well below the average avalanche duration.
For larger sampling times (lower resolutions), the apparent power law is steeper than the theoretical power
law (see Fig. 7.2). Avalanche size distributions are much more robust and can be measured even when the
sampling time is longer than the duration of the largest avalanches, but there can still be significant rounding
of the shape of the size distribution.
For moderately low resolution where the sampling time is still much less than the average time between
avalanches, tilting the data before measuring the stress drops makes it possible to recover the underlying
avalanche size distribution to a good approximation. For very low resolutions with sampling times on the
order of the interevent time, tilting the signal and using the sample stress drops described in Section 7.6.3
allows the recovery of a size distribution similar to the one that would be obtained at high acquisition rates,
as well as the predicted model distribution.
78
Appendix A
(Appendix to Chapter 3)
A.1 Multiplicative noise: Itoˆ and Stratonovich interpretations
When the noise term in a stochastic differential equation is multiplied by some function of the dependent
variable, it is called “multiplicative noise”. Unfortunately, the notation that physicists typically use to write
down stochastic differential equations glosses over a dangerous ambiguity in equations with multiplicative
noise [80]. To see the ambiguity, consider a discrete version of Eq. 3.9
vt+δt − vt = (c− kvt +√vtηt) δt (A.1)
with time step δt. In order for the noise ηt to have the correct properties in the continuum limit
1, it should
consist of independent Gaussians, with mean zero and variance 2D/δt, i.e.
〈ηtηt′〉 = 2D
δt
δt,t′ . (A.2)
We made a choice discretizing the term
√
v(t)η(t) as
√
vtηt. For instance, we could have discretized it as
√
vt+δtηt instead. It turns out that these choices lead to different continuum limits.
This contrasts with the case of non-stochastic equations. For instance, if we change the kvt term in
Eq. A.1 to kvt+δt, the difference is of order δt
2 and can be ignored in the continuum limit. The stochastic
term is different, however, since the noise is singular. The choice of
√
vt+δtηt instead of
√
vtηt in Eq. A.1
leads to a difference in the right hand side whose leading order term is 12η
2
t δt
2, as can be seen by iterating
under the square root and expanding. The random variable η2t is positive with mean value 2D/δt, so we
expect the difference of 12η
2
t δt
2 to make a contribution of order δt that cannot be neglected. Thus a stochastic
equation written as
dv
dt
= f(v) + g(v)η(t) (A.3)
1For instance, the Brownian motion B(t) =
∫ t
0 η(t
′)dt′ should have variance 2Dt.
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can refer to as many different processes as there are discretizations of g(v).
The two most common “interpretations” of Eq. A.3 are called the Itoˆ and Stratonovich interpretations.
The Itoˆ interpretation corresponds to the interpretation we picked in Eq. A.1, where the v(t) in the multi-
plicative noise is evaluated at the previous time step, i.e.
vt+δt − vt = (f(vt) + g(vt)ηt) δt. (A.4)
Instead of using previous value of v, the Stratonovich interpretation uses the average value of v at the
previous and current time step:
vt+δt − vt =
(
f(vt) + g
(
vt+δt + vt
2
)
ηt
)
δt. (A.5)
The fact that the noise is singular is also important when changing variables [80].For the change of
variables v → x(v), we can Taylor expand the difference
xt+δt − xt ≡ δx = x′(v)δx+ 1
2
x′′(v)δx2 + . . . (A.6)
The second term isn’t truly second-order because δx2 contains the term g(x)2η2t δt
2, which is of order δt since
η2t ∼ 2D/δt. The law of large numbers combined with the fact that we can discretize the noise as finely as
we wish allows us to replace η2t by its expected value
2. Then we can write
δx = x′(v)f(v)δt+ x′(v)ηtδt+Dx′′(v)g(v)2δt. (A.7)
Note that if we had performed a naive change of variables using the rules of ordinary calculus we would have
missed the last term. In Chapter 4 we will use the change of variables x = 2
√
v to analyze Eq. 3.9 in the
Itoˆ interpretation. Plugging in x(v) = 2
√
v, f(v) = (c− kv) and g(v) = √v we get
dx
dt
=
2c
x
− k
2
x− D
x
+ η(t). (A.8)
The Itoˆ interpretation is the most straightforward to numerically integrate, since the Stratanovich is an
implicit equation in vt+δt. However, the Stratonovich interpretation can be more convenient since the usual
rules of calculus apply for changing variables. Fortunately, the Stratonovich interpretation of a process is
always equivalent to a process in the Itoˆ interpretation with an additional drift term. For instance, the
2This is a rigorous result called Itoˆ’s Lemma [81]
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Stratonovich interpretation of the ABBM equation (Eq. 3.9) is the same process as the ABBM model, but
with c→ c+D/2.
What’s more important is to understand physically which interpretation is the correct one to use for a
given multiplicative noise equation. If the white noise η(t) is an approximation to weakly correlated noise,
the Stratonovich interpretation is correct. This is because if the noise is actually a continuous function,
the usual rules for changing variables rules will be correct. Since physical noise is generally continuous, the
Stratonovich interpretation is usually correct for physical systems. The Itoˆ interpretation is appropriate
when the noise is an approximation for a discrete sequence of shocks, as is typical in financial models. In the
case of the ABBM equation, the noise models the random changes in the pinning force due to the changes
in the interface configuration. The reason it is multiplied by
√
v is because a more rapidly moving interface
has a larger change in configuration. However, this implies that the relevant velocity is the one from the
instantaneous past, and thus the Itoˆ interpretation is correct.
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Appendix B
(Appendix to Chapter 4)
B.1 Numerics
In numerical simulations, we use an Euler - Maruyama method to integrate the ABBM equation (Eq. (3.9))
with D = 1/2. This scheme, however, does not preserve the positivity constraint of the solution. Nonetheless,
since we are interested in avalanches, i.e. the evolution in between zero crossings, we discard the times when
the velocities become negative. An avalanche is started from v = 1 and evolved until v ≤ 0 at which
time it is declared over and recorded. Then a new avalanche is restarted from v = 1. Since the noise is
uncorrelated, this closely resembles the reflecting boundary condition at v = 0 in the steady state evolution
of the model. This method is simple and fast, but the disadvantage is that the crude integration rule and
boundary conditions introduce inaccuracies for small avalanches (T  103, S  106). Another method
tried was directly implementing the discrete time equation Eq. (2.21) which obtained results consistent with
the first method for k = c = 0, with a somewhat faster convergence to the continuum limit in the scaling
functions.
B.2 Derivation of exact propagator for arbitrary c and k
To compute the exact propagator it is convenient to work in the untransformed variable as in Ref. [77].The
Fokker-Planck equation for the ABBM model is
∂tP (v, t) = ∂v((kv − c)P (v, t)) + 1
2
∂2v(vP (v, t)). (B.1)
We will be interested in the absorbing boundary condition solution. However, the norm-preserving, reflecting
solution is easier to find. It is characterized by a zero flux condition at the v = 0 boundary:
lim
v→0+
∂
∂t
∫ ∞
v
P (u, t)du = − lim
v→0+
(
(kv − c)P (v, t) + 1
2
∂v(vP (v, t))
)
= 0 (B.2)
82
We will work with the Laplace transform of P (v, t) in v,
P˜ (s, t) =
∫ ∞
0
e−svP (v, t)dv. (B.3)
Laplace transforming Eq. (B.1), the LHS becomes ∂tP˜ (s, t). Integrating the RHS by parts,
s
∫ ∞
0
(
(kv − c)P (v, t) + 1
2
∂v(vP (v, t))
)
e−svdv = s
∫ ∞
0
(
(kv − c) + 1
2
svP (v, t)dv
)
= s
∫ ∞
0
(
(−k∂s − c)(P (v, t)e−sv)− 1
2
s∂s(P (v, t)e
−sv)
)
dv
= −s
(s
2
+ k
)
∂sP˜ (s, t)− scP˜ (s, t), (B.4)
where the zero flux condition eliminated the boundary term in the first integration by parts. The Laplace-
transformed version of Eq. (B.1) is then
∂tP˜ (s, t) + s
(s
2
+ k
)
∂sP˜ (s, t) = −scP˜ (s, t). (B.5)
This can be solved with the initial condition P˜ (s, 0) = e−sv0 by the method of characteristics, giving
P˜ (s, t) =
1(
1 + s2k (1− e−kt)
)2c exp(− sv0e−kt1 + s2k (1− e−kt)
)
. (B.6)
Let a ≡ (1− e−kt)/2k and b ≡ v0e−kt. Then we have
P˜ (s, t) =
e−bs/(1+as)
(1 + as)
2c
=
1
(1 + as)
2c e
−b/a exp
(
b
a(1 + as)
)
= e−b/a
∞∑
n=0
(b/a)n
n! (1 + as)
n+2c (B.7)
The Laplace transform identities
L−1
(
f˜(as+ 1)
)
=
1
a
e−x/af(x/a) (B.8)
and
L−1
(
1
sn
)
=
xn−1
Γ(n)
(B.9)
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can then be used to perform the inverse term by term, giving
P (v, t) =
1
a
e−(v+b)/a
∞∑
n=0
(b/a)n(v/a)n+2c−1
n!Γ(n+ 2c)
=
1
a
(v
b
)c−1/2
e−(v+b)/a
∞∑
n=0
(√
bv/a
)2n+2c−1
n!Γ(n+ 2c)
(B.10)
where the second equality is a rearrangement in order to make use of the Bessel function formula
Iα(z) =
∞∑
n=0
(z/2)2n+α
n!Γ(n+ α+ 1)
. (B.11)
Finally, plugging in for a and b, we get
P (v, t) =
2k
1− e−kt
(
v0e
−kt
v
)1/2−c
exp
(
−2k v + v0e
−kt
1− e−kt
)
I2c−1
(
4k
√
vv0e−kt
1− e−kt
)
. (B.12)
Employing Iα(z) ≈ (z/2)α/Γ(α+ 1) (as z → 0) we can take the limit as t→ 0 and get
P (v, t→∞) = (2k)
2c
Γ(2c)
v−1+2ce−2kv (B.13)
which we recognize as the steady state distribution obtained from the Boltzmann approach earlier.
The all-important absorbing boundary condition propagator is simply the same expression as the reflect-
ing boundary with the opposite order Bessel function.
In order to derive it we need to allow probability to flow into v = 0 so that the solution is norm-decreasing.
Therefore, we pick up a surface term from the Laplace transform, and we have
∂tP˜ (s, t) + s
(s
2
+ k
)
∂sP˜ (s, t) = −scP˜ (s, t) + f(t) (B.14)
where
f(t) = lim
v→0+
(
(kv − c)P (v, t) + 1
2
∂v(vP (v, t))
)
. (B.15)
We will determine the flux f(t) from boundary conditions below. This can likewise be solved with initial
conditions P˜ (s, 0) = e−v0s by the method of characteristics, giving
P˜ (s, t) =
(
1
1 + s2k (1− e−kt)
)2c
exp
(
− sv0e
−kt
1 + s2k (1− e−kt)
)
+
∫ t
0
f(τ)
(
1
1 + s2k (1− e−k(t−τ))
)2c
dτ. (B.16)
We will demand that limv→0 P (v, t) <∞ which means, roughly that P (v, t) ∼ v where  ≥ 0. This translates
84
to P˜ (s, t) ∼ s−1− or sP˜ (s, t) ∼ s− as s→∞. Therefore, we have lims→∞ sαP˜ (s, t) = 0 for α < 1. We know
from the reflecting propagator solution that v = 0 is inaccessible when 2c > 1, so at rates beyond this, the
motion never comes to a stop and there is one infinite avalanche. Therefore, we can assume 2c < 1. Then
we have
0 = lim
s→0
(
1 +
s
2k
(1− e−kt)
)2c
P˜ (s, t)
= exp
(−2kv0e−kt
1− e−kt
)
+
∫ t
0
f(τ)
(
1− e−kt
1− e−k(t−τ)
)2c
dτ (B.17)
Substituting z−1 = ekt − 1 and ζ−1 = ekτ − 1 gives
∫ ∞
z
g(ζ)(ζ − z)−2cdζ = −e−2zkv0 (B.18)
where
g(ζ) =
1
k
f(ln(1− ζ−1)/k) ζ
2c
ζ(ζ − 1) . (B.19)
This can be turned to ∫ ∞
0
g(z + ζ)ζ−2cdζ = −e−2kv0z (B.20)
which can be easily solved by inspection, giving
g(z) = − 1
Γ(1− 2c) (2v0k)
1−2ce−2v0kz (B.21)
Plugging back in τ,
f(τ) =
−k
Γ(1− 2c)
1
1− e−kτ
(
2kv0e
−kτ
1− e−kτ
)1−2c
exp
(
−2kv0e
−kτ
1− e−kτ
)
(B.22)
Using the same variables ζ and z as before, we have
∫ t
0
dτf(τ)
(
1
1 + s2k (1− e−k(t−τ))
)2c
= − (2v0k)
1−2c
Γ(1− 2c)
∫ ∞
z
dζe−2kv0ζ
(
1 + z
ζ(1 + z) + s2k (ζ − z)
)2c
= − (2v0k)
1−2ce−2kv0z
Γ(1− 2c)
∫ ∞
0
dζe−2kv0ζ
 1
z + ζ
(
1 + s2k(1+z)
)
2c
(B.23)
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This term can be inverse Laplace transformed and cranked to give
− (2v0k)
1−2c
Γ(1− 2c) e
−2kv0z
∫ ∞
0
e−2kv0ζ22ce−2kv(1+z)−2kvz(1+z)/ζk(1 + z)
(
ζ
kv(1 + z)
)1−2c
1
ζΓ(2c)
dζ
= −2 sin(2cpi)k
pi
(v0
v
)1−2c
(1 + z)2ce−2k(v0z+v(1+z))
∫ ∞
0
ζ−2ce−2kv0(ζ+(v/v0)z(1+z)/ζ)dζ
= −2 sin(2cpi)k
pi
(
1
2kv
)1−2c
(1 + z)2ce−2k(v0z+v(1+z))
∫ ∞
0
ζ−2ce−(ζ+4k
2vv0z(1+z)ζ)dζ
= −2 sin(2cpi)(2k)
2c
pi
v−1+2c(1 + z)2ce−2k(v0z+v(1+z))(4k2vv0z(z + 1))1/2−cK2c−1
(
4k
√
vv0z(1 + z)
)
= −4 sin(2cpi)k
pi
(1 + z)
(
v0z
v(z + 1)
)1/2−c
e−2k(v0z+v(1+z))K2c−1
(
4k
√
vv0z(1 + z)
)
= −4 sin(2cpi)k
pi
1
1− e−kt
(
v0e
−kt
v
)1/2−c
exp
(
−2k
(
v + v0e
−kt)
1− e−kt
)
K2c−1
(
4k
√
vv0e−kt
1− e−kt
)
=
2k
1− e−kt
(
v0e
−kt
v
)1/2−c
exp
(
−2k
(
v + v0e
−kt)
1− e−kt
)(
I1−2c
(
4k
√
vv0e−kt
1− e−kt
)
− I2c−1
(
4k
√
vv0e−kt
1− e−kt
))
We eventually plugged back in z−1 = 1− ekt. Some standard identities used include
L−1
{(
z + ζ
(
1 +
s
2k(1 + z)
))−2c}
(v) =
22ce−2kv((1+z)+z(1+z)/ζ)k(1 + z)
(
ζ
kv(1+z)
)1−2c
ζΓ(2c)
Γ(z)Γ(1− z) = pi
sin(piz)
,
∫ ∞
0
t−2c exp (−t− a/t) dt = 2a1/2−cK2c−1(2
√
a),
Kα(z) =
pi
2 sin(piz)
(Iα(z)− I−α(z))
This must be added to the Laplace transform of the first term, which is just the reflecting propagator
derived previously. The result for the absorbing propagator is then
P (v, t) =
2k
1− e−kt
(
v0e
−kt
v
)1/2−c
exp
(
−2k
(
v + v0e
−kt)
1− e−kt
)
I1−2c
(
4k
√
vv0e−kt
1− e−kt
)
. (B.24)
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Appendix C
(Appendix to Chapter 5)
C.1 Classical extreme value theory
Classical extreme value statistics applies to independent, identically distributed (IID) random variables
{Xi}Ni=1 with the same parent cumulative distribution function (CDF) F (x) ≡ P (X ≤ x). The CDF for the
maximum Mn of n IID variables is given by
FMn(x) = P (Mn ≤ x) =
n∏
i=1
P (Xi ≤ x) = FX(x)n. (C.1)
In many cases, the statistics of the maximum Mn max(Xi)
n
i=1 follows a universal scaling law as n→∞,
analogous to the central limit theorem. The central limit theorem is a universal scaling law for the sum
Sn ≡
∑n
i=1Xi. It says that
lim
n→∞P
(
Sn − bn
an
≤ x
)
= Φ(x) (C.2)
where Φ(x) is the CDF for the standard normal distribution, bn = nE(Xi) and an = Var(Xi)
√
n. This holds
for IID variables whenever the parent distribution has finite variance.
The maximum Mn may follow a similar scaling form to the sum:
lim
n→∞P
(
Mn − bn
an
≤ x
)
= G(x) (C.3)
where G(x) is a universal limit distribution. Fisher and Tippett [90] showed that if a nontrivial limit
distribution G(x) exists for some rescaling sequences an and bn, it will satisfy the functional equation
G(x)n = G
(
x− βn
αn
)
(C.4)
for some sequences αn and βn. Their argument has the flavor of a renormalization group argument: Imagine
we have n groups of m 1 IID variables. If Eq. (C.3) holds, the maximum M (i)m of any of the n groups will
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have the CDF
FMm(x) = P (Mm ≤ x) ≈ G
(
x− bm
am
)
(C.5)
since m is large. The group maxima M
(i)
m for i = 1 . . . n are n IID variables from this distribution, so by
Eq. (C.1), the maximum of the n maxima has the CDF FMm(x)
n ≈ G
(
x−bm
am
)n
. However, the maximum of
the set of group maxima is just the maximum Mmn of the whole sample, which by Eq. (C.3) has the CDF
FMmn(x) ≈ G
(
x− bmn
amn
)
(C.6)
since mn is large. Equating these two expressions gives
G
(
x− bm
am
)n
= G
(
x− bmn
amn
)
. (C.7)
Shifting and rescaling x gives Eq. (C.4) where αn = limm→∞ amn/am and βn = limm→∞(bmn − bn)/am.
Eq. (C.4) has an renormalization group interpretation in that the limit distribution G is a fixed point of
a coarse-graining (taking the maximum of the blocks of variables) and rescaling procedure. By solving the
functional equation Eq. (C.4), Fisher and Tippett showed that if a nontrivial G(x) exists, it can be put into
one of the following three forms by shifting and rescaling x:
1. The reverse Gumbel distribution
G1(x) = e
−e−x , (C.8)
which satisfies Eq. (C.4) for αn = 1 and βn = log(n). This is typically the limit distribution when the
right tail of the parent distribution PDF decays faster than any power law. For instance, when the Xi
are from the standard exponential distribution FX(x) = 1− exp(−x) for x > 0, we have
P (Mn − log(n) ≤ x) = FX(x+ log(n))n =
(
1− 1
n
e−x
)n
→ e−e−x . (C.9)
2. The Fre´chet distribution with parameter α > 0
G2(x) =
 0 x ≤ 0e−x−α x > 0, , (C.10)
which satisfies Eq. (C.4) for αn = n
1/α and βn = 0. This is the limit distribution when the right
tail of the parent distribution PDF decays as a power law f(x) ∼ x−(α+1). For instance if the Xi are
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power-law distributed FX(x) = 1− x−α, for x > 0, we have
P (Mnn
−1/α ≤ x) = FX(xn1/α)n =
(
1− 1
n
x−α
)n
→ e−x−α (C.11)
3. The reverse Weibull distribution with parameter α > 0
G3(x) =
 e
−(−x)α x ≤ 0
1 x > 0,
(C.12)
which satisfies Eq. (C.4) for αn = n
−1/α and βn = 0. This is the limit distribution when the right tail
of the parent PDF is bounded and has the form f(x) ∼ (xm − x)α−1 near the upper bound xm. For
instance if the Xi have the distribution FX(x) = 1− (1− x)α for x ∈ (0, 1) (the uniform distribution
is a special case with α = 1), then we have
P ((Mn − 1)n1/α ≤ x) = FX(xn−1/α + 1)n =
(
1− 1
n
(−x)α
)n
→ e−(−x)α (C.13)
If the distribution is bounded but decays to zero slower than any power law near the upper bound,
e.g. p(x) ∼ exp(1/(xm − x)), then the limit distribution is Gumbel.
C.2 Relationship of classical EVT to avalanche maxima
While an avalanche can be thought of as a sequence of random variables, they are not independent, so
classical extreme value theory does not apply. Although there is no general theory of extreme values for
variables with arbitrary joint distributions, substantial progress has been made in several cases. For instance,
Berman’s theorem says that the EVS of a weakly-correlated Gaussian process is also governed by the Fisher-
Tippett distributions [91, 92]. This corresponds to a power spectrum density that decays with the frequency
as Sf ∼ f−a, with an exponent 0 ≤ a ≤ 1. Also, the EVS of time records with long-term persistence of
Gaussian distributed fluctuations with a < 1 converges to the Fisher-Tippett distribution [93]. The same
asymptotic law also determines the distribution of maximum heights of periodic, Gaussian 1/f -noise [94, 95],
where the maximum is measured relative to the mean.
On the other hand, the extreme value statistics of a correlated Gaussian process with a > 1 typically has
a simple scaling form with the duration, as in our Eq. (5.12). The precise scaling function is depends on the
boundary conditions, the value from which the extremum is measured, as well as other ordering constraints
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on the time evolution [82, 95]. For example, different scaling functions are obtained for the maximum
heights of periodic Gaussian interfaces: if the maximum is measured relative to the spatially averaged
height, the corresponding EVS is determined by the so-called Airy distribution function [96, 82, 95, 97],
whereas measuring the maximum relative to the boundary value leads to the Rayleigh distribution [98, 99].
Although we have derived the exact functional form of P (vm), it is important to note that the µ = −2
exponent follows essentially from two facts. The first is that the scaling forms given by Eqs. (5.12) and (5.31)
have the exponents one would assume from dimensional analysis, and the second is that the integral leading
to Eq. (5.40) converges when its bounds are taken to 0 and ∞. Under these conditions, the fluctuations in
vm are distributed narrowly about the average value 〈vm|T 〉 ∼ T , and so we expect the maximum velocity
to have the same scaling exponent as the duration. However, there is no guarantee that these conditions
hold in all cases.
In fact, this simple scaling by dimensional analysis runs contrary to what one might normally expect for
an extreme value distribution. For example, if one wanted to make a simple argument, one could ignore
correlations and boundary conditions and crudely approximate the avalanche as a sequence of N = T/δt
independent, exponentially distributed variables with average value 〈v|T 〉 = AT where δt is the duration
of a time step and A is a proportionality constant with the same dimensions as D. Then, the probability
distribution function of the maximum value is given by
P (vm|T ) = N
AT
e−vm/AT
(
1− e−vm/AT
)N−1
. (C.14)
The expectation value of vm can be determined by using the binomial expansion
P (vm|T ) = N
AT
N−1∑
k=0
(N − 1)!(−1)k
k!(N − 1− k)!e
−(k+1)vm/AT . (C.15)
The integration corresponding to the first moment can be performed term by term, and the average maximum
takes the form
〈vm|T 〉 = N
AT
N−1∑
k=0
(N − 1)!(−1)k
k!(N − 1− k)!
(AT )2
(k + 1)2
. (C.16)
This is equivalent to
〈vm|T 〉 = AT (Ψ(N + 1) + γ) (C.17)
where Ψ(x) = d log Γ(x)dx and γ is Euler’s constant. As T → ∞, this expression scales asymptotically as
AT log(T/δt). The logarithmic enhancement is due to the fact that the random variable has T/δt independent
tries to achieve a value well above its average. Integrating this against the duration distribution P (T ) ∼ T−2
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gives a maximum value distribution with leading order behavior P (vm) ∼ log(vm)v−2m , a slower decay than the
exact answer P (vm) ∼ v−2m . However, temporal correlations change the picture considerably, preventing the
average maximum value from scaling faster than the average, so the actual scaling law is 〈vm|T 〉 ∼ 〈v|T 〉 ∼ T
which corresponds to P (vm) ∼ v−2m .
C.3 Stress-integrated distributions
In Table 5.1 we report exponents for stress-integrated distributions (see also Table 6.1 in Chapter 6). These
quantities apply to plasticity experiments where the stress is increased from some small value to its critical
value without reaching a steady state, and avalanches are measured throughout the experiment (see, e.g.
[11]). Similarly, field-integrated exponents are relevant to experiments on magnets where the avalanches occur
throughout the hysteresis loop [100]. The integrated exponent predictions for these types of experiments are
different from experiments where the system reaches a steady state in which the stress fluctuates near its
critical value (e.g. [14]).
The calculations in this chapter were done assuming fixed k, where k is the “loading spring stiffness” (or
a locally-coupled demagnetizing field strength in the case of Barkhausen noise). Relaxation of the loading
spring allows stress to “leak” out of the system during an avalanche. The stiffness controls the distance to
criticality so that f ≡ |Σ−Σc|Σc ∼ k [2].
Thus, for a plasticity experiment for which avalanches are measured at a fixed external stress Σ, we
expect a scaling form for the avalanche size distribution of
P (S; f) ∼ S−τF(ASf1/σ) (C.18)
where f ≡ Σc−ΣΣc and A is a non-universal constant with units of 1/S. In MFT, τ = 3/2 and σ = 1/2, in
accordance with Eq. (4.52) and the correspondence k ∼ f. The scaling function F(x) decays exponentially
for x 1.
In an experiment where the stress is ramped up to its critical value without reaching the steady state,
avalanches occur at many values of f and thus are drawn from different distributions of the form of Eq. (C.18).
Since avalanches occur at larger distances to criticality, we expect that the distribution of avalanche sizes
would decay faster than if the stress were fixed at a value close to Σc.
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Naively, we can integrate over the values of stress to arrive at the distribution:
Pint(S) =
∫
P (S, f)df
∼
∫
S−τF(ASf1/σ)df
= A−σS−(τ+σ)
∫
F(z1/σ)dz (C.19)
where we substituted z = f(AS)σ. Therefore, the stress-integrated distribution scales as a power law
Pint(S) ∼ S−(τ+σ) where τ + σ = 2 in MFT.
A reasonable objection to this procedure is that it implicitly assumes that we uniformly sample over all
values of f, i.e. each value of f is assumed to have (on average) equal likelihood of nucleating an avalanche
as we increase the stress. This is not true, but nonetheless we will show that the naive integration generally
gives the correct exponent when there is no singular dependence of nucleation probability on stress.
Say instead that there is a distribution P (f) that gives a weight at each value of f corresponding to the
probability of an avalanche occurring at stress Σ where f = Σc−ΣΣc . The integrated distribution is then given
by
Pint(S) =
∫ 1
0
P (S; f)P (f)df ∼ A−σS−(τ+σ)
∫ (AS)σ
0
F(z1/σ)P
(
z
(AS)σ
)
dz. (C.20)
The scaling function F(x) decays for x  1, thus if AS  1, we can take the upper limit of the integral
to infinity. This just means that we are looking at large avalanches and is a safe assumption as long as
enough avalanches have been nucleated near the critical stress f = 0. If, in addition, the function P (f)
is approximately constant over a range from zero up to a value on the order of ∼ (AS)−σ, then we can
approximate P (z(AS)−σ) ≈ P (0) and pull it out of the integral, giving
Pint(S) ∼ A−σS−(τ+σ)P (0)
∫ ∞
0
F(z1/σ)dz (C.21)
which has the same form as the naive integration.
Obviously, in the case that the stress distribution is concentrated at the critical stress, i.e. P (f) = δ(f),
the stress-integrated exponent (and thus the above derivation) cannot be correct because we must get
P (S) ∼ S−τ . To see where it goes wrong, let’s assume P (f) = 1f∗ e−f/f
∗
, so that we recover the distribution
δ(f) when f∗ → 0 and we expect P (S) ∼ S−τ+σ when f∗ is large. Plugging this in, we get
Pint(S) ∼ A−σS−(τ+σ) 1
f∗
∫ ∞
0
exp
(
− z
(AS)σf∗
)
F(z1/σ)dz. (C.22)
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When (AS)σf∗  1, the F(z1/σ) factor decays out long before the other factor and the integral is ≈∫∞
0
F(z1/σ)dz, so we have
Pint(S) ≈ A−σS−(τ+σ) 1
f∗
∫ ∞
0
F(z1/σ)dz ∼ S−(τ+σ) (C.23)
This give Pint(S) ∼ S−(τ+σ). When (AS)σf∗  1, The exp(−z/((AS)σf∗)) term decays out first and the
integral is ≈ ∫∞
0
exp(−z/((AS)σf∗))dz, so we have
Pint(S) ≈ A−σS−(τ+σ) 1
f∗
∫ ∞
0
exp
(
− z
(AS)σf∗
)
dz = S−τ . (C.24)
Therefore, we have a crossover scaling form:
Pint(S) ∼
 S
−τ S  1
(f∗)1/σA
S−(τ+σ) S  1
(f∗)1/σA
(C.25)
Therefore, as long as the distribution P (f) has a width f∗ large enough that the size of the largest
avalanches measured Smax  1(f∗)1/σA , the tail of the distribution of avalanche sizes will scale with the
stress-integrated distribution P (S) ∼ S−(τ+σ). The exponent derived by naive integration thus has a well-
defined domain of validity.
For completeness, we derive the other stress-integrated exponents in Table 5.1:
Pint(T ) ∼
∫
dfT−αG(fνzT ) = T−(α+ 1νz )
∫
dzz−αG(zνz) ∼ T−(α+ 1νz ) (C.26)
Pint(vm) ∼
∫
dfv−µm H(fρvm) = v
−(µ+ 1ρ )
m
∫
dzz−µH(zρ) ∼ v−(µ+
1
ρ )
m (C.27)
Pint(Em) ∼
∫
dfE−(µ+1)/2m H(fρE1/2m ) = E
−(µ+1+ 1ρ )/2
m
∫
dzz−(1+µ)/2H(zρ) ∼ E−(µ+1+
1
ρ )/2
m (C.28)
C.4 Exponent relations for the maximum velocity
Our exact solutions seem to give evidence that the exponents µ and ρ describing the maximum velocity
distribution (see Table 5.1) are not independent of the others. If the velocity remains a continuous function
of time outside mean field theory, we expect that the maximum velocity scales like its average. Therefore, in
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terms of scaling dimensions, vm ∼ 〈v〉 ∼ S/T. In particular, we expect that the upper cutoff of the velocity
distribution scales like
vmc ∼ Sc
Tc
∼ k
−1/σ
−kνz = k
−( 1σ−νz). (C.29)
The definition of ρ is that vmc ∼ k−ρ, so we have
ρ =
1
σ
− νz = 1− σνz
σ
. (C.30)
In MFT, we get ρ = 1, as expected.
Likewise, for the exponent µ, we can begin by writing down an ansatz for P (vm|S). In MFT, this took
the scaling form of Eq. (5.31). This form could have been arrived at by dimensional analysis, knowing that
the overall dimension of P (vm|S) was v−1m .1 If we assume that this use of dimensional analysis continues to
be valid for conditional distributions outside mean field theory, we expect a scaling form
P (vm|S) ∼ v−1m F
v 1ρσm
S
 (C.31)
for the conditional distribution. Then we can compute P (vm) by integrating P (vm|S) over the avalanche
sizes, which are distributed like P (S) ∼ S−τ at criticality. We get
P (vm) ∼
∫ ∞
0
P (vm|S)P (S)dS ∼
∫ ∞
0
v−1m F
v 1ρσm
S
S−τdS = v−(1+ τ−1ρσ )m ∫ ∞
0
z−τF
(
1
z
)
dz, (C.32)
so we have P (vm) ∼ v−µm where
µ = 1 +
τ − 1
ρσ
= 1 +
τ − 1
1− σνz . (C.33)
In MFT, this reduces to µ = −2, as expected.
1However, note that this reasoning would fail for the overall velocity distribution P (vm), which has an anomalous dimension
and thus its full expression requires a microscopic scale (See Eq. (5.40)).
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Appendix D
Simulation results for dynamical
weakening
In Section 2.1.1, we defined the dynamical weakening parameter of the model and mentioned a few of the
qualitative differences that systems with weakening have from ones without. The principal difference is that
while interevent times in systems without weakening are exponentially distributed (i.e. events arrive as a
Poisson process) when there’s weakening, large events are nearly periodic. There is also a marked delay
between a large event and when the next small event comes. This nontrivial nucleation dynamics is of
experimental interest.
In this chapter, we will give some model predictions from simulation for experimentally measurable
quantities. All simulations were performed on a system with N = 10000 cells and a stress conservation
parameter of c = 0.999.
In Fig. D.1, we show the size distributions at various values of the weakening parameter. We plot them
as CCDFs, so the large vertical piece on the right-hand size of the distributions represent a cluster of large
events (it would appear as a “bump” in the PDF). These are the quasi-periodic large events. Notice that as
the weakening increases, the cluster of large events moves to a larger avalanche size and the regime of power
law-distributed small events becomes smaller.
In Fig. D.2, we show the size versus duration scatter plot at two different values of the weakening. The
small events have the scaling of S ∼ T 2 in accordance with the analysis of Chapter 4. The large events
scale like S ∼ T, as is also predicted by the model and has been confirmed in BMG experiments [20, 40].
The difference between the distributions at higher and lower weakening is that at higher weakening (the
right-hand plot), there is a noticeable gap, reflecting the fact that the small avalanches have a narrower
distribution for higher weakening.
Finally, in Fig D.3, we show the interevent time following an avalanche versus the avalanche size. We see
that for the large events, there is a much larger interevent time, and that the interevent time increases with
the weakening. This is because the large events relax the system significantly, leading to a quiet period.
When the weakening is higher, the large events get even bigger and cause even more relaxation.
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Figure D.1: CCDFs of avalanche sizes for various values of the weakening parameter .
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Figure D.2: Scatter plots of avalanche size versus duration for two different values of the weakening parameter
. (left)  = 0.001 (right)  = 0.007.
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Appendix E
Finite driving effects in the ABBM
model
E.1 ABBM avalanches at nonzero driving
Generally, studies of avalanches assume the slow-driving limit vd → 0. In this case, the ABBM model can be
derived from the mean-field interface depinning model [74], so their predictions for avalanches are identical.
The ABBM model can be solved at finite driving rate, but it’s unknown whether its predictions should agree
with interface depinning. We recall from Chapter 3 the ABBM equation of motion
dv
dt
= k(vd − v) +
√
vξ(t) (E.1)
where ξ(t) is white noise with 〈ξ(t)ξ(t′)〉 = Aδ(t− t′).
One new issue at finite driving rate is the definition of an avalanche. At zero driving rate, an avalanche
is defined as what happens during the interval of time between two zero-crossings of the velocity v(t). The
duration T of the avalanche is the length of the time interval, while the size is defined by the integral
S =
∫
v(t)dt over the interval. At finite driving rate, there is another option. Instead of using zero crossings,
one can define an avalanches in terms of fluctuations of the velocity about its mean, which coincides the
driving rate vd. Then avalanches can be described the time intervals between mean-crossings, where the
velocity is above vd. The two definitions coincide when vd = 0.
Using an avalanche definition in terms of fluctuation from the mean is motivated by the fact that the
velocity v is the order parameter of the depinning transition. In the moving phase where v > 0, it is
appropriate to consider fluctuations about 〈v〉 = vd just as it is appropriate to consider fluctuations about
the spontaneous magnetization when considering correlations in the magnetized phase of the Ising model.
The definition in terms of fluctuations has another important advantage. At large driving rates, specifically
when c ≡ kvdA > 1/2, the interface is constantly in motion and v(t) does not have zero crossings at all. In
this regime, only the second definition makes sense. The results about the avalanche distributions of the
ABBM model that we derived in Chapter 4–for instance, that the exponents decrease linearly with c–are with
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respect to the first definition, and their breakdown when c = 1/2 is a reflection of the fact that avalanches
become ill-defined there. By contrast, the second definition makes sense for any driving rate, although it
disagrees with the first for 0 < c < 1/2.
To study the fluctuations about the mean, we write Eq. (E.1) in terms of the relative fluctuations
w = (v − vd)/vd. The resulting equation is
dw
dt
= −kw +
√
1 + w
vd
ξ(t). (E.2)
Our avalanches will then be the times between zero-crossings of w. We will choose units where k = 1 and
the noise constant A = 1, so that the equation is
dw
dt
= −w +
√
1 + w
c
ξ(t) (E.3)
with 〈ξ(t)ξ(t′)〉 = δ(t− t′). Since w is the relative fluctuation, the avalanche sizes in w will be smaller by a
factor of vd than the fluctuations in v − vd that define our avalanches. For this reason, I will refer to the
sizes of avalanches in w by Sw, reserving S ≡ vdSw for “real” avalanche sizes.
E.1.1 Fast driving c 1
For fast driving, the fluctuation term becomes very small compared to the mean-regression and w  1
throughout. We can then use the approximation
dw
dt
= −w +
√
1
c
ξ(t), (E.4)
which is an Ornstein-Uhlenbeck process with weak fluctuations. The avalanche durations will look like the
duration distribution for Brownian excursions (P (T ) ∼ 1/T 3/2) with a cutoff due to the mean regression
(See Eq. (2.16)). So we expect an asymptotic form like
P (T ) ∼
T→∞
e−AT
T 3/2
(E.5)
where A is some dimensionless constant (this distribution has actually been calculated exactly and has
A = 1).
The avalanche sizes are the areas under the excursions. Since from Eq. (E.4), the scale of the fluctuations
is 1/
√
c and their characteristic return time is 1 due to the mean reversion, we expect an avalanche size
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Figure E.1: Complementary cumulative distribution function C(S) for the avalanche sizes, simulated from
Eq. (E.3) for several large values of c. The size disributions with sizes rescaled by 1/
√
c all collapse onto the
same scaling function. The guideline is the power law −1/3 predicted for C(S) (The exponent of the CCDF
is one less than that of the PDF.) The inset shows the size distributions before rescaling.
cutoff of Swc ∼ 1/
√
c. The distribution of avalanches much smaller than this will scale like the areas under
Brownian excursions, which follow a power law of 4/3 1. Putting these together, we get
P (Sw) ∼
Sw→∞
e−B
√
cSw
(Sw)4/3
(E.6)
where B is some dimensionless constant. We computed this size distribution using the relative velocity
w ≡ (v − vd)/vd. The real avalanche size, as measured by the area under the curve v(t)− vd, is S = vdSw.
Recalling that vd = c/k (and that we have set k = 1), the size distribution is
P (S) ∼ e
−BS√
c
S4/3
(E.7)
1The 4/3 power law can be understood as follows: The excursion’s height scales like
√
T since it’s a diffusion, and thus
the area should scale like T 3/2. We know the duration has PDF P (T ) ∼ T−3/2. Changing variables to A = T 3/2 gives
P (A) ∼ A−4/3.
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Figure E.2: Complementary cumulative distribution functions C(T ) for the avalanche durations, simulated
from Eq. (E.3) for several large values of c. The conditions are the same as for Fig. E.1. The duration
distributions are independent of c. The line is the predicted power law of −1/2. (The exponent of the CCDF
is one less than that of the PDF.)
Therefore we expect that the avalanche size cutoff value Sc = vdSwc ∼
√
c. From Eq. (E.5), we see that the
duration cutoff Tc is independent of c. The cutoff dependences and the values of the exponents are confirmed
in Figs. E.1 and E.2.
E.1.2 Slow Driving c 1
For sufficiently slow driving, we obviously expect the usual adiabatic predictions P (S) ∼ S−3/2e−k2S/2A
and P (T ) ∼ T−2e−kT to obtain. In the case where the avalanches are measured with respect to zero
velocity, increasing the driving rate flattens the exponents and increases the cutoffs of the size and duration
distributions. Eventually, as c → 1/2, the cutoffs diverge. We know that the behavior must be different
under our new avalanche definition, since the duration cutoff remains Tc ∼ 1/k, even as the driving rate
becomes very large. However, the exponents do eventually become smaller.
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Figure E.3: Complementary cumulative distribution function C(S) for the avalanche sizes, simulated from
Eq. (E.3) for several small values of c. The size distributions along with lines with slope −1/3 and −1/2
from the random walk and MFT, respectively. (The exponent of the CCDF is one less than that of the
PDF.) The vertical lines are drawn at S = c2 for the three different c’s to indicate the approximate crossover
points. The right-most crossover on the red curve is indistinguishable from the cutoff. Note the cutoffs don’t
depend strongly on c. This feature persists when c is taken over a much larger range.
Transforming the the steady state equation Eq. (4.3), one can see that the size of the largest relative
velocity fluctuations is wc ∼ (1 − c)/c. When c  1, the velocity will travel far from the mean (w  1)
during the large avalanches. While the avalanche is large, the equation of motion is approximately
dw
dt
= −w +
√
w
c
ξ(t). (E.8)
This is just the ABBM equation (Eq. (E.1)) with no driving. Thus, the durations go like P (T ) ∼ T−2e−T .
There is an effective noise constant of 1/c, so (referring to the noise dependence of Eq.(4.52)) P (Sw) ∼
(Sw)
−3/2e−cSw and Swc ∼ 1/c. Since these are the avalanches in the relative velocity w, the size of avalanches
in v − vd = wvd have Sc ∼ 1, independent of c.
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Figure E.4: Complementary cumulative distribution function C(T ) for the avalanche durations, simulated
from Eq. (E.3) for several small values of c. The lines are power laws of −1/2 and −1 from the random walk
and ABBM model, respectively. (The exponent of the CCDF is one less than that of the PDF.) The vertical
lines are drawn at T = c for the three different c’s to indicate the approximate crossover points. Note the
cutoffs don’t depend strongly on c. This feature persists when c is taken over a much larger range.
Every avalanche spends some time with w ≤ 1, so Eq. (E.8) is not ever a good approximation over the
course of an entire avalanche. However, we expect it will govern the scaling of large avalanches since w  1
will hold for most of the duration of the avalanche.
On the other hand, avalanches much smaller than this will have w  1 and will be governed by Eq. (E.4)
and the random walk scaling. This means that we will see a crossover between the two sets of power
laws. However, the cutoff behavior will always be as dictated by Eq. (E.8) since it pertains to the largest
avalanches (and we are assuming that the largest avalanches have w  1.) Therefore the behavior for c 1
is a crossover between two power-laws, with cutoffs in the size and duration that do not depend strongly on
c.
To find the crossover point, we estimate that 〈w〉 = Sw/T > 1 for the avalanche to be large enough that it
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has the ABBM dynamics. This means that the crossover happens when T ≈ Sw. We know that in the scaling
regime Sw ∼ T 3/2√c . Equating these two expressions, we get that Tcrossover ∼ c. Similarly, Sw,crossover ∼ c, and
after rescaling by vd, Scrossover ∼ c2. We plot the distributions in Figs. E.3 and E.4.
E.2 Summary
Through a direct analysis of Eq. (E.1) at both very large and very small values of the parameter c, we have
shown that, when the avalanche sizes are defined as the area under the curve v(t) − vd for excursions v(t)
goes above vd and then drops below it:
1. For c 1, the avalanche sizes increase with c, with maximum avalanche sizes scaling as Sc ∼
√
c. The
power law exponent is −4/3, the same areas under random walks.
2. For c 1 the duration distributions are roughly independent of c. They have a power law regime with
exponent −1/2, the same as random walk return times.
3. For c  1, the avalanche size distribution has a more complicated crossover form. For avalanches
with size smaller than the crossover size Scrossover ∼ c2, the size distribution follows the ABBM scaling
exponent P (S) ∼ S−3/2 and above the crossover size it follows the Brownian excursion area scaling
P (S) ∼ S−4/3. The cutoff does not depend strongly on c for fixed k.
4. For c 1, the avalanche duration distribution has a similar crossover form to the size distribution. For
avalanches with duration smaller than Tcrossover ∼ c, the duration distribution follows the ABBM power
law P (T ) ∼ T−2 and avalanche larger than that follow a random walk power law of P (T ) ∼ T−3/2.
The cutoff of the duration distribution also does not depend strongly on c for fixed k.
E.3 Conclusion
To summarize, in the ABBM model, there’s no clean scaling in terms of vd (at fixed k), except for c  1.
At that point, the avalanche sizes scale as S ∼ v1/2d , the duration distributions are fixed, and the exponents
are random walk. Far below that regime, there is a crossover to the MFT exponents and the cutoffs of both
distributions depend very weakly on vd.
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This behavior is very different from basic scaling theory prediction. One would expect that as the driving
rate increases, we move further from the transition and the correlation length decreases. Since v ∼ |F −Fc|,
the correlation length ξ ∼ |F = Fc|−1, and Sc ∼ ξ−2 in mean field theory, we expect a scaling form like
P (S) ∼ S−3/2F (Sv2d) in which the power law remains constant and Sc decreases with vd.
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Appendix F
Strong disorder and heavy-tailed
walks
In the cellular model of Chapter 2, we assumed that the cells all have similar failure thresholds and arrest
stresses, so that the amount of stress released and redistributed when a cell fails is roughly constant. In this
appendix we will relax that assumption and consider the situation where for each cell, τf − τa is drawn from
a broad distribution.
We can immediately adapt the random walk argument that lead to Eq. 2.17. However, this time, both
the stress gap to the next most unstable cell ∆Xn and the amount of stress redistributed by the failure of
the next most unstable cell ∆Yn will be broadly distributed. Thus we might guess that we can consider the
avalanche sizes to be first passage times to the origin of heavy-tailed walks Zn.
In the case where the distribution of τf − τa has finite variance, we expect the increments of Zn to also
be finite variance and thus by the Central Limit Theorem, the properties of the random walk will be the
same as a Gaussian random walk on large scales and there will be essentially no change to the results of
Chapter 2.
Therefore, the only unsolved case is when the distribution of τf − τa has infinite variance. There is a
remarkable theorem due to Sparre Anderson that says that, regardless of the distribution of step widths,
any driftless random walk has the same first-passage time distribution: the one that scales like f(t) ∼ t−3/2
[104]. This means that exactly at criticality (i.e., no drift toward the origin) we have an exponent
P (S) ∼ S−3/2 (F.1)
like always.
However, when there is drift, the results are different from those of Chapter 2. In the Gaussian case,
the effect of drift toward the origin is to make the first passage distribution develop an exponential cutoff
and a characteristic scale for the largest possible first passage times. For avalanches, this corresponds to
characteristic maximum avalanche size. However, for heavy tailed walks, this isn’t the general behavior.
For instance, the first passage time for a walk with increments distributed according to a biased Cauchy
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distribution
P (∆Z) ∼ 1
1 + (∆Z − µ)2 (F.2)
have been computed exactly [105]. The result is that, rather than forming an exponential cutoff, the power
law exponent increases with µ. Thus, in the infinite variance case, we would generically expect a form like
P (S) ∼ S−(3/2+f(k)) (F.3)
where k is the parameter that tunes away from criticality and f is some increasing function.
These ideas have recently been applied to avalanches in crystalline systems with complex pinning mech-
anisms [106]. Heavy-tailed walks have also been used to model large fluctuations in local stress in a mean
field theory of amorphous plasticity [37].
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