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ABSTRACT

THE ACCESSIBILITY AND SCALABILITY OF GENE FAMILY
ANALYSIS
by
James Jackson
University of New Hampshire, September, 2012
Gene family detection allows us to gain a better understanding of how different genomes
are related. At UNH, we have a pipeline that computes these families using a variety of
methods. However, the pipeline is inefficient, and performs poorly on large numbers of
genomes. The pipeline is comprised of many Perl scripts, which are complex to use, and
require specific organization of the data at each step. This means that all users of the
pipeline must undergo training to understand each step of the pipeline and the intricacies
of each script. The goal of my thesis is two-fold. First, I have optimized the scripts used in
determining the gene families. This allows users to run gene family analysis on any number
of genomes, without using excessive amounts of memory. My second step was to create a
web interface for the pipeline. Each user is given an account that they can use to create
pipeline projects. Within a project, users can simply upload their data, create the jobs
they wish to run, and the web interface takes care of all the details. The server structures
their data in the correct form, and the pipeline scripts are run automatically. The results
are produced in an easy to understand format, and can be downloaded by the users. We
have taken this interface, and have created a machine image containing all the tools needed
to run the pipeline, and have made it available publicly on the Amazon Elastic Compute
Cloud.

vii

CHAPTER 1

INTRODUCTION
1.1

Homolog Detection

Gene family detection is an important step in genome analysis. It encompasses two main
types: ortholog families, which are groups of genes that share a common ancestor, but have
evolved differently as the species evolved, and paxalog familes, which are groups of genes
that have duplicated within a single species (Kuzniar et al., 2008).
The identification of these groups is important for many reasons. With these families,
we can infer evolutionary relationships between different species. These relationships are
commonly represented using phylogenetic trees. Phylogenetic trees allow us to visualize
how closely related certain species are, and to identify common ancestors between different
species. With a group of panortholog familes (a subset of ortholog families which contain
exactly one gene from each genome in the analysis), we can easily infer the phylogeny
between species. The use of panortholog families, rather than ortholog families, is important
because it reduces the chance of inaccurate relationships due to lateral gene transfer (Lerat,
Daubin, and Moran, 2003). Being able to track gene duplication within a genome is another
important factor of how species evolve. Gene duplication plays a major role in evolution,
and can affect the functionality or evolutionary rates of the gene (Taylor and Raes, 2004).
Using paralog families found with our tools, we can track duplicated genes within a species
and measure how they have changed as the species evolves.
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1.2

UNH Pipeline

At UNH, we have a pipeline that uses several detection methods to find these families in
genomes. The first step in this pipeline is to use BLAST to compare genomes. We use
the version of BLAST developed by the National Center for Biotechnology Information
(Altschul et al., 1990). The function of BLAST used in this pipeline compares a "query"
file of proteins against a "database" file of proteins. In a BLAST run, each individual
gene from the query file is compared against each gene in the database file. If the query
gene resembles the database gene above the given threshold, it is considered a "hit" and is
written to the output. Each hit is given a score (referred to as "bitscore") and an expected
value (the probability that the hit had occured randomly). In the case of our pipeline, the
query and database files are protein sets from individual genomes.
BLAST is a very computationally intensive step, but has been parallelized using a frame
work developed previously (Jackson and Hatcher, 2011). Using MPI, multiple processes are
created on the cluster, with one scheduler, one writer, and any number of workers. The
workers begin by sending a message to the scheduler to request data. The scheduler reads
a chunk of proteins from the query FASTA file and sends it to the requesting worker. The
worker executes BLAST with this block of proteins. Once it is finished, it sends the results
to the writer process, which writes all incoming data to a file. This process continues until
all of the queries have been sent, at which point the scheduler sends termination commands
to the workers and shuts down once all workers have been terminated. Sending out small
blocks of work allows each node in the cluster to be used efficiently, and ensures no machine
will be idle while there is still work to be done.
One feature of the pipeline is the ability to add genomes incrementally. This allows the
user flexibility when working with their project, as they can add new genomes to a project
as they go on, instead of needing the data all at once. For example, if a researcher has
a dataset of four genomes, they can create a pipeline project with those genomes and the
pipeline will run BLAST reciprocally among them. If the researcher finds a new genome
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that they want to add to the original dataset, they only need to run BLAST reciprocally
with the single new genome against the old genomes. The data from the first four genomes
is saved, and does not need to be re-computed.
The next step in the pipeline is gene family detection. There are currently two methods of
analysis implemented by the pipeline: Reciprocal Best Blast (RBB) and the Lerat method.
The RBB method uses the hits file from the BLAST step to create gene families. If a certain
gene in one genome is the best hit for a gene in another genome and vice-versa, they are
placed in a family. The Lerat technique builds homolog families based upon the approach of
Lerat et al. (Lerat, Daubin, and Moran, 2003). Homologs are identified as gene pairs that
have BLAST hits within a given scaled bitscore threshold. The scaled bitscore is calculated
by taking the ratio of a hit from one gene to another against one gene to itself. Once we
have a set of families for the set of genomes, we can begin to create phylogenetic trees.
The next step in the pipeline allows users to create phylogenetic trees using a software
package known as PHYLIP (Felsenstein, 2003). PHYLIP takes a set of ortholog families,
sequence data, and possible phylogenetic trees as input. The user has the option of running
PHYLIP with protein data or nucleotide data. For each family, it outputs the tree that
family best represents depending on which PHYLIP program is run. The two options in the
pipeline are maximum likelihood (most statistically likely), or maximum parsimony (least
evolutionary change).

1.3

Outline

• Chapter 2 defines our current gene family detection algorithms and the problems
associated with them. We will also detail the current implementation of our pipeline.
• Chapter 3 overviews several bioinformatics workflow systems as well as tool-specific
web interfaces. We show that current systems are either not sufficient enough or too
specific for the needs of our pipeline.
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• Chapter 4 details the improvements we have made to the ortholog detection algo
rithms, as well as the implementation of the web interface
• Chapter 5 shows how our improved ortholog detection methods can run analyses on
large datasets that our previous methods could not handle.
• Chapter 6 summarizes the work we have done and details future improvements we
can make to the pipeline.
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CHAPTER 2

PROBLEM DESCRIPTION
2.1

Gene Family Detection

The problem with our current pipeline lies in the gene family detection step. The pipeline
was originally written to process a small number of prokaryote genomes. When run with
larger eukaryote genomes, or a large number of prokaryote genomes, the pipeline requires
so much memory that it would be infeasible to run on any machine.
The pipeline currently has two ways of calculating gene families. The first algorithm
computes pairwise hits for each pair of genomes, and then intersects all of the pairwise
results. The algorithm for intersecting the results is as follows: If A is in a family with
B, and B is in a family with C, then the intersection should include a family comprised of
A, B, and C. This algorithm is suitable for RBB gene family analysis, because genes must
be very closely related to be placed in a family based on RBB. However, this approach
is not suitable for Lerat analysis. With Lerat analysis, the intersection algorithm can give
incorrect results based on the input order of the pairwise results. An example of an incorrect
intersection can be seen in Figure 2-1. In this example, the pairwise results of A to B were
intersected with the pairwise results of B to C. Since B to C had no results, the algorithm
stopped, because intersecting with an empty set from that point on will produce no results.
However, the next pair of results, A to C, had a hit from gene A to gene C. If this result had
been intersected first, we would have obtained the correct family. Since the results of this
algorithm is dependent on the input order, we cannot use it to obtain Lerat gene families
reliably.
5

Example Pairwise Results

A -> B Pairwise Results

B -> C Pairwise Results

A -> C Pairwise Results

Current Pipeline Behavior
Desired Family

Intersect A -> B with B -> C
Results in empty set!

Figure 2-1: An example of a intersection that results in incorrect results.

BLAST Hits
Gene Name

A
B
C
D
E
F

Reversed Table

Hits

Gene Name

ADF
BCEF
CADE
DE AB
E F AB
FCDE

A
B
C
D
E
F

Hits

AC D E
BDE
CB F
D AC F
EBCDF
F AB E

Figure 2-2: An example of a BLAST hits table and its reverse.

To perform an accurate Lerat analysis, we must load all BLAST hits between all genomes
into a hash table, and then create a second hash table containing the reverse of these hits.
An example of one run can be seen in Figure 2-2.
The problem with this algorithm is that each genome in the analysis needs to be com
pared reciprocally against all other genomes. This means that the amount of memory used
will increase quadratically as more genomes are added. For example, running a Lerat anal
ysis on 4 genomes (cow, dog, chicken, and possum) took 4.5 hours and used a maximum
of 6 GB of memory. This is clearly not scalable, and can cause a machine to run out of
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Figure 2-3: An example of main memory filling up during a pipeline run.

memory quickly as the number of genomes increases. When main memory fills, CPU usage
falls drastically as additional data is swapped in and out of memory. An example of this
situation can be seen in Figure 2-3. The CPU is fully utilized until memory usage reaches
100%. Once it does, virtual memory begins to fill up, and the CPU usage bounces between
30% to 80%.
We modified the pipeline so that it used a constant amount of memory, regardless of the
input size. This required the use of external memory to solve the problem. We accomplished
this by optimizing the reversing step of the first algorithm. Our method uses hashing to
split the entire set of BLAST hits into intermediate files on disk, and then processing each
intermediate file individually. If the size of each individual file is small enough to fit in main
memory, we should be able to compute ortholog families for genomes of any size.
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Having a more efficient way of computing gene families is very important for a few
reasons. Being able to compute ortholog families for any amount number of genomes allows
us to do analyses that would previously be impossible. We only have a finite amount of
resources as well, and devoting the entire main memory of one machine to one job is a waste
of resources, and slows down computations for everyone in the cluster.

2.2

Accessibility

Having an efficient pipeline means nothing if no one knows how to use it. That is why it
is just as important for us to make these scripts accessible to others as it is to make them
memory-efficient. In its current state, the pipeline is very difficult to use for those unfamiliar
with the Linux command line. For each step of the pipeline, the data must be arranged
in specific folders for the scripts to work. The users have to manually generate all the
intermediate BLAST data, which requires them to understand how the MPI parallelization
works and how many processes they should be creating. Multiple iterations of the pipeline
have added many intermediate scripts that all need to be run to accomplish one task.
For example, a user has to run four different scripts, each with multiple command line
arguments, just to perform a simple RBB analysis. To run PHYLIP, the user has to
manually create multiple different files, including a file for all possible trees and a file for
the gene order. This can be intimidating for new users, and the result is only a few people
know how to run the pipeline with everyone else submitting the requests through them.
This is an undesirable solution, and we have developed a way to make these scripts more
accessible without having to teach each user the intricacies of each step. Our solution to
this step is to create a web interface where users can log in, upload data, and run jobs.
The web interface has been written using a combination of PHP on the server-side and
HTML/Javascript on the client-side, with MySQL to manage the databases. Users can log
in and create projects, where they can upload sequence data and run analyses. When a
user or project is created, the site automatically creates the required folder structure, and

8

uploaded data is placed in the correct spot. The user can run ortholog analyses as well as
PHYLIP runs, and the results axe be presented in an easy-to-read manner. The user also
has the option of downloading their results from the site from further analysis.
The other aspect of accessibility relates to making these tools available to those outside
the university. Our goal is for other groups to be able to take advantage of our system
and the benefits offered by it, without having to have their own compute cluster. Once the
web interface is complete, we intend to make these tools available on the Amazon Elastic
Compute Cloud (EC2)(Amazon.com). Amazon EC2 allows users to boot virtual machines
with a user-specfied amount of cores and main memory. The machines can be assigned an
IP address, and can be accessed via SSH and HTTP. To make our web interface available
to others, we simply need to create an Amazon Machine Image (AMI). An AMI is a system
image that can be loaded on to any instance started on the EC2. If we load the web interface
and all of our pipeline scripts onto an AMI, users should be able to start their own instances
and be ready to start ortholog computations within minutes.

9

CHAPTER 3

PREVIOUS WORK
There have been many bioinformatic workflow managers designed by different institutions.
However, we have not found any that fit our specific needs. In this chapter we give an
overview of different workflow managers and show why they are not suited for our pipeline.

3.1
3.1.1

Workflow Managers
Galaxy

Galaxy is an interactive system that combines the power of existing genome annotation
databases with a simple web portal to enable users to run bioinfomatics tools and easily
visualize the results (Goecks et al., 2010). It is a bioinformatics workflow system that focuses
on the ability to reproduce and share results. It is open-source, and users can download it
and host their own instance of Galaxy. Users can access Galaxy via a web browser, where
they can create a user name and password so they are able to maintain their histories on
the server. It allows users to upload their own data, or load it from an external source, such
as BioMart or the UCSU genome browser. Once the data is uploaded, users are able to run
a variety of analyses on the data. Users can create custom workflows, which allows them
to chain together any number of tools available on the site. Workflows can be saved for
re-use at another time, or published so that others can easily reproduce the results obtained
from the analysis. Users can create histories as well, which track all of the actions they
make during the histories lifespan. Histories can contain input datasets, output datasets,
and experiments run. Histories can be made accessible via a web link, and can be shared
10

with other users. This makes it easy for users to share their data and publish their results,
so that their experiements can be accurately reproduced by others. Galaxy is designed to
be a modular system, with the core of the system handling user histories and running jobs.
The user interface and analysis tools are developed separately from the core of the system,
which means new functionality can easily be added to Galaxy.

3.1.2

UGENE

UGENE is an open-source bioinformatics workflow system created with the goal of inte
grating bioinformatics tools within a single visual interface (Fursov and Varlamov, 2009).
It is installed locally on a user's computer, and comes with support for many bioinfomatics
methods. Since it is installed locally, all jobs are run directly on the user's machine. If a
user needs additional computing power, they can offload their work to machine instances in
the Amazon EC2 cloud. UGENE has a workflow system that is similar to Galaxy's, where
users can chain together different tools to run analyses.

3.1.3

Shortcomings

The workflow managers detailed above are useful tools and allow complex analyses to be
run without intricate knowledge of how each step works. However, our pipeline can not be
implemented within a workflow manager. Our web interface organizes data into projects,
and allows users to add and remove genomes incrementally. Running an ortholog analysis
requires reciprocal BLAST data for all genomes involved in the analysis. When data is
added to a project, our system automatically creates the BLAST runs to generate the data
needed for ortholog analysis and stores it in the project folder. For example, if a user runs
an ortholog analysis with four genomes and later wishes to run the same analysis with an
additional genome, they will not have to compute the BLAST results for the original four
genomes. Users can run ortholog analysis with any subset of genomes that has already been
added to the project as well. This saves the user time, because they do not need to re-run
BLAST on the genomes that have already been added to the project. Creating a workflow
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Input

Output

Input Genome B
Reciprocal BLAST

Input Genoa* C

Ortholog Analysis

Ortholog Families

16 BLAST runs needed

Input Genome D

Input

Output

input Genome B
Reciprocal BLAST

Ortholog Analysis

Ortholog Families

25 BLAST runs needed

Figure 3-1: A possible ortholog analysis workflow using Galaxy. Adding one genome requires
25 BLAST runs before the ortholog analysis can be run

with this functionality is currently not possible with Galaxy. Although it would be possible
to implement a tool to find ortholog families, it would not be possible to incrementally add
genomes the way we are able to in the pipeline. We would have a tool that would accept N
number of genomes as input, and produce ortholog families as output. If we wanted to run
a follow-up analysis with N + 1 genomes, we would have to re-calculate all intermediate
BLAST results, which is an inefficent use of resources. The difference between a possible
Galaxy workflow and our pipeline is illustrated in Figures 3-1 and 3-2.
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Output

Input
Input Genome A

Reciprocal BLAST

Ortholog Analysis

Ortholog Families

16 BLAST runs needed

Input Genome D

Input

Output

Input Genome A

Reciprocal BLAST

Ortholog Analysis

Ortholog Families

9 BLAST runs needed

Figure 3-2: An ortholog analysis workflow using our pipeline. Adding one genome only
requires 9 additional BLAST runs before the ortholog analysis can be run

3.2
3.2.1

Tool-Specific Web Interfaces
Roundup

Roundup is a system that allows users to calculate gene orthologs for over 1800 genomes. It
uses the reciprocal smallest distance (RSD) algorithm to infer orthologs (Wall and Deluca,
2007). Roundup allows users to run an RSD ortholog analysis using genomes already
on the server. Once the orthologous genes are found, it clusters them into groups using
deterministic single-linkage clustering (Deluca et al., 2012). Once the clusters have been
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computed, they axe annotated, linked to UniProt and presented to the user. Users can
choose to download results in a variety of formats, including the FASTA sequences for
genes in the clusters.

3.2.2

InParanoid

InParanoid is a web interface that allows users to view and download pre-calculated ortholog
groups (O'Brien, Remm, and Sonnhammer, 2005). Users can browse the database by se
lecting two different species to analyze, or they can search for genes using a gene name/ID.
InParanoid also provides the option of using BLAST to locate genes in the database similar
to the query sequence.

3.2.3

Shortcomings

Roundup has a number of shortcomings that make it unsuitable for our use. Roundup
can only support ortholog analysis using the RSD algorithm. The goal of our system is to
provide users with multiple algorithms to choose from at each step of the pipeline. With
Roundup, users can not upload their own data, but must choose from a list of genomes
that is already on the server. Allowing the users to upload their own data benefits both
the system administrator and the end-user. The administrator does not have to maintain
and update a list of available genomes, and the user has more freedom in the data they can
perform analyses on.

3.3

Summary

Our system strikes a balance between general-purpose bioinformatic workflow system and
tool specific web interfaces. Adding new tools is not as simple as it would be in a system
like Galaxy, but the additional flexibility offered by our interface allows more complex
interactions between different steps in the pipeline. On the other hand, we provide more
functionality to users than a tool-specific web interface. Users have the option of uploading
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their own data, and they can run different type of analyses without being restricted to a
single algorithm.
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CHAPTER 4

IMPROVEMENTS TO THE
PIPELINE
4.1

Ortholog Detection

In Chapter 2, we proposed that we would need to utilize external memory to be able to
process ortholog analyses on large genomes. In its current state, the script to find highquality hits, and the script to reverse those hits, load all BLAST data in memory at once.
Our solution breaks up the data into smaller managable pieces, and then processes each
piece individually. To accomplish this, we start by dividing the data up into buckets. Bucket
size is decided by the amount of main memory on the machine. We want our buckets to
be large as possible but also to fit in memory. Once we have our bucket size, we calculate
how many files we will need to create on disk, which we can find by dividing the total size
of the BLAST hits by the bucket size. Once we have our buckets, we can begin to process
the BLAST hits. We start by breaking up the hits for each gene, and reversing them. For
example, if we have gene A that hits gene B, C, and D, we create hits B->A, C->A, and
D ->A. Once we have these hits, we need to place them into files. We must follow two
important guidelines when distributing the reverse hits. First, we need to ensure that all
the hits from the same gene end up in one file. There is no specific order of genes in the
hit file, so we can come upon hits for gene A at the start and the end of the file. If they
get split into different buckets, we will not be able to merge them together. Second, we
need to ensure that all of the hits are distributed evenly among the buckets. Although we
16

can calculate the number of buckets we need, splitting up the data is meaningless if all of
the data ends up in half of the buckets. If the data is not evenly distributed, processing
individual buckets could exceed the memory of the machine, and affect the performance of
the system. Our solution for this problem is to use hashing to distribute the hits. When we
get a gene hit, we compute the hash of the gene name, and use the modulus operator with
the number of buckets to figure out what file to write the hit to. Using a hashing algorithm
has two key properties that make it suitable for our purposes: It is consistent, which means
the same input will hash to the same output every time, and it is uniform, which means
the inputs will be evenly distributed over the possible hashes. This ensures that hits of the
same gene end up in the same file, and that the size of no single bucket will exceed the size
of main memory. Once the buckets have been created, we need to merge the hits within
each individual bucket. Since the entire bucket fits in main memory, we can do this easily
with a Perl hash table. For each hit, we can check if we have seen the specified gene yet.
If we have, we can add the new hit to the hash. Otherwise, we create a new entry in the
hash table. Once we have all of the hits merged, we need to write the hits out to a file. One
requirement of the pipeline is that the reverse hits file must be in the same order as the
original hits file. To fulfill this requirement, we must keep track of a global gene order, and
a per-bucket gene order. As we encounter each gene in the input, we add it to the global
gene order array, and use the hash value to determine which per-bucket gene order array
to place it in as well. For each individual bucket, once the genes have been merged, the
bucket file is rewritten based on its per-bucket order file. When all the buckets have been
processed, we iterate through the global gene order array, hash it to figure out what bucket
it is in, and then write the top line from that bucket to the output file. That way, we can
preserve input order without adding more complexity to our algorithm. An illustration of
this algorithm can be seen in Figure 4-1.
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4.2
4.2.1

Web Interface
Implementation

Our second goal was to create a web interface where users can run analyses with the pipeline
without needing to run each script individually. To accomplish this, we created an appli
cation that uses PHP and MySQL on the back-end, and HTML/CSS/Javascript on the
front-end. The back-end code uses a PHP framework known as Codelgniter. Codelgniter
uses the Model-View-Controller (MVC) development model to assist developers in creating
web applications. The MVC model refers to the three types of components in the project:
the model, which is the part of the application that interacts with the database, the con
troller, which represents the main logic of the application, and the view, which represents
the user interaction part of the application. A typical use-case is as follows: The application
loads a view and sends it to the user's browser. The user makes a request, which is sent
to the appropriate controller. The controller processes the request, and calls a model, if
necessary, to make any updates to the database. Once the request has been processed, the
controller loads the appropriate view, and sends it to the user.
The first main component of the application is the user login system. When a user first
loads the site, they are prompted to enter a username and password. If they attempt to
login, their request is sent to the login controller, which passes the entered credentials to
the user model. The user model checks the user database, which contains a list of all the
created users and their passwords. If the login is valid, the controller creates a new session
for the user, and sends them to the main project page. The session is stored as both a
cookie on the user's system, and as an entry in the session table on the server. The session
data allows the application to store state information of the user, such as their username,
and current project. This allows the application to create context-sensitive links on certain
views without having to explicitly pass information between views. Once a user is logged in,
they have two views that are persistent throughout the site. One view is the top bar, which
displays their username. their current project, and links that assist them in navigating the
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site. The username is linked to the user edit page, where users can change their password,
or enter their email, to which notifications can be sent to keep a user updated on their jobs.
The second view is the bottom bar, which contains information about currently queued
jobs.
The second main back-end component of the application is the job system. When a user
does anything that requires the pipeline, an entry is created in the job database. The job
table keeps track of everything about the job: what type of job it is, the location of the
log file for the job, and the ID of the data needed to run the job. The job table also has a
column to store error messages in case the job fails. This makes it easy to see what went
wrong if there is an error in the job. Once the job entry is created in the table, the runJobs
script is called. The runJobs script reads a job from the jobs table, and runs the appropriate
step of the pipeline based on what type of job it is. Once the job is completed, the script
updates the processed status of the job, and the data that was processed if necessary.
Once a user logs in, they are presented with the project page. The project page lists
the currently created projects for a user, and includes a link to create new projects. It also
displays a list of the genomes in that user's genome repository. The genome repository is a
place where users can upload new genome data and drag currently uploaded genomes into
a project. An advantage of the genome repository is that the user only has to upload their
data once, even if they want to include it in multiple projects. If a user selects a project,
they are sent to the project view page. An image of the project page can be seen in Figure
4-2.
The project view page is the view where users run the majority of their analyses. The
first table on the page shows the status of the genomes currently in the project. Once a
genome is added to the project, the pipeline runs the necessary incremental BLAST runs
to generate the hits data for further analyses. If a genome is processing, the user can click
the expand button to see the status of the BLAST run. The table will show how many
BLAST runs have been completed, how many still need to be run, and how many queries
have been processed in the current run. The second table shows the list of genomes that

19

have been processed. The user is able to select any number of these genomes, and create an
RBB or Lerat analysis with the genomes. Once the user creates the analysis, it will show
up in the third table. The third table shows all created gene family analyses. If an analysis
has completed, the user can expand the row to view detailed information about the results.
The expanded row also includes links to download the results file, with or without FASTA
sequences for the genes in each family. Additionally, if the analysis contains between 4 and
8 genomes, the user has the option of running a PHYLIP analysis. PHYLIP is not available
for analyses of more than 8 genomes due to the number of possible trees that would be
needed to run the analysis. If a user creates a PHYLIP job, it appears on the fourth table.
The fourth table allows users to view any PHYLIP jobs they have created, and if the run
has completed they are presented with a link to view the results. An example of the project
view page can be seen in Figure 4-3.
The final component of the application deals with PHYLIP analyses. When a user
wants to start a PHYLIP run, they are taken to the main PHYLIP page. When starting a
PHYLIP run, the user has the option of using protein data or nucleotide data. If they wish
to start a run with nucleotide data, they must upload the nucleotide datasets and associate
them with an existing protein set in the project. When nucleotide data is associated with
protein data, the pipeline must run scripts that trim the nucleotide data to match the
protein data. The user can view the results of this process, and can download the logs
produced by these scripts. Once the user has entered all the parameters for their run, a job
is created and the user is sent back to the project view page. Their new run is displayed in
the PHYLIP table, with a spinning animation to represent that the run is being processed.
Once the run is completed, the animation will be replaced with a link to the results page.
The results page shows each gene family, the tree it is best associated with, and various
metrics related to the match. If a user clicks on a row in the table, a visual representation
of the tree is displayed. Users can also get the results from the run, which causes a file to
be downloaded to their computer. An example PHYLIP results page can be seen in Figure
4-4.
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4.2.2

Extensibility

The second goal of the web interface was to make it simple to add new tools to the pipeline.
To assist developers in adding functionality, a document has been written detailing how the
site works. All of the client-side and server-side functions have been documented. A user's
guide describes the process of writing a model, view, and controller. It uses the project
view page as an example of how to send data to the browser for use in tables, how to handle
user-uploaded data, and how to display the data to the user. The document is formatted
as a series of HTML pages, which makes it possible to use blocks of formatted code, and
external links to relevant API documentation.

4.2.3

Amazon Image

The final goal of the web interface was to make it available on the Amazon Elastic Compute
Cloud. This is accomplished by first loading a virtual image with a blank Ubuntu instal
lation. A LAMP (Linux, Apacher, MySQL, PHP) stack, and all necessary tools (PHYLIP,
BLAST, etc) were installed to the instance. All application files were uploaded to the
instance, and a default user was set up in the application's user table. Once everything
is set up, we used the create image tool on EC2 to create a system image based on our
current virtual instance. When a user wants to start their own virtual instance with our
pipeline, they can choose any size instance they want based on their CPU and memory
requirements, and load our machine image. Once they assign an IP address to their newly
created instance, they can load our web interface, login with the default user, and the setup
is complete. This Amazon image makes it very easy for users without computing resources
of their own to use our interface and run gene family analyses.
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Figure 4-1: A sample run of getReverseHits.pl
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CHAPTER 5

EXPERIMENTS
5.1

Large Genome Set

To test our modified scripts we must use a dataset that our unmodified scripts are incapable
of processing: that is, a dataset that will cause the unmodified scripts to consume nearly
100% of the machine's memory, and that will cause the machine to thrash. As we discussed
earlier, once the main memory of the machine is exhausted, the CPU will no longer be able
to be fully utilized due to the latency of virtual memory.
The dataset we used for this experiment is comprised of 29 mammal genomes, totalling
735 MB of protein data and 63 GB of BLAST data. We ran the pipeline containing our
newly modified scripts on this dataset, and graphed the CPU and memory usage of the
process as it ran. The results of this run can be seen in Figure 5-1. This is a snapshot of the
CPU and memory during the run, and it is clear that the CPU is fully utilized throughout
the run. Small dips can be seen in the graph when a new bucket is processed, but it is minor
and does not affect the performance of the run. This shows that our modified scripts take
full advantage of the CPU, and they allow us to control the memory usage of the pipeline.

5.2

Small Genome Set

To be able to compare our new scripts to the revised ones, we needed to use a dataset
that the old scripts would be able to process. Our dataset is comprised of genomes for the
Armadillo, Bat, and Boar. The protein sets contain 252,003 genes totalling 68 MB of data,
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Figure 5-1: A CPU/Memory usage graph of the getReverseHits.pl script.

and 11.1 GB of BLAST data. To test how the modified scripts use memory compared to the
old scripts, we used a tool called Massif that allows us to track the memory consumption
of a program (Nethercote and Seward, 2007). For the modified scripts, we used a bucket
size of 100 MB.
The first test we ran was on the getHighQualityHits script. The graph of the unmodified
version can be seen in Figure 5-2. As the script runs, it allocates up to 5.3 GB of memory.
Considering that the dataset is 11.1 GB in size, this is clearly not scalable, and larger
datasets will cause the machine to thrash. The graph of the modified script can be seen
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Figure 5-2: A memory allocation graph of the unmodified getHighQualityHits script.

in Figure 5-3. It allocates a maximum of 173 MB at any point during the run, which
shows that the use of buckets in external memory allows us to easily control the memory
requirement of this script.
The results for the getReverseHits script are similar. Figure 5-4 is the graph for the
unmodified script, which uses a maximum of 6.1 GB of memory. Figure 5-5 is the graph
for the modified script, which uses a maximum of 151 MB of memory. Another benefit of
the modified script is that it ran much faster than the unmodified script. The unmodified
getReverseHits script ran in 9 hours and 26 minutes, while the modified script ran in 5
hours and 45 minutes. Our hypothesis for this speed increase is that since only a small
amount of memory is needed at any time, it allows the CPU to store a higher percentage
of the data in cache, which allows much faster access time to the hash table.

28

gcudw

Massif Snapshots

Instructions (Millions)

Figure 5-3: A memory allocation graph of the modified getHighQualityHits script.

5.3

Choosing a Bucket Size

Now that we have shown our modified scripts can process datasets of any size, we need to
find the bucket size that results in the shortest run time. For this experiment, we ran the
getReverseHits script on a 10GB hits file with various bucket sizes. The results can been
seen in Figure 5-6. We found that smaller bucket sizes had a significant impact on the run
time of the script. The script took approximately 5 hours with a 15MB bucket size, and
over 20 hours with a 5 GB bucket size. We believe that this is due to the cache size of the
machine. Since more of the bucket can fit in the cache, reads and writes from the bucket
are much quicker, which reduces the time spent moving data to and from main memory.
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Figure 5-5: A memory allocation graph of the modified getReverseHits script.
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CHAPTER 6

CONCLUSION
In this thesis, we have demonstrated that our new pipeline is able to perform gene family
analysis on any amount of input data. In testing, we found that the modified pipeline ran
analyses much faster than the original pipeline, while using a constant amount of memory.
We have also developed a web framework that allows users to easily use the pipeline without
needing to know the details of how it works. The interface has been successfully used in a
Bioinformatics course, and feedback from users has allowed us to make further improvements
to the site. The pipeline has also been made available on the Amazon Elastic Compute
Cloud, and anyone can start up a virtual instance and be ready to run jobs within minutes.

6.1
6.1.1

Future Work
Incremental Gene Family Detection

Although we currently process genomes incrementally with BLAST, we re-run gene family
analyses start to finish, and do not save intermediate data. The pipeline could be improved
by calculating pairwise hit files (for RBB analysis), and filtering out low quality hits (for
Lerat analysis) when the genome is added to the project, rather than waiting for a gene
family analysis job to be started.
Another improvment we can make to the pipeline is to associate various metadata with
gene families. Currently, when we run a Lerat analysis, we run it 9 times, each time with a
different threshold. However, we could run one analysis, and store the scaled bit score along
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with the gene families. With this approach, we could simply filter the family file based on
the desired threshold, rather than completely re-running the job with different parameters.
These two improvements would cut down much of the redundant work done by the
pipeline, which would result in quicker job completion for users.

6.1.2

Reusing BLAST Results Between Projects

In the database, we have unique identifiers for each genome uploaded to the application.
With this data we can reduce redundant work by reusing BLAST results from one project
to another. Before starting a BLAST run, we can check if BLAST has been run between the
two genomes previously. If it has, we can simply copy the BLAST results to the project, and
skip that BLAST run. This will reduce processing time for users and reduce the redundant
processing time needed in the application.

6.1.3

Evaluating the Scalability of the Entire Pipeline

We have proved that we can process datasets of any size with our modified scripts, but
we have not analyzed the scalability of the scripts outside the scope of this thesis. The
scripts that we have modified operate on each BLAST hit once, so we know that they will
scale linearly with the input data. However, we have not looked at the scripts that run
after getReverseHits. We have determined that the memory requirement is similar to our
modified scripts, but there is still the possibility that it does not scale linearly.

6.1.4

Additional Web Tools

Our goal for the web interface is to continuously add new functionality to the application
as long as it is being used. Current tools we wish to add include new methods of gene
family detection using the RSD algorithm, Ka/Ks calculations, and gene family detection
using synteny. Adding more functionality gives the user access to tools they won't have to
be trained on, and will give them more flexibility in how they calculate gene families.
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