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1 Introduction
The asymmetric simple exclusion process (ASEP) [1,2] has become over the last decades
a paradigmatic model in non-equilibrium statistical mechanics [3, 4]. It is an example
of a physical system exhibiting a macroscopic current in a stationary regime. Such
systems, which cannot be described by the usual thermal equilibrium formalism, can
be seen as the simplest out-of-equilibrium situation one can imagine [5–7]. The large
deviation function of the current is a key tool in the study of these systems, and has
been proposed as a generalization of the traditional thermodynamic potentials to non-
equilibrium systems [8].
The large deviation function is studied via the generating function of the cumulants of
the current, and several exact results have been obtained for the ASEP using a deformed
current-counting transition matrix [9–14]. The works [9, 11–14] build upon the matrix
product method [15], used to compute the stationary state of the undeformed ASEP. In
this work we continue in this vein, relying particularly on the integrability of the ASEP
[16,17] and the connection between integrability and the matrix product method [18,19].
We note also the approach of [10], in which the Bethe ansatz was used to obtain the
cumulant generating function in the thermodynamic limit.
The integrable structure of the ASEP gives rise to a connection with Hecke algebras,
and Macdonald and Koornwinder polynomials [20–22]. The Macdonald polynomials are
associated with the periodic system, and in [20] this connection is exploited to derive
a matrix product formula for the symmetric Macdonald polynomials. The connection
between the open system and Koornwinder polynomials was first identified in [21], then
fully established in [22]. However a matrix product formula, and the link to the general
form of the Koornwinder polynomials is still lacking.
The aim of this paper is to exploit the integrable structure of the ASEP with deformed
current-counting matrix, to make a connection to the general form of the Koornwinder
polynomials. This in turns leads to a connection between the symmetric Koornwinder
polynomials and the generating function of the cumulants of the current. We do this by
introducing scattering relations and qKZ equations with a further deformation, through
which we define a twice deformed ground state vector. We give a matrix product con-
struction of this ground state vector and of the symmetric Koornwinder polynomial as-
sociated with it. This leads us to conjecture a beautiful relation between the generating
function of the cumulants of the current, and a certain limit of symmetric Koornwinder
polynomials.
In this work we consider the ASEP with partial asymmetry, but it would be interesting
also to consider the totally asymmetric simple exclusion process (TASEP)1. The TASEP
exhibits broadly similar behaviour to the general ASEP physically, but often the involved
mathematical expressions are much simpler. The stationary state of the TASEP can be
expressed in matrix product form [15], but was also given by directly solving certain
recursion relations [23]. The results relating to current fluctuations in the TASEP [11]
are also much simpler than those for the general ASEP. In our notation, the TASEP
relates to the t → ∞ limit of the Koornwinder polynomials, which has been previously
studied [24]. Thus it would be interesting to study this limit in the TASEP context, and
to see if any simplifications occur.
In the following subsections we review briefly the main tools that are needed in this
1That is with q = 0 in the model, as defined below.
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work: (i) the ASEP, the current-counting deformation of the associated Markov matrix,
and the link with the generating function of cumulants of the current, (ii) the Hecke
algebra and Koornwinder polynomials, (iii) the integrable structure of the ASEP.
The outline of the rest of the paper is as follows: in section 2, we introduce scattering
relations and qKZ equations, whose solutions define a twice deformed ground state vector.
We point out the connection between components of this deformed ground state vector
and non-symmetric Koornwinder polynomials. In section 3 we construct solutions of the
qKZ equations in matrix product form, which then allows us to make the connection to
symmetric Koornwinder polynomials. Finally in section 4 we conjecture that the twice
deformed ground state vector converges in a specific limit to the ground state of the
deformed Markov matrix. This conjecture allows us to express the generating function of
the cumulants of the current as a certain limit of symmetric Koornwinder polynomials.
1.1 The ASEP and current fluctuations
The open boundary ASEP is a stochastic model of interacting particles set on a one-
dimensional lattice. We consider a lattice of length N , where each lattice site may be
occupied by a single particle, or is empty. In the bulk of the lattice particles hop right
one site with rate p, and left with rate q, so long as the target site is empty (the exclusion
rule). With open boundaries, particles may enter and exit at the first and last sites. If
site 1 is empty (occupied), a particle is injected (extracted) with rate α (γ). At site N ,
particles are extracted with rate β and injected with rate δ. These rules, summarised in
figure 1, describe a continuous time Markov process.
α
γ
pq β
δ
Figure 1: Transition rates for the ASEP with open boundaries.
A Markov process is defined by its transition matrix, and to give this matrix we must
first specify a basis. To each site i we attach a boolean variable τi ∈ {0, 1} indicating if
the site is empty (τi = 0) or occupied (τi = 1). The state of a single site is represented
by a vector |τi〉 ∈ C2, where
|0〉 =
(
1
0
)
, |1〉 =
(
0
1
)
.
The state of the lattice is given by a vector |τ 〉 = |τ1, . . . , τN 〉 ∈
(
C2
)⊗N
with
|τ1, . . . τN 〉 = |τ1〉 ⊗ . . .⊗ |τN 〉.
The ASEP transition rates are then encoded in the transition matrix M(ξ = 1), where2
M(ξ) =
√
αγB1(ξ) +
N−1∑
i=1
√
pqwi,i+1 +
√
βδBN , (1.1)
2The unusual normalisation is to ease the notation in later sections.
2
and
√
αγB(ξ) =
(−α ξ−1γ
ξα −γ
)
,
√
βδB =
(−δ β
δ −β
)
,
√
pqw =

0 0 0 0
0 −q p 0
0 q −p 0
0 0 0 0
 .
(1.2)
The indices on the matrices indicate the sites on which they act. The matrix M(ξ) is
stochastic only for ξ = 1, but the introduction of this fugacity allows the study of the
current generating function, as will be discussed below. The stochastic matrix M(ξ = 1)
has a unique eigenvector with eigenvalue 0, that is
M(1)|Ψ〉 = 0, |Ψ〉 =
∑
τ
ψτ |τ 〉.
Normalising this vector gives the stationary distribution of the system: letting
Z = 〈1|Ψ〉, 〈1| = (1, 1)⊗N ,
the stationary probability of a configuration τ is
Pstat(τ ) =
1
Zψτ .
If we now consider the deformed transition matrix M(ξ), then the deformed ground
state vector satisfies
M(ξ)|Ψ(ξ)〉 = Λ0(ξ)|Ψ(ξ)〉,
with Λ0(ξ) → 0 as ξ → 1. The eigenvalue Λ0(ξ) for general ξ is an object of prime
interest in the context of out-of-equilibrium statistical physics, because of its connection
to the generating function of the cumulants of the current, E(µ) = Λ0(e
µ). It has
been shown recently [11–14] that the cumulants of the current for finite systems can be
extracted analytically at any order at the price of solving non-linear implicit equations.
The Legendre transformation of E(µ) provides the large deviation function of the particle
current in the stationary state,
G(j) = min
µ
(
µj − E(µ)),
which is expected to be a possible generalisation of thermodynamic potential to non-
equilibrium systems [8]. In words, G(j) describes the non-typical fluctuations of the
mean particle flux. More precisely if we denote by QT the algebraic number of particles
exchanged between the system and the left reservoir during the time interval [0, T ], then
G(j) is characterised by P (QT /T = j) ∼ exp(−TG(j)) for large T . The reader can refer,
for instance, to [12] for more details.
The eigenvalue Λ0(ξ) is invariant under the Gallavotti–Cohen symmetry [25,26]
ξ → ξ′ = γδ
αβ
(
q
p
)N−1
ξ−1. (1.3)
This translates immediately into a symmetry on the large deviation function of the par-
ticle current.
G(j)−G(−j) = j ln
(
γδ
αβ
(
q
p
)N−1)
. (1.4)
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This symmetry arises from the relation between the transition matrix and its transpose:
M(ξ′) = UGCM(ξ)TU−1GC, (1.5)
where ξ′ is as defined in (1.3) and
UGC =
(
1 0
0 δβ
(
q
p
)N−1)⊗(1 0
0 δβ
(
q
p
)N−2)⊗ · · · ⊗ (1 0
0 δβ
)
. (1.6)
The relation (1.5) implies that M(ξ) and M(ξ′) have the same spectrum and thus the
largest eigenvalue is the same:
Λ0(ξ
′) = Λ0(ξ).
As a further consequence of this symmetry, given a solution of the left eigenvalue problem
〈Φ(ξ)|M(ξ) = Λ(ξ)〈Φ(ξ)|.
there is a corresponding solution of the right eigenvalue problem
M(ξ′)|Ψ(ξ′)〉 = Λ(ξ)|Ψ(ξ′)〉,
with
|Ψ(ξ′)〉 = UGC|Φ(ξ)〉,
and ξ′ as defined in (1.3). Note that here and in the following we use the convention
〈·|T = |·〉, where T denotes the usual transposition. We will explain in the following
sections the connection that can be made between the ground state |Ψ(ξ)〉 and the theory
of Koornwinder polynomials that we present now.
1.2 Koornwinder polynomials
We now introduce the symmetric and non-symmetric Koornwinder polynomials, which
form the other main theme of this work. The symmetric Koornwinder polynomials
[27,28] are a family of multivariate orthogonal polynomials generalising the Askey–Wilson
polynomials. The symmetric Koornwinder polynomials can be constructed from their
non-symmetric counterparts, which arise from the polynomial representation of the affine
Hecke algebra of type CN [29, 30].
1.2.1 Hecke algebra
The affine Hecke algebra of type CN is generated by elements T0, T1, . . . , TN , with pa-
rameters t1/2, t
1/2
0 and t
1/2
N . The generators satisfy the quadratic relations,(
T0 − t1/20
)(
T0 + t
−1/2
0
)
= 0,(
Ti − t1/2
)(
Ti + t
−1/2
)
= 0, 1 ≤ i ≤ N − 1,(
TN − t1/2N
)(
TN + t
−1/2
N
)
= 0,
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the braid relations
T1T0T1T0 = T0T1T0T1
TiTi+1Ti = Ti+1TiTi+1, 1 ≤ i ≤ N − 2,
TNTN−1TNTN−1 = TN−1TNTN−1TN ,
and otherwise commute. That is
TiTj = TjTi, |i− j| ≥ 2.
The algebra contains a family of mutually commuting elements [29,31]
Yi = Ti . . . TN−1TN . . . T0T−11 . . . T
−1
i−1, 1 ≤ i ≤ N. (1.7)
We are interested in the representation of this algebra due to Noumi [32] (see also [29]),
acting on Laurent polynomials in x1, . . . , xN . The Noumi representation contains three
additional parameters, u
1/2
0 , u
1/2
N , and s
1/2, and is defined in terms of operators si acting
on the xi as
s0 : x1 → sx−11 , sN : xN → x−1N , si : xi ↔ xi+1, 1 ≤ i ≤ N − 1. (1.8)
The elements s0, s1, . . . sN generate the affine Weyl W group of type CN . The finite Weyl
group W0 is the subgroup generated by s1, . . . , sN .
Then in the Noumi representation, the generators of the affine Hecke algebra are
given by
T±10 = t
±1/2
0 − t−1/20
(x1 − a)(x1 − b)
x1(x1 − sx−11 )
(1− s0),
T±1i = t
±1/2 − t
1/2xi − t−1/2xi+1
(xi − xi+1) (1− si), 1 ≤ i ≤ N − 1,
T±1N = t
±1/2
N + t
−1/2
N
(cxN − 1)(dxN − 1)
xN (xN − x−1N )
(1− sN ),
(1.9)
with
a = s1/2t
1/2
0 u
1/2
0 , b = −s1/2t1/20 u−1/20 , c = t1/2N u1/2N , d = −t1/2N u−1/2N .
One can check directly that the definitions (1.9) satisfy the relations of the Hecke
algebra. Formally, we define the field F = C(s1/2, t1/2, t1/20 , u
1/2
0 , t
1/2
N , u
1/2
N ), and let
R = F[x1, . . . , xN ] be the ring of Laurent polynomials in N variables over F. The
map sending the generators of the Hecke algebra to the operators defined in (1.9) gives
a representation of the algebra on R [29].
Later we will see that to relate the ASEP to the Noumi representation of the Hecke
algebra we should take
t1/2 =
√
p
q
, t
1/2
0 =
√
α
γ
, t
1/2
N =
√
β
δ
,
and
u
1/2
0 − u−1/20 =
p− q + γ − α√
αγ
, u
1/2
N − u−1/2N =
p− q + δ − β√
βδ
.
For the remainder of this paper we will use this parameterisation in preference to the
physical parameters of the ASEP, or the combinations a, b, c, d appearing in (1.9).
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1.2.2 Non-symmetric Koornwinder polynomials
Before defining the non-symmetric Koornwinder polynomials, we will introduce some
notation and definitions concerning integer vectors, λ ∈ ZN , with
λ = (λ1, . . . , λN ).
We call such a vector a composition. For a given composition, λ, we write monomials
xλ = xλ11 . . . x
λN
N .
A partition is a composition satisfying
λ1 ≥ λ2 ≥ . . . ≥ λN ≥ 0.
We denote by λ+ the unique partition obtained from a composition λ by reordering and
changing signs so that the entries are non-negative and in decreasing order.
There are two partial orderings on compositions that will be relevant [30]. First define
the dominance order : for µ, λ ∈ ZN
µ ≤ λ ⇐⇒
j∑
i=1
(µi − λi) ≤ 0, ∀j, 1 ≤ j ≤ N.
Then µ < λ if µ ≤ λ and µ 6= λ. The second partial ordering ‘‘ is defined as
µ  λ ⇐⇒ µ+ < λ+ or (µ+ = λ+ and µ ≤ λ) .
Then, µ ≺ λ if µ  λ and µ 6= λ.
Definition 1.1. The non-symmetric Koornwinder polynomial Eλ(x), indexed by compo-
sition λ, is the unique Laurent polynomial satisfying
YiEλ(x) = y(λ)iEλ(x), 1 ≤ i ≤ N,
Eλ(x) = x
λ +
∑
λ′≺λ
cλλ′x
λ′ ,
where Yi is defined in (1.7), (1.9), y(λ)i is the eigenvalue, and cλλ′ are coefficients.
The composition λ determines the eigenvalue y(λ)i [29]. The two following cases will
appear directly in this work:
• For m > 0, λ = ((−m)N) = (−m, . . . ,−m),
y(λ)i = t
−1/2
0 t
−1/2
N s
−mt−(i−1). (1.10)
• For m ≥ 0, λ = (mN) = (m, . . . ,m),
y(λ)i = t
1/2
0 t
1/2
N s
mtN−i. (1.11)
However, other non-symmetric Koornwinder polynomials will appear implicitly, and we
define the following space:
Definition 1.2. For a partition λ of length N , define Rλ as the space spanned by {Eµ|µ ∈
ZN , µ+ = λ}.
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1.2.3 Symmetric Koornwinder polynomials
The symmetric Koornwinder polynomials were introduced in [27], as eigenfunctions of
the s-difference operator
D =
N∑
i=1
gi(x)(Ts,i − 1) +
N∑
i=1
gi(x
−1)(T−1s,i − 1), (1.12)
where gi(x) is defined by
gi(x) =
(1− axi)(1− bxi)(1− cxi)(1− dxi)
(1− x2i )(1− sx2i )
N∏
j=1j 6=i
(1− txix−1j )(1− txixj)
(1− xix−1j )(1− xixj)
, (1.13)
and Ts,i is the i
th s-shift operator
Ts,if(x1, . . . , xi, . . . , xN ) = f(x1, . . . , sxi, . . . , xN ). (1.14)
Definition 1.3. For a partition λ, the symmetric Koornwinder polynomial Pλ(x) is
characterised by the eigenvalue equation
DPλ = dλPλ, (1.15)
with eigenvalue
dλ =
N∑
i=1
[
t0tN t
2N−i−1(sλi − 1) + ti−1(s−λi − 1)
]
, (1.16)
and where the coefficient of xλ in Pλ is equal to 1.
The symmetric Koornwinder polynomials are W0-invariant (that is, invariant un-
der the action of s1, . . . , sN , defined in (1.8)), and their relation to the non-symmetric
Koornwinder polynomials was given in [29].
Theorem 1.4 (Corollary 6.5 of [29]). The symmetric Koornwinder polynomial Pλ can
be characterised as the unique W0-invariant polynomial in Rλ which has the coefficient
of xλ equal to 1.
In order to make contact between Koornwinder polynomials and the ground state of
the current-counting deformation of the open ASEP, we need to exploit the integrable
structure of the underlying the physical model, which we now review.
1.3 Structure of integrability
The ASEP is an integrable model – the deformed transition matrix M(ξ) belongs to an
infinite family of commuting matrices [17] (see also [19, 22]). The generating function of
these commuting matrices is called the transfer matrix. The key ingredients to construct
this transfer matrix are matrices Rˇ(x), K(x), and K(x) satisfying the Yang–Baxter
relation
Rˇi(x2/x3)Rˇi+1(x1/x3)Rˇi(x1/x2) = Rˇi+1(x1/x2)Rˇi(x1/x3)Rˇi+1(x2/x3),
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left and right reflection relations
Rˇ1(x2/x1)K1(x2)Rˇ1(x1x2)K1(x1) = K1(x1)Rˇ1(x1x2)K1(x2)Rˇ1(x2/x1),
Rˇ1(x1/x2)K2(1/x1)Rˇ1(x1x2)K2(1/x2) = K2(1/x2)Rˇ1(x1x2)K2(1/x1)Rˇ1(x1/x2),
and the unitarity conditions
Rˇi(x)Rˇi
(
x−1
)
= 1, K(x)K
(
x−1
)
= 1, K(x)K
(
x−1
)
= 1.
For the open boundary ASEP the matrices are given by
Rˇ(x) = 1 + r(x)w, (1.17)
K(x; ξ) = 1 + k(x; t
1/2
0 , u
1/2
0 )B(ξ), (1.18)
K(x) = 1 + k(x−1; t1/2N , u
1/2
N )B, (1.19)
where
r(x) =
x− 1
t−1/2x− t1/2 , k(x; t
1/2
i , u
1/2
i ) =
x2 − 1
t
−1/2
i x
2 − (u1/2i − u−1/2i )x− t1/2i
, (1.20)
and w, B(ξ), B are written in terms of the Hecke parameters as
B(ξ) =
(
−t1/20 ξ−1t−1/20
ξt
1/2
0 −t−1/20
)
, B =
(
−t−1/2N t1/2N
t
−1/2
N −t1/2N
)
, w =

0 0 0 0
0 −t−1/2 t1/2 0
0 t−1/2 −t1/2 0
0 0 0 0
 .
(1.21)
We will write K(x) for K(x; ξ), except when it is necessary to distinguish between values
of ξ. Note that the local (physical) transition matrices are obtained from (1.17) – (1.19)
through
√
pqw = (q − p)Rˇ′(1), √αγB(ξ) = 1
2
(q − p)K ′(1; ξ),
√
βδB = −1
2
(q − p)K ′(1),
and the Gallavotti–Cohen symmetry on the transition matrices now implies that
Rˇi(x) = UGCRˇi(x)
TU−1GC,
K1(x; ξ
′) = UGCK1(x; ξ)TU−1GC,
KN (x) = UGCKN (x)
TU−1GC,
with ξ′ and UGC defined in (1.3) and (1.6) respectively.
2 Twice deformed inhomogeneous ground state
2.1 Scattering matrices
Instead of the transfer matrix approach, one can define scattering matrices [21, 33], al-
though the two methods are closely related. We first define a modified left boundary
matrix
K˜(x) = K(s−1/2x), (2.1)
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in order to introduce the Hecke parameter s. The matrix K˜(x) satisfies deformed unitary
and reflection relations
K˜(sx)K˜
(
x−1
)
= 1,
Rˇ1(x2/x1)K˜1(x2)Rˇ1(s
−1x1x2)K˜1(x1) = K˜1(x1)Rˇ1(s−1x1x2)K˜1(x2)Rˇ1(x2/x1),
and has the Gallavotti–Cohen symmetry
K˜1(x; ξ
′) = UGCK˜1(x; ξ)TU−1GC.
For 1 ≤ i ≤ N , define the scattering matrices
Si(x) =Rˇi−1
(
xi−1
sxi
)
. . . Rˇ1
(
x1
sxi
)
· K˜1
(
1
xi
)
· Rˇ1
(
1
xix1
)
. . . Rˇi−1
(
1
xixi−1
)
· Rˇi
(
1
xixi+1
)
. . . RˇN−1
(
1
xixN
)
·KN (xi)
· RˇN−1
(
xN
xi
)
. . . Rˇi
(
xi+1
xi
)
.
(2.2)
Using the Yang–Baxter, reflection relations, and unitarity, we see that the scattering
matrices satisfy a deformed commutation relation
Si(. . . , sxj , . . .)Sj(x1, . . . , xN ) = Sj(. . . , sxi, . . .)Si(x1, . . . , xN ).
With s = 1, [Si(x),Sj(x)] = 0 for all i, j, and in fact there is a direct relation to the
transfer matrix approach [17,19,22] 3:
Si(x) = t(xi|x), (2.3)
where t(z|x) is the usual transfer matrix with spectral parameter z and inhomogeneity
parameters x = x1, . . . , xN (the reader may refer to [17, 19, 22] for a precise definition).
At s = 1, we also have the important relations
Si(x)|s=x1=...=xN=1 = 1,
∂
∂xi
Si(x)|s=x1=...=xN=1 =
2
p− qM(ξ). (2.4)
Considering s general again, we would like to find solutions of the scattering relation
Si(x)|Ψ(. . . , xi, . . .)〉 = |Ψ(. . . , sxi, . . .)〉, (2.5)
where
|Ψ(x)〉 =
∑
τ
ψτ (x)|τ 〉. (2.6)
Taking the derivative of (2.5) with respect to xi and specialising with x1 = . . . = xN =
s = 1, this would imply
M(ξ)|Ψ(1)〉 = 0. (2.7)
3Note that for s 6= 1 there is no obvious link between the scattering matrices and the usual transfer
matrix, as far as we know.
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For ξ = 1 this is the unnormalised stationary vector of the ASEP with eigenvalue 0. For
ξ 6= 1, the ground state eigenvalue is non-zero, and so (2.7) should not have a solution
at this point (that is s = 1, ξ 6= 1). However, in section 4 we will discuss how there
could be a solution of (2.5) for s→ 1, ξ 6= 1, and how it relates to the current-counting
eigenvalue.
2.2 qKZ equations
It can be checked directly that sufficient conditions for a solution of the scattering relation
(2.5) are
Rˇi(xi+1/xi)|Ψ(. . . , xi, xi+1, . . .)〉 = |Ψ(. . . , xi+1, xi, . . .)〉, 1 ≤ i ≤ N − 1, (2.8)
K˜1(x
−1
1 )|Ψ(x−11 , x2, . . .)〉 = |Ψ(sx1, x2, . . .)〉, (2.9)
KN (xN )|Ψ(. . . , xN−1, xN )〉 = |Ψ(. . . , xN−1, 1/xN )〉. (2.10)
Note that the Yang–Baxter, reflection, and unitary conditions ensure the consistency of
this definition. We will refer to (2.8) – (2.10) as the qKZ equations, although in our
notation the q has been replaced by the parameter s. These q-difference equations were
first introduced in [34] and appear as q-deformation of the KZ equations [35].
Motivated by the connection to the ASEP stationary state, we make the following
definition:
Definition 2.1. We call a solution
|Ψ(x; s, ξ)〉 =
∑
τ
ψτ (x; s, ξ)|τ 〉
of equations (2.8) – (2.10) a twice deformed inhomogeneous ground state vector, with
deformation parameters s and ξ.
As indicated at the end of the previous section, such a vector with s = ξ = 1 is the
inhomogeneous ground state vector of the open boundary ASEP, and can be constructed
in matrix product form [19,36] or from specialised non-symmetric Koornwinder polyno-
mials [22]. We will show that more general solutions exist when s and ξ are related in
certain ways.
We use the Noumi representation of the Hecke algebra to write the qKZ equations in
component form. To specify a lattice configuration τ we use ‘◦’ for an empty site (τi = 0)
and ‘•’ for a filled site (τi = 1). Then, for example, we write ψ◦... to indicate the weight
for any configuration with the first site empty (τ1 = 0)
Lemma 2.2. The qKZ equations (2.8) – (2.10) for the deformed ground state vector are
equivalent to the following exchange relations on the components:
T0ψ◦... = ξ−1t
−1/2
0 ψ•..., (2.11)
TNψ...• = t
−1/2
N ψ...◦, (2.12)
and for 1 ≤ i ≤ N − 1,
Tiψ...◦◦... = t1/2ψ...◦◦..., (2.13)
Tiψ...••... = t1/2ψ...••..., (2.14)
Tiψ...•◦... = t−1/2ψ...◦•..., (2.15)
where the marked sites are in positions i, i+ 1.
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Proof. This can be checked directly.
Note that the parameters s and ξ both enter through (2.11), with s contained within
the T0 operator.
Lemma 2.3. For any vector |Ψ(x; s, ξ)〉 satisfying the qKZ equations (2.8) – (2.10), the
empty lattice weight ψ◦...◦ is an eigenfunction of the Yi operators (1.7), satisfying
Yiψ◦...◦ = ξ−1t
−1/2
0 t
−1/2
N t
−(i−1)ψ◦...◦. (2.16)
Proof. This follows by direct computation with the exchange relations in Lemma 2.2.
Lemma 2.3 immediately suggests the connection to the non-symmetric Koornwinder
polynomials:
1. Taking ξ = sm, m > 0, the eigenvalue in (2.16) is given by (1.10), corresponding to
the non-symmetric Koornwinder polynomial labelled by the composition
(
(−m)N).
2. Taking ξ = t−10 t
−1
N t
−(N−1)s−m, m ≥ 0, the eigenvalue instead corresponds to (1.11),
for the composition
(
mN
)
.
Moreover, note that case 2 is obtained from case 1 by sending
ξ → t−10 t−1N t−(N−1)ξ−1,
which is exactly the Gallavotti–Cohen symmetry (1.3). In section 3 we will give a direct
matrix product construction of the inhomogeneous ground state vector for case 1, that
is ξ = sm. To solve case 2, we will use the Gallavotti–Cohen symmetry on solutions of
left qKZ equations, which we will present next. We note that an alternative approach, as
followed in [22,37], would be to take ψ◦...◦ as the non-symmetric Koornwinder polynomial
given in case 1 or case 2, then show that a solution of the exchange relations (2.11) –
(2.15) can be constructed from this reference state.
2.3 Left qKZ equations
We define left qKZ equations
〈Φ(. . . , xi, xi+1, . . .)|Rˇi(xi+1/xi) = 〈Φ(. . . , xi+1, xi, . . .)|, 1 ≤ i ≤ N − 1, (2.17)
〈Φ(x−11 , x2, . . .)|K˜1(x−11 ) = 〈Φ(sx1, x2, . . .)|, (2.18)
〈Φ(. . . , xN−1, xN )|KN (xN ) = 〈Φ(. . . , xN−1, 1/xN )|, (2.19)
with
〈Φ(x)| =
∑
τ
φτ (x)〈τ |. (2.20)
These would imply a solution of a left scattering equation (analogous to (2.5)) with a
scattering matrix, defined by reversing the order of matrices in the definition (2.2). The
two following lemmas are analogous to lemmas 2.2 and 2.3.
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Lemma 2.4. The left qKZ equations (2.17) – (2.19) for a vector of form (2.20) are
equivalent to the following exchange relations on the components:
T0φ◦... = ξt
1/2
0 φ•..., (2.21)
TNφ...• = t
1/2
N φ...◦, (2.22)
and for 1 ≤ i ≤ N − 1,
Tiφ...◦◦... = t1/2φ...◦◦..., (2.23)
Tiφ...••... = t1/2φ...••..., (2.24)
Tiφ...•◦... = t1/2φ...◦•..., (2.25)
where the marked sites are in positions i, i+ 1.
Lemma 2.5. For any vector 〈Φ(x; s, ξ)| satisfying the left qKZ equations (2.17) – (2.19),
the empty lattice weight φ◦...◦ is an eigenfunction of the Yi operators (1.7), satisfying
Yiφ◦...◦ = ξt
1/2
0 t
1/2
N t
N−iφ◦...◦. (2.26)
Again, the same two constraints on ξ and s appear, but with the correspondence to
the non-symmetric Koornwinder polynomials reversed: taking ξ = sm, m ≥ 0, would
correspond to the composition
(
mN
)
; taking ξ = t−10 t
−1
N t
−(N−1)s−m, m > 0, would
correspond to the composition
(
(−m)N )).
The Gallavotti–Cohen symmetry allows us to relate solutions of the left and right
qKZ equations.
Lemma 2.6. For any vector 〈Φ(x; s, ξ)| satisfying the left qKZ equations (2.17) – (2.19),
the vector
|Ψ(x; s, ξ′)〉 = UGC|Φ(x; s, ξ)〉, (2.27)
with
ξ′ = t−10 t
−1
N t
−(N−1)ξ−1, (2.28)
is a solution to the right qKZ equations (2.8) – (2.10).
Proof. This is checked by transposing the left qKZ equations and using the Gallavotti–
Cohen symmetry on the Rˇ, K˜ and K matrices.
3 Matrix product solution
The matrix product ansatz for the stationary state of the ASEP was introduced in [15]
and has led since then to numerous works in statistical physics and mathematical physics.
The connection with integrability was explored in [18,19] and allowed the generalisation
to the multi-species open ASEP [38–40]. In [11–13] a perturbative matrix ansatz was
constructed giving successive cumulants of the particle current, and some of the structures
introduced there will be used here. For the periodic ASEP, the matrix product method
was used to construct the stationary state of the multi-species system [41–44] and the
Macdonald polynomials [20], and has revealed a connection to the 3D integrability of
the model [45, 46]. In this section we give a matrix product construction of the twice
deformed ground state vectors, and show that this results in a matrix product formula
for certain symmetric Koornwinder polynomials.
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3.1 General construction
The matrix product ansatz for the twice deformed inhomogeneous ground state vectors
is written
|Ψ(x; s, ξ)〉 = 〈〈W |SA1(x1) . . .AN (xN )|V 〉〉, (3.1)
with
A(x) =
(
A0(x)
A1(x)
)
.
The entries A0(x), A1(x) as well as S are operators in some auxiliary algebraic space, and
the left and right vectors 〈〈W | and |V 〉〉 contract this space to give a scalar value. The
indices in (3.1) denote the lattice site the vector A(x) relates to, and in tensor product
notation, we would write
|Ψ(x; s, ξ)〉 = 〈〈W |SA(x1)⊗ . . .⊗ A(xN )|V 〉〉.
However, as a matter of convention, we will reserve the symbol ‘⊗’ for objects belong-
ing to the auxiliary algebraic space (see (3.8) for example), and use the index notation
to denote the tensor product in the space of lattice configurations. The aim is to pro-
vide a notational distinction between these two spaces. Writing out (3.1) gives the 2N
component vector
|Ψ(x; s, ξ)〉 =

〈〈W |SA0(x1) . . . A0(xN−1)A0(xN )|V 〉〉
〈〈W |SA0(x1) . . . A0(xN−1)A1(xN )|V 〉〉
〈〈W |SA0(x1) . . . A1(xN−1)A0(xN )|V 〉〉
...
〈〈W |SA1(x1) . . . A1(xN−1)A1(xN )|V 〉〉
 ,
with entries
ψτ (x; s, ξ) = 〈〈W |SAτ1(x1) . . . AτN−1(xN−1)AτN (xN )|V 〉〉.
Lemma 3.1. Sufficient conditions for a vector of form (3.1) to satisfy the qKZ equations
(2.8) – (2.10) are the following:
Rˇ
(
xi+1
xi
)
A1(xi)A2(xi+1) = A1(xi+1)A2(xi), (3.2)
K˜
(
x−11
) 〈〈W |SA (x−11 ) = 〈〈W |SA (sx1) , (3.3)
K(xN )A(xN )|V 〉〉 = A
(
x−1N
) |V 〉〉. (3.4)
Equation (3.2) is the Zamolodchikov–Faddeev (ZF) algebra [47,48]. Equations (3.3),
(3.4) are a deformation of the Ghoshal–Zamolodchikov (GZ) relations [49]. The unde-
formed GZ relations are obtained by setting S to the identity and s = 1. The matrix prod-
uct ansatz for the open boundary ASEP can be expressed as a solution of the undeformed
relations, and solutions for related models have also been found and studied [19,50].
3.2 Construction of solutions
We now give an explicit construction of the qKZ solution when ξ = sm, m ≥ 1. We first
define certain algebraic objects through the relations they satisfy.
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Definition 3.2. We define algebraic objects satisfying the following relations: operators
a, a† and S:
aa† − ta†a = 1− t,
aS =
√
sSa,
Sa† =
√
sa†S.
(3.5)
And paired boundary vectors 〈〈w| and |v〉〉:
〈〈w|
(
t
1/2
0 a− t−1/20 a†
)
= 〈〈w|
(
u
1/2
0 − u−1/20
)
,(
t
1/2
N a
† − t−1/2N a
)
|v〉〉 =
(
u
1/2
N − u−1/2N
)
|v〉〉,
(3.6)
and 〈〈w˜| and |v˜〉〉:
〈〈w˜|
(
t
1/2
0 a− t−1/20 a†
)
= 〈〈w˜|
(
t
1/2
0 − t−1/20
)
,(
t
1/2
N a
† − t−1/2N a
)
|v˜〉〉 =
(
t
1/2
N − t−1/2N
)
|v˜〉〉.
(3.7)
Elements of this algebra have appeared in many places in the context of the ASEP.
The first algebraic relation of (3.5) and the relations (3.6) were first stated in [51]
to study the stationary state of the open ASEP. This work shed new light on the
DEHP algebra introduced in [15] by showing that it can be recast in a form of a q-
deformed oscillator algebra by an appropriate shift and normalisation of the genera-
tors. The representation of the algebraic elements involved in the first relation of (3.5)
and in the relations (3.6) were found in [51], and permitted explicit computations. In
particular the author of that work pointed out the relevance of the parametrisation
used here. More precisely the parameters κ+(α, γ) and κ+(β, δ) defined in [51] by
κ+(x, y) =
1
2x
(
y − x+ p− q +√(y − x+ p− q)2 + 4xy) play a central role in the rep-
resentation of the algebra, and are relevant in describing the phase transitions of the
system. The precise relations with the parameters used here are κ+(α, γ) = u
1/2
0 t
−1/2
0
and κ+(β, δ) = u
1/2
N t
−1/2
N .
The other relations (3.5), (3.6) and (3.7) appear previously in [12–14,52] to compute
the fluctuations of the current. In Appendix A we recall an infinite dimensional rep-
resentation of this algebra: |v〉〉, |v˜〉〉, . . . are vectors of a Fock space endowed with the
usual scalar product. In this paper the scalar product of two vectors |x〉〉 and |y〉〉 of
this Fock space is denoted by 〈〈x| · |y〉〉. The operators a and a† are linear operators on
this Fock space. Let us stress here that the creation operator a† is not the Hermitian
conjugate of the annihilation operator a (it is a standard notation which appears often
in the literature, see for instance [51]).
Building on this algebra, we define
S(m) = S2m−1 ⊗ S2m−2 ⊗ . . .⊗ S3 ⊗ S2 ⊗ S, (3.8)
A(m)(x) = L(x)⊗˙ . . . ⊗˙L(x)︸ ︷︷ ︸
m−1 times
⊗˙b(x), (3.9)
with
L(x) =
(
1 a
xa† x
)
⊗˙
(
1/x a/x
a† 1
)
, b(x) =
(
1/x+ a
x+ a†
)
. (3.10)
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The symbol ⊗˙ indicates the normal dot product in the physical space, taking the tensor
product of the entries – elements of the auxiliary algebraic space. For example, expanding
the definition of L(x) gives
L(x) =
(
x−11⊗ 1 + a⊗ a† x−11⊗ a+ a⊗ 1
a† ⊗ 1 + x1⊗ a† a† ⊗ a+ x1⊗ 1
)
.
We also define boundary vectors
〈〈W (m)| = 〈〈w| ⊗ 〈〈w˜| ⊗ . . .⊗ 〈〈w| ⊗ 〈〈w˜|︸ ︷︷ ︸
m−1 times
⊗〈〈w| (3.11)
|V (m)〉〉 = |v〉〉 ⊗ |v˜〉〉 ⊗ . . .⊗ |v〉〉 ⊗ |v˜〉〉︸ ︷︷ ︸
m−1 times
⊗|v〉〉. (3.12)
Proposition 3.3. For integer m > 0 and ξ = sm,
|Ψ(m)(x; s)〉 = 1
Ω(m)
〈〈W (m)|S(m)A(m)1 (x1) . . .A(m)N (xN )|V (m)〉〉, (3.13)
with normalisation factor
Ω(m) = 〈〈W (m)|S(m)|V (m)〉〉, (3.14)
is a solution of the qKZ equations (2.8) – (2.10).
Note that the dependence on ξ has disappeared in the vector |Ψ(m)(x; s)〉 because of
the constraint ξ = sm.
Proof. The normalisation factor Ω(m) can be chosen freely, but we must show that the
choice (3.14) is non-zero. To do so, we compute Ω(m) using an infinite dimensional
representation of the algebra defined in (3.5) – (3.7). We give the details in Appendix A.
Then to prove that |Ψ(m)(x; s)〉 is a qKZ solution, it is sufficient to show that (3.2), (3.3),
(3.4) are satisfied.
By a direct computation, using the algebraic relations (3.5), it can be checked that
the vector b(x) and the matrix L(x) satisfy the relations
Rˇ(xi+1/xi)b1(xi)b2(xi+1) = b1(xi+1)b2(xi),
Rˇ(xi+1/xi)L1(xi)L2(xi+1) = L1(xi+1)L2(xi)Rˇ(xi+1/xi).
These elementary exchange relations can be used successively several times to give (3.2).
On the right boundary, using relations (3.6), (3.7) gives
K(xN )b(xN )|v〉〉 = b(1/xN )|v〉〉,
K(xN )L(xN )|v〉〉 ⊗ |v˜〉〉 = L(1/xN )K(xN )|v〉〉 ⊗ |v˜〉〉.
Using these properties several times, it is straightforward to prove (3.4). Finally, on the
left boundary, the vector b(x) satisfies
〈〈w|S K˜(x−11 )
∣∣∣
ξ=s
b(x−11 ) = 〈〈w|Sb(sx1),
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and the matrix L(x) satisfies
〈〈w| ⊗ 〈〈w˜|S2a+1 ⊗ S2a K˜(x−11 )
∣∣∣
ξ=sa+1
L(x−11 )
= 〈〈w| ⊗ 〈〈w˜|S2a+1 ⊗ S2aL(sx1) K˜(x−11 )
∣∣∣
ξ=sa
.
In words, the last equation means that the parameter ξ is multiplied by a factor s when
the matrix L passes through the matrix K˜. Thus by imposing the constraint ξ = sm and
applying these relations successively, relation (3.3) follows.
We still need to show that the construction gives a non-zero vector. Before doing so,
we introduce some notation, then look at some examples.
Definition 3.4. For a lattice configuration τ = (τ1, . . . , τN ), define the composition
λ(m)(τ ), with
λ(m)(τ )i =
{
−m, τi = 0,
m, τi = 1.
The corresponding partition is λ(m)+(τ ) =
(
mN
)
.
Definition 3.5. We introduce the notation
k〈B〉 = 〈〈w|SkB|v〉〉,
j,k〈B⊗˙C〉 = (〈〈w| ⊗ 〈〈w˜|)
(
Sj ⊗ Sk
) (
B⊗˙C) (|v〉〉 ⊗ |v˜〉〉)
=
(
〈〈w|SjB|v〉〉
)
.
(
〈〈w˜|SkC|v˜〉〉
)
Here B, C may be scalars, vectors, or matrices in physical space, with entries belonging
to the auxiliary algebraic space.
Example 3.6. With m = 1, A(1)(x) = b(x). For N = 1,
Ω(1)|Ψ(1)(x1; s)〉 = 1〈b(x1)1〉
=
(
〈〈w|S
(
1
x1
+ a
)
|v〉〉
〈〈w|S (x1 + a†) |v〉〉
)
,
and for N = 2,
Ω(1)|Ψ(1)(x1, x2; s)〉 = 1〈b(x1)1b(x2)2〉
=

〈〈w|S
(
1
x1
+ a
)(
1
x2
+ a
)
|v〉〉
〈〈w|S
(
1
x1
+ a
) (
x2 + a
†) |v〉〉
〈〈w|S (x1 + a†) ( 1x2 + a) |v〉〉
〈〈w|S (x1 + a†) (x2 + a†) |v〉〉
 .
In general,
Ω(1)|Ψ(1)(x; s)〉 = 1〈b(x1)1 . . . b(xN )N 〉.
Note that the normalisation Ω(1) = 〈〈w|S|v〉〉 ensures that each component ψ(1)τ has leading
term xλ
(1)(τ ) with coefficient 1, and all other terms correspond to compositions µ with
µ+ < λ(1)+(τ ) =
(
1N
)
.
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Example 3.7. With m = 2,
A(2)(x) = L(x)⊗˙b(x).
Then for N = 1,
Ω(2)|Ψ(2)(x1; s)〉 = (〈〈w| ⊗ 〈〈w˜| ⊗ 〈〈w|)
(
S3 ⊗ S2 ⊗ S) (L(x1)⊗˙b(x1))1 (|v〉〉 ⊗ |v˜〉〉 ⊗ |v〉〉)
= 3,2〈L(x1)1〉.
(
1〈b(x1)1〉
)
= 3,2〈L(x1)1〉.Ω(1)|Ψ(1)(x1; s)〉,
with
3,2〈L(x1)1〉 = 〈〈w| ⊗ 〈〈w˜|S3 ⊗ S2
(
x−11 1⊗ 1 + a⊗ a† x−11 1⊗ a+ a⊗ 1
a† ⊗ 1 + x11⊗ a† a† ⊗ a+ x11⊗ 1
)
1
|v〉〉 ⊗ |v˜〉.
For N = 2,
Ω(2)|Ψ(2)(x1; s)〉 = (〈〈w| ⊗ 〈〈w˜| ⊗ 〈〈w|)
(
S3 ⊗ S2 ⊗ S) (L(x1)⊗˙b(x1))1
.
(
L(x2)⊗˙b(x2)
)
2
(|v〉〉 ⊗ |v˜〉〉 ⊗ |v〉〉) .
The matrix L(x2)2 can be brought past b(x1)1 as they are in different physical spaces, and
their entries are in different auxiliary algebraic spaces. Thus we obtain
Ω(2)|Ψ(2)(x1, x2; s)〉 = 3,2〈L(x1)1L(x2)2〉.
(
Ω(1)|Ψ(1)(x1, x2; s)〉
)
,
with
3,2〈L(x1)1L(x2)2〉 = 〈〈w| ⊗ 〈〈w˜|S3 ⊗ S2
(
x−11 1⊗ 1 + a⊗ a† x−11 1⊗ a+ a⊗ 1
a† ⊗ 1 + x11⊗ a† a† ⊗ a+ x11⊗ 1
)
1
.
(
x−12 1⊗ 1 + a⊗ a† x−12 1⊗ a+ a⊗ 1
a† ⊗ 1 + x21⊗ a† a† ⊗ a+ x21⊗ 1
)
2
|v〉〉 ⊗ |v˜〉〉.
The normalisation factor is
Ω(2) = 〈〈w| ⊗ 〈〈w˜| ⊗ 〈〈w|S3 ⊗ S2 ⊗ S|v〉〉 ⊗ |v˜〉〉 ⊗ |v〉〉,
and it can be checked directly for N = 1, 2 that each component ψ
(2)
τ has leading term
xλ
(2)(τ ) with coefficient 1, and all other terms correspond to compositions µ with
µ+ < λ(2)+(τ ) =
(
2N
)
.
We now give the general form.
Theorem 3.8. The qKZ equations have a solution when ξ = sm, written recursively on
m: For m > 1
|Ψ(m)(x; s)〉 = 1〈〈w|S2m−1|v〉〉〈〈w˜|S2m−2|v˜〉〉
(
2m−1,2m−2〈L(x1)1 . . . L(xN )N 〉
) |Ψ(m−1)(x; s)〉,
(3.15)
with
|Ψ(1)(x; s)〉 = 1〈〈w|S|v〉〉
(
1〈b(x1)1 . . . b(xN )〉
)
. (3.16)
The components of the solution, ψ
(m)
τ (x; s), have leading term x
λ(m)(τ ), and all other
terms correspond to compositions µ with
µ+ < λ(m)+(τ ) =
(
mN
)
.
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Proof. The recursive form (3.15), (3.16) is obtained by a reordering of the matrix product
form (3.13), as in Example 3.7.
The second part of the claim, on the degree and normalisation of components of the
solution, can be proven inductively. We assume the property holds at m − 1 and use
(3.15) to obtain the solution at m. That is, we multiply by the ‘increment’ matrix
1
〈〈w|S2m−1|v〉〉〈〈w˜|S2m−2|v˜〉〉
(
2m−1,2m−2〈L(x1)1 . . . L(xN )N 〉
)
.
The following points can be deduced by writing (3.15) and the increment matrix in
component form:
• A term xµ with µ+ = (mN) can only be produced from the leading order terms of
the m−1 solution, which correspond to the partition ((m− 1)N), and thus we can
ignore sub-leading terms.
• The diagonal entries of the increment matrix produce the term xλ(m)(τ ) with co-
efficient 1 (plus lower order terms) in ψ
(m)
τ , from the corresponding component of
the m− 1 solution.
• The off-diagonal entries of the increment matrix, acting on the leading order term of
a component of the m−1 solution, either reduces the degree or leaves it unchanged.
These points are sufficient to show that the degree and normalisation properties hold at
m, assuming they hold at m − 1. As the m = 1 case was checked in Example 3.6, the
properties hold for all m.
The construction of the solution of the left qKZ equations at s = ξm is similar to the
above, and we defer the details to Appendix B. We state here the main result.
Theorem 3.9. For integer m ≥ 0 and ξ = sm, solutions of the left qKZ equations can
be constructed in matrix product form, and can be defined recursively. For m > 0
〈Φ(m)(x; s)| = 1〈〈w|S2m−1|v〉〉〈〈w˜|S2m|v˜〉〉〈Φ
(m−1)(x; s)|
(
2m−1,2m〈L
(
1
x1
)
1
. . . L
(
1
xN
)
N
〉
)
(3.17)
with
〈Φ(0)(x; s)| = 〈1| = (1, 1)⊗N (3.18)
The solution is non-zero: the component of the solution, φ
(m)
τ (x; s), contains the term
x−λ(m)(τ ) with coefficient 1, and all terms correspond to compositions µ with
µ+ ≤ λ(m)+(τ ) = (mN) .
Corollary 3.10. For m > 0 and ξ = t−10 t
−1
N t
−(N−1)s−m, the right qKZ equations (2.8)
– (2.10) have solution
|Ψ(x; s, ξ = t−10 t−1N t−(N−1)s−m)〉 = UGC|Φ(m)(x; s)〉. (3.19)
Proof. This follows from Lemma 2.6.
18
The m = 0 case is a bit special: |Ψ(x; s, ξ = t−10 t−1N t−(N−1))〉 = UGC|1〉. The solution
does not depend on x and s. Imposing in addition that ξ = 1, i.e. t0tN t
N−1 = 1, gives a
very simple ASEP stationary state. Indeed the system is at thermal equilibrium in this
case: written in the usual ASEP parameters the constraint is αβγδ
(
p
q
)N−1
= 1.
3.3 Symmetric Koornwinder polynomials
We can now make the connection between solutions of the qKZ equations, and the sym-
metric and non-symmetric Koornwinder polynomials.
Lemma 3.11. The component ψ
(m)
◦...◦ of the vector |Ψ(m)(x, s)〉 is the non-symmetric
Koornwinder polynomial E((−m)N ). All other components can be constructed through the
relations
ψ
(m)
◦...◦• = t
−1/2
N T
−1
N ψ
(m)
◦...◦◦,
ψ
(m)
...•◦... = t−1/2T−1i ψ
(m)
...◦•..., 1 ≤ i ≤ N − 1.
(3.20)
The set of all components {ψ(m)τ } forms a basis for R(mN ), the space spanned by non-
symmetric Koornwinder polynomials {Eµ|µ ∈ ZN , µ+ = (mN )}.
Proof. By Theorem 3.8, and Lemma 2.3 with ξ = sm, ψ
(m)
◦...◦ is an eigenfunction of the
Yi operators, and is a Laurent polynomial with the required degree and normalisation.
Thus by uniqueness, we can identify ψ
(m)
◦...◦ = E((−m)N ). The relations (3.20) come from
the exchange relations (2.15) and (2.12).
The preceding parts of this lemma give the preconditions for Proposition 1 and Corol-
lary 1 of [22], from which it follows that {ψ(m)τ } forms a basis for R(mN ).
Lemma 3.12. The component φ
(m)
◦...◦ of the vector 〈Φ(m)(x, s)| is the non-symmetric
Koornwinder polynomial E(mN ). All other components can be constructed through the
relations
φ
(m)
◦...◦• = t
1/2
N T
−1
N φ
(m)
◦...◦◦,
φ
(m)
...•◦... = t1/2T−1i φ
(m)
...◦•..., 1 ≤ i ≤ N − 1.
The set of all components {φ(m)τ } forms a basis for R(mN ).
Proof. This follows in the same way, with reference to Theorem 3.9, and Lemmas 2.5
and 2.4.
Lemma 3.13. Given a solution |Ψ(x; s, ξ)〉 of the qKZ equations (2.8) – (2.10), the sum
of components
Z(x; s, ξ) = 〈1|Ψ(x; s, ξ)〉 (3.21)
is W0 invariant.
Proof. We first note that 〈1| is a left eigenvector of Rˇi, KN with eigenvalue 1 (see (1.17),
(1.19)). Then applying 〈1| to the bulk and right boundary qKZ equations (2.8), (2.10)
we see that Z(x; s, ξ) is invariant under si, 1 ≤ i ≤ N , and hence is W0 invariant.
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Theorem 3.14. The sum of components of |Ψ(m)(x; s)〉 is the symmetric Koornwinder
polynomial P(mN ). That is
P(mN )(x) = Z(m)(x; s), (3.22)
where
Z(m)(x; s) = 〈1|Ψ(m)(x; s)〉, (3.23)
and |Ψ(m)(x; s)〉 is the qKZ solution with ξ = sm, constructed as in Theorem 3.8.
Proof. By Lemmas 3.11 and 3.13, Z(m)(x, ; s) is W0 invariant, and belongs to the space
R(mN ), and from Theorem 3.8, we see that it contains x(mN ) with coefficient 1. The result
then follows from the characterisation of symmetric Koornwinder polynomials in [29],
quoted in Theorem 1.4.
We note that Theorem 3.14 implies a matrix product construction for the symmetric
Koornwinder polynomial P(mN ). Direct computations from this form would be difficult,
but the structure leads to certain conjectures that we discuss in Section 4. We also note
that an integral form for the polynomial P(mN ) is already known [53]. The solution of
the left qKZ equation is also related to the same symmetric Koornwinder polynomial.
Theorem 3.15. The sum of components of UGC|Φ(m)(x; s)〉 is proportional to the sym-
metric Koornwinder polynomial P(mN ). That is
P(mN )(x) ∝ Z(m)(x; s, ξ′), (3.24)
where
Z(m)(x; s, ξ′) = 〈1|UGC|Φ(m)(x; s)〉〉, (3.25)
with ξ′ = t−10 t
−1
N t
−(N−1)s−m.
Proof. Note that UGC|Φ(m)(x; s)〉〉 is the solution of the right qKZ equations at ξ′, and the
proof follows as in Theorem 3.14. However, because of the structure of the components
φ
(m)
τ (see Theorem 3.9 and Appendix B), and the multiplication by matrix UGC, the
coefficient of x(m
N ) in Z(m)(x; s, ξ′) is not 1. Thus the identification with P(mN ) can only
be made up to normalisation.
4 Current fluctuations and Koornwinder polynomials
The aim of this section is to make contact between the machinery developed previously,
and the generating function of the cumulants of the current. The idea is quite simple and
arises from the following observation: the constraint ξ = sm that was imposed in order
to solve the qKZ equations, can be satisfied by setting s = ξ1/m, leaving ξ free instead
of s, which then implies s → 1 as m → ∞. It appears then natural to think that the
scattering relation (2.5) may degenerate, in this s→ 1 limit, to an eigenvector equation.
Then as m → ∞, the vector |Ψ(m)(x; s = ξ1/m)〉 should thus converge in some sense to
an eigenvector of the scattering matrix. To move towards this direction, we make the
following conjectures.
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Conjecture 4.1. It is conjectured that
lim
m→∞
|Ψ(m)(x; s = ξ1/m)〉
Z(m)(x; s = ξ1/m) = |Ψ0(x; ξ)〉, (4.1)
lim
m→∞
ln(ξ)
m
ln
(
Z(m)(x; s = ξ1/m)
)
= F0(x; ξ), (4.2)
with |Ψ0〉 and F0 regular functions of x.
These conjectures are supported by strong numerical evidences (up to 3 sites) and
by the fact that the matrix product construction of |Ψ(m)(x; s)〉 is similar to the one
presented in [12,13]. In those works, the authors developed a method called the “pertur-
bative matrix ansatz”, which allowed them to approximate the ground state of M(ξ), at
any order in the current counting parameter ξ. Let us also mention that these kind of
results have already been observed in the context of qKZ equations of different models,
and are known as the “quasi-classical” limit [54,55].
Note that the second part of the conjecture can be immediately rewritten in terms of
symmetric Koornwinder polynomials as
lim
m→∞
ln(ξ)
m
ln
(
P(mN )(x; s = ξ
1/m)
)
= F0(x; ξ). (4.3)
In the following these conjectures will be considered as facts and properties will be
deduced from them. But one has to keep in mind that the validity of the deduced results
relies obviously on the validity of these conjectures.
Proposition 4.2. The function F0(x; ξ) is W0 invariant and its derivative, with re-
spect to any of the xi, is invariant under the Gallavotti-Cohen symmetry ξ → ξ′ =
t−10 t
−1
N t
−(N−1)ξ−1.
Proof. The W0 invariance directly follows from the W0 invariance of the symmetric
Koornwinder polynomials. The Gallavotti-Cohen symmetry follows from theorems 3.14
and 3.15 which give that
P(mN )(x; s = ζ
1/m) = Z(m)(x; s = ζ1/m, ξ = ζ)
∝ Z(m)(x; s = ζ1/m, ξ = t−10 t−1N t−(N−1)ζ−1)
with a proportionality coefficient independent of x. Taking the large m limit it translates
into the fact that F0(x; ξ
′) = F0(x; ξ) + c with c a constant term independent of x, which
concludes the proof.
In the following we will specify when needed the dependence on s and ξ of the scat-
tering matrix Si(x; s, ξ) defined in (2.2).
Proposition 4.3. The vector |Ψ0(x; ξ)〉 is an eigenvector of the scattering matrices eval-
uated at s = 1, with
Si(x; 1, ξ)|Ψ0(x; ξ)〉 = exp
(
xi
∂F0
∂xi
(x; ξ)
)
|Ψ0(x; ξ)〉. (4.4)
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Proof. Our starting point is the scattering relation (2.5) applied with s = ξ1/m. We
divide by Z(m)(x; s = ξ1/m) to obtain
Si(x; s = ξ1/m, ξ) |Ψ
(m)(. . . , xi, . . . ; s = ξ
1/m)〉
Z(m)(. . . , xi, . . . ; s = ξ1/m)
=
Z(m)(. . . , ξ1/mxi, . . . ; s = ξ1/m)
Z(m)(. . . , xi, . . . ; s = ξ1/m)
|Ψ(m)(. . . , ξ1/mxi, . . . ; s = ξ1/m)〉
Z(m)(. . . , ξ1/mxi, . . . ; s = ξ1/m)
.
We then have the limits
lim
m→∞Si(x; s = ξ
1/m, ξ) = Si(x; 1, ξ),
lim
m→∞
|Ψ(m)(. . . , xi, . . . ; s = ξ1/m)〉
Z(m)(. . . , xi, . . . ; s = ξ1/m)
= |Ψ0(. . . , xi, . . . ; ξ)〉,
lim
m→∞
|Ψ(m)(. . . , ξ1/mxi, . . . ; s = ξ1/m)〉
Z(m)(. . . , ξ1/mxi, . . . ; s = ξ1/m)
= |Ψ0(. . . , xi, . . . ; ξ)〉,
lim
m→∞
Z(m)(. . . , ξ1/mxi, . . . ; s = ξ1/m)
Z(m)(. . . , xi, . . . ; s = ξ1/m)
= exp
(
xi
∂F0
∂xi
(x; ξ)
)
,
which yield the desired result.
Proposition 4.4. The vector |Ψ0(1; ξ)〉 is an eigenvector of the deformed Markov matrix,
with
M(ξ)|Ψ0(1; ξ)〉 = p− q
2
∂2F0
∂x2i
(1; ξ)|Ψ0(1; ξ)〉. (4.5)
This implies immediately the following expression for the generating function of the cu-
mulants of the current:
E(µ) = Λ0(e
µ) =
p− q
2
∂2F0
∂x2i
(1; eµ). (4.6)
Proof. This is proven by taking the derivative of (4.4) with respect to xi and then setting
x1 = · · · = xN = 1. One has to make basic use of the properties given in (2.4), and notice
the fact that ∂F0∂xi (1; ξ) = 0 because F0 is W0 invariant.
Note that despite revealing a beautiful connection between the symmetric functions
and the fluctuations of the current, in practice, the last expression does not help to
compute the cumulants of the current because a closed expression for F0 is missing.
However a step can be made toward an exact expression of F0, using the characteriza-
tion of the symmetric Koornwinder polynomials as eigenfunctions of the finite difference
operator D defined in (1.12). The eigenvalue d(mN ) of this operator associated to the
symmetric Koornwinder polynomial P(mN ) is given for s = ξ
1/m by
d0(ξ) =
1− tN
1− t (ξ − 1)(t0tN t
N−1 − 1/ξ). (4.7)
It is straightforward to check that d0(ξ) is invariant under the Gallavotti-Cohen symme-
try, that is d0(ξ) = d0(ξ
′).
In the following we will explicitly write the dependence on s of the functions gi(x; s)
defined in (1.13).
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Proposition 4.5. We have the following characterization of the function F0:
N∑
i=1
gi(x; 1)
[
exp
(
xi
∂F0
∂xi
(x; ξ)
)
− 1
]
+
N∑
i=1
gi(x
−1; 1)
[
exp
(
−xi∂F0
∂xi
(x; ξ)
)
− 1
]
= d0(ξ)
Proof. This follows directly from the relation (1.15) applied for the symmetric Koorn-
winder polynomial P(mN ) and s = ξ
1/m. Dividing the latter relation by P(mN )(x; s =
ξ1/m) and taking the large m limit yield the desired result.
It would be interesting to understand if this characterization of the function F0 can
be related to a Baxter t−Q relation [16]. It has been shown in [36] that the normalisation
of the stationary state (corresponding to the case s = ξ = 1) satisfies a t−Q difference
equation. We can mention also in this context the work [14] where the authors constructed
a Baxter Q operator for the open ASEP (with current-counting deformation) and derived
the corresponding t−Q relations.
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A Calculation of the normalisation
We wish to show that the normalisation factor Ω(m), defined in (3.14), is non-zero. To do
so we show how it is computed in the infinite dimensional representation of the algebra
given in Definition 3.2. Our presentation of the representation follows the review in [52],
and we refer to that work for further references.
The representation of the algebra is defined on the Fock space Span{|k〉〉}∞k=0. The
bulk matrices are given by
a =
∞∑
k=1
(1− tk)|k − 1〉〉〈〈k|, a† =
∞∑
k=0
|k + 1〉〉〈〈k|,
S =
∞∑
k=0
sk/2|k〉〉〈〈k|.
The boundary vectors are written
〈〈w| =
∞∑
k=0
wk〈〈k|, |v〉〉 =
∞∑
k=0
vk|k〉〉,
and
〈〈w˜| =
∞∑
k=0
w˜k〈〈k|, |v˜〉〉 =
∞∑
k=0
v˜k|k〉〉.
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As a consequence of the boundary relations, the coefficients appearing in 〈〈w|, |v〉〉 satisfy
the recursion relations
wk+1 + t
1/2
0 (u
1/2
0 − u−1/20 )wk − t0(1− tk)wk−1 = 0,
(t)k+1vk+1 + t
1/2
N (u
1/2
N − u−1/2N )(t)kvk − tN (1− tk)(t)k−1vk−1 = 0,
with w−1 = v−1 = 0. We have used the t-Pochhammer symbol
(x)n =
n−1∏
k=0
(1− tkx).
The t-Pochhammer symbol can be defined for n =∞ if t < 1, then
(x)∞ =
∞∏
k=0
(1− tkx),
and we use the notation
(x, y, z, . . .)∞ = (x)∞(y)∞(z)∞ . . .
The t-Hermite polynomials are given by
Hn(x, y) =
n∑
k=0
(t)n
(t)k(t)n−k
xkyn−k,
and satisfy the recursion relation
Hn+1(x, y)− (x+ y)Hn(x, y) + xy(1− tn)Hn−1(x, y) = 0.
Thus we find
wn = Hn(t
1/2
0 u
−1/2
0 ,−t1/20 u1/20 ),
vn =
Hn(t
1/2
N u
−1/2
N ,−t1/2N u1/2N )
(t)n
.
(A.1)
The coefficients w˜n, v˜n are obtained by setting ui = ti in the above.
To compute the normalisation factors in the qKZ solution, we will make use of the
t-Mehler formula
∞∑
n=0
Hn(x, y)Hn(w, z)
λn
(q)n
=
(xywzλ2)∞
(xwλ, xzλ, ywλ, yzλ)∞
.
For the normalisation, we need to compute
〈〈w|Sa|v〉〉 =
∞∑
n=0
wn
(
sn/2
)a
vn.
Using the coefficients (A.1) and the t-Mehler formula gives
〈〈w|Sa|v〉〉 = (
t
1/2
0 t
1/2
N s
a
)
∞(
t
1/2
0 u
−1/2
0 t
1/2
N u
−1/2
N s
a/2,−t1/20 u−1/20 t1/2N u1/2N sa/2,−t1/20 u1/20 t1/2N u−1/2N sa/2, t1/20 u1/20 t1/2N u1/2N sa/2
)
∞
.
(A.2)
We also need to compute 〈〈w˜|Sa|v˜〉〉, but this is obtained from (A.2) by setting ui = ti,
i = 0, N .
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B Construction of a left ground state vector
In this appendix, we construct row vector solutions of the left qKZ equations (2.17) –
(2.19) in the matrix product form
〈Φ(x; s, ξ)| = 〈〈W |SA1(x1) . . .AN (xN )|V 〉〉, (B.1)
with
A(x) =
(
A0(x) A1(x)
)
. (B.2)
Lemma B.1. Sufficient conditions for a vector of form (B.1) to satisfy the left qKZ
equations (2.17) – (2.19) are the following:
A1(xi)A2(xi+1)Rˇ
(
xi+1
xi
)
= A1(xi+1)A2(xi), (B.3)
〈〈W |SA (x−11 ) K˜ (x−11 ) = 〈〈W |SA (sx1) , (B.4)
A(xN )|V 〉〉K(xN ) = A
(
x−1N
) |V 〉〉. (B.5)
We will construct a solution at ξ = sm, with m ≥ 0 an integer. We define the following
objects:
bleft(x) = (1, 1),
A(m)left (x) = bleft(x)⊗˙L(1/x)⊗˙ . . . ⊗˙L(1/x)︸ ︷︷ ︸
m times
,
S(m)left = 1⊗ S ⊗ S2 ⊗ . . .⊗ S2m−1 ⊗ S2m,
〈〈W (m)left | = 〈〈w˜| ⊗ 〈〈w| ⊗ 〈〈w˜| ⊗ . . .⊗ 〈〈w| ⊗ 〈〈w˜|︸ ︷︷ ︸
m times
,
|V (m)left 〉〉 = |v˜〉〉 ⊗ |v〉〉 ⊗ |v˜〉〉 ⊗ . . .⊗ |v〉〉 ⊗ |v˜〉〉︸ ︷︷ ︸
m times
.
(B.6)
The algebraic objects are as given in Definition 3.2, and L(x) is defined in (3.10).
Proposition B.2. For integer m ≥ 0 and ξ = sm,
〈Φ(m)(x; s)| = 1
Ω
(m)
left
〈〈W (m)left |S(m)left A(m)left,1(x1) . . .A(m)left,N (xN )|V (m)left 〉〉, (B.7)
with normalisation factor
Ω
(m)
left = 〈〈W (m)left |S(m)left |V (m)left 〉〉, (B.8)
is a solution of left the qKZ equations (2.17) – (2.19).
Proof. We give the elementary exchange relations, which imply (B.3) – (B.5), and thus
a solution of the left qKZ equations.
In the bulk,
bleft,1(xi)bleft,2(xi+1)Rˇ(xi+1/xi) = bleft,1(xi+1)bleft,2(xi),
L1(1/xi)L2(1/xi+1)Rˇ(xi+1/xi) = Rˇ(xi+1/xi)L1(1/xi+1)L2(1/xi),
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from which (B.3) follows. On the right boundary
bleft(xN )K(xN )|v〉〉 = bleft(1/xN )|v〉〉,
L(1/xN )K(xN )|v〉〉 ⊗ |v˜〉〉 = K(xN )L(xN )|v〉〉 ⊗ |v˜〉〉,
from which (B.5) follows. On the left boundary
〈〈w|bleft(1/x1) K˜(x−11 )
∣∣∣
ξ=1
= 〈〈w|bleft(sx1),
and
〈〈w| ⊗ 〈〈w˜|S2a−1 ⊗ S2aL(x1) K˜(x−11 )
∣∣∣
ξ=sa
= 〈〈w| ⊗ 〈〈w˜|S2a−1 ⊗ S2a K˜(x−11 )
∣∣∣
ξ=sa−1
L(1/(sx1)).
With the constraint ξ = sm, these imply (B.4).
With this result, the proof of Theorem 3.9 is then very similar to that for Theorem 3.8.
We will, however, comment briefly on the terms appearing in each component φ
(m)
τ (x),
and the normalisation. To do so, we look at the normalised ‘increment matrix’ taking
the m− 1 solution to the m solution:
1
〈〈w|S2m−1|v〉〉〈〈w˜|S2m|v˜〉〉
(
2m−1,2m〈L
(
1
x1
)
1
. . . L
(
1
xN
)
N
〉
)
.
The diagonal entries of this matrix contain the term x−λ(1)(τ ) with coefficient 1, which
produce the term x−λ(m)(τ ) in φ(m)τ . In the top row of the increment matrix, the entry
in column τ ′ has leading term
〈〈w˜|S2ma
∑
i τ
′
i |v˜〉〉
〈〈w˜|S2m|v˜〉〉 x1 . . . xN , (B.9)
and as a consequence, each component φ
(m)
τ contains the term x
(mN ) with the same
coefficient as in (B.9).
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