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Abstract
In the first part of the paper, we have studied the computational privacy risks in distributed com-
puting protocols against local or global dynamics eavesdroppers, and proposed a Privacy-Preserving-
Summation-Consistent (PPSC) mechanism as a generic privacy encryption subroutine for consensus-
based distributed computations. In this part of this paper, we show that the conventional deterministic
and random gossip algorithms can be used to realize the PPSC mechanism over a given network. At
each time step, a node is selected to interact with one of its neighbors via deterministic or random gos-
siping. Such node generates a random number as its new state, and sends the subtraction between its
current state and that random number to the neighbor; then the neighbor updates its state by adding
the received value to its current state. We establish concrete privacy-preservation conditions by prov-
ing the impossibility for the reconstruction of the network input from the output of the gossip-based
PPSC mechanism against eavesdroppers with full network knowledge, and by showing that the PPSC
mechanism can achieve differential privacy at arbitrary privacy levels. The convergence is character-
ized explicitly and analytically for both deterministic and randomized gossiping, which is essentially
achieved in a finite number of steps. Additionally, we illustrate that the proposed algorithms can be
easily made adaptive in real-world applications by making realtime trade-offs between resilience against
node dropout or communication failure and privacy preservation capabilities.
1 Introduction
The development of distributed control and optimization has become one of the central streams in the
study of complex network operations, due to the rapidly growing volume and dimension of data and
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information flow from a variety of applications such as social networking, smart grid, and intelligent
transportation [3–8]. Consensus algorithms serve as a basic tool for the information dissemination of
distributed algorithms [11, 12], where a network aim to achieve a common value related to the network
initials by local interactions, usually just the average. This distributed nature of consensus algorithms
allows for optimization of sum of local convex objective functions by gradient descent [5], and solving
linear algebraic equations over networks with equations allocated at the individual nodes [13, 14]. The
origin of this line of research can be traced back to the 1980s from the work of distributed optimization
and decision making [9] and parallel computations [10].
Under a distributed computing structure, the information about the network-wide computation problem
is encoded in the individual node initial values or update rules, which are not shared directly among the
nodes. Rather, nodes share certain dynamical states based on neighboring communications and local
problem datasets, in order to find solutions of the global problem. The node dynamical states may contain
sensitive private information directly or indirectly, but in distributed computations to achieve the network-
wide computation goals nodes have to accept the fact that their privacy, or at least some of it, will
be inevitably lost. It was pointed out that indeed nodes lose their privacy in terms of initial values if
an attacker, a malicious user, or an eavesdropper knows part of the node trajectories and the network
structure [15, 16]. In fact, as long as observability holds, the whole network initial values become re-
constructable with only a segment of node state updates at a few selected nodes. Several insightful privacy-
preserving consensus algorithms have been presented in the literature [17–21] in the past few years, where
the central idea is to inject random noise or offsets in the node communication and iterations, or employ
local maps as node state masks. The classical notion on differetial privacy in computer science has also
been introdiuced to distributed optimization problems [22,23], following the earlier work on differentially
private filtering [24].
In the first part of the paper, we have demonstrated the computational risks in distributed computation
algorithms and particularly in distributed linear equation solvers, and then defined the PPSC mechanism
and illustrated its usefulness to enhance privacy in distributed computing. In this second part the paper,
we focus on the realization of PPSC mechanism based on gossip algorithms, and the resulting privacy-
preserving promises. A gossip process takes place over a network, where a pair of nodes is selected randomly
or deterministically at any given time, and then this pair of nodes gossip in the sense that they exchane
information between each other as a fundamental resource allocation protocol for computer networks
[25,26]. The interaction process of a gossiping pair can be modeled as averaging, leading to the definition
of gossip algorithms [27] serving as a description to an underlying gossip process or a distributed computing
algorithm in its own right. Protocols based on gossiping have led to new distributed networking solutions
in large-scale applications [28–30] and new models of social network evolutions [31].
We show that standard gossip algorithms can be simply modified to realize PPSC mechanism in finite
time steps. The main results for Part II of this paper is summarized as follows.
2
• Gossip-based PPSC algorithms as realizations of PPSC mechanism are proposed. At each time
step, one node is selected to initialize an interaction with its neighbor via deterministic or random
gossiping. This node generates a random number as its new state, and sends the subtraction between
its current state and that random number to the neighbor. Then the neighbor updates its state by
adding the received value to its current state.
• The resulting PPSC mechanism is shown to have proven privacy guarantee in the sense that upon
observing the output of the mechanism, the input is not identifiable. Moreover, we can always design
the setup of the gossip algorithm to achieve differential privacy at arbitrary privacy budge levels for
the PPSC mechanism.
• The convergence rate and convergence limits of both the deterministic and randomized PPSC algo-
rithms are explicitly established.
We note that the proposed PPSC mechanism has the following dinstinct feature compared to exisiting
work on privacy preservation [17–21]: even if we completely eliminate the added random numbers, the
outcome of the mechanism continues to provide a degree of network privacy protection in the sense of
non-identifiability. In fact, we show that the random numbers primarily ensure local privacy protection
and further enhance network privacy preservation measured by differential privacy.
A preliminary version of the results are to be reported at IEEE Conference on Decision and Control
in Dec. 2018 [1, 2]. In the current manuscript, we have established a series of new results on privacy loss
characterizations and privacy preservation quantifications, in addition to a few new illustration examples
and technical proofs.
The remainder of the paper is organized as follows. In Section 2, we recall the definition of the PPSC
mechanism and some preliminary knowledge on graph theory. The deterministic privacy-preserving al-
gorithm is proposed and investigated in Section 3. The randomized privacy-preserving algorithms are
presented in Section 4, in which the trade-off between resilience and privacy preservation is also analyzed.
Some concluding remarks are finally drawn in Section 5.
2 Preliminaries
2.1 PPSC Mechanism
Consider a network of n nodes indexed in the set V = {1, . . . , n} and interconnected according to a graph
G = (V,E), where E is a set of bidirectional edges between the nodes in V. Each node i ∈ V holds an
initial state βi ∈ Rr. An algorithm running over the node set V is called a distributed Privacy-Preserving-
Summation-Consistent (PPSC) algorithm, which produces output β] = (β]1 . . . β
]
n)> from the network
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input β = (β1 . . . βn)
>, if the following four conditions hold:
(i) (Graph Compliance) Each node i communicates only with its neighbors in the set Ni :=
{
j : {i, j} ∈
E
}
;
(ii) (Local Privacy Preservation) Each node i never reveals its initial value βi to any other agents or a
third party;
(iii) (Network Privacy Preservation) β is non-identifiable given β];
(iv) (Summation Consistency)
n∑
i=1
β]i =
n∑
i=1
βi.
2.2 Graph Theory Preliminaries
Consider an undirected graph G = (V,E). Nodes i and j are adjacent if {i, j} ∈ E. A sequence of distinct
nodes i0, i1, . . . , il is said to be a path of length l ≥ 1 between node i0 and il if ij and ij+1 are adjacent
for all j = 0, 1, . . . , l− 1. A graph G is connected if there exists at least one path between i and j for any
i 6= j ∈ V. A spanning subgraph of G is defined as a graph with its node set being V and its edge set
being a subset of E. Then we say TG = (V,ET) is a spanning tree of connected G = (V,E) if TG is a
spanning subgraph of G and is a tree. An orientation over the edge set E is a mapping o : E → {−1, 1}
with o(i, j) = −o(j, i) for all {i, j} ∈ E. A directed edge, denoted by an ordered pair of nodes (i, j), is
generated under this orientation o if o(i, j) = 1. Particularly, i is the tail of the directed edge (i, j), denoted
by Tail
(
(i, j)
)
; and j is the head denoted by Head
(
(i, j)
)
. The graph G with an orientation o results in a
directed graph G
o
= (V,E
o
) with E
o
= {(i, j) : o(i, j) = 1, ∀{i, j} ∈ E}, and in turn a sequence of distinct
nodes i0, i1, . . . , il is said to be a directed path of length l ≥ 1 if (ij , ij+1) ∈ Eo for all j = 0, 1, . . . , l − 1.
We refer to [32] for more details on graph theory.
3 Deterministic PPSC Gossiping
In this section, we present a deterministic gossip-based PPSC algorithm. To carry out a deterministic
gossiping process over a network, one has to arrange the sequence of node interactions, which is often
a hard constraint in practical environments. However, the study of deterministic gossip protocols can
eliminate the randomness of the gossiping process, and therefore allow for analysis focusing on the inherent
randomness of the node updates themselves. Therefore, deterministic gossip algorithms often serve well
as benchmarks for the performance of the general category of gossip algorithms [34].
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3.1 The Algorithm
We assume r = 1 to simplify the discussion, i.e., βi ∈ R without loss of generality, because for βi ∈ Rr
with r > 1, the presented algorithm can run component-wise along each entry. Let TG = (V,ET) be any
spanning tree of G. Then we assign an arbitrary orientation o to TG so that an oriented tree T
o
G = (V,E
o
T) is
obtained. We sort the directed edges in E
o
T by E1,E2, . . . ,En−1 with an arbitrary order. Let γt, t = 1, 2, . . .
be independently and identically distributed (i.i.d.) random variables.
Deterministic PPSC Gossip Algorithm
Set xi(0)← βi for each i ∈ V. For t = 1, . . . , n−1, repeat the following steps.
1: Node Tail(Et) randomly and independently generates γt ∈ R according to some distribution with
mean %γ and variance σ
2
γ > 0.
2: Node Tail(Et) computes ωt = xTail(Et)(t− 1)− γt and sends ωt to Head(Et).
3: Node Tail(Et) updates its state by xTail(Et)(t) = γt, node Head(Et) updates its state by xHead(Et)(t) =
xHead(Et)(t− 1) + ωt, and each node i ∈ V \ {Tail(Et),Head(Et)} sets xi(t) = xi(t− 1).
After n− 1 rounds, this deterministic PPSC (D-PPSC) gossip algorithm produces
β]i = xi(n− 1), i = 1, . . . , n
from the initial condition xi(0) = βi, i = 1, . . . , n. At each time t, only node Tail(Et) sends ωt = xTail(Et)(t−
1)−γt to node Head(Et). Therefore, we can verify that the D-PPSC-Gossip algorithm satisfies the Graph
Compliance and Local Privacy Preservation conditions. The Summation Consistency condition can also
be easily verified since the sum of the node states for the interacting pair in a step never changes.
The D-PPSC-Gossip algorithm can have a simple algebraic representation. We define Φk ∈ Rn×n for
k = 1, 2, . . . , n − 1 by [Φk]ij = 1 if i = Head(Ek) and j = Tail(Ek); [Φk]ij = −1 if i = Tail(Ek) and j =
Tail(Ek); and [Φk]ij = 0 otherwise. Then along the D-PPSC-Gossip algorithm, there holds
x(1) = A1β + γ1v1,
...
x(n− 1) = An−1x(n− 1− 1) + γn−1vn−1,
(1)
where Ak = Φk + I, and vk is the all-zeros vector except for its Tail(Ek)-th component being 1 and its
Head(Ek)-th component being −1 for k = 1, . . . , n− 1. Introduce
C = An−1 · · ·A1
and
D = [An−1 · · ·A2v1, An−1 · · ·A3v2, . . . , vn−1]
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Denote γ = [γ1 . . . γn−1]>. Then (1) yields
β] =PD−PPSC(β) = Cβ + Dγ (2)
where C ∈ Rn×n, D ∈ Rn×(n−1).
The matrices Ak have very special structures, and in turns out that we can prove from such structures
that C is always singular. As a result, even if γ = 0, i.e., no randomness is injected to β], knowing C and
β] is not enough to determine β. As a result, the PPSC mechanism by itself provides a degree of network
privacy preservation. On the other hand, obviously the existence of γ makes the local privacy preservation
possible. We will further show that γ enhances the network privacy protection measured under differential
privacy.
Remark 1. Note that the D-PPSC-Gossip algorithm can run the same way over an arbitrary number of
sorted edges with orientation, not necessarily relying on a spanning tree and the resulting n−1 steps. The
spanning tree and the (n − 1)-step setup are just to make sure that all nodes have updated their input
values, which are not essential to the privacy protection as shown in the analysis below.
3.2 Global Dynamics Privacy
Recall that β = [β1 . . . βn]
> and β] = [β]1 . . . β
]
n]>. Let the randomized mechanism mapping β to β]
along the D-PPSC-Gossip algorithm be denoted by
β] =PD−PPSC(β). (3)
Theorem 1. The mechanismPD−PPSC by the D-PPSC-Gossip algorithm preserves network privacy in the
sense that β is always non-identifiable, by eavesdroppers knowing the network topology G, the spanning tree
TG, the oriented spanning tree T
o
G, the edge sequence (E1, . . . ,En−1), and the statistics or even distribution
of the γt.
The proof of Theorem 1 can be found in the appendix. There are several points worth emphasizing.
• The direct implication of Theorem 1 is that the mechanism PD−PPSC by the D-PPSC-Gossip algo-
rithm is privacy preserving by that for any fixed β, it is impossible to recover β even with an infinite
number of realization of PD−PPSC(β) = β] for a fixed spanning tree structure.
• In the meantime, any realizationPD−PPSC(β) = β] contains information about β. For example, with
one single realization one immediately learns 1>β =
∑n
i=1 βi. This is inevitable because otherwise
PD−PPSC(β) will not be useful at all for computation based on β.
• Such recovering impossibility holds true for eavesdroppers having the full knowledge of the D-PPSC-
Gossip algorithm setup: the network topology G, the spanning tree TG, the oriented spanning tree
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T
o
G, the edge sequence (E1, . . . ,En−1), and the statistics or even distribution of the γt. Missing any
piece of such knowledge will make it much harder to learn more information about β from β].
We also remark that nodes may certainly lose privacy in terms of β during the recursion of the D-PPSC-
Gossip algorithm against eavesdroppers that have access to the node states xi(t) and communication
packets ωt. However, first of all, one can ensure the security of the PPSC algorithm so that the output
β] can be made public as the privacy of PD−PPSC is guaranteed by Theorem 1. Secondly, the privacy
of the PPSC mechanism can be significantly improved by a randomized gossiping process, which will be
discussed later. A randomized PPSC algorithm will be able to hide the oriented spanning tree T
o
G and the
edge sequence (E1, . . . ,En−1) through simple randomization.
3.3 Differential Privacy
We introduce the following definition on the differential privacy of the D-PPSC-Gossip algorithm.
Definition 1. (i) Two inputs for the PPSC mechanism β,β′ ∈ Rn are δ–adjacent if 1>β = 1>β′ and
there exists a unique i ∈ V such that (i) |βi − β′i| ≤ δ; (ii) βj = β′j for all j 6= i.
(ii) The D-PPSC-Gossip algorithm preserves –differential privacy under δ-adjacency if for all R ⊂
range(PD−PPSC), there holds
Pr
(
PD−PPSC(β) ∈ R
) ≤ e · Pr (PD−PPSC(β′) ∈ R)
for two arbitrary δ–adjacent initial conditions β,β′ ∈ Rn.
Let Σβ] be the covariance matrix
1 of β] =PD−PPSC(β). We define Gβ] as the graphical model of β]
with Gβ] = (V,Eβ]), where Eβ] =
{{i, j} : i 6= j, [Σβ] ]ij 6= 0}. Note that this graphical model Gβ] does
not depend on specific values of β. We will establish shortly in the next subsection the structural property
of this graphical model Gβ] .
Let ∆(·) denote the maximum degree of a graph, and σm(·) denote the smallest eigenvalue in absolute
value of a real symmetric matrix. We establish the following result which further quantifies the degree of
network privacy preservation by the D-PPSC-Gossip algorithm.
Theorem 2. Suppose γt with t = 1, . . . , n−1 are i.i.d. Laplace random variables with variance 2v2, v > 0.
Then the mechanism PD−PPSC is -differentially private under δ-adjacency if
δ
√
n− 1∆(Gβ])
v |σm(D>D)| ≤ .
1We view β as a deterministic input here and in fact for the majority part of the paper, i.e., the randomness for this
covariance comes entirely from the random numbers γt.
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Theorem 2 shows that the PPSC mechanism can provide -differential privacy for all  as long as
the variance of the γt is sufficiently large. Since the sum is consistent regardless of the choice of γt, the
computation accuracy can also be guaranteed. Together with Theorem 1, it can be seen thatPD−PPSC(β)
provides each node with strong deniability about holding βi upon observing β
]. The proof of Theorem 2
can be found in the appendix.
Remark 2. The generated PPSC mechanism PD−PPSC certainly depends on the choice of the tree TG.
The dependence is encoded in the representations of C, D, and the graphical model Gβ] , which in turn
affects the privacy preserving degree of PD−PPSC. Therefore, we may further optimize the choice of TG
for the PD−PPSC at the synthesis stage of the algorithm.
3.4 Algorithm Output Statistics
It is of interest to understand the statistical relations between the different β]i ’s under the mechanism
PD−PPSC. We denote the sequantial order of two directed edges in TG by Es ≺ Et if s < t and Es  Et
if s ≤ t, and write min(Es,Et) = Eα with α = min(s, t), and max(Es,Et) = Eα with α = max(s, t). The
following theorem proposes a necessary and sufficient condition for the dependence of two nodes’ final
states in the case when the two nodes are not directly connected by a path.
Theorem 3. Suppose there exists no directed path in T
o
G connecting node i and node j. Let i0, i1, . . . , il
denote the unique undirected path in TG that connects node i and node j with i = i0 and j = il. Then
along the D-PPSC-Gossip algorithm, β]i0 and β
]
il
are dependent if and only if there exists 0 < p < l such
that the following conditions hold.
(i) ip, ip−1, . . . , i0 and ip, ip+1, . . . , il are both directed paths.
(ii) There hold (ip, ip−1) ≺ · · · ≺ (i1, i0) and (ip, ip+1) ≺ · · · ≺ (il−1, il).
(iii) a) If (i0, i
∗) ∈ EoT, then (i0, i∗) ≺ (i0, i1);
b) If (ib, i
∗) ∈ EoT for 0 < b < p, then (ib, i∗) ≺ (ib+1, ib) or (ib, ib−1)  (ib, i∗);
c) If (ip, i
∗) ∈ EoT, then
(ip, i
∗) ≺ min ((ip, ip−1), (ip, ip+1))
or
max
(
(ip, ip−1), (ip, ip+1)
)  (ip, i∗);
d) If (ib, i
∗) ∈ EoT with p < b < l, then (ib, i∗) ≺ (ib−1, ib) or (ib, ib+1)  (ib, i∗);
e) If (il, i
∗) ∈ EoT, then (il, i∗) ≺ (il−1, il).
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Intuitively Condition (i) and Condition (ii) in Theorem 3 constrain the directions and selection se-
quences of the oriented edges on the path i0, . . . , il. It is worth noting that Condition (iii) further charac-
terizes the sequential order of selecting the edges on the path i0, . . . , il, and the edges with one endpoints in
the path i0, . . . , il. The following theorem provides a necessary and sufficient condition for the dependence
of two arbitrary nodes’ final states when there exists a directed path connecting them.
Theorem 4. Suppose i0, i1, . . . , il is a directed path of length l in T
o
G. Then along the D-PPSC-Gossip
algorithm there holds that β]i0 and β
]
il
are dependent if and only if the following conditions hold:
(i) (i0, i1) ≺ (i1, i2) ≺ · · · ≺ (il−1, il).
(ii) a) (i0, i
∗) ≺ (i0, i1) when (i0, i∗) ∈ EoT;
b) (ib, i
∗) ≺ (ib−1, ib) or (ib, ib+1) ≺ (ib, i∗) when (ib, i∗) ∈ EoT;
c) (il, i
∗) ≺ (il−1, il) when (il, i∗) ∈ EoT.
For the graphical model Gβ] , the following theorem holds.
Theorem 5. The graphical model Gβ] is a tree. Moreover, Σβ]/σ2γ is the Laplacian of Gβ].
The proofs of Theorem 3 – Theorem 5 are deferred to the appendix.
3.5 Examples
We now present a few illustrative examples.
Example 1. Consider a 5-node undirected graph G = (V,E) as shown in Figure 1. We select an oriented
spanning tree T
o
G = (V,E
o
T) as in Figure 2. Let the edges in E
o
T be sorted as
E1 = (5, 2) ≺ E2 = (2, 3) ≺ E3 = (2, 1) ≺ E4 = (3, 4).
Figure 1: A 5-node undirected graph G.
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Figure 2: An oriented spanning tree T
o
G of G.
The algorithm starts with xi(0) = βi, i = 1, . . . , 5 and produces
β] =

β1 + γ2 − γ3
γ3
γ4
β2 + β3 + β4 + β5 − γ1 − γ2 − γ4
γ1

.
Evidently
5∑
i=1
β]i =
5∑
i=1
βi, i.e., network node states sum is preserved. In addition, one can see that the
following conditions hold: (i) 2, 1 and 2, 3, 4 are both directed paths in T
o
G; (ii) (2, 3) ≺ (3, 4); (iii) There
exists no node i∗ such that (i, i∗) ∈ EoT for any i = 1, 2, 3, 4. This shows that the node state pair (β]1, β]4)
satisfies the dependence conditions of Theorem 3. Clearly β]1 and β
]
4 are dependent, which validates
Theorem 3. Validation of Theorem 4 can be similarly shown from the node state pair β]4 and β
]
5.
The graphical model Gβ] of β] is illustrated in Figure 3. By direct calculation, we have
Σβ] =

2σ2γ −σ2γ 0 −σ2γ 0
−σ2γ σ2γ 0 0 0
0 0 σ2 −σ2γ 0
−σ2γ 0 −σ2γ 3σ2γ −σ2γ
0 0 0 −σ2γ σ2γ

.
It is clear that Σβ]/σ
2
γ is the Laplacian of Gβ] and this validates Theorem 5.
Figure 3: The graphical model Gβ] of the node states x(4) over T
o
G along the algorithm (32) with the edge
selection order (5, 2) ≺ (2, 3) ≺ (2, 1) ≺ (3, 4).
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Figure 4: A geometric illustration of the privacy-preserving linear-equation solver at the first time step.
The arrows in blue, green and red show the state trajectories of the node 1, 2, 3, respectively. The node
states avoided revealing the exact information about the solution spaces during the recursion.
Example 2. Consider a linear equation Hy = z with respect to y ∈ R2 where
H =

2 −1.5
1 1
−0.5 0.8
 , z =

2.5
3
−0.2
 ,
which has an exact solution y∗ = [2 1]>. Let Gring be a 3-node ring graph. Suppose each node i ∈ {1, 2, 3}
of Gring only has the knowledge of Hi being the i-th row of H and zi being the i-th component of z, and
aims to obtain the solution y∗. Let Pi : Rr → Rr is the projection onto the affine space {y : H>i y = zi}.
Then we run the following Privacy Preserving Linear Equation Solver (PPLES) introduced in Part I of
this paper over Gring with the initial values y1(0) = [−40 60]>, y2(0) = [0 65]>, y3(0) = [35 55]>. The
execution of the node states computation for the first time step is plotted in Figure 4. Each node always
has its state encrypted before sharing it, thus can keep the state, and further its knowledge of the linear
equation private in the computation.
3.6 Discussions
Several privacy-preserving algorithms have been proposed in the literature for consensus seeking based on
the idea of injecting random offsets to node state updates [17–19, 35]. With plain random noise injection
into the standard consensus algorithm, one inevitably lose accuracy in the convergence limit even in
the probabilistic sense [35]. However, one can show that the output of such type of algorithms can be
differentially private while maintaining a certain degree of error [17]. It was further shown in [19] that if
one carries out noise injection for a finite number of times and then removes the total offsets once and
for all, one can obtain convergence at the exact network average. Nodes therefore needed to maintain
additional memories of each offset for the implementation of the algorithm in [19], and the offsets can be
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detected and reconstructed with the node states update trajectories. Recently, a comprehensive analysis
was presented for the privacy protection abilities in noise-injection mechanism for average consensus
algorithms with diminishing noises [18].
We remark that the use of random noise in the D-PPSC-Gossip algorithm is more than a random offset
as one of the node states in the gossiping pair has been fully randomized. This leads to two advantages in
terms of convergence and privacy-preservation:
(i) The D-PPSC-Gossip algorithm converges in finite time where the network sum is accurately main-
tained at the algorithm output. Even its randomized variations, which will be presented later, con-
verge in finite time along every individual sample. While mean-square convergence [18] or small
mean-square error [17] implies that one needs to repeat a number of samples for a single computa-
tion task to obtain practically accepted result.
(ii) Noise-injection algorithms are vulnerable against external eavesdroppers who may hold the entire
network structure information and the trajectories of node state updates. Such an eavesdropper is
in general equivalent2 to a malicious node connected to the entire network under the framework
of [18,19], where the entire network initials can be disclosed even with noisy state observations [18].
By contrast, one can show that under the D-PPSC-Gossip algorithm the network initials are not
identifiable even for external eavesdroppers.
More importantly, we remark that as the β] =PD−PPSC(β) provides strong deniability for the βi of each
node even if β] is observed, the β] can be broadcast to the entire network. Consequently, the computation
of
n∑
i=1
βi/n for average consensus from β over the graph G can be made beyond the links in G. This could
in turn significantly accelerate the process of the nodes agreeing on
n∑
i=1
βi/n.
3.7 MLE and MAP Strategies
We now discuss the strategies of eavesdroppers holding the output of the D-PPSC-Gossip and try to
infer information about the input. Assuming γt
i.i.d.∼ N(0, σ2) for t = 1, 2, . . . , n − 1, we now propose
the strategy of estimating β from β] for the D-PPSC-Gossip algorithm based on maximum likelihood
estimation (MLE) and maximum a posteriori (MAP) methods.
2There can still be some subtle difference between an external eavesdropper or a malicious node since as a malicious node,
it will know its own initial value precisely which will influence the network state evolution.
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3.7.1 Maximum Likelihood Estimation
Let the D-PPSC-Gossip algorithm be repetitively applied on a network independently for l > 0 times
starting from the same initial value β. Let y1, . . . ,yl denote the realization of PD−PPSC(β). Let d>i
denote the i-th row of D. Then Dγ ∼ N(0,ΛD) ,where
[ΛD]ij =

σ2‖di‖2 if i = j;
− σ2 if ∃κ⇒ [D]iκ[D]jκ = −1;
0 otherwise.
The distributions of y1, . . . ,yl are degenerate because ΛD is singular. Let µ1, λ11 ∈ R, µy,λ1y ∈
Rn−1, Λyy ∈ R(n−1)×(n−1) satisfy
Cβ =
µ1
µy
 , ΛD =
λ11 λ>1y
λ1y Λyy
 . (4)
Here Λyy is noted to be nonsingular in view of the Cauchy’s interlacing theorem [36] noticing the fact
that ΛD is the Laplacian of a connected graph. Let β
]
−1 = [β
]
2 . . . β
]
n]>. From (2), we know β]1 | β]−1 and
β]−1 are both normally distributed according to [37]:
β]1 | β]−1 ∼ N(µ1 + φ>1y(β]−1 − µy), ψ1y) (5)
β]−1 ∼ N(µy,Λyy). (6)
where
φ1y = Λ
−1
yyλ1y
ψ1y = λ11 − λ>1yΛ−1yyλ1y.
Further by ΛD1 = 0, one has
φ1y = −1, ψ1y = 0. (7)
Then (5) and (7) imply
β]1 | β]−1 ∼ δ(1>β] − 1>β). (8)
Let βmle be the MLE of β from y1, . . . ,yl. Based on (4), (6) and (8), one can find by the definition of
MLE
βmle ∈ argmax
β∈Rn
l∏
k=1
PDF(yk;β)
= argmax
β∈Rn
l∏
k=1
δ(1>yk − 1>β) exp
(− 1
2
(yk −Cβ)>Λ∗(yk −Cβ)
)
, (9)
where
Λ∗ =
0 0
0 Λ−1yy
 .
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Evidently the unconstrained optimization problem (9) is equivalent to the constrained one
min
β∈Rn
l∑
k=1
(yk −Cβ)>Λ∗(yk −Cβ)
s.t. 1>β = 1>y1.
(10)
It is clear that Slater’s condition holds for (10) because the only constraint is an affine equality. Introduce
a Lagrange multiplier λ ∈ R. Then the set of βmle is given by the following two KKT conditions [38]:
0 =
l∑
k=1
(C>Λ∗Cβmle −C>Λ∗yk) + λ1,
0 = 1>(βmle − y1),
which lead to
βmle ∈ {β ∈ Rn : Emle
β
λ
 = bmle, λ ∈ R},
where
Emle =
lC>Λ∗C 1
1> 0
 , bmle =
C>Λ∗
l∑
k=1
yk
1>y1
 .
Since C is singular, Emle is not invertible, and the MLE approach is non-unique. This is true even with
small (or zero) variance on γ.
3.7.2 Maximum a posteriori Estimation
The eavesdropper can also implement a MAP estimation strategy. For MAP estimation, we let the eaves-
droppers have a normal distribution assumption of β. Assume β ∼ N(µβ,Λβ) with µβ ∈ Rn and
Λβ ∈ Rn×n being an n-by-n positive definite matrix. Let βmap be the MAP estimators of β upon observing
l sample points of β], respectively. According to Bayes’ rule, there holds
PDF(β | β]) = PDF(β)PDF(β
] | β)
PDF(β])
. (11)
By (11) and the definition of MAP, the MAP estimator of β is solution to
min
β∈Rn
l∑
k=1
(yk −Cβ)>Λ∗(yk −Cβ) + (β − µβ)>Λ−1β (β − µβ)
s.t. 1>β = 1>y1.
(12)
As a result of applying KKT conditions to the optimization problem (12), the MAP estimator βmap can
be uniquely determined by
Emap
βmap
λ
 = bmap, λ ∈ R is a Lagrange multiplier,
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where
Emap =
lC>Λ∗C + Λ−1β 1
1> 0
 , bmap =
C>Λ∗
l∑
k=1
yk + Λ
−1
β µβ
1>y1
 .
The MAP solution is always unique, however this is solely due to the presence of the prior. Therefore,
if a good prior estimate is available, MAP may improve the quality of this estimate in certain directions in
the space of β, but there are always some directions for which knowledge of β] provides no information.
(Note that this privacy analysis is based entirely on the properties of C, and the expressions for variance
would also depend on the distribution of γ.)
4 Randomized PPSC Gossiping
In this section, we propose a randomized PPSC algorithm based on classical random gossiping [28]. To
this end, let P be a stochastic matrix [36], i.e., a matrix with non-negative entries possessing a sum one
along each row. The matrix P complies with the structure of the graph G in the sense that [P]ij > 0 if and
only if {i, j} ∈ E. Compared to deterministic gossiping, randomized gossip algorithms are ideal solutions
for distributed systems, where nodes are self-organized with asynchronous clocks [28]. Then we propose
the following R-PPSC-Gossip algorithm.
Randomized PPSC Gossip Algorithm
Set xi(0)← βi for each i ∈ V. For t = 1, 2, . . . , repeat the following steps.
1: Independently a node i is selected with probability 1/n, and then this node i randomly selects a
neighbor j ∈ Ni with probability [P]ij .
2: Node i randomly generates γt ∈ R and sends xi(t− 1)− γt to j.
3: Nodes i, j update their states by
xi(t) = γt
xj(t) = xi(t− 1) + xj(t− 1)− γt.
4: The states remain unchanged for the rest of the nodes in V, i.e., xk(t) = xk(t− 1), k ∈ V \ {i, j}.
For any t ≥ 0, there exist random matrices Ct ∈ Rn×n and D ∈ Rn×(n−1) such that β](t) = Ctβ+Dtγ.
It can be verified that any realization of Ct will not be of full rank, and therefore the non–identifiability
condition in Theorem 1 continues to hold. Furthermore, the value of Ct and Dt will be harder to ob-
tain, compared to the C and D in (2), i.e., PR−PPSC(β) provides improved privacy preservation over
PD−PPSC(β). Also, following a similar analysis of Theorem 2,PR−PPSC(β) can be –differentially private
for sufficiently large t.
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4.1 Convergence Limits
We let q1 denote the unique left Perron vector of P with 1
>q1 = 1. Let (q2,q′2), . . . , (qn,q′n) denote the
left-right generalized eigenvector pairs of P satisfying q>i q
′
i = 1 for all i = 2, . . . , n.
Proposition 1. Let µγ denote the expected value of γt. Then along the R-PPSC-Gossip algorithm, there
holds lim
t→∞E(x(t)) = q11
>x(0) + µγ
n∑
i=2
qiq
′>
i 1.
Proof. In a compact form, the update of network node states can be written as
x(t) = A(t)x(t− 1) + γtv(t), t = 1, 2, . . . , (13)
where A(t) is a random matrix and v(t) is a random vector. By the structure of the proposed algorithm,
one easily know
E(A(t)) = I + 1
n
(P> − I), (14)
E(v(t)) = 1
n
(I−P>)1. (15)
From (14), it is worth noting that E(A(t)) is a primitive stochastic matrix with left Perron vector being
q1. Hence [36]
lim
t→∞
(
E(A(t))
)t
= q11
>. (16)
By performing Jordan decomposition on P>, one can easily obtain from (14) and (15)
lim
t→∞
t−1∑
i=0
(
E(A(t))
)iE(v(t)) = n∑
i=2
qiq
>
i 1. (17)
Then the desired conclusion can be obtained noticing the independence of the node updates.
4.2 Convergence Rate
Introduce Qt as the event that all nodes have altered their states at least once during the time s ∈ [0, t].
Then Qt holding true implies that the entire network states have been encrypted by the R-PPSC-Gossip
algorithm. Define
ξ =
1
n
(P + P>)1.
Let ξi denote the i-th component of ξ. Let 2
S denote the power set of a set S. Recall that an independent
set of a graph is a subset of the graph vertex set, in which two arbitrary nodes are not adjacent in the
graph [32]. Based on this, a result regarding the convergence rate is shown in the following.
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Proposition 2. Consider an undirected and connected graph G = (V,E). Let the node set V be partitioned
into κ > 1 mutually disjoint independent vertex sets W1, . . . ,Wκ, which satisfy
κ⋃
i=1
Wi = V. Let pi1, . . . , piκ
denote some arbitrary elements in W1, . . . ,Wκ, respectively. Then there holds
P(Qt) ≥ 1− κ+
κ∑
i=1
∑
U∈2Wi\{pii}
(−1)|U|((1−∑
j∈U
ξj)
t
− (1− ξpii −
∑
j∈U
ξj)
t
)
.
Proof. Now we define n event sequences
{Ft1}t=1,2,..., . . . , {Ftn}t=1,2,...,
where Fti represents the event that the state of node i at time t is unequal to its initial state. Clearly
Qt =
n⋂
i=1
Fti , t = 1, 2, . . . . We have by the Fre´chet inequalities
P(Qt) ≥
κ∑
i=1
P
( ⋂
j∈Wi
Ftj
)
− (κ− 1). (18)
For i = 1, . . . , κ, it is clear by the Inclusion−exclusion theorem [39]
P
( ⋂
j∈Wi
Ftj
)
=
∑
U∈2Wi\{pii}
(−1)|U|P
(( ⋂
j∈U
F
t
j
) ⋂
Ftpii
)
=
∑
U∈2Wi\{pii}
(−1)|U|P
( ⋂
j∈U
F
t
j
)
· P
(
Ftpii |
⋂
j∈U
F
t
j
)
.
(19)
It can be noted from the definition of ξ that ξi ∈ (0, 1] with i = 1, . . . , n represents the probability of the
event that node-to-node communication involves node i in a time slot. For each U ∈ 2Wi\{pii}, it is known
that any two nodes in U are not adjacent, and thus
P
( ⋂
j∈U
F
t
j
)
= (1−
∑
j∈U
ξj)
t. (20)
Similarly, there holds
P
(( ⋂
j∈U
F
t
j
) ⋂
Fpii
)
= (1− ξpii −
∑
j∈U
ξj)
t. (21)
Then (20) and (21) yield
P
(
Ftpii |
⋂
j∈U
F
t
j
)
= 1− P
(
F
t
pii |
⋂
j∈U
F
t
j
)
= 1−
P
(( ⋂
j∈U
F
t
j
) ⋂
Fpii
)
P
( ⋂
j∈U
F
t
j
)
= 1− (1− ξpii
1− ∑
j∈U
ξj
)t. (22)
The proof is completed by (18), (19), (20) and (22).
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We can also quantify the rate of convergence by the following -encryption time.
Definition 2. For any  ∈ (0, 1), the -encryption time for an undirected and connected graph G = (V,E)
with n nodes and a randomized PPSC gossiping associated with the edge selection probability given in
P ∈ Rn×n is defined by
T(G,P) = inf{t : 1− P(Qt) ≤ }.
Define ξm = min
i
ξi. For the -encryption time, we have the following proposition.
Proposition 3. For any  ∈ (0, 1), the -encryption time associated with graph G and matrix P for the
random PPSC algorithm satisfies
log 
log(1− ξm) ≤ T(G,P) ≤
log − log n
log(1− ξm) .
Proof. Let Fti , i = 1, . . . , n, t = 1, 2, . . . be as defined in the proof of Proposition 2. Then it can be
concluded
P(Fti) = 1− P(Fti) = 1− (1− ξi)t. (23)
By (23) and the Fre´chet inequalities [40], we have
P(Qt) ≥
n∑
i=1
P(Fti)− (n− 1) = 1−
n∑
i=1
(1− ξi)t ≥ 1− n(1− ξm)t. (24)
By the Fre´chet inequalities [40], one also has
P(Qt) ≤ min
i
{P(Fti)} = 1− (1− ξm)t. (25)
Clearly (24) and (25) complete the proof.
We would like to point out that techniques from optimizing the structure of the work and the selection
of the neighbors [31,41,42] might significantly accelerate the convergence rate of the algorithm.
4.3 Resilience vs Privacy Trade-off
Throughout the running of the algorithm (32) with deterministic or randomized edge selection over a
network, a circumstance may occur that a node drops out of the network at a random time. Let us assume
that independently at each time step, each node of the network has a probability pd > 0 of dropping
out. We focus on a particular time instance td > 0. Let Gt = (Vt,Et) denote the random network at time
t = 0, 1, 2, . . . . It is clear that
Vt ⊂ Vt−1,
Et = Et−1 \
{{i, j} : i ∈ Vt−1 \ Vt, j ∈ Vt−1}.
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On one hand, from the point of view of Tail(Etd), nodes in Vtd should have their states sum only yielding
a small change compared to that at time td − 1 due to the node dropout, i.e.,
E
∣∣∣ ∑
i∈Vtd
xi(td)−
∑
i∈Vtd
xi(td − 1)
∣∣∣2 (26)
is preferred to be as small as possible, where E(·) is with respect to the randomness from node dropouts.
By direct calculation we can see that
E
∣∣∣ ∑
i∈Vtd
xi(td)−
∑
i∈Vtd
xi(td − 1)
∣∣∣2 = 2pd(1− pd)E∣∣∣xTail(Etd )(td − 1)− γtd∣∣∣2. (27)
It worth emphasizing that ωtd = xTail(Etd )(td − 1) − γtd is also the packet of communication during the
node pair interaction at time td, which will be the error added into the network sum if the communication
fails at the receiving node Head(Etd). Therefore,
UR = 2pd(1− pd)E(|xTail(Etd )(td − 1)− γtd |
2)
serves as a natural network resilience metric. On the other hand, by receiving the packet ωtd , Head(Etd)
or a third party can possibly recover the state xTail(Etd )(td − 1). In that case, Tail(Etd) would hope the
following conditional entropy (see e.g., [33])
h(xTail(Etd )(td − 1) | ωtd)
i.e., the entropy of xTail(Etd )(td − 1) given ωtd , to be as large as possible. As a result,
UP = h(xTail(Et)(t− 1) | ωt)
can be a good privacy preservation metric for any time t.
With normal distribution assumptions on both the βis and the γis, xTail(Et)(t−1) is normally distributed
with its mean and the variance denoted as µ˜ and σ˜2, respectively. We can now conclude that
UR = 2pd(1− pd)
(
(µ˜− %γ)2 + σ˜2 + σ2γ
)
, (28)
UP =
1
2
log 2pie− 1
2
log(
1
σ˜2
+
1
σ2γ
). (29)
Thus, a tradeoff between network resilience and privacy preservation can be characterized by
argmin
%γ ,σ2γ
UR − νUP, (30)
where ν ∈ R+ is a parameter that weights the importance of the resilience and the privacy preservation
capability. With (28) and (29), (30) yields a unique solution
%γ = µ˜,
σ2γ =
σ˜
2
(
√
σ˜2 +
ν
pd(1− pd) − σ˜).
(31)
The relation (31) provides an inspiration on how we can generalize the algorithm (32) to the adaptively
generated noise sequence γt. Letting the random variable γt have a state-dependent mean and variance
related to the state of the node that generates it, one can achieve a degree of a balance between resilience
and privacy preservation.
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5 Conclusions
We have provided gossip-based realizations to PPSC mechanism over a network. For deterministic node
updates, we established necessary and sufficient conditions on the dependence of two arbitrary nodes’ final
states, and characterized the their pairwise dependence with stochastic graphical models. For randomized
edge selection, the convergence limit and convergence rate for full-network encryption were established.
It was shown that the resulting PPSC mechanism can preserve privacy in terms of input identification
and differential privacy when the output is observed. As an extension, the trade-off between resilience and
privacy preservation was studied. Future work includes the design of optimal network structure for infor-
mation preservation, and study of the fundamental limits between privacy preservation and computation
efficiency in distributed algorithms.
Appendices
A. Key Lemmas
The D-PPSC-Gossip algorithm can be re-expressed by the following equations:
xTail(Et)(t) = γt
xHead(Et)(t) = xHead(Et)(t− 1) + xTail(Et)(t− 1)− γt
xi(t) = xi(t− 1), i ∈ V \ {Tail(Et),Head(Et)}
(32)
for t = 1, 2, . . . , n− 1. Noting that the sum of node states remains the same over time along the D-PPSC-
Gossip algorithm, i.e.,
n∑
i=1
xi(t) =
n∑
i=1
xi(0) for all 0 < t ≤ n− 1, it is evident that each node i’s state can
be expressed as
xi(t) =
n∑
j=1
cij(t)βj +
t∑
j=1
dij(t)γj , (33)
where cij(t) ∈ {0, 1} and dij(t) ∈ {−1, 0, 1} represents random variable dij(t)γj appears in node state
xi(t). In a state xi(t), dij(t)γj with dij(t) 6= 0 is a random component. The computation along (32) is
a process of the xi(t) gaining and losing these random components. We note a few basic rules for that
process.
(i) For any time t ≥ s, γs and −γs belong to different node states, i.e., appear in the states of two
different nodes.
(ii) Any random component can only be gained at a head from a tail along their directed link.
(iii) The random components do not change their signs when being gained or lost.
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The following lemma illustrates the way that a random variable is passed from the state of one node to
that of another.
Lemma 1. Suppose n > 2. Let n − 1 ∈ {1, 2, . . . , n − 1 − 1} and s ∈ {1, 2, . . . , n − 1}. Let node i and
node j satisfy dis(n− 1) 6= 0 and djs(n− 1) = 0, respectively. Denote i0, i1, . . . , il as the unique undirected
path in TG connecting node i and j with i = i0 and j = il. Define t
∗ ∈ {n − 1 + 1, 2, . . . , n − 1}. Then
dils(t
∗) = di0s(n− 1) if and only if the following conditions hold:
(i) i0, i1, . . . , il is a directed path.
(ii) En−1 ≺ (i0, i1) ≺ · · · ≺ (il−1, il)  Et∗.
(iii) a) (i0, i
∗) ≺ En−1 or (i0, i1)  (i0, i∗) when (i0, i∗) ∈ EoT;
b) (ib, i
∗) ≺ (ib−1, ib) or (ib, ib+1)  (ib, i∗) when (ib, i∗) ∈ EoT with 0 < b < l;
c) (il, i
∗) ≺ (il−1, il) or Et∗  (il, i∗) when (il, i∗) ∈ EoT.
Proof. The conclusion dils(t
∗) = di0s(n− 1) 6= 0 describes that the random component dils(t∗)γs is passed
from node i0 to node il during the time interval [n− 1, t∗]. Before presenting the proof, we provide some
intuitive explanation on the three conditions. Condition (i) confirms the orientations of edges in the path
i0, . . . , il, while the order of the edge selection is given in Condition (ii). Condition (iii) prevents the
random component dis(n − 1)γs from being passed to the nodes that are not in the path i0, . . . , il. Next
the sufficiency and necessity of the conditions are proved, respectively.
Sufficiency. Let Etk = (ik, ik+1) for k = 0, 1, . . . , l − 1. Then Condition (ii) is equivalent to
n− 1 < t0 < t1 < · · · < tl−1 ≤ t∗.
dis(n− 1) 6= 0 states that the random variable dis(n− 1)γs appears in the node state xi(n− 1). Condition
(iii) a) describes that i0 is not the tail of any edges Et with n− 1 ≤ t < t0, and hence guarantees that the
random components in xi0(n− 1), including di0s(n− 1)γs, will be kept in xi0(t) for all n− 1 ≤ t < t0. At
time t0, node i0 and node i1 are chosen to mutually communicate and get their states updated according
to the algorithm (32). As a result, xi0(t0) loses the random component di0s(n− 1)γs, which now becomes
a component of xi1(t1). The similar analysis applied at time t1, . . . , tl−1 recursively shows the random
component di0s(n− 1)γs appears in xil(tl−1) under Condition (i), (ii) and (iii) b). Finally, Condition (iii)
c) tells that random component dis(n− 1)γs will be kept in xil(t) for tl−1 ≤ t ≤ t∗, which completes the
proof of sufficiency.
Necessity. In the following, we prove the necessity of the three conditions. Assume the random component
di0s(t
∗)γs is passed from node i0 to node il during the time interval [n−1, t∗]. Recall that the transition of
the random variable di0s(t
∗)γs occurs from the tail of an edge to the head at each time step. Thus one has
(i0, i1), . . . , (il−1, il) ∈ EoT due to the uniqueness of the undirected path i0, i1, . . . , il in TG, and completes
21
the proof of the necessity of Condition (i).
According to the orientations of (ik, ik+1), there exist time τk when di0s(t
∗)γs appears in the node state
xik(τk) for k = 0, 1, . . . , l. By the uniqueness of the directed path from i0 to il, τks can be arranged in the
following order
τ0 < τ1 < · · · < τl. (34)
The definition of Etk directly implies that for k = 0, 1, . . . , l − 1
τk < tk ≤ τk+1. (35)
It is clear (34) and (35) yield
t0 < t1 < · · · < tl−1. (36)
It is evident that if Et0 ≤ En−1, the random component di0s(t∗)γs can never appear in the state of node i1,
and thereby the states of i2, . . . , il. Thus one has En−1 ≺ Et0 . In addition, node il cannot gain the random
component di0s(t
∗)γs when the time t < tl−1, which implies Etl−1  Et∗ . Then the necessity of Condition
(ii) can be seen from (36), En−1 ≺ Et0 and Etl−1  Et∗ .
Suppose Condition (iii) a) does not hold for contradiction. Then there exists a node set I∗ ⊂ V\{i0, . . . , il}
such that (i0, i
∗) ∈ ToG and (i0, i∗) ≺ Et0 for all i∗ ∈ I∗. As a result, the random component di0s(t∗)γs
will be passed to some node in I∗, which is impossible to be passed to il again. Thus Condition (iii) a)
must hold. Similarly, due to the uniqueness of the path between two arbitrary nodes in spanning trees,
the random component di0s(t
∗)γs must be always held along path i0, i1, . . . , il during time n− 1 ≤ t ≤ t∗,
which proves the necessity of Condition (iii). 
Lemma 2. The terminal state β] = [β] . . . β]n]> has the following properties.
(i) Let s ∈ {1, 2, . . . , n − 1}. Then there exists unique i, j with i 6= j such that dis(n − 1) = 1 and
djs(n− 1) = −1.
(ii) If β]i and β
]
j are dependent, then there exists a unique s ∈ {1, 2, . . . , n− 1} that satisfy
dis(n− 1)djs(n− 1) = −1.
Proof. (i) For the endpoints of an arbitrary edge Es with s ∈ {1, 2, . . . , n − 1}, the algorithm (32) yields
at time tˆ
xTail(Es)(tˆ) = γs
xHead(Es)(tˆ) = xTail(Es)(s− 1) + xHead(Es)(s− 1)− γs.
(37)
From (37), we see that a pair of random variables γs,−γs are added to the states of Tail(Es) and Head(Es)
respectively at time s. Next we analyze the random variable γs in xTail(Es)(t) for t > s. If Tail(Es) 6= Tail(Et)
and Tail(Es) 6= Head(Et) for all t > s, then it is clear that γs remains in xTail(Es)(t) for all t > s. For
any time t > s with Tail(Es) = Head(Et), the random variables held by xTail(Es)(t − 1) are still kept in
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xTail(Es)(t). Therefore, the only way that the state of node xTail(Es) loses γs is to let node Tail(Es) be the
tail of edge Et for some t > s. Suppose there exists a nonempty set T such that Tail(Es) = Tail(Et) for all
t ∈ T. Define t¯ = min{t : t ∈ T}. Then by the algorithm (32)
xTail(Es)(t¯) = γt¯
xHead(Es)(t¯) = xTail(Es)(t¯− 1) + xHead(Et¯)(t¯− 1)− γt¯,
from which we see that the random variable γs transfers to xHead(Et¯)(t¯) without changing its sign. It can
be concluded by applying the same analysis that γs exists in one and only one of all node states for all
t ≥ s. Analogously, we can easily know that −γtˆ has the same properties. This completes the proof of (i).
(ii) Since xi(n−1) and xj(n−1) are dependent, there exists a set S ⊂ {1, 2, . . . , n−1} such that dis(n−1)γs
appears in xi(n− 1) and djs(n− 1)γ appears in xj(n− 1) for all s ∈ S. Let i0, i1, . . . , il denote the unique
undirected path in TG that connects node i and node j with i0 = i and il = j. Thus we only need
to prove |S| = 1. For every s ∈ S, under the algorithm (32), γs is held by xTail(Es)(s) and −γs is held
by xHead(Es)(s). Without loss of generality, we assume xi0(n − 1) holds γs and xil(n − 1) holds −γs. If
s = n− 1, then it is necessary Tail(Es) = i0 and Head(Es) = il. If s 6= n− 1, at most one of Tail(Es) = i0
and Head(Es) = il holds. When Tail(Es) = i0 and Head(Es) 6= il, −γs has to transfer from to xHead(Es)(s)
from xil(n−1). By Lemma 1, the process of transfer requires the path that starts from Head(Es) and ends
at il is a directed path. In this case, i0, i1, . . . , il is a directed path and Es = (i0, i1). Similarly, il, il−1, . . . , i0
is a directed path and Es = (il, il−1) when Tail(Es) 6= i0 and Head(Es) = il. In a general case in which
Tail(Es) 6= i0,Head(Es) 6= il, the paths that connect Tail(Es) and i0, Head(Es) and il are both directed
paths by Lemma 1, leading to that Es is in i0, i1, . . . , il. In conclusion, Es must be in path i0, i1, . . . , il and
the cases studied above can be summarized as follows.
(i) Tail(Es) = i0,Head(Es) = il ⇒ Es = (i0, il) is an edge in ToG ⇒ Es is unique;
(ii) Tail(Es) = i0,Head(Es) 6= il ⇒ i0, i1, . . . , il is directed path and Es = (i0, i1)⇒ Es is unique;
(iii) Tail(Es) 6= i0,Head(Es) = il ⇒ il, il−1, . . . , i0 is directed path and Es = (il, il−1)⇒ Es is unique;
(iv) Tail(Es) 6= i0,Head(Es) 6= il ⇒ the paths from Tail(Es) to i0 and from Head(Es) to il are directed
paths and Es = (il, il−1)⇒ Es is unique.
This completes the proof of (ii). 
B. Proof of Theorem 1
Note that the matrix C in (2) has its Tail(En−1)–th row being zero. Thus rank(C) < n, which implies all
η ∈ ker(C) satisfy
PDF(β] | β) = PDF(β] | β + η).
This directly shows that β is non-identifiable and completes the proof.
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C. Proof of Theorem 2
Recall that the output mechanism of the D-PPSC-Gossip algorithm can be described by (2). Let G[S]
with S ⊂ V be the graph whose node set is V and edge set is the subset of edges in G with both endpoints
in V. For the matrix D ∈ Rn×(n−1), we provide the following lemma.
Lemma 3. D ∈ Rn×(n−1) has full column rank.
Proof. Let d1, . . . ,dn−1 be the columns of D from left to right. We now show that d1, . . . ,dn−1 are linearly
independent. Consider the equation with respect to a1, . . . , an−1 ∈ R:
n−1∑
i=1
aidi = 0. (38)
Let the nodes in the graphical model Gβ] with degree one form a set V1 ⊂ V. For each j ∈ V1, by Lemma
2, D has a 1 and a −1 in the j–th column, denoted as [D]i1j j = 1 and [D]i2j j = −1, respectively, while all
the other elements in that column are zeros. Since the nodes j ∈ V1 have degree one, [D]ijj with ij = i1j
or ij = i
2
j is the only nonzero element in the j–th row of D. Therefore, (38) admits aij = 0 for all j ∈ V1
and (38) gives the following equation with respect to aij , j ∈ V \V1:
n−1∑
i=1,i 6=ij ,j∈V1
aidi = 0. (39)
Evidently, Gβ] [V \ V1] is still a tree. We let V2 denote the set of nodes with degree one in Gβ] [V \ V1].
Then we can continue to repeat the process from (38) to (39), and finally obtain a1 = · · · = an−1 = 0,
which shows that d1, . . . ,dn−1 are linearly independent and completes the proof.
We are now ready to prove the desired theorem. Consider two adjacent initial conditions β,β′ ∈ Rn.
For any 1>β] = 1>β = 1>β′, there holds
Pr
(
PD−PPSC(β) = β]
)
Pr
(
PD−PPSC(β′) = β]
) = Pr(Cβ + Dγ = β])
Pr(Cβ′ + Dγ = β])
. (40)
By Lemma 3, (D>D)−1D> is the left inverse D. By (40), we have
Pr
(
PD−PPSC(β) = β]
)
Pr
(
PD−PPSC(β′) = β]
) = PDF((D>D)−1D>(β] −Cβ))
PDF
(
(D>D)−1D>(β] −Cβ′)) . (41)
In (41), if β − β′ ∈ ker(C), then Pr
(
PD−PPSC(β)=β]
)
Pr
(
PD−PPSC(β′)=β]
) = 1 < e for any  > 0, which preserves differential
privacy. Next we suppose β − β′ /∈ ker(C). By (41), we have
Pr
(
PD−PPSC(β) = β]
)
Pr
(
PD−PPSC(β′) = β]
)
≤ exp
(∥∥(D>D)−1D>C(β − β′)∥∥
1
v
)
≤ exp
(√
n− 1∥∥(D>D)−1∥∥
2
∥∥D>∥∥
1
∥∥C∥∥
1
∥∥β − β′∥∥
1
v
)
. (42)
24
Evidently, ‖D>‖1 is equal to the maximum degree of Gβ] according to the definition of D and Gβ] . Since
each column of C is equal to one, ‖C‖1 = 1. Then (42) gives
Pr
(
PD−PPSC(β) = β]
)
Pr
(
PD−PPSC(β′) = β]
) ≤ exp(δ√n− 1∆(Gβ])
v |σm(D>D)|
)
,
which completes the proof.
D. Proof of Theorem 3
We start the proof by showing the sufficiency of Condition (i), (ii) and (iii). Without loss of generality,
we assume (ip, ip+1) ≺ (ip, ip−1). Let Etp = (ip, ip+1). According to Algorithm (32), the node states xip(tp)
and xip+1(tp) are given by
xip(tp) = γtp
xip+1(tp) = xip(tp − 1) + xip+1(tp − 1)− γtp .
As specified by Condition (i), ip, ip−1, . . . , i0 is a directed path, which satisfies Condition (i) of Lemma 1.
Condition (ii) gives
Etp ≺ (ip, ip−1) ≺ · · · ≺ (i1, i0)  En−1,
satisfying Condition (ii) of Lemma 1. In addition, Condition (iii) is equivalent to Condition (iii) of Lemma
1 for path ip, ip−1, . . . , i0. Thus Lemma 1 shows that random variable γtp appears in node state xi0(n−1),
i.e.,
di0tp(n− 1) = 1. (43)
Analogously, three conditions of Lemma 1 are met for path ip+1, ip+2, . . . , il, which yields
diltp(n− 1) = −1. (44)
Evidently, (43) and (44) make it sufficient for node states xi0(n − 1) and xil(n − 1) to be dependent. In
the following, we prove the necessity of Condition (i), (ii) and (iii).
Necessity of (i). Since xi0(n− 1) and xil(n− 1) are dependent, there exist random variables di0tp(n− 1)γtp
and diltp(n− 1)γtp that appear in node states xi0(n− 1) and xil(n− 1), respectively. Algorithm (32) gives
xTail(Etp )(tp) = γtp
xHead(Etp )(tp) = xTail(Etp )(tp − 1) + xHead(Etp )(tp − 1)− γtp .
We suppose that γtp and −γtp transfer to xTail(Etp )(n− 1) and xHead(Etp )(n− 1), respectively, i.e., di0tp = 1
and diltp = −1. Due to the uniqueness of paths in spanning trees, nodes Tail(Etp) and Tail(Etp) are in path
i0, i1, . . . , il. Let ip = Tail(Etp). Condition (i) of Lemma 1 shows that ip, ip−1, . . . , i0 and ip, ip+1, . . . , il are
directed paths. In addition, ip 6= i0 and ip 6= il because there exists no directed path that connects node
i and node j. The necessity of Condition (i) can be similarly proved, provided that −γtp and γtp transfer
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to xTail(Etp )(n− 1) and xHead(Etp )(n− 1), respectively.
Necessity of (ii). Without loss of generality, we assume (ip, ip+1) ≺ (ip, ip−1). Now we prove the necessity
of Condition (ii). Since the random variable di0tp(n− 1)γtp transfers from xip(tp) to xi0(n− 1), Lemma 1
provides
(ip, ip−1) ≺ · · · ≺ (i1, i0). (45)
Similarly, random variable diltp(n− 1)γtp transfers from xip+1(tp) to xil(n− 1) assures
(ip, ip+1) ≺ · · · ≺ (il−1, il). (46)
Clearly (45) and (46) shows the necessity of Condition (ii). Necessity of (iii). We finally prove Condition
(iii) is necessary for the dependence result. We have shown above that if the node states xi0(n − 1) and
xil(n−1) are dependent, the random variables di0tp(n−1)γtp and diltp(n−1)γtp transfer to xi0(n−1) and
xil(n− 1), respectively. Thus Condition (iii) of Lemma 1 are necessarily met on both path ip, ip−1, . . . , i0
and path ip+1, ip+2, . . . , il, which is equivalent to Condition (iii). Now the necessity of all three conditions
is proved.
E. Proof of Theorem 4
First we focus on proving the sufficiency part of the statements. Let Etk = (ik, ik+1) for k = 0, 1, . . . , l− 1.
According to the algorithm (32), information transmission occurs on edge (i0, i1) at time t0. Then it follows
xi0(t0) = γt0
xi1(t0) = xi0(t0 − 1) + xi1(t0 − 1)− γt0 . (47)
It is seen from (47) that the random variables γt0 and −γt0 are held by the node states xi0(t0) and xi1(t0),
respectively. Evidently, Condition (ii) specifies that the endpoints of all edges not equal to (i0, i1) with
their tail being node i0 exchange information according to the algorithm (32) prior to (i0, i1). Thus
di0t0(n− 1) = 1. (48)
Since i0, i1, . . . , il is a directed path, Lemma 1 provides that Condition (i) and (ii) guarantees that −γt0
transfers to xil(n− 1), i.e.,
dilt0(n− 1) = −1. (49)
(48) and (49) clearly show that node states xi0(n− 1) and xil(n− 1) are dependent.
Now we prove the necessity of these two conditions. Suppose xi0(n− 1) and xil(n− 1) are dependent.
Then there exist random variables di0tp(n−1)γtp and diltp(n−1)γtp that appear in xi0(n−1) and xil(n−1),
respectively. It is clear that the nodes Tail(Etp) and Head(Etp) are in the path i0, i1, . . . , il because of the
path uniqueness in spanning trees. However, it is impossible that Tail(Etp) = ikˆ and Head(Etp) = ikˆ+1
for any kˆ ∈ {1, . . . , l − 1}, because ikˆ, ikˆ−1, . . . , i0 is necessarily a directed path by Lemma 1. Hence
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Tail(Etp) = i0 and Head(Etp) = i1. In addition, di0tp = 1 and di1tp = −1. Finally the random variable
−γtp becomes a component of xil(n − 1). Thus by Lemma 1, it is necessary for Condition (i) and (ii) to
hold, which completes the proof.
F. Proof of Theorem 5
Lemma 2 (i) implies that at most n − 1 pairs of node states in x1(n − 1), x2(n − 1), . . . , xn(n − 1) are
dependent. Since it is described in Lemma 2 (ii) that every pair of dependent final node states possess only
one of ±γ1, . . . ,±γn−1, there are exactly n − 1 pairs of dependent final node states. In addition, it can
be calculate the covariance of two dependent states is −σ2. Thus |Eβ] | = n− 1. Second, we complete the
proof that Gβ] is a tree by showing Gβ] is connected. We know for an arbitrary node i ∈ V, there exists
t ∈ {1, 2, . . . , n−1} such that i is an endpoint of Et. Thus the algorithm (32) guarantees that each xi(n−1)
holds at least one of γ1, . . . ,γn−1 and thereby Gβ] has no isolated nodes. Assume, for contradiction, that
Gβ] has r connected components with r > 1. Let GS1 and GS2 denote two of the connected components
of Gβ] on S1,S2 ⊂ V, respectively. Then there exists s0 ∈ {1, 2, . . . , n − 1} such that edge Es0 has one
of its endpoints in S1 and the other in S2. Without loss of generality, we assume Head(Es0) ∈ S1 and
Tail(Es0) ∈ S2. By the definition of connected components, there exists S ∈ V such that GS is a connected
component of Gβ] on S and there exist node i, j ∈ S such that xi(n − 1) holds γs0 and xj(n − 1) holds
−γs0 , resulting in {i, j} ∈ Eβ] . Similarly to the proof of Lemma 2 (ii), the dependence of xi(n − 1) and
xj(n− 1) gives
(i) The path from Head(Es0) to i is a directed path and Tail(Es0) = j;
(ii) The path from Tail(Es0) to j is a directed path and Head(Es0) = i;
(iii) The paths from Head(Es0) to i and from Tail(Es0) to j are both directed paths.
In case (i), conditions in Theorem 4 for Head(Es0) and i are still satisfied as a result of the dependence
of xi(n− 1), xj(n− 1) by Theorem 3 or Theorem 4. As a consequence, xHead(Es0 )(n− 1) and xi(n− 1) are
dependent and {Head(Es0), i} ∈ Eβ] . Clearly, the edges {Head(Es0), i} and {i,Tail(Es0)} makes neither
GS1 nor GS2 not connected components. Hence Gβ] has one connected component, i.e., Gβ] is connected.
Therefore, Gβ] is a tree in case (i). The same conclusion can be drawn for case (ii) and (iii). Thus Gβ] is
a tree.
Next we show Σβ] is the Laplacian of Gβ] by proving the following properties of Σβ] .
(i) For any i 6= j
[Σβ] ]ij =
−σ
2
γ if {i, j} ∈ Eβ] ;
0 otherwise.
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(ii) For any i ∈ {1, 2, . . . , n}
[Σβ] ]ii = −
∑
j 6=i
[Σβ] ]ij .
Proof of (i). If {i, j} ∈ Eβ] , by Lemma 2 (ii), the covariance of xi(n− 1) and xj(n− 1) can be calculated
[Σβ] ]ij = cov(γs,−γs) = − var(γs) = −σ2 for some s ∈ {1, 2, . . . , n − 1}. If {i, j} /∈ Eβ] , [Σβ] ]ij = 0 by
its definition. Then (i) has been proved.
Proof of (ii). Suppose node i has ri random variables forming a subset of {±γ1, . . . ,±γn−1}. Then [Σβ] ]ii =
riσ
2. By Lemma 2 (i) and (ii), there exists ri node states that are dependent of xi(n− 1) with covariance
−σ2. This completes the proof of (ii).
It is clear (i) and (ii) show Σβ] is the Laplacian of Gβ] .
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