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Vorwort und Einleitung
Ubiquitäre Systeme stehen heute in direktem Bezug zu 
unserem täglichen Leben. Mit sowohl mobilen Geräten 
als auch ambienten Interaktionstechnologien haben soft-
waretechnische Systeme fast unbemerkt Einzug in unse-
re Umgebung gehalten. 
Unsere Forschung hat dabei das Ziel, diese Systeme für 
den Menschen nutzbar zu machen und die Vorteile der 
technischen Unterstützung zu erschließen. Häufig schei-
tern ubiquitäre Systeme noch an technischen Hürden, 
aber vor allem an mangelnder Akzeptanz durch den Be-
nutzer – häufig auch aus gutem Grund. So werden beim 
Design der Systeme häufig noch „veraltete“ Vorgehens-
weisen und Interaktionsmodelle eingesetzt oder Aspekte 
des Datenschutzes und der Nutzerrepräsentation nicht adressiert. 
Die Lehre bei SEUS soll Studierenden der Medieninformatik und Informatik, aber auch ande-
rer Studiengänge das Handwerkszeug vermitteln, ubiquitäre Systeme nutzer-zentriert zu 
gestalten und neue Technologien richtig einzusetzen. 
Nach meiner Ansicht ist auch die Ausbildung in wissenschaftlicher Arbeitsweise und der 
Einblick in die Abläufe eines Forschungsbetriebs eine wichtige Aufgabe an einer Universität 
wie der TU Dresden.  
Hauptseminare bei SEUS 
Hauptseminare bei SEUS simulieren daher einen vollständigen Publikationsablauf. Die Stu-
dierenden erhalten ein aktuelles Thema, das sich auch in den Arbeiten von SEUS wider-
spiegelt. Es folgt eine Recherche- und Konzeptionsphase, in der der Stand von Forschung 
und Technik durch jeden Studierenden für sein Thema erarbeitet wird. Die dann erstellte 
Publikation fasst die Ergebnisse und eigene Gedanken zusammen. Über ein auch für aktuelle 
Konferenzen eingesetztes Konferenz-Management-System reicht der Autor dann seine Pub-
likation zur festgelegten Deadline ein. Andere Seminarteilnehmer und Mitarbeiter erhalten 
das Papier zum Peer-Review zugeteilt. In den dabei entstehenden Bewertungen sollen ne-
ben Schwachpunkten und notwendigen Verbesserungen der Einreichung auch gute Ansätze 
positiv hervorgehoben werden. Das Programmkomitee befindet dann über die Annahme der 
Einreichung und teilt im meist positiven Fall dem Autor notwendige Überarbeitungen mit. 
Ein wissenschaftlicher Vortrag mit anschließender Diskussion stellt das jeweilige Thema vor 
und wird durch die Einreichung der finalen Druckversion ergänzt, die Sie in dieser Publikation 
für ausgewählte Seminarteilnehmer finden. 
Warum ein Hauptseminar-Band? 
Viele Studierende investieren große Energie in die Beiträge und fördern zum Teil auch neue 
Ideen und Kombinationen zu Tage, die zwar in der Kürze der Zeit häufig nicht abschließend 
behandelt werden können, jedoch viele gute Ideen und Impulse zu unseren Forschungs-
themen enthalten. 
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Ihnen, als Leserinnen und Leser dieser Publikation, steht damit ein einmaliger Einblick in die 
Seminarleistungen von Studierenden bei SEUS zur Verfügung, welcher sonst, wie auch 
manch andere Studienleistungen, nicht verfügbar wäre. 
Für die Studierenden möchte ich auch die Möglichkeit schaffen, ihre Arbeit zu referenzieren. 
Schließlich bleiben uns viele begeisterte Studierende treu und leisten aktiv Beiträge zur For-
schung bei SEUS mit Arbeiten, Praktika und als studentische Hilfskräfte. 
Ich hoffe, die Erkenntnisse und Arbeiten in diesem Band tragen Früchte und befördern so 
die Entwicklung des Themengebiets der ubiquitären Systeme, für das auch meine Professur 
steht. 
Inhalt, Themen und Autoren 
SEUS ist auch bei den Studierenden bekannt dafür, dass (software-)technische Themen und 
die Interaktion des Menschen mit den Systemen integriert behandelt werden. So sind die 
großen drei Säulen unserer Forschung die Dimensionen 
• Mensch: Interaktionstechniken, Usability Engineering, Interaktion und Kogni-
tion/Perzeption 
• System: Technologien, Vernetzung und Software Engineering sowie 
• Modell: Semantik, Prozesse, deskriptive Modelle, Kontextmodelle und modell-
basierte Adaptivität. 
 
Diese spiegeln sich auch in den Themenfeldern der Hauptseminararbeiten wieder. Das Se-
mester der Erstellung ist in Klammern angegeben, um eine zeitliche Orientierung zu ermög-
lichen. Schließlich ist gerade das Gebiet der ubiquitären Systeme sehr innovativ und schnell-
lebig, so dass binnen kurzem neue Erkenntnisse entstehen und Wissen schnell veralten 
kann. 
Im folgenden Abschnitt stelle ich Ihnen die Themenfelder und einzelnen Arbeiten in einer Art 
Management-Summary zur Orientierung kurz vor. 
Ich danke allen Studierenden für ihre wertvollen Beiträge und ihr Engagement sowie für ihre 
Bereitschaft, den Beitrag für diesen Band zur Verfügung zu stellen. 
Nun wünsche ich Ihnen, liebe Leserinnen und liebe Leser, viel Freude und neue Erkenntnis-
se bei der Lektüre dieser ausgewählten studentischen Werke, die in den Jahren 2010 - 2014 
an meiner Professur entstanden sind.  
Im Juli 2014 
 
 
 
Jun.-Prof. Dr. Thomas Schlegel 
  
 
 
5 
 
Management Summary: Inhalt dieses Bands 
Interaktion in ubiquitären Systemen: Methoden, Geräte, Schüsseltechnologien 
In ubiquitären Systemen unterscheidet sich der Umgang des Menschen mit den Systemen 
meist grundlegend von der Interaktion mit Desktopsystemen mit den Klassikern Maus und 
Tastatur. 
Den hierzu notwendigen neuen Interaktionsformen und -möglichkeiten widmet sich zu-
nächst Martin Schrader mit dem Thema „Neue Interaktionsmethoden und -geräte“ (WS 
10/11). Hier stehen neue Interaktionsmethoden, aktuelle Interaktionsgeräte und das Track-
ing, also die Positionserkennung des Nutzers im Vordergrund. Touch-Schnittstellen, Brain-
Computer-Interface (BCI) und Spracherkennung sind hier Beispiel für unterschiedliche Inter-
aktions-Modalitäten in ubiquitären Systemen. 
Die Überlagerung der Realität mit digitalen Informationen und die Interaktion mit diesem 
Cyberspace anhand von realen Gegenständen (Tangibles) ist das Thema von Florian Weidner 
im Beitrag „Augmented Reality – Interaktion und Darstellung mit realen Objekten“ (WS 
12/13). Die Überlagerung der Realität mit Augmented Reality, die Erkennung von Gesten des 
Nutzers sowie Eingabetechnologien wie BCI und Ausgabetechnologien wie für Augmented 
Reality typische Head Mounted Displays (HMD) sind Gegenstand des Beitrags. 
Wie das Lernen in ubiquitären Umgebungen neu definiert werden kann, ist Thema des Bei-
trags „Ubiquitäre Lernumgebungen“ (SS 12) von Patrick Rütz der sich mit E-Learning, mobi-
le Learning und ubiquitärem Lernen (U-Learning) beschäftigt und dazu Technologien und 
Methoden vorstellt. 
Die folgenden drei Arbeiten untersuchen die in den vorangegangen Beiträgen bereits ange-
rissenen Aspekte mehrerer Modalitäten (Multimodalität), mehrerer Geräte (Mehrgeräte-
Interaktion) und den Einsatz mehrerer Objekte weiter. 
Wie mehrere Interaktionskanäle in ubiquitären Systemen vom Nutzer eingesetzt werden 
können, beleuchtet Florian Prager in der Arbeit “Multimodale Interaktion in ubiquitären Sys-
temen“ (SS 12). 
Welche Möglichkeiten sich bieten, wenn mehrere, häufig unterschiedliche Geräte wie Tab-
lets und Smartphones für die Interaktion zur Verfügung stehen, untersucht Peter Heisig im 
Beitrag „Möglichkeiten der Mehrgeräte-Interaktion“ (SS 13). Solche Multi-Device-Szenarien 
werden mit zunehmender Zahl mobiler und interaktiver Geräte schon in naher Zukunft mög-
lich und nachgefragt werden. Die Seminararbeit zeigt ebenfalls wie Gesten mit mehreren 
Geräten genutzt werden können. 
Ein großes Problem der Interaktion mit realen Objekten stellen heute nicht nur die neuen 
Interaktionsformen dar, sondern zunächst die Schwierigkeiten bei der schnellen, genauen 
und verlässlichen Erkennung von interaktiven Objekten durch ubiquitäre Systeme. Ellen Wie-
land widmet sich dieser Herausforderung im Beitrag „Objekterkennung in ubiquitären Sys-
temen“ (SS 12) mit Verfahren wie markerbasierter Erkennung und RFID. 
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Kontextbasierte ubiquitäre Systeme 
Kontext ist ein großes und häufig angesprochenes Thema in ubiquitären Systemen, soll 
doch die Situation von Nutzer und System möglichst genau erfasst und modelliert werden, 
um kontext-adaptive Systeme zu entwickeln und mit dem Wissenszuwachs bessere Sys-
temreaktionen und Erkennungsraten zu ermöglichen. Wie der „Interaktionskontext in ubiqui-
tären Systemen“ (SS 12) definiert und modelliert werden kann, zeugt Anton Augsburg in 
seinem Beitrag anhand von Kontextkriterien. 
Dem Nutzer zu vermitteln, was in der technischen Umgebung vor sich geht, ist eng mit den 
Themen Kontext, Kontextsensitivität, Adaptivität und Usability verbunden, die auch in der 
Arbeit „Erklärungskomponenten für kontextsensitive Umgebungen“ (WS 12/13) von Dániel 
Sulyok angesprochen werden. 
Wird das  Semantic Web genutzt, kann eine Suche viel besser verknüpfte und der mensch-
lichen Denkweise angepasste Ergebnisse liefern. Diese semantische Suche im Zusammen-
hang mit Kontext vermittelt der Beitrag „Kontextadaptive Semantische Suche“ (WS 13/14) 
von Marco Strietzel. 
Entwicklung und Evaluation interaktiver ubiquitärer Systeme 
Hochkomplexe und dynamische Systeme wie die ubiquitären Systeme erfordern auch spezi-
fische Vorgehensmodelle bei ihrer Entwicklung. In „Softwareentwicklungsprozesse für 
ubiquitäre Systeme“ (WS 10/11) zeigt Axel Pötzsch, dass hier sowohl Aspekte der „schwer-
gewichtigen“ Vorgehensmodelle für die Qualität und Beherrschbarkeit der Entwicklung eine 
Rolle spielen, als auch agile Verfahren, die der dynamischen Entwicklung und unklaren An-
forderungen bei ubiquitären Systemen Rechnung tragen. 
Gerade diese Dynamik und häufig wechselnde und hinzukommende Plattformen legen den 
Gedanken nahe, Benutzungsschnittstellen nicht mehr „hart“ zu codieren und zu designen, 
sondern deskriptive Modelle zu ihrer Beschreibung einzusetzen, die dann in das passende 
User Interface transformiert oder für eine Plattform interpretiert werden können. Der Beitrag 
„User Interface Description Languages für ubiquitäre Systeme“ (WS 10/11) von Johannes 
Kestel widmet sich diesem Thema der Beschreibungssprachen für Interaktionsabläufe in 
ubiquitären Systemen im Rahmen der modellgetriebenen Entwicklung. 
Aller Technologie und Entwicklungserfahrung zum Trotz entstehen häufig Benutzungs-
schnittstellen mit viel Verbesserungspotenzial – gerade beim Einsatz neuer Interaktionsfor-
men wie sie für ubiquitäre Systeme typisch sind. Grund genug, auch Evaluationsmethoden 
prominent zu untersuchen, wie dies Tom Horak in seiner Seminararbeit „Evaluationstechni-
ken für ubiquitäre User Interfaces“ (WS 13/14) zeigt. 
Hier spezialisiert sich Eva Morawitz auf Ambient Assisted Living (AAL) Systeme, um die Eva-
luation von Interaktionen für dieses spezifische Themengebiet und die damit verbundenen 
Herausforderungen durch private und häufig eingeschränkte Nutzer genauer zu untersuchen: 
„Evaluation von Benutzerinteraktion im Ambient Assisted Living“ (WS 13/14). 
  
 
 
7 
 
Cyber-Physical Systems (CPS) 
CPS verschmelzen die virtuelle Welt mit der realen. Echte Gegenstände und technische Sys-
teme wie Roboter interagieren mit ihrer Umwelt und anderen Systemen auf der Basis von 
„intelligenten“ Softwaresystemen und Modellen, die aufs engste mit ihnen verbunden sind. 
Hierbei treten komplexe Ereignisketten auf, die in Beziehung gesetzt werden müssen, um 
korrekte Systemreaktionen zu erzeugen. Mit „Complex Event Processing für Cyberphysika-
lische Systeme“ (WS 12/13) widmet sich Nico Schertler dem Complex Event Processing 
(CEP) Ansatz, um CPS auch in AAL-Szenarien korrekte Reaktionen auf Ereignisse zu erlau-
ben. 
Im Smart Home der Zukunft soll komplexe Technik auch im Zuhause das Leben erleichtern 
und verbessern. Viele Systemkomponenten und Teilsysteme müssen hierzu überwacht 
werden, um eine korrekte und sichere Funktion zu gewährleisten. Der Beitrag „Techniken 
zum verteilten Monitoring von ubiquitären Systemen“ (SS 13) von Robin Wieruch untersucht 
entsprechende Monitoring-Techniken. 
Cyber-Physical Systems am Beispiel Smart Home/AAL 
Gerade im AAL, das im Smart Home ein selbständiges Leben in den eigenen vier Wänden 
möglichst lange und gut unterstützen soll, ist die korrekte Erkennung von Situationen wich-
tig. Katja Lebus zeigt hierzu „Modelle zur Auswertung von Situationen im Ambient Assisted 
Living“ (SS 12). 
Darauf aufbauend können mit vorhandener Sensorik häufig auch Aktivitäten des Benutzers 
erkannt werden, um dessen Tagesablauf zu unterstützen und auch Abweichungen im Ver-
halten zu erkennen. Die „Vorstellung von Aktivitäts-Klassifikatoren im Ambient Assisted 
Living“ (WS 13/14) von Nicole Filz liefert hierzu einen wichtigen Beitrag. 
In Wohnungen und Gebäuden stellt schon die „Erkennung des aktuellen Raumes durch 
Auswertung bereits vorhandener Informationen“ (WS 12/13) eine große Hürde für ambiente 
Systeme dar, der sich Kevin Seppelt in seiner Arbeit zu Ortung, Raumerkennung, Raumbe-
schreibungsmodellen und Erkennungstechnologien wie WLAN, Bluetooth und Ultraschall 
widmet. 
Der Nutzer in ubiquitären und sozialen Systemen 
Immer mehr sind ubiquitäre Systeme nicht mehr isoliert zu betrachten, sondern sind in das 
öffentliche und private Leben der Nutzer eingebettet. 
Die „Integration sozialer Netzwerke und Services in den öffentlichen Personennahverkehr“ 
(SS 13) im Beitrag von Maximilian Hartig zeigt dabei wie Soziale Netzwerke im ÖPNV einge-
setzt werden können, um für Kunden und Unternehmen einen Mehrwert zu erzeugen. 
Generell muss in komplexen Systemen auch der Nutzer korrekt repräsentiert werden. Diese 
„Repräsentation eines Nutzers in verteilten ubiquitären Systemen“ (SS 12) zeugt Shirin 
Mosadegh mit Location Awareness, Personalisierung und mobilen Agenten. 
Der wichtige und im Rahmen der Spionage-Diskussion viel beachtete Aspekt der Privat-
sphäre und des Datenschutzes ist Thema des Beitrags „Privacy in ubiquitären Assistenzsys-
temen“ (WS 12/13) von Jonas Schulz. Gerade Assistenzsysteme bieten bei großem Mehr-
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wert für den Nutzer gleichzeitig auch die Gefahr von Einfallstoren für Überwachung und 
Diebstahl von eng mit der Person des Nutzers verknüpften Daten. 
Mit diesen wichtigen Themen, die zeigen, wie stark ubiquitäre Systeme auch soziotechni-
sche Systeme erzeugen, schließt dieser Band. Er zeigt Ihnen einen großen Ausschnitt aus 
dem Spektrum der ubiquitären Systeme, von der Mensch-Perspektive bis hin zu technischen 
und modellorientierten Themen wie sie aktuell in der Wissenschaft diskutiert werden. 
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1. Interaktion in ubiquitären Systemen: 
Methoden, Geräte, Schüsseltechnologien 
 
 
 Neue Interaktionsmethoden und -geräte (Martin Schrader, WS 2010/11) 
 Augmented Reality – Interaktion und Darstellung mit realen Objekten  
(Florian Weidner, WS 2012/13)  
 Ubiquitäre Lernumgebungen (Patrick Rütz, SS 2012) 
 Multimodale Interaktion in ubiquitären Systemen (Fabian Prager, SS 2012) 
 Möglichkeiten der Mehrgeräte-Interaktion (Peter Heisig, SS 2013) 
 Objekterkennung in ubiquitären Systemen (Ellen Wieland, SS 2012) 
 
 
 
 
 
 
 
 
 
 
Neue Interaktionsmethoden und -geräte
Martin Schrader
TU Dresden Fakultät Informatik
Nöthnitzer Straße 46
01187 Dresden, Deutschland
martin.schrader@mailbox.tu-dresden.de
ABSTRACT
In vielen Bereichen des Alltags sind heutzutage Computer
anzutreffen, mit denen der Mensch mehr oder weniger be-
wusst interagiert. Die Interaktion erfolgt beispielsweise über
bewährte Schnittstellen wie Tastatur, Maus, Joystick oder
einfache Touch Eingabegeräte. Es wird ständig nach neu-
en Interaktionsgeräten bzw. -methoden gesucht. Aber auch
bereits bestehende Technologien werden ausgebaut und ver-
bessert. Wir befinden uns momentan in einer Phase in der
neue Interaktionsformen verstärkt Einzug in den Alltag er-
halten. Auf der Technology Entertainment Design (TED)
2006 führte Jeff Han, ein Forscher der New York Universität,
die Interaktion via Multitouch vor. Heutzutage ist es für vie-
le Menschen normal auf diese Art und Weise ihren Computer
oder andere Geräte zu bedienen. Das Ziel der vorliegenden
Arbeit ist es einen Überblick über neue Interaktionsgeräte
sowie -methoden zu geben und abschließend in Form eines
Szenarios zu beschreiben, wie sich das Leben Alltag gestal-
ten könnte.
Keywords
Brain-Computer Interface, Interaktionsmethoden, Interak-
tionsgeräte, Touch, Tracking, Spracherkennung, Sprachsyn-
these
1. EINFÜHRUNG / MOTIVATION
Heutzutage passt sich der Mensch stark an die Interaktions-
möglichkeiten des Computers an. Entgegen der natürlichen
zwischenmenschlichen Kommunikation mittels Gestik, Mi-
mik und Sprache, interagiert er mit dem Computer über-
wiegend mit Hilfe von Maus oder Tastatur. Dabei wird der
Mensch überwiegend eingeschränkt, er benötigt Hilfsmittel
für die Interaktion und er muss lernen welche Funktionen
ihm zu Verfügung stehen und wie er diese nutzen kann.
Daher beschäftigt sich die Forschung seit längerer Zeit da-
mit, die natürlichen Interaktionsmethoden auf den Mensch-
Maschine-Dialog zu übertragen. Ziel ist es, dass der Mensch
sich frei und natürlich bewegen kann und dabei keine direk-
ten Hilfsmittel benötigt werden [15].
In der vorliegenden Arbeit soll näher untersucht werden, in-
wieweit sich heutzutage die natürlichen Interaktionsmetho-
den auf die Mensch-Computer Interaktion anwenden lassen.
Es soll ein Überblick über Fortschritt und Erkenntnisse der
aktuellen Forschung gegeben werden. Dazu wird die Interak-
tion mittels Sprache, Touch und Tracking näher betrachtet.
Außerdem wird untersucht, inwieweit der Menschen via Ge-
danken mit dem Computer interagieren kann. Es werden ak-
tuelle eingesetzte Technologien bzw. Verfahren der einzelnen
Methoden näher erklärt. Ein Szenario am Ende der Arbeit
gibt einen Ausblick auf eventuell zukünftig existierende Ge-
räte, welche auf den betrachteten Interaktionsmethoden ba-
sieren. Im Szenario und bei der genaueren Betrachtung der
verschiedenen Interaktionsmethoden wird dabei der Fokus
auf den Einsatz im Alltag gelegt.
2. KRITERIEN
Die betrachteten Interaktionsmethoden sollen anhand der
hier dargelegten Kriterien bewertet werden, wobei ebenfalls
der Fokus auf eine mögliche Anwendung der Interaktions-
methoden im Alltag gerichtet wird.
Anwendungsfreundlichkeit. Es soll untersucht werden, wie
natürlich die betrachtete Interaktionsmethode für den An-
wender ist und mit wie viel Aufwand dieser jeweilige Inter-
aktionsgeräte bedienen kann.
Kognitive Belastung. Dieses Kriterium betrachtet die An-
sprüche an die mentale Belastung des Anwenders. Ist diese
Belastung hoch, so wirkt es sich zu meist ermüdend und
belastend auf den Anwender aus. Neben der normalen An-
wendung einer Interaktionsmethode ist vor allem die Phase
der Einarbeitung von Interesse.
Zuverlässigkeit. An dieser Stelle wird untersucht, mit wel-
cher Treffsicherheit und Genauigkeit die vom Nutzer erfolg-
ten Eingaben erkannt werden. Ein zuverlässiges System soll-
te vom Benutzer gewollte Eingaben richtig erkennen und in-
terpretieren.
Markttauglichkeit. Unter Zuhilfenahme der anderen Kri-
terien wird betrachtet in wieweit sich eventuelle Interakti-
onsgeräte verbreiten könnten. Dabei soll auch der Aspekt
der Kosten beachtet werden. So ist beispielsweise die Anwen-
dungsfreundlichkeit ein wichtiger Aspekt, da gebrauchsun-
taugliche und weniger intuitive Systeme auch schwerer von
den Menschen angenommen werden. Sind außerdem die An-
forderungen an die kognitive Leistungsfähigkeit einer Inter-
aktionsmethode zu hoch, so ist auch hier ein verbreiteter
Einsatz im Alltag unwahrscheinlich.
3. INTERAKTIONSMETHODEN
3.1 Brain-Computer Interface
Bei einem Brain-Computer Interface (BCI) handelt es sich
um eine Schnittstelle zwischen dem Gehirn und einer Ma-
schine bzw. einem Computer. BCI soll die Steuerung compu-
tergestützter Systeme mittels Gedankenkraft ermöglichen.
Die Hirnaktivitäten werden dazu in digitale Signale trans-
formiert sodass ein Computer in der Lage ist diese zu verste-
hen und zu verarbeiten. Bereits 1973 beschäftige sich Jac-
ques Vidal [41] mit diesem Problem. Bisher konzentrierte
sich die Forschung hauptsächlich auf den Einsatz von BCI
Systemen im medizinischen Bereich. Eines der Ziele der For-
schung auf diesem Gebiet ist es Bewegung, Kommunikati-
on und Kontrolle der Umgebung für körperlich behinderte
Menschen zu verbessern oder wiederherzustellen. So werden
unter anderem BCI gesteuerte Prothesen, für körperlich be-
hinderte Menschen, entwickelt. In den letzten Jahren begann
man damit, BCI-Systeme auch kommerziell im Heimanwen-
derbereich einzusetzen [46].
Ein BCI ist eine Kommunikationsschnittstelle, welche nicht
vom peripheren Nervensystem und der Muskulatur abhän-
gig ist. Der Einsatz von Sprache oder physischer Aktivität
zur Kommunikation ist nicht notwendig [45]. Das Ziel ist,
die elektrische Hirnaktivität präzise zu messen und zu inter-
pretieren. Brain-Computer Interfaces sind unabhängig vom
äußeren Befinden des Benutzers, so ist es beispielsweise egal
ob der Anwender Brillenträger ist oder nicht.
Alle BCI-Technologien besitzen eine identische Grundstruk-
tur (siehe Abbildung 1). Zur Erfassung der elektrischen Hirn-
aktivität bedient man sich invasiver und nicht invasiver Ver-
fahren. Bei einem invasiven Eingriff werden die Sensoren
zum Auslesen der Signale direkt am Gehirn angelegt [27]1.
Die durch invasive Verfahren gemessenen Signale sind von
sehr guter Qualität, sodass sie nur wenig nachberarbeitet
werden müssen. Nicht invasive Verfahren wie EEG2, MEG3
oder fMRT4 messen die elektrischen und magnetischen Ak-
tivitäten des Gehirns mit Hilfe von Sensoren im Kopfbe-
reich. Ein Nachteil dieser Verfahren ist, dass sich der Nutzer
gar nicht oder nur begrenzt bewegen kann. Die Nahinfra-
rotspektroskopie (NIRS) misst die Aktivität der zerebralen
Blut-Hirnströme, wobei sich der Nutzer frei bewegen kann.
Da bei nicht invasiven Verfahren im Gegensatz zu den in-
vasiven Verfahren die Signale nicht direkt von den Hirnneu-
ronen abgegriffen werden, besitzen sie eine geringere Auflö-
sung und ein Hintergrundrauschen [46]. Nach der Ermittlung
1Hochberg et al. schafften es erstmals mit lediglich einem
Hirnimplantat einen Mauszeiger zu bewegen und mit ihm
Aktionen auszuführen.
2Elektroenzephalografie
3Magnetoenzephalographie
4Funktionelle Magnetresonanztomographie
Benutzer
Signal erfassen Vorverarbeitung
Signal AnalyseEinordnung der Signale
Abbildung 1: Arbeitsweise eines Brain-Computer
Interfaces
der Hirnaktivitäten werden die Signale nachbearbeitet und
Störungen beseitigt. Anschließend werden die Eigenschaften
des elektrischen Signals nach bestimmten Mustern unter-
sucht und kategorisiert [10]. Der Anwendung wird lediglich
das Muster bzw. die Art der Hirnaktivität übergeben.
Im Folgenden werden ausschließlich nicht invasive Verfahren
betrachtet, da deren Einsatz im alltäglichen Leben wahr-
scheinlicher ist, als der Einsatz invasiver Techniken.
BCI Systeme müssen, bevor sie eingesetzt werden können,
trainiert werden. Wie von Edlinger et al. [12] beschrieben
wurde, ist es nicht notwendig, dass ein solches System auf
jeden Benutzer spezifisch kalibriert wird. In dem beschrie-
benem Versuch sollten die Probanden eine intelligente Woh-
numgebung steuern, wobei das System nur von einem Teil
dieser Probanden trainiert wurde. Das eingesetzte BCI-System
arbeitete dabei mit einer Genauigkeit von 83%-100%. In ei-
ner von Slater et al. [10] durchgeführten Studie, lösten die
Probanden verschiedene Aufgaben in einer virtuellen Umge-
bung. Das System arbeitete dabei mit einer Genauigkeit von
bis zu 96%. Interessant ist auch der Umstand, dass Proban-
den ohne definierte Aufgabenstellung wesentlich schlechter
abschnitten, als Probanden mit vorgegebener Aufgabenstel-
lung.
2008 präsentierte OCZ Technology5 den Neural Impulse Ac-
tuator (NIA). Der NIA ist ein Kopfband an dem sich drei
Sensoren befinden und kann via USB mit dem PC verbun-
den werden. Es handelt sich um ein nicht invasives Gerät,
welches die EEG Signale von Kopfmuskulatur, Hirnaktivität
und Augenbewegung für die Steuerung benutzt. NIA zielt in
erster Linie auf Spieler ab und ist bereits ab 99$ erhältlich.
Ähnliche Produkte gibt es von NeuroSky6 (MindSet), Emo-
tiv7 (EPOC) und Starlab8 (ENOBIO).
Anwendungsfreundlichkeit Das BCI ist eine anwendungs-
freundliche Interaktionsmethode. Der Benutzer ist in
der Lage sich während des Einsatzes frei zu bewegen.
Auch sind keine komplexen Denkvorgänge für die In-
teraktion erforderlich.
Kognitive Belastung Die kognitive Belastung ist bei in-
tuitiver Umsetzung, nach einer kurzen Eingewöhnungs-
5http://www.ocztechnology.com/ [Dezember 2010]
6http://www.neurosky.com/ [Dezember 2010]
7http://www.emotiv.com/ [Dezember 2010]
8http://starlab.es/ [Dezember 2010]
zeit, gering [10].
Zuverlässigkeit Abhängig vom verwendeten BCI System
und dem Einsatzgebiet werden bereits Genauigkeiten
von 65% bis 100% erreicht [12, 10].
Markttauglichkeit Wenn BCI Systeme neben dem gerin-
gen Preis auch noch modular gestaltet werden, d.h. für
mehrere Anwendungen nutzbar sind, können sie sich
gut im Markt etablieren.
3.2 Sprache
In der menschlichen Kommunikation sowie Interaktion ist
Sprache von großer Bedeutung und stellt eine sehr natürli-
che Interaktionsmethode dar. Seit dem wachsenden Interes-
se an der Erforschung multimodaler Systeme wird auch der
Sprachinteraktion erneut mehr Aufmerksamkeit gewidmet.
Die Erforschung von Spracherkennungssystemen begann be-
reits in den 1950er Jahren, wobei ab den 1970er Jahren erste
kommerzielle Systeme präsentiert wurden.
Eines der Ziele der Sprachinteraktion ist es, den Mensch-
Maschine-Dialog via Sprache zu ermöglichen. Sprachinterak-
tionssysteme ermöglichen dem Menschen die Kommunikati-
on mit einem Computer mittels Sprachbefehle. Sprachinter-
aktion wird in zwei Gebiete unterteilt [20]: Spracherkennung
(ASR9) und Sprachsynthese. Abbildung 2 verdeutlicht den
Ablauf dieses Dialoges. Weithin existieren sogenannte Dia-
logsysteme, welche eine Kombination aus Spracherkennung
und Sprachsynthese darstellen.
Spracherkennung (ASR)
Die Spracherkennung ermöglicht es dem Menschen, mit ei-
nem System via Sprache zu interagieren. Der Anwender ist
in der Lage einen Computer mit Hilfe von Sprachbefehlen
zu steuern. Spracherkennungssysteme können unter ande-
rem zum Diktieren von Texten angewendet werden.
Zu Beginn wird das akustische Eingangssignal transkribiert,
wobei die Äußerungen des Sprechers widergespiegelt wer-
den. Nach Jayant [20] und Berton et al. [3] lässt sich der
Transkriptions-Prozess in drei Schritte unterteilen: Verar-
beitung des Eingangssignals, Anpassung der Spracheigen-
schaften, Klassifizierung und Dekodieren des Signals. Dabei
werden Wörterbücher, akustische Modelle und Sprachmo-
delle verwendet [31].
Akustische Modelle stellen Low-Level Eigenschaften, wie z.B.
Phoneme10, bereit. Dabei wird zwischen sprecherabhängigen
und sprecherunabhängigen Modellen unterschieden. Erstere
werden auf einen bestimmten Sprecher kalibriert und liefern
für diesen gute Ergebnisse. Verwendet jedoch ein anderer
Nutzer das System, sinkt die Genauigkeit [31]. Sprecherun-
abhängige Systeme werden hingegen nicht auf einen Nutzer
eingerichtet und sind für den Mehrbenutzerbetrieb geeignet.
Die neben den akustischen Modellen verwendeten Sprach-
modelle beinhalten Informationen über Aussprache und Gram-
matik. Ein Sprachmodell besteht aus einem Wörterbuch,
welches Information über die Aussprache enthält und ei-
ner Grammatik, welche die Regeln für die Kombination von
Wörtern beschreibt. Eine Verbesserung der Genauigkeit und
Verringerung der Rechenzeit, kann durch Anpassung bzw.
9engl. Automatic Speech Recognition
10Ein Phonem ist die kleinste bedeutungsunterscheidende
Einheit der gesprochenen Sprache.
Reduzierung der Grammatik und des Wortschatzes erreicht
werden.
Problematisch für die Spracherkennung sind einerseits Um-
gebungsgeräusche und Echos, andererseits auch sprecherab-
hängige Faktoren wie Dialekt, unklare Artikulation, star-
ke Koartikulation und syntaktische Fehler. Nach Berton et
al. [3] ist es wichtig, dass ein Spracherkennungssystem auf
die Einsatzumgebung, den Sprecher und die zu bewältigen-
de Aufgabe angepasst wird.
Sprachsynthese
Die Sprachsynthese beschäftigt sich mit der Umwandlung
jeglichen Textes in akustische Signale mit dem Ziel, dass sich
diese nicht von der menschlichen Sprache unterscheiden. Da-
her sollte die verwendete Stimme verständlich klingen und
die Silben der einzelnen Wörter dem Kontext gemäß richtig
betont werden. Sprachsynthese wird unter anderem in Aus-
kunftssystemen wie z.B. Telefon-Hotlines oder für Auskünf-
te an Bahnhöfen verwendet. Für sprechbehinderte Menschen
kann Sprachsynthese beispielsweise für die Erzeugung einer
künstlichen Stimme genutzt werden.
Nach Macchi [32] besteht der Umwandlungsprozess von den
Rohdaten hinzu einer künstlich erzeugten Stimme aus meh-
reren Phasen (siehe Abbildung 2). Zunächst wird sicher-
gestellt, dass alle Textsymbole11 in ausgeschriebener Form
vorliegen. Anschließend wird eine phonetische Transkription
aus dem vorliegenden Text erzeugt und diese am Ende in ein
akustisches Signal konvertiert.
Sprachsynthesesysteme unterscheiden sich einerseits in der
Art wie der zugrundeliegende Text repräsentiert wird, an-
dererseits im Synthese-Prozess, d.h. bei der Umwandlung
der phonetischen Transkription in ein akustisches Signal.
Bei Text-to-Speech (TTS) Systemen wird beispielsweise ei-
ne reine textbasierte Repräsentation des Quelltextes einge-
setzt. Concept-to-Speech (CTS) Systeme stellen hingegen die
kompletten Spracheigenschaften eines Ausdrucks bereit. Bei
CTS-Systemen werden dadurch Fehler während der Sprach-
analyse vermieden, die bei TTS-Systemen aufgrund man-
gelnder Informationen auftreten können [39].
Für die Erzeugung eines akustisches Signal wurden lange
Zeit hauptsächlich konkatenative Verfahren eingesetzt [1].
Konkatenative Verfahren verketten aufgenommenen Audio-
sequenzen, bei denen es sich um ganze Phrasen, Wörter,
Silben oder einzelne Diphthonge handeln kann. Nach Ali-
as et al. [1] werden die klassischen Konkatenierungsstragien
immer mehr von akustischen Modellen abgelöst, z.B. dem
Hidden Markov Model (HMM).
Je nach Einsatzgebiet ist es möglich universell oder einge-
schränkt nutzbare Systeme einzusetzen. Erstere priorisie-
ren vielfältige Einsatzmöglichkeiten zulasten der künstlichen
Sprachqualität. Letzterer erreichen nach Black und Lenzo [5]
durch Einschränkung des Anwendungsbereiches eine höhere
Qualität der künstlich erzeugten Signale.
Dialogsysteme
Dialogsysteme ermöglichen den Dialog zwischen Mensch und
Computer mithilfe der Sprache. Dabei kann der Anwender
eine aktive Rolle einnehmen, indem er einem System direkt
Befehle erteilt oder das System bietet dem Anwender mehre-
11Bei Textsymbolen handelt es sich unter anderem um Ab-
kürzungen und Zahlen.
Benutzer System
Spracherkennung
Verarbeitung des 
Eingangssignals
Klassifizierung
Dekodierung
Sprachsynthese
Vorbearbeitung
Synthese
Natural Language 
Processing
Kommunikation
Abbildung 2: Kommunikation zwischen dem Benut-
zers und einem Sprachinteraktionssystem.
re Auswahlmöglichkeiten an, auf welche der Anwender rea-
giert. Viele Dialogsysteme starten bei nicht verstehen der
Benutzereingabe einen Teil oder den kompletten Dialog neu.
Kang et al. [22] präsentieren ein System, welches dies ver-
meidet, indem es Unterdialoge zum Sammeln zusätzlicher
Informationen benutzt. Mithilfe dieser Informationen kann
die Benutzereingabe richtig interpretiert werden kann.
Probleme. Obwohl Sprachinteraktion als sehr natürliche
Interaktionsmethode gilt hat sich in der digitalen Welt der
Text als Medium durchgesetzt [24]. Hee-Cheol Kim identifi-
zierte im Rahmen einer Studie wichtige Problempunkte [24]:
Linearität Bei reinen Sprachinteraktionssystemen greift der
Anwender in einer vorgegeben Rheinfolge auf Infor-
mationen zu. Dies reduziert das Navigationsgefühl des
Benutzers.
Lokalität Es ist schwer sich einen schnellen Überblick über
Informationen zu verschaffen, da immer nur wenige In-
formationen zu einem Zeitpunkt verfügbar sind. Ein
umfassender Überblick ermöglicht dem Benutzer die
Zusammenhänge von Informationen schneller zu ver-
stehen. Ein weiteres Problem besteht darin, dass an-
dere sich gestört fühlen könnten.
Störung der Privatsphäre Mit der fortschreitenden Ent-
wicklung der Information- und Kommunikationstech-
nologien sowie der Verbreitung ubiquitärer Systeme
wächst auch die Bedeutung der Privatsphäre. Die Er-
gebnisse einer Fallstudie von [26] zeigten, dass die Pri-
vatsphäre die Benutzung der Stimme einschließt.
Minderwertigkeitskomplex Im Rahmen einer Fallstudie
ergab sich, dass einige Menschen Minderwertigkeits-
gefühle ihrer eigenen Stimme gegenüber besitzen [26].
Hinzu kommt die Befürchtung, dass das Gesprochene
für längere Zeit gespeichert werden könnte. Dies kann
sich besonders aus asynchrone Sprachinteraktionssys-
teme negativ auswirken.
Anwendungsfreundlichkeit Wie gebrauchstauglich ein ASR
System ist, ist stark von der WER und der Einrich-
tungszeit12 abhängig [16, 33].
Kognitive Belastung Die kognitive Belastung ist von der
zu bewältigten Aufgabenstellung abhängig, fällt im All-
gemeinen aber eher gering aus [47].
Zuverlässigkeit Alotaibi et al. [2] entwickelten ein Spra-
cherkennungssystem, welches 99,5% der Eingaben rich-
tig erfasste, wenn der Sprecher bekannt ist. Jedoch ist
dieses System auf den Wortschatz der arabischen Zah-
len von 0-9 beschränkt. Die Genauigkeit eines Spra-
chinteraktionssystems ist stark von der Größe des Wort-
schatzes und von Spracheigenschaften abhängig. Wie
bei Alotaibi zu sehen arbeiten Systeme, welchen über
einen begrenzten Wortschatz verfügen, zuverlässig.
Markttauglichkeit Die Möglichkeiten für die Sprachinter-
aktion sind heutzutage bereits weit verbreitet. Es ist
beispielsweise möglich, Dokumente an einem Compu-
ter zu diktieren oder vorlesen zu lassen. Moderne Mul-
timediasysteme und Computer lassen sich auch via
Sprache steuern. So verfügt Microsoft Windows 7 bei-
spielsweise über eine integrierte Spracherkennung. Wird
an den bereits genannten Nachteilen weiterhin gearbei-
tet, so wird sich auch diese Art der Interaktion weiter
verbreiten.
3.3 Multi-Touch
Die Idee der Touch-Interaktion besteht darin, sich den mensch-
lichen Zeigeinstinkt zunutze zu machen. Der Anwender soll
das Gesehene direkt mit seinen Händen beeinflussen können.
Er ist soll in der Lage sein, die grafische Benutzeroberfläche
direkt manipulieren zu können. Mit einfachen Fingergesten
auf einer berührungsempfindlichen Oberfläche, kann so bei-
spielsweise ein Bild in der Größe verändert werden. Der tech-
nische Kernaspekt dieser Interaktionsmethode besteht in der
Bestimmung der Berührungspunkte des Anwenders mit der
Oberfläche.
Bereits 1967 beschrieb Johnson [21] eine der ersten berüh-
rungsempfindlichen Bildschirme. In den 1970er Jahren ka-
men die ersten Geldautomaten auf den Markt, die von den
Kunden direkt durch Berührung auf dem Bildschirm bedient
werden konnten. Mitte der 1980er Jahre wurden die ersten
multitouchfähigen Bildschirme entwickelt. Bis zur Präsen-
tation des iPhones der Firma Apple im Jahr 2007 wurden
mobile Geräte überwiegend mit einem Stift, auch Stylus ge-
nannt, bedient. Heute interagieren bereits viele Menschen
alltäglich mit touchfähigen Computern.
Pickering [36] beschrieb 1986 bereits einige allgemeine Ge-
staltungsgrundsätze. Bei der Gestaltung von Touch-Systemen
soll darauf geachtet werden, dass die Darstellung des Bil-
des nicht beeinträchtigt wird. Gesehenes soll auf natürliche
Art und Weise ausgewählt und manipuliert werden können.
12Die Zeit die benötigt wird um das ASR System auf einen
Benutzer anzupassen.
Nach berühren der Oberfläche sollte eine visuelle, akusti-
sche oder taktile Rückmeldung bzw. Reaktion des Systems
erfolgen. Und ein TouchSystem muss auch von unerfahrenen
Anwendern bedient werden können. Angelehnt an Pickering
und Chatterjee [7] ist eine Unterteilung in vier verschiedene
Ansätze für die Realisierung berührungsempfindlicher Ein-
gabegeräte möglich:
1. Physische Deformation (druckempfindlich)
2. Versperren von Schallwellen
3. Kapazitätsveränderung
4. Lichtreflexion
Zu Beginn der Entwicklung fanden druckempfindliche Tech-
nologien sogenannte Resistive Touchscreens weite Verbrei-
tung. Der Benutzer muss dabei mit einem Finger oder einem
Stylus das Panel an einer gewünschten Stelle berühren und
Druck ausüben. Dabei berühren sich die obere und untere
elektrisch leitenden Schichten und es entsteht ein elektri-
sches Signal, welches zur Bestimmung der Position genutzt
wird.
Kapazitive Geräte bestehen entweder aus mit Metalloxid
beschichteten Glas oder basieren auf einem Netz von leit-
fähigen Streifen [7]. Bei Berührung der Oberfläche verän-
dert sich die Spannungsverteilung, was die Sensoren entlang
der Kanten bzw. in den Ecken der Oberfläche registrieren.
Diese Spannungsveränderung wird anschließend in 2D Ko-
ordinaten umgewandelt. Die Vorteile dieser Technik liegen
in der geringen Dicke, dem geringen Gewicht und der ge-
ringen Anzahl an Komponenten, welche zu Umsetzung not-
wendig sind. Außerdem kann sie auf unebenen Oberflächen
verwendet werden. Kapazitive Panels sind jedoch empfind-
lich gegenüber Umweltfaktoren wie Temperatur und Feuch-
tigkeit. Die Bedienung ist nur mit elektrisch leitenden Ob-
jekten möglich.
Jefferson Han beschrieb 2005 [17] einen kostengünstigen auf
Frustrated Total Internal Reflection (FTIR) basierten An-
satz, welcher die Interaktion mehrerer Benutzer zum glei-
chen Zeitpunkt ermöglicht. FTIR kann für große Displays
(z.B. Interactive Walls und Tabletops) verwendet werden.
Bei dieser Technik werden die Berührungspunkte mit Hilfe
von reflektiertem Infrarotlicht ermittelt (siehe Abbildung 3).
Viele auf FTIR basierende Systeme, setzen eine Kamera zum
Einfangen des reflektierten Lichtes ein. Ein Nachteil dieses
Verfahrens besteht darin, dass die berührungsempfindliche
Oberfläche eben sein muss.
Ein Nachteil Kamera basierender Systeme besteht darin,
dass sie viel Platz benötigen. Mitarbeiter von Microsoft Re-
search Cambridge präsentierten 2007 ein Projekt Namens
ThinSight [19]. ThinSight löst das Platzproblem indem ein
Netz von retroreflektierenden optischen Sensoren hinter ei-
nem LCD Panel angebracht werden. Dies ermöglicht den
Einsatz in Flachbildschirmen. Die optischen Sensoren emit-
tieren infrarotes Licht durch das LCD Panel. Befindet sich
beispielsweise ein Finger auf dem Bildschirm, wird ein Teil
dieses Lichtes reflektiert und kann zur Bestimmung des Be-
rührungspunktes verwendet werden. ThinSight erkennt meh-
rere physische Objekte (z.B. Finger) die sich direkt auf oder
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Abbildung 3: Arbeitsweise eines auf Frustrated To-
tal Internal Reflection (FTIR) basierten Touch Dis-
plays.
in der Nähe der Bildschirmoberfläche befinden. Neben der
Touch-Interaktion sind auch andere Einsatzgebiete möglich,
z.B. Datentransfer via infrarotem Licht. Die Kosten für Thin-
Sight sind hoch, da eine große Anzahl teurer Sensoren be-
nötigt werden.
Echtler et al. beschreiben in ihrer Arbeit “An LED-based
Multitouch Sensor for LCD Screens” [11] eine Technik, wel-
che die Idee von ThinSight mit dem Phänomen verbindet,
dass eine LED nicht nur Licht emittiert sondern auch de-
tektieren kann [18]. Dies ermöglicht die Nutzung günstiger
optischer Bauteile, wodurch die Gesamtkosten niedriger ge-
genüber ThinSight ausfallen.
Optische Systeme reagieren empfindlich bei starker Lichtein-
strahlung. Außerdem kann es passieren, dass trockene oder
mit Handschuhen bekleidete Hände nicht erkannt werden,
da sie das Licht zu schwach reflektieren [17, 11].
Multi-Touch wird in vielen Bereichen bereits im Alltag ein-
gesetzt. Multi-Touch fähige MP3- & Video-Player sind be-
reits ab 50e erhältlich. Ein weiteres Gebiet, was gerade in
der Forschung auf großes Interesse trifft, sind die sogenann-
ten Tabletops. Ein Tabletop besitzt eine große berüherungs-
empfindliche Oberfläche auf der mehrere Nutzer unabhängig
von einander agieren können. Dabei werden Finger, Hände
und physische Gegenstände erkannt. Das System kann mit
einem Gegenstand auch interagieren, wenn dieser durch eine
Markierung erkennbar ist [9]. Der 2007 von Microsoft prä-
sentierte Tabletop Mircosoft Surface13 kostet 12500$. Multi-
Touch wird auch ohne direkten Kontakt zum Bildschirm ein-
gesetzt, z.B. Trackpads und Computermäuse.
Anwendungsfreundlichkeit Multi-Touch nutzt den mensch-
lichen Zeigeinstinkt und ist daher ein natürlicher und
intuitiver Weg zu interagieren. Die bestehenden Tech-
nologien ermöglichen eine einfache und intuitive Nut-
zung. Wie Gebrauchstauglich ein System bzw. Gerät
ist, ist stark von der softwareseitigen Gestaltung der
Benutzerschnittstelle abhängig.
Kognitive Belastung Dies ist ein natürlicher und gewohn-
ter Weg der Interaktion eines Menschen mit seiner Um-
welt, wodurch die kognitive Belastung gering ausfällt.
13http://www.microsoft.com/surface/ [Dezember 2010]
Aber auch hier gilt wieder, das sie stark von der Kon-
zeption des Gesamtsystems abhängig ist [25].
Zuverlässigkeit Heutzutage sind die verschiedenen Ansät-
ze ausgereift und weisen eine hohe Genauigkeit auf. Bei
allen betrachteten Verfahren wird die Berührerungspo-
sition genau ermittelt.
Markttauglichkeit Diese Form der Interaktion hat sich
bereits im Markt etabliert und wird in Zukunft noch
stärker in das alltägliche Leben integriert werden.
3.4 Tracking
Tracking ermöglicht die Kommunikation bzw. Interaktion
eines Menschen mit einem Computer, durch Erfassung und
Interpretation von Bewegungen des Menschen. Dabei ist es
möglich, nur einen Teil der Bewegungen z.B. der Augen
oder des Gesichtes zu erfassen. Anwendung finden Tracking-
Systeme z.B. in der Wissenschaft, wo sie zur Analyse und Er-
forschung menschlichen Verhaltens eingesetzt werden. Aber
auch für körperlich behinderte Menschen ist ein solches Sys-
tem von Interesse, da die Interaktion mit einem Computer
ohne Zuhilfenahme der Hände ermöglicht wird [13, 8]. Wich-
tig ist die Interpretation der erfassten Bewegungen. Anhand
der Verfolgung der Pupille ist es beispielsweise möglich, das
aktuelle Wort oder Bild beim Lesen bzw. Betrachten ei-
nes Testes zu erkennen. Biedert et al. [4] zeigen daraufhin
in Echtzeit zusätzliche Informationen zu dem betrachteten
Wort oder Bild. Mit Hilfe des Trackings können neben Men-
schen auch andere Objekte, z.B. ein Auto, analysiert werden.
Objekte bzw. Menschen und ihre Eigenschaften sollen dabei
idealerweise automatisch erkannt werden. Menschen können
z.B. auch anhand ihres Gesichtes identifiziert und ihr Ge-
mütszustand anhand des Gesichtsausdrucks erkannt werden.
Traditionelle Tracking Verfahren bzw. Systeme benutzen Hilfs-
mittel, beispielsweise mit Sensoren ausgestattete Handschu-
he oder spezielle Markierungen, welche direkt am zu er-
fassenden Objekt befestigt werden. Im Folgenden werden
hauptsächlich neuere markerlose Tracking Ansätze betrach-
tet. Diese haben den Vorteil, dass der Anwender freier, na-
türlicher und auch spontaner mit seiner Umgebung bzw.
dem System interagieren kann. Es werden die Gebiete des
Face-Trackings, Eye-Trackings und des People-Trackings nä-
her betrachtet, da diese ein hohes Potenzial für einen Einsatz
im alltäglichen Leben besitzen.
Face Tracking (FT)
FT ermöglicht die Interaktion mit dem Computer durch Er-
kennung von Gesichtsausdrücken. Dazu werden die Bewe-
gungen des Gesichtes in dem Computer verständliche Befeh-
le umgewandelt. Für FT Systeme ist das Gebiet der Compu-
tervisualistik von großer Bedeutung. In vorhandenen Bildin-
formationen muss ein Gesicht entdeckt, erkannt und der Ge-
sichtsausdruck analysiert werden [14]. Die Entdeckung des
Gesichtes ist Voraussetzung für die darauffolgenden Arbeits-
schritte. Damit ein Gesicht erkannt werden kann müssen
die einzelnen Bestandteile, beispielsweise Nase, Mund und
Augen, erkannt werden. Dazu wird beispielsweise nach frei-
liegenden Hautstellen oder den Konturen gesucht [14]. Dies
kann auch zum Erkennen anderer Körperteile, z.B. der Hän-
de, verwendet werden. Ist ein Gesicht erkennbar, so muss
dessen Position zurückgegeben werden [43]. FT ist gerade
für intelligente Umgebungen von großer Bedeutung, da mit-
hilfe der Orientierungsrichtung des Gesichtes der Interessen-
fokus erkannt werden kann [40].
Einige FT Systeme basieren darauf, dass Gesichter anhand
von Farbwerten erkannt werden. Bei diesem Ansatz kann
es jedoch vorkommen, dass aufgrund der Interpretation der
Farbwerte Gesichter erkannt werden die nicht wirklich exis-
tieren. Dies geschieht oft in Systemen, in denen keine kom-
plexen Gesichtserkennungsalgorithmen verwendet werden kön-
nen, da sie zu viel Energie und Rechenzeit benötigen [37].
Dies trifft z.B. auf digitale Kameras zu.
Saxena et al. [37] entwickelten durch vorhersagen und aus-
gleichen von Kopfbewegungen ein zuverlässiges FT System,
welches 99,4% der fälschlicherweise als richtig erkannten Si-
gnale herausfilterte. In denen von Foresti et al. [14] durch-
geführten Versuche wurden 98.9% der Gesichter erfolgreich
erkannt.
FT kann heute bereits mit einfacher Hardware realisiert wer-
den. Bulbul et al. [6] verwenden die im Handy eingebaute
Kamera für die Interaktion mit dem Anwender via FT. Sie
benötigen dafür keine zusätzliche Hardware. Auch die soft-
wareseitige Arbeit wird direkt auf dem Handy umgesetzt.
Eye Tracking (ET)
Ein Eye Tracker ist ein System zum Messen der Position
des Auges und der Augenbewegung. Dazu wird entweder der
Blickpunkt des starren Auges bestimmt oder die Bewegung
des Auges relativ zur Position des Kopfes gemessen. Diese
Art des Trackings wird in vielen Gebieten, unter anderem
in Psychologie, Marktforschung und Medizin, eingesetzt. Es
existieren drei verschiedene Ansätze, die Bewegung des Au-
ges zu verfolgen. Dabei können optische, elektrische oder
magnetische Verfahren zum Einsatz kommen. Bei Verfah-
ren, welche elektrische Signale messen, wird beispielsweise
das elektrophysiologische Signal14 des Auges genutzt, um
den genauen Blickpunkt auf dem Monitor zu bestimmen.
Optische Verfahren nutzen Videokameras, um beispielswei-
se anhand von Konturen oder Lichtreflexionspunkten, die
Position des Blickpunktes zu bestimmen.
Aus den Ergebnissen des von Estrany et al. [13] entwickelten
Prototypen lassen sich drei wichtige Aspekte für die Gestal-
tung von ET Systemen ableiten:
1. Automatisch Kalibrierung für verschiedene Anwender
2. Anpassung bestehender Computerprogramme
3. Anpassung der grafischen Benutzeroberfläche
2009 präsentierten Kuo et al. [28] ein ET System, welches bei
natürlichem Licht funktioniert und eine normale Kamera be-
nutzt. Der Anwender kann sich frei bewegen und kann auch
eine Brille tragen. Sollte das Auge nicht mehr eindeutig ge-
funden werden, so wird die Position mit Hilfe von Gesichts-
erkennung erneut gesucht. Das von Kuo et al. entwickelte
System arbeitet dabei mit einer Genauigkeit von über 94%.
Mit Hilfe der Beschreibungen von Nguyen [34] und Kuo et al.
[28], die auf der Analyse des starren Blickes beruhen, lassen
sich allgemeingültige Grundsätze für ET-Systeme ableiten:
14Das elektrophysiologische Signal ist ein elektro-chemisches
Signal, welches im Nervensystem übertragen wird.
1. Erkennen des Auges
2. Kontinuierliche Verfolgung der Augenbewegung
3. Bestimmen des Blickpunktes
People Tracking (PT)
Eine der großen Herausforderungen ubiquitärer Umgebun-
gen15 besteht darin, dem Benutzer durch Interaktion mit
der Umgebung die Nutzung verschiedener Dienste zu ermög-
lichen. Dafür ist es notwendig den Nutzer zu identifizieren,
d.h. zu wissen, welcher Benutzer gerade mit dem System
interagieren möchte. Problematisch dabei ist, dass ein Be-
nutzer nicht permanent sichtbar sein muss. Das Aufspüren
bzw. Erkennen von Menschen in einer Umgebung wird als
People-Tracking bezeichnet. Gerade auf öffentlichen Plät-
zen ist es problematisch zu erkennen, welcher Benutzer die
Interaktion ausgelöst hat. Ziel ist es, dass der Nutzer sich
nur einmalig identifizieren muss und dann automatisch vom
System erkannt wird. So kann beispielsweise ein Monitor bei
Berührung individualisierte Daten anzeigen. Dafür müssen
nach Schmitz [38] zwei Bereiche näher betrachtet werden:
Macro-Tracking Der Aufgabenbereich des Macro-Trackings
setzt sich aus dem PT und der dauerhaften Identifi-
zierung bzw. Kennzeichnung der einzelnen Benutzer
zusammen. Um dies realisieren zu können, muss das
gesamte Gebiet betrachtet werden.
Micro-Tracking Micro-Tracking umfasst die Beobachtung
einzelner Interessensbereiche. Dabei es sich bei einem
Interessensbereich um ein Tabletop sowie ein norma-
les Regal handeln. Aufgabe ist es, die Interaktion des
Benutzers mit dem Interessensbereich zu erkennen.
Ein von Luber et al. [30] entwickeltes Tracking-System arbei-
tete, bei der Verfolgung von Probanden in einem U-Bahnhof,
mit einer Genauigkeit von 91%. Bei einem Versuch auf ei-
nem Marktplatz, erkannte das System durchschnittlich 83%
der Bewegungen.
Die Verbreitung leistungsstarker Computer, die Verfügbar-
keit von kostengünstigen hochqualitativen Videokameras, die
wachsende Nachfrage bezüglich automatisierter Videoanaly-
sen und die zunehmende Genauigkeit der Systeme, sorgt für
ein großes Interesse im Bereich des PT. Anstelle von Men-
schen kann ein solches System auch Objekte erfassen und
analysieren. Neben Menschen können auch andere Objekte,
z.B. Autos [29], betrachtet werden. Dieses Gebiet wird als
Object-Tracking (OT) bezeichnet [44, 23].
Bei genauerer Betrachtung der verschiedenen Verfahren zu
Bewegungsanalyse lassen sich Gemeinsamkeiten bezüglich
der Anforderungen sowie der Arbeitsweise feststellen. So
sollte das zu analysierende Objekt auch erkannt werden,
wenn es nicht komplett sichtbar oder verdreht ist. Schlechte
Lichtverhältnisse, Bildrauschen oder komplexe Bewegungen
des Objektes stellen weitere Herausforderungen dar. Auch
sollten natürliche von interaktionsbezogenen Bewegungen
unterschieden werden. Des Weiteren muss bei jedem dieser
Verfahren zunächst die Position des Objekts bestimmt, da-
nach auf Eigenschaften untersucht, die Bewegung verfolgt
15Als ubiquitäre Umgebungen werde hier mit ubiquitären
System ausgestattete Umgebungen bezeichnet.
Positionsbestimmung
Analyse der Eigenschaften
Bewegungsverfolgung
Bestimmung des Interessenfokus
Abbildung 4: Allgemeine Arbeitsprozesse von
Trackingverfahren
und wenn notwendig der Interessenfokus bestimmt werden
(Abbildung 4).
Es existieren bereits eine Vielzahl kommerzieller Tracking
Geräte. Mit der Veröffentlichung der Videospiel-Konsole Wii
von Nintendo im Jahr 2006, verbreitete sich diese Art der
Interaktion und rückte in das Interesse der Öffentlichkeit.
Die Wii nutzt dabei in das Eingabegerät (engl. Control-
ler) eingebaute infrarot-LEDs für die Positionsbestimmung.
2009 präsentierte Microsoft mit Project Natal16 eine maker-
lose Videospiel-Konsole. Dabei werden Informationen mit
Hilfe von kamerabasiertem PT und OT gesammelt. Zusätz-
lich werden Tiefeninformationen, mit Hilfen von infrarotem
Licht, gesammelt. Das Unternehmen organic motion17 bietet
mitOpenStage18 eine markerlose Motion-Capture-Anlage an.
OpenStage nimmt die Bewegung von Personen auf, ohne
dass diese speziell vorbereitet werden müssen. Durch die
Verwendung von Hochgeschwindigkeitskameras können viele
Bewegungsinformationen sehr detailliert gesammelt werden.
Video-basierende Tracking-Verfahren können mit Hilfe von
freier Software (z.B. Opengazer19) verwendet werden.
Anwendungsfreundlichkeit Die betrachteten markerlo-
sen Verfahren beobachten die natürlichen Bewegun-
gen des Menschen und werten diese aus. Tracking-
Verfahren nutzen Kameras, um den Anwender zu be-
obachten. Anhand der zu Verfügung stehenden Bild-
informationen werden die relevanten Gebiete (z.B. die
Augen) erkannt und die Bewegungen ausgewertet. Die
äußere Beschaffenheit des Menschen ist dabei nicht von
so großer Bedeutung, so kann der Anwender z.B. auch
eine Brille tragen. Da die Systeme sich nach dem na-
türlichen Verhalten des Anwenders richten und dieser
nicht eingeschränkt wird, handelt es sich um eine an-
wendungsfreundliche Art der Interaktion.
16Project Natal wurde 2010 in Kinect umbenannt.
17http://www.organicmotion.com [Januar 2011]
18http://www.organicmotion.com/solutions/openstage [Ja-
nuar 2011]
19http://www.inference.phy.cam.ac.uk/opengazer/ [Januar
2011]
Kognitive Belastung Dadurch, dass der Benutzer sich un-
eingeschränkt bewegen kann, ist die kognitive Belas-
tung gering und stärker von der zu bewältigenden Auf-
gabenstellung als von der Interaktionsmethode abhän-
gig.
Zuverlässigkeit In den jeweiligen betrachteten Bereichen
werden bereits Genauigkeiten von mehr als 90% er-
reicht. Die Genauigkeit eines Tracking-Systems ist je-
doch vom Zustand der Umgebung abhängig. So können
bei schlechten Sichtverhältnissen diese Systeme nur be-
dingt eingesetzt werden [8].
Markttauglichkeit Tracking-Systeme können bereits mit
einfacher Hardware realisiert werden, zum Beispiel mit-
hilfe eines normalen Computers und einer Kamera. Es
existieren Systeme die eine kurze Kalibrierungszeit [35]
besitzen und auch bei sich ändernden Lichtverhältnis-
sen arbeiten. Da heutzutage bereits viele Haushalte
über Computer verfügen, könnte sich diese Technolo-
gie schnell verbreiten. Tracking ist auch für körper-
lich behinderte Menschen interessant, da diese ohne
Verwendung anderer Hilfsmittel mit einem Computer
interagieren können. Auch im Bereich der Unterhal-
tungselektronik besteht ein großer Markt für Tracking-
Technologien.
4. SZENARIO
Im Folgenden soll ein Ausblick auf die Entwicklung der bis-
her betrachteten Interaktionsmethoden gegeben werden. Im
Fokus steht dabei die Frage, wie sich das private Leben ver-
ändern könnte. Es wird darauf geachtet, dass der Benut-
zer ohne Hilfsmittel mit seiner Umgebung interagieren kann.
Auch sollen die vorgestellten Beispiele in privaten Haushal-
ten anwendbar und in der näheren Zukunft realisierbar sein.
In einem Raum bzw. einer Wohnung integrierte Projektoren
erlauben es, Informationen an vielen Stellen zu visualisieren.
Mit Hilfe von Touch, Spracherkennung und verschiedener
Tracking Verfahren ist es möglich, mit diesen Informationen
direkt zu interagieren. Betritt beispielsweise ein Benutzer
das Badezimmer, so wird er vom System identifiziert und
auf ihn angepasste Daten auf den Spiegel projiziert. So wird
morgens der aktuelle Tagesplan, das Wetter sowie persönli-
che Nachrichten angezeigt. Wohingegen am Abend das TV-,
Kino- oder Kulturprogramm dargestellt wird. Der Benutzer
kann sich Informationen vorlesen lassen und somit anderen
Tätigkeiten nachgehen, z.B. duschen. Dabei kann er auch
Antworten auf persönliche Nachrichten direkt diktieren und
versenden. Betritt der Benutzer die Küche, werden ihm der
Uhrzeit und seinen Vorlieben angepasste Rezepte direkt auf
die Arbeitsfläche oder eine Wand projiziert. Auf Wunsch
können Details zu einem Rezept eingeblendet und mit an-
deren Rezepten verglichen werden.
Die Nutzung neuer Interaktionsmethoden ist jedoch nicht
komplett intelligenten Umgebungen vorbehalten. Die ver-
schiedenen Technologien kommen auch in einzelnen Produk-
ten zum Einsatz. So sind beispielsweise Geräte, welche den
Nutzer an der Stimme erkennen, denkbar. Ein solches Gerät
wäre z.B. eine Kaffeemaschine, die den Benutzer erkennt
und den Kaffee entsprechend zubereitet. Für musikalische
Menschen gibt es ein auf BCI basierendes Musikinstrument,
welches je nach Stimulation bestimmte Töne erzeugt. Ein
BCI gesteuertes Schließsystem ermöglicht körperlich behin-
derten Menschen das Öffnen und Schließen von Türen.
Ein weiteres Gerät wäre ein mit Multitouch, Eye und Face
Tracker, sowie Sprachunterstützung ausgestattetes ePaper.
Es wäre transportabel und würde neue Wege der Interak-
tion mit Video, Bild und Text ermöglichen. Beim Lesen ei-
nes Textes könnten Informationen oder Werbung zu dem
gerade betrachteten Abschnitt eingeblendet werden. Wird
beispielsweise ein Video fokussiert, so wird es automatisch
abgespielt. Eingeblendete Informationen werden dem, durch
Face Tracking erkannten, Gemütszustand angepasst.
5. FAZIT
Die Forschung auf den Gebieten der verschiedenen Interakti-
onsmethoden, mit dem Ziel den Mensch-Maschine-Dialog zu
verbessern, ist weit vorangeschritten. In allen Bereichen exis-
tieren Systeme bzw. Verfahren, welche anwendungsfreund-
lich gestaltet sind, zuverlässig arbeiten und bei denen die
Kosten gering ausfallen. Damit sich neue Interaktionsgeräte
erfolgreicher auf dem Markt etablieren können, muss an ei-
nige aufgezeigten Problempunkten weiter geforscht werden.
Die von Hee-Cheol Kim identifizierte Problempunkte [24]
(siehe Kapitel 3.2) sind nicht zu unterschätzende Faktoren
und lassen sich auch auf die anderen Interaktionsmethoden
übertragen.
Die anfangs betrachteten für den Menschen natürlichen In-
teraktionsmethoden Gestik, Mimik und Sprache werden in
Zukunft auch für die Mensch-Computer Interaktion verfüg-
bar sein. Wie Waibel et al. [42] bereits erwähnen, sollte der
Computer an den Alltag bzw. die Arbeitsweise der Menschen
angepasst werden. Daher wird den Methoden Tracking und
Sprache große Bedeutung für den Einsatz neuer Interakti-
onsgeräte im Alltag zukommen. Diese ermöglichen es dem
Benutzer ohne Einsatz von Hilfsmitteln frei mit seiner Um-
welt zu interagieren. Es existieren zwar hilfsmittelfreie BCI-
Systeme, jedoch sind diese mit hohen Kosten verbunden.
Der Großteil der bereits erhältlichen BCI-Systeme basieren
auf EEG und benötigen dafür Sensoren am Kopf. BCI wird
vor allem im medizinischen Bereich zur Anwendung kom-
men, unter anderem für die Steuerung von Prothesen. Touch
wird für die direkte Interaktion mit einem Computer an Be-
deutung gewinnen.
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ABSTRACT
Augmented Reality Anwendungen etablieren sich zunehmend
in unserer Gesellschaft, vor allem in Smart Spaces, d.h. Um-
gebungen die eng mit Sensoren und Aktoren vernetzt sind.
Zwei Hauptbestandteile solcher Anwendungen, Benutzungs-
oberflächen und Anzeigetechnologien, bilden das Kernthema
der vorliegenden Arbeit. Es werden diesbezüglich verschie-
dene Techniken im Bereich der Augmented Reality (AR)
analysiert und diskutiert, um einen Überblick über das The-
ma zu geben. Nach einer Einführung in der eine Definition
von Augmented Reality enthalten ist und erläutert wird,
folgt eine Analyse und Klassifizierung der Kernfunktionen
von Augmented Reality Umgebungen. Unterschieden wird
hier wie eingangs genannt zwischen Interaktion und Präsen-
tation. Verschiedene User Interfaces werden klassifiziert und
Beispielanwendungen diskutiert. Die drei bekannten Tech-
niken Blicksteuerung, Tangible User Interfaces und die Ges-
tensteuerung sowie die Zukunftstechnologie Brain Computer
Interfaces werden beispielhaft behandelt. Bei den Präsenta-
tionstechniken werden ebenfalls nach einer Klassifizierung
verschiedene Technologien erläutert und kritisch diskutiert.
Head Mounted Displays, Spatial Augmented Reality und
Handheld Displays bilden den Untersuchungsgegenstand.
Categories and Subject Descriptors
A.1 [Introductory and Survey]: Miscellaneous; H.5.1 [In-
formation Interfaces and Presentation]: Multimedia
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1. EINFÜHRUNG
Die Digitalisierung und Vernetzung der Welt ist allgegen-
wärtig. Mehr und mehr Informationen strömen in immer
kürzerer Zeit auf uns ein. Neuartige Technologien - sowohl
Interaktions- als Präsentationstechniken - sind notwendig
um einen möglichst effizienten, einfachen und intuitiven Um-
gang mit diesen Informationen zu ermöglichen. Das Kon-
zept der Augmented Reality (AR) versucht Informationen
auf neuartige Weise einzuordnen und adäquat zugänglich zu
machen. Der Grundgedanke ist, digital hinterlegte Informa-
tionen wie textuelle Informationen oder Bilder in die reale
Welt einzubinden. Mit eigens entwickelter Hard- und Soft-
ware werden diese Informationen zugänglich gemacht. Hier
ist zu beachten, dass im Gegensatz zu den etablierten Tech-
nologien die Nutzung der Informationen in die reale Welt
eingebettet ist. Es existieren Augmented Reality Anwen-
dungen in Produktions- und Forschungsumgebungen (Smart
Factory), Wohnhäusern (Smart Home), speziell für ältere be-
ziehungsweise hilfsbedürftige Menschen (Ambient Assistant
Living) aber auch Lernumgebungen für Schüler und Studen-
ten. In allen genannten Domänen werden Informationen -
Produktionskennzahlen, die nächsten Termine oder Erinne-
rungen für Arztbesuche - nahtlos zugänglich gemacht. Pro-
minenter Vertreter einer AR-Anwendung ist die von Google
entwickelte Datenbrille Google Glass1 die eben solche In-
formationen nicht aufdringlich ins Blickfeld einbindet und
die reale Welt mit digitalen Informationen anreichert. Die
Nutzung der Augmented Reality beziehungsweise von AR-
Anwendungen kann räumlich begrenzt oder aber ubiquitär
möglich sein. Die genutzten Informationen sind per Defini-
tion computergenerierte Daten die mittels verschiedenster
Präsentationstechniken dargestellt werden.
1.1 Definition
Nach dieser kurzen Einführung, die einen Überblick über
die Augmented Reality gibt, wird im folgenden eine genaue-
re und etablierte Definition nach nach Milgram et al. [16]
erläutert. Wie Abbildung 1 zeigt, wird die Augmented Rea-
Abbildung 1: Einordnung der AR[16]
lity näher an der realen Umwelt als an der komplett virtuel-
len Umgebung eingeordnet. Diese etablierte Klassifizierung
1http://www.google.de/glass/start/
ist insofern nachvollziehbar, als dass AR-Anwendungen die
Realität nur anreichern. Es werden bestehende reale Objek-
te genutzt und in ihrem Informationsgehalt erweitert. Zum
Beispiel werden bei einem Blick auf ein Objekt nützliche Zu-
satzinformationen auf dem Display einer Datenbrille ange-
zeigt. Diese Definition deckt sich mit der von Furht[8] welche
aussagt, dass Augmented Reality der direkte oder indirekte
Blick auf die reale physikalische Umwelt ist, bei dem vir-
tuelle computergenerierte Informationen hinzugefügt wur-
den. Nicht zu verwechseln ist die Augmented Reality mit
der Augmented Virtuality (AV). Bei Letzterem werden rea-
le Objekte in virtuelle Szenen eingearbeitet. Als einfaches
Beispiel ist hier die Anwendung
”
Windows on the World“ zu
nennen [23]. Hier wird eine Büroumgebung virtuell gestaltet
und Texturen von zum Beispiel real existierenden White-
boards in die virtuelle Szene eingearbeitet. Sowohl Augmen-
ted Reality als auch Augmented Virtuality liegen im Bereich
der Mixed Reality. Die Grenzen beziehungsweise Übergänge
in Milgrams Kontinuum sind fließend.
1.2 Ziele
Das Ziel von AR Anwendungen ist es, dem Nutzer Informa-
tionen in einer Art zu präsentieren, die es ihm ermöglicht,
sie intuitiv, effektiv und effizient zu nutzen sowie mit ihnen
zu interagieren. Die Informationen sollen an den Kontext
angepasst und zielgerichtet dargestellt werden. Der Kontext
kann aus verschiedenen Sensordaten und aus Daten von ver-
schiedensten Eingabegeräten generiert werden. Als einfache
Kontextinformation kann hier beispielhaft die aktuelle Nut-
zerposition genannt werden. Die Präsentation der Daten soll
an Positionen bzw. Orten geschehen, die eben diesen Kon-
text berücksichtigen und z.B. das Blickfeld nur angemes-
sen beeinflussen. Denkbare Beispielszenarien, die diese Be-
dingungen erfüllen, wäre ein intelligentes Displaysystem in
einer Wohnung. Der Benutzer bekommt nach dem Aufste-
hen in Spiegeln oder Fenstern notwendige Informationen wie
den Wetterbericht, News, eMails oder die Verkehrslage ange-
zeigt. Am Wochenende werden keine Geschäftstermine ange-
zeigt. Die Information wird also an mit dem Kontextmerk-
mal
”
Zeit“ angepasst. Weiterhin ändern die Informationen
ihre Position vom Schlafzimmerfenster hin zum Badezim-
merspiegel, wenn sich der Nutzer dorthin bewegt. Die Infor-
mation wird also an mit dem Kontextmerkmal
”
Ort“ ange-
passt. Während der Präsentation wird darauf geachtet, dass
die Informationen nur in den Ecken oder halb-transparent
im Blickfeld präsentiert werden, um die Nutzung von Spie-
geln und Fenster weiterhin möglich zu machen.
1.3 Klassifikation
Die im Bereich Augmented Reality genutzten Geräte können
nach ihrer Aufgabe in die folgenden Klassen eingeteilt:
• Eingabegeräte
• Präsentationsgeräte
• Trackinggeräte
• Zentrale Verarbeitungsgeräte
Im Folgenden werden vor allem die Eingabegeräte und Prä-
sentationsgeräte behandelt. Verschiedene Technologien, die
das Tracking eines Nutzers ermöglichen, werden kurz erläu-
tert. Da die zentralen Verarbeitungsgeräte meist handelsüb-
liche Computer oder Smartphones mit entsprechender Soft-
ware sind, wird hier nicht weiter auf diesen Bereich einge-
gangen.
1.3.1 Interaktion
Die Interaktion mit den Informationen, die von den AR An-
wendungen verarbeitet und zur Verfügung gestellt werden,
geschieht durch unterschiedlichste Technologien. Eine Klas-
sifizierung der verschiedenen Möglichkeiten wird von Car-
mingniani et al. [6] übernommen und erweitert. Der Punkt
”
Implizit“ wurde hinzugefügt.
• Multimodal
• Hybrid
• Kollaborativ
• Tangible
• Implizit
Die multimodalen User Interfaces vereinen verschiedene Ein-
gabe- beziehungsweise Steuerungsmöglichkeiten. Sie kombi-
nieren die Eingabe durch reale Objekte mit natürlich vor-
kommenden Formen der Interaktion wie Sprache, Gesten
oder Blicken [8]. Das Feld der multimodalen Techniken ist
breit gefächert und verwandt mit den Hybriden Interfaces.
Bei diesen wird eine flexible Plattform angeboten bei der ver-
schiedene Möglichkeiten der Interaktion angeboten werden
und gleichzeitig genutzt werden können. Der Mehrbenutzer-
betrieb ist ein guter Einsatzbereich für Hybride Interfaces da
hier jeder Nutzer seine präferierte Technologie nutzen kann.
Die kollaborativen Interfaces legen besonderen Wert auf ge-
meinsame Interaktion. Hierunter fallen beispielsweise Teilen
von Inhalten und das gemeinsame und gleichzeitige Bearbei-
ten. Die Tangible User Interfaces (TUIs) sind eng verwandt
mit den multimodalen Interfaces. Hier wird ein reales Ob-
jekt in seinen räumlichen Eigenschaften manipuliert. Diese
Veränderungen werden mittels Trackingtechnologien erfasst
und in Befehle umgesetzt.
In den oben genannten Klassen der Interaktion werden wird
die Interaktion explizit durch Manipulation von Objekten,
durch Gesten oder durch Befehle repräsentiert. Eine wei-
tere Unterscheidung kann insoweit getroffen werden, dass
die Interaktion implizit durch automatisch erfasste Sensor-
daten realisiert wird. Hierzu gehören Sensoren die Tempe-
raturen, Positionen, Richtungen oder Biosignale abgreifen.
Diese Form der Interaktion ist beispielsweise im Bereich Am-
bient Assistent Living interessant, da z.B. Signale wie EKG
oder Temperatur dazu genutzt werden können, gesundheits-
spezifische Informationen an Displays anzuzeigen oder Maß-
nahmen einzuleiten.
Die beschriebenen Techniken werden genutzt, um die AR
Anwendung explizit zu steuern aber auch implizit von der
Software beziehungsweise dem Service um Daten zu sam-
meln und möglichst nützliche und angepasste Informationen
bereitzustellen. Mehr Details zu den verschiedenen Techni-
ken werden im Abschnitt 2 erläutert.
1.3.2 Präsentation
Die Darstellung der Informationen kann durch unterschied-
lichste Techniken geschehen. Im Allgemeinen werden visuelle
Medien zur Präsentation genutzt. Nichtsdestotrotz gibt es,
wie auch bei den Interaktionsmöglichkeiten, weitere Arten
wie die Daten dem Nutzer zur Verfügung gestellt werden
können. Denkbar wären Oberflächen, die eine taktile Ex-
ploration anbieten und somit Menschen mit eingeschränkter
Sehfähigkeit die Nutzung dieser ermöglichen würden. Eben-
so ist eine Audioausgabe umsetzbar. Neben diesen sind, wie
eingangs genannt, speziell die visuellen Technologien weit
verbreitet. Aufgrund der weiten Verbreitung wird im Fol-
genden auf die visuellen Techniken eingegangen. Die hier
vorgenommene Klassifikation lautet wie folgt:
• Head Mounted Displays (HMDs)
• Handheld Displays
• Spatial Augmented Reality (SAR)
Bei Head Mounted Displays werden die Bildschirme mit ver-
schiedensten Techniken am Kopf angebracht. Beispielreali-
sierungen sind die Videobrille oder ein Helm mit integrier-
tem Display. Diese Kategorie lässt sich in zwei weitere Un-
terkategorien unterteilen. Video see-through und optical see-
through. Beide Techniken reichern die Realität mit zusätzli-
chen visuellen Attributen an. Die erste fügt die Daten, mit
denen die Realität angereichert werden soll, einem Echtzeit-
video hinzu. Die zweite überlagert die reale Welt mit auf
einem Display dargestellten Daten. Hierbei ist zu beachten,
dass auf dem Display nur die zusätzlichen Daten dargestellt
werden. Die Wirklichkeit wird durch das Display betrachtet.
Unter die Kategorie Handheld Displays fallen Smartphones,
Tablets und die älteren PDAs. Hier liegt großes Potential da
die beiden erstgenannten weite Verbreitung finden und auch
entsprechende Kamera-, Display- und Sensortechnik besit-
zen. Spatial Augmented Reality setzt auf ein anderes Dar-
stellungskonzept. Hier werden Videoprojektoren und Holo-
gramme zur Darstellung sowie Radio Frequency Tags und
andere Tracking Technologien verwendet um graphische In-
formationen direkt auf physikalischen Objekten anzuzeigen
ohne dafür ein herkömmliches Display zu benutzen [8]. Wei-
tere Informationen zu den Präsentationstechnologien sind
unter Kapitel 3 zu finden.
Der nächste Abschnitt widmet sich den verschiedenen Inter-
aktionsmöglichkeiten. Die Techniken werden detailliert be-
schrieben und evaluiert. Kapitel 3 beschreibt verschiedene
Präsentationsformen mit ihren Vor- und Nachteilen. Zu al-
len Themen wird der aktuelle Forschungsstand aufgezeigt
und Perspektiven erläutert. Abschnitt 4 nennt verwandte
Arbeiten. In Kapitel 5 werden die Ergebnisse der Arbeit zu-
sammengefasst.
2. INTERAKTION
Die Interaktion in der Augmented Reality aber auch mit
anderen Nutzern ist ein wichtiger Aspekt von AR Anwen-
dungen. Im Folgenden werden von den in 1.3.1 genannten
Klassen exemplarisch mulitmodale und Tangible User Inter-
faces beschrieben. Hybride und kollaborative UIs sind Ab-
änderungen dieser beiden beziehungsweise verfeinern sie in
einer Weise so dass ein Mehrbenutzerbetrieb möglich oder
der nahtlose Wechsel zwischen den Interaktionsarten mög-
lich ist. Sie setzen sich meist aus Repräsentationen der multi-
modalen User Interfaces zusammen. Der Fokus liegt deshalb
im Folgenden auf den eingangs genannten Klassen. Nach ei-
ner Beschreibung der jeweiligen Technik werden sie hinsicht-
lich des aktuellen Entwicklungsstand, der Genauigkeit der
Interaktion sowie notwendigen Verbesserungen evaluiert.
2.1 Mulitmodale Interfaces
Unimodale Benutzerschnittstellen bieten dem Nutzer nur
eine Eingabemöglichkeit. Klassische Beispiele hierfür sind
Touch-Screens, Tastatur, Maus oder Stifteingabe. Multimo-
dale User Interfaces hingegen vereinen verschiedene Tech-
niken der Interaktion in einer Anwendung und ermöglichen
dem Nutzer eine natürlichere, weniger anstrengendere, ge-
nauere und weniger fehlerhafte Interaktion dadurch, dass
mehrere Eingabekanäle gleichzeitig aber koordiniert inter-
pretiert werden [7]. Diese Interpretation beziehungsweise Ver-
arbeitung kann umgebungsabhängig sein (z.b. ist Sprach-
steuerung aufgrund den geringeren Umgebungsgeräuschen
besser für Anwendungen in Gebäuden geeignet) aber auch
von anderen Faktoren des Kontexts abhängen. Die multi-
modalen Ansätze - vorallem Kombinationen mit Blick- und
Sprachsteuerung sowie Brain Computer Interfaces - bieten
dem Nutzer ebenfalls die Möglichkeit, eine Freihandnavi-
gation zu vollziehen, was in manchen Domänen notwendig
sein kann. Als Beispiel kann hier eine Produktpräsentati-
on genannt werden, die einerseits per Sprachsteuerung aber
auch per Fernbedienung moderiert werden kann. Der genutz-
te Modus kann davon abhängen, ob der Präsentierende das
Produkt in den Händen hält und beschreibt (Sprachsteue-
rung) oder aber auf die Leinwand verweist (Fernbedienung).
Ein Problem das mit den oben genannten Techniken auftritt,
sind ungewollt ausgelöste Interaktionen. Dieser Effekt wird
”
Midas Touch“ genannt und stellt ein generelles Problem bei
natürlichen Interaktionsformen dar. Billinghurst et al. [2]
lösen dieses Problem für Blicksteuerung mit einem zusätzli-
chen Gerät. In ihrer Lösung wird ein Paddel über ein Objekt
bewegt mit dem interagiert werden kann. Die Sprachsteue-
rung ist dann für dieses Objekt aktiviert. Der Einsatz eines
weiteren Gerätes ist in abgegrenzten Domänen praktikabel
(wie z.B. Präsentation im Smart Office). Wenn der Smart
Space jedoch Freihändigkeit erfordert, kann diese Lösung
mit einem zusätzlichen Gerät nicht eingesetzt werden. Ein
anderer Ansatz mit dem versucht wird den“Midas Touch“ zu
unterbinden, wurde von Lee et al. [14] vorgestellt. Hier wird
ein halber Augenschlag (
”
half-blink“) genutzt, um eine Ak-
tion einzuleiten beziehungsweise zu bestätigen. Diese Unter-
scheidung zwischen gewollten Interaktionen und Alltagsbe-
wegungen wird zukünftig noch Forschungsgegenstand sein.
Heutige Lösungen setzten auf das in den beiden Beispielen
genannten Prinzipien, dass die Aktion gestartet wird, wenn
entweder eine vorhergehende Aktion mit einem externen Ge-
rät vollzogen wurde oder aber eine unnatürliche Geste wie
z.B. der
”
half-blink“ vorausgegangen ist. Im Folgenden wer-
den exemplarisch die Blicksteuerung, die Gestensteuerung
und Brain-Computer-Interfaces näher beleuchtet mit denen
ein multimodales User Interfaces gestaltet werden kann.
2.1.1 Blicksteuerung
Die Interaktion in Smart Spaces mittels Blicksteuerung ist
eine Möglichkeit, freihändig mit Objekten zu interagieren
und gleichzeitig schnell und intuitiv zu handeln. Durch ver-
schiedene Trackingmethoden wird die Bewegung des Auges
oder des Kopfes aufgezeichnet und in entsprechende Aktio-
nen umgewandelt. Ein bewährter Ansatz ist es, das Blickfeld
in Bereiche zu unterteilen und die Reihenfolge der tangierten
Sektoren als Gesten zu interpretieren. Diese Folgen werden
dann als Befehl interpretiert. Alternativ dazu kann durch ex-
plizite Fixation mit der Umgebung interagiert werden. Pro-
blematisch ist hier der bereits genannte
”
Midas-Touch“. Mit
zusätzlichen Interaktionstechniken (vgl. [2]) oder dem
”
half-
blink“ kann dieses Problem aufgelöst werden. Da die bewuss-
te Augenmobilität in Fixation und Sakkaden von Mensch
zu Mensch unterschiedlich ist, muss das Tracking der Bewe-
gungen so präzise sein, um diesen Effekt zu erkennen und
zu behandeln. Die Auswahl passender Kamera- und Erken-
nungstechnik sowie Algorithmen ist essentiell. Die verschie-
denen Trackingtechnologien, die bei der Blicksteuerung ein-
gesetzt werden, lassen sich in mobile und externe Systeme
einteilen. Bei den mobilen Systemen wird auf Head-Mounted
Eye Tracker gesetzt, die ein anwenderzentriertes Auswerten
der Blickbewegungen mittels einer Kamera ermöglichen. Die
Hardware die hierfür eingesetzt wird, ist bestenfals klein,
leicht und beinträchtigt das Blickfeld des Benutzers nicht.
Eine weitere Art des mobilen Eye-trackings ist die Elek-
trookulografie (EOG). Das Abgreifen der Augenbewegung
kommt hier ohne Kamera aus. Das Blickfeld des Nutzers
wird also nicht durch eine Kamera eingeschränkt. Hier wer-
den die durch den Augenmuskel erzeugten Spannungen mit
Elektroden abgegriffen und in die entsprechende Bewegung
übersetzt. Hier liegt der Vorteil in dem Wegfall einer Kame-
ra die die Pupillen- beziehungsweise Augbewegungen erfasst
und somit ein eingeschränktes Blickfeld kein Problem ist.
Ebenso ist in dunklen Umgebungen eine Erfassung ohne Pro-
bleme möglich [5]. Externe Systeme nutzen eine Augenkame-
ra. Diese ist je nach Bauart entweder mechanisch beweglich
(Pan-Tilt-System) oder fest montiert (Tilting-Mirror). Bei
Letzterem werden die Kopf- und Augenbewegungen durch
bewegliche Spiegel erfasst und auf die Kamera geleitet. Ein
weiterer Vertreter der externen Systeme sind Fixed-Camera-
Geräte. Hier wird der Kopf fixiert und die Kamera auf diesen
ausgerichtet.
Bei allen Systemen die Augenbewegungen mit Kameras er-
fassen, muss darauf geachtet werden, dass ein Abgreifen bei
schlechten Lichtverhältnissen notwendig sein kann. Hier muss
entsprechende Kameratechnologie eingesetzt werden. Zusätz-
lich zu Kameras zur Erfassung der Augenbewegung wird oft
eine Blickfeldkamera eingesetzt, deren Bild genutzt wird, um
Objekte zu erfassen, die einerseits vom User genutzt werden
und auf die sich andererseits die Informationen beziehen,
mit denen die Realität angereichert wurde.
In Smart Spaces hat die Blicksteuerung erhebliches Potenti-
al um AR Anwendungen zu steuern. Augenbewegungen sind
in nahezu jedem Kontext abgreifbar und sind im öffentlichen
Leben ohne Störungen der Mitmenschen einsetzbar. Proble-
matisch ist der Midas-Touch der einerseits durch zusätzliche
Geräte gelöst werden kann, andererseits auch durch Techni-
ken wie den
”
half-blink“. Bei letzterem besteht aber immer
noch die Gefahr, dass eine Aktion ungewollt ausgelöst wird.
Besonders für Menschen mit eingeschränkter Beweglichkeit
kann diese Technik einen erhebliche Verbesserung der Le-
bensqualität bieten. Neben dem
”
Midas-Touch“ ist auch die
immer noch ungenaue und gleichzeitig einfache und nicht-
störende Erfassung der Pupillenbewegungen Forschungsge-
genstand [12].
2.1.2 Gestenerkennung
Gesten sind seit je her eine Möglichkeit mit seiner Umwelt
zu kommunizieren. Auch im Bereich der Augmented Reality
und damit in Smart Spaces wird versucht Gestenerkennungs-
systeme zu nutzen um mit realen Objekten zu interagieren.
Hierzu werden die Bewegungen von verschiedenen Körper-
teilen erfasst und ausgewertet.
Die technische Umsetzung der Bewegungserfassung kann mit-
tels verschiedener Trackingtechnologien realisiert werden. Spe-
ziell die optischen Verfahren sind aufgrund der niedrigen
Kosten von Videokameras und Speichermedien weit verbrei-
tet [19]. Hier wird zwischen
”
inside-out“ und
”
outside-in“ An-
sätzen unterschieden. Erstere haben die Kamera am Nutzer
installiert und analysieren die Bewegungen. Bei
”
outside-
in“ Systemen sind die Kameras nicht am Nutzer montiert
und erfassen von außerhalb dessen Gesten. Elektromecha-
nische oder magnetische Sensoren (z.B. in Controllern oder
Daten-Handschuhen) werden ebenfalls zur Gestenerkennung
genutzt.
Im Allgemeinen basiert die Auswertung auf zwei Kernkon-
zepten: Positionen und Bewegungsmustern. Bei ersterem wird
die Stellung der Hand (oder der Finger) ausgewertet, bei
letzterem die Bewegungsmuster die zu einer bestimmten Po-
sition führten. Auch beim Bewegungstracking muss die An-
wendung unterscheiden können ob tatsächlich eine Aktion
mittels Geste gestartet werden kann, oder aber ob die Be-
wegung aus einem natürlichen Zweck entstanden ist.
Bei markerbasierten Systemen achtet die Kamera nicht di-
rekt auf die Bewegungen des Körpers sondern verfolgt die
Muster von sogenannten Marken. Ein Marker kann zum Bei-
spiel eine Farbmarkierung sein, auf die die Kamera achtet.
Im Gegensatz zu den Datenhandschuhen ist diese Technik
weniger störend, kommt aber dennoch nicht ohne zusätz-
lich Geräte aus. Die Kameras können einerseits extern an-
gebracht sein (vgl. Kinect oder Wii) aber auch als mobiles
Gerät funktionieren (vgl. Abb. 2).
Der Vorgang der Erkennung wird von Rautaray et. al [21]
in drei Kernbereiche unterteilt:
1. Detektion
2. Tracking
3. Interpretation
Der erste Schritt besteht darin, dass das System das zu ver-
folgende Objekt erkennt und registriert. Im zweiten Teil wird
das Objekt verfolgt. Der letzte und nicht weniger wichtige
Schritt ist die richtige Interpretation der Daten die durch
das Tracking zur Verfügung gestellt wurden [21]. Für jeden
Teilbereich existieren verschiedene Ausprägungen die ent-
sprechende Vor- und Nachteile in Genauigkeit, Performance
und Komplexität beziehungsweise Funktionsumfang besit-
zen. Ein Gestenerkennungssystem, das eine intuitive Inter-
Abbildung 2: Mobiles Gestenerkennungssystem von
Microsoft Research3
aktion in der Augmented Reality ermöglicht, kann einerseits
mehrere Gesten im Allgemeinen und diese im Speziellen bei
allen in der Domäne vorkommenden Verhältnissen erkennen.
Hierunter fallen wechselnde Lichtverhältnisse aber auch Ver-
deckung. Bei mobilen Geräten, die Kameras nutzen, wird
dieser Aspekt weitaus wichtiger als bei Systeme die in defi-
nierten Umgebungen wie Smart Factorys oder Smart Homes
arbeiten. Hier können die Verhältnisse mehr oder weniger
als konstant beziehungsweise erwartbar angenommen wer-
den. Weiterhin muss auf die Performance der Erkennung ge-
achtetet werden. Eine Echtzeitverarbeitung und -erkennung
ist in vielen Fällen wünschenswert da der Nutzer sofortiges
Feedback erwartet. Wenn die Daten leicht verzögert ankom-
men ist eine angenehme und vor allem intuitive Nutzung
nicht gegeben.
Zusammenfassend ist die richtige Auswahl der Technik und
Algorithmen ist enorm wichtig. Ein weiterer Punkt der zu
beachten ist, ist der Fakt dass Gestenerkennung Bewegungen
wie zum Beispiel der Hand voraussetzt. In der Öffentlichkeit
könnte dies von Gesellschaft als störend empfunden werden
und den Einsatz behindern.
2.1.3 Brain Computer Interfaces
Die Umgebung per Gedanken steuern - was jetzt noch in den
Bereich Science-Fiction fällt, könnte im Bereich der Aug-
mented Reality Anwendungen bald Realität sein. Wie von
[13] vorschlagen, können Brain Computer Interfaces (BCIs)
nützliche Geräte im Bereich Mensch-Computer-Interaktion
und damit auch im Bereich AR werden. Speziell für Men-
schen mit Behinderungen, zum Beispiel an Locked-In-Syndrom
leidende Personen, profitieren von der Entwicklung solcher
Interfaces da sie ihnen zusätzliche Interaktionsmöglichkeiten
bieten (vgl. [26]). Goldberg et. al verweisen in [10] auf einen
Anwendungsfall im Militär bei dem die Sicht eines Armee-
mitglieds je nach Wunsch angereichert wird. In [22] wurde
ein System entwickelt, mit dem die Authentifizierung an ei-
nem Computer ermöglicht wurde. Diese und weitere Anwen-
dungsfälle sowie Designentwürfe zeigen, das sich BCIs von
Science-Fiction hin zu einem sich langsam etablierende User
Interface wandeln. Wenn entsprechende Hard- und Softwa-
re zur Verfügung steht, könnte umgebungsunabhängig mit
3http://research.microsoft.com/en-
us/news/features/uist2012-100812.aspx
Objekten interagiert werden, die mittels AR mit Informa-
tionen angereichert sind. Falsch interpretierte Interaktionen
wie der Midas-Touch wären bei einem perfekt funktionieren-
dem und gut trainiertem System ebenfalls ausgeschlossen.
Folgende vier wichtige Punkte werden hier kurz erläutert:
• Training
• Erfassung/Hardware
• Mustererkennung
• Interpretation
Da die Hirnaktivität eines jeden Menschen verschieden ist
müssen viele Brain Computer Interfaces trainiert werden.
Das heißt, richtige und falsche Befehlsmuster müssen im
System hinterlegt werden. Mit diesen Daten wird eine spä-
tere Interpretation von Daten möglich. Das Training kann
zum Beispiel mit einem Trainingsdatensatz oder einem Ka-
librationsprogramm geschehen. Zur Erfassung sind Elektro-
den notwendig, die die Potentialänderungen abgreifen. Die-
se müssen genau, sicher positioniert und günstig sein. Wie
eingangs genannt, sind die Signale von Nutzer zu Nutzer un-
terschiedlich. Zudem besteht ein Signal nie direkt aus dem
”
gedachten“ Befehl sondern ist von anderen Signalen überla-
gert. Das BCI muss in der Lage sein, entsprechende Muster
zu erkennen und dabei Artefakte, das heißt ungewünschte
Signalanteile, zu ignorieren. Diese fertig vor-verarbeiteten
Signale müssen dann interpretiert werden und lösen die ent-
sprechende Aktion aus.
Abbildung 3: Designentwurf eines portablen BCI4
Abbildung 3 zeigt den Entwurf eines solchen Gerätes. Der
momentane Stand der Technik ermöglicht es, einfache Com-
puterspiele wie Pong zu steuern ([4]). Zukünftig könnten
BCIs eine wichtige Rolle in Smart Spaces spielen da sie ei-
ne Freihandsteuerung ermöglichen die bei gutem Training
genau und schnell benutzt werden kann. BCIs für die In-
teraktion mit realen Objekten in nahezu allen denkbaren
Bereichen einsetzbar. Lichtverhältnisse oder Geräuschkulis-
sen stören die Signalverarbeitung nicht. Es ist zu beachten,
dass auch hier die Interfaces gesellschaftlich akzeptiert wer-
den müssen, um Verbreitung zu finden. Es ist denkbar, dass
4http://www.neurosky.com/
der User Hemmungen hat, Geräte zu benutzen, die in seine
Gedankenwelt eindringt[8]. Speziell im Bereich des Ambient
Assistant Living könnten die BCIs dazu dienen, AR Anwen-
dungen auch Menschen mit Behinderung zugänglich zu ma-
chen und deren Lebensqualität zu steigern. Alle genannten
Umsetzungen sind jedoch von einfachstem Niveau. Weite-
re Forschung in allen Bereichen der BCI ist notwendig, um
marktreife zu erlangen.
2.2 Tangible User Interfaces
Tangible User Interfaces (TUI) bezeichnen Benutzerschnitt-
stellen bei denen reale Objekte zur Interaktion mit AR An-
wendungen genutzt werden können. Die Veränderung und
Steuerung der Informationen die angereichert werden, soll
durch die Nutzung von realen und gewohnten Objekten,
”
Tangibles“, intuitiv gestaltet werden. Die Daten und ihre
Repräsentation sollen
”
per Hand“ und in Übereinstimmung
mit der Erfahrung des Nutzers verändert werden [8]. Die ty-
pische Sprachbarriere die GUIs zugrunde liegt, kann hier um-
gangen und aufgelöst werden. Aber auch hier spielen sozial-
und kulturwissenschaftliche Aspekte bezüglich der Bedeu-
tung von Objekten eine Rolle. Sie beeinflussen die Erwar-
tungen an die angezeigten Informationen in Abhängigkeit
des genutzten Objekts und der Manipulation an diesem [6].
Eine Möglichkeit, dieses Problem zu lösen könnte die Pro-
jektion von Hilfsinformationen sein [25]. In Forschungs- und
Anwendungsarbeiten die dessen Ansatz verfolgen werden In-
formationen häufig direkt auf die Tangibles projiziert bezie-
hungsweise in nächster Umgebung wie zum Beispiel einem
Multi-Touch-Tisch dargestellt. Um eine Nutzung von Ob-
jekten zu ermöglichen, d.h. sie zur Steuerung der AR An-
wendung zu nutzen, ist eine Markierung dieser notwendig.
Mögliche technische Umsetzungen hierfür sind LEDs, RFID-
Chips, Farbmarkierungen oder Barcodes.
Eine weitere Möglichkeit, präsentiert von Mistry et al. [17],
ermöglicht es, nicht-präparierte Objekte zur Interaktion zu
nutzen. Hierzu werden Objekte mittels einer Kamera identi-
fiziert. Es können verschiedene Tangibles unterschieden wer-
den und somit kann der Multi-User Einsatz ermöglicht wer-
den. Als weiteres Feature kann die Kamera bestimmte Ob-
jekt identifizieren. Das System kann zum Beispiel erkennen,
dass das aufgelegte Objekt ein Studentenausweis ist und
dementsprechend Informationen anzeigen, die für Studenten
interessant sein könnten. Nachteil solcher Lösungen ist, dass
keine Kontextinformationen über die Identität und auch His-
torie des Users hinterlegt werden können, da dass genutzte
Objekt wechseln und nicht eindeutig wiedererkannt werden
kann. Hier ist wieder eine Markierung mittels RFID-Chip
oder eine vorherige Authentifizierung notwendig.
Nachdem Objekte beziehungsweise Tangibles vom System
erkannt wurden müssen die Parameter abgefragt werden,
von denen eine Aktion bzw. die Interaktion abhängt. Das
können zum Beispiel Lage, Ausrichtung oder Bewegungs-
muster sein. Dieses Tracking der Objekte geschieht durch
zwei grundlegende Techniken. Marker- bzw. Sensorbasiert
oder optisch [27]. Die vielen Realisierungen der ersten Kate-
gorie haben Vor- und Nachteile. Zum Beispiel sind magne-
tisch getrackte Tangibles leicht aber störanfällig für durch
andere elektrische Geräte [27]. Kameratracking identifiziert
Objekte und verfolgt die Parameter mittels Grafikalgorith-
men. Hier darf die Blickrichtung der Kamera nicht bezie-
hungsweise nicht lange verdeckt sein. Kurze Verdeckungen
oder Überlagerungen können durch entsprechende Metho-
den aus dem Bereich Computer Vision kompensiert werden.
Zusätzlich können beim optischen Tracking Farben als wei-
terer Parameter genutzt werden.
Die eigentliche Interaktion mit den Tangibles kann einer-
seits, wie bereits beschrieben, über spatiale Änderung ge-
schehen, aber auch durch Gesten geschehen. Die spatiale
Änderung wird häufig in Domänen eingesetzt, die eine di-
rekten topologischen Bezug zwischen Objekt und Datenre-
präsentation herstellen können. Hier sind zum Beispiel die
Landschaftsplanung, Stadtplanung[24] oder Architektur zu
nennen. Die Tangibles können Räume, Häuser oder Pflanzen
repräsentieren. Werden die Objekte nun auf der Interakti-
onsfläche bewegt, ändert sich ein dargestelltes Bild oder eine
3D-Modell entsprechen der neuen Anordnung. Eine einfache
und auch kollaborative Interaktion ist in solchen smarten
Planungsumgebungen möglich.
Bei der Gestensteuerung wird die Bewegungsänderung auf-
gezeichnet und die Informationsdarstellung beziehungsweise
Repräsentation dementsprechend angepasst. Hier ist zu be-
achten, dass immer die Bewegung des Tangibles erfasst wird
und es keine Gesten sind die ohne den Einsatz von realen
Objekten geschehen (Handschuhe, Marker an Fingern usw.
sind auch im Bereich Tangibles einzuordnen). Kamerabasier-
te Gestensteuerung ohne Tangibles wurde in Kapitel 2.1.2
genauer beschrieben.
Abbildung 4:
”
Reactable“ - Musikproduktion mit
Tangibles
Abbildung 4 zeigt ein System mit einem TUI (Rectable5
welches zur Musikproduktion verwendet wird. Die Objekte
werden von Kameras erfasst, die unterhalb des Tisches ange-
bracht sind. Entscheidend für die Software sind die Position,
die Anordnung aller Objekte und welche Seite nach unten
zeigt. Entsprechend dieser Parameter wird Musik erzeugt.
Eine AR Lernumgebung die Tangibles verwendet und nach
einem ähnlichen Prinzip funktioniert wurde von Patten et.
al [20] vorgestellt.
Speziell in Domänen in denen die angereicherten Informa-
tionen sich auf räumliche Sachverhalte beziehen, sind TU-
Is zur Steuerung der Darstellungsform gut geeignet, da die
Bewegungsmetapher gut umgesetzt werden kann. In Lern-
5http://www.reactable.com/
und Spielumgebungen, in denen die Tangibles Objekte re-
präsentieren die von AR Anwendungen angereichert wer-
den, sind die TUIs ebenfalls gut anzusiedeln. In Domänen,
die keine explizite räumliche Repräsentation zur Verfügung
stellen (bspw. Ökonomie) ist es eine Herausforderung für
die Forschung entsprechende Interaktionsmöglichkeiten zu
schaffen die TUIs und AR vereint [9]. Als Fernbedienung
für Services oder auf Displays angezeigte Informationen so-
wie 3D-Projektionen sind Tangibles ebenfalls gut geeignet.
Hier kann mit vor-implementierten Gesten die Darstellung
(z.b. Heranzoomen eines Bildausschnitts) bzw. die Service-
ausführung (z.b. Lautstärke eines Audiostreams) gesteuert
werden.
3. INFORMATIONSDARSTELLUNG UND -
PRÄSENTATION
Die Präsentation von digitalen Informationen ist neben der
Interaktion der zweite Hauptbaustein von Augmented Reali-
ty Anwendungen. Jedes Objekt, das mit virtuellen Informa-
tionen angereichert werden kann, ist in der Anwendung re-
gistriert. Displaytechniken sind nun darauf angewiesen, diese
Objekte zu erkennen und dementsprechende Informationen
darzustellen. Folgende Abschnitte werden sich den einge-
setzten Anzeigetechniken widmen und diese näher beschrei-
ben sowie diskutieren. Notwendige Forschungsfelder und Zu-
kunftsvisionen werden zusätzlich aufgezeigt. Es ist zu be-
achten, dass die Realität nicht nur mit Bildern angereichert
werden kann, sondern auch mit Audioinhalten. Besonders
für Menschen mit Sehbehinderungen (Ambient Assistant Li-
ving) aber auch in Domänen, in denen es nicht möglich ist,
Bilder darzustellen, ist dies eine Möglichkeit, dem Nutzer
Informationen zur Verfügung zu stellen.
Die visuelle Anreicherung von realen Objekten in der Aug-
mented Reality ist stark verbreitet. Die dazu notwendigen
Geräte lassen sich in die bereits genannten Klassen
”
Head
Mounted Displays (HMD)“,
”
Spatial Augmented Reality Dis-
plays“ und
”
Handheld Displays“ einteilen.
3.1 Head Mounted Displays
Diese Kategorie von Displays nutzt Geräte, die der Nutzer
als Helm, Brille oder Ähnlichem trägt. Die in der Augmented
Reality verfügbaren Informationen werden auf Flächen an
diesen Geräten projiziert. Um einen Einsatz zu ermöglichen,
der den User nicht behindert müssen die Geräte leicht, die
Darstellung präzise und die Verarbeitung echtzeitfähig sein.
Um einen Einsatz im (privaten) Alltag akzeptabel zu ma-
chen, muss auch hier beachtet werden, dass sie modisch ak-
zeptabel sind. Die Funktionsweise lässt sich in zwei Bereiche
unterteilen,
”
video see-through“ und
”
optical see-through“.
Abbildung 5 zeigt ein video see-through HMD. Hierbei wird
die Umgebung mittels am Gerät montierten Kameras auf-
gezeichnet und mit den zusätzlichen digitalen Informationen
auf einem Display im Inneren des Geräts angezeigt. Auffal-
lender Nachteil solcher Geräte ist, dass die natürliche Inter-
aktion mit der Umwelt durch ein eingeschränktes Blickfeld
eingeschränkt wird. Weiterhin muss die Anreicherung und
Darstellung der virtuellen genauso wie der realen Informa-
tionen in Echtzeit vollzogen werden.
Die zweite Kategorie, optical see-through Displays, umgeht
6http://sensics.com/
Abbildung 5: xSight HMD by Sensics, Inc.6
diese Probleme indem nur die digitalen Informationen proji-
ziert werden. Hierfür ist vor dem Sehbereich des Nutzers
ein durchsichtige Projektionsfläche angebracht, durch das
die reale Welt wahrgenommen werden kann, auf dass aber
gleichzeitig die zusätzlichen Informationen aus der Augmen-
ted Reality projiziert werden. Abbildung 6 zeigt das promi-
Abbildung 6: Googles Project Glass7
nente und aktuelle Beispiel
”
Project Glass“ von Google. Die
Umgebung wird durch die Brille wahrgenommen. Zusätzli-
che Daten werden auf einem Display dargestellt (Bildmit-
te). Weitergehende Ansätze gehen dahin, dass hierfür Kon-
taktlinsen genutzt werden könnten, um die Daten darzustel-
len[15]. Diese wären kaum sichtbar und würden noch weniger
im Alltag stören (bei entsprechender Verträglichkeit). Ein
Nachteil der optical see-through Technik ist, dass die Projek-
tion beziehungsweise die Qualität der Projektion abhängig
von den Umgebungsbedingungen ist. Helles Licht aber auch
starker Kontrast in der realen Welt kann eine ausreichend
gute Projekten erschweren wenn nicht sogar verhindern.
3.2 Spatial Augmented Reality
”
Spatial Augmented Reality“ verzichtet darauf, die digitalen
Daten direkt in den Sehbereich des Nutzers zu integrieren.
Hier werden Video-Projektoren oder Hologramme in Verbin-
dung mit Tracking Technologien genutzt um die Daten di-
rekt auf realen Objekten darzustellen. Vorteil dieser Technik
ist, dass der Nutzer kein zusätzliches Gerät wie eine Brille
tragen muss. Abbildung 7 zeigt eine Anwendung der SAR
die Video Projektoren nutzt und Architekturdetails auf ein
Objekt projiziert. Vorteile dieser Technik liegt darin, das
mehrere Nutzer gleichzeitig die digitalen Informationen se-
hen können. Zu beachten ist, dass die Projektionen bezie-
hungsweise Hologramme Blickwinkel abhängig sein können
und der Mehrbenutzerbetrieb dadurch eingeschränkt wird.
3.3 Handhelds
Neben den genannten Input- und Outputdevices wie Da-
tenbrillen oder Tangibles bleibt noch die große Gruppe der
7https://plus.google.com/+projectglass/
Abbildung 7: ShaderLamps with Taj Mahal[3]
Tablets und Smartphones oder allgemein Handhelds zur Be-
trachtung übrig. Durch die breite Verbreitung dieser Geräte
in Verbindung mit der guten technischen Ausstattung sind
sie sehr gut dazu geeignet, Augmented Reality Anwendun-
gen zum Durchbruch zu verhelfen.
Durch die Trackingtechnologien (Drahtlosnetzwerk-Triangulation
oder GPS), die hohe (und steigende) Rechenleistung und die
serienmäßig eingebauten Kameras besitzen sie alles was not-
wendig ist, um mit Objekten zu interagieren die mit Infor-
mationen aus der Augmented Reality verbunden sind.
Es ist sowohl die Interaktion (Touchscreen, Kamera für Ges-
tenauswertung, Positionsdatenauswertung, Sprachsteuerung
via Mikrophon aber auch Tangible) als auch das Abrufen von
Informationen (video see-through, Lautsprecher bzw. Kopf-
höhrer für Audioinformationen) möglich. Smartphones mit
ihrer Fülle an Sensoren würden sich auch anbieten, um als
Tangibles zu fungieren. Eine eindeutige Identifikation kann
realisiert werden, ebenso ist Lage-, Richtungs- und Positi-
onssensorik und die notwendigen Schnittstellen zu Kommu-
nikation vorhanden.
Weitere Geräte die eventuell notwendig sind, um andere
Interaktionstechniken zu nutzen (z.B. portables EEG oder
EOG-Brille) können ebenfalls über die serienmäßig vorhan-
denen Schnittstellen angebunden werden. Weiterhin sind die-
se mobilen Geräte gesellschaftlich akzeptiert und können in
nahezu allen Lebenslagen eingesetzt werden. Es existieren
bereits AR-Anwendungen in Form von AR Browsern für
Smartphones. Durch die Verbreitung und Leistung können
viele Objekte angereichert werden und die Informationen
mittels dieser Geräte abgerufen werden. Die Interaktion mit
realen Objekten kann hier einfach und unkompliziert erfol-
gen.
4. RELATED WORK
Es existieren viele Studien, die sich mit Augmented Reali-
ty Techniken beschäftigen. Grundlagenarbeit im Bereich der
Klassifizierung leisteten Milgram et al. [16] und Azuma et
al.[1].
”
The Handbook of Augmented Reality“[8] gibt einen
guten und auch breiten Überblick über das gesamte Gebiet
ohne zu detailliert zu werden. Einzelne Fallbeispiele werden
genannt und beschrieben. Carmigniani et. al [6] bieten eben-
falls einen guten Überblick über die vorhandenen Techniken.
In [2] und [11] und werden verschiedene Interaktionstechni-
ken mit ihrer Funktionsweise vorgestellt. [27] zeigt Trends
und die Entwicklung im Bereich Augmented Reality bezo-
gen auf Displays, Tracking und Interaktion auf.
5. CONCLUSION
In einer Welt, in der Alltagsgegenstände immer mehr mitein-
ander vernetzt sind, in der Sensoren und Aktoren allgegen-
wärtig sind beziehungsweise sein können und elektronische
Geräte wie Tablets und Smartphones weit verbreitet sind,
kann die Augmented Reality in enormem Maße dazu bei-
tragen, die Lebensqualität zu steigern und den Umgang mit
Informationen sowohl im privaten als auch im geschäftlichen
Umfeld zu erleichtern. Hier wurden nach einer kurzen Ein-
führung Interaktions- und Anzeigetechniken vorgestellt und
somit ein Überblick über das Feld der Augmented Reality
Technologien geschaffen.
Die unter Kapitel 2 genannten Techniken wie Blick- und
Gestensteuerung, aber auch zukünftige Brain Computer In-
terfaces, sind dazu geeignet, in AR Anwendungen eingesetzt
zu werden. Bei allen genannten UIs ist die Genauigkeit und
Echtzeitreaktion wichtig um dem Nutzer ein unmittelbares
und vor allem das erwartete Feedback zu garantieren. Zu-
dem muss der“Midas Touch
”
vermieden werden. Die Gesten-
steuerung erfodert ein genaues Tracking der Bewegungen so-
wie gute Algorithmen zur Interpretation dieser. Besonderes
Augenmerk ist hier auf die verwendete Technologie zu legen
da hier entscheidende Vor- und Nachteile liegen, die der Do-
mäne entsprechend entscheidend sind. Das genaue Tracking
ist auch bei der Blicksteuerung und der damit einhergehen-
den Aufzeichnung der Augenbewegung wichtig. Hier haben
sich bisher optische Verfahren verbreitet, die Elektrooku-
lografie kann eine Alternative sein. Zudem muss beachtet
werden, dass ein optisches Tracking ohne spezielle Hardwa-
re nur bei ausreichend guten Lichtverhältnissen möglich ist.
Brain Computer Interfaces als mögliche zusätzliche Interak-
tionsform erfordern eine sehr gute Signalverarbeitung in den
Bereichen Erfassung, Vorverarbeitung, Merkmalsextraktion
und Klassifikation. Ein Training des Geräts auf den Nutzer
kann erforderlich sein um eine ausreichend gute Genauigkeit
herzustellen. Wichtig ist bei der Konzeption einer Anwen-
dung die Domäne in der sie eingesetzt werden soll. Hiernach
richtig sich die Auswahl des oder der richtigen beziehungs-
weise passenden User Interfaces.
Bei den verschiedenen Systemen zur Darstellung der Infor-
mationen (vgl. Kapitel 3) aus der Augmented Reality spielt
bisher die visuelle Präsentation der Daten eine Vorreiter-
rolle. Mittels verschiedener Displaytechniken werden Bilder
zur Verfügung gestellt. Hier wurden Head Mounted Displays
mit den beiden Klassen video see-through und optical see-
through, die Spatial Augmented Reality and Handhelds vor-
gestellt. Bei HMDs mit optical see-through ist die Darstel-
lungsqualität stark von der Umgebung abhängig. Klare Pro-
jektionen und auch eine eventuell sich dem Blickfeld anpas-
sende Position der Information sind erforderlich. Bei video
see-through besteht das Blickfeld komplett aus digitalen In-
formationen was eine Überlagerung mit Zusatzinformatio-
nen einfacher macht. Eine gute Auflösung der Displays und
Kameras sowie eine Echtzeitverarbeitung ist hier essentiell
um nicht zu schlechter bis hin zu gefährlicher Interaktion
zu führen. Die Spatial Augmented Reality mit den Projek-
tionen und Hologrammen ist blickwinkelabhängig. Hier sind
gute Projektionstechniken notwendig. Handhelds mir ihrer
Fülle von Technik können gut als optical see-through Dis-
plays genutzt werden. Auch hier ist für eine angenehme In-
teraktion die Echtzeitfähigkeit notwendig.
In allen Bereichen, sowohl Interaktion als auf Präsentation
ist Forschungs- und Entwicklungsarbeit notwendig, um die
Augmented Reality zur Marktreife zu bringen.
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ZUSAMMENFASSUNG
Computergestütztes Lernen ist keine Seltenheit mehr, son-
dern mitunter an schulischen Einrichtungen ein fester Be-
standteil des Lehrplanes. Um die Vorteile dieser Art zu Ler-
nen nutzen zu können, muss sich kritisch mit Lernumgebun-
gen auseinandergesetzt werden.
In diesem Paper wird dies mit E-Learning, Mobile-Learning
und ubiquitären Lernumgebungen veranschaulicht. Gerade
die ubiquitären Lernumgebungen sollen sich in den Mittel-
punkt zukünftiger Lernumgebungen stellen. Dabei müssen
zwei Punkte besonders betrachtet werden. Erstens was ist
anders an ubiquitären Lernumgebungen und zweitens wel-
che Vorteile bringen diese?
Exemplarisch werden die Lernumgebungen nach technologi-
schen und didaktischen Gesichtspunkten charakterisiert und
durch aktuelle Projekte belegt.
Schlüsselwörter
E-Learning, mobile Learning, ubiquitäre Lernumgebungen,
Behaviorismus, Kognitivismus, Konstruktivismus, informel-
les Lernen, formales Lernen
1. EINFÜHRUNG
Dass Lernen gelernt sein will, ist nicht neu. Wie auch in
anderen Umfeldern wird das Lernen heute durch Computer
unterstützt und vereinfacht. Diese allein können einen Men-
schen aber nicht unterrichten oder im gewissen Maße etwas
beibringen. Um Computer effektiv zum Lernen nutzen zu
können wurden Lernumgebungen entwickelt. Lernumgebun-
gen sollen dem Nutzer bei der einfachen und effektiven Wis-
sensvermittlung unterstützen. Mit der Einführung der com-
putergestützten Lernumgebung hat man einen Weg gefun-
den den Lernenden die Möglichkeit zu bieten wo, wann und
vor allem wie intensiv er am Lernprozess teilnehmen möch-
te. Den Ursprung der Lernumgebungen findet man beim E-
Learning. Der Lehrende ist in der Lage, über elektronische
Ein- und Ausgabekanäle, Lerninhalte für den Nutzer auf-
zubereiten und überall zur Verfügung zu stellen. In einem
Klassenzimmer basiert der Lernprozess auf der Interakti-
on zwischen Lehrenden und Lernenden. Dabei müssen beide
physisch anwesend sein um daran teilnehmen zu können. Da
dies nicht immer leicht zu realisieren ist, wurde das Klassen-
zimmer auf eine digitale Lernumgebung projiziert. Diese bie-
ten den Vorteil, dass Informationsabfrage, Wissensaufberei-
tung, Wissensabfrage und Kommunikation zwischen Lehrer
und Lernenden gut realisiert und umgesetzt werden können.
Da die Entwicklung aber weg vom klassischen Desktoppara-
digma hin zu mobilen Endgeräten führte, mussten neue We-
ge gefunden werden, Lerninhalte auch unterwegs nutzbar zu
machen. Dieser Schritt wurde mit dem Mobile-Learning ge-
gangen und war nur die logische Konsequenz um den Schritt
zu den ubiquitären Lernumgebungen zu machen. M-Learning
spiegelt sich durch die Übertragung von Lerninhalten auf
mobile Endgeräte und die ständige Möglichkeit Informatio-
nen ab zurufen wieder [10]. Dabei geht es hauptsächlich dar-
um dem Lernenden Informationen dauerhaft zu vermitteln,
ohne dass dieser sich explizit in einer Lernsituation befindet.
Als drittes sollen die ubiquitären Lernumgebungen betrach-
tet werden. Ubiquitäre Lernumgebungen sind komplett in
das Umfeld des Lernenden eingebunden und sollen Lern-
inhalte vermitteln, ohne das der Lernende dies als formales
Lernen wahrnimmt. Dabei stehen besonders die Aspekte der
Adaptivität und der Kontextualisierung im Vordergrund, die
es ermöglichen dem Lernenden ein größtmögliches Spektrum
an Freiheit zu bieten. [8]
Fortlaufend werden die drei erwähnten Lernumgebungen so-
wohl technisch als auch aus Sicht des Lernenden gegeneinan-
der abgegrenzt. Dabei soll auch noch einmal auf die sequen-
tielle Entwicklung hin zur Ubiquitären Lernumgebung einge-
gangen werden. Weiterhin wird Bezug auf Lernumgebungen
genommen, die sich heute bereits im Einsatz befinden und
zeigen welche Möglichkeiten diese neuen Technologien für
den Lernenden bieten. 1
2. STAND DER TECHNIK
In verteilten Systemen sind heute E-Learning, mobile- und
ubiquitäre Lernumgebungen präsent. Historisch gesehen gibt
es eine Hierarchie in der sich diese Lernumgebungen ausein-
ander entwickelt haben. So zeigt sich dass die klassische E-
Learningumgebung die Grundlage für die mobilen Lernum-
gebungen bildet [9]. Moodle und Opal sind weitverbreitete
Umsetzungen. Sie finden großen Einsatz im schulischen und
universitären Umfeld. Auch an der TU Dresden finden die-
se Einsatz für Gestaltung von Lehrveranstaltungen und den
jeweiligen Übungsbetrieb.
Dem gegenüber stehen die ubiquitären Lernumgebungen, die
sich technisch nicht sehr stark von den mobilen Lernumge-
bungen abgrenzen, da sie größtenteils immer noch auf der
Verwendung von mobilen Endgeräten, beispielsweise für In-
1Im folgenden werden E-Learningumgebungen, mobile Ler-
numgebungen und Ubiquitäre Lernumgebungen mit E-
Learning, M-Learning und U-Learning abgekürzt.
formationsabfragen oder Dateneingaben, basieren [8].
Dennoch kann man signifikante technologische Unterschie-
de zwischen den einzelnen Lernumgebungen feststellen [6].
Der technologische Aspekt spiegelt sich weitestgehend in den
Freiheitsgraden wieder, in denen sich der Lernende wäh-
rend des Lernprozesses aufhalten kann. Dies ist auch ein
bedeutender Faktor, weshalb sich die didaktische Entwick-
lung von E-Learningumgebungen, bei denen das aktive Ler-
nen im Vordergrund stand, hin zu den mobilen und ubiqui-
tären Lernumgebungen, bei denen das passive Lernen Ziel
sein soll, zu erkennen ist [10]. Mit dem UBIKUS-Projekt, in
Kapitel ”Existierende ubiquitäre/mobile Lernumgebungen”
genauer betrachtet, wird ein kleiner Einblick in derzeitige
Forschungsprojekte gegeben.
Raumbasierte Lernumgebungen sind derzeit noch nicht vor-
gesehen, sollten aber mit Blick auf die Zukunft vertieft be-
trachtet werden.
3. UBIQUITÄRE-, E- UND MOBILE LER-
NUMGEBUNGEN
3.1 Einordnung
Wie in Abbildung 1 zu sehen ist, hat eine sequentielle Ent-
wicklung der einzelnen Lernumgebungen stattgefunden. An-
fang des 21. Jahrhunderts wurde der Grundstein mit der
Entwicklung des E-Learnings gelegt. Dies war die erste rech-
nergestützte Lernumgebung, die den Lehrenden und Lernen-
den die Möglichkeit gab, Informationen digital aufzubereiten
und diese ohne Abhängigkeit eines bestimmten Ortes abzu-
rufen. Der Lernprozess war nun nicht mehr vom Klassenzim-
mer oder von der Anwesenheit der Lehrer oder der Schüler
abhängig. Dies spiegelt sich darin wieder, dass E-Learning
besonders von Firmen für die Fortbildung der Mitarbeiter
eingesetzt wird. So ist es auch den Mitarbeitern möglich
an Seminaren teilzunehmen, selbst wenn sie sich im Außen-
dienst befinden, ohne dafür einen großen Aufwand investie-
ren zu müssen.
Die Weiterentwicklung des E-Learnings hin zum M-Learning
ist unter anderem auf drei wesentliche Aspekte zurückzufüh-
ren. Beginnend mit der schnellen Entwicklung von Internet-
technologien (schnellere Bandbreiten und multimediale Frei-
heiten) und die auch dahingehend günstige Nutzung dieser
Dienste haben beispielsweise Smartphones und Tablet-PC
als unseren ständigen Begleiter etabliert. Schnell wurde es
möglich, Daten nicht nur mehr von dem Desktop-PC oder
dem Laptop abzurufen, sondern auch das Mobiltelefon war
nun in der Lage, Lerninhalte effektiv aufzubereiten.
Als weiterer Punkt ist der Faktor zu betrachten, dass ne-
ben den mobilen Endgeräten auch die Internettechnologien
(z.B. WEB 2.0) stark weiterentwickelt wurden. So lassen sich
zum Beispiel Lerninhalte, die vor einiger Zeit nur auf einem
Desktop-PC gut darstellbar waren, auch auf Endgeräten mit
einer kleineren Auflösung sehr gut adaptieren.
Als dritte Einflussgröße ist der betriebswirtschaftliche Ein-
fluss zu nennen. Aufgrund der Tatsache, dass Lerninhalte
von überall abgerufen werden können, resultierte damit ei-
ne enorme Zeit- und Kostenersparnis gerade im Bereich der
Mitarbeiterweiterbildungen und -qualifizierungen. [6]
Abbildung 1: Aufbau der Lernumgebungen
Das U-Learning ist dahingehend nur die logische Konse-
quenz aus der Weiterentwicklung des M-Learning. So werden
Lerninhalte überall zur Verfügung gestellt. Der Nutzer hat
die freie Entscheidung darüber, ob er sich die Informationen
ansehen möchte oder nicht. Beispielsweise steht ein Nutzer
in einem Museum an einem Ausstellungsstück. Hier kann er
durch scannen eines QR-Codes oder durch Kommunikation
mit einem RFID-Chip die Informationen auf sein Smartpho-
ne übertragen bekommen. Bis heute muss man sagen, das
U-Learning noch größtenteils über mobile Endgeräte reali-
siert wird.
Da die Unterscheidung der Lernumgebungen auf grund des
”fließenden Ineinanderübergehens” nicht sehr leicht abzu-
grenzen sind, werden in diesem Paper zwei Aspekte für die
Abgrenzung zu Grunde gelegt, die am signifikantesten die
Unterschiede aufzeigen werden. So werden die ”Technologi-
schen Aspekte” und die ”Didaktischen Aspekte” aller Tech-
nologien gegeneinander abgegrenzt.
3.2 Technologische Aspekte
3.2.1 E-Learning
Unter dem Begriff ”E-Learning” oder ”elektronisch unter-
stütztes Lernen” verstehen wir Lernangebote, bei denen di-
gitale Medien für die Präsentation und Distribution von
Lerninhalten und/oder zur Unterstützung zwischenmensch-
licher Kommunikation zum Einsatz kommen. [12] Im ein-
fachsten Fall kann dies eine Webseite sein, auf der Informa-
tionen nachgelesen werden können. Komplexere Anwendun-
gen sind virtuelle Lernumgebungen wie zum Beispiel Opal
oder Moodle.
E-Learning gibt es in den unterschiedlichsten Ausprägungen.
Abbildung 2 beschreibt den Zusammenhang der wichtigsten
Ausprägungen, die signifikant für das E-Learning stehen. Im
Vordergrund stehen das LMS2 sowie das E-Learning 2.0 [11].
Im Hintergrund steht das CBS3. LMS bieten die Möglich-
keit, Lerninhalte für Schüler durch Lehrer aufbereiten zu
lassen und diese über eine Onlineplattform zur Verfügung
zu stellen. Diese Lerninhalte sind meist in Lektionen unter-
gliedert und können je nach Konfiguration sequentiell oder
nach Wissensfortschritt abgearbeitet werden. Weitere Funk-
tionen sind:
2Lern-Management-System
3Computer-based-Training
Abbildung 2: Untergliederungen des E-Learnings
• Foren, Chat, Nachrichtendienste als Kommunikations-
mittel
• Bereitstellung von Bildern, Video, Audio- oder Text-
dokumenten
• Administration (Notenvergabe, Berechtigungen)
• Tests
Der große Vorteil der LMS liegt darin, dass auch Lehrende
mit wenigen oder gar keinen Programmierkenntnissen ein-
fach Lerninhalte erstellen und verwalten können. LMS sind
wie CMS4 zu verwalten und bieten die Möglichkeit vorde-
finierte Templates5 zu verwenden, was den Arbeitsaufwand
sehr vereinfacht.
Ihren Weg haben sich die Lernmanagementsysteme in al-
le Branchen gebahnt, angefangen bei der Schule, die ihre
Lerninhalte in Form von Kursen auf Lernplattformen zur
Verfügung stellen, bis hin zu Firmen, die ihre Mitarbeiter
über Onlineseminare weiterbilden lassen.
Der Begriff E-Learning 2.0 wurde erstmalig von Stephen
Downes in seinem Artikel im E-Learn-Magazin verwendet
[7]. Dieser bezieht sich im Wesentlichen darauf, Informatio-
nen in Gruppen zu diskutieren und zu verarbeiten, um so
gemeinsam zu lernen. LMS haben den Nachteil, dass Kur-
se meist nur einer ausgewählten Gruppe von Lernenden zur
Verfügung gestellt werden. Dies wird über eine Einschrei-
bung in die Kurse realisiert und bildet eine Grenze, da Kurse
durch eine Maximalanzahl an Schülern limitiert sind. Durch
die Verwendung von WEB2.0-Elementen werden oder kön-
nen Schüler in eine ganz neue Rolle versetzt werden. Der
Nutzer konsumiert die Inhalte nicht mehr nur, sondern ist
4Content-Management-System
5vorgefertigte Muster, die spezifisch angepasst werden kön-
nen
jetzt auch in der Lage, Inhalte selbst zu erstellen. Der Nut-
zer wirkt nun mit seinem eigenen Wissen aktiv bei der Er-
stellung mit und kann diese der breiten Öffentlichkeit zur
Verfügung stellen. Einige Web2.0-Funktionalitäten sind:
• der Nutzer kann selbst erstellte Inhalte publizieren(z.B.
Wikis, Blogs, RSS und Podcasts)
• je mehr Nutzer dazu beitragen, umso wertvoller kann
der Inhalt werden
• vereinfachte Funktionen zur Kommunikation und Zu-
sammenarbeit
Der große Vorteil von E-Learning2.0 liegt wie bei den LMS
darin, dass auch mit einem sehr geringen Vorkommen an
Programmierkenntnissen sehr gute Erfolge erzielt werden
können.
Das CBS ist eine stark veraltete Form des E-Learning. Hier-
bei handelt es sich um Lernanwendungen die zum Beispiel
auf einer CD gespeichert ist und von dort aus auf einem
CD- oder DVD-Player gestartet werden. Da diese Metho-
dik des Lernens nicht mehr zeitgemäß ist, soll diese nur als
Hintergrunderscheinung angesprochen werden.
3.2.2 M-Learning
Mobiles Lernen ist ortsunabhängig und wird immer durch
ein mobiles Endgerät unterstützt. Dabei steht im Fokus,
dass der Lernende nun nicht mehr nur im Klassenzimmer an
Bildungsangeboten teilnimmt, sondern diese auch von unter-
wegs, von zu Hause oder in der Freizeit wahrnehmen kann.
M-Learning zeichnet sich durch Konzepte der Kontextuali-
sierung, Personalisierung, Multimodalen-Interaktion, Awa-
reness und Refexion aus [8]. In diesem Sinne passen sich
Lerninhalte dynamisch an die Anforderungen des Benutzers
an. Lerninhalte können sich inhaltlich wie auch auf Layout-
basis an die Bedürfnisse des Benutzers anpassen. Weiterhin
sind Ein- und Ausgabekanäle nicht mehr nur visuell aus-
gelegt, sondern können auch auditiv oder haptisch signali-
siert werden. Eine besondere Rolle spielen auch Awareness6
und Reflexion. Sobald der Nutzer Interaktionen ausführt,
bekommt er ein Feedback und kann sich so besser orientie-
ren.
In diesem Zusammenhang muss man die Funktionen eines
mobilen Endgerätes, zum Beispiel eines Smartphone, mit
Bezug auf die sozialen Bedürfnisse eines Lernenden in Be-
tracht ziehen. So wurde früher ein Mobiltelefon zum Te-
lefonieren benutzt. Ein Smartphone übersteigt heute diese
Technik bei weitem. So kann man unter anderem mobile Da-
tendienste zum Abrufen von Informationen nutzen, weiter-
hin sind Video- bzw. Audiokonferenzen mit mehreren Teil-
nehmern möglich. Dies unterstützt besonders den Netzwerk-
charakter des M-Learning. Weiterhin können audiobasierte
Medien wie Podcasts, Rundfunk oder personalisierte Audio-
casts empfangen werden. Textnachrichten ermöglichen einen
schnellen Kommunikationskanal zwischen einem oder meh-
reren Teilnehmern. Durch einen GPS-Chip ist es möglich
die Lerninhalte ortsabhängig zu personalisieren [8]. Video-
6Erlebnis
und Fotofunktionalität bieten die Möglichkeiten schnell Fo-
tos und Videosequenzen zu sammeln, spontan mit anderen
zu tauschen, oder gar neue Lerninhalte zu erstellen und diese
zu teilen.
Wie wichtig diese Aspekte für das U-Learning sind, wird sich
im nächsten Abschnitt zeigen.
3.2.3 U-Learning
Unter U-Learning versteht man die Verbindung des mobilen
Lernens und der Nutzung von allgegenwärtigen Technologi-
en [8]. Dies ist der gegenwärtige Stand der Technik. Wenn
man heute von U-Learning spricht, ist dies noch meist gekop-
pelt mit einem mobilen Endgerät, das als eine Art Schnitt-
stelle zwischen Lernenden und der Lernumgebung fungiert.
Als Beispiel wäre das Museum zu nennen. Über das Smart-
phone kann zum Beispiel die Lage bestimmt werden und
eine dementsprechende Reaktion, beispielsweise eine Nach-
richt auf dem Display über ein Ausstellungsstück in der Nähe
des Benutzers, angezeigt werden. Aus diesem kleinen Bei-
spiel sind die zwei Hauptfaktoren zu erkennen, die für U-
Learning maßgebend sind. Zum einen die Sensortechnologie
und zum anderen die Displaytechnologie. Unter Sensortech-
nologie beschreibt alle Chips oder Module die es möglich
machen Daten auszuwerten. Einige Beispiel wären:
• Kennmarken basierend auf RFID7, QR- oder Barcodes
• Kamera, Mikrofon
• GPS oder Kompass
• Lagesensor
Unter Displaytechnologien werden alle Medien über die eine
Ausgabe erzeugt werden kann definiert. Diese wären zum
Beispiel:
• Display, Monitor
• Lautsprecher, Headset
• Geräte die ein haptisches Feedback ausgeben
Im Gegensatz zum M-Learning bei dem die Sensor- und Dis-
playtechnologien mehr eigenständig zur reinen Auswertung
und Ausgabe von Daten verwendet wurden, liegt bei dem
U-Learning der Fokus auf der Integration und der Orche-
strierung8 dieser Technologien [8]. Als Beispiel wäre hier zu
nennen, dass ein lerninteressierter Student vor der ”Frauen-
kirche” steht. Er besitzt ein Smartphone, welches ein GPS-
Modul integriert hat. Über dieses wird seine aktuelle Po-
sition bestimmt. Gleichzeitig wird die Uhrzeit ausgewertet.
Nun bekommt der eine Nachricht auf sein Handy, in der er
darauf hingewiesen wird, dass die Kirche im Moment ge-
schlossen ist, aber diese zu den angegebenen Öffnungszeiten
besichtigt werden kann.
7Radio-Frequency IDentification ist eine sogenannte Nah-
feldkommunikation, bei der mittels eines Transponders Da-
ten auf Lesegerät übertragen werden [8]
8Flexible Kombination mehrerer Services
Die technologische Vielfalt, die durch heutige Lernumgebun-
gen geboten wird, steigert nicht nur die Qualität und Leis-
tung der Lernumgebungen bei der Verbreitung und Nutzung
von Lernressourcen. Sie steigert auch die Möglichkeiten be-
stehende Lernmuster umzusetzen und zu integrieren. Diese
Ansätze bilden die Grundlage für effektives und gewinnbrin-
gendes Lernen.
3.3 Didaktische Aspekte und Einflüsse
Wie wichtig, die technologischen Möglichkeiten für die Um-
setzung von Lernumgebungen sind wurde im vorherigen Ka-
pitel besprochen. Genauso wichtig ist es aber, durch diese
Möglichkeiten lerntheroretische Ansätze in die Lernumge-
bungen zu integrieren, da diese die Grundlage für zielge-
richtetes Lernen bilden. Folgend sollen nun die didaktischen
Aspekte erläutert werden.
Unter Didaktik versteht man die Lehre des Lehrens. In die-
sem Abschnitt werden die unterschiedlichen Lehrmethoden
aller Lernumgebungen aufgezeigt und abgegrenzt. In diesem
Zusammenhang müssen die Begriffe ”formales Lernen”, ”in-
formelles Lernen”, ”Kognitivismus”, ”Behaviorismus”, und
”Konstruktivismus” unterschieden werden. Beim ”formalen
Lernen” handelt es sich um Lernsituationen die geregelt in
Bildungseinrichtungen stattfinden. ”Informelles Lernen”hin-
gegen findet immer dann statt, wenn wir Informationen be-
kommen. Dieser Lernprozess ist größtenteils unbewusst und
unabhängig von irgendeiner Institution.
Beim Behaviorismus wird eine strikte Lernstruktur vorge-
geben, die der Lernende einhalten muss. Aus diesem Sche-
ma soll der Lernerfolg durch Informationsbereitstellung und
Abfrage resultieren. Im Gegensatz dazu steht der Kognitivis-
mus, bei dem der Lernende selbst entscheiden kann, wie er
den vorgegeben Lehrstoff lernen möchte. Während im Kon-
struktivismus der Lernende im Fokus steht, der sich selbst
bildet, im Sinne von ”Ich baue mir mein eigenes Wissen zu-
sammen”.
3.3.1 E-Learning vs. M-Learning
Das E-Learning wird in die Kategorie des ”formalen Lernens”
eingeordnet. Hier seien beispielsweise Opal oder Moodle ge-
nannt. Ein E-Learningangebot wird meist in Kurse nach
speziellen Themen unterteilt, in die sich die Lernenden ein-
schreiben können. Dem Autor des Kurses bleibt überlassen,
ob er den Kurs behavioristisch, kognitivistisch oder kon-
struktivistisch erstellt. In diesem Kurs haben die Schüler
die Möglichkeit sich anhand der Struktur Wissen zu erar-
beiten oder in Form von Interaktionselementen9 miteinander
zu kommunizieren und gemeinsam Probleme zu lösen. Dies
steigert den sozialen Charakter des E-Learnings. Der Autor
des Kurses hat zudem die Möglichkeit, Wissen in Form von
selbst erstellten Tests zu prüfen und diese zu beurteilen.
Mobile Lernumgebungen wurden anfangs unter dem Aspekt
der Portabilität entwickelt [10]. Entwickler hatten die Inten-
tion spezifische Lernkontexte, wie den Vorlesungssaal einer
Universität oder das Klassenzimmer einer Schule, auf dem
Endgerät zur Verfügung zu stellen. Mit dem Gedanken nun
mobil zu sein und von überall die Vorlesungen oder Unter-
richtsstunden verfolgen zu können, war die erste Generatio-
9Chat, Forum, Message, Video usw.
nen von mobilen Lernumgebungen entwickelt. Diese fallen
unter den didaktischen Aspekt des formalen Lernens. Belegt
wird dies beispielsweise durch Anwendungen, wie Vokabel-
trainer oder andere Abfragesysteme, die für mobile Endgerä-
te entwickelt wurden. Durch anhaltende Forschung auf die-
sem Gebiet wurde das Potenzial der Mobiltechnologie deut-
lich. Dies hatte zur Folge, dass es nicht mehr wichtig war
konkrete Lerninhalte, wie zum Beispiel Vokabeln, zu prä-
sentieren. Vielmehr rückte in den Vordergrund, dass mobile
Applikationen den Anwender bei täglichen Situationen un-
terstützen. Eine Applikation zur Bestimmung von Pflanzen
deutet nicht viel auf den Lerncharakter hin, regt aber die ko-
gnitiven Prozesse an und fördert den Lernprozess. Der Cha-
rakter des mobilen Lernens wurde nun mehr auf das infor-
melle Lernen gelegt, um so das unbewusste ständige Lernen
zu fördern.
Eine Studie von Vavoula darüber, in welchen Situationen
Lernen stattfindet, belegt, dass das Lernen eines Erwachsen
zu 51% zu Hause oder auf der Arbeit stattfindet. 21 % findet
während der Arbeit aber außerhalb des Büros statt. Weiter-
hin findet lernen zu 5% draußen, zu 2% bei Freunden, 6%
an Orten in denen man seine Freizeit verbringt und zu 14%
an Orten des öffentlichen Lebens10 statt [13]. Diese Statis-
tik zeigt, dass das Lernen nicht mehr nur zu Hause, auf der
Arbeit und vor Allem formal stattfindet, sondern zu einem
Großteil auch unterwegs und informell.
3.3.2 U-Learning
Das U-Learning entspricht größtenteils den didaktischen Prin-
zipien des M-Learning. Das Lernen soll durch diese Techno-
logie weiterhin informell stattfinden und sogar noch weiter
ausgeprägt werden. Dennoch sind zwei Aspekte hinzugekom-
men. Zum einem die Synchronisation des Lernkontextes und
der physischen Umgebung. Da der Lernende viel Zeit unter-
wegs verbringt, ist es wichtig, dass die Lernunterstützung
realisiert, dass sich das physikalische Umfeld sehr schnell
ändern kann. Dies ist zum Beispiel sinnvoll, um eine in-
haltliche Anpassung an den Lernkontext vornehmen zu kön-
nen. Durch neue Entwicklungen im Bereich der Sensortech-
nologie wird nun Abfrage und Integration der Umgebung
immer besser unterstützt. Lerntheoretiker behaupten, dass
das Lernen in einem authentischen Kontext die Lernqualität
sichtbar steigert. [8] Zweitens ist der soziale Faktor als eine
neue Schlüsselrolle hinzugekommen. Besonders die Kommu-
nikationskanäle haben sich stark vereinfacht. In Zeiten von
Facebook und Google ist es jederzeit möglich Kontakt zu
anderen aufzunehmen. Bei Fragen musste früher entweder
über Email, deren Bearbeitungsprozess mitunter sehr lange
dauern konnte, oder durch globale Kanäle wie Chats, Foren
oder Telefonate eine Hilfe angefordert werden. Diesbezüg-
lich kann nun direkt auf Freunde oder Hilfen zurückgegrif-
fen werden, die im Moment online sind. Weiterhin können
Lernerfolge auch sehr schnell publiziert werden. Nicht nur
im Punkt Kommunikation, sondern auch bei der Interaktion
zwischen Lernenden, hat sich viel entwickelt. Mobile Endge-
räte machen es möglich Informationen ohne großen Aufwand
auszutauschen. Gruppenarbeiten werden diesbezüglich ver-
einfacht, da sie nicht mehr ortsgebunden sind.
Dauerhaft sollte der soziale Hintergrund ubiquitärer Ler-
10Ärzte, Bars, Restaurants usw.
numgebungen aber unter Beobachtung bleiben. Der Lernen-
de ist längst nicht mehr nur Konsument, er wird auch Er-
zeuger eigener Lerninhalte. Diesbezüglich wird später in der
Diskussion, noch einmal dieser Punkt betrachtet.
3.4 Existierende ubiquitäre/mobile Lernumge-
bungen
Ubiquitäre Lernumgebungen werden das Lernen der Zukunft
beeinflussen. Heute zeichnet sich U-Learning noch durch die
Verwendung von mobilen Endgeräten als Sensor- und Dis-
playtechnologie aus. In diesem Kapitel sollen lediglich An-
sätze der momentanen Forschung betrachtet werden. Keines
der vorgestellten Projekte ist eine rein ubiquitäre Lernum-
gebung, sondern als einen Schritt in diese Richtung zu be-
trachten.
3.4.1 UBIKUS
Bei UBIKUS handelt es sich um eine ubiquitäre Lernum-
gebung, die im Rahmen des Projektes ”Mediale Systeme”
entstand. Entwickelt wurde dieses Gerät für Grundschulen,
die den pädagogischen Aspekt des ”offenen Unterrichtes”11
praktizieren. Es bietet dem Schüler die Freiheit seinen Lern-
prozess selbst zu gestalten und dem Lehrer die Lernerfolge
des Schülers zu dokumentieren und zu diagnostizieren. Das
ganze Projekt ist in Form eines Tisches mit einer Arbeitsflä-
che aufgebaut. Auf der Arbeitsfläche kann frei mit Stift und
Papier gearbeitet werden. Dabei entfallen die Eingabegerä-
te Maus und Tastatur. Das Projekt unterteilt sich in den
Lehrer- und Schülerubikus. Der Schülerubikus bietet dabei
die Eingabe- und Interaktionsmodalitäten. Der Lehrerubi-
kus realisiert die Diagnosefunktionen. Ein typischer Ablauf
beginnt mit der Begrüßung des Kindes, dabei wird auf die
RFID-Technologie aufgebaut. Das Kind wird mit Namen be-
grüßt. Das Kind kann spielerisch, eine Aufgabe auswählen.
Hilfestellungen können jederzeit abgerufen werden. Danach
kann dann eine Auswertung entweder über ein Protokoll
oder aufgabenbasiert vorgenommen werden.
Ubikus bietet einen guten Ansatz für eine ubiquitäre Ler-
numgebung. Es bietet dem Schüler viel Entscheidungsfrei-
heit. Der Lehrer tritt in den Hintergrund. Auch das Klas-
senzimmer tritt in den Hintergrund. Kritisch zu betrachten
ist, dass es ein Gerät pro Schüler geben muss. Dies ist nur in
Klassen mit geringer Teilnehmerzahl möglich. Gut ist wei-
terhin, dass der Lehrer eine volle Übersicht über die Leis-
tungsentwicklung des Lernenden bekommt. Der Einsatz ist
in Schulen mit geringer Schüleranzahl pro Klasse zu emp-
fehlen. [1]
3.4.2 UbiLearn und UbiMotion
UbiLearn12 und UbiMotion wurden an der Leibnitz Univer-
sität Hannover am Institut für Wirtschaftsinformatik entwi-
ckelt. Ziel des Ubilearns ist es Lerninhalte auf unterschiedli-
che mobile Endgeräte herunterzubrechen und diese adäquat
zu adaptieren. Ubilearn erlaubt die Einbettung verschiede-
ner Medientypen und die Erstellung von Tests. Tests werden
auf Single-, Multiple-Choice, Frei- oder Lückentexte abgebil-
det. Einsatzszenarien:
11Der Schüler darf selbst entscheiden wo, wann und was er
Lernen will.
12Ubiquitous Learning system
Abbildung 3: Studie des UBIKUS [1]
• E(lectronic)-&M(obile)-Learning
• Online-&Offline-Schulungen
• Asynchrones Tutoring
• Problemlose Integration in Personal-, Lern- und Wis-
sensmanagement
Als lerntheoretischer Ansatz wird der Konstruktivismus ver-
wendet. Dieser verfolgt das Ziel, dem Lernenden die Möglich-
keit zu geben, gezielt zu lernen. Dieser Aspekt fördert die In-
dividualität des Anwenders, da gerade bei der Prüfungsvor-
bereitung eine individuelle Gewichtung von Prüfungsschwer-
punkten eine wichtige Rolle spielt [6]. [2]
UbiMotion13 fasst das Problem auf, dass der Einsatz von
unterschiedlichen Medien durch nur einen Referenten, auf-
grund von räumlicher Trennung erschwert wird, diese simul-
tan zu benutzen. UbiMotion wurde entwickelt um Veranstal-
tungen aufzuzeichnen und diese unterschiedlichen Zielgrup-
pen zur Verfügung zu stellen. Die Veranstaltung wird par-
allel aufgezeichnet. Nach der Bearbeitung kann diese dann
zum Beispiel über UbiLearn in eine E-Learninganwendung
integriert werden Dieses Projekt ist in diesem Kontext keine
Lernumgebung. Es geht vielmehr darum, dass sich Gedan-
ken darüber gemacht wird, wie Lerninhalte für alle zugäng-
lich gemacht werden können. Es ist wichtig, das Lerninhal-
te auch nachhaltig abrufbar sind. Mitarbeiter können sich
unabhängig bilden. Studenten können sich auf Prüfungen
vorbereiten. Lehrveranstaltungen können evaluiert werden.
13Ubiquitous Mobil Authoring Innovation
UbiLearn und UbiMotion bilden zusammen eine sinnvolle
Variante um Lernstoff mobil zur Verfügung zu stellen. Ubi-
Learn kann in die ubiquitären Lernumgebungen eingeordnet
werden, muss aber grundsätzlich als E-Learninganwendung
betrachtet werden. Der ubiquitäre Charakter spiegelt sich
dabei einzig durch die Vielfalt der Endgeräte wieder, auf die
es Lerninhalte portiert. [3]
3.4.3 Die interaktive Tafel
Bei einer interaktiven Tafel handelt es sich um ein inter-
aktives Medium. Sie setzt sich aus einem Whiteboard14,
einem Beamer, einem Rechner und einem Inputgerät, wie
zum Beispiel einem Stift, zusammen. Als Ganzes kann man
es, vereinfacht gesagt, als einen Touchscreen betrachten. 4
zeigt exemplarisch das Whiteboard und deren multimedia-
le Vielfalt. Gestützt wird die Tafel durch eine ”Tafelsoft-
ware”, die Eingaben verarbeitet und Ausgaben erstellt. Es
spricht nichts dagegen dieses Medium als eine normale Tafel
zu verwenden. Der große Vorteil liegt aber in der Integrati-
on von multimedialen Elementen. Videos können problemlos
auf ihr angezeigt und in den Unterricht integriert werden.
Eine Schrifterkennung konvertiert Handschrift in Compu-
terschrift und macht sie somit für den Lernenden lesbarer.
Durch Touchgesten können Elemente vergrößert ode verklei-
nert sowie bewegt werden. Interaktive Tafeln bieten einen
guten Einstiegspunkt für die Klassenzimmer der Zukunft.
Sie bilden die Komposition von mehreren klassischen Ele-
menten wie der Kreide, der Tafel und einem Projektor. Der
multimediale Reichtum, den die Tafel bietet unterstützt so-
wohl den Lernprozess als auch den Lehrprozess.
Die interaktive Tafel ist nicht als ubiquitäre Lernumgebung
zu betrachten. Sie ist eher ein Werkzeug, das in einem ubi-
quitären Klassenzimmer, die Interaktion ermöglichen soll.
Abbildung 6 zeigt eine Studie von Microsoft, über ein ”Klas-
senzimmer der Zukunft”. Hierbei fällt auf, dass mehrere die-
ser Tafeln zum Einsatz kommen. Auch wenn heute vereinzelt
interaktive Tafeln zum Einsatz kommen, bleibt abzuwarten,
ob sich dieses Werkzeug auch für die Zukunft durchsetzen
kann.
3.5 Potentielle Einsatzgebiete und Möglichkei-
ten
Spricht man von ubiquitären Lernumgebungen, sind heute
Systeme gemeint, die den Benutzer in seinem Kontext beob-
achten und aus seinem Verhalten heraus Reaktionen gene-
rieren. Es ist durchaus möglich mit mehreren Komponenten
zu interagieren und Lernumgebungen sinnvoll auf den phy-
sikalischen Kontext oder auf Personen zu adaptieren, um
einen möglichst großen Lernerfolg zu erzielen. Wie UBIKUS
zeigt können ubiquitäre Lernumgebungen selbst schon in der
Grundschule, oder sogar in Vorschulen eingesetzt werden.
Es spricht also nichts dagegen ubiquitäre Lernumgebungen
auch in das Schulumfeld beziehungsweise in das Klassenzim-
merparadigma zu integrieren. Bei dem Klassenzimmerpara-
digma handelt es sich um die Vorstellung, dass Lernen ein-
zig sinnvoll in einem Klassenzimmer, in Anwesenheit eines
Lehrers und in unmittelbarer Kommunikation mit diesem,
stattfindet kann.
Für das ”ubiquitäre Klassenzimmer” sind raumbasierte U-
14Eine weiße beschreibbare Fläche
Abbildung 4: Grafik einer interaktiven Tafel [4]
Learningumgebungen der nächste Schritt der Entwicklung.
Technisch betrachtet übernimmt der Raum alle Interakti-
onsmöglichkeiten. Klassische Elemente des Unterrichtes wie
Tafel, Kreide, Karten usw. sind nicht mehr nötig oder wer-
den durch den Raum visualisiert und manipuliert. Schüler
können durch Gesten beispielsweise einen virtuellen Glo-
bus vergrößern, verkleinern oder sich Länder im Detail an-
zeigen lassen. Lehrkräfte sind in der Lage den Unterricht
ortsunabhängig zu führen oder schnelle Kommunikations-
kanäle zu anderen Lehrkräften aufzubauen. Dieses könnte
zum Beispiel über Videotelefonie realisiert werden. Schü-
ler, die krank sind, können den Unterricht von zu Hause
aus verfolgen. Schreibmaterialien werden nicht mehr benö-
tigt. Der Aspekt, der in diesem Fall betrachtet wird, ist der,
das dem Schüler eine neue Dimension der Unabhängigkeit
in einem ubiquitären Klassenzimmer gegeben wird. Es wird
kaum noch Grenzen geben, die den Schüler in seiner Lern-
freiheit eingrenzen.
Ein weiteres Szenario, in das U-Learningsysteme eingebet-
tet werden können, sind Gefahren- oder Stresssituationen.
Beispielhaft sei ein angehender Mediziner genannt. Dieser
soll das Operieren erlernen. Er bekommt die Möglichkeit, an
einer Puppe zu operieren, die mit Drucksensoren ausgestat-
tet ist, um permanent Rückmeldungen, entweder auf einem
Monitor oder durch ein haptisches Feedback ein möglichst
authentisches Operationsgefühl zu bekommen. Da Operatio-
nen Präzisionsaufgaben sind, ist eine U-Learningumgebung
mehr als geeignet. In diesem Zusammenhang wäre eine Kom-
bination aus ubiquitärer und augmented15 Technologie in
15eine Verstärkte Realitätswahrnehmung durch Einbettung
Betracht zu ziehen. Dabei kann das Realitätsgefühl noch
weiter gesteigert werden.
Im Zusammenhang mit U-Learning soll aber das informelle
Lernen stehen. Lernen soll dort stattfinden, wo es gebraucht
wird. Weiterhin soll es den typischen Lerncharakter verlie-
ren. Ein Automechaniker zum Beispiel, der während eines
Auftrages feststellt, dass ihm die nötigen Informationen zur
Reparatur eines Teiles fehlen, kann dieses mit dem Handy
fotografieren. Daraufhin bekommt er eine Hilfsanleitung auf
seinem Display angezeigt und kann das fehlerhafte Stück re-
parieren.
Weiterhin sollten U-Learningumgebungen dort eingesetzt wer-
den wo es soziale Disparitäten16 gibt. Eine Reisegruppe in
einem Museum besteht selten aus nur Erwachsenen, die das
gleiche Interesse an einem Thema verfolgen. Denkbar ist
auch, dass die Reisegruppe aus Kindern und Erwachsenen
oder aus Menschen unterschiedlicher Herkunftsländern be-
steht. In diesem Falll ist es sinnvoll intellegente ”elektroni-
sche Führer” einzusetzen, die über einen Sensor Positionen
oder Sprache oder durch Voreinstellung das Alter der Per-
sonen ermitteln, um dann spezifische Inhalte zu vermitteln.
Den Kindern werden altersentsprechende Informationen zur
Verfügung gestellt, den Erwachsenen ebenso. Sprache wird
angepasst und auch die Lagebestimmung wird genutzt um,
kontextabhängig Informationen zu vermitteln.
U-Learning bietet besondere Möglichkeiten. Im heutigen Schul-
umfeld sind Behinderungen eine große Schranke. Meist sind
es physische, aber auch psychische Einschränkungen die den
Lernenden vor große Herausforderungen stellt. Sehbehinde-
rungen können in einem ubiquitären Umfeld durch Braille-
schrift17 oder haptisches Feedback automatisch ausgeglichen
werden. Hörbehinderungen werden durch optische Signale si-
gnifikant verbessert. Eyetracking oder Gesteneingaben hel-
fen Lernenden mit körperlichen Missbildungen.
Ubiquitäre Lerumgebungen bieten nicht nur Perspektiven
für die Unterstützung des Lernprozess. Hinzugekommen ist
ebenso der Punkt, dass der Lernende dabei unterstützt wird
am Lernprozess teilnehmen zu können. In Anbetracht dessen
bietet U-Learning noch viele Möglichkeiten, die es wert sind,
tiefgründiger betrachtet und untersucht zu werden.
4. DISKUSSION UND AUSBLICK
Lernumgebungen haben sich stark entwickelt. Sie haben Schritt
für Schritt an Funktionsumfang und Komplexität gewonnen.
Der Lerncharakter hat sich hingegen sehr verändert. Es wird
zunehmend wert auf das informelle Lernen gelegt. Bildung
ist in der heutigen Gesellschaft nicht mehr nur exklusiv Sa-
che von Bildungseinrichtungen. Bildung hat sich stattdessen
verlagert. In diesen Zusammenhang muss die Frage gestellt
werden, wohin sich die Gesellschaft durch diese Vielzahl
an Möglichkeiten, die uns Lernumgebungen bieten, führen
wird. Können Lernumgebungen Bildungseinrichtungen viel-
leicht ablösen oder ersetzen? Ist es denkbar, dass in Zukunft
Schüler selbstständig von zu Hause aus unterrichtet wer-
den, ohne dabei auf die Institution ”Schule” angewiesen zu
von computergenerierter Elemente im Raum.
16Bezeichnet ein Nebeneinander von Ungleichem
17Eine Form der Schrift für Sehbehinderte oder Blinde
Abbildung 5: Verschmelzung der Rollen im E-
Learning 2.0
sein? Technisch ist dies realisierbar. Dennoch sollten Fakto-
ren, wie etwa soziale Fähigkeiten18, die schon im Kindesalter
in der Schule gelernt werden, nicht vergessen werden. Auch
das richtige Lernen will gelernt sein. Lernumgebungen kön-
nen mächtig und effektiv sein, wenn die Anwender gelernt
haben richtig mit ihnen zu arbeiten.
E-Learning2.0 bietet als Weiterentwicklung des klassischen
E-Learning eine Vielzahl neuer und innovativer Möglichkei-
ten und Perspektiven.Wie in Abbildung 3 zu sehen ist wer-
den Lerninhalte im Web transparent. Der Lernende nutzt
Informationsportale wie Wikipedia oder Blogs nicht länger
nur um sich Informationen zu filtern, sondern auch um ei-
genes Wissen zu präsentieren und damit Inhalte selbststän-
dig zu generieren. Dass Informationen mit allen geteilt wer-
den können, ist innovativ, birgt aber auch eine Vielzahl an
Gefahren. Jeder darf Informationen publizieren. Eine große
Gefahr spiegelt sich in der Informationsflut wieder. Wann
sind Informationen wirklich gut und vor allem richtig? Der
Aufwand das tatsächlich gesuchte Ergebnis auch zu finden
wird immer größer und schwerer. Suchmaschinentechnologi-
en müssen ständig erweitert und verbessert werden. Wird es
in Zukunft noch möglich sein gute und schlechte Informatio-
nen zu filtern? Informelles Lernen basiert auf der Tatsache,
dass Lernen unbewusst und intuitiv stattfindet. Was aber
wenn die Vielzahl von Informationsquellen diesen Lernan-
satz entgegenwirken? Ubiquitäre Lernszenarien müssen da-
hingehend beobachtet und durch technische Methoden ge-
schützt werden. Schutz vor allem davor, dass das Lernen
unterwegs nicht zur Qual wird, sondern seinen Ursprungs-
charakter behält.
Im Kapitel ”Potentielle Einsatzgebiete und Möglichkeiten”
18Leben in Gruppen, gegenseitiges Helfen usw.
Abbildung 6: Studie von Microsoft [5]
wurden einige, teils sehr futuristische, Szenarien angespro-
chen. Das ”ubiquitäre Klassenzimmer” ist eine Vorstellung
des Autors darüber, wohin sich U-Learning in der Schule, in
Zukunft bewegen kann. Raumbasierte Lernumgebungen sind
eine Perspektive für die Zukunft. Die Schule kann nicht voll-
kommen ersetzt werden, aber sie kann unterstützt werden.
In diesem Zusammenhang stellt sich die Frage, wie sehr soll-
ten Klassenzimmer durch Computer im Lernprozess unter-
stützt werden? Ist es überhaupt sinnvoll und technisch mög-
lich? Sinnvoll ist es solange, wie der Schüler das ubiquitäre
Angebot für sich gewinnbringend nutzen kann. Es ist sicher-
lich beeindruckend auf diese Art und Weise mit dem Klas-
senzimmer interagieren zu können. Dennoch sollte der Lern-
charakter dem Spielcharakter vorgezogen werden. Vielmehr
sollten die neuen technischen Möglichkeiten genutzt werden,
um beispielsweise Behinderungen zu überbrücken.Technisch
ist die Umsetzung solcher Szenarien sicher nicht einfach und
wird eine Menge Geld und Forschungskraft beanspruchen.
Wohin die Weiterentwicklung der Lernumgebungen führen
wird, ist in Ansetzen sichtbar. Ein klarer Trend ist dagegen
nicht zu erkennen.
Die vorangegangene Diskussion zeigt, dass sich ubiquitäre
Lernumgebungen noch in einem Frühstadium der Entwick-
lung befinden. Dennoch hat das Lernen in der heutigen Zeit,
schon viel von seinem einstigen zwanghaften Charakter ver-
loren. Es bleibt abzuwarten, wie sehr die technologische Ent-
wicklung, die ubiquitären Lernumgebungen in Zukunft, in
das Umfeld eines Lernenden integriert.
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ZUSAMMENFASSUNG
Die Kommunikation von Nutzern mit ubiquitären Systemen
stellt die Entwickler vor neuen Herausforderungen. In dieser
Forschungsarbeit wird untersucht, in wie fern multimoda-
le Interaktion dabei eine Rolle spielt. Dazu werden zunächst
ausgewählte multimodale Interaktionen vorgestellt und nach
ihrer Art und Verwendung der Modalitäten klassifiziert. Für
eine genauere Betrachtung wird eine neue Möglichkeit der
Visualisierung von Multimodalität vorgestellt. Diese Dar-
stellungsform dient dann der Herleitung eines Interaktions-
modells für ubiquitäre Systeme.
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1. MOTIVATION
Jeden Tag kommunizieren Menschen mit anderen Personen,
Lebewesen oder Computersystemen multimodal. Der Grund
dafür liegt in einer stärkeren kognitiven Stimulierung, wenn
Informationen über mehr als nur einen Kanal gesendet wer-
den. Ein Beispiel dafür zeigte die Studie von Reisberg et al.
[12]. In dieser Forschungsarbeit wurden den Probanden ein
komplizierter Sachverhalt (Passagen aus Kants “Kritik an
der reinen Vernunft”) über das Radio oder über den Fern-
seher vorgetragen. Die Personen, die zu dem Gesprochenen
auch das Gesicht des Lesers sehen konnten, haben die In-
halte besser verstanden als jene, die den Leser nur hören
konnten.
Demnach ist Multimodalität ein wichtiger Faktor in der na-
türlichen Kommunikation des Menschen.
Der Fortschritt der Technik steigert das Verlangen diese na-
türliche Gegebenheit bei der Interaktion mit Informations-
systemen zu unterstützen. Die Entwicklung neuer sowie die
Verbesserung alter Sensortechniken eröffnen dafür Wege zu
neuen Paradigmen (Standarten) der Interaktion. Diese Sen-
sortechniken sind auf den verschiedensten Geräten zu finden,
so dass dem Menschen in mehr Situationen mehr Möglich-
keiten zu interagieren geboten werden können. Die Verbesse-
rung ermöglicht die Entwicklung von ubiquitären Systemen,
deren Bezug zur multimodalen Interaktion die Grundlage
dieser Untersuchung ist. Dazu muss zunächst der Begriff
“multimodale Interaktion” definiert werden. Recherchierte
Beispiele und deren Klassifikation können einen Aufschluss
darüber liefern, wie die Interaktion mit zukünftigen Syste-
men gestaltet sein muss.
2. DEFINITION
In der Literatur [6, 11, 8] wird die Definition von “multimo-
daler Interaktion” als bekannt angesehen und nicht extra ge-
nannt. In diesen Arbeiten wird zudem nicht geklärt, warum
die beschriebene Interaktion multimodal ist und was dies für
das System bedeutet.
Um Unklarheiten entgegen zu wirken, basieren weiterfüh-
rende Betrachtungen auf folgender Erläuterung von Nigay
et al. [9]:
Eine Interaktion ist dann multimodal, wenn zum
einen sie über mehr als eine Art von Kommuni-
kationskanal geführt wird (Modalität) und zum
anderen die Information auf mehr als eine Art
interpretiert werden kann (Modus).
Beide Interpretationen von“modal” sind in der Kommunika-
tion zwischen Mensch und Mensch oder Mensch und Com-
puter zu finden.
In der folgenden Untersuchung wird der Begriff aus einer sys-
temorientierten Perspektive betrachtet. Das bedeutet, dass
eine multimodale Interaktion zwischen Benutzer und System
auf der Fähigkeit des Systems beruht, dass es Daten über
verschiedene Kanäle empfangen, interpretieren und senden
kann.
Ein entscheidender Punkt ist die Abgrenzung zur multime-
dialen Interaktion. Zwar findet auch hier die Interaktion in
mehreren Formen (gleichzeitig) statt, der Unterschied liegt
aber in der Interpretationsweise der Interaktion, bzw. der
daraus resultierenden Daten. Während multimediale Syste-
me im Wesentlichen Daten aufnehmen, verknüpfen und wei-
terleiten, abstrahieren multimodale Systeme die Daten und
bringen diese in einen gewissen Kontext. In [9] verdeutlicht
dies ein Beispiel:
Das Versenden einer E-Mail erfolgt multimedial, indem dem
eingetippten Text eine Sprachaufnahme anfügt wird. Wenn
jedoch die Sprachaufnahme zum Diktieren und somit als Al-
ternative zur Texteingabe dient, ist es eine multimodale In-
teraktion, da das System die aufgezeichneten Tonwerte als
Sprachlaute interpretiert.
Wegen diesem entscheidenden Faktor, der Interpretation der
Eingabe, liegt das Augenmerk im Allgemeinen auf den Ein-
gabemodalitäten 1.
In [14] wird explizit darauf hingewiesen, dass mehrere Kom-
munikationskanäle bei der Eingabe und/oder bei der Aus-
gabe gegeben sein müssen. Die bekannte Interaktion über
die Kommandozeile, wie sie heute mit unter noch in Unix-
basierten Systemen zum Einsatz kommt, ist nicht multi-
modal. Auch wenn die Eingabe über die Tastatur und die
Ausgabe über den Bildschirm erfolgt. Aktuell gibt es nur
noch wenig vergleichbare Interaktionsparadigmen. Unimo-
dale User Interfaces weisen im Vergleich zur multimoda-
len Alternative eine geringere Robustheit und Nutzerfreund-
lichkeit [13] auf, was die Entwicklung neuer Schnittstellen
zur Folge hatte.
3. MULTIMODALE
INTERAKTIONSBEISPIELE
Um die Vielfalt von multimodalen Interaktionen kurz zu
verdeutlichen, werden im folgenden Abschnitt vier Beispiele
erläutert. In jedem dieser Systeme werden unterschiedliche
Modalitäten auf unterschiedliche Weisen genutzt.
3.1 PC-Steuerung mit Maus und Tastatur
Diese Interaktionsform existiert seit der Vermarktung des
Macintoshs von Apple (Einführung der Maus als festes Be-
diengerät, 1984).
Sie kommt vorwiegend bei dem traditionellen WIMP-Interface
(”windows, icon, menus and pointing device”) zum Einsatz.
Zur Vereinfachung wird in diesem Beispiel von einem PC
ausgegangen, an dem lediglich eine Maus, eine Tastatur und
ein Bildschirm angeschlossen sind. Die Kommunikationskanä-
le der Eingabe werden von der Maus und Tastatur erzeugt.
Der Bildschirm dient als einziges Ausgabegerät. Über die
Tastatur können Befehle (Tastenkürzel) eingegeben werden.
Einer Zeichenfolge wird damit eine semantische Information
zugeordnet (Bsp.: ‘Strg + C’ bedeutet ‘Kopieren’), ebenso
bietet das Klicken einer Maustaste und die Mausebewegung
einen gewissen Befehlssatz.
Teilweise kann die Interpretation der Daten, die beide Gerä-
te senden, vereint betrachtet werden. Zum Beispiel ist dies
der Fall, wenn der Nutzer ein Icon verschiebt und dabei die
‘Strg’-Taste gedrückt hält (alternativer Kopierbefehl). Spe-
ziell in diesem Beispiel handelt es sich um eine Sonderform
der multimodalen Interaktion, der bimodale Interaktions-
form (zwei Interaktionskanäle, Maus und Tastatur).
3.2 ’Put-That-There’
Dieses Interaktionsparadigma beruht auf einer Forschungs-
arbeit von Richard A. Bolt von 1980 [5].
1Diese Behauptung wurde nicht eindeutig bestätigt.
Gegenstand war die Entwicklung eines Konzeptes zur Steue-
rung von grafischen Oberflächen über Spracheingabe und
Gestenerkennung. Damals hatte kaum ein Computer eine
grafische Nutzeroberfläche.
Die Untersuchungsumgebung bildete der ‘Media Room’ im
Forschungszentrum des MIT. Dieser Raum stellte ein Ter-
minal dar. In der Raummitte stand ein Sessel, an dessen
Armlehnen Joysticks und Touchpanel befestigt waren. Der
Raum wurde von einer Leinwand geteilt an deren Seiten
Lautsprecher und Mikrofone installiert wurden.
Die (damals) umfangreiche Einrichtung war eine wesentli-
che Untersuchungsvoraussetzung, die eine großflächige Ver-
teilung von Interaktionsobjekten ermöglichen sollte. Das Ziel
dabei war die Simulation eines weiträumigen Arbeitsplatzes.
Anhand der Abbildung einer natürlichen Umgebung wurde
ein Bedienkonzept untersucht, dass diese Natürlichkeit be-
wahren sollte.
Auf der Leinwand waren Objekte (dargestellt als geometri-
sche Formen) wie auf einem Schreibtisch verteilt. Diese Ge-
genstände sollten auf natürliche Weise manipuliert werden.
Eine solche Art der Organisation kann nicht, wie damals üb-
lich, über die Kommandozeile geführt werden. Als Alterna-
tive wurden daher Gesten (über Joysticks und Touchpanel)
und Sprachbefehle (über Mikrofone) genutzt. Da zu der Zeit
die Spracherkennung noch weitestgehend unerforscht war,
sollten einfache Gesten die Erkennung von Sprachbefehlen
unterstützen. Das Anwählen und das Verschieben der Ob-
jekte wurden demnach über beide Modalitäten gleichzeitig
geführt.
3.3 Menüsteuerung der ‘XBox 360’
Die ‘XBox 360’ ist die Spielekonsole von Microsoft [3]. Ne-
ben dem herkömmlichen Spielekontroller kann die Konsole
auch über die Kinect interagieren.
Die Kinect [1], damals unter dem Projektnamen ‘Natal’ be-
kannt, ist ein Aufnahmegerät, ausgestattet mit einer Infra-
rotkamera, einem Infrarotsender, einer Bildkamera und ei-
nem Mikrofon. Die Besonderheit liegt bei diesem Gerät in
dem Infrarotsender und der Infrarotkamera, aus deren Bilder
Tiefeninformationen extrahiert werden können (integrierte
3D-Kamera). Hauptsächlich wird die Kinect zur Gestener-
kennung genutzt, die im Vergleich zu anderen Infrarotka-
meras (bspw. Sensorleiste der Nintendo Wii) ohne einen In-
frarotsender, bzw. Kontroller am Spieler berechnet werden
kann. Zahlreiche neue Interaktionstechniken wurden mit die-
ser Kamera bereits untersucht. Das Forschungsinteresse mit
der Kinect wurde von der offenen SDK von Microsoft und
dem verhältnismäßig geringen Preis (für eine 3D-Kamera)
gesteigert.
Seit dem Dashboard-Update2 im Dezember 2011 nutzt die
Konsole alle Sensoren der Kinect zur Menüsteuerung. Ne-
ben den Kontrollerjoysticks und -tasten kann der Spieler
auch Gesten (vorwiegend Armgesten) und Sprachbefehle zur
Bedienung des Menüs nutzen. Die Konsole antwortet dabei
visuell (Bildschirm), akustisch (Lautsprecher) und haptisch
(Force Feedback). Die Steuerung findet entweder über die
Kinect oder den Kontroller statt.
3.4 Mobiles Navigationsgerät
Ein Navigationsgerät nutzt eine besondere Form der Inter-
aktion. Dies soll der folgende Ablauf verdeutlichen:
2Update der Nutzeroberfläche
Der Benutzer beginnt die Navigation, in dem er ein Ziel ein-
gibt. Die Daten vermittelt er dem Gerät über das integrierte
Touchdisplay oder per Spracherkennung über das Mikrofon.
Das System erstellt in Abhängigkeit der Eingabe und der
empfangenen GPS-Daten eine Route. Auf dem Display wer-
den Richtungsanweisungen ausgegeben, die den Benutzer zu
seinem Ziel leiten. Aus Sicherheitsgründen werden diese An-
weisungen auch per Sprache über die Lautsprecher ausgege-
ben. Das System nutzt bei Gefahrenstellen und Geschwin-
digkeitsüberschreitungen akustische und visuelle Warnsigna-
le. Der Benutzer kann während der Fahrt per Sprachbefehle
mit dem Navigationsgerät interagieren, dadurch bleibt seine
Aufmerksamkeit bei dem Straßenverkehr. Er muss demnach
nicht zur Eingabe auf das Display blicken.
Die direkte Kommunikation mit dem Nutzer wird in die-
sem Beispiel über den Touchscreen, das Mikrofon und den
Lautsprechern geführt. Über den GPS-Empfänger werden
aber auch indirekt vom Nutzer gesendete Daten (Bewegung)
empfangen und mit den Informationen der direkten Einga-
ben kombiniert.
Dieses System nutzt vier Eingabe- (über Touchscreen, Mi-
krofon und GPS-Sender) und zwei Ausgabemodalitäten (Touch-
screen, Lautsprecher).
4. CHARAKTERISIERUNGSSCHEMEN
Die vorgestellten Bespiele verdeutlichen, wie unterschiedlich
multimodale Interaktion zum Einsatz kommen kann. Um für
entscheidende Anforderungen geeignete Interaktionskonzep-
te entwickeln oder bestehende Paradigmen nutzen zu kön-
nen, müssen bekannte Systeme analysiert werden. Die Klas-
sifizierung und die Merkmale eines Systems schließen auf
gewisse Eigenschaften, wie Nutzerfreundlichkeit, Adap-
tivität oder Konsistenz.
Bisher kann diese Untersuchung über zwei Wege geführt wer-
den. Zum einen wird das System in seine Modalitäten zer-
legt, deren Vereinigung spezielle Eigenschaften zeigt [8] oder
es wird die Art und Weise der Verwendung der Modalitäten
(zueinander) betrachtet [11].
Die Kombination aus beiden Varianten führt zu einem neuen
Schema, dass die Probleme der einzelnen lösen soll.
4.1 Nach Art der Modalität
In vielen Publikationen [7, 8, 14] wird jedem Sinn des Men-
schen eine Modalität zugeordnet. Das heißt, dass ein Benut-
zer über das Sehen (Eyetracking, Displaydarstellung), Hören
(Sprachausgabe), Tasten (Fingerdruck, Vibration), Riechen,
Schmecken und seinem Gleichgewichtssinn mit einem Com-
puter kommunizieren kann. Da die Interaktion mit einem
technischen System über den Geschmacks- und Geruchssinn
noch weitestgehend unerforscht sind, werden diese vernach-
lässigt [7]. Ein System, das mit seinem Nutzer über den
Gleichgewichtssinn interagiert, ist zum Beispiel ein Flugsi-
mulator. Da dies einen sehr speziellen Fall darstellt, wird
diese Modalität in weiterführenden Betrachtungen nicht mit
einbezogen.
In [14] werden die Modalitäten in visuelle (sehbare), auditive
(hörbare), taktile (ertastbare), haptische (ebenfalls ertastba-
re), optische und akustische Signale gegliedert. Es wird dar-
auf hingewiesen, dass oft zwischen der taktilen (‘Ausgabe-
charakter’) und haptischen (’Eingabecharakter’) Modalität
nicht unterschieden wird. Unter akustische Signalen werden
alle Schallwellen im hörbaren und nicht hörbaren Bereichen
zusammengefasst (vereint auditive Modalität). Dementspre-
chend fassen optische Signale infrarotes, sichtbares (visuelle
Modalität) und ultraviolettes Licht zusammen.
Diese Kategorisierung ist die Grundlage für die folgende
Klassifizierung nach optische, akustische, haptische Mo-
dalitäten.
Eine optische Kommunikation findet dann statt,
wenn das System Lichtsensoren zur Eingabe und/oder
Displays zur Ausgabe verwendet.
Eine akustische Modalität beruht auf der Auf-
nahme und/oder Erzeugung von Schallwellen.
Eine Interaktion wird über eine haptische Mo-
dalität geführt, wenn dabei der Tastsinn genutzt
wird.
Um die Modalitäten zu vergleichen, werden die Eigenschaf-
ten und ihr Bezug zu den einleitenden Beispielen wie in [8]
in einer Tabelle gegenüber gestellt. In der Referenz werden
die Modalitäten nur in ihrer Ausgabe charakterisiert und die
Eigenschaften der Eingabe werden vernachlässigt. Für eine
genauere Betrachtung werden die Merkmale des Eingabeka-
nals mit einbezogen (siehe Anhang 6).
In der Tabelle 6 sind wesentliche Unterschiede zwischen dem
Nutzen der drei Modalitäten erkennbar. Diese einzelnen Fak-
toren ergeben zusammen die Merkmale der Interaktion mit
dem gesamten System.
Die Charakterisierung der vier Beispiele aus Kapitel 3 ergibt
sich dann wie folgt:
PC-Steuerung mit Maus und Tastatur
haptische Eingabe
optische Ausgabe
Es liegt eine primitive Befehlsform vor, die Auf-
merksamkeit erfordert. Privatsphäre und Sicherheit
ist zu einem gewissen Maße gewährleistet.
‘Put-That-There’
akustisch - haptische Eingabe
optische Ausgabe
Die Interaktion findet über einfache Anweisungen statt,
kann aber einen höheren Grad an Semantik beinhal-
ten.
Menüsteuerung der ‘XBox 360’
optisch - akustisch - haptische Eingabe und Ausgabe
Das System bietet dem Nutzer eine Vielzahl an mög-
lichen Interaktionen an und ist daher sehr adaptiv.
Mobiles Navigationsgerät
haptisch - akustische Eingabe
optisch - akustische Ausgabe
Dieses Konzept bietet die Möglichkeit der Interakti-
on ohne besondere Aufmerksamkeit.
Die Zuschreibung der Eigenschaften ist rein von der Betrach-
tung der verwendeten Modalitäten her nicht aussagekräftig.
Zudem kann sie für bestimmte Interaktionsformen eventuell
auch falsch sein, da in diesem Charakterisierungsschema die
Verwendungsweise der Modalitäten nicht eindeutig erkenn-
bar ist. Dieses Problem lässt sich am Beispiel der Menüsteue-
rung der ’XBox 360’ verdeutlichen. Es wurde ihr eine adapti-
ve Eigenschaft zugeschrieben, da sie Kommunikationskanäle
aller Modalitäten anbietet. Das setzt aber voraus, dass man
auch zu jeder Zeit alle drei Interaktionsformen angeboten
werden. Diese Betrachtung lässt aber keine Schlüsse dies-
bezüglich zu. Eine strikte sequenzielle Nutzung der Kanäle
ist ebenfalls möglich, was die Adaptivität des Systems stark
einschränken würde.
4.2 Nach Verwendung der Modalitäten
Nigay et al. [11] führten zur Konzeptentwicklung von mul-
timodalen Interaktionen eine Klassifizierung ein, die auf die
Nutzungsweise von Modalitäten beruht. Sie entwickelten ein
3-dimensionales Schema dessen drei Kategorien die zeitli-
che Nutzung, die Vereinigung (gemeinsame Interpretation)
und die Abstraktion der Informationen von Modalitäten sind
(siehe Figur 1).
Figur 1: Klassifikationsschema nach Nigay et al.
Alle Kategorien wurden in zwei Werte aufgeteilt. Das Sys-
tem wird in der zeitlichen Nutzung darin unterschieden, ob
dessen Modalitäten synchron (gleichzeitig) oder sequenziell
(nacheinander) genutzt werden. Die Vereinigung stellt eine
Gliederung in unabhängige und kombinierte Interpretation
der Daten dar. Der Abstraktionsgrad der Daten wird in der
Zuordnung von einer Bedeutung unterschieden. Aus diesen
Aufteilungsmöglichkeiten würden sich acht verschiedene In-
teraktionsformen ergeben (vier Formen der Unterscheidung
in Zeit und Interpretation, die jeweils noch zwei Abstrakti-
onsgrade aufweisen können). Da diese Gliederungsmöglich-
keit im Wesentlichen auf multimodale Interaktionen ange-
wendet werden sollte, kann die Unterscheidung im Grad der
Abstraktion vernachlässigt werden. Wie in Kapitel 2 schon
erläutert handelt es sich nur um multimodale Interaktionen,
wenn den Daten eine Bedeutung zugeordnet wird, andern-
falls ist sie multimedial.
Alle multimodalen Interaktionen können demnach in folgen-
den vier Felder eingeordnet werden: exklusiv, konkurrierend,
alternativ und/oder synergetisch.
Die Beispiele aus Kapitel 3 gehören folgenden Klassen an:
PC-Steuerung mit Maus und Tastatur
Die genutzten Modalitäten können jederzeit (parallel) ge-
nutzt werden und wirken konkurrierend (’Auswahl-Befehl’
mit Maus oder Tastatur) und synergetisch (’Kopier-Befehl’
mit Maus und Tastatur).
’Put-That-There’
Diese Bedienung ist synergetisch. Beide Modalitäten (Ges-
te und Sprachbefehl) funktionieren nur gleichzeitig und kom-
biniert.
Menüsteuerung der ‘XBox 360’
In diesem Konzept ist die synchrone Nutzung der Modali-
täten vorgesehen. Das bedeutet nicht, dass der Nutzer über
mehrere Arten gleichzeitig kommuniziert, sondern dass er zu
jeder Zeit mehrere Möglichkeiten geboten bekommt einen
Navigationsbefehl zu äußern. Die Informationen werden je-
doch nicht gemeinsam interpretiert. Es handelt sich also um
ein alternativ-multimodales System.
Mobiles Navigationsgerät
Bei diesem Beispiel kommt es auf die Wichtung der Funk-
tionalitäten an. Wie es Nigay et al. in ihrer Publikation [11]
beschreiben, bildet jedes Merkmal mit seiner Richtung und
seinem Gewicht (Bedeutung im Bedienkonzept) einen Vek-
tor. Alle Merkmale addiert ergeben einen Punkt in dem Ko-
ordinatensystem (des 2-dimensionalen Schema), der die Zu-
ordnung des ganzen Systems darstellt.
Die implizite Bedienung des Nutzers über die Bewegung des
GPS-Empfängers ist die grundlegende Interaktion mit dem
System. Da die GPS-Daten zusammen mit den anderen Ein-
gaben kombiniert und synchron betrachtet werden handelt
es sich bei einer Navigation um eine synergetische Kom-
munikation.
Zur Vergleichbarkeit zeigt Figur 2 die Einordnung der Bei-
spiele in dem Schema von Nigay et al (unter der Vernach-
lässigung der Abstraktion).
gekoppelt
getrennt
sequentiell synchron
alternativ
exklusiv konkur.
synerget.
PTT
TM
N
XM
Figur 2: Zuordnung der Beispiele
In dieser Darstellungsform fehlt wiederum die Aussage über
die Modalitäten im Einzelnen. Zum Beispiel bei einer Unter-
suchung, wie gut ein System in der Öffentlichkeit mit einem
Nutzer kommunizieren kann, stellt es einen wesentlichen Un-
terschied dar, ob die genutzten Modalitäten akustisch oder
optisch sind. Diesen Missstand soll folgende schematische
Einordnung eines multimodalen Systems lösen.
4.3 Nach Art und Verwendung der
Modalitäten
Das folgende Schema stellt keine neue Form der Charakte-
risierung dar. Es ist lediglich eine Repräsentation der bei-
den vorher genannten Vorgehensweisen. Daraus ergibt sich
der Vorteil, dass entscheidende Aspekte eines multimodalen
Systems auf einem Blick ersichtlich werden, wie es in den
einzelnen Varianten nur begrenzt möglich ist.
Die Anforderungen an die Darstellungsform werden aus der
allgemeinen Erfahrung her wie folgt definiert:
Informationsgehalt: Es soll die Art der Modalität erkenn-
bar sein und wie diese empfangen und interpretiert
wird.
Kompaktheit: Das Schema sollte einfach skizierbar sein.
Eindeutigkeit: Eine Eintragung sollte eine eindeutige In-
terpretation ermöglichen.
Skalierbarkeit: Das System sollte Möglichkeiten bieten,
um weitere Kriterien darstellen zu können.
Eine Möglichkeit, um den Anforderungen gerecht zu wer-
den, bietet die Metapher des Farbdreiecks. Das Farbendrei-
eck zeigt ein Dreieck dessen Eckpunkte die drei Grundfarben
(Rot, Grün und Blau) repräsentieren. Ein Punkt innerhalb
des Dreiecks repräsentiert ein bestimmtes Mischungsverhält-
nis der Farben, bzw. das “gleichzeitige” Auftreten mehrerer
Farben. Diese Visualisierung soll die Grundlage für das Sche-
ma sein.
Die Eckpunkte des Dreiecks stehen für die in Abschnitt 4.1
beschriebenen Klassen von Modalitäten, die über folgende
Icons dargestellt werden 3.
optisch akustisch haptisch
Wie in der Metapher des Farbdreiecks steht die Dreiecks-
fläche für den Raum der “einfachen” Kombination der drei
Modalitäten 4. Werden die Modalitäten einzeln genutzt und
treten nicht gemeinsam, bzw. synchron auf, werden lediglich
die Ecken des Dreiecks eingefärbt (entsprechend der Arten
dieser Modalitäten). Kann der Nutzer allerdings mehrere In-
terakionsmöglichkeiten gleichzeitig nutzen, werden die Zwi-
schenräume der Ecken markiert. Werden die Informationen
der Kanäle unter eine gemeinsame Abstraktion gestellt, ent-
steht dabei ein neuer Kommunikationsraum. Dieser Kom-
munikationsraum bildet einen übergeordneten Bereich au-
ßerhalb des Dreiecks. In dem Schema kann dies über einen
Kreisbogen dargestellt werden, der die beiden betreffenden
Modalitäten verbindet.
3Diese Iconisierung erhebt keinen Anspruch Eindeutigkeit.
4”Einfach”ist hier im Sinne von synchronem Auftreten, ohne
gemeinsame Interpretation gemeint.
(a) (b) (c) (d)
Figur 3: Schematisch Darstellung einer akustisch-
haptischen Interaktion
Figur 3 zeigt diese vier Varianten für eine multimodale In-
teraktion (hier akustisch-haptisch). Die Zuordnung der aus
Abschnitt 4.2 erläuterten Klassen ist somit exklusiv (a), kon-
kurrierend (b), alternativ (c) und synergetisch (d).
Aus den Abschnitten 4.1 und 4.2 ist die Zuordnung der Bei-
spiele aus Kapitel 3 nach beiden Klassifikation bereits be-
kannt. Ihr Vereinigung kann demnach in folgenden Schemen
dargestellt werden (mit Beschränkung auf Eingabemodali-
täten):
PC-Steuerung mit Maus und Tastatur
Figur 4: PC-Steuerung mit Maus und Tastatur
Der PC kann exklusiv oder synergetisch mit der Maus und
der Tastatur erfolgen. Beide Geräte führen zu einer hapti-
schen Interaktion. Diese multimodale Kommunikation ist in
Figur 4 dargestellt. Die Färbung des Eckpunktes ergibt sich
aus der Nutzung von haptischen Kanälen. Der äußere Kreis
stellt die übergeordnete Interaktion dar, die sich daraus er-
gibt, dass die beide Interaktion, Maus und Tastatur, vereint
einen eigenständigen Kommunikationskanal bilden, den man
nicht innerhalb des Dreiecks abtragen kann.
’Put-That-There’
Figur 5: ’Put-That-There’
In diesem Konzept (Figur 5) werden akustische und hapti-
sche Signale vereint interpretiert. Daraus entsteht eine neue
Art von Modalität, die eine weitere Form der Signalverarbei-
tung bietet. Dies ist über den schwarzen Halbkreis außerhalb
des Dreiecks dargestellt.
Menüsteuerung der ‘XBox 360’
Figur 6: Menüsteuerung der ‘XBox 360’
Die Steuerung der ’XBox 360’ ist auf allen drei Modalitä-
ten alternativ möglich. Diese Art der Interaktion kann in
einem vollständig gefärbten Dreieck, wie in Figur 6, darge-
stellt werden. Die Adaptivität, die diesem System im Punkt
4.1 zugeschrieben wurde, kann also bestätigt werden, da die
synchrone Bereitstellung der Kanäle eine beliebige Nutzung
ermöglicht.
Mobiles Navigationsgerät
Figur 7: Mobiles Navigationsgerät
Die Navigation erfolgt über Toucheingaben und Sprachbe-
fehle. Die Daten dieser beiden Kanäle werden mit den GPS-
Werten (indirekte, haptische Interaktion) kombiniert. Die
gemeinsame Abstraktion findet bei zwei haptischen Modali-
täten (Touch- und GPS-Eingabe) und bei einer akustischen
und haptischen Modalität (Sprach- und GPS-Eingabe) statt.
Eine Darstellung dieser Verarbeitung wird in Figur 7 veran-
schaulicht.
Mit Hilfe dieser Beispielschemen kann die Erfüllung der An-
fangs gestellten Anforderungen (Informationsgehalt, Kom-
paktheit, Eindeutigkeit) für dieses Kategoriesierungssystem
bewiesen werden.
Die Skalierbarkeit kann über die Variation von Farbe und
Helligkeit erreicht werden. Wenn in dem Schema eine zu-
sätzliche Modalitätenklasse eingetragen werden muss, kann
dies über einen zusätzlichen Eckpunkt (der von allen ande-
ren Ecken erreichbar sein muss) erreicht werden, indem das
Dreieck zu einer Pyramide umgeformt wird. Mit Hilfe dieser
Visualisierung kann die Interaktion für ubiquitäre Systeme
hergeleitet werden.
5. UBIQUITÄRE SYSTEME
Nach Weiser [15] wird die Erscheinungsform von zukünfti-
ge Informationssystemen immer variabler. Der Nutzer wird
nicht mehr an einem festen Arbeitsplatz einen Computer
bedienen, sondern frei mit seiner Umgebung interagieren.
Der Computer wird ein Teil der natürlichen Umwelt
des Nutzers.
Er passt sich an diesen Raum und den Nutzer an.
Interaktionen werden zu jeder Zeit an jedem Ort mög-
lich sein.
Diese Bedingungen führen zwangsläufig zur Untersuchung
neuer Interaktionsparadigmen. Um eine geeignete Klasse sol-
cher Paradigmen zu finden, müssen zunächst die damit zu-
sammenhängenden Anforderungen eines ubiquitären Systems
definiert werden.
5.1 Eigenschaften
Die drei notwendigen Eigenschaften (nach [4]) der Interak-
tion mit ubiquitären Systemen sind folgende:
Ein natürliches Interface bietet dem Nutzer eine Varia-
bilität von Kommunikationsmöglichkeiten. Die Gestal-
tung geht nach den Ausdrucksformen des Menschen.
Es werden mehr Anweisungen implizit aus dem Ver-
halten und dem Zustand des Nutzers extrahiert.
Die Kontextabhängigkeit führt dazu, dass sich das Sys-
tem an die Umgebung, bzw. der aktuellen Situation an-
passen kann. Ein hoher Abstraktionsgrad ist nötig, um
dabei komplexere Zusammenhänge erkennen zu kön-
nen. Dafür müssen wiederum mehr Daten aufgezeich-
net und gemeinsam interpretiert werden.
Die Aufnahme der Informationen muss nicht nur auf kom-
plexe Weise verarbeitet werden sondern für den Kon-
textbezug zu zukünftige Interaktionen auch gespeichert
werden.
5.2 Interaktionsform
Die Interaktionsform wird im Wesentlichen davon beein-
flusst sein, dass der Mensch zu jeder Zeit interagieren kann.
In jeder Situation soll ihm eine Möglichkeit der Interakti-
on mit einem ubiquitären System geboten werden. Damit
werden verschiedene Modalitäten nötig sein. Multimodale
Interaktion ist demnach eine Notwendigkeit in ubiquitäre
Systemen. Im Folgenden wird untersucht, wie die Beispiele
aus Kapitel 3 dies bereits verdeutlichen.
Die PC-Steuerung über Maus und Tastatur wird nicht be-
trachtet, da das Ziel von ubiquitären Systemen eine Bewe-
gung weg von dem bekannten ‘WIMP’ - Interaktionspara-
digma ist.
Die Menüsteuerung der ‘XBox 360’ nutzt eine Technologie,
die in der nahen Zukunft immer bedeutsamer wird. Das Au-
genmerk liegt hier in der Kinect. Auch wenn in diesem
Beispiel keine sehr innovativen Bedienkonzepte genutzt wer-
den, birgt diese Technologie dennoch ein hohes Potenzial. Sie
kann über die Kombination von dem Farb- und Infrarotbild
schon viel Information (indirekt) über den Kontext liefern.
Seit dem letzten Update im Mai 2012 (Version 1.5) kann sie
über Facetracking Aufschlüsse über die Aufmerksamkeit und
Mimik von gefilmten Personen liefern. Es gibt bereits zahl-
reiche interessante Projekte, die ihre Stärken aufzeigen. Ein
Beispiel dafür ist das Projekt ‘Kilight’, das die Beleuchtung
des Raumes, je nach Position und Aktivität des Nutzers re-
gelt [2].
Die Forschungsarbeit von Bolt [5] zeigte bereits sehr früh
das Verlangen nach einer natürlichen Interaktion. Das Er-
gebnis der Arbeit war nicht nur die Untersuchung von Ges-
ten und Spracheingaben, sondern die Bildung einer neuen
Interaktionsform über die Kombination zwei bekann-
ter Modalitäten.
Die Fähigkeit zur Adaptivität, die durch multimodale In-
teraktion gegeben ist, wird in zukünftigen Systemen immer
deutlicher. Einen Ausblick darauf zeigt die mobile Naviga-
tion, wie sie in Abschnitt 3.4 erläutert wurde. Der Nutzer
befindet sich in sehr unterschiedlichen Kontexten während
der Bewegung im Straßenverkehr. Diese führen zu unter-
schiedlichen Möglichkeiten und Einschränkungen der Inter-
aktion. Zu Beginn ist die Route noch unklar. Daraus lässt
sich schließen, dass der Nutzer sich wahrscheinlich noch nicht
auf dem Weg befindet. Wenn er sich nicht bewegt, kann die
Aufmerksamkeit auf das Display des Navigationsgerätes ge-
richtet werden. Die optische und haptische Interaktion mit
dem Gerät ist somit möglich (siehe Vor- und Nachteile von
Modalitäten im Anhang 6). Wenn die Navigation beginnt,
muss der Nutzer seine Aufmerksamkeit aus Sicherheitsgrün-
den auf den Verkehr richten, eine optische Interaktion ist
daher nur eingeschränkt möglich. Das System passt sich da-
her an die Situation, bzw. an den Zustand des Nutzers an
und bietet die Bedienung per Sprachbefehl an.
5.3 Fazit
Aus den in Abschnitten 5.1 und 5.2 aufgestellten Anforde-
rungen an ubiquitäre Systemen muss sich multimodale In-
teraktion nach folgenden Anhaltspunkten entwickeln.
1. Der Nutzer muss direkt und indirekt auf mehreren We-
gen interagieren können, das setzt die Unterstützung aller
Kommunikationskanäle voraus und führt zu einem System
mit folgendem Schema (Figur 8).
Figur 8: 1. Stufe multimodaler Interaktion
2. Die Adaptivität des Systems kann nur erreicht werden,
wenn zu jeder Zeit alle empfangenen Daten synchron inter-
pretiert werden. Dies führt zu der Weiterentwicklung des
vorangegangenen Punktes (Figur 8)
Figur 9: 2. Stufe multimodaler Interaktion
3. Damit das System abstraktere Zusammenhänge erkennen
kann und die Verständigung mit dem Nutzer auf natürli-
che Weise erfolgt, dürfen die Informationen der Modalitäten
nicht getrennt voneinander betrachtet werden, denn erst zu-
sammengefasst ergeben sie den Kontext.
Figur 10: 3. Stufe multimodaler Interaktion
Figur 10 zeigt das Ziel der Entwicklung von multimodalen
Interaktionen. Dem entsprechend wird die Bedienung von
zukünftigen Systemen sein.
Wenn die Schemen schon existierender multimodaler Kon-
zepte, wie die aus Kapitel 3, diesem gegenüberstellt werden,
lassen sich folgende Schlüsse daraus ziehen.
3.1 3.2
3.3 3.4
Figur 11: Gegenüberstellung der Systeme
In 11 ist nicht nur erkennbar, in wie fern existierenden Syste-
me diese Bedingungen bereits erfüllen, sondern auch, dass,
wie es in Abschnitt 5.2 auch beschrieben wurde, in jedem
System ein Stück Zukunft steckt. Die Betrachtung nach Art
und Verwendung von multimodalen Systemen kann also einen
guten Aufschluss darüber geben, was das System für kom-
mende Entwicklungen zu bieten hat.
6. AUSBLICK
Diese Forschungsarbeit veranschaulicht, dass die Zukunft
von Informationssystemen nur multimodal sein kann. Der
Mensch wird mit immer flexibleren Interaktionen konfron-
tiert werden, die ihn weg von vertrauten Paradigmen führen.
Oft fehlt dazu aber noch die Bereitschaft der Nutzer. Z.B.
ergeben aktuelle Studien, dass auch wenn Benutzer beim
SMS schreiben die Spracheingabe als natürlicher und ein-
facher empfanden, sie doch lieber auf die bekannte Tasta-
tureingabe zurückgriffen [8]. Nur weil Nutzer multimodal
interagieren können, bedeutet dies nicht, dass sie das auch
nutzen [10]. Doch die Gegenüberstellung von bekannten In-
teraktionsformen zeigt, dass der Fortschritt in die ‘richti-
ge’ Richtung geht. Neue Kommunikationskanäle, die in 4.1
explizit ausgeschlossen werden (Riechen und Schmecken),
werden entdeckt, während die bekannten immer detaillier-
ter und abstrakter genutzt werden. Der Mensch wird mit all
seinen Sinnen interagieren können. Es gilt daher zu unter-
suchen, wie haltbar das Klassifizierungssystem und dessen
Visualisierung aus dieser Publikation in Zukunft sein wird.
Auch wenn die Möglichkeiten vorhanden sind, dass weitere
Differenzierungen in dem präsentierten Schema eingetragen
werden können, sollten auch andere Darstellungsformen un-
tersucht werden.
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rä
te
u
n
d
S
e
n
so
re
n
K
a
m
er
a
,
I n
fr
a
ro
ts
en
so
r
D
is
p
la
y
s,
P
ro
je
k
ti
o
n
en
M
ik
ro
fo
n
L
a
u
ts
p
re
ch
er
M
a
u
s,
T
a
st
a
tu
r,
J
oy
st
ic
k
s,
G
y
ro
sk
o
p
,
T
o
u
ch
sc
re
en
,
G
P
S
F
o
rc
e
F
ee
d
b
a
ck
E
ig
e
n
s c
h
a
ft
e
n
R
ä
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ä
re
ei
n
g
es
ch
rä
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ü
b
er
B
il
d
sc
h
ir
m
S
p
ra
c h
er
k
en
n
u
n
g
ü
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ABSTRACT
An jeder Ecke stehen oentliche Displays, in vielen Klassen-
zimmern nden sich interaktive Whiteboards und die meis-
ten Menschen wissen heute ein Smartphone oder Tablet-
Computer zu bedienen. Doch so heterogen wie unsere mod-
erne Geratelandschaft, so unterschiedlich sind die Moglichkeiten
der Interaktion. Jedes dieser Gerate funktioniert eigenstandig
und muss losgelost vom Anderen bedient werden. Eine Kop-
plung und der Austausch von Daten geschieht nach wie vor
explizit. Das intuitive Wischen eines Videos von seinem
Smartphone auf den Fernseher, das Prasentieren eines Bildes
nur uber die Geste des Weiterreichens vom Tablet auf das
vom Beamer geworfene Bild, sind blo zwei Varianten von
Interaktionen mit einem ubiquitaren System die in dieser
Arbeit thematisiert und anhand aktueller Forschungsergeb-
nisse diskutiert werden sollen.
1. EINLEITUNG
Seit langerem ist der Trend des Abwendens vom einzelnen
stationaren Arbeitsplatzrechner, hin zu mehreren eher mo-
bilen Endgeraten zu erkennen. Aus einem Telefon wird ein
Smartphone und der Desktop-PC weicht dem Notebook [8].
Tablets lassen eine ohnehin kaum noch aufrecht zu erhal-
tende Trennung von Gerateklassen bald der Vergangenheit
angehoren. Mittlerweile nutzen die Menschen eine Vielzahl
verschiedenster Gerate zur Bearbeitung ihrer privaten und
beruichen Aufgaben. Dabei stoen sie immer ofter auf
Probleme bei dem Versuch diese stark fragmentierten In-
halte zu organisieren [5]. Die Idee ein Dokument mithilfe
einer Geste vom Arbeitsplatzrechner auf das private Tablet
zu ubertragen liegt nahe und konnte ein intuitives Manage-
ment verteilter Inhalte erleichtern.
Eine solche Mehrgerateumgebung (Multi-Device Environment
kurz MDE) wurde bereits 1996 durch Scott Robertson et
al. umgesetzt [20], wobei die Interaktion mit dem System
von einem PDA ausging und ein Fernseher eine rein pas-
sive, reprasentierende Rolle einnahm. Ein MDE ist dem-
nach eine physische Arbeitsumgebung in der unabhangige
Gerate durch eine Software miteinander verbunden werden
[3]. Die grundlegende Idee ist es, eine Anwendung uber ver-
schiedene Schnittstellen zu verschiedenen Zeiten nutzen zu
konnen. Im Bezug auf mehrere interaktive Gerate verof-
fentlichte ein Jahr darauf Jun Rekimoto seine Forschungen
zu Pick-and-Drop und erlaubte damit die Erweiterung eines
interaktiven Whiteboards durch Auslagern von Kontrollele-
menten auf ein mit dem System gekoppeltes Tablet [18, 19].
Migrierende Schnittstellen (Migratory User Interface kurz
MUI ) eines Softwaresystems bildeten den Schwerpunkt der
Untersuchung darauolgender Jahre. Sie zeichnen sich durch
das Ubertragen derselben von einem Gerat zum anderen aus,
ohne den aktuellen Zustand zu verandern. Abstraktion und
Architektur von Mehrgerateschnittstellen wurde unter an-
derem 2004 durch Giulio Mori et al. erforscht [13]. Er
untersuchte sogenannte nomadische Softwarekomponenten
(Nomadic Applications) die den Zugri des Nutzers uber
Kontext- und Gerategrenzen hinweg erleichtern sollten. Damit
die Umsetzung einer Schnittstellenspezikation fur verschiedene
Platformen moglichst einheitlich, vor allem aber einmalig
geschieht, verlangt es nach einem modellgetriebenen Ansatz
wie ihn Elmar Braun et al. im selben Jahr beschrieb [4].
Viele Veroentlichungen der letzten Jahre beschaftigen sich
mit solchen konkreten Instanzen und Einzelheiten der tech-
nischen Umsetzung des Problems der Mehrgerate-Interaktion
(Multi-Device Interaction kurz MDI ). Mit dem Fokus auf
das gesamtheitliche System ist eine genaue Denition bisher
nicht zustande gekommmen. Ziel dieser Arbeit ist es somit
die verschiedenen Konzepte zu kombinieren und eine solche
zu formulieren. Daher werden im folgenden Abschnitt zuerst
die grundlegenden Dimensionen eines solchen Systems er-
lautert. Auf Basis dieser folgen die unterschiedlichen Arten
und Aspekte der MDI im dritten und ein aktuelles beispiel-
haftes Gesamtkonzept im vierten Kapitel.
2. DIMENSIONEN
Hardwarekomponenten und deren Softwaresysteme, Kom-
munikationsprotokolle und Mechanismen der Synchronisa-
tion, sowie Arten der Ein- und Ausgabe und die mit dem
System interagierenden Nutzer bilden verschiedene Teilprob-
leme der MDI und sind Bestandteil des folgenden Abschnitts.
2.1 Gerätelandschaft
Systeme mit unterschiedlichsten Leistungsmerkmalen gestal-
ten unsere moderne sehr heterogene Geratelandschaft. Sei
es der klassische Desktop-PC, das private Tablet, ein ak-
tuelles Smartphone oder ein intelligenter Fernseher. Jede
einzelne Schnittstelle verlangt nach individuellem Umgang
und besitzt eine eigene Art der Interaktion. Dennoch sind
es beispielsweise im Kontext taglicher Buroarbeit Notebook,
Smartphone, Whiteboards und immer hauger Tablets die
dominieren.
In eben diesem Kontext existieren einige Anwendungen fur
den u-Table. Jangho Lee et al. beschreibt das Projekt
als ein Medium multimediale Inhalte kooperativ zu bear-
beiten und zu teilen [9]. Ein Multi-Touch-geeigneter Tisch
und mit visuellen Tags versehene mobile Gerate ermoglichen
innerhalb seines W-LAN gestutzten MDE den Austausch
von Daten zwischen verschiedenen Systemen. Die von ihm
beschriebenen Tags sind teilweise lichtdurchlassige Masken
mit Lochern fur Lokalisierung und Identikation von bis zu
512 Geraten [9]. Ein solcher Tag, verbunden mit einem auf
dem u-Table liegenden Endgerat, ist in Abbildung 1 zu se-
hen. Die auf dem Smartphone bendlichen Dateien werden
neben den Einzugsbereich des Tags projiziert und konnen
durch Drag-and-Drop auf weitere, mit dem Tisch verbun-
dene Gerate kopiert werden. Mit dem Schwerpunkt auf
Schnittstellendesign fur mehrere Nutzer und dem der In-
terpretation Gesten-basierter Interaktion stellte Jangho Lee
ein auch fur Mehrgerate-Interaktion gut geeignetes Konzept
vor. Es ist aber fur unsere wenig homogene Geratelandschaft
auch notig, jedes zu nutzende mobile System mit einer indi-
viduellen Schnittstelle zu erweitern.
Abb. 1: Smartphone auf dem u-Table von Lee [9]
Diese Adaption von Schnittstellen wird durch verschiedene
Aspekte beeinusst [16]. Im einfachsten Fall werden sie
fur jedes der Gerate proprietar implementiert, was den of-
fensichtlichen Nachteil des Aufwands birgt. Ein Weg aus
diesem Problem bietet das single Authoring. Dabei wird
eine einzige abstrakte und gerateunabhangige Schnittstel-
lenbeschreibung auf den verschiedenen Endgeraten automa-
tisch zu einer konkreten umgewandelt. Elmar Braun et
al. entwarf das Konzept einer Sprache fur diese Aufgabe
[4]. Des Weiteren existieren im Bereich der Webentwick-
lung Werkzeuge, die einen Mehrgerateentwurf unterstutzen.
Beispielsweise stehen mit den cascading Stylesheets in der
dritten Version Media Queries [25] zur Verfugung, die ein
automatisches Anpassen an die Dimensionen der Ausgabe
ermoglicht. Ein bereits in der Einleitung vorgestellter Ar-
tikel schildert die modellgetriebene Herangehensweise an das
beschriebene Problem.
Fabio Paterno et al. bindet das zu erreichende Ziel, vor
Allem aber die Aufgabe des Nutzers ein [17]. Ergebnis war
eine Methode fur Entwurf und Entwicklung von kontextsen-
sitiven und interaktiven Softwaresystemen. Aus einem Con-
curTaskTree [15], einer Aufgabentaxonomie, entworfene Mod-
elle werden dabei in konkrete Schnittstellen uberfuhrt.
2.2 Kommunikation und Protokolle
Eine der schwierigsten Aufgaben im Kontext der Mehrgerate-
Interaktion ist die Kommunikation der Endgerate untere-
inander. Jedes W-LAN sollte heute gesichert sein und die
verwendeten Protokolle sollten eine Verschlusselung der Daten
vorsehen. Es ist also zu klaren, wie ein Gerat in ein MDE
eingebunden werden kann, ohne dass der Nutzer mit kom-
plizierten Mechanismen und kryptischen Passwortern uber-
fordert wird.
Werkzeuge fur den Datenaustausch und das Pairing von
Endgeraten gibt es bereits vielfach in Form von NFC, RFID-
Tags oder auch QR-Codes. Eine dem QR-Code sehr ahnliche
Technologie erforschte Madhavapeddy et al. unter Zuhilfe-
nahme von mit Kamera versehenen Smartphones und vi-
suellen Tags [11]. Einen der groten Vorteile sah er in der
starken Verbreitung dieser Endgerate und der damit bereits
bestehenden Infrastruktur. So kann ein Smartphone nicht
nur als Zeigegerat, sondern auch als visuelle Schnittstelle zu
Systemen ohne Bildschirm fungieren. Nicht nur das aus-
gewahlte Element, sondern auch die Position des Nutzers
relativ zu einem Tag lassen sich bestimmen [11]. Die zum
Pairing notwendigen Information, benden sich direkt in den
visuellen Tags und ein manuelles Selektieren des Kommu-
nikationspartners wird uberussig.
Eine detaillierte Beschreibung dieses Verfahrens lieferte David
Scott in seiner Arbeit uber das Umgehen der Barrieren von
Bluetooth-basiertem Datenaustausch [21]. Er beschrieb die
Ubertragung eines Fotos zwischen zwei Smartphones. Im
Normalfall muss eine Datei gewahlt, ein Bluetoothgerat gesucht
und ausgewahlt, sowie die Verbindung bestatigt werden. Eine
unter Aspekten der Usability betrachtet wenig elegante Proze-
dur. Scotts verbesserte Variante mit Hilfe der beschriebenen
Tags kurzte das Verfahren ab. Nach dem Wahlen der Datei
muss mit der Kamera der vom anderen Gerat gezeigte Tag
fokussiert und die Ubertragung bestatigt werden [21]. Infor-
mationen zur Adresse des Kommunikationspartners werden
unmittelbar in diesem, auch in Abbildung 2 zu sehenden,
visuellen Tag kodiert.
Abb. 2: visueller Tag mit 48 Bit Bluetooth Adresse
und 15 Bit Anwendungsinformationen [21]
Einen ebenfalls passenden Ansatz zur Kommunikation un-
terschiedlicher Gerate bieten Publish-/Subscribe-Systeme,
die aufgrund ihrer dezentralen Architektur einen sehr soli-
den Beitrag zu ubiquitaren Systemen leisten. Alle in dem
MDE verfugbaren Endgerate konnen dann uber einen Soft-
warebus kommunizieren, indem sie sich fur das Ereignis mit
den fur sie notwendigen Informationen registrieren [6].
2.3 Single- und Multi-User
Abhangig von der Anzahl der Nutzer und vom Typ der
Aufgaben, beziehungsweise deren Zielen, muss die Interak-
tion mit dem System angepasst werden. Auch wenn die
Personen einer Studie einzeln im Durchschnitt 5,96 Gerate
fur ihre tagliche Arbeit benutzen [5], spielt Mehrbenutzer-
tauglichkeit und damit Kollaboration eine immer groere
Rolle. Viele bereits verfugbare Multi-User Systeme wieGoogle
Docs [7] protieren vom Cloud-Computing und konnen in
den Bereich der Mehrgerate-Interaktion integriert werden.
Sie bieten die Moglichkeit der synchronisierten Bearbeitung
von Dokumenten und wurden fur kollaborative Tatigkeiten
konzipiert.
In der Durchfuhrung einer Prasentation kann diese Mehrbe-
nutzerfahigkeit ebenso von Vorteil sein, wie beim gemein-
samen Erstellen derselben. Benutzt werden meist ein Beamer
der dem Auditorium eine Prasentation zuganglich macht
und eine Fernbedienung die den Ablauf der Folien steuert.
Oft werden auch Tablets oder Smartphones zur Steuerung
eingesetzt. Spatestens dann, wenn der Vortragende eine
nicht in den Folien vorkommende Visualisierung nutzen mochte,
hatte er vor einigen Jahren noch auf eine Tafel oder einen
Tageslichtprojektor zuruckgreifen mussen. Heute ist es keine
Hurde mehr ein digitales Whiteboard von Hand zu beschreiben
um dessen Inhalte zu erweitern.
Dennoch wachsen neben den Moglichkeiten weitere kontextuelle
Fragestellungen, wie das folgende Szenario beschreibt. Angenom-
men ein Kollege mochte einen Beitrag leisten. Auf seinem
Smartphone bendet sich eine Grak die dem restlichen
Publikum prasentiert werden soll. In diesem Fall muss bere-
its im Vorfeld das jeweilige Objekt in die Prasentation einge-
bunden werden. Wesentlich exibler ist da eine Moglichkeit
beliebige Objekte innerhalb eines MDE gerateubergreifend
zu ubertragen.
Eine ahnliche Problemstellung beschreibt Jun Rekimoto bere-
its 1997 [18, 19]. Mit Hilfe seines Pick-and-Drop Paradigma,
ubertragt er die auf dem Smartphone gespeicherte Grak auf
den an den Beamer angeschlossenen Computer. Rekimoto
nutzt seinen mit einem Identitatsmerkmal besetzten Stift,
selektiert das zu sendende Objekt und legt es auf der Lein-
wand des Vortragenden wieder ab. Unter Berucksichtigung
der vorangegangenen Punkte ist dieses Vorgehen problemlos
auf weitere Nutzer ubertragbar.
Andere Konzepte betreen haug die Nutzung eines Multi-
Touch-geeigneten Tisches wie in Abbildung 3 zu sehen ist.
Jangho Lee et al. beschrieb die Kombination des u-Table [9]
mit einer Projektion, wobei er die physischen Dimensionen
des Tisches durch einen Beamer erweiterte [10]. Physisch ge-
trennt, aber logisch gekoppelt ermoglicht es mehreren Nutzern
simultan virtuelle Objekte mit Hilfe von Gesten zwischen
dem projizierten Bild, dem digitalen Tisch oder anderen im
MDE verfugbaren Geraten auszutauschen.
Abb. 3: visueller Einzugsbereich zum Austausch
von Objekten zwischen unterschiedlichen Geraten
nach Lee et al. [10]
Dieser Austausch geschieht auch bei anderen Systemen hau-
g mit Gesten, ist aber nicht auf diese beschrankt. Im Fol-
genden werden unterschiedliche Interaktionskanale im Zusam-
menhang mit MDI diskutiert.
2.4 Modalität der Interaktion
Haptik-basierte Interaktion hat den groen Vorteil nicht nur
Eingaben produzieren zu konnen. Das System kann beispiel-
sweise auch Ruckmeldungen in Form von Vibration abgeben.
Fast jedes touch-unterstutzte mobile Gerat quitiert heute die
Eingaben des Nutzers auf diese Weise. Dennoch ist dieser
nur einer von vielen Kanalen zur Kommunikation zwischen
Mensch und Maschine.
Spracheingabe bietet eine weitere Modalitat, die vor allem
bei korperlich beeintrachtigten Menschen und damit im Am-
bient Assisted Living unterstutzend wirken kann. Existieren
in einem Smart Home zum Beispiel mehrere auditive Sys-
temschnittstellen konnen Befehle von jenem Gerat verar-
beitet werden, welches am besten verstanden hat.
Wie an einem Beispiel der NEC Corp. zu sehen, ist es weiter-
hin moglich den dreidimensionalen Raum fur MDI zu nutzen
[14]. NEC beschreibt ein System bestehend aus einem be-
weglichem Projektor, einer beweglichen Kamera und ver-
schiedenen Ausgabegeraten. Die Idee ist die Selektion von
Objekten auf einen Gerat, dessen der Hand folgende Pro-
jektion und dem Ablegen auf einem Anderen. Sie entwarfen
ein dreidimensionales Drag-and-Drop uber mehrere Gerate
mithilfe von Gesten.
Visuelle, haptische und auditive Schnittstellen leisten einen
erheblichen Beitrag zur Nutzung mehrerer logisch gekoppel-
ter Gerate innerhalb eines MDE. Trotzdem ist die Verbindung
von Multimodalitat und MDI eine bis dato wenig erforschte.
3. ASPEKTE UND ARTEN
Nachdem vier Dimensionen und verschiedene Teilprobleme
der MDI exemplarisch besprochen wurden, beschaftigt sich
dieser Abschnitt konkreter mit bisher erforschten Interak-
tionsvarianten. Mehrgerate-Interaktion unterscheidet sich
mageblich von der Verwendung mehrer Bildschirme, bei
der meist ein einziger Computer alle Ausgabegerate verwal-
tet. Im Folgenden wird die Idee des logischen Koppelns
verschiedener Endgerate zu einem Gesamtsystem mit un-
terschiedlichen Ein- und Ausgabemodalitaten besprochen.
3.1 Ambient Interaction
Das im Kapitel 2.4 betrachtete System der NEC Corp. reprasen-
tiert eine Umsetzung von Gesten-basierter-Interaktion mit
der Umgebung (Ambient Interactions) [14]. Dreidimensional
ausgefuhrte Gesten sind das mitunter am schwersten zu be-
dienende Interaktionsparadigma, da in erster Linie ein gutes
System fur die Erkennung der Bewegungen benotigt wird.
Ein Vorteil des Konzepts liegt unter anderem im geringen
Verschlei der Schnittstellen, da touch-basierte Oberachen
uber die Zeit zerkratzt werden konnen und damit die durch-
sichtige Schicht des Displays erblindet. Durch die Beweglichkeit
von Kamera und Projektor kann das System der NEC Corp.
den Nutzer eigenstandig nden und verfolgen [14]. Inter-
aktionen wie das Weiterreichen virtueller Objekte konnen
so visualisiert werden und der Nutzer erfahrt das unmittel-
bare Ergebnis. Der moglicherweise langfristig auftauchender
Nachteil konnte sich hier aus der starren Verbindung der bei-
den Gerate ergeben. NEC prasentierte mit diesem Projekt
zwei primare Ergebnisse [14]:
 intuitive Interaktion durch Integration von Gesten-
basierter Eingabe und der Projektion von Objekten.
 prazise Kontrolle durch die dreidimensionale Erken-
nung der Gesten mit der beweglichen Kamera und dem
Feedback durch den Projektor.
3.2 Pick-and-Drop
Neben der Interaktion mit Gesten werden haug auch Stifte
zur Eingabe genutzt. So auch in dem bereits genannten
Pick-and-Drop von Rekimoto [19]. Wie bei einem Maler
die Farbpalette, kann ein Tablet-Computer zum Wahlen des
Werkzeugs und der Farbe verwendet werden. Abbildung
4 zeigt, wie Textfragmente und Graken generiert, selek-
tiert (pick) und auf dem interaktiven Whiteboard abgelegt
(drop) werden. Der dabei verwendete Stift besitzt ein iden-
tizierbares Merkmal um von anderen Eingabegeraten un-
terschieden werden zu konnen und fungiert so als virtueller
Trager des zu verschiebenden Objekts [19].
Abb. 4: Konzept von Pick-and-Drop mit Tablets
und interaktivem Whiteboard nach Jun Rekimoto
[19]
Unterstutzend wirkt Rekimotos MDE im Bezug auf die Vi-
sualisierung von Texten. Die Lesbarkeit von Handgeschriebenem
auf einem interaktiven Whiteboard ist meist eher maig.
Er erlautert das Verfassen des Textes auf einem Tablet und
das darauolgende Ubertragen zum Whiteboard mit Unter-
stutzung seiner vorgestellten Geste [19].
3.3 Multi-Screen-Ansätze für MDI
Aus dem Bereich der Multi-Screens kommt eine Interak-
tionsvariante die sich mit groen Entfernungen zwischen Ob-
jekten auseinander setzt. Angewandt auf die MDI konstru-
ieren wir folgendes Szenario. Via Drag-and-Drop soll ein
beliebiges Objekt einem Anderen zugefuhrt werden. Die
Schnittstelle ist uber mehrere Gerate verteilt und das se-
lektierte Objekt ist nicht auf dem Gerat des Ziels. Das Drag-
and-Pick, beziehungsweiseDrag-and-Pop genannte Verfahren
von Patrick Baudisch et al. ist eine Erweiterung des bekan-
nten Drag-and-Drop und kann den Nutzer bei eben diesem
Problem unterstutzen [1]. Der Nutzer bewegt das selek-
tierte Objekt in Richtung des Ziels, ungeachtet der verteil-
ten Schnittstelle. Abbildung 5 zeigt, wie alle Objekte, die in
dieser Richtung liegen nun temporar in die des ersten Ob-
jekts verlangert werden, wodurch das Ablegen des gewahlten
Objekts vereinfacht wird.
Abb. 5: Modell von Drag-and-Pick nach Baudisch
[1] im Kontext der Mehrgerateinteraktion
Ein Problem, welches in einer einfachen Multi-Screen An-
wendung nicht vorkommt, ist die Lokalisierung der verschiede-
nen Schnittstellen respektive die der unterschiedlichen Gerate.
Es besteht die Moglichkeit mit dem active Badge Location
System entgegen zu wirken wie es bereits 1992 durch Roy
Want beschrieben wurde [23]. Sogenannte Badges, aktive
Komponenten innerhalb eines Sensor-Netzwerks, senden pe-
riodisch ihre Position an einen zentralisierten Lokalisierungs-
dienst und konnten auch in Komponenten eines MDE ver-
baut werden.
Letztlich ist die Rotation der Gerate die einzige noch fehlende
Groe. Es wurde zu Verwirrungen seitens der Nutzer fuhren,
wenn die Orientierung der Gerate vollig miachtet und eine
Animation von Drag-and-Pick in unterschiedliche Richtun-
gen laufen wurde. Doch ein Vorteil von vielen Smartphones
und Tablets der neueren Generation ist ein Sensor, der uber
Ausrichtung und Lage informiert.
3.4 Interaktionen mit virtuellen Objekten
Fur diese Variante der Interaktion ist der u-Table ein geeignetes
Beispiel [10]. Abbildung 3 zeigt diesen digitalen Tisch, einen
Beamer und die Reichweite moglicher Gesten zwischen diesen
zwei ausschlielich logisch gekoppelten Geraten. Lee et al.
fuhrte fur seine Versuche verschiedene neue Gesten und Links
zu entfernten Objekten, die er Proxies nannte [10], ein. Ein
erstes Konzept namens Fetching vergleicht er mit dem bere-
its in Abschnitt 3.3 beschriebenen Paradigma des Drag-and-
Pop und ein weiteres namens Sending mit der hier nicht
besprochenen Technik des Vacuum [2].
Der Unterschied liegt primar in der Nutzung von Gesten
mit den Handen und Finger. Beim Fetching geht es um
das Heranziehen von Elementen von einem anderen Gerat.
Der in Abbildung 6 gezeigte Einzugsbereich wird im Nor-
malfall mit einem Finger in seiner Richtung justiert. Durch
das Annahern desselben an den Korper (drag-in) verlangert
sich diese sogenannte Arc of Inuence. Die Verwendung
mehrerer Finger ermoglicht die Anpassung der Breite des
Einzugsbereiches und gestattet eine Mehrfachselektion. Ob-
jekte, die sich dann innerhalb des kongurierten Einzugs-
bereichs benden werden in Form ihrer Reprasentanten oder
Proxies zum Nutzer bewegt.
Abb. 6: Konguration des Einzugsbereiches beim
fetching nach Lee [10]
Der Unterschied zu Pick-and-Drop (siehe Abschnitt 3.2) liegt
in der Anzahl gleichzeitig manipulierbarer Objekte. Warend
in Rekimotos Interaktionsvariante die Auswahl auf ein Ele-
ment beschrankt ist, besteht beim Fetching die Moglichkeit
Mehrfachselektion vorzunehmen und damit den Prozess des
Verschiebens mageblich zu beschleunigen.
Doch auch das Verteilen von Objekten berucksichtigte Lee.
Sending als Gegenstuck zum Fetching bewirkt das Verschieben
von Objektproxies an weitere Nutzer des Tisches oder ein
anderes Gerat [10]. Durch eine drag-out Geste, also das
Wegschieben der Hand vom Korper, wird das Ende einer
Geraden und damit das Ziel der Operation festgelegt. Lee
nutzt dafur den in der Literatur verbreiteten Begri des
Hyperdragging. Zu verschiebende Objekte, beziehungsweise
deren Reprasentanten werden durch die Veranderung des
Winkels der Hand selektiert und konnen dann an das Ende
des Cursors versendet werden. Auch hier liegt der Vorteil
gegenuber anderen Techniken in der Mehrfachselektion.
Grundlegend scheint diese Interaktionsphilosophie zwar ele-
gant, aber umstandlich. Doch wenn eine Anwendung wirk-
lich geeignet ist, kann mit ein wenig Ubung performant gear-
beitet werden.
3.5 Bewegungsgesteuerte Interaktion
Eine vollig andere Art der Interaktion nutzen Spielehersteller
bei ihren Apps furs Smartphones und Tablets. Der stetig
wachsende Markt mobiler Endgerate und die ungebrochene
Begeisterung fur kurzweilige Unterhaltungssoftware treiben
die Entwicklung neuartiger Interaktionstechnologien voran.
Die in fast allen Geraten verbauten Gyro-Sensoren lassen
sich sehr gut mit modernen Interaktionskonzepten kombinieren
und erschaen eine vollg neue Dimension der User Experi-
ence.
Die Firma SMHK Ltd. kombiniert mit Pad Racer Bewe-
gungssensorik und verteilte Schnittstellen in einer Rennsim-
ulation [22]. Wie bei vielen Rennspielen wird der Gyro-
Sensor zur Steuerung des Wagens genutzt und das Neigen
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ABSTRACT
In der folgenden Arbeit wird ein Überblick über die Techno-
logien zur Objekterkennung gegeben, welche in ubiquitären
Systemen genutzt werden können. Dabei werden zwei Arten
von Verfahren vorgestellt: elektromagnetische Verfahren am
Beispiel von RFID und visuelle Verfahren mit und ohne Mar-
ker. Zu den verschiedenen Technologien werden beispielhaf-
te Anwendungen in ubiquitären Systemen angegeben. Ab-
schließend wird untersucht, wie gut sich die verschiedenen
Technologien zur Objekterkennung dazu eignen, Weiser’s Vi-
sion der ubiquitären Systeme umzusetzen. Es werden dafür
drei Hauptkriterien betrachtet: die Integration in die Um-
welt, die Allgegenwärtigkeit und die spontanen Interopera-
bilität in ubiquitären Systemen.
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Objekterkennung, Ubiquitäre Systeme, RFID, Marker
1. EINFÜHRUNG
Seit Weiser vor gut 20 Jahren mit seinem revolutionären Ar-
tikel
”
The Computer for the 21st Century“ den Grundstein
für das Forschungsgebiet der Ubiquitären Systeme legte, hat
sich einiges getan: Das Internet stellt eine nahezu unendliche
Informationsquelle dar, Computer sind so klein geworden,
dass sogar einzelne Sensoren mit eigenen Mikrochips aus-
gestattet werden können und durch immer weiter sinkende
Kosten ist immer mehr Informationstechnologie im Alltag
im Einsatz. In der westlichen Welt besitzen heutzutage viele
Menschen beispielsweise ein Smartphone, mit dem sie über
verschiedene Apps in ersten Ansätzen mit der Umwelt in-
teragieren. Ubiquitäre Systeme finden langsam den Weg aus
Testlabors der Forscher in die Realität.
Ziel der vorliegenden Arbeit ist nun einen Überblick über
die Technologien zu geben, die in ubiquitären Systemen zur
Objekterkennung eingesetzt werden können. Die Technolo-
gien werden dafür jeweils kurz vorgestellt und es werden
Anwendungsbeispiele von ubiquitären Systemen gegeben, in
welchen die verschiedenen Verfahren der Objekterkennung
genutzt werden. Außerdem soll untersucht werden, wie gut
sich die verschiedenen Technologien zur Objekterkennung
dazu eignen, Weiser’s Vision der ubiquitären Systeme um-
zusetzen.
Der Aufbau der vorliegenden Arbeit gestaltet sich dabei fol-
gendermaßen: Zuerst wird geklärt, was in dieser Arbeit unter
Ubiquitäre Systeme und Objekterkennung verstanden wird.
Dann werden die verschiedenen Verfahren zur Objekterken-
nung jeweils vorgestellt und es werden Anwendungsbeispiele
der Verfahren in ubiquitären Systemen aufgezeigt. Im vier-
ten Kapitel wird untersucht, welche der vorgestellten Ver-
fahren zur Objekterkennung sich am besten zur Umsetzung
von Weiser’s Vision eignen. Zusammengefasst werden die Er-
gebnisse der vorliegenden Arbeit im fünften Kapitel und ab-
schließend wird ein Ausblick auf die zukünftige Entwicklung
der Verfahren zur Objekterkennung in ubiquitären Systemen
gegeben.
2. DEFINITIONEN
Bevor die verschiedenen Techniken zur Objekterkennung
vorgestellt und beispielhafte ubiquitäre Systeme aufgeführt
werden, soll in diesem Kapitel geklärt werden, was unter ei-
nem ubiquitären System und unter Objekterkennung in der
vorliegenden Arbeit verstanden wird und wozu die Objekter-
kennung in ubiquitären Systemen eingesetzt werden kann.
2.1 Ubiquitäre Systeme
Ubiquitäre Systeme wurden erstmals 1991 von Weiser [21]
beschrieben. Nach Weiser ist Ubiquitous Computing
”
a me-
thod of enhancing computer use by making many computers
available throughout the physical environment, but making
them effectively invisible to the user“ [21]. Das heißt, ubiqui-
täre Systeme sind allgegenwärtig, aber gleichzeitig unsicht-
bar, da sie vollkommen in die Umgebung integriert sind. Die-
se Allgegenwärtigkeit lässt sich charakterisieren als ständi-
ge Verfügbarkeit der ubiquitären Funktionalitäten, während
sich der Nutzer durch das System bewegt. Zur Integration in
die natürliche Umgebung gehört dabei auch, dass das Sys-
tem ein Modell des Kontextes besitzt. Daran schließt sich
Lyytinen [12] in seiner Definition von ubiquitären Systemen
direkt an: Nach Lyytinen zeichnen sich ubiquitäre Systeme
durch ein hohes Maß an Integration und gleichzeitig hohe
Mobilität aus. In dem ultimativen ubiquitären System wäre
demnach jedes Gerät fähig ein Modell der Umgebung zu bau-
en und seine Funktionalität entsprechend daran anzupassen,
während es sich mobil durch das System bewegt. Bedingt
durch die hohe Mobilität und die gewünschte Anpassungs-
fähigkeit werden dann auch Methoden zur spontanen In-
teroperation zwischen verschieden Geräten beziehungsweise
Teilen des ubiquitären Systems benötigt.
Die Systeme, welche im Folgenden bei den verschiedenen
Verfahren zur Objekterkennung beispielhaft vorgestellt wer-
den, erfüllen diese Kriterien noch nicht vollständig. Obwohl
die Entwicklung von ubiquitären Systemen durch immer hö-
here Rechenleistung, Miniaturisierung von Computern, Ver-
besserungen der drahtlosen Kommunikationen und, bedingt
durch die stetig sinkenden Kosten, durch immer größere
Verbreitung von Computern vorangetrieben wurde, sind die
von Weiser formulierten Ziele der Allgegenwärtigkeit und
unsichtbaren Integration in die natürliche Umgebung noch
nicht erreicht.
2.2 Objekterkennung
Ubiquitäre Systeme sollen definitionsgemäß allgegenwärtig
und komplett in die Umwelt integriert sein. Zu unserer Um-
welt gehört dabei auch eine Vielzahl von Objekten, die un-
sere Umgebung charakterisieren oder mit denen wir intera-
gieren. Objekterkennung in ubiquitären Systemen dient des-
halb generell zwei Zwecken: Erstens können über die Erken-
nung der im System vorhandenen Objekte Rückschlüsse auf
die Umgebung gezogen werden, worüber Adaptivität an die
Umgebung realisiert werden kann, und zweitens können die
erkannten Objekte wiederum zur Interaktion mit dem ubi-
quitären System selbst verwendet werden.
2.2.1 Kontextermittlung
Wird versucht über die Objekterkennung Rückschlüsse auf
die Umgebung zu ziehen, in der sich der Nutzer des ubiqui-
tären Systems gerade befindet, dient die Objekterkennung
der Kontextermittlung. Um den Kontexts eines Systems er-
mitteln zu können, müssen im System teilweise komplexe
Mappings hinterlegt sein. In diesen Mappings ist festgelegt,
welche Objekte in einem bestimmten Kontext vorhanden
sein müssen. Wenn beispielsweise ermittelt werden soll in
was für einem Raum der Nutzer sich momentan befindet,
müssen Mappings existieren, die festlegen welche Objekte
für die jeweiligen Räume typisch sind. Ein Vorlesungssaal
zeichnet sich beispielsweise dadurch aus, dass viele Stühle
vorhanden sind, die in Reihen angeordnet sind. Außerdem
gibt es typischerweise auch eine Art Rednerpult, sowie einen
Beamer oder eine Tafel, auf die alle Stühle hin ausgerich-
tet sind. Aber nicht nur die Erkennung in welcher Art von
Umgebung sich der Nutzer befindet, sondern auch die Er-
kennung des aktuellen Zustandes eines ubiquitären Systems
ist über die Objekterkennung möglich: Ob eine Besprechung
öffentlich oder privat ist lässt sich oft daran erkennen, ob
die Tür des Besprechungsraumes offen oder geschlossen ist.
Kontextermittlung ist allerdings ein sehr komplexes Thema.
Daher liegt der Fokus in der vorliegenden Arbeit weniger auf
der Objekterkennung zur Kontextermittlung, sondern mehr
auf der Erkennung von Objekten zur Interaktion mit einem
ubiquitären System.
2.2.2 Interaktion
Soll ein reales Objekt über Objekterkennung zur Interaktion
mit einem ubiquitären System genutzt werden, wird ein vir-
tuelles Gegenstück zu dem realen Objekt benötigt. Um die
Zuordnung zwischen realem Objekt und seinem virtuellen
Gegenstück zu ermöglichen, muss eine eindeutige Identifizie-
rung des realen Objekts erfolgen. Das virtuelle Gegenstück
enthält dann Zusatzinformationen zu dem realen Objekt.
Dies können statische Informationen sein, dynamische In-
formation wie die aktuelle Position des Objekts oder auch
Regeln für die weitere Interaktion des realen Objekts mit
dem ubiquitären System. Durch die Zusatzinformationen,
die in dem virtuellen Gegenstück gespeichert sind, werden
die realen Objekte aufgewertet und ihr klassischer Funkti-
onsumfang vergrößert. Ein Beispiel für die Aufwertung von
realen Objekten sind Werbeplakate, auf denen Marker auf-
gedruckt sind, über welche sich Zusatzinformationen im In-
ternet abrufen lassen.
Im Bereich der Tabletop-Systeme werden spezielle Objekte,
so genannte Tangibles, zur Interaktion mit einer digitalen
Oberfläche eingesetzt. Mit diesen speziellen Objekten kön-
nen Anwendungen auf den Tabletops gesteuert werden. Die-
se Objekte können Alltagsgegenstände sein, sind aber meist
speziell für die Anwendung entwickelt worden. In der vor-
liegenden Arbeit soll nicht auf die Erkennung von speziellen
Objekten eingegangen werden, sondern es sollen vielmehr
Möglichkeiten aufgezeigt werden Alltagsgegenstände in ubi-
quitären Systemen zu erkennen und zur Kontextermittlung
oder Interaktion mit dem System zu verwenden. Dabei er-
gibt sich folgende Forschungsfrage: Ist es möglich beliebige
Objekte zu erkennen und zur Interaktion einzusetzen?
3. VERFAHREN
Zur Objekterkennung in ubiquitären Systemen existieren
prinzipiell zwei verschiedene Arten von Verfahren: elektro-
magnetische und visuelle Verfahren. Auf beide Arten soll im
Folgenden eingegangen werden. Die Verfahren werden zu-
erst generell und dann detaillierter vorgestellt. Des Weiteren
werden für die vorgestellten Verfahren jeweils Beispielan-
wendungen aufgezeigt.
3.1 Elektromagnetische Verfahren
Elektromagnetische Verfahren nutzen im Allgemeinen elek-
tromagnetische Wellen zur Objekterkennung. Sie bestehen
aus einem Sender und einem Empfänger. Der Empfänger
kann dabei die Identität des Senders abfragen, welcher ei-
ne global eindeutige Kennung erhalten hat. Da in diesem
Bereich die Radio Frequency Identification (RFID) der de-
facto Standard und bereits weit verbreitet ist, werden in
dieser Arbeit die RFID Technologie und ihre Anwendungs-
möglichkeiten in ubiquitären Systemen vorgestellt.
3.1.1 Radio Frequency Identification (RFID)
RFID-Systeme bestehen aus Transpondern, sogenannten
RFID-Tags, die an den zu identifizierenden Objekten an-
gebracht beziehungsweise in diese integriert sind, und Le-
segeräten, welche die Informationen der Tags auslesen kön-
nen. Bei den RFID-Tags unterscheidet man zwischen aktiven
Tags, die eine eigene Stromversorgung brauchen, und passi-
ven Tags, die die elektromagnetischen Wellen des Lesegeräts
als Energiequelle nutzen. Aktive Tags mit eigener Strom-
quelle werden hauptsächlich dann eingesetzt, wenn Trans-
ponder und Empfänger weit voneinander entfernt sind, da
die Reichweite von passiven Tags beschränkt ist. Wenn die
aktiven Tags batteriebetrieben sind, ist ihre Lebensdauer
begrenzt und sie sind außerdem deutlich teurer als passive
Tags. Ein passiver Tag benötigt keine Batterie; er besteht
aus einer Antenne und einem Mikrochip zur (De-)Codierung
des Signals, die auf einem Träger aufgebracht oder in einem
Gehäuse enthalten sind. [3]
Die Energieübertragung vom Lesegerät zum Transponder
kann dabei auf zwei verschiedene Arten realisiert werden:
auf kurzen Distanzen über Induktion und bei größerer Ent-
fernung über elektromagnetische Wellen. Standard für die
Kommunikation über kurze Distanzen bis etwa zwanzig Zen-
timetern ist die Near Field Communication (NFC). Dabei
wird ein magnetisches Feld erzeugt und Informationen wer-
den mittels Lastmodulation mit maximal 424 kBit/s in ei-
nem Frequenzbereich von 13,56 MHz übertragen [11]. Bei
größeren Distanzen zwischen Transponder und Empfänger
kommt Far Field Communication (FFC) zum Einsatz. FFC
basiert auf dem Backscatter-Verfahren, bei welchem über
Dipolantennen in einem Frequenzbereich von mehr als 100
MHz Daten ausgetauscht werden. Die Reichweite bei FFC
beträgt dabei bis zu fünf Meter. [20]
Im Bereich des Supply Chain Managements (SCM) und im
Einzelhandel werden RFID-Tags schon erfolgreich eingesetzt
zum Tracking der Waren, zur Diebstahlsicherung und auch
zur Vereinfachung der Inventur. Da gerade auch im Bereich
der ubiquitären Systeme die Identifikation von Objekten ei-
ne große Rolle spielt, soll nun im Folgenden untersucht wer-
den inwiefern die RFID-Technologie in ubiquitären Syste-
men zum Einsatz kommen kann. In der Arbeit von O’Driscoll
[13] werden mehrere Einsatzmöglichkeiten der RFID Tech-
nologie in ubiquitären Systemen vorgestellt und das Potenti-
al der RFID-Technologie für den Einsatz in ubiquitären Sys-
temen evaluiert. Besonders interessant sind dort der Einsatz
von RFID-Technologie in Museen zur Erkennung von ver-
schiedenen Ausstellungsstücken, sowie die Entwicklung von
Smart Containern, welche ihren Inhalt überwachen können.
Auch im Bereich von ubiquitären Spielen findet die RFID-
Technologie Verwendung. Mit Smarten Spielkarten, welche
mit RFID-Tags ausgestattet sind und so lokalisiert und er-
kannt werden können, werden traditionelle Spielkonzepte er-
weitert und die Spieler unterstützt.
Das Exploratorium in San Francisco nutzt ein RFID-System
namens eXspot um den Besuchern des Museums eine
”
scien-
tific exploration beyond the museum’s walls“ [9] zu ermög-
lichen. Die Besucher erhalten dafür ein Besucherarmband
mit RFID-Tag und die Ausstellungstücke sind mit RFID-
Empfängern ausgestattet, wie in der Abbildung 1 zu sehen
ist. Die Zusatzfunktionalität die eXspot den Besuchern bie-
tet, besteht darin, dass die Besucher mit ihrem Besucher-
armband weitere Informationen über die Ausstellungsstücke
abrufen und mithilfe von automatischen Kameras Fotos von
den Ausstellungsstücken machen lassen können. So müssen
die Besucher weder eigene Kameras noch Informationsbro-
schüren mit in die Ausstellung nehmen. Um ein Foto von
einem Ausstellungsstück machen zu lassen oder erweiterte
Informationen abzurufen genügt es das Besucherarmband in
die Nähe des RFID-Empfängers zu halten. Nach dem Mu-
seumsbesuch haben die Besucher außerdem die Möglichkeit
mithilfe des RFID-Besucherarmbands an speziellen Termi-
nals oder von zu Hause über das Internet den Museumsbe-
such noch einmal nach zu vollziehen und die Fotos von den
Ausstellungsstücken, die sie angesehen haben, zu betrach-
ten.
Bei den Smart Containern von Floerkemeier [6] wird RFID-
Technologie genutzt um zu überwachen, welche Objekte sich
in den Containern befinden und in welchem Zustand sie sind.
Container, die überwacht und deren Inhalt regelmäßig über-
prüft werden müssen, sind beispielsweise Werkzeugkästen,
Erste-Hilfe-Kästen oder Arzneischränke. Da die wiederholte
Überprüfung der Container auf Dauer lästig wird und da-
her die Häufigkeit von Fehlern steigt, wenn Menschen diese
Aufgabe durchführen, ist der Zweck der Smart Container
Abbildung 1: eXspot: Besucherarmband und Aus-
stellungsstück [9]
dem Menschen diese Aufgabe abzunehmen und größere Ver-
lässlichkeit zu bieten. Um den aktuellen Zustand des Smart
Container anzuzeigen werden zwei Möglichkeiten vorgestellt:
Erstens eine einfache LED, die grün leuchtet, wenn alles in
Ordnung ist, und rot, wenn Objekte fehlen beziehungswei-
se ausgetauscht werden müssen. Zweitens ein LCD-Display,
welches neben einer reinen Status-Anzeige die Möglichkeit
bietet weitere Informationen über die enthaltenen Objekte
darzustellen. Das erste Anwendungsbeispiel Floerkemeiers
ist der smarte Werkzeugkasten. Dieser Werkzeugkasten wur-
de speziell zur Unterstützung von Flugzeugmechanikern ent-
worfen. So ein Werkzeugkasten erkennt, ob Werkzeug fehlt
oder
”
falsches“ Werkzeug hineingelegt wurde. Als ‘”falsch“
gilt dabei Werkzeug, welches in einen anderen Werkzeug-
kasten gehört. Zusätzlich kann der Werkzeugkasten eine Feh-
lermeldung ausgeben, wenn er von jemandem benutzt wird,
der aber nicht sein Besitzer ist. Zur Umsetzung dieses Sys-
tems wurde jedes Werkzeug mit einem RFID-Tag markiert
und der Werkzeugkasten mit einem RFID-Lesegerät ausge-
stattet. Zweitens wurde ein smarter Arzneischrank umge-
setzt, der seinen Inhalt überwacht und sicherstellt, dass alle
Medikamente, die dem Patienten verschrieben wurden, im
Arzneischrank enthalten sind und das Haltbarkeitsdatum
noch nicht überschritten ist. Dadurch wird verhindert, dass
der Patient Medikamente verwendet, die abgelaufen sind,
weil er dies nicht bemerkt hat. Außerdem kann der Inhalt
des Arzneischranks auch ferngesteuert über ein Mobiltelefon
verwaltet werden. Des Weiteren wird der Name eines Medi-
kaments, welches gerade aus dem Arzneischrank herausge-
nommen wird, auf einem LCD-Display angezeigt und über
Sprachsynthese auditiv ausgegeben, um die Bedienung für
Menschen zu erleichtern, die nur noch ein eingeschränktes
Sehvermögen besitzen. Dieser Arzneischrank und die dazu
entwickelte Software ist in Abbildung 2 zu sehen. Beson-
ders nutzbringend erscheint allerdings das Anwendungsbei-
spiel des smarten Operationsbestecks. Bei Operationen ist es
wichtig, dass keinerlei Fremdkörper in der Operationswunde
vergessen werden, da diese sonst nicht richtig verheilen kann.
Oftmals werden aber doch Tupfer oder gar Teile des Ope-
rationsbestecks vergessen. Dies kann bisher nur über eine
Röntgen-Aufnahme nach der Operation festgestellt werden
und falls tatsächlich etwas vergessen wurde, muss die Wun-
de nochmals geöffnet werden. Bei dem smarten Operations-
besteck sind nun alle Teile inklusive Tupfer mit RFID-Tags
versehen und können direkt lokalisiert werden. Wenn sie sich
nicht auf der sterilen Ablage oder im Mülleimer befinden,
kann angenommen werden, dass sie sich noch in Benutzung
beziehungsweise in der Wunde befinden.
Abbildung 2: Smarter Arzneischrank [6]
Auch für ubiquitäre Spielumgebungen kann RFID-
Technologie beispielsweise zur Unterstützung von Anfängern
eingesetzt werden. Ein Beispiel hierfür sind die smarten
Spielkarten, die von Römer [16] entwickelt und von Floerke-
meier [7] weiter verbessert wurden. Bei diesem Ansatz wur-
den alle Spielkarten mit RFID-Tags versehen und der Tisch
mit einem RFID-Lesegerät. Wenn nun eine Karte ausgespielt
wird, kann bei dem Kartenspiel Whist ermittelt werden, ob
ein Zug erlaubt ist oder nicht, welche Karte gewinnt und
auch einfach der aktuelle Spielstand festgehalten werden.
Außerdem ermöglicht das System eine Lernumgebung für
Anfänger einzurichten, indem bei jeder gespielten Karte aus-
gegeben wird, ob es eine gute Wahl war sie auszuspielen oder
nicht. Zur Interaktion mit den Spielern beziehungsweise zur
Darstellung des aktuellen Spielstandes und weitere Informa-
tionen wurden ein Tablet Computer sowie die Mobiltelefone
der Spieler genutzt.
3.2 Visuelle Verfahren
Bei der visuellen Objekterkennung gibt es im Grunde zwei
verschiedene Möglichkeiten: marker-basierte Verfahren und
marker-lose. Bei beiden Verfahren wird eine Kamera benö-
tigt um Bilder aufzunehmen, entweder von dem Marker oder
von dem Objekt selbst. Diese Bilder werden dann über zum
Teil komplexe Methoden der Bildverarbeitung ausgewertet
und es wird versucht dem realen Objekt ein virtuelles Gegen-
stück zuzuordnen. Wichtig ist bei allen visuellen Verfahren
natürlich, dass eine direkte Sichtverbindung zwischen der
Kamera und dem Objekt besteht, welches erkannt werden
soll. Sobald die direkte Sichtverbindung unterbrochen wird,
ist visuelle Objekterkennung nicht mehr möglich. Im Fol-
genden sollen beide Verfahren kurz vorgestellt werden und
jeweils Anwendungen der Verfahren zur Objekterkennung in
ubiquitären Systemen aufgezeigt werden.
3.2.1 Marker-basierte Verfahren
Bei den Verfahren, die mit Markern arbeiten, werden die
Objekte, die erkannt werden sollen mit visuellen Markern
ausgestattet, welche die eindeutige Identifizierung der Ob-
jekte ermöglichen.
Die einfachste Form von visuellen Markern sind eindimen-
sionale Marker in Form von Barcodes. Ein großer Vorteil von
Barcodes ist, dass sie im Einzelhandel schon lange Standard
sind und daher eine Vielzahl Objekte bereits mit Markern
ausgestattet ist. Ein Szenario für ein ubiquitäres System,
das dies ausnutzt, ist die Möglichkeit diese Barcodes wäh-
rend des Einkaufs mit dem Mobiltelefon zu scannen und so-
mit zusätzliche Informationen über das Produkt zu erhalten,
welches man kaufen möchte. Beispielsweise Preisvergleiche
mobil während dem Einkaufen durchführen zu können ist
interessant. Besonders Smartphones eignen sich für diesen
Zweck. Die Kunden haben sie immer bei sich und da sie
Zugriff auf das Internet haben, ist es einfach Zusatzinforma-
tionen abzurufen. Des Weiteren verfügen sie über eine er-
hebliche Rechenleistung und eine Vielzahl von integrierten
Sensoren. Über die Kamera des Smartphones kann ein Foto
des Barcodes aufgenommen werden, aus welchem dann der
Code berechnet wird. Über Datenbanken im Internet wird
danach das zu dem Code gehörige Produkt ermittelt und es
werden weitere Informationen wie etwa der Preis des Pro-
dukts ausgegeben. Eine Evaluation der existierenden Syste-
me und eine Nutzerstudie macht von Reischach [14].
Mehr Informationen als einfach nur die Identifizierung von
Objekten wie bei den eindimensionalen Barcodes bieten
zweidimensionale Marker. Zweidimensionale Marker sind so
aufgebaut, dass neben den codierten Informationen ebenfalls
die Position und Ausrichtung von Objekten ermittelt werden
können. Außerdem werden die Informationen beispielsweise
bei QR-Codes (Quick Response) redundant gespeichert, so
dass selbst der Verlust von bis zu einem Drittel des Markers
toleriert werden kann und die Information trotzdem noch
decodiert werden können.
Anwendungsmöglichkeiten für Objekterkennung über zwei-
dimensionale Marker in ubiquitären Systemen sind beispiels-
weise das Cooperative Artefact Memory (CAM) Projekt von
Vyas et. al. [19]. Dort werden die Marker ebenfalls in Kom-
bination mit Smartphones eingesetzt. Allerdings unterstützt
das System nicht bei Preisvergleichen oder Ähnlichem, son-
dern soll die Zusammenarbeit in einem Design Studio ver-
bessern und neue Möglichkeiten im Design-Prozess schaffen.
Die Designer können ihre physischen Design-Objekte auf-
werten, indem sie sie mit entsprechenden zweidimensionalen
Markern versehen und dann Zusatzinformationen wie bei-
spielsweise Skizzen und Zeichnungen in einem virtuellen Ge-
genstück speichern. Jeder Marker besitzt als virtuelles Ge-
genstück einen Twitter-Account. Alle Nachrichten, die zu
diesem Account gehören, können über ein einfaches Inter-
face abgerufen werden, welches mit dem Microsoft TagRea-
der arbeitet. Alle Mitglieder des Design Studios können über
Twitter-Nachrichten die Werke der anderen kommentieren
und neue Ideen beisteuern. Es zeigte sich, dass allein schon
die Reflexion über die eigene Arbeit wertvoll ist, wenn das
virtuelle Gegenstück des eigenen Werkes erstellt und aktua-
lisiert wird. Vorteilhaft bei CAM ist auch, dass Kommenta-
re und Kritik über die Design-Objekte ausgetauscht werden
können. Dadurch wird Kritik weniger persönlich genommen
und Diskussionen sind zielgerichteter und weniger emotio-
nal. Außerdem wird mit CAM automatisch eine Historie des
Design-Prozesses erstellt, welche für nachfolgende Projekte
von großem Nutzen sein kann.
Ebenfalls Zusatzinformationen, aber auch Hilfe bei der Ori-
entierung bietet der Messe Guide CeBIT2GO [1] als Smart-
phone Anwendung für die CeBIT in Hannover. Die Anwen-
dung ist seit 2012 für Smartphones mit Android-
Betriebssystem, iPhones und iPads verfügbar. Neben GPS
und WLAN werden auch QR-Codes eingesetzt: Jeder Stand
ist mit einem QR-Code versehen. Wenn der QR-Code mit
dem Smartphone eingescannt wird, werden Zusatzinforma-
tionen über die Firma des jeweiligen Messestandes angezeigt.
Eine weitere Funktionalität, die über die QR-Codes reali-
siert wurde, ist Anzeige des momentanen Standorts auf der
interaktiven Karte des Messegeländes. Da zum Scannen der
QR-Codes Sichtkontakt zwischen Messe-Besucher und dem
Marker benötigt wird, kann davon ausgegangen werden, dass
der Messe-Besucher direkt vor dem Messestand steht, dessen
QR-Code er gerade gescannt hat. Zusätzlich kann der Nutzer
von CeBIT2GO über eine entsprechende Anwendung für den
Computer, die mit dem Smartphone synchronisiert werden
kann, seinen Messebesuch bereits von zu Hause aus planen.
Marker ermöglichen es aber nicht nur Zusatzinformationen
zu realen Objekten zugänglich zu machen, sondern auch rea-
le Objekte direkt zur Interaktion einzusetzen. Tangibles wie
sie Ishii 1997 in Tangible Bits [10] zum ersten Mal vorgestellt
hat sind reale Objekte, die zur Interaktion mit Tabeltops be-
nutzt werden können. Dazu werden die realen Objekte mit
zweidimensionalen Markern versehen, damit ihre Position
und Ausrichtung erkannt und zur Steuerung von Anwendun-
gen auf dem Tabletop benutzt werden können. Beispielswei-
se über Infrarot-Kameras werden die Marker erkannt und
die Bewegungen der Tangibles auf dem Tisch aufgezeichnet.
Mit iCon (instant Controller) [5] stellen Cheng et. al. ein
Projekt vor, bei welchem Alltagsgegenstände als zusätzliche
Tabletop Controller genutzt werden. Über eine Nutzerstudie
wurde ermittelt, dass es Alltagsgegenstände gibt, die immer
auf dem Schreibtisch eines Nutzers zu finden sind. Dies sind
beispielsweise Gegenstände wie Wasserflaschen, Kaffeetas-
sen, Geldbeutel oder Mobiltelefone. Da dies Alltagsgegen-
stände sind, die nicht explizit als Eingabegeräte zur Inter-
aktion mit dem Computer entworfen wurden, eignen sie sich
nur als zusätzliche Eingabegeräte, mit denen Hilfsfunktionen
beziehungsweise Spezialfunktionen realisiert werden können.
Beispielsweise könnte eine Wasserflasche zur Steuerung ei-
nes Musikplayers verwendet werden, der im Hintergrund
läuft. Normalerweise muss zur Bedienung des Musikplayers
die Anwendung, mit der gerade im Vordergrund gearbeitet
wird, verlassen werden und mit konventionellen Eingabege-
räten wie der Maus der Musikplayer gesteuert werden. Ver-
fügt man nun über einen zusätzlichen Controller in Form
der Wasserflasche, der nur für den Musikplayer zuständig
ist, kann beispielsweise die Lautstärkeregulierung der Musik
durchgeführt werden ohne die Vordergrund-Anwendung ver-
lassen zu müssen. Gerade bei konventioneller Interaktion mit
der Maus ist die andere Hand frei um zusätzliche Control-
ler bedienen zu können. Damit die Alltagsgegenstände zur
Interaktion benutzt werden können, werden sie mit selbst-
klebenden Markern versehen. In Abbildung 3 ist zu sehen,
wie eine Wasserflasche mit einem Marker versehen wird und
dann neben anderen Alltagsgegenständen nach der Bindung
an eine Aktion über eine spezielle Software als zusätzlicher
Controller verwendet werden kann. Für das Tracking der Ge-
genstände haben Cheng at. al. zwei verschiedene Installatio-
nen entwickelt: Zur Aufwertung eines normalen Arbeitsplat-
zes wurde eine Webcam an der Schreibtischlampe montiert
und eine Variante mit transparenter Tischplatte wurde ge-
testet, bei welcher sich die Webcam unter dem Schreibtisch
befindet. Nachteil der Installation aus der Vogelperspektive
ist, dass bei einigen Bewegungen die Marker verdeckt wer-
den. Sie ist aber deutlich günstiger und einfacher zu installie-
ren als die Variante mit transparenter Tischplatte. Nach der
Hardware-Installation wird dann über eine spezielle Softwa-
re das physische Objekt an eine bestimmte Funktion gebun-
den. Eine erste Nutzerstudie ergab, dass iCon besonders gut
geeignet ist für Aktionen, die oft durchgeführt werden, aber
nur eine geringe Präzision bei der Steuerung benötigen.
Abbildung 3: iCon Anwendung: a) Aufkleben eines
Markers b) Alltagsgegenstände als Controller [5]
3.2.2 Marker-lose Verfahren
Bei Verfahren ohne Marker erfolgt die Objekterkennung über
reine Bildverarbeitung. Das funktioniert dabei folgenderma-
ßen: Damit ein Objekt erkannt werden kann, muss das ubi-
quitäre System vor der eigentlichen Objekterkennung trai-
niert werden. Dazu wird eine Reihe von Beispielbildern auf-
genommen, die das Objekt möglichst aus vielen verschiede-
nen Blickwinkeln zeigen. Diese Vergleichsbilder werden im
System gespeichert. Bei der eigentlichen Objekterkennung
wird nun über eine Kamera in dem ubiquitären System ein
Bild von dem zu erkennenden Objekt aufgenommen. Dieses
Bild wird dann im einfachsten Fall Brute-Force mit allen
gespeicherten Trainingsbildern verglichen. Da es aber sehr
unwahrscheinlich ist, dass das Bild von der Kamera exakt
einem der Trainingsbilder entspricht, kommen meist sehr
komplexe Verfahren zur Bildverarbeitung zur Anwendung.
Dabei wird aus den Trainingsbildern zuerst ein Modell des
Objekts mit verschiedenen spezifischen Eigenschaften ermit-
telt. Beim Vergleich werden aus dem Bild ebenfalls spezifi-
sche Eigenschaften extrahiert. Diese werden dann mit den
gespeicherten Daten der Trainingsbilder verglichen. Ein Ob-
jekt kann dabei nicht konkret identifiziert werden. Statt-
dessen wird berechnet wie hoch die Wahrscheinlichkeit ist,
dass es sich bei dem zu erkennenden Objekt um ein Objekt
handelt, auf dessen Erkennung das System vorher trainiert
wurde. Das heißt, es wird versucht eine möglichst hohe Über-
einstimmung der spezifischen Eigenschaften zu erreichen.
Den verschiedenen Verfahren zur Bildverarbeitung kommt
bei der marker-losen Objekterkennung daher eine besonders
große Bedeutung zu. Bei der nachfolgenden Vorstellung ver-
schiedener Szenarien zur marker-losen Objekterkennung in
ubiquitären Systemen werden die zur Bildverarbeitung ver-
wendeten Algorithmen jeweils kurz vorgestellt, aber nicht im
Detail diskutiert, da dies den Umfang der Arbeit übersteigen
würde.
Ein System zur Objekterkennung in einem intelligenten
Raum wird von Campbell und Krumm [4] beschrieben. In
dem intelligenten Raum ist es möglich, Alltagsgegenstände
über einfache Videokameras zu finden und zu identifizieren.
Anwendungsmöglichkeiten sind dabei das Wiederfinden von
verlorenen Objekten, die Anpassung des Verhaltens von Ob-
jekten, je nachdem wo sie sich im Raum befinden, sowie die
Erkennung der Intention der Menschen im Raum und ei-
ne entsprechende Anpassung der Umgebung. Beispielsweise
wird die Beleuchtung des Raumes und die Lautstärke der
Musik automatisch angepasst, wenn der Nutzer ein Buch
in die Hand nimmt, da er wahrscheinlich lesen will oder
eine kabellose Tastatur sendet ihre Eingabedaten an den
Computer, der sich am nächsten bei ihr im Raum befin-
det. Besonders wichtig ist Campbell und Krumm dabei die
einfache Handhabung des Systems. Es werden keine teuren
Hardwarekomponenten benötigt, das System läuft auf ei-
nem handelsüblichen Computer und die Objekterkennung
wird über eine einfache Farbvideokamera realisiert. Auch
die Trainingsphase ist einfach: Es muss nur ein Bild pro
Seite des Objekts gemacht werden. Genauer gesagt müssen
die Bilder einfach nur die verschiedenen optischen Facetten
des Objekts abdecken. Weitere Trainingsbilder werden von
der Anwendung selbst generiert. Daher dauert der gesamte
Trainingsprozess nur etwa fünf Minuten. Zur Verarbeitung
der Bilder wird eine Kombination verschiedener Verfahren
aus der Bildverarbeitung genutzt: Zuerst werden die Farbin-
formationen der Videokamera genutzt um irrelevante Teile
des Bildes von der Verarbeitung auszuschließen, dann wer-
den die Kanten der Objekte ermittelt und danach die geo-
metrischen Eigenschaften des Objekts über eine vereinfach-
te Variante der Hough-Transformation für zweidimensiona-
le Korrelationen. Die Eigenschaften eines Objekts werden
demnach durch quantisierte Kanten-Templates und die geo-
metrische Form beziehungsweise das Zentrum des Objekts
durch
”
Hough Kernels“ [4] in einer Art Prototyp für das je-
weilige Objekt repräsentiert. Der vorgestellte Algorithmus
ist dabei durch die Verwendung von Kanten-Templates ro-
bust gegenüber Veränderungen der Beleuchtung und kann
auch mit teilweiser Verdeckung der zu erkennenden Objek-
te umgehen. In dem Testaufbau erreichte der Algorithmus
Erkennungsraten von 95% ohne Verdeckung und etwa 88%,
sobald Teile des zu erkennenden Objekts verdeckt waren.
Im vorherigen Beispiel wurde die Objekterkennung in ei-
nem intelligenten Raum durchgeführt. Da Objekterkennung
nicht nur an einem abgegrenzten Ort benötigt wird, sondern
auch mobil möglich sein sollte, wird nun ein System zur
Objekterkennung mit dem Mobiltelefon vorgestellt. Henze
et. al. [8] haben einen Algorithmus entwickelt, der es er-
möglicht Objekterkennung komplett auf einem Mobiltele-
fon durchzuführen: Die über die Kamera des Mobiltelefons
aufgenommenen Videodaten werden auf dem Mobiltelefon
selbst verarbeitet. Selbst die Datenbank zum Vergleich der
Objekteigenschaften und Erkennung von Objekten befindet
sich vollständig auf dem Mobiltelefon. Mit diesem Verfah-
ren soll es möglich sein, Objekte zu erkennen, bei denen es
schwierig oder unmöglich ist sie mit Markern zu versehen.
Dabei handelt es sich beispielsweise um Sehenswürdigkeiten,
Aussichten oder lebende Objekte, wie Pflanzen, Tiere oder
auch Menschen. Auch die Einschränkung des Interaktionsra-
dius, der mit marker-basierter Objekterkennung einhergeht,
ist in diesem System nicht vorhanden. Bisher wurde aller-
dings nur eine Beispielanwendung implementiert, welche es
ermöglicht Objekte beziehungsweise Regionen auf Postern
zu erkennen. Während das Mobiltelefon über das Poster be-
wegt wird, wird laufend der Video-Stream der Kamera aus-
gewertet. Auf dem Display des Mobiltelefons ist der aktuel-
le Ausschnitt der Kamera zu sehen. Sobald ein Objekt er-
kannt wird, wird ein Miniaturbild des Objekts in der rechten
oberen Ecke des Displays angezeigt. Durch eine Tap-Geste
auf dem Miniaturbild können Zusatzinformationen zu dem
erkannten Objekt abgerufen werden. Der Algorithmus zur
Objekterkennung arbeitet mit einer vereinfachten Variante
des SIFT-Algorithmus (Scale Invariant Feature Transform)
kombiniert mit einem Vocabulary Tree. Die Verwendung ei-
nes Vocabulary Tree reduziert den Aufwand um ein Objekt
zu finden dabei um mehrere Größenordnungen. So braucht
der leere Baum nur zwei MegaByte Speicherplatz auf dem
Telefon und es können etwa zehn Bilder pro Sekunde verar-
beitet werden.
Einen ähnlichen Ansatz verfolgen Schöning et. al. [18]: Auch
sie verwenden Mobiltelefone zur Objekterkennung. Aller-
dings liegt der Fokus ihrer Arbeit auf der Erkennung und
Interaktion mit dreidimensionalen Objekten. Gerade bei Ob-
jekten, welche zweidimensional nicht korrekt dargestellt wer-
den können, bietet die Interaktion mit dreidimensionalen
Tangibles neue Möglichkeiten. Schöning et. al. haben da-
für eine Beispielanwendung zu Lernzwecken entwickelt: Zu
einem Globus aus Papier können mit Hilfe eines Mobilte-
lefons Zusatzinformationen abgerufen werden. Das Mobil-
telefon funktioniert dabei als eine Art magische Linse. Da
die Erdoberfläche nicht originalgetreu auf eine zweidimensio-
nale Karte projiziert werden kann, bietet diese Anwendung
die Möglichkeit verbreitete Falschannahmen zu korrigieren.
Die Anwendung ist so konzipiert, dass Schüler zuerst den
Globus aus Papier selbst herstellen und dann mit Hilfe von
Mobiltelefonen die Erde erkunden können, wobei sie Zusatz-
informationen zu den sieben höchsten Berggipfeln der Welt
angezeigt bekommen. Die Verwendung des Systems ist in
Abbildung 4 dargestellt. Ziel der Anwendung ist es, dass die
Schüler durch spielerisches Lernen die Informationen schnel-
ler aufnehmen und sich besser merken können. Um die In-
formationen zu den Berggipfeln zu erhalten, wird das Tele-
fon über die Oberfläche des Globus bewegt. Der Berggipfel,
welcher sich am nächsten zu dem Mittelpunkt des Displays
befindet, wird optisch hervorgehoben. Über das Drücken ei-
ner Taste können dann die Zusatzinformationen abgerufen
werden. Um zu ermitteln welcher Ausschnitt der Karte ge-
rade auf dem Display zu sehen ist und welcher Berggipfel
optisch hervorgehoben werden soll, wird eine Erweiterung
eines Algorithmus von Rohs [15] verwendet, der mit Gitter-
netzpunkten arbeitet.
Objekterkennung in einem rudimentären Sinn mithilfe ei-
ner Tiefenkamera stellt Wilson [22] in seiner Arbeit vor.
Die Tiefenkamera soll dabei dreidimensional Interaktion mit
Tabletops ermöglichen. Zur ersten Demonstration der Tech-
nik wurde ein dreidimensionale Fahrsimulationsspiel namens
Micromotocross entwickelt, bei dem die Fahrzeuge auf die
Oberfläche eines Tisches projiziert werden. Mithilfe der Tie-
fenkamera wird eine Höhenkarte der Tischoberfläche erstellt.
Hierbei können reale Objekte als Hindernisse oder Rampen
auf die Oberfläche des Tisches gelegt werden. Wenn Fahr-
zeuge über Rampen fahren, ändert sich ihr Fahrkurs ent-
sprechend, das heißt sie springen beispielsweise über Hin-
Abbildung 4: Interaktion mit der
”
realen Welt“ [18]
dernisse. So kann mit Rampen aus Papier ein Fahrkurs ge-
baut werden. Gesteuert werden die Fahrzeuge über Xbox
Controller und als Tiefenkamera kam die ZSense Kamera
von 3DV Systems zum Einsatz. Die Spielgraphik wurde mit
dem Microsoft XNA Framework zur Entwicklung von Spie-
len umgesetzt. Um realistisches Fahrverhalten zu erzeugen
wurde die Newton Physics Library benutzt. Neben dem pro-
jizierten Spielfeld gibt es zusätzlich eine virtuelle Übersicht
des Parcours und eine traditionelle Arcade-Darstellung pro
Spieler aus der Perspektive hinter dem Fahrzeug, die auf ei-
nem Bildschirm neben dem Tabletop angezeigt werden und
zwischen welchen per Knopfdruck gewechselt werden kann.
Eine Besonderheit ist, dass auch die Hände und Arme zum
Teil der Höhenkarte werden, wenn sie über die Tischoberflä-
che gehalten werden. Dadurch kann mit etwas Geschick ein
Fahrzeug über den Spieler selbst fahren. Eine weitere Inter-
aktionsmöglichkeit ist über Gestenerkennung nutzbar: Wenn
der Spieler eine Pinch-Geste über dem Tisch macht, erzeugt
er damit virtuelle Hindernisse, die auf die Oberfläche fallen.
4. UMSETZUNG VON WEISER’S VISION
Nach der Vorstellung verschiedener Verfahren zur Objekter-
kennung und ihrer Umsetzung in ubiquitären Systemen soll
in diesem Kapitel untersucht werden, inwiefern sich Wei-
ser’s Vision mit den jeweiligen Verfahren umsetzten lässt.
Weiser’s Vision wird dafür in drei Hauptkriterien unterteilt:
Ziel ist nach Weiser erstens die vollständige Integration der
Informationstechnologie in die Umgebung. Soweit, dass die
Computer
”
unsichtbar“ [21] sind und nicht mehr als Com-
puter wahrgenommen werden.
Zweitens sollen ubiquitäre Systeme nach ihrer Definition
”
ubiquitous“ [21], also allgegenwärtig sein. Entwicklungen
wie das Internet der Dinge, bei denen verschiedene Objekte
miteinander direkt kommunizieren und Daten austauschen,
unterstützen die Umsetzung der Vision der Allgegenwärtig-
keit. Zur Interaktion mit ubiquitären Systemen sind im Mo-
ment aber besonders Mobiltelefone interessant, da ihre Be-
sitzer sie quasi immer bei sich tragen und sie somit allgegen-
wärtig verfügbar sind.
Bedingt durch die stetige Steigerung der Durchdringung der
Umwelt mit Informationstechnologien wird dann drittens die
spontane Interoperabilität von Komponenten wichtig. Dies
ist ein komplexes Thema, da eine Zusammenarbeit nicht
im gleichen Rahmen möglich ist, wenn Geräte das System
dynamisch betreten und verlassen, wie wenn verschiedene
Komponenten über Konfiguration perfekt aufeinander ab-
gestimmt werden können. Eine einheitliche Standardisierung
der Verfahren zur Objekterkennung könnte dabei die Inter-
operabilität stark verbessern.
Jeder dieser drei Aspekte wird im Folgenden für die ver-
schiedenen Verfahren untersucht.
4.1 Integration
Wenn RFID-Tags nicht nachträglich an Objekten angebracht
werden, sondern schon während des Herstellungsprozesses in
die Objekte integriert werden, ist die Integration für die elek-
tromagnetischen Verfahren vollständig gegeben. Ein Vorteil
der elektromagnetischen Verfahren allgemein gegenüber den
visuellen Verfahren ist außerdem, dass zur Objekterkennung
kein direkter Sichtkontakt nötig ist. Dies erleichtert die In-
tegration in die Umwelt.
Bei der visuellen Objekterkennung mit Markern hingegen
kann nie eine vollständige Integration erreicht werden, da die
Marker immer gut sichtbar auf der Oberfläche der jeweiligen
Objekte angebracht werden müssen.
Die perfekte Integration in die reale Welt bis hin zur Un-
sichtbarkeit ist allerdings besonders für die visuelle Objek-
terkennung ohne Marker gegeben. Da an den realen Objek-
ten keinerlei Veränderungen vorgenommen werden müssen
ist die Integration in die reale Welt inhärent. Die Integra-
tion ist teilweise sogar so gut, dass die Nutzer des ubiqui-
tären Systems Schwierigkeiten haben die Objekte zu finden,
mit denen eine weitere Interaktion möglich ist. Während der
Nutzerstudie mit Postern von Henze [8] haben die Proban-
den beispielsweise gar nicht alle Regionen auf dem Poster
gefunden, zu denen es Zusatzinformationen gab.
4.2 Allgegenwärtigkeit
Die RFID-Technologie hat, soweit von passiven Tags die Re-
de ist, das Potential ständig verfügbar zu sein. Aktive Tags
haben nur eine begrenzte Lebensdauer, bedingt durch die
Notwendigkeit der Stromversorgung durch Batterien. RFID-
Tags sind robust und durch eine adäquate Hülle oder die di-
rekte Integration in das Objekt geschützt vor Witterungsein-
flüssen. Allerdings können die elektromagnetischen Wellen,
die bei der RFID-Technologie zur Datenübertragung genutzt
werden, bestimmte Metalle nicht durchdringen. So gibt es
beispielsweise Schutzhüllen für Reisepässe mit RFID-Chip,
die das unbemerkte Auslesen von privaten Daten verhindern
sollen. Solche Schutzmaßnahmen schränken die Verfügbar-
keit natürlich ein.
Bei den visuellen Verfahren ist die wechselnde Beleuchtung
generell ein Problem. So ist eine zuverlässige Objekterken-
nung bei unterschiedlicher Helligkeit der Umwelt teilweise
nicht möglich.
Hinzu kommt bei den Marker-losen Verfahren, dass die Mar-
ker immer auf der Oberfläche der zu erkennenden Objekte
Table 1: Überblick über die Eignung der Verfahren zur Umsetzung von Weiser’s Vision
Integration Allgegenwärtigkeit Spontane Interoperabilität
RFID + o +
Ohne Marker - - o
Mit Markern ++ ++ -
angebracht werden müssen. Je nach Material, aus dem die
Marker bestehen, sind sie nicht UV- und witterungsbestän-
dig. Außerdem werden sie bei starker Verschmutzung oder
Zerstörung unbrauchbar. Prinzipiell lässt sich aber eine Viel-
zahl von Objekten mit Markern ausstatten.
Visuelle Objekterkennungsverfahren ohne Marker hingegen
besitzen wiederum kaum Einschränkungen in ihrer Verfüg-
barkeit. Je nach Zweck und Konfiguration des Systems ist ei-
ne Erkennung von beliebigen Alltagsgegenständen möglich.
Damit ein System ein Objekt erkennen kann, muss allerdings
vorher eine Trainingsphase durchlaufen werden, die das Ob-
jekt dem System bekannt macht.
4.3 Spontane Interoperabilität
Im RFID-Bereich gibt es bereits standardisierte Verfahren
wie beispielsweise die Near Field Communication (NFC).
Sofern Hersteller von RFID-Lesegeräten diese standardkon-
form implementieren, ist eine spontane Interoperabilität
möglich. NFC-fähige Mobiltelefone verschiedener Hersteller
können so ohne Probleme Daten austauschen. Allerdings
müssen alle Objekte, die erkannt werden sollen, natürlich
mit RFID-Tags versehen sein. Da RFID-Tags teilweise schon
beim Herstellungsprozess in die Objekte integriert werden,
sind die Objekte direkt identifizierbar.
In Marker-basierten Systemen zur Objekterkennung ist es
nötig, dass ein Objekt, welches mit dem System interagieren
will, zuerst mit einem entsprechenden Marker ausgestattet
wird. Da visuelle Marker preiswert und einfach herzustel-
len sind, ist dies keine große Hürde für den Eintritt in das
System.
Bei visueller Objekterkennung ohne Marker muss mit jedem
Objekt, das vom System erkannt werden soll, eine Trainings-
phase durchgeführt werden. Während der Trainingsphase
werden die spezifischen Eigenschaften des Objekts ermittelt
und zum späteren Abgleich mit Bilddaten im System gespei-
chert. Der Aufwand und die Zeit, die für eine Trainingspha-
se benötigt wird, variieren stark von System zu System. Im
Vergleich zu den beiden vorher genannten Verfahren ist der
Aufwand für die Interoperabilität aber deutlich größer. Von
”
spontaner“ Zusammenarbeit kann auf jeden Fall nicht die
Rede sein, da mindestens einige Minuten für die Trainings-
phase benötigt werden. Der intelligente Raum von Campbell
[4], welcher extra so entworfen wurde, dass alltägliche Ob-
jekte verwendet werden können und auch nicht technisch
versierte Nutzer damit umgehen können, benötigt pro Ob-
jekt eine fünfminütige Trainingsphase.
5. ZUSAMMENFASSUNG
Ist es möglich beliebige Objekte zu erkennen und zur Inter-
aktion einzusetzen? Diese Forschungsfrage wurde zum An-
fang der Arbeit formuliert. Zusammenfassend kann festge-
halten werden, dass es durchaus möglich ist beliebige All-
tagsobjekte zu erkennen und in ubiquitären Systemen ein-
zusetzen. Beispiele hierfür, die in der Arbeit vorgestellt wur-
den, sind etwa das iCon-System von Cheng et. al., bei wel-
chem Alltagsgegenstände als zusätzliche Tabletop-Controller
genutzt werden, oder auch der intelligente Raum von Camp-
bell und Krumm, in dem die Position beliebiger Gegenstände
ermittelt werden kann. Alltagsobjekte zu erkennen und zur
Interaktion einzusetzen ist generell mit allen drei vorgestell-
ten Verfahren zur Objekterkennung möglich.
Allerdings unterscheiden sich die drei Verfahren vor allem in
dem Aufwand, der nötig ist, um die Objekterkennung um-
zusetzen. Visuelle Objekterkennung ohne Marker ist dabei
durch die komplexen Algorithmen zur Bildverarbeitung, die
dazu benötigt werden, die aufwändigste Technik. Gleichzei-
tig hat die visuelle Objekterkennung ohne Marker das größ-
te Potential Weiser’s Visionen der Integration in die Umwelt
und die Allgegenwärtigkeit umzusetzen. Da die realen Ob-
jekte so verwendet werden können, wie sie sind und nicht
verändert, also mit Markern ausgestattet werden müssen,
kann eine vollständige Integration erreicht werden. So sind
die Zusatzfunktionen durch virtuelle Gegenstücke zu den
realen Objekten im Prinzip unsichtbar vorhanden. Bei der
RFID-Technologie sind Aufwand und Kosten zwar niedriger
als bei visuellen Verfahren ohne Marker, aber die Ausstat-
tung der Objekte mit den RFID-Tags muss erfolgen, bevor
die Objekte verwendet werden können. Am günstigsten er-
scheint hierbei die direkte Integration des RFID-Tags gleich
während der Herstellung der Objekte. Die größte Stärke der
RFID-Technologie im Hinblick auf Weiser’s Vision ist außer-
dem die Möglichkeit zur spontanen Interoperabilität, welche
über einheitliche Standards schon weitestgehend gegeben ist.
Marker-basierte visuelle Verfahren sind am günstigsten und
einfachsten zu realisieren. Allerdings ist es mit ihnen nicht
möglich eine Integration bis zur Unsichtbarkeit zu erreichen,
da die Marker immer auf der Oberfläche der Objekte ange-
bracht sein müssen.
Abschließend ist festzuhalten, dass die Kombination der ver-
schiedenen Verfahren vielversprechend ist. Broll et. al. [2] ha-
ben beispielsweise Filmplakate entwickelt, über welche sich
mithilfe von Mobiltelefonen Zusatzinformationen zu den Fil-
men anzeigen lassen und direkt Kinokarten gekauft werden
können. Dabei ist es dem Nutzer überlassen, welche Technik
er zu Interaktion nutzen möchte: Er kann klassisch eine ma-
nuelle Textsuche durchführen, mit seinem Mobiltelefon das
Plakat berühren und die Informationen so über NFC abru-
fen oder einen der verschiedenen visuellen Marker mit der
Kamera des Mobiltelefons scannen, um die entsprechenden
Tickets zu reservieren.
6. AUSBLICK
Die Vor- und Nachteile der bisher verwendeten Technolo-
gien zur Objekterkennung, nämlich elektromagnetische und
visuelle Verfahren, wurden in der vorliegenden Arbeit dis-
kutiert. Sie finden bereits breite Anwendung in ubiquitären
Systemen und besitzen auch das Potential die Umsetzung
von Weiser’s Vision weiter voranzutreiben. Allerdings ist an-
zunehmen, dass in Zukunft neue Möglichkeiten zur Objek-
terkennung gefunden und eingesetzt werden. Beispielswei-
se könnte der Einsatz von Ultraschall zur Objekterkennung
Anwendung in ubiquitären Systemen finden. Eine weitere
sehr interessante Möglichkeit zur Interaktion in ubiquitären
Systemen wurde kürzlich von Sato et. al. [17] auf der diesjäh-
rigen CHI-Konferenz vorgestellt: Das Touché-System kann
nicht nur einfache Touch-Events ermitteln, es wird auch er-
kannt, welche Teile des Körpers zur Interaktion eingesetzt
wurden. Besonders beeindruckend ist dabei, dass das System
auch in Flüssigkeiten, also beispielsweise unter Wasser funk-
tioniert. Ebenfalls faszinierend ist, dass der System-Aufbau
denkbar einfach ist: Es wird nur eine Elektrode benötigt, die
an das Touché-System angeschlossen ist. Solche Entwicklun-
gen im Bereich der Interaktion werden auch die Objekter-
kennung beeinflussen und neue Möglichkeiten in ubiquitären
Systemen schaffen.
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Interaction with the ”Real World. In Workshop on
Mobile Interaction with the Real World (MIRW at
MobileHCI 2008), Amsterdam, The Netherlands,
September 2, 2008, 2008.
[19] D. Vyas, A. Nijholt, D. Heylen, A. Kröner, and
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ZUSAMMENFASSUNG
Das Forschungsfeld des Interaktionskontext ist ein bislang
kaum betrachtetes Teilgebiet der Kontextbetrachtung.
Doch speziell in ubiquitären Systemen spielt die Interaktion
des Nutzers mit dem meist sehr komplexen System eine nicht
zu vernachlässigende Rolle. Diese ist von höchster Bedeu-
tung für die Verbesserung der Kommunikation, speziell für
den Nutzer, um ihm eine möglichst simple und ungehinderte
Interaktion zu ermöglichen.
Diese Arbeit definiert auf Basis des Modells der ”natür-
lichen Interaktion” von Menschen ein Modell zur Charakter-
isierung des Interaktionsprozesses zwischen Menschen und
einem (ubiquitären) System.
Darauf aufbauend werden Möglichkeiten zur Nutzung der
entstandenen Kontextdaten aufgezeigt und diese in zwei
Beispielszenarios ausführlich beschrieben.
Hierbei werden die Potentiale in verschiedene Richtungen
aufgezeigt und mögliche Grenzen des Interaktionsprozesses
mittels ”natürlicher Interaktion” abgesteckt.
1. EINLEITUNG
Ubiquitäre Systeme bieten mit ihrer meist unsichtbaren All-
gegenwärtigkeit ein hohes Maß an Interaktionspotential, da
der Nutzer über die verschiedensten Arten mit dem System
in Kontakt tritt.
Für eine optimale Interaktion zwischen den beiden Partnern
ist es unabdingbar, dass sich das System auf einem dem Be-
nutzer ebenbürtigen Intelligenzlevel befindet.
Zur Charakterisierung einer Interaktion zwischen den beiden
Partnern ist es jedoch erforderlich, dass fest definierte Pa-
rameter zur Bewertung vorhanden sind. Im Rahmen dieses
Papers werden diese Parameter genauer erörtert und definiert.
Sie sind dann die Grundlage für eine mögliche Optimierung
des Interaktionsprozesses zwischen dem menschlichen Nutzer
und dem System. Dazu werden im zweiten Kapitel die
Grundlagen mit der Definition von Kontext in ubiquitären
Systemen und dem Interaktionsbegriff gelegt. Dies ist unab-
dingbar, da erst eine genaue Charakterisierung des Begriffs
Aufschluss über Möglichkeiten der Interaktion und ihrer Typ-
isierbarkeit gibt. Darauf folgt eine kurze Diskussion und
Definition des Begriffs des Interaktionskontext, da dieser -
schon dem Titel zu entnehmen - eine elementare Rolle für
diese Arbeit spielt.
In der darauf folgenden Betrachtung von natürlicher Interak-
tion soll deutlich werden, wie Interaktion mit einem so kom-
plexen System aussehen sollte. Die essenzielle Bedeutung
dessen wird mit dem vierten Kapitel, welches die Phasen der
Interaktion an einem konkreten Modell zeigt, verdeutlicht.
In Kapitel fünf werden dann Kriterien für die Charakter-
isierung des Interaktionskontext entwickelt, welche speziell
im Bezug auf Eingabe und Ausgabe eine elementare Rolle
spielen. Diese bilden schlussendlich die Basis für das im
Rahmen dieser Arbeit zu definierende Beschreibungsmodell.
Zur Prüfung der entwickelten Kriterien dient dann das da-
rauffolgende Kapitel. Hier werden an zwei kurzen Szenarien
die Möglichkeiten und Abläufe der Interaktion zwischen Be-
nutzer und System aufgezeigt.
Abgeschlossen wird dann mit einer kurzen Diskussion des
Modells, bei der die Stärken und Schwächen des Ansatzes
im Vordergrund stehen. Eine Zusammenfassung des Erar-
beiteten rundet das Paper schlussendlich ab.
2. GRUNDLAGEN
Um sich in diesem bisher kaum betrachteten Themengebiet
zurecht zu finden und Abgrenzungsmöglichkeiten zu schaf-
fen, ist die Definition der elementaren Wortbestandteile des
Interaktionskontext nötig.
In den folgenden Unterkapitel soll somit aus den atomaren
Bestandteilen Interaktion und Kontext eine Begriffsdefini-
tion für diese spezielle neue Art von Kontext geschaffen
werden. Ebenso wird der Begriff des ubiquitären Systems
definiert.
2.1 Ubiquitäre Systeme
Der von Mark Weiser zu Beginn der 90er Jahre geprägte
Begriff der ubiquitären Systeme bildet einen Grundbaustein
für das gesamte Betrachtungsfeld dieser Arbeit.
Er definiert ubiquitäre Systeme als allgegenwärtig, unsicht-
bar und Informations-erfassend und -speichernd. [9]
Systeme, die diesen vier Kriterien genügen werden auch mit
den Begriffen ”Pervasive Computing” oder ”Ambient Intelli-
gence” beschrieben. [4]
2.2 Kontextbegriff
2.2.1 Begriffsdefinition
Der Begriff des Kontext ist seit Jahren in der Diskussion und
bis zum heutigen Tag gibt es noch keine allgemgültige und
verbindliche Definition. Im Rahmen dieser Arbeit steht der
Kontext zwischen Mensch und Maschine, bzw. im Speziellen
dem ubiquitären System, im Vordergrund. Weniger wichtig,
jedoch auf keinen Fall bedeutungslos, ist die Umgebung der
Interaktionspartner.
Dies führt jedoch dazu, dass ein Großteil der sehr allgemein
gefassten Definitionen hier nicht optimal greift.
Stimmig erscheint als Grundlage für diese Arbeit die Defi-
nition von [2], die Kontext wie folgt definieren:
Kontext ist jede Information, welche dazu genutzt
werden kann, die Situation einer Entität zu beschreiben.
Eine Entität ist eine Person, ein Platz oder ein
Objekt welches für die Interaktion zwischen Nutzer
und Anwendung relevant ist, wobei Nutzer und
Applikation selbst dazu zählen.
Elementar sind im Rahmen dieser Arbeit die Entitäten Nutzer
und System, sowie deren Interaktion. Spezialisiert man sich
in diesem Rahmen noch weiter auf ubiquitäre Systeme, so
rückt der Zustand der Umgebung noch näher in den Fokus.
So zum Beispiel die Definition von [1]:
Ein Kontext beschreibt in ubiquitären Systemen
den Zustand, der durch Auswertung von Infor-
mationen über die Umgebung des Benutzers oder
Systems entsteht.
Somit kristallisieren sich auf Basis dieser zwei Definitionen
drei grundlegende Säulen der in 2.3. ausgearbeiteten Defini-
tion des Interaktionskontext: Nutzer, System und der Kon-
text zwischen diesen beiden.
2.2.2 Abgrenzung zu anderen Kontextarten
Interaktionskontext ist eine Kontextart, welche nur den Sta-
tus und die Form der Interaktion zwischen Mensch und Mas-
chine betrachtet. Entgegen den sonst üblichen Betrachtun-
gen im Bereich des Kontext, bei der meist alle möglichen
Arten in Betracht gezogen werden, spielt die Umgebung -
der Situationskontext - keine Rolle. Es ist jedoch nicht aus-
geschlossen, dass dieser auf eine Interaktion Einfluss nehmen
kann. Da dieser Aspekt nicht grundlegend ist, wird er in
dieser Arbeit von der weiteren Betrachtung ausgeschlossen.
Ebenso spielen technische Aspekte, z. B. spezifische Gerä-
teeigenschaften, eine streng untergeordnete Rolle.
2.3 Interaktionsbegriff
Der Begriff der Interaktion ist aus dem zwischenmenschlichen
Umfeld wohl bekannt. Menschen interagieren miteinander,
sei es durch Sprache, Mimik, Gestik, usw.
Jedoch ist die Interaktion zwischen Mensch und einem einzel-
nen Computer nicht mit der zwischen zwei Menschen vergle-
ichbar. Dem Computer fehlen die kognitiven Fähigkeiten für
Deutungen oder Schlussfolgerungen, die auf mehr als nur
einem einfachen Reaktionsschema (ein Eingabewert gener-
iert eine spezielle Ausgabe) beruhen.
Auf Basis dessen ist eine Unterteilung in die klassische Mensch-
Computer-Interaktion und höhere Formen der Interaktion,
so wie sie z. B. zwischen Menschen erfolgt, nötig.
2.3.1 Klassische Interaktion
Als klassische Interaktion soll im Rahmen dieser Arbeit das
bisher bekannte Interaktionssystem mit dem Computer be-
nannt werden. Dieses beruht auf der Eingabe von Daten
durch den Nutzer über Maus und Tastatur, egal ob mecha-
nisch oder auf einem Touchscreen beruhend.
Diese GUI-basierten Interaktionstechniken sind durch die
Evolution der Technik geprägt und sind keine der eigentlichen
menschlichen Interaktion abgeleiteten Methoden.
2.3.2 Natürliche Interaktion
Wie [8] in seiner Arbeit feststellt, beruht die natürliche Inter-
aktion beim Menschen neben der Sprache auf Gesten, Mimik
und Bewegungen bzw. Handlungen.
Menschen ”beobachten ihre Umgebung und manipulieren
physische Gegenstände”. Genau dieses Verhalten sollte sich
auch in modernen Interaktionsmöglichkeiten mit Systemen
wiederspiegeln. Der Zwang des Menschen zu ungewohnten,
unnatürlichen Interaktionsarten bricht den sonst vorhande-
nen Entdeckungs- und Spieldrang und wirkt so eher hinder-
lich für eine intuitive und somit natürliche Interaktion.
Die drei festgestellten Grundbausteine der menschlichen In-
teraktion prägen auch in den weiteren Kapiteln die Arbeit,
nehmen somit also eine hohe Bedeutung ein.
2.4 Interaktionskontext
Die in Kapitel 2.1.1 herausgearbeiteten drei Hauptmerkmale
für die Charakterisierung: Nutzer, System und deren Kon-
text (speziell das konkrete Verhältnis der drei Elemente) und
die im vorangegangenen Kapitel aufgezeigte natürliche In-
teraktion bilden nun die Grundlage für die Definition des
Interaktionskontext:
MENSCH MASCHINE
E1
E2
E3
Abbildung 1: Interaktionspotentiale zwischen Men-
sch und Maschine
Interaktionskontext beschreibt den Zustand des
Informationsaustauschs, basierend auf Interak-
tionen, zwischen einem menschlichen Nutzer und
dem System. Der Vorgang der Interaktion sollte
möglichst natürlich für den Benutzer sein.
Besonders der zweite Teil, welcher die Interaktionsform bet-
rifft, betont nur, dass die Interaktion möglichst dem in Kapi-
tel 2.2.2. genannten Paradigma der natürlichen Interaktion
folgen soll. Eine grundlegende Forderung soll dies jedoch
nicht darstellen, um auch klassische Benutzungsmethoden
(beispielsweise Eingaben durch Tastatur und Maus) erfassen
zu können.
3. NATÜRLICHE INTERAKTION MIT DEM
SYSTEM
Die Interaktion mit einem System, fern ab von Tastatur und
Maus, stellt eine besondere Herausforderung dar.
Wie in Kapitel zwei definiert, ist die natürliche Interaktion
mit dem System die für den Nutzer ansprechendste und wie
die Bezeichnung schon vermuten lässt natürlichste Art mit
ihm in Kontakt zu treten.
Im Gegensatz zu klassischer Interaktion sind die Hürden für
eine problemlose Benutzung jedoch um einiges höher. Das
System muss in der Lage sein menschliche Interaktion zu
erkennen und zu verarbeiten. Die Fähigkeiten müssen in
diesem Fall über das Verarbeiten von Eingaben, welche über
Tastatur und Maus erfolgen, hinausgehen.
Dies eröffnet dann jedoch die Möglichkeit, Menschen, ganz
ihren Gewohnheiten nach, mit dem System interagieren zu
lassen. Die Eigenschaften und Erwartungen des Menschen
an die Interaktion sowie die Fähigkeiten des Systems definieren
somit ein breites Spektrum an Interaktionsmöglichkeiten.
Abbildung 1 verdeutlicht dies noch einmal: Sind Eigenschaften
eines Menschen für ein System nicht erfassbar, so beschränkt
dies das Gesamtpotential der Vielfalt an Interaktionen. Alle
für einen Menschen möglichen Interaktionsarten sollten von
einem System (Maschine) erfasst werden können. (gestrichelte
Linie in Abbildung 1 )
Natürliche Interaktion sollte jedoch auch immer die Möglichkeit
geben, alte Benutzungsgewohnheiten nicht außen vor zu lassen.
Es soll keineswegs eine Abkehr von Tastatur und Maus er-
folgen - hier ist eine optimale Gestaltung gefordert.
Auf Grundlage der ”natürlichen Interaktion” lassen sich nun,
wie auch in [8], Möglichkeiten zur Erfassung und Verar-
beitung von Interaktionen dieser Art definieren.
Klassische Interaktion ist leicht erkannt - sie leitet sich aus
den Eingaben des Nutzers über die vorhandenen Eingabegeräte
ab. Fügt man nun aber Potentiale für die Interaktion mittels
natürlicher Interaktion hinzu, sind diese Eingabemöglichkeiten
nicht nutzbar. Mimik und Gestik lassen sich nur mit Kam-
eras für ein System sichtbar machen. Für die Erkennung von
Sprache sind Mikrofone nötig. Weitere Objektmanipulatio-
nen können zum Beispiel mittels RFID (Radio Frequency
Identification) erkannt werden. [8]
Alle diese Teilbausteine eines solchen Systems müssen dann,
neben der Fähigkeit der Aufnahme, auch Detektionsmech-
anismen und eine erweiterte Intelligenz zur Interpretation
besitzen.
4. PHASEN DER INTERAKTION
Die natürliche Interaktion lässt sich im Kern in drei Phasen
unterteilen. Diese können dann als Grundlage für spätere
Ansätze zur Optimierung der Interaktion zwischen Nutzer
und System dienen.
In einigen der Arbeiten, welche die Basis für diese Arbeit
bilden, kommt das 3-Phasen-Modell, in ähnlichen Ausprä-
gungen, zum Tragen.
[5] und [6] stellen die Behauptung auf, dass Interaktion beim
Menschen, als auch bei einer intelligenten Maschine, sich
in die Phasen der Perzeption (Aufnahme der Daten von
außen), Interpretation (Verarbeitung der Eingabedaten), sowie
Narration (Ausgabe der Reaktion) aufteilen lässt.
Für eine bessere Verständlichkeit soll Phase drei jedoch im
weiteren Verlauf als Kommunikation/Aktion bezeichnet wer-
den, da dies speziell beim Menschen die Grundarten der In-
teraktion (siehe Abschnitt ”Natürliche Interaktion”) besser
abbildet. Die Bezeichnung ”Narration” ist in diesem Fall
wohl fehl leitend, da sie die Artikulation von Sprache im-
pliziert. Der Mensch nutzt jedoch bei seiner Interaktion im-
mer mehr als nur eine Form von Sprache - sei es die Artiku-
lation oder Formen der Zeichensprache.
In Abbildung 2 ist der Ablauf dieser drei Phasen einmal bild-
haft dargestellt. Wichtig ist hierbei, dass für diese Form der
Interaktion immer eine Art von höherer Intelligenz vorhan-
den sein muss.
Kurz zur Bedeutung der einzelnen Teilphasen, in diesem Fall
speziell auf Systemseite.
Die Phase der Perzeption dient der Aufnahme bzw. Eingabe
von Sensordaten. Für eine natürliche Interaktion muss die
Eingabe ohne Zusatzgeräte möglich sein. Spezielle Hand-
schuhe, Kabel usw. sollen den Nutzer in seinen bekannten
Möglichkeiten nicht einschränken und so die natürliche In-
teraktion ermöglichen.
Robustheit und Zuverlässigkeit sind hier bei den Interaktions-
bzw. Messgeräten sehr wichtig, um ein gleichbleibendes im-
mersives Erlebnis zu gewährleisten. [6]
Darauf folgt die Phase der Interpretation. In dieser Phase
gilt es herauszufinden, was die Nutzerziele sind. Zur Erken-
nung derer ist es auf der einen Seite nötig unterschiedliche
Bedeutungen von Gesten oder Worten im Kontext bzw. der
Historie der Interaktion einzuordnen.
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Abbildung 2: Phasen der Interaktion nach [6]
Das System sollte hierzu gewisse Erwartungen entwickeln
um dann konkret reagieren zu können.
Dazu ist die Modellierung eines Nutzermodells nötig. Dieses
dient zur Charakterisierung von Verhalten und definiert unter
anderem Übergangswahrscheinlichkeiten zu möglichen nach-
folgenden Gesten.
Um die Intention des Nutzers zu erfassen bieten sich nach
Auffassung von [3] anfangs zwei Möglichkeiten an. Vari-
ante eins ist sehr statisch und definiert vorgegebene Verhal-
tensregeln. Variante zwei folgt dem Paradigma ”vom Nutzer
lernen” und versucht so dynamischer reagieren zu können.
Problematisch ist bei beiden Varianten jedoch, dass hier nur
Prozeduren gelernt werden können. Spontane Effekte kön-
nen nicht berücksichtigt werden.
In der dritten und letzten Phase, Kommunikation und Han-
deln, erfolgt dann auf Basis der in Schritt zwei gefassten
Schlussfolgerungen eine Ausgabe, z. B. von neuer Informa-
tion. An dieser Stelle kann dann auch von Seite des Systems
eine Adaption, z. B. zur besseren Ausgabe von Information
auf einem für den Nutzer günstigen Weg erfolgen.
Ein abstrakteres Modell ist das EVA-Prinzip. Dieses beschreibt
das Verhalten eines Datenverarbeitenden Systems auch mit-
tels drei Phasen und setzt keine Intelligenz voraus.
Neben der Anzahl der Phasen ähneln sich auch die Teilschritte
sehr stark. Diese sind Eingabe, Verarbeitung und Ausgabe
von Daten. Zur einfacheren Betrachtung des gesamten In-
teraktionsvorgangs in einem intelligenten System, aber auch
zum Vergleich mit einem klassischen System ohne Intelligenz
ist es von großem Nutzen.
So lässt sich nun also kurz zusammenfassen: die Interaktion
zwischen einem Menschen und einer Maschine lässt sich je
nach Abstraktionsgrad immer in drei Phasen unterscheiden.
Diese beschreiben den Interaktionsprozess innerhalb eines
Teilnehmers und sind speziell im Hinblick auf die nun fol-
gende Charakterisierung von Parametern zur Bestimmung
des Interaktionskontext hilfreich.
5. KONTEXTKRITERIEN FÜR INTERAK-
TIONSKONTEXT
Um nun Interaktionskontext wirklich charakterisieren zu kön-
nen benötigt man entsprechende Kriterien, mit denen man
dann die Interaktion genau beschreiben kann.
Als Basis zur Entwicklung dieser Kriterien diente hierfür
speziell das Paradigma der ”Natürlichen Interaktion”, welches
in Kapitel drei eingeführt wurde.
Aus den bekannten Teilgruppen Mimik, Gestik sowie Bewe-
gung und Handlung wurden, unter Umsortierung einzelner
Parameter, drei neue Übergruppen gebildet, welche nun let-
ztendlich die Kontextkriterien bilden. Dies sind zum einen
verbale Interaktion, nonverbale Interaktion und Aktion.
Verbale Interaktion bildet dabei den Teil der (menschlichen)
Interaktion ab, welcher über die verschiedensten Formen
von Sprache erfolgt. Dies kann Lautsprache - welche wohl
in einem Großteil der Interaktion zum Einsatz kommt -
aber auch Schriftsprache und noch interessanter: Gebär-
densprache sein. Diese Aufzählung ist auf keinen Fall voll-
ständig. Der einzige Punkt, welcher bisher in der Inter-
aktion zwischen Mensch und Computer eine Rolle spielt,
ist wohl die Lautsprache. Einsatzmöglichkeiten sind schon
lange die komfortable Eingabe von mitunter langen Texten,
seit kurzer Zeit aber auch sehr populär in einigen Smart-
phones und besonders im iPhone der Marke Apple: Sprach-
steuerung und kleine Dienstausführungen (z. B. Abfrage des
Wetters an einem Ort).
Nonverbale Interaktion ist im zwischenmenschlichen Bere-
ich von sehr großer Bedeutung, spielt aber bislang bei der
Interaktion mit Computern keine Rolle.
Jedoch bietet speziell dieses Kriterium ein hohes Potential,
welches bisher kaum betrachtet wurde. In der zwischen-
menschlichen Interaktion lassen sich aus Tonfall, Körperhal-
tung oder, wie schon in früheren Kapiteln betrachtet, Mimik
und Gestik, für die Interaktionspartner viele unterschwellige
Informationen entnehmen, um Intentionen des Partners zu
erkennen oder die Bedeutung von Gesagtem einordnen zu
können. Diese Prozesse spielen bisher bei der Interaktion
mit dem Computer keine Rolle.
Das dritte Kriterium ist das der Aktion. Dieses umfasst alle
Möglichkeiten des Nutzers zur Interaktion mit physischen
Dingen, seien es Gegenstände, welche manipuliert werden
oder einfache Eingaben durch eine grafische Benutzerober-
fläche, welche z. B. durch eine Tastatur oder einen Touch-
screen erfolgen.
In Abbildung 3 ist diese Kategorisierung nun einmal abge-
bildet. Die Anzahl der Kriterien ist keinesfalls vollzählig.
Alleine der Punkt der nonverbalen Interaktion könnte noch
durch Berührungen, Geruch, Augenkontakt usw. fortge-
führt werden. [10] [7]
Konkrete Ausprägungen der einzelnen Kontextkriterien sind
ebenso noch nicht umfassend betrachtet, einige Beispiele
seien jedoch genannt.
Arten der Körperhaltung sind beispielsweise offensiv, zurück-
halten oder auch ablehnend. Intuitiver im bisherigen Umfeld
ist wahrscheinlich die Definition von Eingabemöglichkeiten
des Nutzers, hier sind Finger- und Spracheingabe als Beispiel
zu nennen.
6. ZWEI BESCHREIBENDE SZENARIOS
Zur besseren Verständlichkeit und zum Aufzeigen möglicher
Adaptionen während der Interaktion durch das System, sollen
zwei kurze Szenarios dienen. Im Folgenden werden diese
kurz eingeführt und der Interaktionspartner des Systems
vorgestellt. Dann erfolgt die Schilderung einer typischen
Situation bei Benutzung des Systems.
6.1 Szenario 1: Interaktion eines Taubstum-
men
Im ersten Szenario ist die Interaktionsperson ein Taubstum-
mer. Dies bedeutet im Hinblick auf die Kommunikation zum
und vom System einige Einschränkungen.
Taubstumme sind nicht in der Lage zu hören und sich mit-
tels Lautsprache zu verständigen. Diese beiden Hauptein-
schränkungen engen die Möglichkeit zur Interaktion mit dem
System schon ein. Jedoch kommt auch die neue Möglichkeit
zur Interaktion mittels Gebärdensprache hinzu.
Ansonsten besitzt er alle Fähigkeiten eines gesunden Men-
schen und hat so keine weiteren Einschränkungen.
Das Ziel der Person ist in diesem Szenario das Finden einer
Bahnverbindung von Dresden nach Hamburg.
Möchte er nun also mit dem System in Kontakt treten ste-
hen zu Beginn prinzipiell alle Aufnahmekanäle des Systems
offen. Auf verbale Weise ist dies die Schilderung des Prob-
lems mittels Gebärdensprache.
Es besteht aber auch die Möglichkeit das Vorhaben auf ”klas-
sischem” Wege durch Eingabe in ein grafisches Benutzer-
interface, z. B. mittels einer Tastatur vorzunehmen (beides
Phase der Perzeption). Das nonverbale Kriterium spielt in
diesem Punkt noch keine Rolle.
Ist die Eingabe über eine der beiden Möglichkeiten erfolgt,
würde nun im Fall der Eingabe durch Gebärdensprache eine
Erkennung des Interaktionsziels, also der Suche nach einer
Bahnverbindung, erfolgen (Interpretation). Dieses Problem
stellt sich bei direkter Eingabe in ein grafisches Benutzerin-
terface nicht.
Das System sucht nun nach erfolgreichem Erkennen der Auf-
gabe nach der gewünschten Bahnverbindung und kommt
nun an den Punkt der Ergebnisausgabe.
Interessant ist in diesem Fall die Ausgabe, falls die Eingabe
mittels Gebärdensprache erfolgte. Dem System ist nun, en-
tweder durch vorherige Nutzermodellierung, oder aber auch
durch Ableitung aus der Tatsache, dass die Eingabe durch
diese besondere Art und Weise erfolgte, in der Lage sich zur
Ergebnisausgabe einen für den Nutzer optimalen Ausgabe-
weg zu suchen (Kommunikation/Aktion).
Da eine Sprachausgabe nun nicht in Frage kommt würde
diese nun beispielsweise auf einem Bildschirm erfolgen. Gle-
iches gilt im Fall der Tastatur-Eingabe.
Nun kann das System direkt an der nonverbalen Reaktion
des Nutzers, z. B. Rümpfen der Nase oder Lächeln, den weit-
eren Aufgabenweg wählen. In diesem Fall entweder Suche
einer früheren oder späteren Verbindung oder aber Weiter-
leitung zur Buchung der Fahrt.
Ein weiterer interessanter Punkt in diesem Beispiel wäre
die Fortführung zum Bezahlvorgang. Erkennt das System
diesen sicherheitskritischen Abschnitt so wäre anzuraten,
dass hier dann sichere Eingabe- oder Bestätigungsmetho-
den, z. B. Eingabe eines Passworts, gewählt werden.
Eine Spracheingabe - auch wenn das für diesen konkreten
Nutzer nicht in Frage kommt - ist in diesem Fall somit
auszuschließen.
6.2 Szenario 2: Interaktion eines Kindes
Die Interaktionsperson im zweiten Szenario ist ein Kind im
Alter von fünf Jahren. Dieser Alter ist dahingehend inter-
essant, da Menschen in dem Alter noch sehr frei von Er-
wartungen an Computer und deren Benutzung sind. Das
WIMP-Konzept (Windows, Icons, Menues, Pointer) ist noch
gänzlich unbekannt und somit gibt es noch keine Bindung
an grafische Nutzeroberflächen und deren Funktionsweise.
Ebenso gehen Kinder in ihren jungen Jahren meist spielerisch
und ohne die Bindung an Konventionen an die Exploration
von neuen Dingen.
Das Interaktionsziel des Kinds ist in diesem Fall das Ab-
spielen von Musik.
Tritt das Kind also nun mit dem System in Kontakt geschieht
dies am ehesten via Spracheingabe, da die Eingabe via Tas-
tatur noch unbekannt ist, ebenso wenig intuitiv wäre eine
Eingabe mittels Zeichensprache oder Gesten.
Hat das Kind nun den Wunsch nach dem Abspielen der
Musik formuliert (Phase der Perzeption beim System), so
interpretiert das System die Aufgabe (Phase der Interpreta-
tion). Durch starten einer Musik (Kommunikation/Aktion)
wäre die Aufgabe des Kindes an das System nun erfüllt.
Eine Adaption von Systemseite wäre in diesem Fall nicht
nötig aber möglich. Zum einen die Auswahl von unter-
schiedlichen Musikstücken, z. B. durch Anzeigen der CD-
Cover, was aber auch ein teilweises Wechseln des Kommu-
nikationskanals bedeuten würde. Für eine einfache Be-
dienung sollte aber für unerfahrene Nutzer der Kommunika-
tionskanal so wenig wie möglich geändert werden, um Irri-
tationen bei der Interaktion mit dem System zu vermeiden.
7. DISKUSSION
Der in Kapitel fünf vorgestellte Ansatz zur Klassifikation von
Interaktionskontext basiert, anders als andere Kontextmod-
elle, nicht auf der Einordnung von konkreten gemessenen
Werten und eventueller Ausbildung eines höheren Kontext
(z. B. durch Aggregation von Meßwerten).
Die Stärke dieses Ansatzes ist die Klassifikation der Poten-
tiale des Benutzers, basierend auf der Unterscheidung in die
drei Grundtypen (verbal, nonverbal, Aktion).
Damit einzelne Kontextkriterien bestimmt werden können
sind selbstverständlich auch, wie schon in Kapitel drei genannt,
Sensoren notwendig, die letztendlich aus den aufgenomme-
nen Low-Level-Daten (erste Abstraktion der Rohdaten) Kri-
terien des Interaktionskontext aggregieren.
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Abbildung 3: Kontexttypen und Kriterien
Ebenso werden Kommunikationskanäle stärker fokussiert,
anstatt diese, beispielsweise durch Berechnung aus einzel-
nen Messwerten, auszuwählen.
Es steht somit weniger der technische Erfassungsaspekt im
Vordergrund.
Für die Konzeption eines solchen komplexen Systems wäre
es aber notwendig zu wissen, wie sich welche Typen von
Interaktionskontext (verbal, nonverbal, Aktion) explizit er-
fassen lassen. Zu diesem Punkt kann das Modell in keinem
Fall Auskunft geben, sodass hier noch die Ausarbeitung von
oben genannten Bestimmungsparametern für die einzelnen
Kontextkriterien und deren Ausprägungen nötig ist.
8. ZUSAMMENFASSUNG
Um das Thema Interaktionskontext in ubiquitären Syste-
men somit abzuschließen lässt sich zusammenfassen: auf
Grundlage der eingangs beschriebenen ”natürlichen Interak-
tion” wurde ein mehrstufiges Modell geschaffen, was es er-
möglicht, die Interaktionsmöglichkeiten und Potentiale von
Nutzern eines (ubiquitären) Systems zu beschreiben.
Ob heutige ubiquitäre Systeme heute schon solche komplexen
Erfassungs- und Verarbeitungsmöglichkeiten bieten sei dahingestellt.
Damit der Mensch jedoch ganz seinem natürlichen Verhal-
ten nach mit einem solchen System interagieren kann, sind
für aktuelle Systeme noch einige Hürden zu nehmen.
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ABSTRACT
Diese Arbeit soll in die Thematik allgegenwärtiger Rechner-
systeme, Ubiquitous Computing und kontextsensitiver Um-
gebung einführen. Die Notwendigkeit von Erklärungskom-
ponenten, die das Systemverhalten für den Nutzer nachvoll-
ziehbar und kontrollierbar machen werden beleuchtet und
verschiedene Ansätze vorgestellt, wie dies in einer post-GUI
Ära „unsichtbarer“ Systeme bewerkstelligt werden kann.
Es wird darauf eingegangen wie Erklärungskomponenten die
Bildung mentaler Modelle unterstützen und und dem Nutzer
so helfen, sich ein Bild von einem unsichtbaren System so-
wie den Möglichkeiten der Interaktion mit diesem System zu
machen. Erklärungskomponenten werden nach verschiede-
nen Gesichtspunkten gegliedert, mögliche Nachteile von Er-
klärungskomponenten beleuchtet und ein Ausblick auf mög-
liche Forschungsthemen gegeben.
Keywords
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1. EINLEITUNG
„The most profound technologies are those that
disappear. They weave themselves into fabric of
everyday life until they are indistinguishable from
it.“ [Wei91]
Mit diesen Worten begann Mark Weisers 1991 im Scientific
American veröffentlichter Artikel The Computer for the 21st
Century, der heute als Grundlagentext des Ubiquitous Com-
puting angesehen wird. Seine Vision vom Computer des 21.
Jahrhunderts ist inzwischen zu großen Teilen Wirklichkeit
geworden. Rechentechnik und Information ist heute allge-
genwärtig, überall verfüg- und nutzbar, am Informations-
fluss beteiligte Geräte in höchstem Maße mobil und im-
mer kleiner (Miniaturisierung) bis hin zur „Unsichtbarkeit“.
Für den Nutzer nicht wahrnehmbar können Sensornetze ver-
schiedene Umwelteinflüsse und physische Umgebungswerte
messen und durch die Verbindung und Verarbeitung ver-
schiedener solcher Werte und Einbeziehung gespeicherter
oder früher ermittelter Daten Schlüsse ziehen und Kontex-
tinformationen ableiten. In Alltagsgegenstände eingebaute,
ebenso unsichtbare Sensoren und Aktoren geben im Zusam-
menspiel mit anderen vernetzten Objekten dem Nutzer das
Gefühl, es mit „smarten“ Gegenständen zu tun zu haben,
die auf sein Verhalten und seine Aktionen angemessen rea-
gieren und seine Umwelt beeinflussen, ihn bei seiner Arbeit
unterstützen können, ohne dass er hierfür mit einem PC mit
einer grafischen Benutzerschnittstelle interagieren muss. Ins-
besondere in Verbindung mit Techniken wie dem cloud com-
puting hat der Nutzer heute jederzeit, an jedem Ort Zugriff
auf alle seine Daten und Anwendungen.
Doch ist diese Entwicklung hin zur everywhere interaction
eine nur positive oder gibt es auch Nachteile und birgt sie
vielleicht auch Gefahren? Hat der Nutzer weiterhin die Kon-
trolle und weiß, was das System macht? Werden vielleicht
unbeabsichtigt Aktionen des Systems ausgelöst? Wie kann
man mit „unsichtbaren“ Geräten interagieren, wie deren ak-
tuellen Zustand bestimmen?
In diesem Zusammenhang spielen Erklärungskomponen-
ten eine wichtige Rolle, die dem Nutzer als Hilfestellung
dienen, den Umgang mit für ihn bislang unbekannten kon-
textsensitiven Systemen zu meistern und für sich selbst ein
Verständnis für das in mancher Hinsicht unerklärliche, magi-
sche Systemverhalten und dessen Reaktionen auf bestimmte
Umgebungseinflüsse aufzubauen. Die Frage, was Erklärungs-
komponenten überhaupt sind, soll im Folgenden geklärt, die
Notwendigkeit solcher Hilfen für den Nutzer kontextsensi-
tiver Anwendungen dargestellt und mögliche Erscheinungs-
formen auf ihre Eignung zur Nutzerunterstützung hin un-
tersucht werden.
Für die Beantwortung dieser Fragestellungen ist es wich-
tig, die betrachteten Begrifflichkeiten zu klären um deren
einheitliche Verwendung zu garantieren. Was sind also kon-
textsensitive Umgebungen undErklärungskomponen-
ten?
2. KONTEXTSENSITIVE UMGEBUNGEN
A.K. Dey und G.D. Abowd definieren Kontext als jegli-
che Information, die zur Beschreibung einer Interaktion des
Nutzers mit dem System genutzt werden kann:
„Context is any information that can be used to
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Figure 1: Benutzerzentrierter Kontext [KKS11]
characterize the situation of an entity. An entity
is a person, place, or object that is considered
relevant to the interaction between a user and an
application, including the user and applications
themselves.“ [DAb00]
Je mobiler und flexibler die Systeme werden, umso brei-
ter gefächert werden auch die möglichen Situationen die
eintreten und Kontextfaktoren die auf die Interaktion ein-
wirken können. Stellt man den Nutzer in den Mittelpunkt,
kann hierbei zwischen zeitlichem, physikalischem, räumli-
chem, Aufgaben-, Interaktions und sozio-technischem Kon-
text unterschieden werden, vgl. [KKS11]. Erstere drei sind
direkt, beispielsweise mittels Sensoren und Funktechnik wie
RFID, messbar, letztere leiten sich aus dem ermittelten Pri-
märkontext, den zu erledigenden Aufgaben, der Interaktion
und dem sozialen und organisatorischen Umfeld ab.
Dey u. Abowd führen hierfür die Begriffe Primärkontext
(Ort, Identität, Zeit) und Sekundärkontext ein, siehe [DAb00].
Gleichzeitig machen sie aber auch deutlich, dass sich aus pri-
mären Kontextinformationen einer Entität neben dem Se-
kundärkontext der selbigen auch auf den Primärkontext ei-
ner anderen Entität schließen lässt.
Den sozio-technischen Kontext betreffend spielen kulturelle
Aspekte eine Rolle, so können Zahlen, Farben oder grafi-
sche Symbole oder Gesten in verschiedenen Regionen / Kul-
turen unterschiedliche Bedeutungen tragen. Ebenso gibt es
im Umgang mit technischen Geräten und deren Verständ-
nis Unterschiede zwischen Benutzergruppen, jüngere Nutzer
sind in der Regel technisch versierter im Umgang mit neuar-
tigen Geräten und Systemen als Senioren und auch zwischen
dem Nutzerverhalten weiblicher und männlicher Nutzer las-
sen sich Unterschiede erkennen, vgl. ua. [JLZ08].
Darauf aufbauend definieren Rothermel, Bauer und Becker
in Digitale Weltmodelle - Grundlage kontextbezogener Sys-
teme kontextbezogene Anwendungen als
„Anwendungen, deren Verhalten durch Kontext-
informationen beeinflusst wird.“ [RBB03]
Kontextsensitive Umgebungen nutzen also Kontextinforma-
tionen um sich der anhand der gemessenen oder abgeleiteten
Werte erkannten Umgebungssituation dynamisch anzupas-
sen, das Systemverhalten daran auszurichten und Schluss-
folgerungen für den weiteren Betrieb daraus zu ziehen.
Ubiquitäre Systeme können heute erkennen, wo sich ein für
das System relevantes Objekt oder Nutzer/Person befindet,
welche Objekte es in der Umgebung noch gibt, mit welchen
Objekten interagiert wird und wurde. Dass in einem dunklen
Treppenhaus das Licht ohne unser Zutun automatisch an-
geschaltet wird, ist für uns nichts Außergewöhnliches.
Aber ein kurzes rotes Aufleuchten einer LED am Briefkas-
ten um zu signalisieren dass keine Briefe für uns eingegangen
sind, der bereitstehende Aufzug in den wir nur einzusteigen
brauchen und auf die richtige Etage gefahren werden, wo uns
die Tür geöffnet wird und die aufgezeichnete Lieblingsserie
im Fernsehen nur darauf wartet dass wir uns auf die Couch
setzen um abgespielt zu werden, sind dank ubiquitären kon-
textsensitiven Systemen keine ferne Zukunftsvisionen mehr,
sondern heute schon mögliche Realität.
Kontextsensitive Umgebungen nehmen ihre Umwelt wahr
und reagieren angemessen auf Veränderungen und eintreten-
de Ereignisse. Diese können sowohl von Personen und von
untereinander kommunizierenden Objekten ausgelöst wer-
den aber auch an bestimmte zeitliche Bedinungen wie das
Ablaufen eines Timers oder das Erreichen eines bestimm-
ten Datums / Uhrzeit gebunden sein. Vom System erkannte
äußere oder innere Umstände werden auf Aktionen des Sys-
tems abgebildet.
3. ERKLÄRUNGSKOMPONENTEN
Den eigentlichen Kern dieser Arbeit bilden Erklärungs-
komponenten. Albrecht Schmidt prägte diesen Begriff in
seinem Beitrag Eingebettete Interaktion - Symbiose von Mensch
und Information [Sch07]. Er beschreibt, dass durch autono-
me, anhand des erkannten Kontexts handelnde Systeme dem
Nutzer keinerlei Möglichkeiten bieten, Rückschlüsse über die
Folgen seiner Handlungen zu ziehen, da in sich ändernden
Situationen mit anderen Kontextparametern auf die gleiche
Nutzeraktion unterschiedliche Reaktionen des Systems fol-
gen können.
„Um diesem Problem der technischen Freiheit zu
begegnen, ist es zentral, dass Entwickler von ubi-
quitären Informationssystemen sich dieser Pro-
blematik bewusst sind und entsprechende Sys-
teme mit Erklärungskomponenten versehen.
Eine solche Erklärungskomponente sollte es dem
Benutzer ermöglichen, Verhaltensweisen des Sys-
tems nachzuvollziehen und zu verstehen. Insbe-
sondere für personalisierte und kontextabhängige
Systeme ist sonst ein Erkunden des Systems zum
Erlernen des konzeptuellen Modells nicht oder
nur bedingt möglich.“ [Sch07]
Diese Umschreibung soll im Folgenden als Grundlage für die
weiteren Betrachtungen verwendet werden.
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Als Hauptaufgabe solcher Komponenten kann also das vom
System proaktiv, das heißt ohne Aufforderung des Nutzers,
zu sendende Feedback angesehen werden, anhand dessen der
Nutzer stets in der Lage sein soll, zu erfassen, in welchem
Zustand sich das System befindet und welche Aktionen es
ausführt.
Es sei, so Schmidt, von zentraler Bedeutung, zum Beispiel
Erklärungskomponenten als Hilfsmittel zur Bildung von men-
talen Modellen (vgl. Abschnitt 3.1) zur Verfügung zu stellen,
die aufzeigen, auf welcher Basis das System bestimmte Ent-
scheidungen getroffen hat.
Eine solche Erklärungskomponente liefert Hinweise und macht
die Schritte ersichtlich, die zur Lösung einer Aufgabe getä-
tigt wurden und erklärt warum gerade diese der verschiede-
nen möglichen Aktionen ausgeführt wurden.
Entscheidend ist hierbei die Proaktivität (vgl. [Sat01]), der
Computer handelt demnach eigenständig, unter Einbezie-
hung der Kontextfaktoren und meldet sich auch ohne Zutun
des Nutzers wenn es eine für diesen wichtige Änderung regis-
triert oder um ihn über vom Computer aufgrund der Kon-
textdaten initiierte Handlungen zu informieren. Satyanaray-
anan betont jedoch, dass die Abwägung zwischen Proaktivi-
tät und der Erhaltung der Unsichtbarkeit eines Systems eine
wichtige Rolle spielt. So können Systemmitteilungen in be-
stimmten Situationen als störend empfunden werden, sind
andererseits jedoch teilweise notwendig, wenn das System
beispielsweise eine Gefahrsituation erkennt, die ein direktes
Eingreifen des Benutzers erfordert.
Weiter ist ein erfahrener Nutzer an regelmäßigen, sich wie-
derholenden Nachrichten, über die er sowieso schon infor-
miert ist, weniger interessiert als eine Person, die zum ersten
mal mit einer kontextsensitiven Umgebung interagiert. Die
Art und Häufigkeit von Mitteilungen sollte also möglichst
ebenfalls adaptiv sein und sich dem Kenntnisstand des Be-
nutzers anpassen.
Ein weiteres Hilfsmittel, das dem Nutzer den Umgang mit
unsichtbarer Rechentechnik vereinfacht, ist die Möglichkeit,
nicht nur über gerade aktuelle Vorgänge informiert zu wer-
den, sondern eine Historie über in der Vergangenheit getrof-
fene Entscheidungen des Systems einsehen zu können.
3.1 Modelle
Modelle sind vereinfachte Annahmen von komplexen Syste-
men, die von unnötigen Details abstrahieren und das Sys-
tem auf die für das Verständnis des Systems notwendigen
Elemente reduzieren. Es sind also keine exakten Abbildun-
gen sondern vernachlässigen gezielt Teile, die das Begreifen
und Nutzbarmachen des Systems komplizieren ohne einen
Beitrag zum Grundverständnis zu leisten. In der Mensch-
Computer-Interaktion unterscheidet man zwischen menta-
len und konzeptuellen Modellen.
3.1.1 mentales Modell
Donald Norman beschreibt mentale Modell als
„[. . . ] the models people have of themselves, others,
the environment, and the things with which they
Figure 2: Modell für implizite und explizite Interak-
tion [Sch07]
interact. People form mental models through ex-
perience, training, and instruction. The mental
model of a device is formed largely by interpre-
ting its perceived actions and its visible struc-
ture.“ [Nor88]
Mentale Modelle sind auf Computersysteme bezogen also
durch den Nutzer kreierte Abstraktionen von der Funkti-
onsweise und den Abläufen des Computers, die in erster
Linie auf Erfahrungen im Umgang mit dem System, des-
sen Aktionen und Reaktionen beruhen. Sie dienen als Basis
für das Verständnis des Benutzers vom System und bilden,
so Albrecht Schmidt ([Sch07]), die Grundlage für Entschei-
dungen, wie das System in einer bestimmten Situation zu
bedienen ist.
3.1.2 konzeptuelles Modell
Im Gegensatz zum mentalen Modell ist das konzeptuelle Mo-
dell das vom Designer beim Systementwurf erzeugte Modell
des Systems und dessen Funktionen. Im Idealfall deckt sich
das konzeptuelle Modell des Designers mit dem vom men-
talen Modell des Nutzers, sodass dieser einen problemlosen
Zugang zum System findet und alle angebotenen Funktionen
korrekt und vollständig nutzen kann. Gehen die Vorstellun-
gen jedoch auseinander ist es für den Benutzer ohne weitere
Hilfestellung schwer, die Möglichkeiten zur Interaktion zu
begreifen und mit dem System zu arbeiten. Fehlinterpreta-
tionen können sogar zu einer falschen Bedienung führen.
Im Gegensatz zu Donald Normans Beschreibung ([Nor88])
wird in Stefan Poslads Definition sogar die Deckungsgleich-
heit zwischen konzeptuellem und mentalen Modell gefordert:
„A conceptual model is an abstraction of a sys-
tem or service at a level that is understandable
to a user and matches the user’s mental model
of how he or she thinks the system operates.“
[Pos07]
3.2 implizite Interaktion
Das Vorhandensein einer Übersicht über die Historie von
Entscheidungen und Aktivitäten des Systems ist umso wich-
tiger, da die Interaktion des Nutzers mit dem System in
ubiquitären, kontextsensitiven Umgebungen größtenteils im-
plizit erfolgt. Statt wie bei klassischen grafischen Benutzer-
schnittstellen (graphical user interfaces, GUI ) direkt, expli-
zit, Befehle an eine Maschine zu schicken und bestenfalls
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sofort auf dem Bildschirm das Ergebnis der Anweisung an-
gezeigt zu bekommen, sind die Reaktionen des Systems für
den Nutzer hier nicht mehr ohne Weiteres ersichtlich.
Die Interaktion erfolgt für den Benutzer vollkommen in-
transparent und kann Auswirkungen haben, die zeitlich oder
örtlich weit vom Moment und Ort der durch das System er-
kannten Handlung entfernt liegen können. Je nach Kontext
kann die selbe Handlung auch völlig andere Folgen haben,
zB. wenn unterschiedliche Personen an unterschiedlichen Or-
ten oder in Verbindung mit unterschiedlichen in der Nähe
befindlichen Gegenständen agieren.
Es ist also für das Verständnis des Nutzers von größter Be-
deutung, die Schritte des allgegenwärtigen Computers über-
prüfen zu können. So ist ihm auch die Möglichkeit gegeben,
notfalls einzugreifen, falls das System nicht seinen Erwartun-
gen entsprechend handelt. Durch implizite Eingaben ausge-
löste Aktionen des Systems sind immer mit einer gewissen
Unsicherheit verbunden, denn aus den möglicherweise sehr
großen gemessenen Datenmengen müssen relevante Sensor-
daten herausgefiltert und die Situation/Kontext interpre-
tiert werden - diese ist je nach Leistungs- und Lernfähigkeit
des Computers nur mit einer bestimmen Wahrscheinlichkeit
korrekt.
Diese Interaktionsform, implicit human-computer-interaction
(iHCI), unterscheidet sich grundlegend vom Modell der ex-
pliziten Interaktionn (eHCI) in denen ein direkter, determi-
nistischer Zusammenhang zwischen Ein- und Ausgabe be-
steht. Anzumerken ist, dass eHCI auch im ubiquitären Um-
feld vorkommt, meist eine Mischform von eHCI und iH-
CI vorliegt, wenn beispielsweise nach dem Betätigen einer
Schaltfläche zusätzlich noch der lokale Kontext und die Kon-
texthistorie ermittelt wird, um daraus die auszuführende
Aktion abzuleiten oder beispielsweise um per Gesichtserken-
nung den Nutzer zu identifizieren um zu entscheiden ob er
berechtigt ist, diese Schaltfläche zu betätigen oder nicht.
Selbst die Geschwindigkeit oder die Reihenfolge mit der ex-
plizit Befehle an ein Computersystem geschickt werden, kann
als Kontext und somit implizite Interaktion betrachtet wer-
den. So kann die Umgebung zum Beispiel erkennen, ob es
eine effizientere Reihenfolge bei der Befehlsausführung gibt
oder ob sich der Benutzer unsicher ist, welche Anweisungen
er benötigt und ihm eine Hilfestellung über häufig genutzte
Anweisungen anbieten.
Das Paradigma vom Computer als Gerät, das strikt die vom
Nutzer eingegebenen Befehle abarbeitet wandelt sich also
immer mehr zu einem autonomen System das aus Sicht des
Menschen intelligent oder smart handelt und keiner direk-
ten Eingaben mehr bedarf, es sich vielmehr selbst darum
kümmert, sich mit den nötigen Informationen zu versorgen
um den Menschen bei seiner Aufgabe / seinen Zielen zu un-
terstützen zu können.
Hierbei ist es nicht von Nöten, dass das System über eine
ausgeprägte künstliche Intelligenz verfügt, es reicht, wenn
es dank entsprechender Algorithmen und Auswertung von
Sensor- und Kontextdaten dem Nutzer beim Erreichen sei-
ner Ziele derart hilft, dass dieser den Eindruck hat, er hätte
es mit einer intelligenten Maschine zu tun. Je nach Anwen-
dungsgebiet kann hierzu schon das Anzeigen / Signalisieren
einer Information genügen, die für den Nutzer wichtig sein
könnte, so z. B. eine Sprachausgabe, er möge sich mit dem
Frühstück beeilen, um die Abfahrt des Zuges zu seinem Ge-
schäftstermin nicht zu verpassen.
Die Eingabe von Daten und Befehlen in das System ist nicht
mehr an ein konkretes Gerät / Objekt gekoppelt sondern
kann überall und zu jeder Zeit indirekt (und insbesonde-
re auch multimodal, also über verschiedene Eingabekanäle)
durch Handlungen von Personen aber auch von ihrerseits
smarten Objekten ausgelöst werden, die miteinander oder
mit ihrer Umwelt interagieren.
3.3 Designprinzipien
Donald A. Norman stellte 1988 im inzwischen zum Grund-
lagenwerk für Interface- und Interaktionsdesign avancierten
The Design of Everyday Things [Nor88] eine Reihe grund-
legender Konzepte über Anforderungen an das Design von
alltäglichen Gegenständen auf mit denen wir regelmäßig in-
teragieren. Diese Konzepte werden im Folgenden kurz vor-
gestellt und deren Bedeutung für kontextsensitive Systeme
im ubiquitären Umfeld erläutert.
Eine dieser Anforderungen ist das Vorhandensein von af-
fordances, von Bestandteilen mit einem Angebotscharakter
die auch einem Nutzer, der den Gegenstand bisher nicht
kannte, in eindeutiger Weise zu erkennen geben, wie das
Objekt benutzt werden kann und so den Zugang und die
Nutzung des Objekts erleichtert. So ist uns beispielsweise
intuitiv klar dass wir auf einen Lichtschalter draufdrücken
oder eine Tasse an ihrem Henkel greifen können, weil wir
Griffe und Schalter von anderen Objekten unseres Lebens
kennen. Hier greift man also auf Erfahrungen des Nutzers
aus anderen Lebensbereichen zurück und verwendet, eventu-
ell abstrahiert, (Teil-)Elemente wieder deren Gebrauchswei-
sen dem Nutzer bekannt sind und nimmt ihm so eine Hürde
für das Benutzen von neuen, unbekannten Gegenständen.
In einem reinen ubiquitären Umfeld hat der unerfahrene
Nutzer keine Anhaltspunkte welche Interaktionsmöglichkei-
ten ihm zur Verfügung stehen, die Objekte mit denen er
interagieren kann sind für ihn nicht ersichtlich. Die Sicht-
barkeit von Interaktionsmöglichkeiten ist hier nicht gege-
ben. Auch wenn er durch vorherige Nutzung des Systems
Vorkenntnisse über den Umgang mit diesem besitzt, ist oh-
ne weitere Informationen für ihn nicht eindeutig klar, zu
welchen Zeitpunkten er interagieren kann, ob das System
gerade einen geeigneten Kontext zur Interaktion ermittelt
hat.
Eine weitere Anforderung von Norman, mode, ist das Er-
kenntlich machen, in welchen Zustand sich ein Objekt oder
das ganze System befindet. Auch das ist in kontextsensitiven
Umgebungen nicht der Fall und der jeweilige Zustand kann
von verschiedenen, für den Nutzer unsichtbaren, Kontext-
parametern abhängig sein. Auf den ersten Blick soll ersicht-
lich sein ob ein Gerät an oder aus, laut oder leise usw. ist.
Hierbei kann es sich in kontextsensitiven Umgebungen auch
um weit entfernte Geräte und Systeme handeln, der Arbeits-
bereich ist im ubiquitären Umfeld also nicht mehr nur auf
die lokale, für den Nutzer physisch sichtbare Umgebung be-
schränkt sondern ist praktisch unbegrenzt erweiterbar. Eng
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verbunden mit dem Prinzip des Signalisierens des Systemzu-
stands ist die Forderung zur Wahrung derKonsistenz eines
Systems. Im gleichen Kontext, im gleichen Zustand, soll das
System die gleichen Reaktionen auf eine Nutzeraktion zei-
gen um ihm so die Systembedienung so weit wie möglich zu
erleichtern und die Wahrnehmung des Systems als determi-
nistisch sicherzustellen.
Umso wichtiger ist ein angemessenes Feedback, eine Rück-
meldung des Systems bei Aktivierung/Auslösen einer be-
stimmten Funktion, ebenso wie die Information, dass eine
aktivierte Funktion weitere von ihr abhängige Werte geän-
dert oder andere mit ihr verbundene Funktionen gestartet
hat. Treten im Programmablauf möglicherweise Situationen
auf, die für das System nicht eindeutig entscheidbar sind
oder der Nutzer über eine getroffene Entscheidung infor-
miert werden muss, ist wiederum eine Rückmeldung an den
Benutzer nötig.
Normans Forderung nach constraints, also gewisser Gren-
zen im Rahmen dessen Aktionen ausgeführt werden kön-
nen, ist in einer ubiquitären Umgebung mit vollständiger
Bewegungs- und Aktionsfreiheit wiederum nicht gegeben.
In grafischen Benutzeroberflächen kann programmatisch der
Wertebereich von Eingaben oder ein Rahmen für die Aus-
wahl verschiedener Menüpunkte gesetzt werden, während in
der freien, kontextsensitiven Umgebung praktisch alle, auch
für das System invalide, Handlungsmöglichkeiten offen ste-
hen.
Das Fehlen all dieser Elemente, die grundlegende Designprin-
zipien darstellen, unterstreicht nochmals die Forderung nach
Erklärungskomponenten die dem Nutzer die Bedienung des
Systems erleichtern und ein Hilfsmittel sein sollen, die Funk-
tionsweise und Reaktionen des Systems zu verstehen und
Entscheidungen für die Bedienung zu treffen. Mit solchen
Erklärungskomponenten ist es dem Benutzer möglich, das
System zu erkunden und den Umgang damit zu erlernen,
Erklärungskomponenten können ihm durch akkustische, vi-
suelle oder sonstige Signale mitteilen in welchen Situatio-
nen auf welche Weise und mit welchen Folgen er mit dem
System interagieren oder dies bereits unbewusst tut. Weiter
können Erfahrungen des Nutzers mit Gegenständen aus dem
alltäglichen Leben genutzt werden um Systemfunktionalitä-
ten auf diese Gegenstände zu übertragen (mapping) sodass
der Nutzer keine neuen Interaktionen erlernen muss sondern
mit ihm bekannten, vertrauten Objekten, Bewegungsabläu-
fen, Handlungen das System steuern kann.
Chen Kai stellt in Design Principle for Ubiquitous Compu-
ting verschiedene Designprinzipien für Ubiquitous Compu-
ting (UbiComp) vor und untersucht diese im Hinblick auf
Normans Design Concepts ([Che10]). Kai sieht den Benut-
zer im Mittelpunkt des Entwicklungsprozesses (user centered
design) und merkt an dass sich im Gegensatz zu Designprin-
zipien für klassiche GUI-Oberflächen aufgrund der Vielzahl
unterschiedlicher Einsatzgebiete die Schnittpunkte relevan-
ter UbiComp-Designprinzipien relativ eingeschränkt sind.
Kai stellt fest, dass weitere Forschung auf diesem Gebiet
nötig ist und fordert eine geeignete Klassifizierung, Generali-
sierung der UbiComp Designprinzipien analog und in Bezug
zu den weit verbreiteten Prinzinpien des HCI-Designs.
3.4 Motivation
Aus den Designprinzipien, den Eigenschaften des Modells
der impliziten Interaktion und der allgegenwärtigen Verar-
beitung und Speicherung von Kontextinformationen folgen
mehrere technische und soziale Aspekte, auf denen die Not-
wendigkeit für Erklärungskomponenten gründet:
• Erlernen / Umgang mit dem System
• Kontrolle
• Datenschutz / Privatsphäre
• Fehler / Systemausfall
3.4.1 Erlernen / Systembedienung
Ohne geeignete Hilfsmittel ist der Nutzer in einer freien In-
teraktionsumgebung in der er praktisch mit allen Objek-
ten seiner Umwelt aktiv oder wenn bestimmte Kontextfak-
toren eintreten auch passiv interagieren kann. Er hat eine
unbegrenzte Anzahl an Möglichkeiten verschiedene Kombi-
nationen von Objekten in Beziehung zu setzen und so un-
terschiedliche Kontexte zu schaffen. Es liegt nahe, dass er
nicht in der Lage ist, alle Möglichkeiten auszuprobieren, ins-
besondere ohne Kenntnis dessen, welche der Objekte auch
wirklich smart sind und deren Manipulation etwas bewirkt.
Sofern der Nutzer jedoch beim Betreten einer kontextsensi-
tiven Umgebung, oder bei Eintreten eines bestimmten Er-
eignisses, dass ihm Handlungsmöglichkeiten eröffnet, durch
eine Erklärungskomponente begrüßt oder informiert wird,
dass seine Anwesenheit erkannt wurde und ihm womöglich
noch einige Vorschläge unterbreitet werden, wie er in dieser
Umgebung arbeiten kann, wird sofort Klarheit geschaffen
und der Nutzer ist in der Lage in Verbindung mit dem ihm
umgebenden System zu treten. Ein einfaches Ausprobieren,
Verstehen und Erlernen, wie in heutigen klassischen GUI-
Anwendungen ist im ubiquitären Umfeld nicht problemlos
möglich, der Umgang mit dem System wird dadurch er-
schwert. Durch die Adaptivität / Kontextsensitivität können
gleiche Aktionen unterschiedlichen Situationen unterschied-
liche Folgen haben, das Systemverhalten ist für den Nutzer
nicht verständlich. Hier unterstützen ihn Erklärungskompo-
nenten, die die Schritte des Systems aufzeigen und so nach-
vollziehbar machen.
3.4.2 Kontrolle
Mit der Systembedienung verbunden ist auch die Frage nach
der Kontrolle über eine intelligente Umgebung. Wird der
Nutzer nicht über die vom System automatisch getätigten
Schritte informiert, so kann der Eindruck entstehen, dass
das System ohne seine Erlaubnis handelt und eventuell be-
stimmte Aktionen ausführt, die der Nutzer so gar nicht be-
absichtigt hat. Teilt die Umgebung aber dessen Handlungen
mit, so ist der Nutzer stets in der Lage, in ungewollten Situa-
tionen einzugreifen und dem System neue Anweisungen zu
erteilen oder die Ausführung bestimmter Funktionen zu be-
enden. Bestimmte Entscheidungen des Nutzers können auch
ad hoc, völlig unabhängig von dem für die Umgebung mess-
oder ableitbaren Kontext getroffen werden, diese Entschei-
dungen vorherzusehen oder zu berechnen ist für ein Compu-
tersystem unmöglich. In diesen Fällen wäre es falsch, anstatt
des Nutzers zu handeln, vielmehr soll ihm die Entscheidung
überlassen werden, entweder indem das System sich ganz
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aus der Entscheidung heraushält oder indem zum Beispiel
dem Nutzer bestimmte Alternativen vorgeschlagen werden,
aus dem dieser die für ihn im Moment günstigste wählen
kann.
3.4.3 Datenschutz / Privatsphäre
Ein wichtiges Thema im Zusammenhang mit kontextsensi-
tiven Umgebungen ist der Datenschutz und der Schutz der
Privatsphäre. Wenn für den Menschen unsichtbar jederzeit
und überall Daten über ihn erfasst werden, in vielen Fällen
ohne dass er darüber informiert ist, ist die informationel-
le Selbstbestimmung nicht gegeben. Die gesamte Thematik
des Datenschutzes zu behandeln würde hier zu weit führen
und auch kann mittels Erklärungskomponenten das Sam-
meln und Speichern von Daten nicht verhindert werden, je-
doch können solche Komponenten zumindest dazu beitra-
gen, den Nutzer zu informieren wenn Daten über ihn Er-
hoben werden und ihm Detailinformationen zu der Art der
Daten geben. In diesem Fall hat der Nutzer die Wahl ein-
zugreifen und beispielsweise sein Mobiltelefon auszuschalten
oder entsprechende Programme zu beenden, falls der Aus-
tausch der Daten über diese Programme erfolgt.
3.4.4 Fehler / Ausfall des Systems
Ein nicht zu verachtender Umstand ist die immer weiter stei-
gende Abhängigkeit des Menschen von technischen und auch
ubiquitären Systemen. Alles um uns herum wird automati-
siert, Aufgaben werden uns abgenommen und erledigt ohne
dass wir uns damit befassen müssten. Stellt dies wiederum
aber nicht eine Gefahr dar? Die Automatisierung bestimm-
ter Vorgänge führt dazu, dass wir uns nicht mehr mit diesen
Vorgängen beschäftigen und uns auf das System verlassen,
was aber weiter dazu führen kann, dass die Fähigkeit, die-
se Aufgaben selbst zu erledigen, verlernt wird. Bei einem
technisch bedingten oder z. B. durch gezielte Angriffe her-
beigeführten Systemausfall ist man auf diese Kompetenzen
angewiesen und muss ohne die Unterstützung von Compu-
tertechnik auskommen. Der Ausfall der Internetverbindung
kann schon heute bestimmte Wirtschaftszweige vollständig
zum erliegen bringen. Erklärungskomponenten sind auch in
dieser Hinsicht nötig, um die ablaufenden Vorgänge in ubi-
quitären Umgebungen nachvollziehbar und erklärbar zu ma-
chen.
Auch ist die Bedeutung von bestimmten Handlungen nicht
eindeutig, was bedeutet dass Aktionen des Nutzers vom Sys-
tem interpretiert werden müssen, diese Interpretation jedoch
auch falsch sein kann. Um diese Unsicherheiten zu beseiti-
gen und Fehler zu vermeiden muss das System den Nutzer
über seine Entscheidungen informieren. Bei nicht eindeutig
entscheidbaren Problemen bietet sich die Rückfrage an den
Nutzern an, damit dieser eine Entscheidung treffen kann.
Es kann in Umgebungen, in denen mehrere Personen an ei-
ner Interaktion beteiligt sind, vorkommen dass mehrere Per-
sonen, ob bewusst oder unbewusst, die gleiche Einstellung
ändern. In solchen Fällen ist eine Rückmeldung des Systems
nötig um Klarheit zu schaffen, welche Entscheidung auf wel-
chen Anweisungen beruht.
Heute alltägliche Dinge könnten in „smarter“ Zukunft wo-
möglich anders als gewohnt oder überhaupt nicht mehr funk-
tionieren oder bei der Benutzung unerwünschte Nebeneffek-
te haben. Mit Erklärungskomponenten kann das unbeab-
sichtige Auslösen eines Ereignisses verhindert oder zumin-
dest rückgängig gemacht werden. Wird der Nutzer nicht in-
formiert, kann es passieren, dass er die Fehlfunktion nicht
oder nur zu spät bemerkt.
3.5 Erscheinungsformen
Nachdem nun dargestellt worden ist, warum Erklärungs-
komponenten benötigt werden, soll ein Überblick über mög-
liche Erscheinungsformen solcher Komponenten gegeben wer-
den. Es besteht eine enge Beziehung zu den Gebieten der
HCI und Informationsvisualisierung, die sich eingehender
mit der Thematik der Interaktion und Informationsausgabe
beschäftigen. Es liegt nahe, dass analog zum umgebenden
kontextsensitiven System selbst auch die Kommunikation
mit dem System abhängig vom jeweiligen Kontext ist, um
so die für die jeweilige Situation optimale Interaktionsform
zu ermöglichen. In einer sehr lauten Umgebung beispiels-
weise macht eine Sprachsteuerung und die Ausgabe von Au-
diosignalen wenig Sinn, eine visuell sichtbare oder haptisch
spürbare Nachricht wie ein Vibrationsalarm ist für den Nut-
zer einfacher zugänglich. Bei ungünstigen Lichtverhältnissen
kann hingegen ein akkustisches Signal adäquater sein als ei-
ne visuelle Nachricht um dem Nutzer eine Mitteilung zu-
kommen zu lassen.
In Anlehnung an [Sch07] sollen folgende Fragestellungen kurz
beleuchtet werden:
• Wie kann benötigte Information (proaktiv) dargestellt
werden?
• Welche Informationen sollen dargestellt werden und in
welcher Form?
• Wann, wie lange und wo soll die Information präsen-
tiert werden?
Estrin et al. schrieben 2002
„Interfacing to the physical world is arguably
the single most important challenge in compu-
ter science today.“ [Est02]
und beziehen sich hierbei hauptsächlich auf die Hardware-
schnittstelle um Daten zu messen, also Sensorik, aber die
Aussage kann auch auf Interfaces zur Interaktion mit dem
Benutzer, also Ein- und Ausgabe bezogen werden.
Die Forderung / Entwicklung in Richtung unsichtbarer Ge-
räte werfen berechtigterweise die Frage auf, wie die Kommu-
nikation mit solchen Geräten, speziell aber auch die Ausgabe
von Daten / Informationen in solchen Umgebungen ausse-
hen kann. Als Implizite Ausgaben bezeichnet Schmidt
„Aktionen und Reaktionen des Computersystems,
die nicht direkt mit expliziten Eingaben der Nut-
zer zusammenhängen und in die Umgebung der
Benutzer integriert sind. Ein Beispiel hierfür ist
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die periphere und proaktive Präsentation von In-
formationen. Implizite Ausgaben sind so gestal-
tet, dass keine Interaktion durch den Benutzer
gefordert wird.“ [Sch07]
Schmidt nennt im wesentlichen zwei im Bereich der Reality
Based Interaction (RBI) (s. [Jac08]) angesiedelte Techniken
zur Ein- und Ausgabe.
• mit augmented reality (AR), also erweiterter Rea-
lität, sind Techniken gemeint, mit denen Objekte der
realen Welt in Echtzeit mit zusätzlichen Informationen
versehen, überlagert werden. Heute schon verfügbare
Anwendungen für Smartphones sind z. B. Applikatio-
nen mit denen man sich Möbel vor dem Kauf in der
eigenen Wohnung an verschiedenen Plätzen anschau-
en und prüfen kann wo sie am Besten hinpassen, oder
die Applikation Wikitude, das ein komplettes SDK für
augmented reality Anwendungen bietet ([wik]). Auf
die gleiche Weise kann eine Erklärungskomponente AR
nutzen um dem Nutzer Informationen über den Sys-
temzustand und -verhalten anzuzeigen.
In das Gebiet der AR gehört auch das Projekt google
glasses [pgl], das zwar noch nicht ganz ausgereift ist,
aber mit visionären Ideen aufzeigt, welche möglichen
Entwicklungen es auf diesem Bereich in Zukunft geben
könnte. Hierbei handelt es sich um eine Brille in deren
Sichtbereich aus dem Internet abgerufene Informatio-
nen zu den angesehenen Objekten oder auch sonstige
Informationen wie E-Mails, Termine usw. eingeblendet
werden kann. Informationen eingeblendet werden.
Ein weitere interessante Technik, die für die visuel-
le Darstellung von Informationen in Frage kommt, ist
die Verwendung von Picoprojektoren, vgl. [Dac12].
Mithilfe solcher Picoprojektoren wird es in naher Zu-
kunft nahezu überall möglich sein, grafische Inhalte
einzublenden, sei es die Anzeige bestimmer abstrak-
ter Benutzerschnittstellen oder auch die Überlagerung
existierender Objekte mit zusätzlichen Informationen,
durch Projektionen auf das physische Objekt selbst.
• tangible user interfaces, greifbare Benutzungsschnitt-
stellen, beschreiben Geräte / Gegenstände, bei denen
es eine Entsprechung von digitalen Daten in der phy-
sischen Realität gibt und man mithilfe anfassbarer,
greifbarer Objekte mit der digitalen Welt interagie-
ren kann. Hierbei haben digitale Informationen eine
physische Repräsentation an denen man den aktuel-
len Systemzustand erkennen kann. Das klassische An-
wendungsbeispiel für TUIs ist die Marble Answering
Machine von Durrell Bishop (1992), bei der farbige
Glaskugeln verpasste Anrufe repräsentieren, die man
durch Ablage der jeweiligen Kugeln an einem bestimm-
ten Ort abspielen kann.
Die Kehrseite der Möglichkeiten zur ubiquitären Informati-
onsausgabe liegen unter anderem in der optischen und akus-
tischen „Verschmutzung“ der Umwelt begründet, ein sozialer
Aspekt von ubiquitären Systemen. Bereits heute empfinden
wir es als störend, wenn in der Öffentlichkeit lautstark telefo-
niert oder Musik abgespielt wird oder dass das Mobiltelefon
in den ungünstigsten Momenten klingelt. Mit Geräten wie
Picoprojektoren werden beiläufig auch ganz neue Möglich-
keiten zur Belästigung der Mitmenschen geschaffen, wie das
Projezieren von Videoinhalten auf Hauswände.
Hinzu kommt die steigende Gefahr, dass private Daten in
falsche Hände gelangen, wenn persönliche Informationen in
der Öffentlichkeit dargstellt werden. Hier ist eine strikte Un-
terscheidung von Nöten, welche Daten und Informationen
im öffentlichen Raum mitgeteilt werden können und welche
nicht. Die Anzeige der Abfahrtszeit der Straßenbahn, mit
der man nach Hause kommt, einem public display ist eher
unbedenklich während eine Durchsage, wann der nächste
Arzttermin im Terminplan steht, sicher nicht in die Öffent-
lichkeit gehört. Auch hier können kontextsensitive Techniken
dazu beitragen die Situation zu erkennen und auf entspre-
chende Informationsvisualisierungen zu verzichten, wenn z.
B. andere Personen im Raum sind und die Mitteilung in sol-
chen Fällen auf ein persönliches mobiles Gerät umzuleiten
auf das man nur selbst Zugriff hat.
Tobias Skog stellt verschiedene Ansätze der ambient infor-
mation visualization vor. Dargestellt werden Möglichkeiten
zur beiläufigen Darstellung von Informationen im Hinter-
grund, die der Nutzer einer ubiquitären Umgebung wahr-
nimmt, ohne dadurch von seiner eigentlichen Aufgabe abge-
lenkt zu werden ([Sko06]). Eine Vielzahl von verschiedenar-
tigen Displays und Projektionstechniken werden untersucht.
Es lässt sich festhalten, dass sich trotz der Unsichtbarkeit
der wirkenden Systeme zahlreiche Möglichkeiten zur Inter-
aktion ergeben. Entscheidend für die Frage, in welcher Form
Informationen durch eine Erklärungskomponente ausgege-
ben werden sollen, ist die Art und der Detaillierungsgrad
der vorliegenden Daten.
Gibt es nur wenige unterschiedliche Systemzustände, kann
eine Kodierung in akustische Signale oder optische Reprä-
sentationen wie Icons erfolgen. Bei steigender Anzahl an Zu-
ständen wird eine effiziente Kodierung, die für den Nutzer
auch wiedererkennbar ist, immer schwieriger, sodass in sol-
chen Fällen eine Sprachnachricht und die textuelle Beschrei-
bung des Zustands naheliegender ist.
Eine Rolle spielt auch die Häufgkeit von Mitteilungen, ein
regelmäßiges, zu häufiges Signal kann störend und dem ei-
gentlichen Ziel, den Nutzer zu informieren, entgegengesetzt
wirken, falls dieser sich an die Signale gewöhnt oder es auf-
grund der Häufigkeit ignoriert. Beispielsweise muss der Nut-
zer nicht über jede eintreffende neue E-Mail informiert wer-
den, es ist ausreichend ihn beim Eintreffen der ersten E-Mail
zu benachrichtigen und solange diese ungelesen ist, von wei-
teren Mitteilungen abzusehen.
Soll der Nutzer aktiv oder passiv von Systemmitteilungen er-
fahren? So kann eine Nachricht direkt an den Nutzer weiter-
gegeben oder der Benutzer nur darüber informiert werden,
dass eine Nachricht für ihn vorliegt. Der Nutzer hätte dann
die Möglichkeit die Nachricht anzusehen oder sie erst einmal
zu ignorieren und sich später darum zu kümmern. System-
nachrichten können direkt auf den an einer Handlung betei-
ligten Objekten (z. B. Smartphone, Fernseher, Bildschirm
am Kühlschrank) oder gesondert an einer zentralen Stelle
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angezeigt werden. Die Möglichkeit, ältere Systemmitteilun-
gen einzusehen ist eine weitere Hilfe für den Nutzer, der
so die Arbeitsweise des Systems über die Zeit nachvollzie-
hen und daraus auch Rückschlüsse auf mögliche zukünftige
Handlungen ziehen kann.
Eine Kombination all dieser Möglichkeiten ist denkbar, In-
teraktion kann multimodal erfolgen und Feedback des Sys-
tems direkt an Ort und Stelle angezeigt werden, aber durch
eine Historie der vergangenen Zustandswechsel ergänzt wer-
den. Das System ist unsichtbar, solange alles erwartungsge-
mäß funktioniert, meldet sich aber beim Nutzer sobald es
eine Entscheidung oder Nachricht gibt, über die er infor-
miert werden muss.
Um dem Nutzer den Umgang und die Umgewöhnung zu im-
mer weiter verbreiteten ubiquitären Systemen zu vereinfa-
chen können klassische GUI-Elemente auf neue Oberflächen
übertragen werden, Spiegel als interaktive Touchscreens und
Wände und Tischoberflächen als Projektionsfläche dienen.
Systeminformationen können zu bestimmten Zeiten/Orten
angezeigt werden, die die Person regelmäßig aufsucht, zum
Beispiel am Morgen in einem Randbereich des Badezimmer-
spiegels oder Spiegel des Aufzugs während der Fahrt. Durch
technische Fortschritte werden solche Oberflächen immer
größer, flexibler und immer mehr, auch mobile, Einsatzbe-
reiche - man denke an faltbare E-Paper- oder hochauflösen-
de Displays mit organic LED Technologie zur Darstellung
gestochen scharfer Inhalte.
Denkbar ist unter Einsatz von (Pico-)Projektoren auch das
Hervorheben von bestimmten Objekten die für eine Interak-
tion von Bedeutung sind, zum Beispiel durch das Beleuchten
von solchen Gegenständen in einer klar wahrnehmbaren Far-
be. Auch hier können verschiedene Farben unterschiedliche
Bedeutungen kodieren, so kann ein nutzbares Objekt zum
Beispiel grün, während für die Interaktion nicht in Frage
kommende Objekte rot beleuchtet werden.
3.6 Diskussion
Einige Fragen, die sich im Zusammenhang mit Erklärungs-
komponenten stellen, sollen nun kurz erörtert werden.
Die bereits angesprochene „Verschmutzung“ der Umwelt mit
überall nicht nur verfügbarer sondern auch ständig sicht-
oder hörbarer Informationen kann als eine Gefahr angese-
hen werden, die Erklärungskomponenten mit sich bringen.
Es kann hierbei nochmals unterschieden werden ob diese In-
formationen für alle, die gesamte Umgebung, oder nur für
eine Person selbst wahrnehmbar sind, die gerade mit einem
ubiquitären System interagiert. Sowohl für jeden als auch
nur privat wahrnehmbare Informationen bergen die Gefahr
der informationellen Überladung, erstere führen dazu dass
sich für den einzelnen jeweils nützliche Informationen soweit
überlagern können, dass nicht mehr erkenntlich ist, welche
Daten wen betreffen und woher sie stammen. Aber auch ein
einzelner Nutzer kann mit Informationen in der Art überla-
den werden, dass er Relevantes von unbedeutenden Informa-
tionen nicht mehr unterscheiden kann. Hier müssen Erklä-
rungskomponenten sicherstellen, dass nur tastächlich benö-
tigte Informationen, für die Zielperson entsprechend aufbe-
reitet, übermittelt werden. Sind zuviele Informationen vor-
handen, kann das dazu führen, dass der Nutzen eben dieser
Informationen verloren geht und der Nutzer womöglich auf
Systeme mit Komponenten die ihm diese liefern verzichtet.
Eine weitere zu klärende Frage ist, woher die durch Erklä-
rungskomponenten mitgeteilte Informationen stammen und
wer über die Relevanz von Informationen entscheidet. In ei-
ner völlig vernetzten ubiquitären Welt mit allgegenwärtigen
smarten Objekten könnte jedes dieser Objekte Hilfestellun-
gen zur Nutzung und aus Sicht des Objekts relavante Infor-
mationen anbieten. Dem Nutzer muss die Möglichkeit gege-
ben werden, auf konkrete Teilbereiche dieser Informationen
zuzugreifen, die für seine Ziele, seine zu erledigenden Aufga-
ben relevant sind.
Weiterhin ist es in der heutigen Zeit eine nicht sehr abwegige
Vorstellung, dass vollkommen vernetzte smarte Objekte und
ubiquitäre Umgebungen angegriffen und derart manipuliert
werden könnten, dass mit ihnen verbundene Erklärungskom-
ponenten falsche Informationen liefern. Der Ursprung der
durch solche Komponenten gelieferten Daten muss vertrau-
enswürdig und überprüfbar sein.
In gewisser Sicht widersprechen Erklärungskomponenten den
Grundsätzen des ubiquitous computing, in der Interaktion ja
implizit und unsichtbar erfolgen und der Nutzer nichts von
den im Hintergrund laufendnen Systemaktivitäten erfahren
soll. Diese „Forderung“ nach Unsichtbarkeit kann aber rela-
tiviert werden, denn bestimmte Informationen sind einfach
Grundvoraussetzung für die effektive und effiziente Nutzung
eines Systems. Wenn der Nutzer ein System nicht benutzen
kann, dann haben auch unsichtbare Hintergrundaktivitäten
keinen Sinn, denn sie unterstützen den Nutzer nicht, wenn er
die Auswirkungen seiner Handlungen nicht erfährt oder das
für ihn unverständliche System gar nicht nutzen möchte. Es
ist also abzuwägen, ob bestimmte Informationen und Erklä-
rungen nötig sind, um Nutzern ein Verständnis für System-
verhalten zu vermitteln und sie so an den Umgang mit dem
System heranzuführen. Ist beim Nutzer ein Grundkenntnis
des Systems vorhanden, und kann er mit den für ihn wich-
tigen Funktionalitäten umgehen, so können Erklärungskom-
ponenten adaptiv in den Hintergrund treten, und bis auf
Situationen in denen eine Kommunikation mit dem Benut-
zer nötig wird, nicht in Erscheinung treten, das System also
unsichtbar werden.
3.7 Gliederung
Es soll nun eine Übersicht über einige Kriterien erstellt wer-
den, anhand derer unterschiedliche Arten von Erklärungs-
komponenten differenziert werden können.
• Systemaktion erklären / Möglichkeiten aufzei-
gen
Erklärungskomponenten können sowohl dem Zweck die-
nen, den Nutzer über die Systemausführung, dessen
Aktionen und Zustand zu informieren, als auch Hand-
lungsmöglichkeiten für den Nutzer anzubieten. Hierbei
kann weiter unterschieden werden, ob gewisse Kon-
textfaktoren eine Entscheidung des Nutzers benötigen,
die das System nicht autonom für ihn übernehmen
kann oder einfach Alternativen, Handlungsmöglichkei-
ten vorgeschlagen werden um eine Aufgabe weiter aus-
zuführen oder eine andere neu zu beginnen.
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• direkt / mehrstufig
Eine Erklärungskomponente kann den Nutzer je nach
Art und Umfang der Information diese direkt zukom-
men lassen oder über zwei oder mehr Stufen mit ihm in
Kontakt treten. Bei einer komplexeren Nachricht, kann
dem Nutzer beispielsweise mitgeteilt werden, dass ei-
ne Nachricht für ihn vorliegt, er kann daraufhin selbst
entscheiden, wann und in welcher Form er diese Nach-
richt erhalten möchte. Er wird also bei einer mehr-
stufigen Erklärungskomponente nur auf die Nachricht
hingewiesen, und er so nicht bei seiner aktuellen Auf-
gabe unterbrochen. Er hat dann die Möglichkeit aktiv
an ein Interface heranzutreten und die aufbereitete In-
formation zu empfangen.
• Multimodalität
Die Art der Informationsdarstellung einer Erklärungs-
komponente ist nicht auf eine Modalität beschränkt
sondern kann dem Nutzer über mehrere Kanäle zur
Verfügung gestellt werden. Ebenfalls kontextabhängig
kann das jeweils optimale Medium gewählt zur Kom-
munikation mit dem Nutzer gewählt werden.
• adaptiv, adaptierbar
Im Idealfall ist eine Erklärungskomponente adaptiv,
passt sich also dem jeweiligen Nutzer, dessen Verhal-
ten und Kenntnisstand an und bietet ihm so eine auf
ihn zugeschnittene Hilfestellung. Ein im Umgang mit
einem konkreten kontextsensitiven System erfahrener
Nutzer möchte sicherlich nicht jedes Mal auf die glei-
chen Handlungsmöglichkeiten hingewiesen werden, Er-
klärungskomponenten sollten ihn also erkennen und
ihn nur in solchen Fällen mit einer Meldung unterbre-
chen, in denen er tatsächlich Hilfe oder weitere Infor-
mationen benötigt, die ihm das System an sich nicht
bietet. Adaptierbare Systeme lassen sich nutzerseitig
anpassen, das heißt der Nutzer entscheidet selbst sei-
nen Vorlieben entsprechend über bestimmte Einstel-
lungen, eine adaptierbare Erklärungskomponente ar-
beitet also nach seinen Vorgaben. Der Nutzer kann
beispielsweise wählen, über bestimmte Ereignisse nicht
oder auf eine für ihn günstige Art und Weise informiert
zu werden.
4. AUSBLICK
Offene Punkte im Bezug auf Erklärungskomponenten sind
nach meiner Recherche eine genaue, eindeutige Definition
solcher Komponenten und die Einordnung in eine Klassifi-
kation. Sicherlich sind Erklärungskomponenten sehr anwen-
dungsspezifisch und können sich stark in ihrer Art und Aus-
prägung unterscheiden, je nachdem in welchem Umfeld sie
eingesetzt werden sollen. Jedoch gibt es gemeinsame Prinzi-
pien auf denen diese Komponenten beruhen und aufbauen,
anhand derer ein Vergleich möglich sein sollte.
Eine Evaluation verschiedener ubiquitärer, kontextsensitiver
Umgebungen ist nötig um die Nutzerfreundlichkeit der Sys-
teme mit und ohne derartige Hilfskomponenten zu ermitteln.
Zu klären ist die Frage, in welchem Ausmaß erfahrene, pro-
fessionelle Nutzer einer UbiComp-Umgebung durch Erklä-
rungskomponenten unterstützt werden können und inwie-
fern sich die Anforderungen an die Experten-Komponenten
von denen für neue, unerfahrene Nutzer unterscheiden.
Tragen Erklärungskomponenten tatsächlich dazu bei, Sys-
temabläufe soweit nachvollziehbar zu machen, dass diese
bei einem Systemausfall durch Nutzer manuell durchgeführt
werden können?
5. ZUSAMMENFASSUNG
Die Begriffe kontextsensitive Umgebungen und Erklärungs-
komponenten wurden eingeführt. Verschiedene Arten von
Feedback, über das sich ubiquitäre Systeme dem Benutzer
erklären und ihren aktuellen Modus/Zustand nachvollzieh-
bar machen, wurden beleuchtet und ihre Vor- und Nachteile
betrachtet.
Solche Erklärungskomponenten sind sehr stark von dem je-
weiligen Einsatzgebiet der Anwendung abhängig und können
unterschiedliche Formen annehmen. Grundsätzliche Anfor-
derungen an Erklärungskomponenten wurden beschrieben
und ihr Nutzen für das Verständnis des Benutzers für das
System dargestellt.
Die mit der impliziten Interaktion verbundene Problematik
wurde erläutert und daraus eine Reihe von Punkten abge-
leitet, die die Notwendigkeit von Erklärungskomponenten
belegen. In einer Gliederung wurden verschiedene Aspek-
te zur Differenzierung von Erklärungskomponenten darge-
stellt, der Gegensatz zwischen Erklärungskomponenten und
der Unsichtbarkeit im ubiquitous computing untersucht und
als Ausblick einige mögliche zukünftige Forschungsthemen
präsentiert.
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ABSTRACT
Die Verwendung von Suchmaschinen und anderen Suchsys-
tem ist aus der aktuellen Benutzung des Internets nicht mehr
wegzudenken. Der Nutzer hat sich daran gewöhnt, so schnell
und einfach seine Informationen zu erhalten und teilweise
auch Vorschläge zu verwandten Themen zu erhalten. Mit
der enormen Verbreitung von Smartphones und mobilen in-
ternetfähigen Geräten allgemein sind die Nutzer nahezu im-
mer überall online und stellen Suchanfragen, bei denen nun
weitere Kontextparameter relevant werden. Die Kombina-
tion der Kontextadaption mit der semantischen Suche ist
dabei Inhalt dieser Arbeit.
Categories and Subject Descriptors
D.m [Miscellaneous]: semantic search
; D.m [Miscellaneous]: context adaptive semantic search
Keywords
Semantic Web, Semantische Suche, Kontextadaption
1. EINLEITUNG
Mit der steigenden Bedeutung des Semantic Web1 erlangt
auch die semantische Suche immer mehr an Beachtung. ”The
Semantic Web is a web of data.” schreibt das W3C 2 dazu.
Und diese Daten müssen strukturiert werden. Dazu benöti-
gen wir semantische Relationen, sowie Mittel um diese Rela-
tionen speichern [3] und darstellen zu können. Diese Verbind-
ungen entfernen sich von den maschinellen Listen, wie sie
von früher bekannt sind und nähern sich den menschlichen
Wissensnetzen an, in denen wir unsere Erinnerungen und
Kenntnisse sortieren und speichern. Diese rufen wir nicht
ab über eindeutige Identifikatioren oder alphabetisch, son-
dern über Verbindungen zu anderem Bekannten. Um in
einem solchen Netz suchen zu können, braucht es semantis-
che Suchmethoden, welche seit der Jahrtausendwende ver-
1http://www.w3.org/2001/sw/
2http://www.w3c.org
mehrt Gegenstand der Forschung sind. Dies ist ein weit-
erer Schritt in die Richtung, dass die Computer, die wir
kreieren uns besser verstehen lernen, zum Beispiel über das
simple Verständnis ein Texteingabe, anstatt nur Zeichenket-
ten gegeneinander abzugleichen (vgl. [1])
Im Alltag hat eine Information generell einen Kontext, bisher
waren System jedoch kaum in der Lage den Kontext des An-
fragenden zu erfassen, geschweige denn ihn sinnvoll zu ve-
rarbeiten. Gerade mit der Entwicklung dahin, überall und
immer online zu sein, ändert sich der Kontext eines Nutzers
schon technisch und geografisch sehr viel häufiger, als noch
vor wenigen Jahren. Aber zum Nutzerkontext gehört auch,
welche Voraussetzungen er mitbringt, welche Interessen er
hegt und was er bereits weiß. Systeme die dies beachten,
können dem Nutzer viel Arbeit sparen und ihn schneller ans
Ziel bringen.
Ein Kombination dieser in einer kontextadaptiven semantis-
chen Suche ist daher auch sowohl für Forschende, als auch
die Industrie äußerst interessiert, da sie weitere große Fort-
schritte für das Web 2.0 und folgende Versionen verspricht.
1.1 Ziele
Für diesen Artikel wurden daher die folgenden Ziele aufgestellt:
1. Recherche zum aktuellen Stand von Forschung
und Technik
Es soll ein Einblick in den aktuellen Stand der Forsch-
ung gegeben werden, sowie die Merkmale und Vorteile
der semantische Suche gegenüber bisherigen Suchsys-
teme herausgestellt werden. Dabei wird auch auf Nutzer-
schnittstellen eingegangen werden und gezeigt, wo diese
Techniken bereits eingesetzt werden. Aus diesen In-
formationen werden die aktuell bestehenden Heraus-
forderungen kontextadaptiver semantischer Suche er-
stellt.
2. Verwendung Nutzerkontext um semantische
Suche adaptiv zu gestalten
Es werden Anforderungen aufgestellt, welche für ein
System gelten müssen, das versuchen soll den Nutzer-
kontext zu verwenden, um die semantische Suche adap-
tiv zu gestalten.
3. Anwendung kontextadaptive Suchsysteme zur
Verbesserung von Bildungssysteme
Als weiterer Punkt werden die Möglichkeiten der An-
wendung dieser Systeme auf moderne Bildungssysteme
abgewägt.
1.2 Aufbau der Arbeit
Die Arbeit beginnt mit einer motivierenden Einleitung in
das Thema und stellt kurz ihre Ziele dar. Nach einer Defi-
nition der für das Verständnis wichtigen Begriffe Semantis-
che Suche, Kontext undKontextadaption, werden im Kapitel
Related Work3 bestehende Forschungsansätze der semantis-
chen Suche, Methoden der Kontextadaption, als auch beste-
hende Anwendungen vorgestellt. Anschließend werden die
aus der Literatur erarbeiteten bestehenden Herausforderung
der kontextadaptiven semantischen Suche erläutert, Anford-
erungen für diese erstellt und auf ihre Umsetzbarkeit geprüft.
Im nachfolgenden Kapitel wird auf Möglichkeit der Anwen-
dung in Bildungssystemen eingegangen. Die Arbeit schließt
mit einem zusammenfassenden Kapitel und dem Ausblick
ab.
2. BEGRIFFSDEFINITION
In diesem Abschnitt werden die für diesen Artikel wichtigen
Begriffe, Semantische Suche, Kontext und Kontextadaption
definiert.
2.1 Semantische Suche
Der Begriff Semantische Suche wird nach wie vor stark disku-
tiert aufgrund der andauernden Mehrdeutigkeiten rund um
den Term Semantik. Wenn Suche als das Auffinden von
Informationen verstanden wird, bezieht sich Semantik typ-
ischerweise auf die Interpretation einer syntaktischen Struk-
tur auf eine andere, semantische, Struktur [3].
Der Vorteil hierbei liegt darin, dass diese Daten meist als
RDF (Resource Description Framework)3 repräsentiert wer-
den. Dieses graph-strukturierte Modell zur Repräsentation
von Metadaten kann die eingebettete Semantik von Inform-
ations-Netzwerken erfassen und ermöglicht so eine seman-
tische Verarbeitung. Durch die Möglichkeit die Anforderun-
gen der Termübereinstimmung zu spezifizieren, als auch der
nachträglichen Verfeinerung der Suchanfragen ermöglicht die
semantische Suche einen breiten Suchprozess [3].
Nach Dengel et al. [4] beschreiben einige Definitionen, dass
”eine semantische Suchmaschine sowohl die Bedeutung der
Anfrage, als auch der zu durchsuchenden Texte mithilfe kog-
nitiver Algorithmen versucht zu verstehen”. Zum Verständ-
nis der Texte können verschiedene Methoden, die unter dem
Namen Natural Language Processing45 verwendet werden.
Ein weiterer Definitionsansatz betont die Verwendung der
Bedeutung von Suchworten und Phrasen zur Verbesserung
des Rankings und die Möglichkeit für den Nutzer, eine nach-
trägliche Verfeinerung der Suchanfrage vorzunehmen, wie
bei SemSearch (siehe 3.1) geschehen. Auch die Definition
domänenspezifisches Document Retrieval wird genannt - für
diesen Anwendungsfall gibt es eine Vielzahl verschiedener
Systeme wie TinEye6 (Bildersuchmaschine) und Google
Scholar (Suchmaschine für wissenschaftliche Artikel)7.
Abbildung 1 zeigt eine Visualisierung der Unterschiede
zwischen semantischer und tradioneller Suchmethodiken. Im
linken Teil des Bildes ist die Suchanfrage dargestellt, mit den
nach Abstraktionstiefe geordneten Begriffen Anfrage, An-
forderung, Mentales Modell und Problem. Im rechten Teil
3http://www.w3.org/RDF/
4http://nlp.stanford.edu/
5http://research.microsoft.com/en-us/groups/nlp/
6http://tineye.com/
7http://scholar.google.de/
Figure 1: Vergleich Semantische Suche und Schlüs-
selwortsuche [4]
befinden sich, ebenfalls nach Abstraktion sortiert, Textindex
und semantische Annotationen. Die beiden äußeren Bere-
iche werden in der Mitte durch zwei von links nach rechts
führende Pfeile Schlüsselwortsuche und Semantische Suche
verbunden. Die Autoren sehen in der traditionellen Schlüs-
selwortsuche eine Methode um Anfrage gegenüber Textin-
dezes, wohingegen die Semantische Suche abstrakter Konzep-
te wie mentale Modelle auf semantische Annotationen ab-
bilden kann. Die Grafik 2 zeigt den typischen Aufbau seman-
Figure 2: Architektur semantischer Suchmaschinen
[4]
tischer Suchmaschinen [4]. Dabei wird horizontal in Daten-
quellen, Verarbeitung, Wissensbasis, Suchmaschine und Be-
nutzerstelle untergliedert, vertikal nach informal und for-
mal unterteilt. Die Datenquellen werden weiter in unstruk-
turiert (Text, Multimedia) und strukturiert (Datenbanken,
RDF) unterteilt - mit HTML und XML als Bindeglied. Die
Verarbeitung der strukturierten Teile erfolgt über Mapping
und Annotationen, währen für den unstrukturierten Teil
bereits statistische Analyse beziehungsweise Natural Lan-
guage Processing benötigt werden. Diese Verarbeitungen
werden auf eine zentrale Wissensontologie abgebildet, welche
wiederum mit der eigentlichen Suchmaschine interagiert, die
sich für Anfrage- und Ergebnisverarbeitung zuständig zeigt.
Auf Seiten der Benutzerschnittstelle ist es in Anfragen und
Ergebnisse unterteilt, jeweils formal, als auch informal.
2.2 Kontext
Als Kontext lässt sich jede Information definieren, welche
zur Charakterisierung der Situation einer Entität verwendet
werden kann [5]. Eine Entität kann hierbei Orte, Personen
oder sonstige relevante Objekte darstellen. Der Kontext für
eine Person kann beispielsweise durch ihr Alter, ihr Vorwis-
sen oder ihre Interessen konkretisiert werden.
2.3 Kontextadaption
Ein System ist kontextsensitiv, wenn es den Kontext nutzt,
um dem Nutzer relevante Informationen und Dienste zur
Verfügung zu stellen [1]. Dabei wurden drei Kategorien der
Eigenschaften kontextsensitiver Anwendungen formuliert:
• Präsentation von Informationen und Diensten
• Automatische Ausführung von Diensten
• Tagging von Kontextinformationen für spätere Verar-
beitung
Statt des Taggings der Kontextinformationen können dur-
chaus auch andere Methoden der semantischen Erfassung
dieser Daten, wie der Abbildung in einer Ontologie, durchge-
führt werden.
3. RELATED WORK
In den folgenden Abschnitten, wird der aktuelle Stand von
Forschung und Technik analysiert. Beginnend mit den An-
sätzen der semantischen Suche, mit generellen Informatio-
nen, als auch speziellen Vertretern, sowie Evaluationsmeth-
oden, hin zu einem Beispielsystem zur Adaption des Kon-
textes. Abschließend wird ein Einblick in drei bestehende
Systeme gegeben und diese auf die für die Arbeit relevanten
Punkten hin erörtert.
3.1 Semantic Search
Der Artikel von [1] ist eine der ersten Veröffentlichungen
zur semantischen Suche und stellt die Anwendung Seman-
tic Search vor. Diese Arbeit repräsentiert eine Grundref-
erenz dieses Forschungsbereiches d. Die Autoren sehen den
Grundstein für ihre Arbeit im Semantic Web, einem Netz
aus verteilten maschinenlesbaren Daten. Ihre Anwendung
Semantic Search soll die traditionelle Websuche verbessern,
durch die Benutzung der Suchergebnisse mit den Daten des
Semantic Webs, als auch der Benutzung der erkannten Be-
deutung des Suchterms. Der Fokus wird dabei auf die Ver-
wendung der Daten des Semantic Webs gelegt. Die Anwen-
dung baut auf dem ebenfalls von den Autoren veröffentlichen
Infrastruktur TAP auf, welche Methoden für Anwendungen
zur Kommunikation mit dem Semantic Web liefert.
Die Autoren haben zwei semantische Suchsysteme gebaut,
zum Einen Activity Based Search (ABS), welches eine se-
mantische Suche für eine Zahl von Bereichen wie Musikern,
Sportlern und Schauspielern bietet. Zum Zweiten W3C Se-
mantic Search , welches das semantische Suchen auf den
Webseiten des W3C in verschiedenen thematischen Kate-
gorien ermöglicht. Beide Systeme bauen auf traditioneller
Textsuche auf, verwenden daher in dem Fall die Google
Search Engine. Um die Suchergebnisse semantisch verbessern
zu können, stellen die Autoren drei Hauptprobleme fest:
• Bedeutung:
Das von der Suchanfrage beschriebene Konzept muss
bestimmt werden.
• Was soll gezeigt werden:
Es muss festgelegt werden, welche Daten aus dem Se-
mantic Web angezeigt werden soll.
• Präsentation:
Die Daten müssen angemessen formatiert sein, um in
die Suchergebnisse eingefügt zu werden.
Bei der Auswahl der richtigen Bedeutung wird die Suchan-
frage über die TAP-Infrastruktur mit den RDF-Knoten des
Semantic Webs abgeglichen. Dies kann keinen, einen oder
mehrere Treffer zurückliefern. Für den Fall mehrerer Tref-
fer, quasi mehrdeutigen Begriffen, werden verschieden Fak-
toren zu Hilfe genommen. Diese sind die Popularität der ver-
schiedenen Bedeutungen, Verbindungen die aus Informatio-
nen des Nutzerprofils gewonnen werden, als auch der Suchkon-
text, genauer gesagt werden hierbei bereits vom Nutzer getät-
igte Suchen berücksichtigt. Um nun auszuwählen, welche
Daten angezeigt werden, gibt es verschiedene Ansätze. Der
erste nimmt den gefundenen Suchtreffer als Startknoten des
semantischen Netzwerkes und nimmt nun in Breadth-First-
Order alle Knoten der Tiefe N. Bei N=1 wären das demnach
alle Nachbarknoten des Startknotens. Es lassen sich Heuris-
tiken hinzufügen um den entstehenden neuen Graphen auszu-
balancieren.
Weiterhin ist es möglich festzulegen, an welchen Objektk-
lassen man bei der Suche interessiert ist, in demman beispiel-
sweise auf Ergebnisse mit den Eigenschaften hasAuthor und
hasEmailAddress einschränkt. Die dritte Möglichkeit, welche
die meisten der Vorteile der beiden Anderen vereint, ist
es zuerst den Ansatz der einschränkenden Spezifizierungen
durchzuführen. Falls hierbei nicht genügend Daten gefunden
werden, wird der Graph nun wie im ersten Ansatz durch-
sucht, diesmal allerdings nur nach Eigenschaften, die nicht
bereits erfasst wurden. Die hier erhaltenen Tripel werden
nun Nähe zum Startknoten und anschließend nach dem RDF-
Label. Abbildung 3 zeigt den Trefferknoten zur Suchanfrage
Figure 3: Ontologieausschnitt [1]
”Eric Miller” mit seinen semantischen Relationen. Darin
ist sowohl die Information gespeichert, dass die Person in
Dublin lebt und eine Homepage besitzt, als auch dass er die
Semantic Web Activity Gruppe führt und Autor des RDF-
Primers ist. Die hinter der Anwendung liegenden Ontologie
baut sich aus einer Vielzahl solcher in diesem Ausschnitt
dargestellten Knoten auf und ermöglicht es semantische Re-
lationen zu speichern, verarbeiten und auszulesen.
3.2 SemSearch
Die 2008 veröffentlichte Arbeit ”SemSearch: Refining Se-
mantic Search” [2], stellt die SemSearch-Engine vor, welche
Ergebnispräsentation und Anfragenverfeinerung im Umfeld
von Semantic Web Portalen dienen soll. Grundlegend ist
SemSearch eine Suchmaschine für RDF-Wissensdatenbanken,
mit dem Ziel so zu entworfen zu sein, dass auch Nutzer,
welche die Details der unterliegenden Ontologie nicht ken-
nen, Anfragen stellen können. Daher enthält SemSearch
eine Enginge zur Anfragenübersetzung, welche Schlüsselwör-
ter als Input nimmt und in formale semantische Anfragen
übersetzt. Generell sehen die Autoren vier verschiedene
Wege um Anfragen zu tätigen: per Schlüsselwort, per For-
mular, visuell, per natürlicher Sprache. Man entschied sich
hierbei für die Verwendung der Schlüsselwörter, da diese
dem Nutzer am geläufigsten sind.
Semantisch gesehen können auf ein vom Nutzer eingegebenes
Schlüsselwort verschiedene Konzepte zutreffen:
• Allgemeines Konzept:
Schlüsselwort ”news”passt in das Konzept ”news-item”
• Semantische Relation zwischen Konzepten:
Schlüsselwort ”author” passt zur Relation ”hasAuthor”
• Instanz-Entität:
Schlüsselwort ”Bruce” passt zur Instanz ”Bruce Lee”
SemSearch sucht die einzelnen Schlüsselwörter einer An-
frage, baut für jede Verbindung eine formale Anfrage und
ordnet diese an, beginnend mit der höchsten. Eine bes-
timmte Anzahl der am höchsten eingestuften Queries wird
initial gesucht und für die Ergebnispräsentation bereitgestellt.
Diese kann sowohl in einer geordneten Liste, als auch einer
Cluster-Map erfolgen.
3.3 Evaluationsmethoden
Ein eher unerforschtes Feld im Bereich der semantischen
Suche ist die Evaluation von semantischen Suchsystemen.
[3] gibt einen umfassenden Überblick über den Stand der Se-
mantischen Suche im Jahr 2012 und stellt einen Ansatz zur
Evaluierung von Semantic-Search-Systemen vor. Im Rah-
men des
”
Semantic Search 2009“-Workshops wurde geschluss-
folgert, dass das Fehlen einer standardisierten Evaluation-
smöglichkeit von Semantischen Suchsystemen sich auf dem
weiteren Forschungsweg zu einem ernstzunehmenden Flasch-
enhals entwickeln würde. Als Gründe dafür wurde genannt,
dass die Kosten für die Erschaffung eines neuen und real-
istisch dimensionierten
”
Gold-Standard“-Datensatzes, sowie
für die Durchführung einer jährlichen Evaluierungskampagne,
von der Community als zu hoch eingeschätzt wurden. Auf
den genauen Ablauf der Evaluation soll hier nicht eingegan-
gen werden, da für diese Arbeit die umfassende Analyse des
bisherigen Standes der semantische Suche von Bedeutung
war.
3.4 Negotiation and Adaption Core
[6] geht speziell auf die Probleme der Kontextadaption, im
mobilen Bereich ein. Dazu stellen die Autoren ein gerä-
teunabhängiges Modell zur Kontextadaption vor: Negotia-
tion and Adaption Core (NAC). Zur Beschreibung des Kon-
texts wurde Universal Profiling Schema (UPS) definiert, ein
auf RDF aufbauendes Beschreibungs-Framework. Dieses be-
schreibt den Kontext und Entitäten, die in der Client-Um-
gebung existieren. Der Prozess der Kontextextraktion be-
ginnt mit der Initialisierung aller Kontextvarbiablen und -
parameter. Die Dimensionen des Kontexts können dynam-
isch sein, das heißt sie ändern sich unter Umständen von
einer Sitzung zur nächsten. Diese dynamischen Kontextdi-
mensionen werden üblicherweise nach jeder Client-Anfrage
neuberechnet.
Die Autoren repräsentieren die Adaptionsaufgaben in einem
gerichteten azyklischen Graphen, genannt apdation graph.
Dieser Adaptionsgraph (vgl. Abbildung 4) bildet den Weg
von einem Teil des Inhalts C zum Ziel-Client U ab. Sie un-
terscheiden in Pfade des Typs A, welche direkt von C nach
U führen und Pfade des Typs B, welche über die Zwischen-
knoten Mi von C nach U führen. Es müssen nun alle Metho-
den M nacheinander von C an beginnend zum Nutzer U hin
angewendet werden.
Figure 4: Adaptionsgraph [6]
Für den Fall, dass nach einer eingegangenen Client-Anfrage
der originale Inhalt nicht die Anforderung des Client-Kon-
texts erfüllt, sucht der Adaptionsprozess nun nach einer Ver-
sion des Inhalts, die vom Client unterstützt wird. Falls keine
derartige existiert, wird versucht eine Methode zu finden den
originalen Inhalt dementsprechend anzupassen. Falls viele
Versionen auf das Profil des Clients passen, wird die Vari-
ante mit der kleinste Größe gewählt um die Lieferzeit zu
minimieren.
3.5 Existierende Anwendungen
Neben den verschiedenen theoretischen Forschungsansätzen
gibts es bereits einige praktische Projekte, welche den Ansatz
verfolgen Kontextadaption und semantische Suchen zu vere-
inen. Die Android-Apps Cover8 und Aviate Beta9 passen
den Homescreen kontextadaptiv an. Im Anwendungsfall
funktionieren beide ähnlich, indem sie den Homescreen an
die jeweilige Umgebung anpassen. So werden für die Orts-
Kontext-Parameter Arbeitsstelle, Auto oder Zuhause jeweils
andere, passende, Apps automatisch auf den Homescreen
gelegt. Zusätzlich dazu bietet Aviate Beta die Möglichkeit
das Bildschirmlayout abhängig von Wetter und Tageszeit
anzupassen. Erkennt die Anwendung, dass sich der Nutzer
an seiner Arbeitsstelle befindet, werden Apps zur Terminver-
waltung, Kommunikation, E-Mail oder auch zur Dateiver-
waltung angeboten und anstehenden Termine angezeigt.
Checkt der Nutzer in einem Restaurant ein (s. foursquare10)
werden ihm Apps zu Social Networks, Reviews zum Restau-
rant und auch die Kamera zur Verwendung angeboten.
Ein prominenter Vertreter istGoogle Search beziehungsweise
das dahinter verborgene Google Now11. Die Anwendung
wird damit beworben, dem Nutzer hilfreiche Informationen
zur Verfügung zu stellen, schon bevor dieser aktiv danach
gesucht hat. In Abbildung 5 ist ein Screenshot der Mobil-
version zu sehen. Dabei wurde nur nach ”tu” gesucht und
8play.google.com/store/apps/details?id=com.coverscreen.cover
9play.google.com/store/apps/details?id=com.tul.aviate
10https://de.foursquare.com/
11http://www.google.com/landing/now/
Figure 5: Screenshot Google Now I
Figure 6: Screenshot Google Now II
die Anwendung schlägt dem Nutzer, in dem Fall einem Stu-
dent der Technischen Universität Dresden, als ersten Treffer
die Webseite der Universität vor. Da der Nutzer sowohl
am Desktop, als auch am Mobiltelefon per Google-Account
authentifiziert ist, weiß die Anwendung aus den bisherigen
Suchverläufen und Seitenaufrufen, dass ein Interesse an der
TU Dresden besteht. Sowohl aus diesem Kontext, als auch
aus der Lokalisation des Standortes wird die Verbindung zu
Dresden vermutet.
Wird ein Term gesucht, zu dem die Suchhistorie keine ausre-
ichenden Informationen zu Verfügung stellt (vgl. Abbildung
6), in dem Beispiel die Stadt Hamburg, versucht das System
verschiedene Informationen anzubieten. Da es sich um einen
geografischen Ort handelt, wird eine Karte dargestellt, sowie
das aktuelle Wetter und Links zu beliebten touristischen At-
traktionen. Bei der Erweiterung des Suchterms um ”Bahn”
werden dem Nutzer verschiedene Bahnhöfe, sowie Links zur
Routenplanung angeboten. Die Nutzung der Google Now
Mobilversion muss ausdrücklich aktiviert werden, woraufhin
die Anwendung dem Nutzer gelegentlich Fragen der Form
”Sie haben nach xxx gesucht, ist xxx ihr Interesse?” stellt
um daraus seine Wissensdatenbank generieren zu können.
4. KONTEXTADAPTIVE
SEMANTISCHE SUCHE
Im Folgenden Abschnitt wird die Möglichkeit, den Nutzerkon-
text adaptiv für die semantische Suche zu nutzen, analysiert
werden.
4.1 Herausforderungen
Aus der Recherche ergibt sich eine Zahl von Herausforderun-
gen, die im Umfeld der kontextadaptiven semantischen Suche
existieren und nachfolgend in 7 Punkten zusammengefasst
und erläutert werden.
1. Erkennung des Kontexts
Es existieren verschiedene Methodiken zur Erkennung
der Kontextparameter, wie das simple Auslesen der
Parameter vom Eingabegerät, beispielsweise den Ort.
Ein anderer Ansatz ist es Erfahrungswerte, die über
den Nutzer gesammelt wurden semantisch zu speich-
ern. Es muss auch damit gerechnet werden, dass keine
Kontextinformationen in ausreichender Form verfüg-
bar sind, weil der Nutzer noch keine Suchanfragen ge-
tätigt hat und sein Eingabegerät keine hinreichend nüt-
zlichen Informationen anbieten kann.
2. Verarbeitung des Nutzerkontexts
Nachdem Kontextparameter erkannt wurden, ist es not-
wendig diese sinnvoll zu verarbeiten. So kann aus der
Information wo sich der Nutzer aufhält, im einfach-
sten Fall das aktuelle Wetter erschlossen werden oder
weitergehend, die Situation in der er sich befindet.
Beispielsweise um zu wissen, ob dies sein Zuhause oder
sein Arbeitsplatz ist. Genauso ist es interessant, ob er
sich in Verkehrsmitteln befindet, öffentlich oder auch
privat.
3. Verwendung des Nutzerkontexts
Die nächste Herausforderung ist die sinnvolle Verwen-
dung der gewonnenen Kontextinformationen. Sinnvoll
bedeutet in dem Fall, die Informationen sollen so ver-
wendet werden, dass sie dem Nutzer einen Mehrw-
ert bieten. So ist es hilfreich, aus der Information,
welches Verkehrsmittel der Nutzer gerade betreten hat,
zu schlussfolgern, dass er mit diesem ein Ziel erreichen
möchte und sich für Vorschläge, die seine Reise erle-
ichtern interessieren kann.
4. Implizite Erfassung
Ideal ist es, wenn all diese Erfassungen so ablaufen,
dass der Nutzer nicht direkt eingreifen muss. Aller-
dings führt diese Methodik aktuell zu erhöhter Fehler-
anfälligkeit oder Situationen, in denen das System vor
Probleme gestellt wird, die es nicht selbst entscheiden
kann.
5. Erfassung semantischer Relationen
Aus den erfassten Kontextinformationen muss eine Wis-
sensdatenbank aufgebaut werden, im wahrscheinlich-
sten Falle eine Ontologie. Dabei gilt es die Informatio-
nen korrekt einzuarbeiten, bestehende Relationen zu
aktualisieren, ergänzen oder zu entfernen.
6. Verwendung semantischer Relationen
Wenn die semantischen Relationen korrekt erfasst und
gespeichert sind, gilt es diese so zu interpretieren, dass
sie einen Nutzen für die vom Nutzer initiierte Suche
darstellen können.
7. Wahl der Eingabemethode
Ein viel diskutierter Punkt in der Literatur ist die
Wahl der Eingabemethode. Oftmals entschied man
sich für die Textsuche, allerdings wurden auch andere
Methoden, wie die grafische Eingabe in Betracht gezo-
gen. Die Schlüsselwortsuche ist ein Merkmal der tra-
ditionellen Suchmaschinen, von denen man sich ab-
heben möchte. Eine Erkennung natürlichsprachlicher
Eingabe ist ein intuitiverer Weg, da er ein Verständ-
nis der Eingabe mitliefert, welches für die Konstruk-
tion semantischer Relationen verwendet werden kann.
Diese Algorithmen existieren bereits, bringen jedoch
Fehlerquellen und einen erhöhten Ressourcenverbrauch
mit sich.
4.2 Anforderungen
An die erkannten Herausforderungen anschließend, wurden
folgenden Anforderungen, die eine kontextadaptive seman-
tische Suche erfüllen muss, formuliert.
1. Adaption des Kontexts
Naturgemäß soll eine intelligente Verarbeitung der Kon-
textinformationen erfolgen. Intelligent bedeutet in dies-
em Fall, dass das System auch Fälle abdecken muss,
in denen keine nützlichen Kontextinformationen zur
Verfügung stehen. Hierbei ist es sinnvoll dem Nutzer
Vorschläge zu unterbreiten, möglicherweise abgeleitet
von bereits bekannten Kontextinformationen anderer
Nutzer. So wie es bei Google Now im Beispiel der
Suchanfrage ”Hamburg” geschah.
2. Selbstkorrektur
Da es vorkommen wird, dass die dem Nutzer zur Verfü-
gung gestellten Informationen nicht weiterhelfen, muss
für diesen Fall zumindest ein Mehrwert für das Sys-
tem daraus gezogen werden und die Wissensdatenbank
dahingehend aktualisiert werden. Eine Erweiterung
des Wissens durch Fragen an den Nutzer ist dabei
ein sinnvolles Mittel, da wie in den Herausforderungen
angesprochen, die implizite Erfassungen nicht durch-
weg der beste Weg ist. Das System soll so den Nutzer
unterstützen und weniger auf die Unterstützung des
Nutzers angewiesen sein.
3. Mehrwert in Benutzbarkeit
Ein Hauptziel semantischer Suchsysteme ist es, eine
Verbesserung gegenüber traditionellen Suchanwendun-
gen anzubieten. Sowohl in der Benutzbarkeit, als auch
in der Ergebnisfindung. Für die Benutzung bietet es
sich an intuitive Eingabemethoden, abseits der Tex-
teingabe, als auc ein maschinelles Verständnis eingegeb-
ener Texte in Betracht zu ziehen. Die Hürde zwischen
Mensch und System wird bestehen bleiben, jedoch soll
die Überwindung dieser mehr und mehr Aufgabe des
Systems werden, um dem Nutzer jegliche Anforderun-
gen an Vorkenntnissen zu ersparen.
4. Mehrwert in Ergebnisfindung
Auch der Mehrwert der Ergebnisfindung ist ein Ziel
semantischer Suchsysteme und eine logische Konse-
quenz aus den Vorteilen der semantischen Wissens-
datenbank und der Einbeziehung des Nutzerkontexts.
Da die Systeme mehr und mehr verstehen, was genau
der Nutzer möchte, dies semantisch vergleichen kön-
nen und auch an Hand seines Kontextes werten kön-
nen, muss es möglich sein, dem Nutzer Ergebnisse zu
liefern, die näher an seiner Intention liegen, als die
Ergebnisse traditioneller Suchanwendungen.
4.3 Umsetzbarkeit
Im folgenden Abschnitt soll die Umsatzbarkeit der zuvor for-
mulierten Anforderungen analysiert werden, besonders im
Bezug zum Stand von Forschung und Technik.
Zur Adressierung von Anforderung 1 ist es notwendig Meth-
oden zur Adaption des Kontexts, wie sie in beispielsweise in
[6] vorgestellt wurden, bereitzustellen. Die dortigen Anwen-
dung auf mobile Geräte verdeutlicht die Möglichkeiten der
Methoden, da gerade im mobilen Bereich eine große An-
zahl von relevanten Kontextparametern existiert. Auch [1]
beschreibt schon die Einbeziehung des Kontexts, auf die Ein-
schränkung der Suchergebnisse.
So wird geprüft, ob bei einem mehrdeutigen Begriff Infor-
mationen aus dem Benutzerprofil entnommen werden kön-
nen, die helfen eine treffende Bedeutung des Begriffes auszu-
wählen. Dieses Nutzerprofil kann ebenso aus dem Kontext
adaptiert werden. Die Autoren betrachten weiterhin den
Suchkontext um Rückschlüsse auf die Bedeutung eines Be-
griffes zu erlangen. So würde der Suchterm ”Quark” auf eine
Figur der Star-Trek-Reihe abgebildet werden, wenn aus dem
Suchkontext hervorgeht, dass sich der Nutzer verstärkt für
diese Fernsehserie interessiert. Solche Technologien finden
bereits in vielen aktuellen Anwendungen Einsatz.
Die Selbstkorrektur ist ein Ansatz, welcher dem System eine
gewisse eigene Intelligenz geben soll. Das Speichern, Ausle-
sen und Aktualisieren von Wissen ist mit modernen On-
tologien einfach möglich, die Herausforderung ist hierbei
zu entscheiden, was wann und wie angepasst werden muss.
Dafür bedarf es einer Erkennung eigener Fehler, im mod-
ernen Web 2.0 finden sich bereits einige Systeme die intelli-
gent dazulernen, allerdings ist dort die Fehlererkennung eine
bestehende Herausforderung. Dies führt direkt zu den let-
zten beiden Anforderungen, unter der Voraussetzung, dass
der einbezogen Kontext in Verbindung mit der Benutzer-
intention steht. Dies wird aktuell schon von vielen Such-
maschinen so praktiziert, dass Suchanfragen, deren Ergeb-
nismengen durch eine Ortsangabe einschränkbar sind mit
der aus der IP-Adresse des Suchenden gewonnenen Ortsbes-
timmung verglichen werden. Ein Nutzer der beispielsweise
bei Google Search von Berlin aus nach dem Begriff ”Kino”
sucht, wird zuerst Kinos in Berlin vorgeschlagen bekommen.
Dies ist in seiner simplen Form bereits ein deutlicher Mehrw-
ert in der Ergebnisfindung. Das lässt sich durch die aus
dem semantische Wissensdatenbanken gewonnenen und in-
terpretierten Informationen weiter verfeinern.
Einige semantische Suchsysteme interpretieren die Nutzer-
eingaben ausführlich um eine möglichst natürliche Textein-
gabe zu erlauben, unter Verwendung der Technologien des
Natural Language Processings. Auf diesem Weg lässt sich
Anforderung 3 adressieren, da eine Verlagerung der Über-
setzungsarbeit vom Nutzer zur Anwendung hin, die Eingabe
von Nutzeranfragen speziell für unerfahrene Nutzer erleicht-
ert. [2]
4.4 Fazit
Viele aktuelle Suchmaschinen sind mittlerweile weit mehr
als die in der Literatur angesprochenen traditionellen Such-
systeme. Es werden Nutzerkontexte eingearbeitet, die aus
den Kontextparametern des Eingabegerätes, als auch den
gesammelten Informationen über den Nutzer entstehen. Aus
diesen Informationen werden semantische Relationen ange-
legt um Schlussfolgerungen auf bestehende und weitere In-
teressen des Nutzers ziehen zu können.
Es ist nicht zu erwarten, dass kontextadaptive semantis-
che Suchsysteme die traditionellen Suchmaschinen ablösen,
sondern das diese sich in deren Richtung weiterentwickeln,
wie es aktuell schon zu beobachten ist. Die formulierten
Anforderungen sind alle umsetzbar, zum großen Teil ex-
istieren schon Lösungen, für die Selbstkorrektur und die
Erkennung natürlichsprachlicher Texte bestehen Ansätze,
die jedoch noch vor Herausforderungen stehen.
5. EINSATZ IN BILDUNGSSYSTEMEN
Im Folgenden wird analysiert werden, wie gut sich die kon-
textadaptive semantische Suche zum Einsatz in Bildungssys-
temen eignet.
Generell lässt sich feststellen, dass Bildungssysteme zur Wis-
sensgewinnung benutzt werden. Es gibt Nutzer, die diese
Systeme anfragen um etwas über einen bestimmten Fakt zu
erfahren, als auch Nutzer, die sich über ein bestimmtes The-
mengebiet bilden wollen, ohne zu wissen, welche Teilfakten
im Detail dazu gehören. Daher wurde die Wissensgewin-
nung in die Teilaspekte Recherche, Wissenstrukturierung,
Wissensaufbereitung und Kommunikation unterteilt und auf
ihrer Anwendbarkeit durch kontextadaptive semantische
Suchen hin analysiert.
1. Recherche
Der Anwendungsfall ist, dass der Nutzer sich zu einem
Fakt informieren möchte. Dazu gibt er das Suchwort
ein und gelangt an die Informationen, im Regelfall
funktioniert das auch bei traditionellen Ansätzen. Ein
Vorteil der kontextadaptiven semantischen Suche liegt
hierbei bei sehr spezifischen Suchtermen, deren Ergeb-
nisse bei traditionellen Ansätzen von häufig gesuchte
syntaktisch gleichen, jedoch semantisch verschiedenen
Termen verdeckt würden. Mit einer kontextadaptiven
Eingabe und dem semantischen Verständnis dieser,
wäre ein korrekte Ergebnisfindung wahrscheinlicher und
würde in einer besseren Recherche resultieren.
2. Wissensstrukturierung Für den Fall, dass Nutzer
sich zu einem Themengebiet bilden möchten, ist die
dahinter liegende Struktur semantischer Suchsysteme
hilfreich, da sie verwandte und relevante Themen kennt,
anbieten kann und vom Lernenden auch bisher un-
bekannte Verbindungen zwischen Themen erfahren kann.
3. Wissensaufbereitung Aus den gewonnenen Struk-
turen der Wissensdatenbanken, kann eine übersichtliche
Darstellung der Themen und Fakten gebaut werden.
So können Texte, Bilder, Videos, Statistiken und weit-
ere Medien, welche relevant sind dem Nutzer vorgeschla-
gen werden und zur Veranschaulichung beitragen. Dies
ist einer der Forschungsschwerpunkte in der Literatur
[1].
4. Kommunikation Ein letzter, weiterführender Teil-
aspekt, ist die Kommunikation mit anderen Lernen-
den. Über den Aufbau des Lernkontextes lassen sich
andere Nutzer finden, welche sich für die gleichen The-
men interessieren, vor ähnlichen Problemen stehen oder
diese bereits gelöst haben und Hilfe anbieten können.
So kann ein Bildungssystem kollaborativ umgebaut wer-
den und die Nutzer untereinander zu vernetzen.
6. ZUSAMMENFASSUNG
In dieser Arbeit wurde nach einer Festlegung der wichtigen
Begriffe eine umfassende Analyse des Standes von Forschung
und Technik durchgeführt, mit besonderen Fokus auf die se-
mantische Suche, aber auch einem Blick auf existierende An-
wendungen. Aus den Erkenntnissen der Literaturrecherche
wurden sieben Herausforderungen erarbeitet, welche folgend
in den Anforderungen an eine kontextadaptive semantis-
che Suche adressiert wurden. Diese wurden auf ihren Um-
setzbarkeit hin untersucht. Weiterhin wurde die Anwend-
barkeit der Erkenntnisse auf Bildungssysteme analysiert.
7. AUSBLICK
Generell ist zu sagen, dass man mit der Suche nach einer
kontextadaptiven semantischen Suche kein Neuland betritt,
viele Teilkomponenten existieren bereits oder sind zumind-
est skizziert, auch wenn es noch kein System gibt, welches
alle gestellten Anforderungen zur Genüge erfüllt. Gerade
im Bereich der Eingabekognition, speziell mit Blick auf das
Natural Language Processing sind noch Defizite erkennbar.
Gleiches gilt für die intelligente Selbstkorrektur eines Sys-
tems. Allerdings ist davon auszugehen, dass solche kom-
pletten Systeme bald Realität sind.
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ABSTRACT
Anwendungen aus dem Bereich ubiquitärer Systeme stellen
besondere Anforderungen an den Softwareentwicklungspro-
zess. Damit diese Anforderungen bestmöglich erfüllt wer-
den, ist ein Prozessmodell erforderlich, was speziell auf die-
se Systeme zugeschnitten ist. Basierend auf der Evaluation
klassischer, agiler und monumentaler Prozessmodelle wird
in dieser Arbeit ein solches Modell entwickelt. Sowohl die
Struktur als auch die verwendeten Praktiken und Metho-
den orientieren sich dabei an den Prozessmodellen Scrum
und Extreme Programming (XP). Die Eignung dieser bei-
den Prozessmodelle wird durch Kriterien bestätigt, die auf
den Eigenschaften ubiquitärer Systeme beruhen.
Keywords
ubiquitäre Systeme, agil, Softwareentwicklung, Evaluation,
Prozessmodelle
1. MOTIVATION
Jedem System oder Softwareprodukt geht ein Entwicklungs-
prozess voraus. Diese Entwicklungsprozesse werden mittels
Prozessmodellen realisiert. Ein Prozessmodell beschreibt zum
einen die zeitliche Abfolge der Entwicklungsschritte als auch
die verwendeten Werkzeuge und Praktiken zur Realisierung
dieser [2].
Wichtig dabei ist, dass das verwendete Modell möglichst op-
timal bezüglich definierter Anforderungen auf die Entwick-
lung angewendet werden kann. Die daraus entstehende Pro-
blematik ist die Passgenauigkeit eines Prozessmodells auf
das zu entwickelnde System. Da jedes Softwareprojekt einen
unterschiedlichen Fokus und konkrete Eigenschaften hat, ist
es somit nicht möglich, ein beliebiges Prozessmodell auf jedes
Projekt gleichermaßen anzuwenden [11]. Wird die Modell-
wahl falsch getroffen, kann das signifikante Auswirkungen,
qualitativer und zeitlicher Natur, auf den Entwicklungspro-
zess haben.
Diese Arbeit beschäftigt sich mit der Erstellung eines Pro-
zessmodells zur Realisierung eines Softwareprojektes aus dem
Bereich ubiquitärer Systeme.
Um ein geeignetes Modell für ein Softwareprojekt zu finden,
ist es notwendig, dessen Eigenschaften und Anforderungen
zu kennen. Deshalb werden in Kapitel 2 zunächst die Eigen-
schaften ubiquitärer Systeme analysiert und deren Schwer-
punkte ermittelt. Dabei fließt sowohl die Betrachtung von
Nutzerschnittstellen als auch die Struktur und Leistungs-
fähigkeit des Gesamtsystems mit in die Betrachtungen ein.
Ausgehend von den ermittelten Eigenschaften und Anforde-
rungen, die ubiquitäre Systeme an die Softwareentwicklung
stellen, ist es anschließend möglich, Kriterien festzulegen,
um bestehende Prozessmodelle auf ihre Eignung hin zu un-
tersuchen.
In Kapitel 3 werden existierende Prozessmodelle anhand der
vorher ermittelten Kriterien untersucht. Durch möglichst
unterschiedliche Prozessmodelle wird versucht, die Kernan-
forderungen an die Softwareentwicklung ubiquitärer Syste-
me von verschiedenen Seiten zu betrachten.
Die Praktiken und Ansätze, die den geeigneten Modellen zu-
grunde liegen, dienen in Kapitel 4 als Grundlage für die Ent-
wicklung eines eigenen Prozessmodells. Anhand der Schwer-
punkte für den Softwareentwicklungsprozess ubiquitärer Sys-
teme wird anschließend die Eignung dieses Modells erneut
überprüft.
Die Arbeit wird durch ein Fazit in Kapitel 5 abgeschlossen.
Bei der Evaluierung existierender Modelle beziehungswei-
se der Definition des Prozessmodells wird von einem Ent-
wicklerteam mit zehn Personen ausgegangen. Die Wahl der
Teamgröße wurde so getroffen, dass der Schwerpunkt der
Betrachtungen auf der Entwicklung und nicht der Projekt-
organisation liegen soll. Mit steigender Anzahl der am Pro-
jekt beteiligten Personen steigen auch der organisatorische
Aufwand und die Komplexität des Modells. Dies erschwert
zum einen die Analyse und zum anderen die Vergleichbar-
keit zu Modellen mit stark abweichender Teamgröße.
Zudem ermöglicht die Eingrenzung der Teamgröße auch eine
Eingrenzung der Prozessmodelle. Da der Umfang dieser Ar-
beit keine umfassende Evaluierung aller existierenden Pro-
zessmodelle ermöglicht, ist die Teamgröße damit ein Krite-
rium für die Auswahl der zu analysierenden Modelle.
2. UBIQUITÄRE SYSTEME
2.1 Eigenschaften
In den 90er Jahren definierte Mark Weiser den Begriff der
ubiquitären Systeme [14][13]. Er beschreibt, dass diese Sys-
teme für den Nutzer weitestgehend “unsichtbare” oder “un-
scheinbare” sein sollen, mit dem Ziel ihn bei seinen täglichen
Aufgaben zu unterstützen. Abhängig von ihrem Einsatz-
gebiet haben ubiquitäre Systeme unterschiedliche Ausprä-
gungen. Im Folgenden werden die Kerneigenschaften dieser
Systeme genauer betrachtet. Die aufgeführten Eigenschaf-
ten sind nicht zwingend Teil jedes ubiquitären Systems, nur
wird versucht, eine möglichst umfassende Betrachtung vor-
zunehmen.
Der Begriff Anwendung oder Gesamtanwendung wird in die-
sem Rahmen als Zusammenschluss des Grundsystems und
der Nutzerschnittstellen gesehen. Das Grundsystem arbeitet
dabei, für den Nutzer fast unsichtbar, im Hintergrund und
stellt ihm seine Funktionen mittels geeigneter Schnittstellen
zur Verfügung.
Komplexität. Ubiquitäre Systeme basieren in den meisten
Fällen auf keinem zentralen Server, sondern sind unterteilt
in Subsysteme, die gemeinschaftliche Dienste erbringen. Um
nach außen ein geschlossenes System zu repräsentieren und
alle Funktionen des Gesamtsystems nutzbar zu machen ist,
eine permanente Kommunikation untereinander notwendig
[6]. Zudem besteht die Möglichkeit, mit einer Vielzahl von
Schnittstellen auf das System zugreifen zu können. Die fle-
xible Infrastruktur, die von solchen Systemen zur Verfügung
gestellt wird, hat einen wesentlichen Einfluss auf die Kom-
plexität des Gesamtsystems [10]. Mit steigendem Funkti-
onsumfang sowie einer erhöhten Anzahl an unterstützten
Schnittstellen steigt somit auch die Komplexität der Ge-
samtanwendung.
Benutzerschnittstellen. Neben der Architektur des Gesamt-
systems spielen auch die Schnittstellen für den Zugriff auf
die angebotenen Funktionen eine entscheidende Rolle. Die
Interaktion mit einem umgebenden, ubiquitären System soll
möglichst durch einfache, alltägliche Gegenstände realisiert
werden.
Exemplarisch genügt dafür die Betrachtung von Mobilte-
lefonen. Abhängig davon wie alt oder aktuell das entspre-
chende Gerät ist, existieren Unterschiede hinsichtlich ihrer
Leistung und Ausstattung. So können Kommunikationstech-
nik, Speicher, Energieversorgung, Leistung und Displaygrö-
ße zwischen verschiedenen Geräten stark variieren [10][1].
Für ein ubiquitäres System genügt es demnach nicht, nur
eine Schnittstelle zur Verfügung zu stellen. Abhängig da-
von mit wie vielen unterschiedlichen Geräten auf das Sys-
tem zugegriffen werden kann, erhöht sich auch die Anzahl
an Schnittstellen, die zur Verfügung stehen müssen.
In den weiteren Betrachtungen sowie der Evaluation wird
davon ausgegangen, dass die Schnittstellen zur Designzeit
definiert und damit bekannt sind. Somit ist vorgegeben, wel-
che Funktionen diese zur Verfügung stellen müssen, um das
System verwenden zu können.
Identifikation. Die Software muss auf den Nutzer zuge-
schnitten sein [16] damit dieser sich mit der Anwendung
identifizieren kann. Dafür sollte die Applikation zur Nutzung
der Schnittstelle für ihn so einfach wie möglich installier- und
bedienbar gestaltet sein. Interfaces bestehen dabei aus ver-
schiedenen Ebenen, die unterschiedliche Anforderungen mit
sich bringen. Diese Komponenten sind [10]:
User Interface Das System selbst sollte vor dem Nutzer
so gut wie möglich verborgen bleiben. Es muss ihm im
Optimalfall möglich sein via Sprache oder Gesten mit
dem System zu kommunizieren.
Hardware Interface Die Oberfläche der Applikation muss
leicht verständlich sein, ohne dass der Benutzer diese
vorher umfangreich konfigurieren muss oder Probleme
mit dem Verständnis der Oberfläche hat.
Software Interfaces Die Applikation muss skalierbar oder
anpassungsfähig an die verfügbaren Netze und den Nut-
zer sein.
Eine vollständige Identifikation des Nutzers mit der Anwen-
dung wird erst dann möglich, wenn die drei Ebenen so gut
wie möglich implementiert sind.
Dynamische Änderung. Ubiquitäre Systeme sind keine sta-
tischen Systeme, da diese sich adaptiv / autonom an den
Nutzer und dessen Eingaben anpassen. Da Nutzerschnitt-
stellen, wie mobile Geräte, das System zur Laufzeit betreten
und verlassen, kann nicht von Beginn an spezifiziert werden,
welche Struktur das Gesamtsystem besitzt. Zwar sind die
Schnittstellen von ihrem Funktionsumfang und ihrer Struk-
tur her definiert, in welcher Anzahl oder speziellen Ausprä-
gung diese auftreten, ist jedoch offen. Auch ist nicht voll-
ständig bekannt, in welcher Weise der Nutzer das System
verwendet und wie das System demnach auf Nutzereinga-
ben reagiert [4].
Ein weiterer Punkt ist, dass die Anwendungsnutzer nicht nur
mit dem System kommunizieren, sondern auch miteinander
[16]. Auch diese Form der Kommunikation muss von dem
System, abhängig davon, wie viele Nutzer daran beteiligt
sind, unterstützt werden.
Der Nutzer soll zu jeder Zeit so gut wie möglich mit den zur
Verfügung stehenden Diensten des Systems versorgt werden.
Dafür ist es notwendig, dass das System permanent prüft,
ob neue Dienste zur Verfügung stehen und diese dem Nut-
zer anbietet [10]. Die Oberfläche, die der Nutzer verwendet,
unterliegt demnach einer permanenten Veränderung.
Privatsphäre. Um ein hohes Maß an Usability zu gewähr-
leisten, sollte es jederzeit möglich sein, auf vergangenes Nut-
zerverhalten zugreifen zu können. Dafür ist eine permanen-
te Speicherung der Daten sowie Interaktionen des Nutzers
notwendig. Der Nutzer unterliegt demnach einer ständigen
Überwachung und Analyse [1]. Wichtig ist an dieser Stelle,
dass die gespeicherten Daten sicher verwahrt werden und
nur befugte Dienste auf diese zugreifen können.
Zudem spielen die Kommunikationswege, mit denen die Schnitt-
stelle mit dem System kommuniziert, eine entscheidende Rol-
le. Da der Nutzer so viele Freiheiten wie möglich genießen
soll, werden drahtlose Netze den kabelgebundenen vorgezo-
gen. Drahtlose Netze erfordern dabei wesentlich höhere Si-
cherheitsstandards, da sie leichter angreifbar sind als kabel-
gebundene [10].
Stabilität. Da ubiquitäre Systeme meist über einen länge-
ren Zeitraum verfügbar sind und vielen Anfragen standhal-
ten müssen, spielt die Stabilität der Gesamtanwendung eine
entscheidende Rolle [1].
Auch unerwarteten Aktionen durch den Nutzer oder eines
der Subsysteme muss das System robust entgegentreten [4].
Es ist demnach in jedem Zustand sicherzustellen, dass das
System benutzbar ist und der Nutzer nicht durch häufige
Abstürze an der Nutzung gehindert wird.
2.2 Evaluationskriterien
Um die in Kapitel 3.1 ausgewählten Prozessmodelle auf ih-
re Eignung für die Softwareentwicklung ubiquitärer Systeme
hin zu überprüfen, sind einheitliche Kriterien notwendig. Ne-
ben den Kriterien selbst ist auch die Definition eines Bewer-
tungsmaßstabs erforderlich.
Mithilfe der Kriterien und einem Maßstab können die Pro-
zessmodelle evaluiert und vergleichbar gemacht werden. Die
Ergebnisse der Evaluation dienen im Weiteren als Basis für
ein Prozessmodell, was aus Teilen bestehender Modelle zu-
sammengesetzt, jedoch direkt auf ubiquitäre Systeme zuge-
schnitten, ist.
Die nachfolgenden Kriterien gehen aus den im Vorfeld analy-
sierten Eigenschaften ubiquitärer Systeme (Kapitel 2.1) her-
vor.
Struktur. Dieses Kriterium zielt auf die Anpassung des Mo-
dells an das Projekt ab. Ausschlaggebend hierfür ist die
Struktur des Prozessmodells. Ist eine flexible Struktur vor-
handen, kann das Prozessmodell wesentlich einfacher auf das
Projekt angepasst werden als eine starre Struktur, die keinen
Spielraum für Modifikation lässt. Bei der Betrachtung von
ubiquitären Systemen sind unter anderem folgende Punkte
zu beachten:
• Ist eine Unterteilung komplexer Projektstrukturen in
Teilpakete und schrittweise Umsetzung dieser möglich?
• Muss jede Phase des Prozessmodells gleichermaßen ver-
wendet werden oder ist eine Verschiebung des Schwer-
punkts beispielsweise von Planung zur Evaluierung mög-
lich?
Nutzerintegration. Da der Nutzer bei ubiquitären Syste-
men eine zentrale Rolle spielt, ist die Kommunikation zwi-
schen Entwicklerteam und Nutzer von entscheidender Be-
deutung.
Der Nutzer muss mit dem Produkt zufrieden sein und sich
mit diesem identifizieren können. Dies ist allerdings nur mög-
lich, wenn sich das Produkt nach den Wünschen des Nut-
zers entwickelt und entwickelt wird. Evaluierungen und Ab-
sprache des Entwicklerteams mit der Zielgruppe sind dem-
nach grundlegende Anforderungen an den Entwicklungspro-
zess und damit auch an das Prozessmodell [1].
Flexibilität. In einem Softwareprojekt ist es nicht von Be-
ginn an möglich, alle Probleme, die im Entwicklungsverlauf
auftreten können, abschätzen zu können. Da nicht sicher ist,
in welcher Art und Weise die Nutzer das System verwen-
den, sind auch die Anforderungen an das Produkt zu Beginn
nicht vollständig bekannt [4] und können sich möglicherwei-
se oft ändern [10]. Auch müssen Ergebnisse von Produkteva-
luierungen in den Entwicklungsprozess eingebracht werden
können. Gerade bei ubiquitären Systemen, die zu Projekt-
beginn oft keinen vollständig spezifizierten Funktionsumfang
haben [1], ist die Anpassungsfähigkeit der Entwicklung von
entscheidender Bedeutung. Zwar sind die grundlegenden An-
forderungen bekannt, es sollte jedoch möglich sein, diese, ab-
hängig von den bereits realisierten Anforderungen, ändern
zu können.
Um korrigierende Maßnahmen am Projektverlauf durchfüh-
ren zu können, ist eine hohe Flexibilität des Prozessmodells
notwendig. Zudem sollte es auch nach der Planungsphase
möglich sein, neue Anforderungen zu definieren.
Qualitätssicherung. Im Fall von ubiquitären Systemen ist
nicht von Beginn an definiert, welche Teile des Systems zu-
sammenarbeiten [4]. Dazu kommt, dass diese Systeme über
einen längeren Zeitraum stabil laufen müssen. Die Sicherstel-
lung dieser Stabilität kann mittels System- und Nutzertests
realisiert werden. Wichtig ist dabei, dass nicht nur am Ende
der Entwicklung die Gesamtanwendung getestet wird, son-
dern bereits während des Entwicklungsprozesses auf Stabili-
tät und Fehlerfreiheit geachtet wird. Wird das System geän-
dert oder kommen neue Schnittstellen zur Anwendung hin-
zu, dürfen bestehende Systemelemente nicht in ihrer Funk-
tionalität eingeschränkt werden.
Ein weiterer Punkt ist die Sicherstellung der Privatsphäre
des Nutzers. Daten, die an das System übermittelt werden,
dürfen nicht durch Schwachstellen anderen Nutzern zugäng-
lich sein oder nach außen gelangen.
Auch helfen kontinuierlich stattfindende Reviews zur Sicher-
stellung der gewünschten Anforderungen an die Anwendung.
Dieses Kriterium gibt Aufschluss darüber, wie gut Methoden
zur Qualitätssicherung von dem Prozessmodell unterstützt
werden.
Zwischenprodukte. Bei der Entwicklung von Softwarepro-
dukten entstehen im Verlauf der Entwicklung Zwischenpro-
dukte. Diese unterscheiden sich jedoch von Modell zu Modell
und können sowohl Dokumente jeglicher Form als auch Pro-
grammversionen beinhalten.
Wie aus den Eigenschaften ubiquitärer Systeme hervorgeht,
ist es wichtig, dass der Nutzer sich mit dem System identi-
fizieren kann. Gerade im Hinblick auf die Evaluierung von
Projektständen ist es erforderlich, dass so früh wie möglich
Prototypen zur Verfügung stehen, die vom Nutzer getestet
werden können [7]. Dabei ist besonders am Anfang des Pro-
jekts darauf zu achten, dass diese Projektstände sich nicht
nur auf Dokumente und formale Beschreibungen stützen,
sondern für den Nutzer früh erfahrbar sind. Je kürzer der
Abstand zwischen den Teilprodukten ist, desto einfacher ist
diese kontinuierlich evaluieren zu können und somit die Qua-
lität der Gesamtanwendung und die Identifikation des Nut-
zers mit dieser sicherzustellen.
Die Bewertung der einzelnen Kriterien erfolgt auf einer Skala
von 0 bis 3. Im Folgenden ist die Wertigkeit der einzelnen
Stufen genauer definiert. Das Prozessmodell unterstützt das
Kriterium . . .
3 vollständig und kann diesbezüglich als geeignet bezeichnet
werden.
2 bis auf wenige Abstriche. Eine Eignung ist immer noch
vorhanden.
1 in wenigen Punkten. Die Eignung des Prozessmodells in
diesem Punkt ist nicht sichergestellt.
0 nicht. Es wird von einer Verwendung des Modells in die-
sem Punkt abgeraten.
3. EXISTIERENDE PROZESSMODELLE
3.1 Auswahl und Abgrenzung
Ein Prozessmodell “definiert die grundlegende Struktur des
Projektverlaufs sowie die Reihenfolge der (schrittweisen) Pro-
dukterstellung.” [11] Es unterteilt das Vorgehen in über-
schaubare Abschnitte und ermöglicht dadurch eine schritt-
weise Planung, Durchführung und Überprüfung des Pro-
jekts. Die in fast jedem Modell enthaltenen Rückkopplungs-
schleifen können und müssen projekt- und situationsspezi-
fisch angepasst werden. Prozessmodelle können in drei ver-
schiedene Gültigkeitsbereiche eingeteilt werden:
Unternehmen: Fokussiert auf die Kultur der Softwareent-
wicklung des Unternehmens.
Projekt: Fokussiert auf den gesamten Projektzyklus von
der Analyse bis hin zum Betrieb und der Wartung des
Produkts.
Entwicklung: Fokussiert auf den Design-, Implementierungs-
und Testzyklus.
Die Betrachtung von Unternehmensprozessmodellen ist nicht
Bestandteil dieser Arbeit, da die Analyse firmeninterner Ent-
wicklungskulturen für die Planung und Umsetzung eines Pro-
jektes eine untergeordnete Rolle spielt [11].
Projektprozessmodelle können in agile und monumentale Mo-
delle unterteilt werden [2]. Der grundlegende Unterschied
dieser zwei Modelltypen ist der Ausgangszustand zu Beginn
des Projekts. Unabhängig davon, welcher Typ Projektpro-
zessmodell verwendet wird, ist immer eine Anpassung des
Modells an das Projekt notwendig.
Agile Prozessmodelle zeichnen sich dabei durch einen dyna-
mischen Planungs- und Entwicklungsprozess aus. Sie schrei-
ben wenige Vorgaben zu Beginn eines Projektes vor und
werden schrittweise an dieses angepasst.
Monumentale Modelle hingegen sind durch eine Vielzahl von
Vorgaben zu Projektbeginn gekennzeichnet. Die Anpassung
auf ein gegebenes Projekt ist in diesem Fall mit einem höhe-
ren Aufwand verbunden und wird als Tailoring bezeichnet
[2].
Im Projektbereich existieren zwei etablierte monumentale
Modelle: der Rational Unified Process und das V-Modell XT
des Bundes. Um die Stärken und Schwächen monumentaler
Modelle für den Entwicklungsprozess ubiquitärer Systeme
aufzuzeigen, ist der Rational Unified Process (RUP), exem-
plarisch für die monumentalen Prozessmodelle, Bestandteil
dieser Arbeit.
Basierend auf der Erwähnung in der Literatur wird zudem
Scrum, als Vertreter der agilen Projektprozessmodelle, für
die Evaluierung herangezogen. Die zu evaluierenden Model-
le sind demnach:
• Rational Unified Process (RUP) [2]
• Scrum [5]
Den zweiten und wichtigeren Teil des Evaluierungsprozes-
ses bildet die Betrachtung von Entwicklungsprozessmodellen.
Diese sind direkt auf die Realisierung des Softwareprojekts
ausgerichtet und beschreiben die konkrete Erstellung einer
Software vom ersten Entwurf bis hin zu ihrer Fertigstellung.
Aufgrund der Häufigkeit ihrer Erwähnung in der Literatur
beziehungsweise ihres Bekanntheitsgrades werden die folgen-
den Entwicklungsprozessmodelle ausgewählt:
• Feature Driven Development (FDD) [3]
• Wasserfallmodell [17][2]
• Extreme Programming (XP) [15]
Wie auch bei den Projektprozessmodellen existieren bei den
Entwicklungsprozessmodellen unterschiedliche Typen. Hier
wird eine Unterteilung in Basismodelle und agile Modelle
vorgenommen [2].
Zu den Basismodellen zählt unter anderem das Wasserfallm-
odell. Es ist eins der ersten Entwicklungsprozessmodelle und
findet aufgrund seiner starren Struktur in der Praxis nur sel-
ten Verwendung. Infolge seines Bekanntheitsgrades eignet es
sich allerdings sehr gut als Erklärungsbeispiel und ist zudem
Grundlage für viele moderne Prozessmodelle.
Die ausgewählten Prozessmodelle werden nun anhand der
vorher definierten Evaluationskriterien auf ihre Eignung für
die Entwicklung ubiquitärer Anwendungen untersucht.
3.2 Evaluierung
Rational Unified Process. Bei dem RUP handelt es sich
um ein monumentales Modell mit inkrementell-iterativem
Charakter [2]. Er ist wie folgt strukturiert:
Geschäfts-
modellierung
Anforderungen
Analyse und
Entwurf
Implementierung
Test
Auslieferung
Konfigurations- und
Änderungsmanagement
Projektmanagement
Infrastruktur
Konzeption Ausarbeitung Konstruktion Übergabe
Phasen
Disziplinen
Iterationen
(projektbezogen)
Iterat.
1
Iterat.
2
Iterat.
3
Iterat.
4
Iterat.
5
Iterat.
...
Iterat.
n-2
Iterat.
n-1
Iterat.
n
Projektfortschritt
Abbildung 1: Rational Unified Process [2]
Ausgehend von seinen Eigenschaften [2][17] kann der RUP
wie folgt bewertet werden:
Struktur
Die Anpassung an das Projekt wird per Tailoring durch-
geführt. Das bedeutet, dass das komplette Prozessmo-
dell (mit vielen Prozessen, da monumental) auf das
Projekt heruntergebrochen wird. Abhängig davon, wie
das Projekt gestaltet ist, ist diese Anpassung schneller
oder langsamer möglich. Die zu verwendenden Metho-
den und Werkzeuge werden vollständig von RUP vor-
geschrieben und können nicht selbst gewählt werden.
Nutzerintegration
Der Kunde wird kontinuierlich an der Anforderungs-
definition beteiligt. Im späteren Projektverlauf gibt er
Feedback zu Zwischenständen um Fehlentwicklungen
zu vermeiden.
Flexibilität
Änderungen sind nur nach Abschluss einer Iteration
möglich. Im fortgeschrittenen Projektstatus sind diese
sehr teuer. Es ist eine klare Definition der Anforderun-
gen zu Projektbeginn notwendig.
Qualitätssicherung
Es findet kontinuierliches, ausgiebiges Testen über den
gesamten Projektverlauf statt. Die teamübergreifende
Zusammenarbeit ist notwendig und gewünscht.
Zwischenprodukte
Basiert auf Meilensteinen, die aus der konventionellen
Softwareentwicklung stammen. Es werden iterativ bis
zu 25 Teilprodukte erstellt. Zu Beginn ist RUP eher
dokumentenbasiert, jedoch wird darauf geachtet, dass
bereits so früh wie möglich ein erster Prototyp ent-
steht.
Scrum. Scrum ist eines der bekanntesten agilen Prozessmo-
delle. Es wird als eine Art Metamodell verstanden, da Scrum
nur die Vorgehensweise während des Entwicklungsprozesses
beschreibt, nicht jedoch die zu verwendenden Praktiken und
Methoden vorgibt. Diese können je nach Anwendungsfall
und Projekt frei gewählt werden [3].
Scrum hat folgende schematische Struktur:
Sprint
Backlog
Product
Backlog
Sprint
(30 Tage)
Sprint
Review
Teil-
produkt
Sprint-Panning-
Meeting
Daily-Scrum-
Meeting
Sprint
abgeschlossen
Realisierung der
Anforderungen
Anpassung der
Anforderungen
Definition von
Anforderungen
(Alle Rollen)
Abbildung 2: Scrum
Ausgehend von seinen Eigenschaften [5][2], kann Scrum wie
folgt bewertet werden:
Struktur
Die Praktiken können für jeden Sprint neu und frei
gewählt werden. Das Projekt wird in Anforderungen
unterteilt, die schrittweise entwickelt werden. Die Zeit
für Planung und Realisierung der einzelnen Anforde-
rungen während des Sprints kann für jede Anforderung
passend gewählt werden.
Nutzerintegration
Der Kunde wird durch einen Product-Owner repräsen-
tiert. Dieser ist während des gesamten Entwicklungs-
prozesses anwesend und kann die Wünsche des Kunden
kommunizieren. Er kann jederzeit neue Anforderungen
zum Product-Backlog hinzufügen und hat Einfluss auf
die Vergabe der Prioritäten.
Flexibilität
Änderungen am Product-Backlog sind jederzeit mög-
lich. Änderungen am Sprint-Backlog sind während der
Iteration nicht möglich, wodurch das Team ungestört
arbeiten kann. Im schlechtesten Fall kann es 30 Tage
(1 Iteration) dauern, bis die gewünschten Änderungen
umgesetzt werden können.
Qualitätssicherung
Während des Sprints finden tägliche Scrum-Meetings
statt. Am Ende jeder Iteration wird ein Sprint-Review
durchgeführt, um Probleme zu klären und Änderun-
gen am Entwicklungsprozess vorzunehmen. Testgetrie-
be Entwicklung ist möglich.
Zwischenprodukte
Nach jeder Iteration entsteht ein neuer Prototyp, der
vom Kunden oder Nutzer getestet werden kann. Die
Zeit für die Evaluation ist jedoch begrenzt, da das
Sprint-Planning-Meeting meist direkt auf das Sprint-
Review folgt. Die Ergebnisse der Validierung könnten
demnach erst im nächsten Sprint beachtet werden.
Feature Driven Development. FDD ist den agilen Pro-
zessmodellen zuzuordnen [2]. Es unterscheidet sich von an-
deren Modellen dadurch, dass das Projekt in Features auf-
geteilt wird, die schrittweise realisiert werden. Ein Feature
ist dabei ein Hauptmerkmal des Projekts, welches mehre-
re Anforderungen enthält. Auch ist keine Iteration zwischen
Planung und Realisierung, wie bei anderen agilen Modellen,
vorgesehen. [3]
FDD hat folgende schematische Struktur:
Erstellung des
Gesamtmodells
Erstellung der
Featureliste
Planung je
Feature
2-3 Wochen
Entwicklung je
Feature
Entwurf je
Feature
2 Wochen / Iteration
Feature-Liste
Iteration fertig
- Modifikation der Featureliste
Auswahl der Features für
die kommende Iteration
Konzeption abgeschlossen
- Features sind priorisiert
Abbildung 3: Feature Driven Development
Ausgehend von seinen Eigenschaften [2][3] kann FDD wie
folgt bewertet werden:
Struktur
Zu Projektbeginn findet eine Aufteilung des Projekts
in Features statt. Somit ist eine Anpassung des Pro-
zessmodells an das Team und Projekt von Beginn an
möglich.
Nutzerintegration
Zu Beginn wird der Kunde sehr intensiv an der Pla-
nung beteiligt. Während der Entwicklung hat er aller
zwei Wochen (Ende einer Entwicklungs-Iteration) Ein-
fluss auf die noch nicht realisiert Features.
Flexibilität
In den Phasen 1-3 (Planung) sind Änderungen jeder-
zeit möglich und können für alle bisher definierten An-
forderungen berücksichtigt werden. Hat die Realisie-
rung begonnen, können Änderungen (beispielsweise be-
dingt durch Evaluationsergebnisse) nur für ausstehen-
de Features berücksichtigt werden. Alle bereits um-
gesetzten Anforderungen sind fest und es müssen, um
Änderungen an diesen vorzunehmen, neue Features de-
finiert werden.
Qualitätssicherung
Testgetriebene Entwicklung ist möglich (Sicherstellung
der featureübergreifenden Funktionen). Nach jeder Ite-
ration kann ein Review durchgeführt werden. Beides
wird allerdings von FDD nicht vorgeschrieben.
Zwischenprodukte
Produktteile (Features) werden im 2-Wochen-Rhyth-
mus ausgeliefert und können getestet werden.
Wasserfallmodell. Das Wasserfallmodell ist den sequen-
ziellen Prozessmodellen zuzuordnen und hat aufgrund der
Rückkopplungsschleifen einen ansatzweise inkrementellen Cha-
rakter [11]. Im Folgenden ist die schematische Struktur die-
ses Modells abgebildet:
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Test
Betrieb
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Validierung
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Abbildung 4: Wasserfallmodell [2]
Ausgehend von den Eigenschaften des Wasserfallmodells [17]
[2] kann dies wie folgt bewertet werden:
Struktur
Das Modell hat einen starren, immer gleichen Ablauf
ohne Rücksicht auf die Projektstruktur. Es ist nicht
möglich einzelne Phasen zu vertauschen oder gar aus-
zulassen.
Nutzerintegration
Der Kunde wird nur zu Projektbeginn an der Planung
beteiligt. Im späteren Verlauf hat er keinen oder nur
sehr geringen Einfluss auf den Entwicklungsprozess.
Flexibilität
Änderungen sind nur zu Beginn möglich. Später sind
diese sehr teuer, da die gesamte Phase wiederholt wer-
den muss.
Qualitätssicherung
Nach jeder Phase wird ein Review durchgeführt. Voll-
ständige Tests der Gesamtanwendung finden allerdings
erst nach der Implementierung statt.
Zwischenprodukte
Das Wasserfallmodell ist stark dokumentenbasiert. Pro-
totypen entstehen erst relativ spät.
Extreme Programming. XP gehört zu den agilen, iterati-
ven Prozessmodellen [2] und hat folgende schematische Struk-
tur:
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Anforderungen
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Abbildung 5: Extreme Programming
Ausgehend von seinen Eigenschaften [15][2] kann XP wie
folgt bewertet werden:
Struktur
Das Modell wird von Beginn an auf das Projekt zu-
geschnitten und angepasst. Durch User-Stories wird
das Projekt in Anforderungen aufgeteilt. XP basiert
auf vorgegebenen Praktiken und Methoden, die einen
optimalen Projektablauf zusichern. Es ist deshalb nur
bedingt möglich, auf einzelne Praktiken zu verzichten
oder weitere hinzuzufügen.
Nutzerintegration
Intensive, am besten persönliche Kommunikation mit
dem Kunden, wodurch ein effektiver Informationsaus-
tausch ermöglicht wird.
Flexibilität
“[XP] wurde besonders für Software entwickelt, deren
Anforderungen sich in regelmäßigen Abständen ändern
[. . . ]” [17]. Änderungen sind damit auch während der
Iteration möglich, wodurch es zu einer Störung des
Entwicklungsprozesses kommen kann.
Qualitätssicherung
Die testgetriebene Entwicklung wird explizit durch XP
vorgegeben, wodurch die Fehlerfreiheit mit jeder neuen
Funktion erneut überprüft wird. Es finden tägliche Be-
sprechungen sowie Präsentationen und Tests am Ende
jeder Iteration statt.
Zwischenprodukte
Am Ende jeder Iteration entsteht eine neue Programm-
version / Prototyp, die vom Kunden / Nutzer getestet
werden kann. Dokumente entstehen nur wenn nötig,
da der Fokus von XP auf Prototypen und intensiver
Kundenkommunikation liegt.
3.3 Ergebnis
Aus der Evaluation existierender Prozessmodelle (Kapitel
3.2) geht hervor, dass die ausgewählten agilen Modelle für
die Entwicklung ubiquitärer Systeme besser geeignet sind,
als das betrachtete konventionelle oder monumentale Pro-
zessmodell. Besonderes Augenmerk ist dabei auf die Pro-
zessmodelle Scrum und XP zu richten, da diese bezüglich
aller Kriterien mit der Bewertung empfohlen versehen sind.
Wie bereits einleitend erwähnt, beziehen sich die Betrach-
tungen und Ergebnisse der Evaluation auf ein Projektteam
von ca. zehn Personen.
Aus den schematischen Abbildungen sowie der Evaluation
der beiden Prozessmodelle gehen folgende gemeinsame Ba-
siseigenschaften hervor. Beide Prozessmodelle (Scrum und
XP) zeichnen sich aus durch
• Iterationen mit abschließenden Prototypen sowie Re-
view
• einen dynamischen Anforderungskatalog
• enge Kundenbindung
• tägliche Meetings zum Entwicklungsstand
• kontinuierliche Tests zur Qualitätssicherung
Anhand der Struktur beider Modelle, den Methoden und
Praktiken die XP zugrunde liegen und den Eigenschaften
ubiquitärer Systeme wird im Nachfolgenden ein neues Pro-
zessmodell erstellt.
4. PROZESSMODELL FÜR UBIQUITÄRE
SYSTEME
4.1 Aufbau und Struktur
Unter Beachtung der Eigenschaften ubiquitärer Systeme und
basierend auf den Modellen Scrum und XP, wurde ein Pro-
zessmodell mit folgender schematischer Struktur erarbeitet:
Realisierung / 
Entwicklung
Planung
je Anforderung
prüfen
erstellen +
priorisieren
User Stories
Auswahl nach
Priorität
Anforderungen
Gesamt
Anforderungen
Iteration
Evaluation /
Test
Kunden
Meeting
Prototyp
Review
Meeting
Anpassungen
Kick-Off
Meeting
Abbildung 6: Prozessmodell für ubiquitäre Systeme
Das Prozessmodell beinhaltet vier verschiedene Rollen, wel-
che im Folgenden kurz erläutert sind.
Kunde Der Kunde definiert User-Stories und arbeitet so-
wohl mit dem Projektmanager als auch direkt mit den
Entwicklern zusammen. Er hilft zudem bei der Prio-
risierung der Anforderungen, die aus den User-Stories
abgeleitet wurden, und ist direkt am Evaluierungspro-
zess beteiligt.
Nutzer Ist hauptsächlich an Evaluierung der Prototypen
beteiligt. Er ist repräsentativ für die Nutzergruppe, für
die das System entwickelt wird.
Projektmanager Er leitet und organisiert den Projekta-
blauf und steht damit in ständigem Kontakt mit den
Entwicklern und dem Kunden.
Entwickler Ist hauptsächlich an der Anforderungserstel-
lung und Realisierung beteiligt. Er leitet aus den User-
Stories des Kunden neue Anforderungen ab und prio-
risiert diese zusammen mit ihm. Die Entwickler, die
zusammen ein Team bilden, arbeiten in der Realisie-
rungsphase weitestgehend selbstständig und selbstor-
ganisiert. Abhängig von der Anzahl der beteiligten Ent-
wickler können mehrere Teams gebildet werden.
Wie aus der Abbildung ersichtlich, basiert das Modell auf
drei Phasen, die iterativ hintereinander ausgeführt werden.
Bei den Phasen handelt es sich um:
• Anforderungsdefinition (Gesamtanforderungen und Aus-
wahl der Iterationsanforderungen)
• Planung und Realisierung der Iterationsanforderungen
• Evaluation des Prototypen
Eine Iteration nimmt, abhängig von Projektgröße und -struk-
tur, 2-3 Wochen in Anspruch. Abzüglich der ersten und letz-
ten Phase (Anforderungsdefinition und Evaluation) hat das
Entwicklerteam ca. zwei Wochen um den aktuellen Iterati-
onskatalog zu implementieren. Des Weiteren bekommt der
Kunde / Nutzer aller 2-3 Wochen einen lauffähigen Prototy-
pen präsentiert, welcher getestet und bewertet werden kann.
Der Entwicklungsprozess beginnt mit der Definition von in-
itialen Anforderungen nach den Wünschen des Kunden. Sie
werden anhand von User-Stories [5] ermittelt, die zusam-
men mit dem Kunden vorher erstellt wurden. Der Begriff
Anforderung wird in diesem Zusammenhang als Funktion
oder Feature des geplanten Systems oder Aufgabe für den
Entwicklungsprozess verstanden. Die ermittelten Anforde-
rungen stellen den Katalog der Gesamtanforderungen des
Projekts dar. Sie werden anschließend in einer Kooperati-
on von Entwicklerteam und Kunde priorisiert und damit die
Realisierungsreihenfolge festgelegt. Wichtig ist, dass es wäh-
rend des gesamten Entwicklungsprozesses möglich ist, neue
Anforderungen zu diesem Katalog hinzuzufügen, bestehen-
de zu ändern oder eine Prioritätsänderung vorzunehmen.
Sind die Anforderungen definiert, werden abhängig von der
Priorität die wichtigsten ausgewählt und in einen Katalog
für den kommenden Iterationszyklus aufgenommen. Die Men-
ge an ausgewählten Iterationsanforderungen richtet sich in
der ersten Iteration nach den Erfahrungen des Entwickler-
teams und in den weiteren Iterationen nach den Leistungen
der vorangegangenen Iterationen. Ist die Auswahl der um-
zusetzenden Anforderungen abgeschlossen, werden an dem
Katalog der Iterationsanforderungen keine weiteren Ände-
rungen vorgenommen. Weder kommen neue Anforderungen
hinzu, noch werden bestehende geändert oder entfernt.
Die erste Phase wird durch ein Kick-Off Meeting abgeschlos-
sen, an welchem alle Entwickler und der Projektmanager
beteiligt sind. Es werden organisatorische Fragen zur an-
stehenden Realisierungsphase geklärt und der Katalog der
Iterationsanforderungen vorgestellt und besprochen.
Phase 2 dient der Planung und Realisierung der Iterations-
anforderungen. Während dieser Phase arbeiten die Entwick-
ler selbstorganisiert und abgeschirmt von äußeren Einflüs-
sen. Täglich findet eine kurze Besprechung statt, in welcher
der aktuelle Stand dargelegt wird und offene Probleme kom-
muniziert werden. Die Besprechung findet innerhalb eines
Entwicklerteams statt.
Jede Anforderung des Iterationskatalogs wird einzeln ge-
plant und anschließend umgesetzt. Wichtig ist, dass nur die
gewählten Anforderungen realisiert und nicht zusätzliche aus
dem Gesamtkatalog bearbeitet werden. Der Begriff Entwick-
lung ist optional zu Realisierung zu sehen, da gerade zu
Projektbeginn meist noch keine lauffähigen Programmver-
sionen zur Verfügung stehen. Demnach ist es möglich, in
der Realisierungsphase grafische Entwürfe oder strukturelle
Planungen des Systems vorzunehmen und diese dem Nutzer
beispielsweise anhand von Papierprototypen [12] in Phase 3
zu präsentieren.
Phase 2 wird durch ein Review Meeting abgeschlossen. Die-
ses thematisiert den Verlauf der abgeschlossenen Realisie-
rungsphase und ermöglicht es dem Entwicklerteam sowie
dem Projektleiter organisatorische Schlüsse für die kommen-
den Iterationen zu ziehen. Auch ist es dadurch möglich,
die Anzahl der Iterationsanforderungen für den kommen-
den Realisierungsprozess besser bestimmen zu können, da
die Stärken und Schwächen des Teams jetzt besser einge-
schätzt werden können. Der Kunde ist am Review Meeting
nicht beteiligt.
Der aus Phase 2 entstandene Prototyp bildet die Ausgangs-
situation für die dritte und letzte Phase der Iteration. Diese
hat ihren Fokus auf der Evaluation der bisherigen Entwick-
lung durch den Nutzer.
Der zu testende Prototyp kann dabei entweder eine lauffähi-
ge Programmversion aber auch ein Low-Fidelity-Prototyp,
wie der Papierprototyp oder der Wizard of Oz [7], sein. Mit-
tels eines Kunden Meetings wird der aktuelle Prototyp dem
Kunden präsentiert und der Kunde damit auf den bevorste-
henden Evaluierungsprozess vorbereitet.
Die Evaluierung stellt den Kernpunkt der Phase 3 dar. Der
Kunde oder auch die potenzielle Benutzergruppe testet und
bewertet den aktuellen Entwicklungsstand anhand definier-
ter Kriterien. Das Resultat dieser Evaluierung hat direkten
Einfluss auf den Anforderungskatalog des Projekts. Es ist
damit möglich qualifizierte Änderungen an den Projektan-
forderungen vorzunehmen oder Prioritäten anzupassen.
Phase 1 der folgenden Iteration schließt sich direkt an diese
Phase an.
Zu Beginn der neuen Iteration werden nun die realisier-
ten Anforderungen in dem Gesamtkatalog als abgeschlossen
markiert. Auch kann nun überprüft werden, ob die anfangs
definierten User-Stories durch die bereits umgesetzten An-
forderungen erfüllt sind und falls erforderlich Korrekturen
am Katalog der Gesamtanforderungen vorgenommen wer-
den.
Im Nachfolgenden werden geeignete Praktiken und Metho-
den zur Realisierung der einzelnen Phasen vorgeschlagen
und näher erläutert. Diese können nach Belieben durch wei-
tere ergänzt oder durch äquivalente ersetzt werden.
4.2 Praktiken und Methoden
Phase 1: Anforderungen
User-Stories. User-Stories (Geschichten) beschreiben die
Anforderungen an das zu erstellende System in informatio-
nellen Geschichten. Vorteilhaft gegenüber einer direkten Er-
stellung des Anforderungskatalogs ist, dass somit die Zusam-
menhänge zwischen den einzelnen Anforderungen ersichtlich
werden. User-Stories können von dem Kunden oder den Ent-
wicklern selbst verfasst werden. Sie dienen zudem als Grund-
lage für die Erstellung von Systemtests. [3]
Planungsspiel. Das Planungsspiel wird dazu verwendet,
den Umfang des kommenden Iterationskatalogs festzulegen.
Sowohl Kunde als auch Entwicklerteam sind an dem Pla-
nungsspiel beteiligt. Der Kunde gibt dabei die Priorität der
zu realisierenden Anforderung vor, anschließend schätzen die
Entwickler die Aufwände dafür ab. Die vom Nutzer und den
Entwicklern erstellten User-Stories finden hier Verwendung.
[2]
Schätzpoker. Schätzpoker wird dazu verwendet, die benö-
tigte Zeit und damit auch die entstehenden Kosten einer
Anforderung zu schätzen. Es wird von den beteiligten Ent-
wicklern durchgeführt. Zu Beginn wird eine Anforderung,
die alle Entwickler abschätzen können, als Referenz festge-
legt. Alle weiteren Anforderungen werden anschließend als
Vielfache der Referenzanforderung bewertet und können so-
mit kalkuliert werden. [8]
Phase 2: Realisierung
Pair-Programming. Eine der bekanntesten Praktiken von
XP ist die paarweise Programmierung. Da das Prozessmo-
dell für ubiquitäre Systeme auf XP aufbaut, findet diese Pra-
xis auch hier Anwendung.
Zwei Entwickler arbeiten dabei zusammen an einem Rech-
ner. Einer der Programmierer ist für die Erstellung des Co-
des zuständig, der andere überwacht permanent dessen Ar-
beit. Die Entwickler tauschen nach einer festgelegten Zeit,
meist einer Stunde, die Rollen, womit eine erhöhte Konzen-
trationsfähigkeit erreicht wird. Durch diese Vorgehensweise
werden Fehler und umständliche Strukturen im Quellcode
vermieden. Es wird empfohlen, zwei Entwickler unterschied-
licher Qualifikation zusammenarbeiten zu lassen. Somit wer-
den unterschiedliche Sichtweisen auf die geleistete Arbeit
und zudem ein Lernerfolg beider Parteien erzielt. [15]
Test Driven Development. Die Praxis der testgetriebenen
Entwicklung beschreibt, dass der Testcode vor dem Produk-
tivcode geschrieben wird. Die Tests werden im Anschluss
an die Entwicklung ausgeführt und liefern damit eine Rück-
meldung über den Entwicklungsstand der Software. Da jeder
Programmbestandteil am Ende mit einem Test versehen ist,
werden Fehler minimiert und die Qualität der Software si-
chergestellt. [9]
Refactoring. Durch Umstrukturierung oder auch Refacto-
ring werden Defizite in der Funktionalität des Systems, ent-
stehend durch Veränderung der Produktarchitektur, beho-
ben. Damit hierbei keine unerwünschten Nebeneffekte auf-
treten, werden automatisierte Tests durchgeführt. [3]
Tägliche Besprechungen. Tägliche Besprechungen wäh-
rend der Iteration dienen dazu, Probleme bei der Realisie-
rung des aktuellen Anforderungskatalogs zu identifizieren
und zu klären. Diese Praxis ist vergleichbar mit dem Daily-
Scrum-Meeting des Prozessmodells Scrum [5].
Phase 3: Evaluation
Review Meeting. Das Review Meeting ist vergleichbar mit
dem Sprint-Review des Prozessmodells Scrum [5]. Ist die
Realisierungsphase abgeschlossen, präsentiert das Team die
Ergebnisse dem Projektleiter. Aus diesem Review ergeben
sich gegebenenfalls neue oder geänderte Anforderungen. Konn-
ten in der Realisierungsphase nicht alle geplanten Anfor-
derungen umgesetzt werden, so müssen das Team und der
Projektleiter für die anstehende Iteration die Menge der An-
forderungen entsprechend anpassen.
Prototypen. Mit Prototypen sind in diesem Zusammenhang
Produkte oder Zwischenstände des Entwicklungsprozesses
gemeint. Mit ihrer Hilfe wird dem Kunden und Nutzer der
aktuelle Stand der Entwicklung sowie der Realisierung der
gewünschten Anforderungen präsentiert. Prototypen kön-
nen evaluiert werden, um mit den Ergebnissen korrigierende
Maßnahmen am Entwicklungsprozess durchzuführen. Neben
Softwareprototypen sind auch Papier-Prototypen [12] eine
gute Möglichkeit, frühe Projektstände für den Nutzer greif-
bar zu machen.
4.3 Bewertung
Ausgehend von der Struktur und dem Prozessmodell zu-
grunde liegenden Praktiken, kann eine erneute Bewertung
mit den anfangs definierten Kriterien durchgeführt werden.
Das Prozessmodell zur Realisierung ubiquitärer Software-
projekte kann wie folgt bewertet werden:
Struktur
Die Wünsche des Kunden (durch User-Stories reprä-
sentiert) werden zu Beginn in Anforderungen aufge-
teilt. Diese Anforderungen werden anschließend pa-
ketweise (Iterationsanforderungen) realisiert. Der Pla-
nungs- und Realisierungsfokus in Phase 2 kann dabei
für jede einzelne Anforderung passend gewählt werden.
Das Prozessmodell wird damit von Beginn an auf das
Projekt zugeschnitten.
Nutzerintegration
Der Kunde kann zu jeder Zeit neue Anforderungen zu
dem Anforderungskatalog hinzufügen und ändern. Am
Ende jeder Iteration findet durch die Evaluierung die
direkte Einbeziehung des Nutzers statt.
Flexibilität
Änderungen am Anforderungskatalog des Projekts sind
jederzeit möglich. Änderungen an der laufenden Ent-
wicklung sind nach 2-3 Wochen möglich, wodurch eine
durchgängige Entwicklung garantiert wird.
Qualitätssicherung
Testgetriebene Entwicklung ist möglich und erwünscht.
Nach und während jeder Iteration finden Reviews (Review-
Meeting, tägliche Besprechung) statt. Systemtests wer-
den durch User-Stories definiert und nach jeder Itera-
tion ausgeführt. Es wird Wert auf teaminterne Kom-
munikation gelegt.
Zwischenprodukte
Evaluierbare Prototypen nach 2-3 Wochen (Ende einer
Iteration).
Anhand der Bewertung wurde gezeigt, dass das erarbeite-
te Prozessmodell, basierend auf Scrum, XP und den Eigen-
schaften ubiquitärer Systeme, bezüglich aller Kriterien für
die Entwicklung eines ubiquitären Systems als geeignet be-
zeichnet werden kann.
5. FAZIT
Ubiquitäre Systeme haben spezielle Eigenschaften, die sie
von anderen Systemen unterscheiden. Demnach galt es zu
prüfen, inwiefern sich der Softwareentwicklungsprozess zur
Erstellung einer Anwendung für ein solches System eben-
falls von anderen unterscheidet. Ausgehend von den Eigen-
schaften ubiquitärer Systeme wurden Evaluationskriterien
definiert, mit denen bestehende Prozessmodelle zur Softwa-
reentwicklung auf ihre Eignung hin überprüft werden konn-
ten.
Da in vorausgehenden Studien kein Prozessmodell gefunden
wurde, was direkt für ubiquitäre Systeme ausgelegt war,
wurde auf Basis der Evaluationsergebnisse ein neues Pro-
zessmodell erstellt. Da laut der Evaluation agile Prozessmo-
delle besonders gut für die Softwareentwicklung ubiquitärer
Systeme geeignet sind, dienten die Modelle Scrum und XP
als Ausgangspunkt für die Erstellung. Das Resultat dieser
Arbeit ist, geprüft durch eine wiederholte Bewertung an-
hand der aufgestellten Kriterien, ein Prozessmodell speziell
für die Anforderungen ubiquitärer Systeme.
Zusammen mit den aufgeführten Praktiken und Methoden,
gilt es aufbauend auf diese Arbeit, das erstellte Modell an-
hand eines konkreten Softwareprojektes zu überprüfen.
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ABSTRACT
Ubiquitäre Systeme können vielfältige Gestalt haben, vom Smart 
Phone bis zum Smart Home. Ubiquitäre Systeme sollten intuitiv 
verwendet werden können, damit ihre Bedienung nicht für jedes 
System mühsam erlernt werden muss. Doch wie kann die Interak-
tion  zwischen  Mensch  und  Maschine  beschrieben  werden,  um 
diesen besonderen Anforderungen gerecht zu werden?
Auf der  Suche  nach  einer  Beschreibungssprache  für  ubiquitäre 
Systeme  wird  in  dieser  Arbeit  zunächst  ein  Rückblick  auf 
bewährte  Methoden  des  Benutzungsschnittstellenentwerfens 
gegeben.  Danach  werden  Anforderungen  aufgestellt,  die  eine 
geeignete  Beschreibungssprache  erfüllen  muss,  um  dann  drei 
aktuelle,  vielversprechende  Sprachen  –  UIML,  XIML  und 
MARIA – zu analysieren und zu bewerten.
Categories and Subject Descriptors
H.5.2 [Information interfaces and presentation]: User Interfaces 
– Graphical user interfaces, Prototyping, Theory and methods.
General Terms
Design, Languages
Keywords
User Interface Description Language, ubiquitous system, XIML, 
UIML, MARIA
1. EINFÜHRUNG
In der heutigen Zeit wird unser Leben von Computern dominiert. 
Sie sind so in unseren Alltag integriert, dass wir sie nicht mehr als 
Computersysteme  wahrnehmen  –  sie  sind  zu  ubiquitären 
Systemen geworden.  Diese ubiquitären Systeme können vielfäl-
tige  Benutzungsschnittstellen  haben  und  diese  sollten  aufgrund 
ihrer Vielzahl intuitiv zu bedienen sein. 
Doch  wie  können  diese  Interaktionsschnittstellen  am  besten 
entworfen  werden?  Für  ubiquitäre  Systeme hat  sich  noch  kein 
allgemeingültiger Standard für die Modellierung etabliert. Häufig 
werden  nur  einzelne  Aspekte  betrachtet,  wie  bei  Tangible  User 
Interfaces  oder  Migratory  User  Interfaces.  Bei  Tangible  User 
Interfaces  wird  zunächst  versucht,  die  neuartigen  Interaktions-
möglichkeiten  erfassen  zu  können,  die  möglich  werden,  indem 
physischen  Objekten  metaphorische  Bedeutungen  verliehen 
werden. Bei Migratory User Interfaces ist es schon eine Heraus-
forderung  die  graphische  Darstellung  dynamisch  an 
unterschiedliche  Displays  anzupassen  und  dann  auch  noch  das 
Wechseln des Dialoges von einem Systemteil zu einem anderen zu 
ermöglichen. 
Heute  übliche,  gewöhnliche  Benutzungsoberflächen  implizieren 
die Einschränkung auf einen Aspekt:  Es wird von einer graphi-
schen  Oberfläche  aus  Windows,  Icons,  Menues  und  Pointer 
devices  (WIMP)  ausgegangen.  Dies  wird  auch  als  das  WIMP 
Paradigma  bezeichnet.  Oberflächen,  die  diesem  Paradigma 
entsprechen sind relativ leicht zu implementieren, da es für deren 
Erstellung ausgefeilte  Werkzeuge  und  standardisierte  Techniken 
gibt.  Für  die  Implementierung  von  Benutzungsschnittstellen 
ubiquitärer  Systeme  haben  sich  im Vergleich  dazu  noch  kaum 
Werkzeuge und Standards durchgesetzt. Dabei wurden in diesem 
Bereich schon viele Forschungsprojekte durchgeführt und Benut-
zungsschnittstellen  konstruiert.  Besonders  interessant  wäre  für 
diese  Systeme  eine  einheitliche  User  Interface  Description 
Language  (UIDL).  Mit  einer  standardisierten  und  abstrahierten 
Beschreibungssprache für Benutzungsschnittstellen könnten sich 
Entwickler auf den Designprozess konzentrieren, ohne für jedes 
Projekt  von  Details  einer  hardwarenahen  Implementierungs-
sprache aufgehalten zu werden.
Dies ist auch einer der Gründe, aus denen die ersten UIDLs für 
graphische  WIMP  Oberflächen  erfunden  wurden.  Ein  weiterer 
Zweck dieser Beschreibungssprachen ist die leichtere Kommuni-
kation  zwischen  den  Stakeholdern.  Durch  die  abstraktere 
Beschreibung der  Schnittstellen  ist  es  möglich,  dass  Laien und 
Experten sich auf hohem Niveau über Dialoge und darin verwen-
dete Interaktionselemente austauschen. Außerdem ermöglicht eine 
solche  Hochsprache  die  (semi-)automatische  Generierung  einer 
Implementierung  in  einer  beliebigen  Sprache,  wenn  dies  von 
einem Entwicklungswerkzeug unterstützt wird.[1]
Zur  weiteren  Motivierung  von  Beschreibungssprachen  wird 
zunächst auf die zurückliegende Entwicklung von Techniken und 
Werkzeugen zur Gestaltung von Benutzungsschnittstellen einge-
gangen, wie sie auch in [2] dargelegt wird.
Wie  bereits  erwähnt,  werden  heutige  Computersysteme  vom 
WIMP  Paradigma  dominiert.  Dabei  wird  die  Darstellung  von 
Anwendungsfenstern  und  die  Interaktion  mit  den  zugehörigen 
Anwendungen  auf  dem System  von  einem  zentralen  Window 
Manager koordiniert. In Windows und MacOS sind diese in das 
Betriebssystem fest integriert,  aber in vielen unixoiden Betriebs-
systemen  kann  ein  X  Window  Manager  frei  gewählt  werden. 
Allerdings ist die direkte Erstellung von graphischen Benutzungs-
oberflächen (GUI) für Window Manager sehr aufwendig, deshalb 
wurden bereits in den 80er Jahren  Window Toolkits entwickelt. 
Diese bieten neben Bibliotheken für interaktive Elemente der GUI 
auch  Architektur-Frameworks,  um  die  Operationen  dieser 
Elemente  zu  steuern.  Insgesamt  wird  es  so  leichter  möglich, 
konsistente  Oberflächen  für  verschiedenste  Anwendungen  zu 
erstellen.  Auf  diesen  Window  Toolkits  bauen  die  heute  weit 
verbreiteten  Interface Builder auf. Das sind interaktive, graphi-
sche  Werkzeuge  mit  denen  GUIs  einfach  „gezeichnet“  werden 
können. 
Zwei weitere wichtige Erfindungen im Zusammenhang mit GUIs 
sind Event-driven languages und objektorientierte Programmier-
sprachen. Das Event-Driven Programmierparadigma ist gut für 
graphische  Oberflächen  geeignet,  da  es  auf  dem Model-View-
Controller  Design  Pattern  beruht:  Die Oberfläche wird  für  sich 
erstellt  und  löst  bei  direkter Manipulation  durch  den  Benutzer 
Ereignisse aus. Die ausgelösten Ereignisse werden daraufhin vom 
zuständigen  Eventhandler  empfangen.  Der  Eventhandler 
wiederum sorgt  für  die  Ausführung  der  entsprechenden  Funk-
tionen.  Das  objektorientierte  Programmierparadigma 
ermöglicht außerdem eine sichere Kapselung der einzelnen betei-
ligten Elemente.[3]
Weit  verbreitet  sind  auch  Skriptsprachen und  Markup Spra-
chen. Diese sind weniger mächtig als echte Programmiersprachen, 
sind also leicht zu erlernen und auch für „Nicht Programmierer“ 
geeignet. Noch bedeutender ist, dass sie erst zur Laufzeit ausge-
wertet  werden  und  dadurch  dynamische  Veränderungen  der 
Oberfläche ermöglichen. Durchgesetzt haben sich bei den Skript-
sprachen JavaScript, Python und Perl, es werden aber auch viele 
Andere verwendet. Bei den Markup Sprachen hat sich XML als 
Metasprache durchgesetzt und so gut wie alle aktuellen Markup-
sprachen  wie  zum  Beispiel  XHTML,  SVG  und  SMIL  nutzen 
XML Syntax.
Neben diesen erfolgreichen Techniken gibt es auch noch ein paar 
Ansätze der Human-Computer-Interaction (HCI)  Forschung,  die 
bis  heute  nur  wenig  Verbreitung  gefunden  haben.  Zu  diesen 
zählen  zum  Beispiel  User  Interface  Management  Systeme 
(UIMS). Ein UIMS ist eine zentrale Verwaltungseinheit, die nach 
dem  Vorbild  von  Datenbankmanagementsystemen  die  Benut-
zungsschnittstellen  verwaltet.  Die  dabei  entwickelten  abstrakten 
Beschreibungssprachen  wurden  auch  als  Grundlage  für  den 
modellgetriebenen  Ansatz weiterentwickelt,  der  in  Kapitel  3 
genauer betrachtet wird.
Für  den  Erfolg,  beziehungsweise  Misserfolg,  der  einzelnen 
Ansätze sind nach  [2] vor allem der Aufwand der Einarbeitung 
und  Benutzung verantwortlich.  Dadurch  haben  sich  gerade  die 
Systeme durchgesetzt,  mit  denen  eine  zufriedenstellende  Ober-
fläche  mit  geringstem  Aufwand  erstellt  werden  kann.  Da  das 
WIMP Paradigma mit Bildschirm, Maus und Tastatur für Personal 
Computer zum de-facto Standard wurde,  waren damit flexiblere 
Ansätze, wie UIMS und modellbasierter Ansatz, unnötig kompli-
ziert.  Mit  den  ubiquitären  Systemen  steht  allerdings  ein 
Aufbrechen  dieses  Standards  bevor,  was  eine  Renaissance  für 
flexiblere Techniken bedeuten könnte.
2. ANFORDERUNGEN
Im nächsten Abschnitt werden wichtige Eigenschaften ubiquitärer 
Systeme vorgestellt und die daraus resultierenden Anforderungen 
an Benutzungsschnittstellenbeschreibungen abgeleitet.
2.1 Ubiquitäre Systeme
Ubiquitäre  Systeme sind  Systeme,  die  nicht  mehr  als  explizite 
Computersysteme wahrgenommen werden,  sondern  als  Teil  der 
Umgebung. Es sind Systeme die transparent in unsere Umgebung 
eingebettet sind oder so alltäglich geworden sind, dass wir sie nur  
noch als gewöhnlichen Gegenstand und nicht mehr als Computer 
wahrnehmen. [4]
Dazu ist nicht nur ein ubiquitäres Vorhandensein von Computern 
notwendig, sondern auch intuitive, möglichst nicht wahrnehmbare 
Benutzungsschnittstellen. Das bedeutet insbesondere eine Abkehr 
vom alten WIMP Paradigma mit Fenstern und Icons, die mit der 
Maus und Tastatur kontrolliert werden. Denn diese Interaktions-
technik  ist  so  typisch  für  Personal  Computer  (PC),  dass  viele 
Nutzer nicht den PC selbst sondern nur die Ein- und Ausgabege-
räte  Bildschirm,  Maus  und  Tastatur  als  PC  wahrnehmen.  In 
ubiquitären  Systemen  werden  noch  Displays  verwendet,  diese 
können allerdings mit Bildschirmdiagonalen von wenigen Zenti-
metern  bei  Mobiltelefonen  bis  zu  mehr  als  zwei  Metern  bei 
Electronic  Whiteboards  stark variieren.  Auch werden  diese  mit 
neuen  Interaktionstechniken  wie  Multitouch  (z.B.  IPhone  von 
Apple) oder Körpergesten (z.B. Kinect von Microsoft) gesteuert. 
Insgesamt können wir feststellen,  dass ubiquitärer Systeme sehr 
heterogene  Benutzerschnittstellen  besitzen. 
Da es für den Menschen natürlich ist, durch mehrere seiner Sinne  
gleichzeitig seine Umgebung wahrzunehmen, ist es für ihn auch 
intuitiver mit dem System über mehrere seiner Sinne zu intera-
gieren.  Deshalb  ist  Multimodalität eine  wichtige  Eigenschaft 
ubiquitärer Systeme, die in heutigen Werkzeugen zur Entwicklung 
von  Benutzungsschnittstellen  noch  kaum  Beachtung  gefunden 
hat.[2]
Eine  besondere  Ausprägung  von  User  Interfaces  ubiquitärer 
Systeme sind die Tangible User Interfaces (TUI). Diese können 
als  mechanische  Benutzungsschnittstellen  gesehen  werden,  wie 
klassische Werkzeuge zum Anfassen, deren Funktion aber durch 
Software  definiert  wird.  Ein  Beispiel  für  ein TUI ist  die  soge-
nannte Tangible  Workbench „Urban Planing System“ (Urp)  [5] 
bei der physische Gebäudemodelle auf einem Display als Unter-
grund  beliebig  platziert  werden  können  und  das  Display zeigt 
dazu  den  entsprechenden  Schattenwurf  der  Gebäude  oder  die 
Windströmungen  zwischen  den  Gebäuden  an.  Genutzt  werden 
kann dieses System zur Stadtplanung. Die Aufgabe des Compu-
ters ist in diesem System die Position der platzierten physischen 
Objekte kontinuierlich zu überwachen und die Displayanzeige bei 
Veränderung  der  Gebäudepositionen  neu  zu  berechnen.  Die 
Modelle sind somit als eine Art Eingabegerät und zusammen mit 
der Workbench als Benutzungsoberfläche anzusehen. Eine solche 
Oberfläche  zu  beschreiben  wäre  mit  einer  darauf  angepassten 
Beschreibungssprache noch relativ leicht möglich, aber die Einga-
begeräte  können  bei  TUIs  beliebig  definiert  sein.  So  wäre  es 
denkbar, dass nicht mehr Position und Umrisse der Gebäudemo-
delle als Eingabe dienen, sondern ihre Temperatur, Beleuchtung 
oder beliebige andere Sensoren, die eine völlig andere Bedeutung 
besitzen.  Klassische Ansätze für WIMP Oberflächen gehen von 
den  Standardeingabegeräten  Tastatur  und  Maus  aus,  mit  denen 
eine  begrenzte  Anzahl  von  Symbolen  eingegeben  beziehungs-
weise  auf  Bildsymbole  gezeigt  und  diese  ausgewählt  werden 
können. Bei TUIs können Eingabesignale aber beliebige Bedeu-
tung  besitzen.  Eine  Beschreibungssprache  müsste  also  auf 
Signalebene  basieren  oder  speziell  auf  einzelne  Eingabegeräte 
angepasst  sein.  Einen  Ausweg  bietet  hier  die  modellbasierte 
Entwicklung, die mit verschiedenen Abstraktionsebenen arbeitet. 
Sie wird in Kapitel 3 genauer vorgestellt.
Eine  weitere  Herausforderung  für  neue  Systeme  stellt  sich  in 
Form von  Spracheingabe und  Gestenerkennung.  Dabei  muss 
das  Eingabegerät  kontinuierlich  vom  Computer  überwacht 
werden,  um festzustellen,  ob eine Eingabe gemacht  wurde oder 
nicht. Das bedeutet, dass die Anwendung nicht mehr einfach nur 
auf Ereignisse  vom Eingabegerät warten kann, um gegebenenfalls 
auf diese zu reagieren, sondern es sind komplexe Analysen nötig, 
um  das  Auftreten  von  Eingabebefehlen  überhaupt  erst  festzu-
stellen.   Das Ergebnis  der  Analyse ist  dabei  aber kein sicherer 
boolescher Wert, sondern nur ein Wahrscheinlichkeitswert,  dass 
gerade eine bestimmte Geste  oder  ein  bestimmter  Sprachbefehl 
vom Anwender ausgeführt  wurde. Dabei bietet es sich an, diese 
Logik als eigene Zwischenschicht auszulagern – im MVC Pattern 
wäre dies  der  Controller.  Der Controller  könnte  dabei  in  Form 
eines User Interface Managementsystem realisiert werden.
Eine ausgeprägte Zwischenschicht ist auch bei der Migration von 
User Interfaces notwendig.  Die Grundidee von  Migratory User 
Interfaces ist  es  dem  Anwender  zu  ermöglichen,  reibungslos 
zwischen  verschiedenen  Oberflächen  zu  wechseln,  ohne  dass 
seine  zu  diesem  Zeitpunkt  laufende  Aktivität  unterbrochen 
werden muss, um auf der neuen Oberfläche den gleichen System-
zustand wie auf der alten Benutzungsoberfläche herzustellen. [6]
Die  Migratory  User  Interfaces  sind  somit  ein  Spezialfall  der 
Multimaschinen Systeme, da dort verschiedene Geräte involviert 
sind. Ein weiterer Aspekt ubiquitäre Systeme sind Multipersonen 
Umgebungen.  Ein  mögliches  Szenario  ist  dabei,  dass  mehrere 
Personen an einem elektronischen Whiteboard oder einem Micro-
soft  Surface  arbeiten  und  die  Eingaben  jeder  einzelnen  Person 
erkannt und dieser zugeordnet werden. Mit klassischen Methoden 
ist ein erheblicher Entwicklungsaufwand notwendig,  um dies zu 
unterstützen.  Es  muss  erkannt  werden,  welche  Person  eine 
Eingabe gemacht hat und für jede Person muss ein individueller 
Dialog zwischen der Einzelperson und dem System - beziehungs-
weise  zwischen  den  Benutzern  -  modelliert  und  koordiniert 
werden.
In  [7] wird  folgende  Klassifizierung  von  Interaktionsmecha-
nismen in der Domäne der ubiquitären Systemen  vorgeschlagen:
Physisch  manipulierbare Schnittstellen, die über Sensoren wie 
zum  Beispiel  Beschleunigungs-,  Licht-  oder  Drucksensoren 
Aktion  wahrnehmen,  bei  denen  der  Nutzer  Objekte  physisch 
drückt, schiebt, schwenkt oder nebeneinander stellt um Befehle zu 
übermitteln.  Ein  Beispiel  hierfür  wäre  die  Zoomfunktion  eines 
Mobiltelefons, die abhängig von der Entfernung zwischen Handy 
und Nutzer ist. Die möglichen Aktionen können in drei Unterkate-
gorien  eingeteilt  werden:  Änderung  der  räumlichen  Lage, 
Änderung  der  strukturellen  Eigenschaften  und  Änderung  der 
Beziehungen zwischen den Objekten.
Eingebettete  "abgeleitete"  Schnittstellen,  die  das  Vorhanden-
sein  oder  die  Position  von  Objekten  mittels  RFID  oder 
Computervision bewerkstelligen. Beispielsweise wird beim bereits 
erwähnten Urban Planing System URP die Position der Modelle 
durch eine Kamera bestimmt.
Interaktion, die entsteht,  indem der Nutzer von der Umwelt 
wahrgenommen  wird.  Beispiele  sind  hier  Kamerasysteme  an 
öffentlichen Plätzen, Verkehrsüberwachung oder das Smart Home 
- einem intelligenten Haus. 
Eine  weitere  mögliche  Kategorisierung  ist  die  Bewusstheit  der 
Interaktion mit einem Computer. Es kann sein, dass der beobach-
tete Mensch sich der Überwachung vollständig bewusst ist, diese 
nur sporadisch wahrnimmt oder überhaupt nicht bemerkt.
Bei  der  vorgenommen  Kategorisierung  ist  zu  bemerken,  dass 
ubiquitäre Systeme bei [7] auch als Paradigma der „unsichtbaren 
Schnittstellen“ bezeichnet wird. Das heißt, dass klassische GUIs 
bewusst nicht in die Einteilung aufgenommen wurden. Diese sind 
aber  in  anderen  Definitionen  für  ubiquitäre  Systeme  enthalten, 
wie zum Beispiel  bei Migratory User Interfaces, die graphische 
Oberflächen von Gerät zu Gerät migrieren.
2.2 Ubiquitäre UIDL
Nach der Betrachtung der Eigenschaften ubiquitärer Systeme im 
Allgemeinen,  werden  nun  die  Anforderungen  an  Techniken  für 
die  Erstellung  von  Benutzungsschnittstellen  abgeleitet.  Dabei 
wird  speziell  auf  die  Anforderungen  von  Non-WIMP  UIs  im 
Vergleich  zu  WIMP  GUIs  eingegangen.  Der  Vergleich  von 
Benutzungsschnittstellen,  die  nicht  dem  WIMP  Paradigma 
entsprechen,  mit  Benutzungsschnittstellen,  die  diesem  entspre-
chen, wurde auch schon in [8] durchgeführt und kam auf folgende 
Anforderungen:
• parallele, asynchrone, multimodale Dialoge
• kontinuierliche und diskrete Ein- und Ausgaben
• Wahrscheinlichkeitswerte als Eingabe
• Echtzeitanforderungen
• non command-based
Im folgenden  werden  diese fünf  Anforderungen  den  bisherigen 
impliziten Annahmen für WIMP GUIs gegenübergestellt:
Ein- und Ausgabe über einen Thread  versus parallele,  asyn-
chrone,  multimodale  Dialoge. Klassische  Window  Manager 
basieren  auf  einer  einzelnen  Schleife,  die  zunächst  Eingaben 
entgegen  nimmt,  diese  Verarbeitet  und  daraus  eine  Ausgabe 
erstellt, die dann meist auf den Bildschirm gezeichnet wird. Multi-
modale  Dialoge  könnten  mit  diesem Ansatz  noch  relativ  leicht 
konstruiert werden, wenn man ein Werkzeug hat, das die unter-
schiedlichen Dialogmodi übersichtlich und einheitlich verwalten 
kann. Aber bei parallelen Dialogen, wenn zum Beispiel mehrere 
Benutzer unabhängige Dialoge mit dem System führen, wird eine 
komplexe Dialogverwaltung notwendig,  die jede Eingabe einem 
Nutzer mit eigenem Dialogstatus zuordnet.
Diskrete Events  versus kontinuierliche und diskrete Ein- und 
Ausgaben. Wie in der Einleitung bereits erwähnt,  sind diskrete 
Events  eine wichtige Technik für den Umgang mit graphischen 
Oberflächen,  da diese eine simple Dialogbeschreibung ermögli-
chen.  Es lassen sich damit  zwar auch kontinuierliche  Eingaben 
beschreiben  wie  zum Beispiel  die   einer  Scrollbar,  jedoch  ist 
deren Beschreibung vergleichsweise umständlich, da die kontinu-
ierliche  Beziehung  quantisiert  und  in  diskrete  Events 
umgeschrieben wird. Intuitiver wäre zum Beispiel eine Beschrei-
bung  durch  ein  Datenflussdiagramm mit  Constraints,  mit  dem 
kontinuierliche  Datenströme in  eine  funktionale  Beziehung  mit 
internen Variablen gesetzt werden. Da aber nicht nur kontinuier-
liche  Eingabeströme,  sondern  auch  diskrete  Eingaben,  in 
ubiquitären Systemen auftreten können,  ist  eine reine Beschrei-
bung  durch  Datenströme  auch  nicht  wünschenswert,  sondern 
idealerweise ein Modell, das Beschreibungsarten ermöglicht.
Eindeutige  Eingaben versus  Wahrscheinlichkeitswerte  als 
Eingabe.  Heute übliche Techniken verwenden auch keine Wahr-
scheinlichkeitswerte als Eingabe, wie sie bei Spracheingaben und 
Gestenerkennung auftreten. Hier wird üblicherweise ein arbiträrer 
Schwellwert  für  die  Wahrscheinlichkeit  festgelegt,  ab  dem die 
Eingabe  als  erkannter  Event  weitergeleitet  wird.  Bei  multimo-
dalen  Dialogen  wäre  aber  eine  genauere  Erkennung  möglich, 
wenn man auch in der abstrakteren Beschreibung mit Wahrschein-
lichkeiten  arbeiten  könnte,  da  durch  Einbeziehung  mehrerer 
unterschiedlicher Eingabekanäle eine genauere Analyse der Inten-
tion  des  Anwenders  möglich  wird.  Zum  Beispiel  ist  es 
wahrscheinlicher,  dass ein Mensch eine Spracheingabe gemacht 
hat, wenn eine Kamera feststellt, dass er seinen Mund bewegt hat.
Reihenfolge wichtiger als Zeit (sequentiell) versus  Echtzeitan-
forderungen  mit  Deadlines  für  Berechnungen.  In  einem 
klassischen Dialog,  wie er zum Beispiel für einen Druckauftrag 
nötig ist, ist die sequentielle Reihenfolge von primärer Bedeutung. 
Also dass man erst den Drucker einstellt, dann die Druckereinstel-
lungen  und  dann  erst  den  „Drucken“  Button  betätigt.  Bei 
ubiquitären  Systemen  steigt  dagegen  die  Bedeutung  von  Echt-
zeitanforderungen. Nicht nur weil den Nutzern durch Wartezeiten 
bewusst  wird,  dass sie mit Computern und nicht  mit  gewöhnli-
chen  Gegenständen  interagieren,  sondern  auch  wegen  der 
Multimodalität der Dialoge, bei der verschiedenen Eingabekanäle 
in zeitliche Beziehung gesetzt werden müssen. Um korrekt inter-
pretiert zu werden, muss zum Beispiel der Sprachbefehl an einen 
Roboter „Gehe hierhin!“ mit der Gestenanalyse des Kamerabildes 
synchronisiert sein, da sich der Kontext zum nächsten Zeitpunkt 
schon wieder verändert haben könnte.
Explizite  Eingabebefehle versus  passives  Beobachten  des 
Nutzers ("non command-based"). In ubiquitären Systemen kann 
es  auch  sein,  dass  das  System  keine  expliziten  Befehle  mehr 
bekommt. So wird von einem Smart Home erwartet sich auf den 
Nutzer  einzustellen,  ihm  seine  Wünsche  vorweg  zu  nehmen, 
bevor  er diese befehlen muss.  Denkbar  wäre ein Haus,  das die 
Helligkeit  im Raum unterschiedlich  regelt,  je  nachdem ob sich 
eine Person im Raum befindet oder nicht.  Die weit verbreiteten 
Werkzeuge  für  graphische  Benutzungsschnittstellen  bieten  für 
nicht befehlbasierte Aufgaben natürlich keine Unterstützung,  da 
diese mit  den  typischen  Eingabegeräten  für  Personal  Computer 
nicht möglich sind.
Zusammenfassend  können  wir  feststellen,  dass  die  bisherigen 
Techniken nicht für die Beschreibung von Schnittstellen ubiqui-
tärer Systeme ausreichen und deshalb erweitert  werden müssen. 
Dabei sollte aber möglichst die Unterstützung bisheriger WIMP 
Oberflächen  erhalten  bleiben,  da  auch  diese  in  der  Domäne 
Verwendung finden. 
Die  Verschiedenartigkeit  der  Schnittstellen  verhindert,  dass   es 
eine  einfache  Beschreibungssprache  geben  kann,  mit  der  alle 
Schnittstellentypen  exakt  beschrieben  werden  können.  Deshalb 
muss  mit  mehreren  Beschreibungssprachen  gearbeitet  werden. 
Dabei erscheint es sinnvoll, mit einer abstrakten Modellierung der 
Oberfläche  zu  arbeiten,  aus  der  schrittweise  Beschreibungen 
verschiedener  konkreter  Oberflächen  abgeleitet  werden.  Dieses 
hierarchische  System von  Modellierungen  wird  modellbasierter 
Ansatz  genannt  und   er  wird  aufgrund  seiner  Bedeutung  im 
folgenden Kapitel genauer vorgestellt.
3. Der Modellbasierte Ansatz
Für  den  Modellbasierten  Ansatz  gibt  es  zwei  Hauptentwick-
lungsströme. Zum einen der Entwicklungsstrang der von Model-
Driven  Architecture  (MDA)  der  Object  Management  Group 
(OMG) abstammt  [9],  zum anderen die  Weiterentwicklung von 
User  Interface  Management  Systemen  aus  der  HCI  Forschung 
[10].  Die erste  Entwicklungsrichtung kommt aus dem Software 
Engineering und ist in diesem Bereich durch die Bestrebungen der 
OMG bereits  recht  gut  standardisiert.  Allerdings  liegt  dort  der 
Schwerpunkt  auf de Anwendungsentwicklung mit  WIMP-Ober-
flächen.  Deshalb  wird  im Weiteren  nur  auf  Model-based  User 
Inteface  Development  Environments  (MB-UIDE)  aus  der  HCI 
Forschung eingangen, die aus den besagten User Interface Mana-
gement Systemen hervorgegangen sind.
Für  die  UI-Domäne  ist  die  Hoffnung,  dass  MD-UIDE es auch 
Programmierern ermöglicht  Benutzungsschnittstellen  für Endge-
räte zu beschreiben, mit denen sie nicht tiefgreifend vertraut sind. 
Mit diesem Ansatz soll es möglich sein aus einer Modellierung 
automatisch  hochwertige  Benutzungsschnittstellen  für  verschie-
dene Endgeräte zu generieren [2].
Die  Generierung  der  Benutzungsschnittstellen  erfolgt  dabei 
schrittweise  durch  Modelltransformation.  Beispielsweise  wird 
möglichst automatisch aus einer Beschreibung der verschiedenen 
Aufgaben,  die mit dem Programm durchgeführt  werden können 
(Task  Model),  eine  plattformunabhängige  Beschreibung  der 
Benutzungsschnittstellen (Abstract Presentation Model) generiert, 
die  dann  weiter  zum  implementierungsunabhängigen  Concrete 
Presentation  Model  und  schließlich  zum Final  UI transformiert 
wird. Jede Modelltransformation soll idealerweise auch rückwärts 
möglich sein (reverse engineering). Die verschiedenen Abstrakti-
onsstufen  für  Modelle  werden  in  Tabelle  1,  von  abstrakter  zu 
konkreter Modellierung dargestellt. Bei einer idealen MD-UIDE 
kann  dabei  ein  beliebiges  Modell  erstellt  werden  und  daraus 
werden schrittweise die darüber befindlichen Modelle generiert, 
um anschließend wieder  schrittweise  von  abstrakt  nach konkret 
alle gewünschten Benutzungsschnittstellen abzuleiten. [10]
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ist ein <uiml> Tag. Darunter können sich folgende Toplevel-Ele-
mente befinden:
• <head>        Metadaten für das Dokument
• <interface>   UI Beschreibung
• <peers>        Abbildung der Beschreibung auf konkrete 
       Plattformen
• <templates> Möglichkeit  um  Teilelemente  wiederzu
       verwenden
Unter dem <peers> Element wird die Abbildung von UIML auf 
eine oder mehrere konkrete Benutzungsschnittstellen definiert. Im 
Idealfall kann hier auf vordefinierte Mappings von den Rendering 
Engines zurückgegriffen werden, die zum Einsatz kommen sollen.
Unter dem <interface> Element wird die Benutzungsschnittstelle 
beschrieben. Dazu werden nochmals vier Elemente verwendet:
<structure> ermöglicht eine hierarchische Gliederung der Teile 
(Parts) einer Benutzungsschnittstelle. Für jede Geräteklasse kann 
eine eigene Struktur erstellt werden, die auch zur Laufzeit mani-
puliert  werden  kann.  Eine  solche  Gliederung  entspricht  einem 
Dialogmodell. 
<content>  beinhaltet  Inhaltselemente,  die  konstant  definiert 
werden  und  an  beliebiger  Stelle  der  Benutzungsschnittstelle 
verwendbar sind. Beispiele hierfür sind Graphiken oder Texte. Es 
wird damit auch eine Anpassung an verschiedene Nutzergruppen 
unterstützt.
<behavior>  Elemente besitzen eine Menge von <rule> Kindele-
menten.  <rule>  Elemente  bestehen  ihrerseits  aus  Bedingungen 
und  Aktionen.  Die  Bedingungen  können  reine  Ereignisse  sein 
oder  Ereignisse  mit  Nebenbedingungen.  Die  Aktionen  können 
Elemente aus <style> oder <structure> verändern, Methoden der 
Anwendungslogik aufrufen oder neue Ereignisse feuern. Natürlich 
können die Aktionen einzeln, mehrfach oder gemischt auftreten.
<style> wurde in Anlehnung an CSS Stylesheets konzipiert. Unter 
diesem Element  können  Eigenschaften von  Elementen  definiert 
werden. Da diese als <property > Elemente beschrieben und die 
Namen der Eigenschaften nur  Attribute  sind,  bleibt  UIML sehr 
flexibel im Bezug auf die Zielplattform.
Beispielsweise  erzeugt  ein  VoiceXML Renderer  aus folgendem 
UIML Code
<?xml version="1.0"?> 
<!DOCTYPE uiml PUBLIC "-//Harmonia//DTD UIML 3.0 
Draft//EN"   "http://uiml.org/dtds/UIML3_0a.dtd"> 
<uiml> 
  <interface> 
    <structure> 
      <part id="TopHello"> 
        <part id="hello" class="helloC"/> 
      </part> 
    </structure> 
    <style> 
      <property part-name="TopHello" name="rendering"> Container 
</property> 
      <property part-name="TopHello" name="content"> Hello 
</property> 
      <property part-class="helloC"  name="rendering"> String 
</property> 
      <property part-name="hello"    name="content"> Hello World! 
</property>
    </style> 
  </interface> 
  <peers>
    <presentation id="VoiceXML"> 
      <d-class id="Container" maps-to="vxml:form"/> 
      <d-class id="String" maps-to="vxml:block"> 
        <d-property id="content" maps-to="PCDATA"/> 
      </d-class> 
    </presentation>
  (...)
  </peers> 
</uiml> 
folgende Ausgabe:
<?xml version="1.0"?> 
<vxml> 
  <form> 
    <block>Hello World!</block> 
  </form> 
</vxml>
[16]
4.3 Bewertung
Designziel von UIML ist es unter anderem eine Spezifikation zu 
bieten, die auf unterschiedliche Endgeräte abgebildet werden kann 
und trotzdem geeignet  ist  von Personen mit geringen  Program-
mierkenntnissen verwendet zu werden. Es wird auch erwähnt, das 
mit der Sprache Multimodalität unterstützt werden könne, indem 
man eine Erweiterung für SMIL erstellt. Dies erlaubt die UIML 
Spezifikation,  aber  bisher  wurde  hierzu  noch  keine  Forschung 
betrieben [17].
Trotz des sehr flexiblen Ansatzes unterstützt UIML nicht explizit  
die  in  Kapitel  2.2  vorgestellten  Eigenschaften  von  Non-WIMP 
Benutzungsschnittstellen,  da  unter  Anderem diskrete  Ereignisse 
und eindeutige Eingaben vorausgesetzt werden. [18]
Insgesamt ist diese sehr praxisorientierte Sprache sehr gut für die 
Beschreibung  beliebiger  klassischer  Benutzungsschnittstellen 
inklusive Sprachdialogen geeignet und hat entsprechende Verbrei-
tung  in  Open  Source  Projekten  und  Forschungsprojekten 
gefunden [19].
5. XIML 
5.1 Einführung
Die  eXtensible  Interface  Markup  Language  (XIML)  ist  eine 
XML-Sprache, die von der Firma Redwhale Software 1999 zwei 
Jahre  lang  entwickelt  wurde.  Im  Jahr  2001  wurde  das  XIML 
Forum gegründet, das die Sprache der Industrie und Wissenschaft 
für  Forschungszwecke  zugänglich  machen  soll.  Laut  Roadmap 
soll  die  Sprache  in  einer  späteren  Phase  für  kommerzielle 
Produkte eingesetzt werden können um dann eine offizielle Stan-
dardisierung  zu  ermöglichen.  Allerdings  ist  das  noch  nicht 
geschehen, und das „XIML Starter Paket“ mit allen verfügbaren 
Veröffentlichungen  und  Werkzeugen  darf  bis  heute  nur  für 
Forschungszwecke verwendet werden. [20]
5.2 Struktur
XIML ist wie UIML eine Metasprache. Allerdings hat XIML den 
Anspruch  noch  universeller  zu  sein,  da  es  auch  Kontextdaten 
erfasst,  knowledge-based  Systems  unterstützt  und  auf  Ausfüh-
rungs- und Bewertungsfunktionen abzielt [18]. Denn das Ziel von 
XIML  ist  es  eine  allgemeine  Repräsentation  interaktionsbezo-
gener  Daten  zu  Verfügung zu stellen.  Deshalb  kann  XIML als 
eine  Art  Metamodell  des  modellbasierten  Ansatzes  gesehen 
werden, mit dem sämtliche Komponenten aus Kapitel 3 verwirk-
licht  werden  können,  die  sich  beliebig  im  Modellierungsraum 
(vgl. Abb. 2) befinden können.
Ermöglicht wird dies durch die Grundstruktur aus Komponenten 
(Components),  Relationen  (Relations)  und  Eigenschaften (Attri-
butes). 
Komponenten bestehen  aus  einer  Menge  von  Interface 
Elementen.  Mit einer Komponente soll je ein Aspekt der Interak-
tionsdaten  modelliert  werden.  In  XIML  werden  fünf  solcher 
Komponenten vordefiniert, es können aber beliebig viele weitere 
definiert werden. Die vorgegeben Komponenten sind:
• Task. Die Task Komponente stellt ein Task Modell dar, 
mit dem Aufgaben des UI mit ihren Teilaufgaben hierar-
chisch  dargestellt  werden  können.  Jedes  Element 
besteht dabei aus Name, Ziel, Vor- und Nachbedingung. 
Außerdem  kann  eine  Ausführungsreihenfolge  ange-
geben werden.
• Domain. Das  Domäne  Modell  ist  eine  Ontologie  der 
Domäne,  also  eine  strukturierte  Darstellung  der  rele-
vanten Daten und Datentypen. Die Daten können dabei 
sowohl einfache als auch komplexe (zusammengesetzte) 
Elemente sein.
• User. Das Benutzermodell beschreibt die hierarchischen 
Benutzer  und  Benutzergruppen.  Dabei  beschreiben 
Attribut-Wert Paare  die Eigenschaften diese Benutzer. 
Hier definierte Elemente können zum Beispiel im Task 
Modell  verwendet  werden,  um  Benutzern  bestimmte 
Aufgaben zuzuordnen.
• Presentation. Das  Präsentationsmodell  stellt  alle 
konkreten Elemente einer Benutzungsschnittstelle durch 
eine  Hierarchie  dar.  Die  Elemente  können  graphisch 
sein,  wie Buttons oder Eingabefelder,  aber auch Non-
WIMP Schnittstellenelemente wären denkbar.
• Dialog. Das Dialog Modell  beschreibt  strukturiert  die 
Interaktionsmöglichkeiten  des Benutzers.  Ein  Element 
besteht  dabei  aus  einem  Namen  (Name),  einem  Ziel 
(Goal), einem oder mehreren Bedingungen (Condition), 
einer  Art  der  Interaktion  (Interaction  Technique)  und 
gegebenenfalls  Reaktionen  (Response)  als  Kindele-
mente.
Die  Relation ist ein weiteres wichtiges Grundelement in XIML. 
Durch Relationen  werden die  Komponenten  untereinander  oder 
Elemente von einzelnen oder mehreren Komponenten verbunden. 
Darüber hinaus spezifiziert XIML keine Semantik für Relationen, 
das heißt Werkzeuge und Anwendungen müssen die Bedeutung 
von Relationen für sich festlegen und interpretieren. Mit Hilfe von 
Attributen können Elementen Eigenschaften zugewiesen werden. 
[18][20]
5.3 Bewertung
XIML ist ein sehr flexibles Model,  das versucht eine Modellie-
rung  aller  Aspekte  von  Benutzungsschnittstellen  abzudecken. 
Allerdings ist die Sprache durch diese Flexibilität teilweise unter-
spezifiziert. Zum Beispiel sind Relationen nur als Verbindungen 
definiert  und können so von Programmen unterschiedlich inter-
pretiert werden. Dies führt dazu, das keine Portabilität zwischen 
Werkzeugen gewährleistet ist und hemmt somit die Entwicklung 
als Standard. 
Zur  Verwirklichung des modellbasierten Ansatzes ist aber  nicht 
nur die Modellierung aller möglichen Komponenten von Benut-
zungsschnittstellen nötig, sondern auch deren Transformation. Da 
in XIML nicht vorgegeben wird, welche Modelle in einer Schnitt-
stellenspezifikation  enthalten  sein  müssen,  ist  es  prinzipiell 
möglich, dies auf den vorgestellten, modellbasierten Ansatz anzu-
wenden.  Allerdings  wurde  auch  hier  noch  keine  Methodik 
definiert,  wie Modelltransformationen beschrieben und durchge-
führt werden können. 
Ein weiteres Problem von XIML ist, dass sich keine Community 
gebildet hat. Ein Grund könnte hierfür sein, dass das Projekt keine 
aktive Forschergruppe hinter sich stehen hat, sondern ein gewinn-
orientiertes Unternehmen ohne Interesse an nicht kommerziellen 
Veröffentlichungen.  So  wurde  das  XIML  Starter  Paket  seit 
Anfang 2002 nicht mehr aktualisiert.
Neben  diesen  Problemen  ist  XIML  sehr  flexibel  und  könnte 
dadurch  eine  Vielzahl  von  Benutzungsschnittstellen  ubiquitärer 
Systeme beschreiben.  Leider  ist  aufgrund  des geringen  wissen-
schaftlichen und allgemeinen Interesses nur schwer abzuschätzen, 
zu  was  diese  Sprache  noch  fähig  wäre,  da  dafür  erst  weitere 
Komponenten definiert und analysiert werden müssten.
6. MARIA XML
6.1 Einführung
Die  Model-based  lAnguage  foR  Interactive  Applications 
(MARIA) ist eine Metasprache, die den Anforderungen des EU 
Projekts  genügt. Entworfen wird MARIA am Institute of Infor-
mation Science and Technologies des Consiglio Nazionale delle 
Ricerche  (ISTI/CNR)  in  Pisa,  Italien  [21].  MARIA basiert  auf 
langjährig vorangegangener Forschung. So werden Elemente der 
Concurrent Task Tree Notation verwendet, die sich zu einer der 
weitesten verbreiteten Notationen für die Aufgabenmodellierung 
entwickelt hat [22]. Die Transformation Environment for inteRac-
tivE  Systems  representAtions  (TERESA)  diente  auch  als 
Grundlage  für  die  Entwicklung  von  MARIA.  MARIA  und 
TERESA stehen nicht nur für eine Metasprache, sondern für eine 
Entwurfsmethode die im Context Aware Modelling for Enabling 
and  Leveraging  Effective  interactiON  (CAMELEON)  [23] 
Forschungsprojekt erarbeitet wurde.
Parallel zur Sprache wird an einer Entwicklungsumgebung gear-
beitet,  die  sich  MARIA  Environment  (MARIAE)  nennt  und 
kostenlos  auf  der  Homepage  des   ISTI/CNR  herunter  geladen 
werden kann. Dafür ist nur eine Registrierung nötig. Es werden 
allerdings  keine  lizenzrechtlichen  Bedingungen  genannt. 
MARIAE  stellt  eine  graphische  Modellierungsoberfläche  für 
abstrakte und konkrete MARIA Modelle, die ineinander transfor-
miert  werden  können.  Die  Transformationen,  die  mit  diesem 
Werkzeug möglich  sind,  sind  in  XSL Dateien  beschrieben,  um 
eine flexible Erweiterung der Entwicklungsoberfläche zu ermögli-
chen.
6.2 Struktur
Die allgemeine Entwurfsmethode von MARIA wird in Abbildung 
2  dargestellt.  Dabei  wird  zunächst  ein  Task Modell  erstellt.  In 
diesem  hierarchischen  Aufgabenmodell  können  die  Aufgaben 
bereits eigenen Plattformen zugewiesen werden. 
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• Control Objekte bieten zweierlei Funktion. Entweder sie 
fungieren als Navigator um zwischen verschiedenen 
Präsentationen zu wechseln oder sie aktivieren Funk-
tionen der Anwendung.
Beispiel für ein AUI:
<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<interface xmlns="http://giove.isti.cnr.it"  
xmlns:xs="http://www.w3.org/2001/XMLSchema" xmlns:ns3="uri:xs"  
xmlns:ns4="http://schemas.xmlsoap.org/wsdl/" type="aui" schema-
version="1.4.8">
  <external_functions/>
  <data>
    <xs:schema finalDefault="" blockDefault="" elementFormDefault= 
"unqualified" attributeFormDefault="unqualified"/>
  </data>
  <presentation name="Presentation_1">
    <grouping hierarchy="false" ordering="false" 
continuous_update="false" id="P1_Campusnavigator" 
hidden="false">
      <grouping hierarchy="false" ordering="false" 
continuous_update="false" id="P1_Wegfindung" 
hidden="false">
        <single_choice cardinality="4" id="P1_Start_und_Ziel_festlegen" 
enabled="true" focus="false" hidden="false" 
continuous_update="false"/>
        <text_edit id="P1_Weg_anzeigen" enabled="true" focus="false" 
hidden="false" continuous_update="false"/>
      </grouping>
      <grouping hierarchy="false" ordering="false" 
continuous_update="false" id="P1_POI_Informationen" 
hidden="false">
         <text_edit id="P1_Raum_wÃ¤hlen" enabled="true" focus="false" 
hidden="false" continuous_update="false"/>
         <description id="P1_Info_suchen" enabled="true" focus="false" 
hidden="false" continuous_update="false"/>
         <text_edit id="P1_Info_anzeigen" enabled="true" focus="false" 
hidden="false" continuous_update="false"/>
       </grouping>
     </grouping>
  </presentation>
</interface>
Concrete User Interface
Um Redundanz zu vermeiden und die Verständlichkeit zu fördern 
wurden  im konkreten  Modell  Spezifikationen  weggelassen,  die 
bereits  im  abstrakten  Modell  definiert  wurden.  Das  heißt  im 
Concrete UI werden nur  noch Details der Umsetzung auf einer 
bestimmten  Plattform  konkretisiert.  Beispielsweise  kann  durch 
folgende  XML  Schema  Definition  ein  single_choise  selection 
Objekt durch weitere Kategorisierung ergänzt werden:
<xs:complexType name=“single_choice_type“>
  <xs:complexContent>
    <xs:extension base=“single_choise_type“>
      <xs:choice minOccurs=“1“ maxOccurs=“1“>
        <xs:element name=“radio_button“ type=“radio_button_type“/>
        <xs:element name=“list_box“ type=“list_box_type“/>
        <xs:element name=“drop_down_list“ type=“drop_down_list_type“/>
        <xs:element name=“image_map“ 
type=“mage_map_navigator_type“/>
      </xs:choice>
    </xs:extension>
  </xs:complexContent>
</xs:complexType>
[6]
6.3 Bewertung
MARIA hat  offensichtlich  eine hohe Einstiegshürde,  da Benut-
zungsschnittstellen  mit  vielen  verschiedenen  Modellen 
beschrieben  werden.  Außerdem wurde  bisher  keine  allgemeine 
Anleitung  für  MARIAE erstellt,  was aber  daran  liegt,  dass  die 
Version 1.0 des  Werkzeugs erst am 16. September 2010 veröf-
fentlicht  wurde.  Die  aktuelle  Version  1.2.6  wurde  am  2. 
Dezember 2010 zur Verfügung gestellt.  Es ist also zu erwarten, 
dass sich hier in den nächsten Monaten noch viel verbessern wird.
Die  Sprache  hat  eine  starke  Ausdruckskraft,  da  sie  als  Meta-
sprache konzipiert wurde. Nach eigener Angabe[6] wurden die in 
Kapitel  2.2  gestellten  Anforderungen  bei  der  Entwicklung 
beachtet  und  integriert.  Außerdem  wurden  von  den  Forschern 
bereits andere Sprachen wie XIML, UIML und TERESA analy-
siert  und  die  Schlussfolgerungen  daraus  sind  ebenfalls  in  die 
Entwicklung von  MARIA eingeflossen.  In   Veröffentlichungen 
wurden auch schon Möglichkeiten zur Modellierung von Migra-
tory  User  Interfaces  in  Mehrgeräteumgebungen  aufgezeigt  [6]
[24].
7. FAZIT
Insgesamt hat sich herausgestellt, dass der modellbasierte Ansatz 
für UIDLs ubiquitärer Systeme sehr gut geeignet ist. Er bietet die 
abstrakte Beschreibung, die nötig ist um die Benutzungsschnitt-
stellen  verschiedener  Geräte  gleichzeitig  zu beschreiben.  Durch 
die  hierarchische Modellierung  ist  es  trotzdem möglich  Details 
bestimmter Geräte zu modellieren.  Diese umfassende Modellie-
rung ermöglicht auch möglichst große Teile der Entwicklung zu 
automatisieren.[10] Leider wurde für die Modellierung noch keine 
Standardsprache festgelegt, wie sie im Bereich des Software Engi-
neerings von der OMG vorangetrieben wird. Deshalb liegt auch 
der Einarbeitungsaufwand nochmals höher, da nicht nur eine neue 
Beschreibungssprache gelernt werden muss,  sondern  diese auch 
wahrscheinlich  schnell  überholt  sein  wird.  Welche  der  vorge-
stellten Sprachen würde sich am besten als Standardsprache für 
ubiquitäre Systeme eignen?
XIML ist ein sehr flexibles Model, das versucht eine Modellie-
rung  aller  Aspekte  von  Benutzungsschnittstellen  abzudecken. 
Allerdings ist die Sprache teilweise unterspezifiziert, wodurch sie 
kaum direkt in einer Produktivumgebung eingesetzt werden kann. 
Diese fehlende Spezifizierung ist vor allem auf das geringe öffent-
liche Interesse zurückzuführen.  Deshalb  ist  XIML als  Standard 
ungeeignet.
MARIA ist nicht als alleinstehende Sprache zu sehen, sondern als 
Teil  der  Entwicklungsumgebung  MARIAE.  Sie  ist  genau  auf 
diese Umgebung abgestimmt und es ist  nicht zu erwarten,  dass 
Werkzeuge  von  anderen  Forschergruppen  sich  der  Sprache 
bedienen  werden.  Leider  hat  diese  Umgebung  auch  noch  eine 
relativ hohe Einstiegshürde,  da es außer einzelner Beispiele nur 
wenig  Dokumentation  gibt.  Dies  wird  sich  voraussichtlich  in 
naher Zukunft ändern, da noch aktiv an dem Projekt   gearbeitet 
wird.  Den  Entwicklern  des  Projekts  sind  bereits  die  Anforde-
rungen aus Kapitel 2.2 bekannt und daher ist unter Anderem die 
Dialogmodellierung bereits sehr gut ausgearbeitet.  Auch wurde 
von der Forschergruppe nachgewiesen, dass Migratory User Inter-
faces unterstützt werden.
UIML hat den Anspruch eine leicht zu erlernende Beschreibungs-
sprache zu sein mit der die Benutzungsschnittstellen so ziemlich 
aller Endgeräte beschrieben werden können. Sie ist stark praxis-
orientiert  und  hat  eine  gute  Verbreitung  gefunden.  Allerdings 
werden von den in Kapitel 2.2 beschriebenen Eigenschaften nur 
die multimodalen Dialoge erfüllt und dies wurde noch nicht in der 
Praxis erprobt. Außerdem fehlt XIML die Möglichkeit der Model-
lierung  von  Aufgaben  und  Domäne  um  frühe  Phasen  des 
Softwaredesigns zu unterstützen.
Damit  bietet  sich  UIML  als  bisher  beste  Praxislösung  an,  die 
bereits  entsprechende  Verbreitung  gefunden  hat.  Technisch 
gesehen  ist  MARIA zwar  besser  auf  ubiquitäre  Systeme  ange-
passt, aber da es auch immer noch weiterentwickelt wird und für 
den Komplexitätsgrad zu wenig dokumentiert wird, hat es bisher 
weniger  Verbreitung  gefunden.  XIML  ist  als  Standardsprache 
ungeeignet, da es nicht weit genug ausgearbeitet ist und anschei-
nend nicht weiterentwickelt wird.
Allen Sprachen ist gemeinsam, dass sie eine hohe Einstiegshürde 
haben, da sie alle modellorientiert sind. Die resultierenden Werk-
zeuge sind sehr flexibel, allerdings werden sie dadurch komplex. 
Es ist noch viel Arbeit nötig um die Werkzeuge zu vereinfachen 
und  zu  dokumentieren.  Zusammenfassend  kann  festgestellt 
werden,  dass  noch  kein  Standard  für  Beschreibungssprachen 
ubiquitärer  Systeme  abzusehen  ist,  aber  die  Denkweise  der 
Modellorientierung unumgänglich erscheint.
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In dieser Arbeit werden geeignete Evaluationstechniken für
ubiquitäre User Interfaces betrachtet. Dazu erfolgt einge-
hend die Untersuchung bekannter Design Richtlinien auf ihre
Eignung für ubiquitäre Systeme. Zusätzlich werden neuere
Richtlinien für Smart-Home- und Ambiente-Interfaces be-
trachtet. Der Hauptteil fokussiert sich auf die eigentliche
Evaluation und gibt einen Überblick über die verschiedenen
etablierten Techniken. Im Anschluss erfolgt eine Betrach-
tung wie diese Techniken in der Forschung genutzt werden.
Im Kontext der ubiquitären Systeme zeigt sich dabei insbe-
sondere eine Bedeutung von empirischen Evaluationen.
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1. EINFÜHRUNG
In den letzten Jahren lässt sich der Trend feststellen, das
Computer immer unscheinbarer werden. Gleichzeitig unter-
stützen sie die Benutzer vielfältig bei der Bewältigung von
Aufgaben im Alltag. Dies kann beispielsweise sowohl in Form
eines Smartphones als Informationsquelle oder auch als As-
sistenzsystem unbemerkt im Fahrzeug sein.
Diese Art von Computer werden als ubiquitäre Systeme be-
zeichnet und treten in vielfältigster Form auf. Bekannt sind
dabei beispielsweise intelligente Umgebungen, wie ein Smart-
Home-System, oder Wearables, zum Beispiel in Form einer
Smartwatch.
Eine verbreitete Definition wurde von Lyytinen und Yoo [15]
aufgestellt. Gemäß dieser zeichnen sich ubiquitäre System
vor allem durch eine hohe Mobilität und einer hohe Einbet-
tung aus. Die Systeme sind teilweise für den Nutzer nicht
mehr als Computer zu erkennen und treten in den Hinter-
grund. Entsprechend verschmelzen sie zu Alltagsgegenstän-
den, die die Benutzer intuitiv auf natürliche Art und Weise
bedienen wollen.
Dieser Aspekt der Gebrauchstauglichkeit, auch als Usability
bezeichnet, steht bei der Entwicklung der Benutzerschnitt-
stelle, dem User Interface, zu ubiquitären Systemen deut-
lich stärker im Vordergrund als bei klassischen Desktop-
Systemen. Es ist folglich wesentlich, gewisse Richtlinien zu
ermitteln, die helfen diese Usability zu erreichen. Im Wei-
teren sind auch entsprechende Techniken nötig, die diese
Aspekte geeignet evaluieren können.
In Abschnitt 2 wird untersucht, inwiefern existierende Richt-
linien auch für ubiquitäre Systeme genutzt werden können
und welche Adaptionen dieser Richtlinien bereits existieren.
Eine ausführliche Betrachtung bekannter Evaluationsmetho-
den erfolgt in Abschnitt 3. Abschließend werden existierende
Forschungsarbeiten zu ubiquitären User Interfaces auf ihre
Nutzung von Evaluationen in Abschnitt 4 untersucht.
2. RICHTLINIEN FÜR USER INTERFACES
Die Nutzung von Richtlinien helfen Entwicklern von Beginn
an elementare Aspekte für eine gute Usability zu beachten.
Gleichzeitig dienen diese auch häufig als Kriterium bei der
Evaluation von User Interfaces.
2.1 Klassische Richtlinien und ubiquitäre User
Interfaces
Im klassischen User Interface Design haben sich mehrere
Richtlinien etabliert, die bei dem Entwurf und der Entwick-
lung eines Interfaces immer beachtet werden sollten. Die
wichtigsten sind dabei die über die ISO-Norm 9241 [21] stan-
dardisierten Richtlinien. Neben diesen finden vor allem die 8
goldenen Regeln von Shneiderman [19] sowie die zehn Heu-
ristiken von Nielsen [22] Verwendung. Die Richtlinien fokus-
sieren sich im Allgemeinen auf die selben Aspekte, betonen
aber diese unterschiedlich stark beziehungsweise betrachten
einige ausführlicher. Alle drei Sammlungen von Richtlinien
sind in Abbildung 1 aufgelistet und miteinander in Verbin-
dung gesetzt.
Diese Richtlinien wurden alle im Rahmen von Desktop-Sys-
temen entworfen. Entsprechend können sie nicht immer als
Referenz für ubiquitäre User Interfaces dienen, da die Grund-
prinzipien und die Einsatzgebiete teilweise stark von klassi-
schen Desktop-Anwendungen differenzieren.
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Abbildung 1: Richtlinien für die User Interface Gestaltung gemäß der ISO 9241-110, Shneiderman und Nielsen
Der Grundsatz der Selbstbeschreibungsfähigkeit aus der ISO
9241-110 zeigt, dass die Anwendung bei ubiquitären Inter-
faces kompliziert ist. Eine Schnittstelle oder ein Dialog ist
gemäß der Norm dann selbstbeschreibungsfähig, wenn er ge-
währleistet, dass
”
für den Benutzer zu jeder Zeit offensicht-
lich ist, in welchem Dialog, an welcher Stelle er sich befindet,
welche Handlungen unternommen werden können und wie
diese ausgeführt werden können“ [21].
Insbesondere bei Ambienten- oder Sprachgesteuerten-Inter-
faces ist dies problematisch. Durch die direkte Interaktion
mit der Umgebung und physischen Objekten kann nicht im-
mer jede Handlungsmöglichkeit angedeutet werden. Das spä-
ter in Abschnitt 4.4.1 genauer betrachtete Sweet-Home Sys-
tem von Portet et al. [17] sieht beispielsweise eine Steuerung
eines Smart-Homes rein über Sprachbefehle vor. Entspre-
chend hat der Nutzer jederzeit die Möglichkeit eine Viel-
zahl von Aktionen auszulösen, ein konkretes Andeuten aller
möglichen Aktionen ist allerdings nicht möglich. Auch kann
zu einem Sprachbefehl nicht vorab die daraus resultierende
Aktion genauer beschrieben werden. Bei Desktop-Systemen
besteht hingegen die Möglichkeit, den Nutzer über Tooltips,
Hover-Funktionalitäten oder Hilfesysteme aktiv zu unter-
stützen. Diese Optionen sind bei ubiquitären Systemen in
dieser Form nicht gegeben.
Ebenfalls problematisch ist die Regel der Umkehrbarkeit von
Shneiderman. Demnach soll dem Nutzer die Möglichkeit ge-
geben werden, jede Aktion auch wieder rückgängig zu ma-
chen und dadurch eine Exploration von Funktionen zu er-
möglichen. Vor allem bei natürlichen Interaktionsformen ist
dies nicht immer möglich, wie das folgende Beispiel zeigt.
Abbildung 2: Löschen eines Knotens in einem Dia-
grammeditor durch Ziehen über den Bildschirmrand
hinaus [5]
Bei dem Diagrammeditor von Frisch et al. [5] kann der Nut-
zer Knoten oder auch Teile des Diagrammes durch ziehen
oder schieben zum Bildschirmrand löschen, wie in Abbildung
2 visualisiert. Dieses metaphorische
”
aus dem Bildschirm
schieben“ ist für die Benutzer eine intuitive Möglichkeit des
Löschens. Bemerkt der Nutzer allerdings nach dem Löschen,
dass diese Aktion nicht gewünscht war, ist es schwierig eine
geeignete Umkehrung anzubieten. Das gelöschte Element ist
nicht mehr sichtbar und kann nicht wieder zurückgeschoben
werden. Die Autoren haben in dem Programm diese Pro-
blematik abgeschwächt, indem die zu löschenden Elemente
einige Sekunden am Rand verweilen bevor diese verschwin-
den. Dies verhindert versehentliche Aktionen in den meisten
Fällen, dennoch ist ein späteres Rückgängig machen nicht
möglich.
Entsprechend können die bewährten Richtlinien zwar mit
betrachtet werden, bedürfen aber teilweise einer Adapti-
on bestehender oder Definition zusätzlicher Richtlinien, um
sinnvoll bei ubiquitären Systemen einbezogen zu werden.
2.2 Aktuelle Richtlinien für ubiquitäre User
Interfaces
Aufgrund der Vielfalt der ubiquitären User Interfaces ist
es schwer, allgemeingültige Richtlinien zu verfassen, da die
konkreten Interaktionsprinzipien stark differenzieren kön-
nen. Beispielsweise bestehen in Hinblick auf die Darstel-
lungsmöglichkeiten bei einer Multitouch-Anwendung deut-
lich mehr Möglichkeiten, als bei einen rein sprachgesteuerten
Smart-Home.
Bei so gut wie allen ubiquitären Systemen existiert aller-
dings eine sehr große Abhängigkeit von der Situation und
dem Kontext des Nutzers, wodurch eine Orientierung von
Richtlinien an diesen Aspekten empfehlenswert ist. Die im
Folgenden vorgestellten Prinzipien beziehungsweise Richtli-
nien verdeutlichen dies ebenfalls.
2.2.1 Prinzipien für Smart Home Systeme
In dem Artikel von Davidoff et al. [3] werden sieben Desi-
gnprinzipien für Smart-Home-Systeme vorgestellt. Diese fo-
kussieren sich sehr stark auf die Alltagstauglichkeit eines
solchen Systemes. Die Autoren haben in einer Evaluation
mehrere Familien beobachtet und aus den Erkenntnissen die
Prinzipien abgeleitet.
Ziel ist es, den Familien viel mehr eine Kontrolle über ihr
Leben zu ermöglichen als eine Kontrolle über Geräte. Das
bedeutet, dass ein Smart-Home-System in den Hintergrund
rückt und unterstützende Funktionen anbietet, die den kom-
plexen Situationen des Alltags standhalten. Die sieben Prin-
zipien werden wie folgt definiert:
• Allow for the organic evolution of routines and plans
Ermöglichung organischer Entwicklungen von Routi-
nen
• Easily construct new behaviors and modify existing be-
haviors
Einfaches Abbilden neuer oder veränderter Verhaltens-
weisen
• Understand periodic changes, excpetions and improvi-
sation
Verständnis für Veränderungen, Ausnahmesituationen
und Improvisationen
• Design for breakdowns
Erwartung von
”
Pannen“ im Alltag
• Account for multiple, overlapping and occasionally con-
flict goals
Erfassen von konkurrierenden Zielen
• The home is more than a location
Einbeziehung des Smart-Home-Systems über die reine
Örtlichkeit hinaus
• Participate in the construction of family identity
Beachtung von Identitäten in der Familie
Konkret wurden 12 Familien betrachtet. Mit diesen Familien
führten die Autoren Interviews über das Zusammenleben
und nutzten dabei auch Storytelling, eine Abwandlung des
Walkthrough sowie Rollenspiele, um Alltagssituationen und
Routinen erfassen zu können. Zusätzlich haben die Familien
eine Woche lang ihre Aktivitäten im Zusammenhang mit
dem Prozess des Aufstehens und des
”
nach Hause kommens“
protokolliert.
Die Autoren versuchen Entwickler dafür zu sensibilisieren,
dass die Funktionalitäten eines Smart-Homes sehr adaptiv
sein und sich den Variationen des Alltages anpassen müssen.
Dabei können selbst scheinbar einfache Vorgänge komplex
sein.
Als anschauliches Beispiel, wird das morgendliche
”
fertig
werden und das Haus verlassen“ einer mehrköpfigen Familie
angeführt. Dieser Vorgang läuft selten ab wie geplant, da
immer kleine Pannen, wie etwa fehlende Schulsachen, den
Ablauf beeinflussen. Ein Smart-Home muss folglich diese
Ausnahmen gut interpretieren und beachten können.
Interessant ist auch der letzte Punkt. Jedes Familienmitglied
hat eine gewisse Identität, über die die Person Zufriedenheit
erhält. Als Beispiel wird hierbei die häufige Funktion der
Mutter als Köchin angeführt. Durch die Ausübung dieser
Aktivität fühlt sich die Mutter als
”
gute Mutter“. Würde
ein Smart-Home-System diese Aktivität selbstständig über-
nehmen, würde die Person teilweise ihre Identität verlieren.
Entsprechend soll ein Smart-Home unterstützend agieren,
aber wesentliche Aspekte des Familienlebens nicht ersetzen.
2.2.2 Richlinien für ambiente Interfaces
Gross [7] stellt ein Ambientes-Interface in Form von LEGO
Mindstorm Robotern vor. Die
”
AwareBots“ genannten Ro-
boter signalisieren über verschiedene Bewegung das Eintref-
fen von Benachrichtigungen. Beispielsweise rotiert der Kör-
per des Roboters bei Erhalt einer neuen E-Mail. Weiterhin
konnten die Nutzer direkt mit dem Bot interagieren und
sich zum Beispiel über ein Drücken des Armes im System
anmelden.
Diese Art des Interfaces wurde evaluiert und aus den Er-
kenntnissen Richtlinien für Ambiente-Interfaces aufgestellt.
Diese Richtlinien überschneiden sich teilweise in Aspekten,
die auch aus der ISO Norm hervorgehen, spezifizieren diese
aber konkreter.
Beispielsweise sollen die Interfaces erlernbar sowie einfach
zu merken sein. Dies wird als besondere Herausforderung
betont, da einerseits Nutzer aktuell noch keine Erfahrung
mit dieser Art von Benutzungsschnittstelle haben, aber an-
dererseits auch keine klassischen Hilfesysteme zur Verfügung
stehen.
Ebenfalls soll ein Ambientes-Interface gemäß den Autoren
adäquates Feedback sowie eine geeignete Abbildung zwi-
schen der Art beziehungsweise des Aussehens von Bedienele-
menten und der daraus resultierenden Effekte bereitstellen.
Abschließend erfolgt insbesondere der Hinweis, dass die De-
sign- sowie Entwicklungsphase unter der Beteiligung von
Nutzern ablaufen sollte. Dadurch stellt der Nutzer frühzei-
tig Informationen bereit, wie dieser mit der unbekannten Art
von Benutzungsschnittstelle umgeht und wie folglich ein in-
tuitives System erstellt werden kann.
Die kompletten Richtlinien sind im Folgenden aufgeführt:
Ambient interfaces should:
...be effective.
Effektivität: Periphere Unterstützung des Nutzers
...be efficient.
Effizienz: Vereinfachung existierender Prozesse
...be safe.
Sicherheit: Verhinderung von gefährlichen oder unangeneh-
men Situationen
...have good utility.
Nützlichkeit: Nutzung für einfache und geeignete Aufgaben
...be easy to learn and remember.
Erlernbarkeit: Ermöglichung einfacher, einprägsamer Inter-
aktionen
...give the users adequate feedback.
Feedback: Geeignete Darstellung von Rückmeldungen bei
erfolgreich erkannten Interaktionen
...provide constraints.
Beschränkung: Bewusstsein für die Situation des Nutzers
und entsprechende Aktionen
...provide an adequate mapping.
Übertragbarkeit: Darstellung von Bedienelementen adäquat
zu deren Effekten
...provide consistent functionality.
Konsistenz: Ausführung ähnlicher Aktion auf ähnliche Art
und Weise
...adequate for the target domain.
Angemessenheit: Eignung der Systeme für die Zielumgebung
The functionality should be visible.
Sichtbarkeit: Darstellung des Status und der erwarteten Ein-
gaben
Design and development should be participatory.
Partizipation: Einbeziehung von Nutzern in den Entwick-
lungsprozess
Ubiquitäre Systeme beinhalten oft auch physische Objekte,
beispielsweise Tangibles, Roboter, wie den eben vorgestell-
ten AwareBot von Gross [7], oder auch Steuerungsgeräte für
eingebettete Systeme. Dadurch ist nicht mehr nur die Ge-
staltung des Interfaces als Software relevant, sondern auch
eine ergonomische Umsetzung dieser physischen Bestandtei-
le. Insbesondere in Hinblick auf die Intuitivität bei dem Um-
gang mit Systemen oder der Barrierefreiheit kann dies ent-
scheidend sein.
Die traditionellen Richtlinien lassen diesen Aspekt außen vor
und konzentrieren sich lediglich auf die Darstellung des Bild-
schirminhaltes. Entsprechend sollten Entwickler auch Grund-
sätze des universellen Designs von physischen Objekten, wie
beispielsweise von Steinfeld und Smith [20] beschrieben, be-
achten.
3. EVALUATIONSTECHNIKEN IM
KONTEXT VON UBIQUITÄREN
SYSTEMEN
Evaluationen können sehr unterschiedlich ausfallen, da es
eine Reihe von verschiedenen Techniken gibt. Die konkrete
Wahl der Technik hängt sowohl von der Art des getesteten
Systems, dessen Entwicklungsstadiums sowie den Zielen des
Testers ab.
Im Allgemeinen können drei Kategorisierungspaare unter-
schieden werden: Formativ – Summativ, Empirisch – Ana-
lytisch sowie Quantitativ – Qualitativ.
Eine Evaluation kann entweder formativ oder summativ sein.
Formative Untersuchungen finden während des Entwicklungs-
prozesses statt und dienen vor allem dem frühzeitigen Aufde-
cken von Usability-Problemen. Eine summative Evaluation
findet am Ende eines Entwicklungsprozesses statt und wird
genutzt, um das System mit konkurrierenden Systemen zu
vergleichen.
Eine weitere Unterscheidung kann in empirische und ana-
lytische Techniken erfolgen. Bei Ersterem werden die Un-
tersuchungen mit realen Benutzern durchgeführt, während
die analytischen Evaluation durch die Entwickler selbst oder
externe Experten betrieben wird.
Abschließend können Evaluationen auch nach quantitativen
oder qualitativen Aspekten kategorisiert werden. Quantitati-
ve Untersuchungen können Aussagen, wie
”
die Nutzer konn-
ten mit dem System A die Aufgabe 37 Prozent schneller
durchführen“, ermöglichen. Qualitative Tests können hinge-
gen Erkenntnisse, wie
”
die Nutzer konnten das System B
schlechter bedienen, da sie die Anordnung der Elemente ir-
ritierte“, hervorbringen.
Quantitative Aussagen sind insbesondere bei ubiquitären
Systemen kritisch zu hinterfragen. Einerseits können die er-
mittelten Werte zu Fehlinterpretationen leiten, andererseits
geben sie auch keinen Aufschluss über die Ursachen der Un-
terschiede [24].
Durch die bereits mehrfach angedeutete starke Verschmel-
zung zu Alltagsgegenständen haben ubiquitäre Systeme oft-
mals eine hohe Kontextabhängigkeit. Zudem benötigen die-
se einen hohen Grad an Intutivität, da übliche Hilfesysteme,
wie Tooltips, Beschriftungen oder Anleitungen, meist nicht
bereitstehen. Entsprechend ist es wichtig, zu erkennen, wie
reale Nutzer mit einem System interagieren und wie ihr men-
tales Modell des Systems ist. Viele Probleme können zwar
bereits im Vorfeld durch analytische Vorgehensweise und der
Beachtung von Richtlinien ausgeräumt werden, dennoch ge-
ben reale Nutzer einen deutlich tieferen Einblick in die Ursa-
chen. Folglich sollten auch immer empirische Evaluationen
mit genutzt werden.
Häufig werden Evaluationen mit zwei oder mehr Gruppen
von Probanden durchgeführt, die unterschiedliche Systeme
nutzen oder mit unterschiedlichem Kenntnisstand Aufgaben
lösen müssen. Anschließend können gezielt diese Gruppen
verglichen werden und entsprechende Rückschlüsse geschlos-
sen werden. Die Art der Gruppenbildung kann in within oder
between subject unterschieden werden. Bei Ersterem testen
alle Gruppen verschiedene Variationen, während bei Zweite-
rem jede Gruppe genau eine Variation eines Systems nutzt.
3.1 Nutzung von Prototypen
Die Evaluationsart hängt auch von dem Stadium des Sys-
tems ab. Formative Studien finden entsprechend auf Pro-
totypen statt, die unterschiedlich ausfallen können. Es ist
beispielsweise möglich einen Software-Prototypen zu evalu-
ieren, der nur den wesentlichen Teil der Funktionalitäten be-
herrscht oder entsprechende Dummy-Funktionen ausführt.
Letztere können beispielsweise in Form von Videos oder Ani-
mationen wiedergegeben werden.
Eine Art der Umsetzung ist der Wizard-of-Oz -Prototyp. Bei
diesen interagiert der Nutzer scheinbar mit dem System, löst
aber selbst keine Funktionen aus. Die Reaktionen werden
manuell von einem nicht sichtbaren Mitarbeiter gestartet.
Dadurch erhält der Nutzer das Gefühl tatsächlich mit dem
System zu arbeiten, obwohl dieses noch nicht entsprechend
umgesetzt ist.
In sehr frühen Stadien der Entwicklung kommen auch Pa-
pierprototypen zum Einsatz, bei denen die Probanden mit
Skizzen
”
interagieren“ und daran ihre Vorgehensweisen er-
läutern.
3.2 Analytische Evaluation
Der Vorteil der analytischen Evaluationen ist die relativ ein-
fache Durchführung dieser. Zudem können damit ein Groß-
teil von Problemen gefunden werden. Entsprechend werden
diese Techniken meist in den frühen Stadien einer Entwick-
lung genutzt.
Die einfachste Form stellen dabei gezielte Analysen dar. Bei
der Claims Analyse wird anhand von Szenarien durchdacht,
welche Auswirkungen konkrete Funktionalitäten auf einen
Benutzer haben. Beispielsweise sollten Funktionen vermie-
den werden, die den Nutzer etwa an öffentlichen Plätzen in
Unannehmlichkeiten bringen könnte.
Weiterhin wird häufig eine Task Analyse durchgeführt. Da-
bei werden die zentralen Ziele des Nutzers analysiert und
in nötige Teilschritte zerlegt. Das System muss später diese
Teilaufgaben entsprechend ermöglichen und gezielt unter-
stützen.
Bei dem Cognitive Walkthrough versetzt sich ein Entwick-
ler oder einige Testpersonen in ein konkretes Nutzerszenario
hinein und versucht eine Aufgabe zu lösen. Es bedarf folglich
einer guten Beschreibung des Szenarios sowie einer realisti-
schen Nachahmung des Vorgehens des Nutzers. Es gibt eine
Vielzahl von Variationen des Walkthroughs, die beispiels-
weise Experten oder reale Nutzer einbeziehen [1, 16].
Eine ebenfalls hohe Verbreitung findet die heuristische Eva-
luation. Dabei werden geschulte Experten eingeladen, das
System zu begutachten und zu bewerten. Über die große
Erfahrung und gezielte Prüfung von Richtlinien kann gemäß
Nielsen [23] bereits eine geringe Anzahl an Evaluatoren den
Großteil von Usability Problemen ermitteln, wie in Abbil-
dung 3 verdeutlicht.
Abbildung 3: Gemäß Nielsen finden bei der heuris-
tischen Evaluation bereits fünf Evaluatoren circa 75
Prozent aller Usability Probleme [23]
Da diese Art der Evaluation zusätzlich sehr günstig im Ver-
gleich zu umfangreichen Nutzerstudien ist, zählt sie als per-
formante Evaluationstechnik [11]. Dennoch können in Hin-
blick auf ubiquitäre Systeme Einschränkungen genannt wer-
den. Der wesentliche Vorteil durch die Begutachtung von Ex-
perten ist die vorhandene Erfahrung. Während bei Desktop-
Anwendung über viele Jahre hinweg Kenntnisse gesammelt
werden konnten, sind bei neueren Entwicklungen wie den
Ambienten-Interfaces möglicherweise noch keine großartigen
Kenntnisse in der Forschung vorhanden.
3.3 Empirische Evaluation
Evaluationen mit realen Nutzern sind zwar aufwendiger und
kostenintensiver, können aber umfangreich Einblicke in die
möglichen Ursachen von Usability Problemen geben sowie
eine Vielzahl von diesen aufdecken.
Eine hohe Verbreitung erfährt die think-aloud Technik. Die
Probanden interagieren dabei mit dem System und werden
angehalten, ihre Gedanken und Erkenntnisse laut zu äußern.
Das ermöglicht es, das mentale Modell des Nutzers besser
nachzuvollziehen und den Ursprung von möglichen Proble-
men zu identifizieren.
Insbesondere für die Analyse von komplexen Anwendungs-
bereichen werden Interviews angewandt. Diese können, ähn-
lich wie die think-aloud Methode, umfangreiche Einblicke in
das mentale Modell des Nutzers ermöglichen. Allerdings ist
hier eine Vergleichbarkeit meist schwierig.
Die häufigste Form der Evaluation ist die Nutzung von Fra-
gebögen. Diese sind kostengünstig und mit geringen Auf-
wand durchzuführen. Zudem können Fragebögen vielseitig
angewandt werden. Sie können in Anschluss an Experimen-
te zur Bewertung eingesetzt werden oder zum Ermitteln von
Verhaltensweisen im Vorfeld. Im Allgemeinen kommen meist
Likert-Skalen in verschiedenen Abstufungen zum Einsatz,
wodurch der Nutzer seine Aussage besser gewichten kann.
Meist werden Fragebögen in Kombination mit anderen Tech-
niken genutzt.
Spezielle Fragebögen, wie etwa der NASA TLX von Hart
und Staveland [8], zielen darauf ab einen quantitativen Wert
zu ermitteln, der ein Vergleichen von verschiedenen Aufga-
ben ermöglicht. Bei dem NASA TLX wird die Belastung, die
der Nutzer empfunden hat, über sechs Aspekte in Form von
Millimeterskalen abgefragt. Anschließend gewichtet der Nut-
zer diese Aspekte. Die Werte werden verrechnet, wodurch für
jede Aufgabe ein Gesamtwert ermittelt wird und so diese mit
anderen Aufgaben in Hinblick auf ihre Belastung verglichen
werden kann.
Kontrollierte Experimente werden meist summativ durch-
geführt und versuchen quantitative Werte zu ermitteln. Die
Nutzer erhalten Aufgaben, die sie mit verschiedenen Syste-
men lösen müssen. Dabei wird meist die benötigte Zeit für
die Aufgaben gemessen. Häufig erfolgt auch eine Kombinati-
on mit Fragebögen, wie dem NASA TLX, um weitere Werte
über die Aufgaben zu erhalten.
Bei dem Usability Testing wird ein System direkt in seiner
Zielumgebung untersucht. Je nach System kann hier auch ei-
ne reine Beobachtung von unbekannten, zufälligen Personen
möglich sein. Beispielsweise kann in Museen ein neuartiges,
ubiquitäres Informationssystem bereitgestellt und Besucher
bei der Benutzung beobachtet werden. Dies zeigt direkt wie
gut Nutzer ohne Vorkenntnisse mit einem System interagie-
ren.
Da nicht immer ein System für den öffentlichen, periphe-
ren Gebrauch bestimmt ist, können auch hier Probanden
rekrutiert werden. Durch die direkte Nutzung in der realen
Umgebungen können möglicherweise Interferenzen mit die-
ser aufgedeckt werden, die unter Laborbedingungen nicht
zum Vorschein treten würden.
4. ANWENDUNG VON EVALUATIONSME-
THODEN IN DER FORSCHUNG
Neuartige Systeme werden von Forschern in der Regel di-
rekt evaluiert, um eine Verbesserung des eigenen Ansatzes
im Vergleich zu älteren Systemen zu zeigen. Oftmals haben
diese Evaluationen einen relativ geringen Umfang, dennoch
kann eine Betrachtung dieser hilfreich sein, um passende
Techniken zu erkennen.
Es existieren einige Arbeiten, die eine ähnliche Betrachtung
von erfolgten Evaluationen durchführen. Hier sind beispiels-
weise Edge [4] oder Shaer [18] zu nennen. Beide konzentrie-
ren sich dabei auf die Evaluationen von Tangible Interfaces.
Die hier angeführten Arbeiten unterscheiden sich stark in
der Art des ubiquitären Interfaces, der verwendeten Evalua-
tion sowie dem Umfang dieser. Der Schwerpunkt liegt dabei
auf den unterschiedlichen Techniken und den daraus gewon-
nen Erkenntnissen.
4.1 Think-aloud
Die folgenden Systeme zeigen die Anwendung der think-
aloud Technik. Diese Art der Evaluation offenbart vor allem
Probleme, bei denen sich das System anders verhält, als vom
Nutzer erwartet. Durch das Aussprechen der Gedanken kann
erkannt werden, was der Nutzer eigentlich erwartet wurde
beziehungsweise was ihn störte.
Die zweite Arbeit stellt dabei eine umfangreichere Evaluati-
on eines realen Produktes dar, während die anderen beiden
Forschungsansätze untersuchen.
4.1.1 Multitouch-Diagrammeditor
Eingangs wurde bereits der gestenbasierten Diagrammeditor
von Frisch et al. [5] vorgestellt. Das dort genutzte Gestenset
kombiniert Touch- und Stiftinteraktionen und wurde später
durch Heydekorn et al. [9] evaluiert. Die Probanden muss-
ten dabei zuerst ein verbal formuliertes Diagramm ohne Ein-
führung erstellen sowie anschließend nach einer Einführung
ein komplexeres, gegebenes Diagramm nachbauen. Während
der gesamten Zeit äußerten die Probanden entsprechend der
think-aloud Technik ihre Gedanken. Abschließend füllten die
Probanden zusätzlich einen Fragebogen aus, in dem die ein-
zelnen Gesten über eine Likert-Skala bewertet wurden.
Durch die Beobachtungen konnten die Autoren feststellen,
dass einige Gesten zu abstrakt waren, um diese ohne Einfüh-
rung zu ermitteln. Weiterhin konnte sie beobachten, dass die
Geschwindigkeit, mit der eine Geste ausgeführt wird, variiert
und vom Kontext abhängt. Beispielsweise ist entscheidend,
ob ein Nutzer genervt ist oder nicht. Insgesamt erkannten die
Autoren, dass die einzelnen Gesten separat betrachtet geeig-
net sind, aber in Zusammenspiel mit komplexen Aufgaben
und vielen auszuführenden Gesten teilweise noch Optimie-
rung und Vereinfachungen benötigen. Über den Fragebogen
bewerteten die Nutzer das Gestenset insgesamt positiv.
4.1.2 Fahrzeug Informationssystem
Green und Park [6] nutzen die think-aloud Technik zur Eva-
luation eines Informationssystemes in einem Fahrzeug. Das
System fungiert dabei als Navigationsgerät, Radio sowie CD-
Spieler. Die Bedienung erfolgt dabei mittels Touch-Interakti-
onen sowie über Knöpfe am Rande des Displays. Die Evalua-
tion wurde in einem Simulator durchgeführt, der auf einem
realen Auto basiert. Ziel war es, eine Vielzahl von Fehlern zu
identifizieren sowie mögliche Probleme bei dem Bedienfluss
zu erkennen.
Die Probanden übten im Vorfeld die think-aloud Metho-
de bevor der eigentliche Test startete. Dieser umfasste 20
Aufgaben, die in einer festen Reihenfolge absolviert wur-
den. Während der Durchführungen wurden die Probanden
gefilmt und ihre Aussagen aufgezeichnet.
Bei der Durchführung konnten die Autoren viele Probleme
identifizieren. Beispielsweise akzeptierte das System nicht
die Eingabe von
”
DC“ als Kurzform von
”
Washington D.C.“,
was von fast allen Probanden probiert wurde. Es kamen
auch allgemeinere Probleme zum Vorschein. So empfanden
die Probanden beispielsweise den Speichervorgang einer Ra-
diofrequenz als nicht intuitiv, oder erwarteten auch, dass das
Touchdisplay Multitouch-Gesten unterstützt.
Diese Probleme haben die Nutzer frustriert und die Zielerrei-
chung verzögert. Dadurch wird die Akzeptanz des Produktes
bei dem Nutzer gemindert. Die Evaluation offenbart folglich,
welche Teile des genutzten Interaktionskonzepte dem Nutzer
Probleme bereiten oder welche Aspekte gar nicht bedacht
wurden. An diesen Stellen können anschließend gezielt Op-
timierungen implementiert werden.
4.1.3 Facettierte Suche mit Tangibles
Das System von Klum et al. [13] nutzt stapelbare Tangibles
um eine facettierte Suche zu realisieren. Jedes Tangible re-
präsentiert dabei einen Suchparameter. Durch das Stapeln
werden die einzelnen Facetten mit einem logischen Und ver-
knüpft und somit kombiniert.
Die Evaluation umfasste fünf Aufgaben, die in Form der
think-aloud Technik von den Probanden gelöst wurden. Die
Probanden konnten das grundlegende Prinzip der Stapelung
schnell erfassen. Es zeigte sich aber, dass die Probanden un-
terschiedlich Methoden nutzten. Einige gingen streng linear
vor, indem sie die Facette wählten und das Tangible platzier-
ten, bevor sie das Nächste wählten. Andere stellten für zwei
Tangibles die Facetten parallel ein, bevor diese positioniert
wurden.
Die think-aloud Technik hat entsprechend geholfen, das men-
tale Modell der Nutzer zu erkennen. Da hierbei keine großen
Abweichungen zu dem konstruierten Bedienkonzept auftra-
ten, konnte das System entsprechend positiv bewertet wer-
den. Die weitere Erkenntnisse können zusätzlich dabei hel-
fen, die Ergonomie der Tangibles auf die versuchte Handha-
bung der Nutzer zu optimieren.
4.2 Kontrollierte Experimente
In dem vorhin genannten System von Green und Park [6] äu-
ßerten die Probanden den Wunsch auch Multitouch-Gesten
nutzen zu können. Kim und Song [12] untersuchen inwiefern
diese für die Steuerung von Navigationsgeräten in Fahrzeu-
gen geeignet sind. Dabei wurden zwei verschiedene Geräte
gegenübergestellt. Eine Gruppe von Probanden führte Auf-
gaben mit einem iPad und verschiedenen Gesten wie Pin-
ching, Flicking oder Panning aus. Die zweite Gruppe nutzte
ein Navigationsgerät mit Touch-Bildschirm, wobei dieser nur
einfache Taps erlaubte. Zusätzlich trugen einige Probanden
aus beiden Gruppe eine Shutter-Brille, die periodisch schloss
und so kurzzeitig das Sichtfeld beeinträchtigte. Dadurch ver-
suchten die Autoren eine Simulation der Ablenkung während
des Fahrens zu erreichen.
Die Probanden wurden zufällig den Gruppen zugeordnet
und erledigten zwei zufällig ausgewählte Aufgaben. Bei der
Durchführung wurde die benötigte Zeit gemessen. Dadurch
konnten die Autoren die verschiedene Aufgaben vergleichen,
insbesondere aber auch die Eignung der Gesten untersuchen.
Insgesamt zeigt sich, dass die Gesten über das iPad schneller
durchgeführt wurden als einfache Tap Interaktionen. Aller-
dings erhöhte sich die Zeit signifikant, wenn die Probanden
die Shutter Brille trugen, wie in Abbildung 4 erkennbar.
Diese Ergebnisse ermöglichen folglich eine Beurteilung, wel-
ches System wahrscheinlich in realen Bedingungen effizien-
ter bedienbar ist. Entsprechend der quantitativen Methode
ist es allerdings nicht möglich, die Ergebnisse genau zu er-
klären. Beispielsweise kann nicht festgestellt werden, ob die
Unterschiede sich aus der unterschiedlichen Größe der Ge-
räte ergeben oder eher an der Art der Eingabe liegen.
4.3 Usability Testing
Die zwei im Folgenden vorgestellten Arbeiten nutzen bei-
de Museen als Umgebung für das Usability Testing. Ziel ist
es, die Interaktion der Nutzer mit dem System unter realen
Abbildung 4: Benötigte Zeit für verschiedene Auf-
gaben mit einem Navigationsgerät und einem iPad,
jeweils mit und ohne Shutter Brille (SG) [12]
Bedingungen zu beobachten und typische Verhaltensweisen
zu identifizieren. Dadurch kann eine Beurteilung ermöglicht
werden, ob das System ausreichend den Kontext unterstützt.
4.3.1 Interaktives Tabletop Spiel
Der Artikel von Horn et al. [10] stellt ein kollaboratives Spiel
vor, welches in Museen Wissen über die Evolution vermit-
teln soll. Über einfache Touch-Gesten konnten die Nutzer
Organismen auswählen und zu einem Stammbaum hinzufü-
gen.
Für die Evaluation dieses Spiels wurde dieses in einem Na-
turhistorischen Museum platziert und konnte von den Besu-
chern benutzt werden. Dabei wurden einige Familien einge-
laden und bei der Interaktion gezielt beobachtet. Dazu wur-
den einerseits Videoaufnahmen getätigt, andererseits beob-
achtete noch zusätzlich ein Wissenschaftler aus der näheren
Umgebung die Nutzer. Weiterhin wurden auch normale Be-
sucher beobachtet, allerdings ohne eine Videoaufzeichnung
oder Interaktion mit diesen Nutzern vorzunehmen.
Die Autoren fokussierten sich stark auf die Benutzungsdauer
des Tabletops im Vergleich zu anderen Ausstellungsstücken.
Auch wurde die Art und Weise, wie die Besucher unter-
einander agierten, beobachtet. Dazu zählte zum Beispiel die
Analyse, welche Art von Gespräch die Personen führten oder
wie ältere Personen Jüngere unterstützen.
Weiterhin konnten aber auch einige Implikationen für das
Design des Spiels abgeleitet werden. Die Autoren stellten
beispielsweise fest, dass das Spiel keine geeignete Möglich-
Abbildung 5: Beschränkung der Interaktion auf das
Verschieben von Blöcken in vordefinierte Docks bei
dem FlowBlock System [2]
keit bot, um neu zu starten. Diese Funktionalität sollte einer-
seits leicht auffindbar, gleichzeitig aber auch sicher vor ver-
sehentlichem Auslösen sein. Zusätzlich wurde als Ergebnis
festgehalten, dass auch ein automatischer Neustart nach ei-
nem gewissen Time-out ohne Interaktion durchgeführt wer-
den sollte.
Einige Besucher lehnten das Ausstellungsstück prinzipiell
ab. Sie äußerten dabei den Kommentar, dass der Museums-
besuch nicht dem Spielen dient. Die Autoren kamen aller-
dings auch zu dem kritischen Schluss, dass aus pädagogi-
scher Sicht das Spiel noch nicht optimal war. Oft wurde das
Spiel weniger aus persönlichen Interesse an dem Thema ge-
nutzt, sondern eher als Herausforderung, es erfolgreich zu
beenden.
4.3.2 Multitouch-Interface zur Mehrbenutzerinterak-
tion
Die Vorgehensweise von Block et al. [2] ist ähnlich der eben
vorgestellten. Auch hier wird ein Multitouch-System in ei-
nem Museum evaluiert. Allerdings liegt hierbei der Fokus
auf der gleichzeitigen, teilweise konkurrierenden, Interakti-
on von mehreren Benutzern. Weiterhin wurde die Evaluation
iterativ durchgeführt, das heißt das System wurde über die
Zeit der Evaluation kontinuierlich optimiert.
Die Forscher versuchten vor allem die Verhaltensweisen der
Nutzer zu erkennen. In der Situation können diese unter-
schiedliche Emotionen oder Gefühle haben und interagie-
ren zusätzlich mit anderen, teilweise unbekannten, Personen.
Entsprechend können sich die Nutzer anders verhalten, als
dies bei Evaluationen im Labor der Fall wäre.
Das Grundprinzip des Systems definiert sogenannte Blocks.
Diese Blöcke können per Drag verschoben werden und in so-
genannten Docks abgelegt werden, wie in Abbildung 5 ange-
deutet. Die Interaktion ist dabei auf die Blöcke beschränkt.
Durch diese Einschränkung wird die Navigation für die Nut-
zer vereinfacht. Zusätzlich werden dadurch auch physische
Beeinflussungen, wie etwa das Verdecken eines Docks mit
der Hand, ermöglicht.
Die Autoren beobachteten die Besucher bei der Benutzung
des Systems und fertigten Protokolle über die Aussagen der
Nutzer an. Zusätzlich wurde die Interaktion der Nutzer ge-
filmt. Nachdem die Nutzer den Tabletop verlassen hatten,
wurden diese angesprochen und um ein verbales Feedback
gebeten.
Durch die Evaluation konnte festgestellt werden, dass durch
die Nutzung des Block-Dock-Prinzip das Verschieben der
Blöcke für die Nutzer prinzipiell intuitiv wurde. Dieses Ver-
ständnis war nicht bei allen Benutzern, insbesondere älte-
ren, von Beginn an gegeben. Durch die Einführung weite-
rer Feedback-Methoden, wie Richtungspfeile und Tooltips,
konnte dieses allerdings verbessert werden.
Weiterhin konnten Eigenheiten der Interaktion der aktiven
Nutzer untereinander beobachtet werden. Es zeigte sich, dass
die Nutzer sich der Aktionen der jeweils anderen Nutzern be-
wusst waren. Vor allem Kinder nutzten direkte Interaktion,
wie das wegdrücken anderer Personen oder Hände, um ihre
Aktionen wie geplant durchführen zu können. Wie auch bei
den System von Horn et al. [10], wurden die Funktionen teil-
weise spielerisch entfremdet. So
”
spielten“ sich beispielsweise
Kinder Blöcke hin und her, anstatt diese in den vorgesehe-
nen Docks zu platzieren.
Insgesamt konnten die Autoren vielfältig Verhaltensweisen
beobachten, die bei dem Einsatz in realen Bedingungen ent-
stehen sowie die Auswirkungen von verschiedene Variatio-
nen des Systems auf diese Verhaltensweisen der Nutzer. Ins-
besondere das soziale Verhalten der Nutzer kann nicht im
Labor untersucht werden.
4.4 Interviews
Ein Smart-Home ist ein komplexes, umfangreiches System,
welches viele Abhängigkeiten beachten muss. Entsprechend
finden sich aus diesem Bereich auch mehrere Evaluationen,
die Interviews als Basis nutzen um genauer Bedenken und
Anforderungen der Nutzer zu ermitteln.
4.4.1 Sprachsteuerung eines Smart-Homes
Ein Beispiel für die ausführliche Nutzung von Interviews ist
die Evaluation von Portet et al. [17]. Es galt ein Smart-
Home-System zu begutachten, welches per Sprache gesteu-
ert wurde. Dabei standen als Zielgruppe vor allem ältere
Personen im Vordergrund.
Das Sweet-Home genannte System befand sich noch in einem
frühen Stadium und wurde nicht per se getestet. Die Au-
toren nutzten einen Wizard-of-Oz-Prototyp und versuchten
insbesondere, die Akzeptanz der Sprachsteuerung zu unter-
suchen. Weiterhin sollte auch die bevorzugte Art und Weise
der Interaktion sowie gewünschte Funktionen erkannt wer-
den.
Die Probanden waren Senioren, die in Begleitung von Ver-
wanden an der Evaluation teilnahmen. Der Ablauf sah meh-
rere kleine Interaktionsphasen vor sowie ein anschließendes
Interview über diese Interaktionen. Beispielsweise wurden
die Probanden aufgefordert, dem System Sprachkommandos
zu geben, ohne vorher eine Einführung erhalten zu haben.
Im Anschluss wurde im Interview gezielt gefragt, wie die
Sprachkommandos aufgebaut sein sollten, ob das System be-
vorzugt persönlich oder förmlich angesprochen werden sollte
oder auch ob es die Probanden bevorzugen, frei zu sprechen
oder in eine Fernbedienung mit Mikrofon.
Entsprechend der Evaluationsart sind die Ergebnisse rein
qualitativ. Dadurch haben die Autoren eine umfangreichen
Einblick in die Betrachtungsweise der eigentlichen Zielgrup-
pe erhalten. Beispielsweise haben die Probanden geäußert,
dass sie bevorzugt Schlagwörter für die Steuerung nutzen
würden, anstatt natürlicher Sätze.
Neben Erkenntnissen, die sich rein auf die Interaktion be-
ziehen, sind aber auch Einwände aufgekommen, die die Im-
plikationen des Systemes auf das Leben der Probanden be-
treffen. Dazu zählen beispielsweise das vermittelte Sicher-
heitsgefühl aber auch die Bewahrung der Privatsphäre. Kon-
kret äußerten die Probanden, dass sie das Aufnehmen ih-
rer sprachlichen Äußerungen als akzeptabel empfinden, aber
beispielsweise eine Analyse durch Videokameras ablehnen.
4.4.2 User Interfaces zur Smart-Home Steuerung
Koskela und Väänänen-Vainio-Mattila [14] wählten eine ähn-
liche Vorgehensweise. In der Evaluation wurde die Steuerung
eines Smart-Homes über drei verschiedene User Interfaces
betrachtet. Konkret wurde die Steuerung über einen PC,
ein Media Terminal am TV sowie eines Handys ermöglicht.
Das Interface am PC erlaubte eine direkte Manipulation.
Nutzer konnten Objekte mit der Maus oder über Touch-
Gesten in dem dargestellten Grundriss bewegen. Die Touch-
Interaktion konnten dabei sowohl per Stift als auch per Fin-
ger erfolgen. Die Steuerung über den TV oder das Handy
erfolgte per Menü unter Nutzung der Pfeiltasten auf der
Fernbedienung oder dem Handy.
Die Evaluation war über sechs Monate angelegt, wobei die
Geräte direkt im Alltag der Probanden genutzt wurden. Mit
den Probanden wurden regelmäßig Interviews über ihre Er-
fahrungen geführt. Zusätzlich wurden auch über eine Ab-
wandlung des Cognitive Walkthroughs mit den Probanden
besondere Fälle durchgegangen.
Die Autoren konnten herausfinden, dass die Probanden eine
relativ lange Eingewöhnungszeit an das automatisierte We-
sen ihrer Wohnung hatten. Insbesondere eingestellte, zeitge-
steuerte Aktionen sowie die entfernte Auslösung von Aktio-
nen durch den Lebenspartner verwirrten die Probanden zu
Beginn. In Bezug auf die Interfaces zeigten die Probanden
zuerst eine Bevorzugung des PC oder TV Steuerung, nut-
zen später aber aufgrund der Mobilität das Mobiltelefon am
meisten.
4.5 Diskussion
Die verschiedenen Techniken haben jeweils unterschiedliche
Vor- beziehungsweise Nachteile, die bei der Wahl einer Tech-
nik betrachtet werden müssen.
Als universelle Evaluation kann insbesondere die think-aloud
Technik gesehen werden. Sie ermöglicht Einblicke in die Vor-
stellungen und Erwartungen der Probanden und deckt so
elementare Probleme und Ihre Ursachen auf. Weiterhin ist
sie mit relativ wenig Aufwand zu realisieren und kann in
allen Stadien der Entwicklung genutzt werden.
Das laute Aussprechen der Gedanken ist für viele Probanden
ungewöhnlich und muss meist mehrfach gefordert werden.
Der Nutzer wird zwar gezwungen aktiver über das System
und seine Interaktion nachzudenken, möglicherweise verhält
er sich aber auch nicht mehr wie in alltäglichen Situationen.
Da eine Evaluation per think-aloud auch die Geschwindig-
keit des Nutzers verfälscht, ist sie nicht für quantitative
Beobachtungen geeignet. Kontrollierte Experimente konzen-
trieren sich darauf, äußere Einflüsse auf einige wenige zu
eliminieren und so die Basis für quantitative Vergleiche zu
schaffen. Dabei geht aber wieder der Kontext verloren, was
insbesondere bei ubiquitären Systemen kritisch ist. Weiter-
hin kann diese Art der Evaluation keinen Aufschluss dar-
über geben, warum ein System langsamer oder schlechter
abschneidet.
Das Usability Testing ist genau dafür ausgelegt, dem Nutzer
in seinem natürlichen Umfeld zu beobachten. Der Aufwand
ist aber in der Regel sehr hoch und insbesondere in der Wirt-
schaft ist es auch nicht immer möglich, das System direkt im
realen Umfeld zu nutzen. Zusätzlich ist es erforderlich, dass
das System bereits möglichst fehlerfrei funktioniert und da-
durch nicht die Beobachtungen verfälscht.
Interviews sind vor allem in frühen Stadien der Entwick-
lung interessant, um relevante Aspekte des Einsatzgebietes
zu ermitteln. Die Erkenntnisse sind dabei ähnlich analyti-
scher Methoden, wie dem Cognitive Walkthrough. Durch die
empirische Natur der Interviews sind genauere Erkenntnisse
möglich, aber der Aufwand ist entsprechend höher.
5. FAZIT
Es zeigt sich, dass die Evaluation auf verschiedenste Art und
Weisen durchgeführt werden kann. In Hinblick auf ubiqui-
täre Systeme gibt es nicht eine optimale Vorgehensweise,
da hierfür die konkreten Rahmenbedingungen entscheidend
sind. Dennoch gilt es, die tatsächlichen Bedürfnisse der Be-
nutzer zu befriedigen, wodurch insbesondere qualitative und
empirische Evaluationen sich häufig anbieten.
In Hinblick auf einen gesamten Entwicklungsprozess gilt es
eine gute Kombination von verschiedenen Techniken zu nut-
zen, um eine effiziente Entwicklung zu ermöglichen. In den
frühen Stadien empfehlen sich dabei aufgrund der einfachen,
schnellen Durchführungen analytische Verfahren wie etwa
der Cognitive Walkthrough, um simplere Fehler frühzeitig
zu verhindern. Zeitgleich sollten kleinere empirische Unter-
suchungen durchgeführt werden, um einen Diskrepanz zwi-
schen den Vorstellungen des Nutzers und der Realisierung
durch das System zu unterbinden.
Die aufgeführten Forschungsarbeiten illustrieren gut, welche
Ergebnisse aus der jeweiligen Evaluation generiert werden
können. Insbesondere zeigt sich, dass selbst bei kleineren
Durchführungen teilweise umfassende Erkenntnisse gewon-
nen werden.
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ABSTRACT
Ambient Assisted Living (AAL) bietet eine Möglichkeit, der
in Zukunft steigenden Anzahl immer älterer Menschen ein
langes, selbstbestimmtes Leben in den eigenen vier Wän-
den zu gewährleisten. Besonders wichtig ist dabei eine rei-
bungslose Interaktion zwischen Nutzer und AAL System,
damit Alltag und Notfallsituationen erfolgreich bewerkstel-
ligt werden können. Dafür muss die bereitgestellte Techno-
logie bestimmte Anforderungen hinsichtlich der Interaktion
erfüllen. In dieser Arbeit werden solche Anforderungen unter
der Berücksichtigung von Eigenschaften und Aufgaben der
Nutzer ermittelt. Anschließend werden aktuelle Technologi-
en aus dem Ambient Assisted Living betrachtet und entspre-
chend ihrer Eigenschaften Kategorien zugeordnet. Abschlie-
ßend wird für die vorgestellten Ansätze evaluiert, ob sie sich
laut der ermittelten Anforderungen für den Einsatz in AAL
Systemen eignen.
Categories and Subject Descriptors
H.1.2 [Models and principles]: User/Machine Systems –
Human factors; H.5.2 [Information interfaces and pre-
sentation]: User Interfaces – Interaction styles; J.3 [Life
and medical science]: Health
General Terms
Human Factors
Keywords
Mensch-Computer-Interaktion, Betreutes Wohnen, Ambient
Intelligence, Usability, Altenpflege
1. EINLEITUNG
Die Bevölkerung der Welt wird durchschnittlich stetig älter.
Laut einer Schätzung der UNO [22] wird sich der Anteil der
Bevölkerung in den Industrienationen, der 60 Jahre oder äl-
ter ist, von aktuell etwa 23 Prozent auf 32 Prozent im Jahr
2050 erhöhen. Gleichzeitig steigt die Lebenserwartung konti-
nuierlich (von 77 Jahren 2005-2010 auf 83 Jahre 2045-2050).
Diese Entwicklungen führen zu einer steigenden Anzahl im-
mer älterer Menschen.
Als Menschen möchten wir ein selbstbestimmtes Leben, nach
Möglichkeit im eigenen Zuhause, führen. Mit zunehmendem
Alter ergeben sich jedoch immer mehr körperliche Proble-
me, die uns das Leben erschweren. Es kommt zu leichten
bis schweren Einschränkungen im motorischen, sensorischen
und kognitiven Bereich. Weiterhin erhöht sich die Anfällig-
keit für Krankheiten [11, 19].
Es stellt sich die Frage, wie für eine immer größere und älte-
re Menge Menschen möglichst lange die Lebensqualität trotz
aller Einschränkungen auf hohem Niveau gehalten bzw. ge-
steigert werden kann.
Ein Ansatz, um sich diesem Problem zu stellen, ist das Am-
bient Assisted Living (AAL). Im Ambient Assisted Living
werden Technologien aus dem Forschungsbereich Ambient
Intelligence für Aufgaben im betreuten Wohnen (Assisted
Living) genutzt [16]. Ein Ambient Intelligence System ist
”
ei-
ne digitale Umgebung, die proaktiv, aber einfühlsam Men-
schen bei ihrem täglichen Leben unterstützt” [1, 4]. Das Sys-
tem soll dabei einfühlsam, reagierend, adaptiv, transparent,
ubiquitär und intelligent agieren [4] und gliedert sich nahtlos
in die gewohnte Umgebung des Nutzers ein. Ambient Assis-
ted Living Technologien erhöhen die Selbstständigkeit älte-
rer Menschen und unterstützen sie beim Ausführen alltäg-
licher Aktivitäten. Dadurch wird die Zeit, in welcher ältere
Menschen in ihrer häuslichen Umgebung leben können, ver-
längert [23]. Umso wichtiger erscheint es, dass ein AAL Sys-
tem auf die individuellen Bedürfnisse eines Nutzers eingehen
und dementsprechend mit ihm interagieren kann. Ziel die-
ser Arbeit ist daher die Evaluation von Technologien, welche
die Interaktion zwischen Nutzer und AAL System geeignet
unterstützen.
Nach der Vorstellung der verwandten Forschungsarbeiten in
Abschnitt 2 werden in Abschnitt 3 Anforderungen an Nut-
zerinteraktionen aus Sicht der Nutzer definiert. Anschlie-
ßend werden in Abschnitt 4 konkrete aktuelle Ansätze sowie
in Abschnitt 5 Kategorien von Technologien, die eine Nut-
zerinteraktion ermöglichen, vorgestellt. Die konkreten An-
sätze werden in Abschnitt 6 anhand der Anforderungen aus
Abschnitt 3 hinsichtlich ihrer Eignung für den Einsatz im
Ambient Assisted Living evaluiert. Die Arbeit endet mit ei-
ner Zusammenfassung und einem Ausblick in Abschnitt 7.
2. VERWANDTE ARBEITEN
Im Bereich Ambient Assisted Living gibt es bereits For-
schungsarbeiten, die sich mit der Thematik Benutzerinter-
aktion beschäftigen.
Rashidi und Mihailidis [18] beleuchten vor allem der aktu-
elle Stand der Forschung und Technik von AAL Systemen.
AAL Systeme werden beispielsweise zur Gesundheits- und
Aktivitätsüberwachung eingesetzt. Andere Anwendungsge-
biete sind das Verhindern vom Umherwandern der betreu-
ten Menschen oder z. B. die Erinnerung an Medikamenten-
einnahme oder sonstige Termine. Als gängige Technologien
für AAL Systeme werden Smart Homes, tragbare und mobi-
le Sensoren sowie der Einsatz von Robotern vorgestellt. Für
jede Technologie werden auf mehrere Beispiele aus der For-
schung verwiesen. Weiterhin beschreibt die Arbeit Algorith-
men, die in AAL Systemen genutzt werden. Dazu gehören
die Aktivitätserkennung, Kontextmodellierung, Erkennung
von Anomalien, Ort- und Identitätsidentifikation und Pla-
nung. Auch hier werden auf Beispiele aus der aktuellen For-
schung hingewiesen. Zum Abschluss definieren die Autoren
Designprinzipien, die gute AAL Systeme erfüllen, und gehen
punktuell auf AAL Systeme, die diese berücksichtigen, ein.
Die Definition der Designprinzipien zeigt, dass AAL Syste-
me nur dann für Nutzer geeignet sind, wenn sie bestimmten
Anforderungen gerecht werden können. Es fehlt jedoch die
Definition von konkreten, untersuchbaren Kriterien.
Petzold et al. [16] stellen die Grundzüge einer Taxonomie
vor, in die Interaktionen zwischen Nutzer und AAL System
eingeordnet werden können. Für jede Dimension der Taxo-
nomie verweisen die Autoren auf einen bestehenden For-
schungsansatz, der eine der möglichen Charakteristiken der
Dimension erfüllt.
In dieser Arbeit werden die Erkenntnisse aus beiden Studien
zusammengeführt. Es werden aktuelle Technologien vorge-
stellt und diese in Kategorien eingeordnet. Für die vorge-
stellten Technologien wird untersucht, ob sie für den Ein-
satz im Ambient Assisted Living geeignet sind. Dazu ist die
Definition von Anforderungen aus Sicht der Nutzer nötig,
welche im folgenden Abschnitt behandelt wird.
3. KONZEPT FÜR ANFORDERUNGEN
Es gibt mehrere Nutzergruppen, die in der Praxis mit einem
AAL System interagieren [14]. Jede dieser Nutzergruppen
hat aufgrund ihrer Eigenschaften und Aufgaben unterschied-
liche Anforderungen an die Interaktion mit einem AAL Sys-
tem. Für den Einsatz im Ambient Assisted Living geeignete
Technologien erfüllen diese Anforderungen. Um die einzel-
nen Anforderungen der Nutzer ableiten zu können, werden
in diesem Abschnitt zunächst die unterschiedlichen Nutzer-
gruppen betrachtet.
Zu der ersten Nutzergruppe zählen die Menschen, welche die
auf Hilfe angewiesenen Menschen im alltäglichen Leben oder
in Notfallsituationen unterstützen. Dazu gehören sowohl ge-
schultes Pflegepersonal als auch Familienmitglieder. Eine In-
teraktion zwischen ihnen und dem AAL System erfolgt z. B.,
wenn das AAL System eine Notfallsituation entdeckt hat
und Hilfe erbittet. Da ansonsten keine direkte Interaktion
stattfindet, werden die dazugehörigen Systeme als passive
Technologien bezeichnet [7]. Da die Mitglieder dieser Gruppe
im Regelfall keine bedeutsamen Einschränkungen (z. B. mo-
torisch, sensorisch, kognitiv) besitzen und im Umgang mit
der entsprechenden Technologie geschult sind, zählen für sie
im Hinblick auf die Interaktion mit der Benutzungsschnitt-
stelle die gängigen Usability-Anforderungen (z. B. effektives,
effizientes und zufriedenstellendes Erledigen einer Aufgabe).
Diese Eigenschaften und damit auch Anforderungen gelten
ebenfalls für die Mitglieder der zweiten Nutzergruppe. Zu
dieser gehören alle Personen, die für die Wartung des AAL
Systems verantwortlich sind (z. B. Techniker).
Die dritte Nutzergruppe beinhaltet die Menschen, die auf
Hilfe bei ihrer Lebensführung angewiesen sind. Dazu gehö-
ren vor allem Menschen im fortgeschrittenen Alter. Oft wer-
den diese als Gruppe der 60-Jährigen oder Älteren zusam-
mengefasst. Dabei wird nicht berücksichtigt, dass zum Teil
sehr große Unterschiede zwischen den einzelnen Mitgliedern
existieren. Beispielsweise kann ein 60-Jähriger völlig gesund
oder bereits schwer an Demenz erkrankt sein. Tendenziell
nimmt die kognitive Leistungsfähigkeit, z. B. die Wahrneh-
mungsgeschwindigkeit, mit steigendem Alter ab [11]. Jedoch
kann die Merk- und Lernfähigkeit, wenn nicht eine Erkran-
kung wie Demenz vorliegt, mit Hilfestellungen bis ins ho-
he Alter erhalten werden. Auch die sensorischen Fähigkei-
ten bezüglich Gehör, Sehvermögen und Gleichgewicht las-
sen mit steigendem Alter nach. Die 70- bis 79-Jährigen ha-
ben meist nur leichte Beeinträchtigungen ihrer sensorischen
Fähigkeiten, während 90 Jahre alte und ältere Menschen
mehrheitlich mäßig bis schwer in mehreren Sinnesmodali-
täten eingeschränkt sind [11]. Mit steigendem Alter nimmt
weiterhin die Anzahl muskuloskelettaler Krankheiten (z. B.
Gelenkverschleiß an Hüfte und Knie) zu [19]. Diese führen
zur Einschränkung der Funktionsfähigkeit der betroffenen
Elemente und dadurch letztendlich des Bewegungsappara-
tes der betroffenen Patienten.
Eine weitere Teilgruppe derjenigen, die auf Hilfe bei ihrer
Lebensführung angewiesen sind, sind behinderte Menschen.
Diese sind genau wie die Gruppe der älteren Menschen sehr
heterogen, abhängig von Art und Schwere der Behinderung.
Menschen, die auf Hilfe bei ihrer Lebensführung angewiesen
sind, benötigen oder wünschen sich Unterstützung in ver-
schiedenen Bereichen. Nehmer et. al [14] beschreiben drei
Aufgabenbereiche, bei denen Technologien aus dem Ambient
Assisted Living helfen könnten: Notfallbehandlung, Auto-
nomiesteigerung und Komfort. Zu den konkreten Aufgaben
eines AAL Systems gehören damit z. B. Voraussage, Erken-
nung und Vorbeugung von Notfällen wie Stürzen, Herzin-
farkten o. ä.. Weiterhin unterscheiden sich die Aufgaben, bei
denen das AAL System unterstützen soll, entsprechend des
Aufenthaltsorts des Benutzers. Der Innenbereich deckt z. B.
die eigene Wohnung oder das eigene Auto ab, während der
Außenbereich alles außerhalb des Zuhauses beinhaltet. Bei-
spielsweise ist zur Autonomiesteigerung im Innenbereich Un-
terstützung beim Säubern der Wohnung gefragt, während im
Außenbereich Assistenz beim Einkaufen von Lebensmitteln
o. ä. benötigt wird. Weitere Aufgaben für AAL Systeme im
Innenbereich zur Autonomiesteigerung sind Assistenz beim
Kochen, Essen, Trinken, Anziehen von Kleidung und bei der
korrekten Einnahme der Medikation. Im Außenbereich ge-
hören Unterstützung beim Reisen oder bei Bankgeschäften
dazu. Alle anderen denkbaren Aufgaben, wie Unterstützung
beim Halten sozialer Kontakte, unterhaltsamer Wissensver-
mittlung oder Organisieren von Transport, gehören zum Ge-
biet Komfort.
Die Heterogenität dieser dritten, großen Nutzergruppe ver-
hindert, dass allgemeingültige Aussagen über die Eigenschaf-
ten und damit Bedürfnisse jedes einzelnen Mitgliedes dieser
Gruppe getroffen werden können. Daher ist eine Untertei-
lung der Gruppe z. B. in Teilgruppen nach Grad der Ein-
schränkungen sinnvoll.
Diese Arbeit beschränkt sich im Folgenden auf die Unter-
suchung der Gruppe der älteren Menschen ohne schwerwie-
genden Einschränkungen als Nutzer. Der Begriff
”
Nutzer”
wird daher im weiteren Verlauf der Arbeit synonym mit
Mitgliedern dieser Teilgruppe verwendet. Bisher wurde nur
ein Überblick über die möglichen Eigenschaften und Aufga-
ben der Nutzer gegeben. Im nächsten Schritt sollen darauf
aufbauend konkrete Anforderungen der Nutzer an Techno-
logien, die Nutzerinteraktionen in AAL Systemen erlauben,
definiert werden. Im Allgemeinen kann dabei zwischen zwei
Arten von Anforderungen unterschieden werden. Die erste
Gruppe bilden Anforderungen, die an die Funktionsweise
des AAL Systems gestellt werden. Diese gewährleisten einen
reibungslosen Ablaufs der Interaktion und sind damit z. B.
in Notfallsituationen überlebenswichtig. Die zweite Grup-
pe sind Anforderungen an die Benutzungsfreundlichkeit des
AAL Systems. Sie dienen der Steigerung der Qualität der In-
teraktion und sind damit z. B. bei Aufgaben zur Autonomie-
steigerung und im Komfortbereich von großer Bedeutung.
Nehmer et al. [14] definieren Anforderungen an AAL Sys-
teme, die hauptsächlich auf die Funktionsweise der Tech-
nologie eingehen. Zu den Anforderungen gehören Robust-
heit, Verfügbarkeit, Erweiterbarkeit, Sicherheit, Schutz der
Privatsphäre, Aktualität, Ressourceneffizienz, Adaptionsfä-
higkeit als auch natürliche und vorausschauende Mensch-
Computer-Interaktion.
Robustheit bedeutet, dass ein System auch bei Missbrauch
oder Anwendungsfehlern durch den Nutzer weder nicht rich-
tig arbeiten noch abstürzen sollte. Ein AAL System ist ver-
fügbar, wenn es auch bei ungewöhnlichen Bedingungen,
wie z. B. dem Ausfall einzelner Hardwarekomponenten, ohne
größere Komplikationen funktioniert. Weiterhin wird von ei-
nem geeigneten AAL System angenommen, dass es zur Lauf-
zeit durch neue Komponenten, wie beispielsweise zusätzliche
Sensoren, erweitert werden kann. Damit wird eine Anpas-
sung des Systems an sich im Laufe der Zeit ändernde Be-
dürfnisse des Nutzers ermöglicht. Ein geeignetes AAL Sys-
tem ist sicher, wenn es genau die Aufgaben erledigt, für die
es konstruiert wurde. Das ist der Fall, wenn Systemspezifika-
tionen festgelegt wurden und mithilfe von Verifikations- und
Validierungsschritten sichergestellt wird, dass die Spezifika-
tionen eingehalten werden. Außerdem darf sich das System
nicht falsch verhalten, selbst wenn Fehlern in Systemkom-
ponenten selbst vorliegen. Ein geeignetes AAL System leis-
tet weiterhin den Schutz der Privatsphäre des Nutzers,
welcher trotz der Überwachung durch die AAL Anwendung
nicht gefährdet werden soll. Die Aktualität beschreibt, dass
das AAL System stets zeitnah handelt. Dies ist besonders
bei Notfällen von großer Bedeutung, da eine Verzögerung
der Hilfeleistung im schlimmsten Fall den Tod des Nutzers
bedeuten kann. Schließlich soll ein AAL System auch res-
sourceneffizient (hinsichtlich Rechenleistung, Energiever-
brauch usw.) agieren, um möglichst erschwinglich für den
Nutzer zu sein.
Eine wichtige Anforderung stellt die Adaptionsfähigkeit
dar. Das System soll sich auf verschiedenen Ebenen und
Ausmaßen an die Bedürfnisse und Aufgaben des Nutzers
anpassen. Dazu muss das System sich selbst überwachen
und überprüfen, ob kritische Bedingungen vorliegen, die eine
Anpassung nach sich ziehen sollten. Ein AAL System soll-
te sich selbst optimieren, konfigurieren und warten können.
Bei der Optimierung verändert sich das algorithmische Ver-
halten der Anwendung entsprechend der geänderten Bedin-
gungen. Zum Beispiel steigt die Lautstärke des Fernsehers
mit zunehmender Ertaubung des Nutzers. Die Konfiguration
findet statt, wenn neue Komponenten zum System hinzuge-
fügt bzw. nicht mehr benötigte Teile entfernt werden oder
wenn die Anwendung Ressourcen effizienter nutzen kann.
Zum Beispiel kann der Energieverbrauch in mobilen Senso-
ren bei einem niedrigen Batteriestand gesenkt werden, wenn
die Intervalle, in welchen Informationen über den Nutzer er-
fasst werden, verlängert werden. Zuletzt soll sich das System
auch warten, indem es Aktualisierungen automatisch herun-
terlädt und installiert.
Die letzte Anforderung, die Nehmer et al. definieren, ist eine
natürliche und vorausschauende Mensch-Computer-
Interaktion. Das AAL System sollte eine Schnittstelle für
die zu betreuenden Menschen, das medizinische und das
Wartungspersonal bieten. Die Schnittstelle für die zu Be-
treuenden ist laut Nehmer et al. geeignet, wenn sie mehrere
Modalitäten anspricht (z. B. auf Sprache, Gesten und visuel-
len Animationen basiert) und vom Nutzer keine spezifischen
Fähigkeiten voraussetzt. Außerdem soll die Schnittstelle die
Nutzer proaktiv in bestimmten Situationen ansprechen. Spe-
ziell für das medizinische Pflegepersonal soll darauf geach-
tet werden, dass medizinische Daten in einer fachgemäßen
Notation ein- und ausgegeben werden können. Medizinische
Pfleger sollen außerdem Indikatoren für kritische Situatio-
nen und Verhaltensmuster ihrer Patienten ablesen können.
Die Anforderung
”
natürliche und vorausschauende Mensch-
Computer-Interaktion” umreißt bereits, wie die Interaktion
zwischen Mensch und AAL System im Idealfall ablaufen soll.
Diese Anforderung lässt sich jedoch noch in weitere Kriteri-
en unterteilen, welche die Qualität der Interaktion zwischen
Nutzer und AAL System näher beschreiben können.
Seffah et al. [20] definieren als die zehn grundlegenden Usabi-
lity-Faktoren Effizienz, Produktivität, Sicherheit, Effektivi-
tät, Befriedigung, Erlernbarkeit, Zugänglichkeit, Universali-
tät, Nützlichkeit und Vertrauen. Diese Faktoren zeigen sich
ebenfalls in den von Rashidi und Mihailidis [18] beschrie-
benen Designkonzepten. Ein Faktor gilt als gegeben, wenn
er von den insgesamt 26 in [20] definierten messbare Krite-
rien, wie z. B. Fehlertoleranz, Selbstbeschreibungsfähigkeit
des Systems, Vollständigkeit und Gefallen bzw. Sympathie,
eine bestimmte Menge ausgewählter Kriterien erfüllt.
Die Faktoren überschneiden sich zum Teil mit den von Neh-
mer et al. [14] definierten Anforderungen. Zum Beispiel sind
die Anforderung Ressourceneffizienz und die Faktoren Effi-
zienz und Produktivität ähnlich. Effiziente System ermög-
lichen den Nutzern, entsprechend der Effektivität, die in ei-
nem bestimmten Nutzungskontext erreicht wird, angemesse-
ne Mengen von Ressourcen benutzen zu können. Ein System
ist produktiv, wenn das Verhältnis zwischen der erreichten
Effektivität und den vom Nutzer und System verbrauchten
Ressourcen angemessen ist. Für diese Faktoren ist außerdem
wichtig, die Zeit, welche die Lösung einer Aufgabe in An-
spruch nimmt, möglichst gering zu halten. Weiterhin ähnelt
der Faktor Sicherheit den bei Nehmer beschriebenen Anfor-
derungen Sicherheit, Verfügbarkeit und Robustheit. Seffah
et al. [20] beschreiben Sicherheit, dass Systeme auch bei
außergewöhnlichen Situationen und fehlerhaften Eingaben
stets akkurat arbeiten sollen.
Ein System ist effektiv, wenn es dem Nutzer ermöglicht, be-
stimmte Aufgaben genau und vollständig erreichen zu kön-
nen. Wichtig ist hierbei beispielsweise, dass die Aufgaben
komplett und akkurat erfüllt werden.
Nutzer können das System befriedigend finden, wenn sie
positive Empfindungen und Meinungen gegenüber dem Sys-
tem hegen. Zum Beispiel ist ein System für den Nutzer be-
friedigend, wenn es für ihn attraktiv, ansprechend, flexibel
und kaum anstrengend ist. Außerdem sollten nur wenige Ak-
tionen zum Erreichen des Ziels benötigt werden, beim Aus-
führen der Aufgabe nur wenige Dinge vom Nutzer bedacht
werden müssen und die Anwendung den Nutzer bei der Auf-
gabenlösung begleiten und führen.
Ein System ist erlernbar, wenn dem Nutzer das Gefühl
gegeben wird, dass er mithilfe des Systems seine Aufgaben
produktiv und bereits nach kurzer Zeit erledigen kann und
neue Funktionalitäten in einem kurzem Zeitraum für sich
erschließen und anwenden kann. Dazu muss das System z. B.
sich selbst gut beschreiben können, um den Lernprozess zu
vereinfachen und Elemente und Interaktionen verwenden,
die dem Nutzer bekannt sind.
Ein System ist zugänglich, wenn es von Nutzern mit ver-
schiedenen und besonderen Bedürfnissen, z. B. körperlichen
oder geistigen Einschränkungen, gebraucht werden kann. Es
teilt dann viele Kriterien mit einem befriedigenden System,
zusätzlich ist es jedoch noch z. B. konsistent, kontrollierbar
und der Nutzer kann effizient durch die Anwendung na-
vigieren. Weiterhin sind die visuellen Komponenten leicht
verständlich, der Nutzer erhält eine Reaktion vom System,
wenn er eine Eingabe getätigt hat und die Schnittstelle ist
einfach aufgebaut, indem unwesentliche Elemente ohne be-
deutenden Informationsverlust entfernt wurden.
Als universal gilt ein System, wenn es für Nutzer mit ver-
schiedenen kulturellen Hintergründen geeignet ist. Es finden
sich hier viele Parallelen zur Zugänglichkeit, wie z. B. die
Flexibilität, Konsistenz, Selbstbeschreibungsfähigkeit, Kon-
trollierbarkeit und Einfachheit.
Ein System wird als nützlich empfunden, wenn es dem Nut-
zer ermöglicht, seine Aufgaben auf akzeptable Art und Wei-
se lösen zu können. Dazu gehören z. B. auch die Gewährleis-
tung und der Schutz der Privatsphäre, wie sie durch Nehmer
et al. [14] beschrieben werden.
Das Vertrauen beschreibt, wie viel Zuverlässigkeit das Sys-
tem dem Nutzer bietet. Hierbei spielt z. B. auch der vertrau-
enswürdige Umgang mit den vom System erfassten Daten
eine Rolle.
Holzinger et al. [6, 7] erweitern die von Seffah et al. [20] defi-
nierten Usability-Faktoren speziell für ältere Nutzer um den
Faktor Akzeptanz. Die Akzeptanz beschreibt, wie ein Sys-
tem vom Nutzer angenommen wird und nicht als störender
Faktor und Eingriff in sein Leben wahrgenommen wird. Als
Kriterien für diesen Faktors wurden Nicht-Aufdringlichkeit,
Einbeziehen von Assoziationen, Einfachheit und Vertraut-
heit bestimmt. Das System soll also den Nutzer nicht hem-
men, seine Aufmerksamkeit selten fordern, sich auf das Vor-
wissen des Nutzers beziehen, einfach aufgebaut sein und ver-
traute Elemente und Interaktionen verwenden.
4. AKTUELLE TECHNOLOGIEN IM AAL
In diesem Abschnitt werden drei Technologien betrachtet,
die aktuell häufig im Ambient Assisted Living verwendet
werden. Zu diesen gehören Smart Homes, mobile, tragba-
re Sensoren und der Einsatz von Robotertechnik. Abhängig
von der genutzten Technologie erfolgt die Interaktion zwi-
schen Nutzer und AAL System auf verschiedene Art und
Weise. Deshalb wird weiterhin für jede der drei Technologien
jeweils ein konkreter Vertreter vorgestellt, um unterschied-
liche Interaktionsmöglichkeiten zwischen Nutzer und AAL
System zu illustrieren.
Ein Smart Home
”
ist ein gewöhnliches Haus, welches mit
verschiedenen von Typen Sensoren und Aktoren angerei-
chert wurde” [18]. Sensoren und Aktoren sind miteinander
vernetzt. In einigen Fällen ist das Netzwerk mit einem ent-
fernten Zentrum verbunden. In diesem Zentrum findet die
Datensammlung und -verarbeitung statt. Dort wird außer-
dem die Situation, in der sich der Nutzer befindet, ausge-
wertet und es werden gegebenenfalls Maßnahmen zur Un-
terstützung des Nutzers eingeleitet [3].
Die Aufgabe der Sensoren ist die Erfassung verschiedener
Informationen aus der Umwelt des Nutzers. Einige Senso-
ren, die häufig in Smart Home Systemen eingesetzt werden,
sind z. B. Drucksensoren, Smart Tiles, Ultraschallsensoren,
aktive Infrarotsensoren, PIR-Sensoren, RFID-Sensoren, Ka-
meras, Mikrofone und magnetische Schalter [18].
Drucksensoren und Smart Tiles, also intelligente Fliesen,
können erkennen, auf welchen Objekten bzw. auf welcher
Stelle im Fußboden Druck ausgeübt wird. Durch Ultraschall-
sensoren sowie aktive und passive Infrarotbewegungssenso-
ren (PIR) kann Bewegung im Smart Home festgestellt wer-
den. RFID-Sensoren können durch elektromagnetische Wel-
len Objekte identifizieren und ebenfalls Bewegung erkennen.
Kameras und Mikrofone erfassen Bild- und Tonmaterial, aus
welchem sich Aktivitäten, wie z. B. Lesen oder Reden, im
Smart Home ableiten lassen. Magnetische Schalter können
erkennen, ob beispielsweise eine Schranktür oder die Haus-
tür geöffnet oder geschlossen ist.
Durch Auswertung der erfassten Informationen können z. B.
die aktuelle Aktivität, welcher der Nutzer nachgeht, und sich
häufig wiederholende Muster erkannt werden [17]. Diese kön-
nen dann durch Einsatz der Aktoren automatisiert werden,
um dem Nutzer diese Aufgaben zu ersparen. Somit wird der
Komfort des Nutzers erhöht. Weiterhin können die erfass-
ten Informationen zur Ableitung des Kontextes des Nutzers
gebraucht werden. Damit kann der Gesundheitszustand des
Nutzers überwacht werden, um in Notfallsituationen schnell
und korrekt reagieren zu können.
Ein Nutzer kann mit einem Smart Home auf verschiedene
Weise kommunizieren. Neßelrath et al. [13] stellen eine auf
Gesten basierende Steuerung für ein Smart Home System
vor. Dazu verwendet der Nutzer die Wiimote, den Controller
der Nintendo Wii, der in Abb. 1 zu sehen ist.
Abbildung 1: Eine Wiimote zur Steuerung von
Smart Homes [15]
Mithilfe der Wiimote kann der Nutzer selbst Gesten defi-
nieren, die bestimmte Aktionen ausführen. Die Definition
von eigenen Gesten erlaubt dem Nutzer, die Anzahl und so-
mit Komplexität von Gesten zu reduzieren. Außerdem kön-
nen so eigene Präferenzen des Nutzers berücksichtigt wer-
den. Beispielsweise kann mit derselben Geste einerseits der
Ofen und andererseits der Fernseher eingeschaltet werden.
Mit welchem Gerät die Interaktion dabei erfolgt, ist abhän-
gig vom Kontext, z. B. der Position des Nutzers im Smart
Home. Gesten können auch so konzipiert werden, dass sie
gleichzeitig mehrere Geräte ansprechen. Zum Beispiel kann
mit einer Geste gleichzeitig der Fernseher stumm geschaltet
und der Ventilator ausgestellt werden, um die Lautstärke
im Raum z.B. für ein Telefonat zu senken. Das System ist
in der Lage, die Erkennung von wiederkehrenden Gesten im
Laufe der Zeit zu verbessern, da lernende Algorithmen im-
plementiert sind.
Der zweite Technologiebereich beschäftigt sich mit mobi-
len Sensoren. Diese können z. B. als sehr kleine und leichte
Sensoren direkt am Körper des Nutzers angebracht werden.
Die Sensoren können in Form von Pflastern, Geräten wie
sie bei Langzeit-EKG genutzt werden, Elektroden, am Kör-
per getragener Geräte oder sogar intelligenter Kleidung, so
genannter Smart Textiles, vorliegen [18]. Als mobile Senso-
ren können außerdem alle Sensoren in mobilen Endgeräten
verwendet werden, wenn der Nutzer diese bei sich trägt.
Häufig genutzte Sensoren im mobilen Bereich sind Beschleu-
nigungssensor, Gyroskop, Temperatursensoren, Drucksenso-
ren als auch Sensoren zur Messung von Blutzuckergehalt,
Kohlenstoffdioxidkonzentration, Herzaktivität (EKG), Ge-
hirnaktivität (EEG), Muskelaktivität (EMG), Augenbewe-
gung (EOG), Sauerstoffkonzentration im Blut und der gal-
vanischen Hautreaktion (Transpiration) [18]. Die Sensoren
liefern in regelmäßigen Intervallen die erfassten Daten über
den Nutzer. Die Dauer des Intervalls hängt vom untersuch-
ten Faktor ab. Zum Beispiel sind für die Messung der Kör-
pertemperatur größere Intervalle ausreichend, während zur
Bestimmung von bestimmten Bewegungen sehr viele Daten-
sätze pro Minute nötig sind.
Die Auswertung der von den Sensoren erfassten Daten er-
möglicht z. B. eine Aktivitätserkennung, d. h. es kann festge-
stellt werden, welche Aktionen der Nutzer aktuell ausführt.
Beispielsweise kann der Nutzer gerade essen, schlafen, sitzen,
langsam gehen oder schnell laufen. Durch die Auswertung
der Aktivität, welcher der Nutzer nachgeht, können Notfall-
situationen erkannt werden, z. B. wenn der Nutzer fällt. Die
erfassten Informationen können außerdem - wie auch bei den
Smart Homes - Aufschluss über den Gesundheitszustand des
Nutzers geben.
Eine Art tragbarer Sensoren sind die so genannten Smart
Watches [2]. Dabei handelt es sich um Geräte mit Rechen-
leistung, integrierten Sensoren und einer Uhr, die um das
Handgelenk getragen werden und mit anderen Geräten oder
dem Internet verbunden sein können. Eine Smart Watch,
die so genannte Meta Watch, ist in Abb. 2 zu sehen. Smart
Watches werden wie gewöhnliche Armbanduhren am Hand-
gelenk des Nutzers getragen. Damit sind sie sehr unauffällig
und ziehen keine unnötige Aufmerksamkeit des Nutzers auf
sich. Smart Watches können auch rund um die Uhr getra-
gen werden, da sie sehr robust und teilweise sogar wasserfest
sind.
Abbildung 2: Eine Smart Watch vom Typ Meta
Watch [12]
Die Eingabe des Nutzers erfolgt über Gesten. Damit keine
ungewollten Eingaben stattfinden, gibt es zwei Modi. Im ers-
ten Modus werden keine Gesten erkannt, um ein Arbeiten
ohne unerwünschte Eingaben zu ermöglichen. Ein Modus-
wechsel ist z. B. durch zweifaches Berühren der Smart Watch
möglich. Das Gerät kann dann im zweiten Modus Gesten
erkennen. Gesten können z. B. einfaches oder zweifaches Be-
rühren der Smart Watch oder das Drehen des Handgelenks
sein. Diese Gesten können auch miteinander kombiniert wer-
den, um komplexere Eingaben zu ermöglichen. Smart Wat-
ches sind außerdem in der Lage, dem Nutzer akustisches
(Signalton) und haptisches Feedback (Vibration) zu geben
und über das Display Informationen anzuzeigen.
Im Ambient Assisted Living können Smart Watches z. B.
zur Erinnerung an Medikamenteneinnahmen benutzt wer-
den. Die Einnahme könnte dann mithilfe der Smart Watch
validiert werden, indem der Nutzer die Einnahme manuell
bestätigt. Ärzte und Apotheker könnten über eine weitere
Schnittstelle die Einnahmezeiten direkt auf die Smart Watch
des Nutzers laden, um dem Nutzer den Überblick über alle
einzunehmenden Medikamente zu erleichtern. Smart Wat-
ches wären außerdem geeignet, um alltägliche Aktivitäten
der Nutzer zu überwachen und z. B. den Sturz eines Nutzers
zu entdecken.
Eine weitere häufig eingesetzte Technologie im Ambient As-
sisted Living ist der Einsatz von Robotern zur Unterstüt-
zung des Nutzers. Dabei werden die Roboter abhängig von
ihrem Einsatzgebiet in die drei Typen
”
activity of daily li-
fe” (ADL),
”
instrumental activity of daily life” (IADL) und
”
enhanced activity of daily life” (EADL) Roboter unterteilt
[18].
ADL Roboter unterstützen den Nutzer bei alltäglichen Auf-
gaben, welche zur Selbsterhaltung des Menschen nötig sind.
Zu den ADL gehören Aktionen wie Ernähren, Fortbewegen,
Ankleiden, der Toilettengang und Körperpflege [21, 10]. Bei-
spielsweise können ADL Roboter fallengelassene Gegenstän-
de wieder aufheben oder gewünschte Objekte holen und dem
Nutzer bringen.
IADL Robotern ermöglichen dem Nutzer einen erfolgrei-
chen Umgang mit bestimmten Instrumenten bzw. Objekten
im alltäglichen Leben. Sie helfen z. B. bei dem Führen von
Telefongesprächen, Einkaufen, Zubereiten von Mahlzeiten,
der Haushaltsführung, Wäschewaschen, Umgang mit Medi-
kamenten und Finanzen sowie dem Verwenden von (öffent-
lichen) Verkehrsmitteln [21, 10].
EADL Roboter sind Teil von sozialen Aktivitäten. Sie helfen
dem Nutzer bei der Ausführung von Freizeitbeschäftigungen
oder Lernen neuer Inhalte [21].
Abbildung 3: Care-O-bot 3 [8]
Ein konkretes Beispiel für den Einsatz von Robotertechnik
ist der Roboter Care-O-bot 3 [5, 9]. Dieser unterstützt den
Nutzer bei ADL und EADL. Der Roboter kann ihm bekann-
te Gegenstände auf Wunsch des Nutzers suchen, mit einem
Greifarm aufnehmen und dem Nutzer bringen. Zum Beispiel
kann Care-O-bot 3 dem Nutzer Wasser in einem Trinkgefäß
holen, um eine regelmäßige Flüssigkeitsaufnahme des Nut-
zers zu gewährleisten. Da Care-O-bot 3 eine Sprachausgabe
besitzt, kann er den Nutzer bei der Übergabe des Gegen-
standes mit Namen ansprechen. Außerdem kann der Robo-
ter für Unterhaltungszwecke genutzt werden, indem er Mu-
sik abspielt oder Spiele auf seinem interaktiven Touchscreen
gespielt werden können. Der Care-O-bot 3 kann sich oh-
ne Kollisionen durch Räume bewegen und vermeidet dabei
auch Zusammenstöße mit sich bewegenden Objekten oder
auch Menschen. Weiterhin kann er durch Kalibrierung ler-
nen, bestimmte neue Objekte zu identifizieren.
Die Interaktion mit dem Care-O-bot 3 erfolgt über einen
Touchscreen auf der Vorderseite des Roboters, wie in Abb.
3 zu sehen ist. Hier befindet sich ebenfalls die Fläche, auf
der z. B. die Objekte, die der Roboter dem Nutzer bringt,
platziert werden. Auf der Rückseite des Roboters befinden
sich die Sensoren und Aktoren. Diese sind bewusst für den
Nutzer nicht auf den ersten Blick sichtbar, um potentielle
Ängste vor der Technologie zu umgehen und um den Nutzer
mehr anzusprechen.
5. KATEGORIEN VON TECHNOLOGIEN
Wie im vorherigen Abschnitt 4 gezeigt, gibt es viele Mög-
lichkeiten, um auf eine bestimmte Art und Weise mit ei-
nem AAL System zu interagieren. Dabei spielen verschiede-
ne Faktoren und Gegebenheiten eine Rolle. Diese lassen sich
in Kategorien zusammenfassen.
Petzold et al. [16] stellen eine Taxonomie auf, in welcher sie-
ben aus insgesamt 16 Dimensionen vorgestellt werden. Jede
Dimension beschreibt ein Merkmal, welches eine Technolo-
gie, die eine Interaktion von Nutzer und dem AAL System
ermöglicht, haben kann. Ein Merkmal kann verschieden aus-
geprägt sein, wobei die möglichen Ausprägungen Charakte-
ristiken genannt werden. In Tabelle 1 sind die Dimensionen
mit ihren zugehörigen Charakteristiken dargestellt. Zu den
von Petzold et al. [16] beschriebenen Dimensionen gehören
Anzahl der Geräte, Aufdringlichkeit, Interaktivität, Absicht,
Nutzungserlebnis, Adaptionsfähigkeit und Modalität.
Die Anzahl der Geräte beschreibt, mit wie vielen Geräten
der Nutzer im AAL System interagiert. Das kann ein ein-
ziges physisches Gerät sein (einzeln) oder eine Vielzahl von
Geräten (mehrere).
Die Aufdringlichkeit weist darauf hin, wie viel Aufmerksam-
keit das System vom Nutzer fordert. Es kann entweder im
Hintergrund laufen (niedrig) oder den Nutzer stark und häu-
fig auf sich aufmerksam machen (hoch).
Tabelle 1: Auswahl von Dimensionen und ihre Cha-
rakteristiken nach [16], erweitert
Dimension Charakteristiken
Anzahl der Geräte mehrere, einzeln
Aufdringlichkeit hoch, niedrig
Interaktivität wechselseitig, gerichtet
Absicht explizit, implizit
Nutzungserlebnis greifbar, Objekt vermittelt,
entfernt
Adaptionsfähigkeit adaptiv, nicht adaptiv
Modalität multimodal, unimodal
Mobilität stationär, semimobil, mobil
Anzahl der Einsatzgebiete mehrere, einzeln
Tabelle 2: Einordnung der Vertreter in die vorgestellten Kategorien
Dimension Gestensteuerung im Smart Home Smart Watch Care-O-bot 3
Anzahl der Geräte mehrere einzeln einzeln
Aufdringlichkeit niedrig (Haushaltsgeräte), hoch (Wiimote) niedrig hoch
Interaktivität wechselseitig wechselseitig wechselseitig
Absicht explizit explizit und implizit explizit und implizit
Nutzungserlebnis Objekt vermittelt greifbar greifbar
Adaptionsfähigkeit adaptiv keine Angabe adaptiv
Modalität multimodal multimodal multimodal
Mobilität semimobil mobil semimobil
Anzahl der Einsatzgebiete mehrere mehrere mehrere
Die Interaktivität kennzeichnet, ob Nutzer und System ab-
wechselnd miteinander interagieren (wechselseitig) oder nur
eine der beiden Parteien eine Interaktion in Richtung der
anderen tätigt und das Feedback in Form einer zeitlich ver-
setzten Reaktion bekommt (gezielt).
Die Absicht beschreibt, ob ein Nutzer die Absicht hat, mit
dem System zu interagieren (explizit) oder ob das System
unabhängig von der Nutzerintention mit diesem interagiert
(implizit).
Das Nutzungserlebnis variiert, wenn ein Nutzer direkt phy-
sisch z. B. über eine Berührung des Touchscreens mit dem
System interagiert (greifbar), ein Objekt zur Eingabe be-
nötigt (Objekt vermittelt) oder überhaupt keine physische
Interaktion mit dem System nötig ist (entfernt).
Die Adaptionsfähigkeit zeigt, ob sich ein System an das Ver-
halten des Nutzers anpassen kann (adaptiv) oder nicht (nicht
adaptiv).
Die Modalität beschreibt, ob mehrere Modalitäten bei der
Interaktion zwischen Nutzer und System angesprochen und
benutzt werden (multimodal) oder nur eine (unimodal).
Zusätzlich zu den von Petzold et al. beschriebenen Dimen-
sionen können noch weitere Kategorien für AAL Systeme er-
mittelt werden: Geräte, mit deren Hilfe ein Nutzer mit dem
AAL System interagieren kann, können sich auch bezüglich
ihrer Mobilität unterscheiden. Ein Gerät kann entweder mo-
bil (z. B. nah am Körper getragen), semimobil (nur inner-
halb eines bestimmten Bereiches mobil) oder stationär sein.
Eine weitere Kategorie bildet die Anzahl der Einsatzgebiete
des AAL Systems. Beispielsweise lassen sich nur eine einzige
oder viele verschiedene Funktionen über eine Schnittstelle
ansprechen. Auch diese Merkmale mit ihren Ausprägungen
sind in Tabelle 1 dargestellt.
In diese Kategorien lassen sich nun exemplarisch die in Ab-
schnitt 4 vorgestellten Vertreter der einzelnen Technologien
eingliedern. In Tabelle 2 sind die Ergebnisse zusammenge-
fasst dargestellt.
Die auf Gesten basierende Steuerung im Smart Home [13]
setzt sich aus mehreren Geräten (z. B. Fernseher, Ventila-
tor zur Ausgabe und Wiimote zur Eingabe) zusammen. Die
Geräte lassen sich äußerlich nicht von gewöhnlichen Haus-
haltsgegenständen unterscheiden, was die Aufdringlichkeit
niedrig hält. Jedoch ist die Eingabe mithilfe der Wiimote für
ältere Nutzer ungewohnt, was eine erhöhte Aufmerksamkeit
vom Nutzer fordert. Die Interaktivität ist wechselseitig, da
das System auf die Gesten des Nutzers direkt z. B. mit dem
Einschalten des Fernsehern reagiert. Der Nutzer kann beim
vorgestellten Ansatz explizit mit dem System interagieren.
Das Nutzungserlebnis ist über die Wiimote als Objekt ver-
mittelt. Das System handelt adaptiv, da sich jeder Nutzer
eigene Gesten für bestimmte Aktionen definieren kann. Die
Eingabe für das System erfolgt über Gesten mit der Wiimo-
te. Diese kann zusätzlich Töne über die eingebauten Laut-
sprecher von sich geben, womit das System multimodal ist.
Innerhalb des Smart Homes kann sich der Nutzer frei mit
den Wiimote bewegen. Sobald der Nutzer jedoch das Smart
Home verlässt, ist er nicht mehr in der Lage, das System
zu benutzen. Damit ist das System semimobil. Durch die
Gesten können mehrere Aufgaben gelöst werden (An- und
Ausschalten des Fernsehers, Lichts oder Ventilators), wobei
eine Geste mehrere Aktionen gleichzeitig starten kann.
Die Smart Watch [2] besteht aus nur einem einzelnen Gerät.
Die Aufdringlickeit ist niedrig, da die Smart Watch sich zum
großen Teil wie eine gewöhnliche Armbanduhr verhält. Die
Interaktivität verläuft wechselseitig, da sowohl der Nutzer
Eingaben über die Gesten tätigen kann als auch die Smart
Watch z. B. durch Vibration den Nutzer auf sich aufmerk-
sam machen kann. Der Nutzer kann mit dem System expli-
zit interagieren, aber auch implizit z. B. an die Einnahme
von Medikamenten erinnert werden. Da die Eingabe mit-
hilfe von Gesten sowohl über Berührung als auch ganzheit-
liche Hand- bzw. Handgelenkbewegungen getätigt werden
können, ist das Nutzungserlebnis nur direkt möglich. Über
die Adaptionsfähigkeit des Systems an die Bedürfnisse des
Nutzers ist nichts bekannt. Es handelt sich bei den Smart
Watches um multimodale Geräte (Eingabe über Berührung,
Bewegung, Displayanzeige, Audiosignale als Ausgabemedi-
um, Vibration), die mobil vom Nutzer mit sich geführt wer-
den. Sie können für verschiedene Funktionalitäten, z. B. zur
Überwachung der alltäglichen Aktivitäten, Erinnerung an
Medikamenteneinnahmen und Bestätigung von absolvierten
täglichen Pflichten, eingesetzt werden.
Der Care-O-bot 3 [5, 9] besteht ebenfalls nur aus einem ein-
zelnen Gerät. Da es sich um einen verhältnismäßig großen
Roboter handelt, der auch die Nutzer direkt anspricht, ist
Care-O-bot 3 sehr auffällig und damit die Aufdringlichkeit
hoch. Die Interaktivität ist ebenfalls wechselseitig, da z. B.
der Nutzer einen bestimmten Gegenstand anfordern kann
und Care-O-bot 3 diesen dann sucht, bringt und dem Nut-
zer übergibt. Der Nutzer interagiert explizit mit dem Sys-
tem, wenn er Eingaben tätigt und implizit, wenn er z. B.
an die Aufnahme von Flüssigkeit erinnert werden muss. Das
Nutzungserlebnis ist direkt, da die Eingaben für den Robo-
ter über ein Touchscreen getätigt werden. Care-O-bot 3 ver-
hält sich adaptiv, indem er seine Routen dynamisch an sich
verändernde Hindernisse, z. B. Menschen, anpasst und sein
Wissen über Objekte und deren Aussehen erweitern kann.
Das System ist außerdem multimodal, da es neben der Dis-
playanzeige auch Musik wiedergeben, Objekte manipulieren
und Berührungen als Eingabe nehmen kann. Der Care-O-
bot 3 ist zwar innerhalb einer begrenzten Räumlichkeit (et-
wa der Wohnung des Nutzers) mobil, jedoch kann er diesen
Bereich nicht verlassen. Damit gilt er als semimobil. Schließ-
lich ist festzuhalten, dass der Roboter mehreren Tätigkeiten
nachgehen kann (Holen von Objekten, Erinnern an Flüssig-
keitsaufnahme, Unterhaltungsmöglichkeit) und damit meh-
rere Funktionalitäten durch ihn unterstützt werden.
Durch die Einteilung der vorgestellten Ansätze in Kategori-
en wird das Finden von Gemeinsamkeiten und Unterschie-
den der Technologien vereinfacht. Die Kategorisierung er-
leichtert dadurch auch den Vergleich existierender AAL An-
sätze, welcher im folgenden Abschnitt 6 durchgeführt wird.
6. EVALUATION
In den Abschnitten 4 und 5 wurde ein Überblick für die
aktuellen Technologien und ausgewählte, konkrete Vertreter
gegeben. Basierend auf diesen Erkenntnissen können nun die
konkreten Forschungsbeispiele in diesem Abschnitt auf ihre
Eignung für den Einsatz im Ambient Assisted Living geprüft
werden. Die Anforderungen aus Abschnitt 3 bieten dafür die
Grundlage.
Für die Robustheit sind keine konkreten Informationen ge-
geben. Da aber bei der auf Gesten basierenden Steuerung im
Smart Home und beim Care-O-bot 3 Nutzerstudien mit er-
folgreichen Testdurchläufen stattfanden, kann davon ausge-
gangen werden, dass die Systeme größtenteils stabil laufen.
Über die Smart Watch ist nur bekannt, dass eine prototy-
pische Anwendung entwickelt wurde, deren Robustheit aber
nicht näher beschrieben wurde.
Über die Verfügbarkeit der vorgestellten Ansätze sind lei-
der ebenfalls keine Informationen vorhanden. Daher ist eine
Betrachtung von diesem Kriterium nicht möglich.
Die Erweiterbarkeit ist bei allen Ansätzen gegeben. Bei
der auf Gesten basierenden Steuerung im Smart Home kön-
nen durch den Nutzer neue Gesten zum bestehenden System
hinzugefügt werden. Bei der Smart Watch und dem Care-
O-bot 3 ist eine Erweiterung der gebotenen Funktionalität
durch Software-Erweiterung durchaus denkbar. Zum Bei-
spiel könnte für den Unterhaltungsbereich bei Care-O-bot
3 ein neues Spiel für die Nutzer bereitgestellt werden.
Im Hinblick auf die Sicherheit sollten Risiken, die bei der
Benutzung des entsprechenden AAL Systems auftreten kön-
nen, betrachtet werden. Erfolgt beim Smart Home eine feh-
lerhafte Eingabe durch den Nutzer, sollte theoretisch ent-
weder keine Geste oder eine andere der bereits definierten
Gesten erkannt werden. Dies führt somit zur Ausführung
keiner oder einer unerwünschten Aktion. Der Nutzer sollte
die durch Wiederholung der eigentlich gewünschten Geste
sein Ziel schließlich erreichen können. Bei fehlerbehafteten
Eingaben des Nutzers bei der Smart Watch kann je nach
Einsatzgebiet ein Sicherheitsrisiko für den Nutzer entste-
hen. Beispielsweise könnte ein Gesundheitsrisiko entstehen,
wenn der Nutzer versehentlich eine Erinnerung an eine Medi-
kamenteneinnahme löscht. Im Falle eines Fehlverhalten des
Care-O-bot 3 kann es zu Kollisionen mit Personen oder Ob-
jekten kommen. Dies kann z. B. zu Verletzungen oder zur
Beschädigung der Objekten führen. In der durchgeführten
Nutzerstudie kam es jedoch zu keiner Kollision mit Personen
oder Objekten, da durch die implementierten Algorithmen
die Wahrscheinlichkeit für eine Kollision minimiert wurde.
Der Umgang mit privaten Daten des Nutzers wurde bei kei-
nem der untersuchten Forschungsbeispiele angesprochen. In-
sofern können auch keine Aussagen über den Schutz der
Privatsphäre des Nutzers gegeben werden.
Aktualität ist bei allen vorgestellten Ansätzen gegeben, da
jedes System direkt auf die Eingaben des Nutzers reagiert.
Über den effizienten Umgang mit Ressourcen sind nur
begrenzt Informationen vorhanden. Nur für die Smart Watch
ist bekannt, dass sie abhängig von der Nutzung eine hinrei-
chende Batterielaufzeit von z. B. mehreren Wochen bis zu
einem Jahr besitzt.
Die Adaptionsfähigkeit ist zumindest bei zwei der vor-
gestellten Ansätze erfüllt. Die auf Gesten basierende Steue-
rung im Smart Home ist anpassungsfähig, da sie um neue
Gesten erweitert werden kann. Weiterhin verbessert sich die
Erkennung bekannter Gesten mit steigender Häufigkeit der
Anwendung. Der Care-O-bot 3 kann sich ebenfalls an verän-
derte Situationen in seinem Umfeld anpassen, z. B. durch das
Erkennen und Umfahren statischer und dynamischer Hin-
dernisse, wenn er sich durch den Raum bewegt. Außerdem
kann er durch Kalibrierung lernen, auf neue Objekte zu rea-
gieren. Nur für die Smart Watch können aufgrund fehlender
Informationen keine Angaben über die Adaptionsfähigkeit
des Systems gegeben werden.
Eine natürliche und vorausschauende Mensch-Com-
puter-Interaktion ist bei jedem Ansatz zumindest durch
die jeweils vorliegende Multimodalität gegeben. Bei der auf
Gesten basierenden Steuerung ist die Benutzung für Nutzer
mit Vorwissen im Umgang mit Gestensteuerungen einfacher.
Dieses ist bei älteren Nutzern jedoch eher selten, worunter
die
”
natürliche” Interaktion leidet.
Die Effizienz der vorgestellten Ansätze variiert. Bei der
Steuerung des Smart Home bzw. der Smart Watch ist diese
abhängig von den (z. B. vom Nutzer selbst) definierten Ges-
ten. Es können z. B. Probleme auftreten, wenn der Nutzer
die Gesten falsch konfiguriert hat. Im Smart Home Beispiel
ist die Erkennung von Gesten jedoch lernfähig, wodurch die
Erkennung präziser und somit die Effizienz des Systems im
Laufe der Zeit gesteigert wird. Beim Care-O-bot 3 wurden
keine konkreten Aussagen über die Effizienz der Systeme ge-
troffen. Es ist aber zu vermuten, dass die Geschwindigkeit
der Navigation des Roboters abhängig von der Umgebung
und der Anzahl der Hindernisse sich verändert.
Da über das Verhältnis von eingesetzten Ressourcen und Ef-
fektivität keine Aussagen getroffen wurden, konnte auch für
die Produktivität keine Evaluation der Ansätze durchge-
führt werden.
Effektivität ist bei allen Ansätzen gegeben, da die Aufga-
ben an das System übertragen werden und somit nicht mehr
von Menschenhand aus überwacht oder organisiert werden
müssen.
Hinsichtlich der Befriedigung können nur Aussagen für die
auf Gesten basierende Steuerung und den Care-O-bot 3 ge-
troffen werden. Bei der auf Gesten basierenden Steuerung
im Smart Home empfanden die Tester, die durchschnittlich
länger für das Lösen der gestellten Testaufgaben brauch-
ten, die Kontrolle über das System als schwierig. Zu diesen
Testern gehörten vor allem Personen, die älter als 60 Jahre
waren. Der Care-O-bot 3 wurden in den Nutzerstudien po-
sitiv aufgenommen, was sich in einem neugierigen Verhalten
der Nutzer zeigte. Bei der Smart Watch kann keine Aussa-
ge über den Befriedigungsgrad getroffen werden, da keine
Nutzerstudie durchgeführt wurden.
Die Erlernbarkeit ist bei allen Ansätzen gegeben. Ges-
ten können bei der Smart Home Steuerung selbst definiert
werden, was den Lernprozess verkürzt. Nachdem die Smart
Watch für den Nutzer eingestellt wurde, ist der weitere Lern-
und Bedienungsaufwand gering. Der Care-O-bot 3 muss zu
Beginn für die Nutzungsumstände kalibriert und eingestellt
werden. Danach ist dieser aber mit wenig Aufwand nutzbar.
Bei der Zugänglichkeit und der Universalität spielt vor
allem die Kontrollierbarkeit des Systems eine Rolle. Für die
Steuerung im Smart Home ist diese wie bereits beschrieben
für ältere Nutzer ohne Vorkenntnisse schwierig. Auch bei den
anderen beiden Systemen ist eine gewisse Einarbeitungszeit
des Nutzers vorauszusetzen. Danach sollten alle Systeme je-
doch für sehr heterogene Nutzer zugänglich sein.
Über die Nützlichkeit des Systems und das Vertrauen
der Nutzer in die vorgestellten Beispiel können keine fun-
dierten Aussagen getroffen werden, da aus Sicht der Nutzer
keine Informationen für diese beiden Faktoren (z. B. im Hin-
blick auf den Umgang des Systems mit privaten Daten der
Nutzer) vorliegen.
Zuletzt wird die Akzeptanz betrachtet. Wie bereits be-
schrieben, empfanden vorwiegend die älteren Testpersonen
bei der Smart Home Steuerung die Kontrolle über das Sys-
tem als schwierig. Ursache hierfür ist vermutlich die fehlende
Erfahrung und somit Vertrautheit mit auf Gesten basieren-
den Steuerungen der entsprechenden Tester. Für die Smart
Watches sollte die Akzeptanz aufgrund ihrer Unauffälligkeit
und dem Bezug auf das bekannte Gerät
”
Uhr” gegeben sein.
In der durchgeführten Nutzerstudie reagierten die Nutzer
neugierig auf den Care-O-bot 3, obwohl ein Roboter in ih-
rem Alltag für sie nicht vertraut war. Jedoch erzeugte vor
allem das Ansprechen der Personen mit ihrem Namen eine
Vertrautheit und damit Akzeptanz gegenüber dem Roboter.
Zusammenfassend lässt sich feststellen, dass jeder der drei
Vertreter die Anforderungen Erweiterbarkeit, Aktualität, Ef-
fektivität und Erlernbarkeit vollständig erfüllt. Im Hinblick
auf Usability (durch die Anforderungen natürliche und vor-
ausschauende Mensch-Computer-Interaktion, Befriedigung,
Zugänglichkeit, Universalität und Akzeptanz stellvertretend
beschrieben) konnte sich besonders der Care-O-bot 3 als ge-
eignet zeigen. Die Smart Watches erscheinen ebenfalls als ge-
eignet. Bei der auf Gesten basierenden Steuerung im Smart
Home kam es vor allem wegen des mangelnden Vorwissens
der Nutzer im Umgang mit gestenbasierten Eingabesyste-
men zu Abwertungen. Die Sicherheit sollte bei allen Ansät-
zen gegeben sein, jedoch variiert die Schwere der möglichen
Probleme zwischen den einzelnen Ansätzen. Ebenso ist die
Effizienz für alle Beispiele gegeben, aber sie ist abhängig
von spezifischen Faktoren wie Komplexität der Gesten oder
Anzahl der Hindernisse im Raum variabel. Adaptionsfähig-
keit und Robustheit sind zumindest für die Gestensteuerung
und den Roboter gegeben. Die Anforderungen Verfügbar-
keit, Schutz der Privatsphäre, Ressourceneffizienz, Produk-
tivität, Nützlichkeit und Vertrauen können aufgrund man-
gelnder Informationen nicht in die endgültige Bewertung al-
ler Ansätze mit einbezogen werden.
Alle drei betrachteten Ansätze erfüllen zum Großteil die in
Abschnitt 3 definierten Anforderungen. Damit sind sie prin-
zipiell für den Einsatz im Ambient Assisted Living geeignet.
Natürlich variiert die Eignung der einzelnen Beispiele auch
abhängig vom Einsatzgebiet. So kann z. B. die Smart Watch
durch ihre Mobilität als einzige der untersuchten Technolo-
gien flexibel im öffentlichen Außenbereich eingesetzt werden
und dort den Nutzer unterstützen. Dabei kann sie den Nut-
zer aber nicht physisch helfen, was z. B. der Care-O-bot 3
durch das Holen von Gegenständen leisten kann.
7. ZUSAMMENFASSUNG UND AUSBLICK
Ziel dieser Arbeit war die Evaluation von Technologien, die
Nutzerinteraktionen im Ambient Assisted Living geeignet
unterstützen. Dazu wurden die Eigenschaften und Aufga-
ben verschiedener Nutzergruppen (medizinisches und War-
tungspersonal, auf Hilfe angewiesene Menschen) betrachtet.
Für Senioren ohne schwerwiegende Einschränkungen wur-
den Anforderungen an die AAL Technologien zur Gewähr-
leistung eines reibungslosen Ablaufes der Interaktion und
an die Benutzungsfreundlichkeit der Benutzungsschnittstel-
le definiert. Danach wurden gängige Technologien aus dem
Ambient Assisted Living vorgestellt, zu denen Smart Ho-
mes, tragbare und mobile Sensoren als auch der Einsatz von
Robotern zählen. Für jede Technologie wurde ein konkreter
Vertreter in Form einer auf Gesten basierenden Steuerung
eines Smart Homes, der Smart Watch und des Care-O-Bot
3 näher betrachtet. Die Art und Weise, wie der Nutzer mit
dem AAL System interagiert, ist abhängig vom konkreten
Ansatz. Die Interaktion kann z. B. eine auf Gesten basie-
rende Steuerung und/oder über eine Berührung des Touch-
screen stattfinden. Die vorgestellten Forschungsansätze lie-
ßen sich abhängig von Faktoren wie z. B. Adaptionsfähigkeit,
Modalität oder Mobilität in unterschiedliche Kategorien zu-
sammenfassen und ordnen, um die daraufhin durchgeführte
Bewertung zu vereinfachen. Die Evaluation hat gezeigt, dass
alle drei näher betrachteten Ansätze die in Abschnitt 3 defi-
nierten Anforderungen zumindest zum Großteil erfüllen. Die
vorgestellten Ansätze sind damit alle zum Einsatz im Am-
bient Assisted Living geeignet.
Da im Rahmen dieser Arbeit nur eine theoretische Evalua-
tion möglich war, sollten die Ergebnisse zukünftig mithil-
fe von weiterführenden Nutzerstudien empirisch überprüft
werden. Zusätzlich sollte untersucht werden, inwieweit die
vorgestellten Ansätze auch für weitere Nutzer der in Ab-
schnitt 3 beschriebenen Menschen geeignet wären. Die Eva-
luation weiterer konkreter Technologien aus dem AAL Be-
reich ist ebenfalls interessant. Beispielsweise könnten Syste-
me mit Sprachsteuerung oder unter der Nutzung von Tan-
gibles hinsichtlich ihrer Eignung für das Ambient Assisted
Living analysiert werden. Für die Zukunft ist außerdem ab-
zusehen, dass sich einige der hier ermittelten Anforderungen
an AAL Systeme ändern werden. Zum Beispiel werden die
Menschen aus der heutigen Generation, die mit viel Tech-
nologie in ihrem Alltag aufwachsen, vermutlich geringere
Schwierigkeiten bei der Akzeptanz von z. B. Robotern als
Hilfsmittel besitzen. Es bleibt zu hoffen, dass sich die Lücke
zwischen Nutzer und AAL System immer weiter verringern
wird, bis AAL Systeme eines Tages die Lebensqualität von
vielen Menschen steigern bzw. halten können.
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ABSTRACT
Cyberphysikalische Systeme zeichnen sich dadurch aus, dass
real existierende Objekte in die virtuelle Welt der Informa-
tionsverarbeitung einbezogen werden. Dies ist insbesonde-
re für die Entwicklung von Ambient Assisted Living (AAL)
Systemen interessant, da in diesen das Umfeld des Menschen
sowohl überwacht als auch gesteuert werden soll. Zur Über-
wachung werden oft Signale von Sensoren genutzt, die als
Ereignisse (Events) interpretiert werden können. Die Aus-
wertung solcher Events ist Hauptgebiet des Complex Event
Processings (CEP). In diesem Paper sollen die grundlegen-
den Vorgehensweisen des CEP beleuchtet werden und inwie-
fern diese sich mit CPS kombinieren lassen.
Keywords
Complex Event Processing, Cyber Physical Systems, Am-
bient Assistent Living
1. EINFÜHRUNG
Zu Beginn soll der Begriff CPS näher erklärt werden. Das
CHESS-Zentrum der Berkeley University of California de-
finiert diesen wie folgt (freie Übersetzung nach [6])
Definition 1. Cyberphysikalische Systeme sind Vereinigun-
gen von Berechnungs- und physikalischen Prozessen. Ein-
gebettete Computer und Netzwerke beobachten und steu-
ern die physikalischen Prozesse. Dabei werden Feedback-
Schleifen genutzt, bei denen die physikalischen Prozesse die
Berechnungen beeinflussen und anders herum.
Abbildung 1 zeigt schematisch, wie CPS aufgebaut sind.
Darin wird deutlich, dass die Aktorik ein optionales Element
darstellt. Da diese für CEP eine untergeordnete Rolle spielt,
betrachtet diese Arbeit hauptsächlich den Teil der Sensorik.
Eine Aufgabe von CEP ist es, höheres Wissen aus den Da-
ten, die von den Sensoren bereitgestellt werden, zu gewin-
Figure 1: Schematische Darstellung von Cyberphy-
sikalischen Systemen
nen. Stehen einem System z.B. Daten über den Öffnungs-
zustand eines Fensters und den Heizgrad einer Heizung zur
Verfügung, kann ermittelt werden, wenn es zum Wärme-
verlust (d.h. geöffnetes Fenster bei eingeschalteter Heizung)
kommt. In diesem Fall würde ein neues Event generiert wer-
den, dass diese Situation beschreibt. Der Empfänger dieses
Events kann damit auf verschiedeneWeise umgehen. Er kann
den Nutzer benachrichtigen oder auch die Heizung ausschal-
ten.
2. GRUNDLEGENDE ELEMENTE DES CEP
In diesem Abschnitt sollen die wesentlichen Begriffe des CEP
definiert und grundlegende Konzepte erklärt werden. Die
verbleibenden Kapitel dieser Arbeit bauen auf diesen Grund-
lagen auf.
2.1 Events
Zentrales Objekt des CEP ist das Event. Dabei gibt es zwei
unterschiedliche Begriffe, die mit dem Wort
”
Event“ bezeich-
net werden. In [7] werden diese wie folgt definiert:
Definition 2. Ein Event ist ein Vorkommen in einem Sys-
tem oder einer Domäne, das aufgetreten ist oder von dessen
Auftreten ausgegangen werden kann.
Definition 3. Ein Event im engeren Sinn stellt eine pro-
grammiertechnische Entität dar, durch die reale Events be-
schrieben werden.
Hier zeigt sich bereits die Ableitung von höheren Events
aus niedrigeren. Sensoren generieren niederwertige Ereignis-
se, wie z.B.
”
Fenster wurde geöffnet“. Wenn gleichzeitig die
Heizung eingeschaltet ist, kann davon ausgegangen werden,
dass auch das Ereignis
”
Wärmeverlust“ eingetreten ist, ob-
wohl es dafür keine direkte Entsprechung gibt.
Zur Beschreibung von Events gibt es mehrere Ansätze [15,
4, 7], die in Abschnitt 2.3 näher beschrieben werden. Viele
haben jedoch gemeinsam, dass sie verschiedene Ereignisse in
Klassen, sogenannten Event Types, zusammenfassen. Diese
Klassen spezifizieren, wie ein Ereignis strukturell aufgebaut
ist und welche Bedeutung die einzelnen Felder haben. Übli-
cherweise hat jedes Event eine Id sowie einen Zeitstempel.
Abhängig von dem Eventtypen können noch zusätzliche Fel-
der für Eventdaten (payload) und nicht näher spezifizierter
Platz für Zusatzdaten hinzukommen. Zu den Eventdaten ge-
hören u.a. Sensorwerte, also z.B. die aktuelle Zimmertempe-
ratur bei einem Wärmesensor. Entitäten von so definierten
Eventtypen können mit den gängigen softwaretechnischen
Methoden repräsentiert und persistiert werden. Bspw. kön-
nen sie direkt als Klassen im Sinne von OOP oder als Ta-
bellen relationaler Datenbanken umgesetzt werden.
2.2 Rollen in einem CEP System
In einem CEP System gibt es im wesentlichen drei Rol-
len [7]. Eventerzeuger sind dafür zuständig, niederwertige
Events bereitzustellen. Oft handelt es sich dabei um Sen-
soren, die ihre Rohdaten als Events abgeben. Eventerzeuger
bilden den Eingang des CEP-Systems und haben ausschließ-
lich ihre physikalischen Entsprechungen als Datenquelle.
Eventkonsumenten stehen im Gegensatz dazu am Ende der
Verarbeitung und sind diejenigen Einheiten, die tatsächlich
auf Events reagieren können. In Bezug auf CPS kann es sich
dabei um Aktorik handeln, jedoch ist es auch möglich, die
Aktionen im informationstechnischen System auszuführen,
also bspw. Einträge in ein Log zu schreiben.
Verarbeitungseinheiten stehen zwischen diesen beiden Ele-
menten. Sie nehmen Events aus einer Quelle entgegen und
geben Events an eine Senke ab. Typischerweise korrelieren
Ein- und Ausgabe miteinander. So kann eine Verarbeitungs-
einheit bspw. die Daten aus einem Event in eine andere Ein-
heit umrechnen ( ◦C zu ◦F). Die verschiedenen Verarbei-
tungsmöglichkeiten werden später in dieser Arbeit beleuch-
tet. Verarbeitungseinheiten agieren somit sowohl als Event-
konsumenten als auch als Eventproduzenten mit dem Unter-
schied, dass sie nicht am Rand des CEP Systems stehen. Oft
wird der Teil der Eventverarbeitung als Middleware imple-
mentiert, der so programmiersprachenunabhängig ist und in
einer heterogenen Umgebung genutzt werden kann.
Zur Kommunikation zwischen den einzelnen Komponenten
können Kanäle benutzt werden. Diese Kanäle dienen da-
zu, die eigentliche Kommunikationsfunktionalität von den
Verarbeitungseinheiten zu trennen und trotzdem sicherzu-
stellen, dass Events ihre Empfänger erreichen. Dabei kann
auf die verschiedenen Konstrukte der jeweiligen Entwick-
lungstechnologien zurückgegriffen werden. Befinden sich Quel-
le und Ziel im selben Programm, reicht bspw. ein einfacher
Funktionsaufruf.
Abbildung 2 zeigt das Zusammenspiel der einzelnen Teile in
einem CEP System. Als Datenquelle stehen zwei Sensoren
sowie der Heizungsregler zur Verfügung. Obwohl es sich da-
bei eigentlich um Aktorik handelt, wird dieser trotzdem als
Eingabe verwendet, da er in diesem Beispiel seine Stellung
als Event abgibt. Alle drei Datenquellen schicken ihre Events
an einen Kanal, der diese wiederum verteilt. Die Events des
Temperatursensors werden z.B. einerseits dafür genutzt, um
die aktuelle Temperatur auf der Konsole auszugeben, und
andererseits um festzustellen, ob die Temperatur sinkt. Die
entsprechende Verarbeitungseinheit generiert diese Events
aufgrund der Temperaturdaten.
2.3 Beschreibung von Events
Die Semantik von höheren Events kann durch entsprechen-
de Programmierung der Verarbeitungseinheiten spezifiziert
werden. Allerdings gibt es auch Ansätze, diese zu deklarieren
und daraus die Einheiten abzuleiten. Viele dieser deklarati-
ven Sprachen sind ähnlich zu SQL. Eine der weitverbreitets-
ten Sprachen ist die Event Processing Language (EPL) [4].
Aufbauend darauf wurde die SASE Event Language [15] ent-
wickelt. Durch diese werden Events generiert, indem SQL-
ähnliche Abfragen ausgeführt werden. Diese Abfragen haben
folgende Form:
EVENT pattern
[WHERE condition ]
[WITHIN window ]
Das pattern gibt dabei an, welche Events abgefragt werden
sollen. Dies beinhaltet sowohl den Eventtypen als auch spe-
zielle Verknüpfungen wie Sequenzen usw. sowie Operatoren
auf den Events. So können bspw. Events negiert werden um
deren Nichtauftreten zu deklarieren. In der WHERE-Klausel
können zusätzliche Bedingungen für die Eingabe-Events an-
gegeben werden. Mit dem WITHIN-Statement hat der Pro-
grammierer die Möglichkeit, nur Events in bestimmten Zeit-
fenstern zu betrachten. Die entsprechenden Konzepte wer-
den später in dieser Arbeit erläutert.
Im gegebenen Beispiel kann das Event
”
Wärmeverlust“ wie
folgt definiert werden:
Figure 2: Zusammenspiel der Komponenten eines CEP Systems
Wärmeverlust =
EVENT ALL (
Fenster geöffnet f,
Heizung eingeschaltet h)
WHERE f.zimmer = h.zimmer
WITHIN 12 hours
Als Eingabeevent wird eine ALL-Verknüpfung von Fenster -
geöffnet und Heizung eingeschaltet verwendet. Diese Ver-
knüpfung tritt dann ein, sobald alle beinhalteten Events auf-
getreten sind. Im konkreten Fall wird es ausgelöst, wenn das
Fenster geöffnet und die Heizung eingeschaltet wurde. Um
das Beispiel möglichst klein zu halten, wurde nicht beachtet,
dass zwischen den beiden Events auch das entgegengesetzte
Event auftreten könnte. Also Fenster wird geöffnet, Fenster
wird geschlossen, Heizung wird eingeschaltet. In diesem Fall
würde das deklarierte Event trotzdem ausgelöst werden. Um
dies zu verhindern bietet die SASE Language weitere Kon-
strukte, auf die hier aber nicht eingegangen werden soll.
Sobald die Verknüpfung der Eingabeevents eingetreten ist,
werden die beiden Zusatzklauseln ausgewertet. Hier wird da-
von ausgegangen, dass die beiden Eventtypen Fenster ge-
öffnet und Heizung eingeschaltet ein Feld zimmer haben,
das beschreibt, in welchem Zimmer die Events aufgetreten
sind. Da es nur sinnvoll ist, die Verknüpfung beider Events
zu betrachten, wenn sie im selben Zimmer auftreten, wurde
die entsprechende WHERE-Klausel eingefügt. Das WITHIN-
Statement soll exemplarisch als Beispiel dienen, wie Zeitfens-
ter realisiert werden können. Zwischen dem Auftreten der
Eingabeevents dürfen somit höchstens zwölf Stunden ver-
gangen sein, damit das Ausgabeevent erzeugt wird.
Das so deklarierte Event kann dann wie jedes andere Event
verwendet werden. Bei der technischen Umsetzung können
die einzelnen Teile auf Verarbeitungseinheiten abgebildet
werden um so ein dynamisches CEP-System aufzubauen. In
Bezug auf CPS eignet sich die SASE Language besonders,
da sie zur Benutzung mit RFID-Streams entwickelt wur-
de und dementsprechend performant implementiert werden
kann [15].
2.4 Reaktionen auf Ereignisse
Am hinteren Ende der Verarbeitungskette stehen die Event-
senken, die bestimmte Aufgaben aufgrund erhaltener Events
ausführen sollen. In [7] werden die möglichen Aktionen fol-
gendermaßen untergliedert:
• Beobachtung :
Der oder die Benutzer des Systems werden sofort über
eintreffende Events informiert. Der einfachste Fall ist
eine Konsolenausgabe auf einem Terminal.
• Informationsverbreitung :
Eintreffende Events bewirken eine Benachrichtigung
der betreffenden Nutzer. Das heißt, dass nur diejenigen
Nutzer benachrichtigt werden, die das Event auch tat-
sächlich behandeln. Zusätzlich erfolgt die Benachrich-
tigung zu einem sinnvollen Zeitpunkt. In dem anfangs
gegebenen Beispiel sollte bspw. nur der Nutzer benach-
richtigt werden, der für den Wärmeverlust gesorgt hat.
Ändert sich in einem nachfolgenden Zeitfenster nichts
an der Situation, kann die Gebäudeverwaltung benach-
richtigt werden.
• Dynamische Operation:
Das System reagiert selbstständig und angemessen auf
Events. Im Beispiel kann es die Heizung ausschalten
oder das Fenster schließen. Hier sollte zusätzlich auf
die Besonderheiten von CPS geachtet werden. Insbe-
sondere muss dem Fakt Rechnung getragen werden,
dass alle Aktionen eines CPS sich auf die reale Welt
auswirken. Es muss in jedem Fall sichergestellt werden,
dass weder technische Einrichtungen noch Menschen
gefährdet werden.
• Aktive Diagnose:
Aufgrund von Events kann auf Probleme innerhalb
des Systems geschlossen werden. Wenn z.B. der Fens-
tersensor immer wieder meldet, dass das Fenster ge-
öffnet ist, obwohl das System es geschlossen hat, ist
es möglich, dass der Sensor oder die Fenstersteuerung
defekt ist. Als Reaktion darauf kann der Hausmeis-
ter über das Problem informiert werden. Ein weiteres
Beispiel ist die Erkennung von verdächtigem Verhal-
ten, was häufig im Militär eingesetzt wird. So können
Millitärfahrzeuge mit Geolokationssensoren ausgestat-
tet werden, die entsprechende Events erzeugen. Über
verschiedene Algorithmen können Abweichungen von
der eigentlich geplanten Verwendung erkannt und da-
mit Missbrauch der Fahrzeuge detektiert werden.
• Vorhersagen:
Ein Gebiet, das selbst ein umfangreiches Forschungs-
thema ist, beschäftigt sich mit der Vorhersage von Events.
Wenn das Fenster im Beispiel jeden Tag um 17:00 Uhr
geöffnet wird, kann das System dafür sorgen, dass die
Heizung um diese Zeit sofort ausgeschaltet wird um
Energie zu sparen.
2.5 CEP in der Praxis
Dieses Paper konzentriert sich auf den Einsatz von CPS und
CEP im Bereich des AAL. Jedoch gibt es vor allem in der
Industrie viele Einsatzzwecke für solche Systeme. Um dies
zu illustrieren sei folgendes Beispiel gegeben:
Die Gepäckverwaltung auf einem Flughafen wird von einem
zentralen System gesteuert. Dazu bekommt jedes Gepäck-
stück ein RFID-Tag, mit dem es identifiziert werden kann.
An wichtigen Stellen im Flughafen stehen RFID-Scanner be-
reit, die Events abgeben, sobald ein Gepäckstück in des-
sen Reichweite kommt (z.B. Gepäckausgabe, Flugzeugbe-
ladung). Aus den von den Scannern abgegebenen nieder-
wertigen Events können somit höherwertige Ereignisse ab-
geleitet werden. Das können einfache Events zur Gepäck-
verfolgung sein, jedoch können sie auch verwendet werden,
um Fehler zu erkennen. Bspw. sollen Events generiert wer-
den, wenn ein Gepäckstück in das falsche Flugzeug gela-
den wird. Ein weiteres wichtiges Muster der Eventverarbei-
tung ist das Absence-Pattern, das eintritt, wenn ein Ereignis
nicht eintritt. Dieses kann dazu verwendet werden, um verlo-
rengegangene Gepäckstücke zu identifizieren. Gepäckstücke
durchlaufen üblicherweise eine fest definierte Prozedur, die
in einer bestimmten Zeit vollendet ist. Treten die in die-
ser Prozedur definierten Ereignisse in dieser Zeit nicht auf,
greift das Absence-Pattern, woraufhin ein Event generiert
wird, dass ein Gepäckstück verloren gegangen ist.
Weitere Einsatzgebiete von CEP sind bspw. das Business
Process Management, bei dem Geschäftsprozesse optimiert
werden sollen und Fehler oder Probleme schnell durch CEP
erkannt werden können, oder auch Nutzerstudien. Dabei
können CEP-Systeme die Eingaben von Nutzern, die als
Events repräsentiert werden, schnell und effizient analysie-
ren und auf wiederkehrende Muster untersuchen. Ein weite-
res wichtiges Gebiet ist der Finanzsektor. CEP wird dabei
dazu genutzt, um den bestmöglichen Zeitpunkt für einen
Ein- bzw. Verkauf von Wertpapieren zu ermitteln um so au-
tomatische Transaktionen auszuführen.
2.6 CEP Software
Für CEP-Systeme gibt es einige Frameworks und Plattfor-
men, von denen einige näher beleuchtet werden sollen.
2.6.1 Esper [1]
Esper ist eine Engine zur Verarbeitung von Ereignisströmen
und Ereigniskorrelation. Dabei werden Events mithilfe von
EPL spezifiziert und im System registriert. Sobald das Auf-
treten eines Events ermittelt wurde, wird ein Ereignishand-
ler (im Sinne von programmiertechnischen Ereignissen) auf-
gerufen, in dem das aufgetretene Event behandelt werden
kann. Dabei wird eine große Auswahl von Verknüpfungen
und Operationen der Events unterstützt. Für Esper gibt es
Implementierungen für Java und .Net. Laut der Entwickler
erreicht das System eine Eventverarbeitungsrate von 500.000
Events pro Sekunde auf einem 2 GHz Dual-Core Prozessor
mit 1000 registrierten Events.
2.6.2 Nastel [3]
Nastel’s Autopilot ist eine eigenständige Software, die da-
für konzipiert ist, die Gesundheit von anderen Programmen
zu überwachen, also auf Probleme und Fehler zu reagieren.
Dazu wird ein CEP-System verwendet. Auch dieses System
bietet eine große Auswahl von Funktionalitäten an. Zwar
können eigene Ereignisquellen verwendet werden, jedoch ist
die Verarbeitung und Ausgabe auf die Nastel-Software be-
schränkt. Es ist somit nicht möglich, die CEP-Engine in ei-
genen Anwendungen zu verwenden.
2.6.3 IBM CEP [2]
Die IBM-Engine für CEP ist eine Middleware, die in jedes
beliebige System integriert werden kann. Zusätzlich wird ei-
ne Java-Bibliothek angeboten, mit der auf die Middlewa-
re zugegriffen werden kann. Durch die Implementierung als
Middleware ist die Verwendung sehr flexibel möglich. Es
können sowohl verschiedene Eventquellen als auch -senken
verwendet werden. Die Definition von Events kann bspw.
über ein grafisches Tool erfolgen. Bei dem Projekt wird großer
Wert auf verschiedene Aspekte des CEP gelegt wie z.B. die
Synchronisation von Events (Ausgleich von Netzwerklaten-
zen), Ermitteln der örtlichen und zeitlichen Kontexte, Live-
Updates der Eventdefinitionen und vieles andere.
2.7 Event Processing
Dieses einführende Kapitel soll mit den Aufgaben des Event
Processings abschließen. Nach [7] wird der Begriff wie folgt
definiert:
Definition 4. Event Processing umfasst alle Prozesse, die
Events (im Sinne der programmiertechnischen Entität) er-
zeugen, verändern, auslesen und löschen.
Insofern sind Ereignisse einfache Entitäten, auf denen die
üblichen CRUD-Operationen (Create, Read, Update, Dele-
te) ausgeführt werden können. Wie genau diese Objekte ab-
gespeichert werden, ist dem Programmierer überlassen und
lässt sich von Plattform zu Plattform unterschiedlich gestal-
ten.
Ein Großteil der Eventverarbeitung ist deterministisch. Die-
se zeichnet sich dadurch aus, dass Ereignisse in der realen
Welt direkt auf programmiertechnische Events abgebildet
werden. Für niederwertige Events ist dies offensichtlich, aber
auch höherwertige Events haben oft eine direkte Entspre-
chung in ihrem Bezugssystem.
Eine weitere Facette des Event Processings ist die annähern-
de Verarbeitung (approximate processing). Dabei gibt es kei-
ne solche direkte Abbildung. Stattdessen kann das Auftreten
der Events nur abgeschätzt werden. Wie mit solchen Unsi-
cherheiten umgegangen wird, soll jedoch nicht Inhalt dieser
Arbeit sein.
3. KOMMUNIKATION IN CEP UND CPS
CEP Systeme eignen sich sehr gut, um lose gekoppelte Ar-
chitekturen zu entwerfen. Dies erlaubt es, Events sowohl in-
nerhalb einer Anwendung, aber auch über mehrere Rechner
hinweg in einem verteilten System zu verarbeiten. Eine Me-
thode dazu ist die Verwendung von Middleware-Systemen.
Diese haben den Vorteil, dass sich Komponenten verschie-
dener Plattformen damit verbinden und Informationen aus-
tauschen können, solange sie über eine gemeinsame Schnitt-
stelle (im syntaktischen und semantischen Sinne) kommuni-
zieren.
Aufgegriffen wird dieses Konzept vom Programmierparadig-
ma der Eventgetriebenen Serviceorientierten Architektur (ev-
ent-driven SOA oder SOA 2.0). Dabei werden die Vorteile
des CEP mit denen von SOAs zusammengebracht [10].
3.1 Verteilung von Events
Um Events zwischen den beteiligten Komponenten auszu-
tauschen gibt es verschiedene Verfahren, die sich durch zwei
orthogonale Dimensionen beschreiben lassen.
Die erste Dimension charakterisiert den Kontrollfluss. Die-
ser kann einerseits asynchron und andererseits synchron sein.
Die asynchrone Benachrichtigung zeichnet sich dadurch aus,
dass die benachrichtigende Komponente den Kontrollfluss
nicht abgibt. Sie induziert stattdessen Benachrichtigungssig-
nale für die Ziele. Dies hat den Vorteil, dass der Benach-
richtigende selbst nicht blockiert wird und auf die Reaktion
von Benachrichtigten warten muss. Das ist insbesondere in
CPS wichtig, da hier dynamische Netzwerktopologien vor-
herrschen können, in denen eine Komponente dynamisch in
ein Netzwerk ein- und austreten kann. Der Nachteil dieses
Kontrollflusses ist jedoch, dass es keine direkte Rückmeldung
gibt, ob die Eventbenachrichtigung den Empfänger erreicht
hat. Je nach Anwendungsfall kann dies akzeptiert werden
oder weitere Technologien verwendet werden um die Über-
tragung der Events sicherzustellen (z.B. mit einer asynchro-
nen Antwort des Empfängers).
Hingegen zeichnen sich synchrone Benachrichtigungen da-
durch aus, dass der Benachrichtigende seinen Kontrollfluss
so lange an den Empfänger abgibt, bis ihn dieser wieder
zurückgibt. Hier wird das Problem dieses Musters bereits
deutlich. Der Kontrollfluss wird auf unbestimmte Zeit ab-
gegeben. In einem lose gekoppelten System können sich be-
liebige Komponenten registrieren, die den Kontrollfluss so-
mit für sich beanspruchen können und so das System zum
Absturz bringen. Natürlich gibt es auch dafür Gegenmaß-
nahmen (z.B. Timeouts). Jedoch basieren die meisten CEP-
Systeme auf asynchroner Verbreitung ihrer Events.
Die zweite Dimension unterscheidet zwischen den Initiatoren
der Eventverteilung. Beim Push-Verfahren geht die Aktion
von der Eventquelle aus. Wird an dieser ein neues Ereig-
nis erzeugt, benachrichtigt diese automatisch alle Senken,
Figure 3: Asynchrone Push-Kommunikation
Figure 4: Kombination aus asynchroner
Push-Benachrichtigung und synchroner Pull-
Kommunikation
die dieses Event empfangen sollen. Die Definition der Emp-
fänger kann statisch beim Aufbau des Systems passieren
oder dynamisch, indem sich Senken bei den Quellen regis-
trieren. Dieses Verfahren verursacht einen Mehraufwand für
die Quellen, der jedoch bei einem asynchronen Kontrollfluss
vernachlässigbar ist.
Geht die Initiative der Verteilung von der Eventsenke aus,
wird dies als Pull-Verfahren bezeichnet. Dabei fragen die
Verarbeitungseinheiten direkt bei den Quellen an, ob neue
Events vorliegen. Das hat den Vorteil, dass eine Senke defi-
nieren kann, wann und welche Events für sie interessant sind
um somit eine niedrigere Auslastung zu erzeugen. Jedoch ist
eine zeitnahe Benachrichtigung meistens nicht möglich. Aus
diesem Grund wird häufig auf das Push-Verfahren zurück-
gegriffen.
Um die Verarbeitungseinheiten von den Kommunikations-
aufgaben zu trennen, werden diese häufig in Intermediarys
oder Eventkanäle ausgelagert. Bei Intermediarys handelt es
sich um Objekte, die eingehende Nachrichten weiterleiten.
Oft werden sie zum Lastausgleich verwendet. Es ist auch
möglich, dass die Nachricht durch die Intermediarys gering-
fügig verändert wird. Dadurch reicht es, in den Einheiten
selbst nur eine einfache Kommunikationsfunktionalität zu
implementieren.
Die Abbildungen 3 und 4 zeigen den Unterschied zwischen
den Kommunikationsverfahren. Die vertikalen Balken zeigen
jeweils an, wo sich der Kontrollfluss befindet. Im asynchro-
nen Fall wird beim Auftreten des Events der Kanal benach-
richtigt. Dabei bleibt der Kontrollfluss bei der Quelle. Der
Kanal benachrichtigt sofort alle registrierten Senken, die ih-
rerseits entsprechende Schritte ausführen.
Bei der synchronen Kommunikation benachrichtigt die Quel-
le auch den Kanal, sobald das Event eintritt (dabei handelt
es sich genau genommen um eine asynchrone Push-Benach-
richtigung). Der Kanal benachrichtigt aber nicht die Senken.
Stattdessen startet Senke 1 eine Anfrage an den Kanal nach
neuen Events und übergibt damit den Kontrollfluss. Der Ka-
nal antwortet mit dem entsprechenden Event und gibt den
Kontrollfluss zurück. Senke 2 interessiert sich zu diesem Zeit-
punkt nicht für ein Event und stellt deswegen keine Anfrage.
3.2 Informationsaustausch in CPS
In CPS werden oft eingebettete Computer verwendet, die
gegenüber herkömmlichen Rechnern geringere Ressourcen
(Rechenleistung, Speicher, Strom) haben. Deswegen sollte
die Kommunikation möglichst effizient passieren. In den meis-
ten Desktop-Anwendungen wird zur Kommunikation u.A.
das Internet Protocol IP verwendet. Allerdings ist dieses
Mehrzweckprotokoll für vollwertige Rechner ausgelegt, was
es für die besonderen Bedingungen in CPS weniger geeignet
macht. Konkret werden die beschränkten Ressourcen, die
Notwendigkeit von robuster Kommunikation und Antwor-
ten in Echtzeit, sowie das Verteilen des Kontrollflusses auf
verschiedene Komponenten des Systems nicht unterstützt.
In [12] wird eine Alternative zu IP vorgestellt: Das Cyber
Physical Systems Interconnection Protocol CPS-IP. Im Ge-
gensatz zu IP ist dieses Protokoll speziell für Cyberphysika-
lische Systeme ausgelegt. Insgesamt soll es drei wesentliche
Ziele der Integration von CPS abdecken:
• Funktionsinteroperabilität
Bei der Zusammenstellung von CPS ist dieses Ziel eines
der fundamentalsten. Die verschiedenen Komponenten
des Systems sollen miteinander interagieren können.
Dafür werden einheitliche semantische und syntakti-
sche Schnittstellen verwendet.
• Einhalten von Richtlinien
Da ein Gesamtsystem aus mehreren Teilsystemen be-
stehen kann, die teilweise auch verschiedene Betreiber
haben können, ist es u.U. notwendig, dass alle diese
Systeme bestimmte Richtlinien einhalten. Dazu gehö-
ren z.B. Sicherheitsaspekte.
• Qualitätssicherstellung
Gerade in kritischen Systemen ist es notwendig, dass
alle Untersysteme ein Mindestmaß an Performanz auf-
weisen. Die Sicherstellung dessen ist das dritte große
Ziel von CPS-IP.
Insgesamt zielt das CPS-IP darauf ab, sehr unterschiedliche
Systeme miteinander zu kombinieren. Dabei bauen die drei
Ziele schichtweise aufeinander auf. Je nach Anwendungsfall
ist es möglich, die benötigten Schichten auszuwählen. Um
seinen vollen Umfang zu erreichen, stellt es nicht nur eine
Alternative für die Vermittlungsschicht dar, sondern agiert
auf einer Großzahl von Schichten im ISO-OSI Modell.
Figure 5: Zwei Varianten der Definition eines zeitli-
chen Kontexts. Oben: Beginn des Zeitfensters durch
ein bestimmtes Event, Länge des Zeitfensters drei
Events. Unten: Beginn des Zeitfensters fix peri-
odisch, Länge des Fensters fix
4. VERARBEITUNGSEINHEITEN
In diesem Kapitel werden die verschiedenen Arten der Verar-
beitungseinheiten vorgestellt. Insbesondere werden die mög-
lichen Operationen betrachtet. Zuerst werden die Verarbei-
tungseinheiten näher charakterisiert.
4.1 Charakteristiken der Verarbeitungseinhei-
ten
Verarbeitungseinheiten sind üblicherweise eigenständige Soft-
ware-Komponenten, die einen Eventstrom als Ein- und Aus-
gabe haben [7]. Ein Eventstrom ist eine Menge von zusam-
mengehörigen Events, der z.B. von einem Eventkanal aus-
gegeben wird. Je nach Architektur des Systems können die-
se Ströme homogen oder heterogen sein. Homogene Ströme
zeichnen sich dadurch aus, dass alle Events Entitäten dessel-
ben Eventtyps sind. Bei heterogenen Strömen können die-
se Typen variieren. Bei der Entwicklung des CEP-Systems
muss dieser Umstand beachtet werden, insofern er unter-
schiedliche Kommunikations- als auch Verarbeitungsmuster
erfordert.
Die Verarbeitungseinheiten (auch Verarbeitungsagents ge-
nannt) werden weiterhin durch die Verwaltung ihres Zu-
stands unterschieden. Zustandslose Agenten erzeugen bei
gleicher Eingabe die gleiche Ausgabe. Zustandsgebundene
Einheiten können benötigte Informationen zwischenspeichern
und so die Ausgabe variieren. Dabei kann es sich bspw. um
die Anzahl der aufgetretenen Events handeln. Zustandsge-
bundene Agenten können auch dazu genutzt werden, um
ihren Kontext zu erfassen.
4.2 Kontext von Verarbeitungsagents
Wesentliche Kontextmerkmale von Agenten sind der zeitli-
che und räumliche Bezug zum System.
Der räumliche Kontext kann im Wesentlichen auf zwei Arten
definiert werden. Einerseits durch Angabe einer fest definier-
ten Lokalität und andererseits durch die Distanz von Events
bzw. verknüpften Entitäten. Im ersten Fall kann der Agent
so definiert werden, dass er nur Events, die in einem be-
stimmten Zimmer ausgelöst werden, verarbeitet. Im zweiten
Fall kann eine Verarbeitungseinheit z.B. so programmiert
werden, dass ausgehend von einem Startevent nur Ereig-
nisse in einem bestimmten Radius betrachtet werden. Beim
Eintreten eines Events
”
Heizungsregler erhöht“ sollen bspw.
alle Temperaturereignisse im Umfeld von zehn Metern aus-
gewertet werden um so zu ermitteln, ob die Heizung funkti-
onstüchtig ist oder nicht.
Der zeitliche Kontext lässt sich auf vielfältige Art definie-
ren. Nachfolgend sollen nur einige Möglichkeiten vorgestellt
werden.
Die einfachste Variante, ein zeitliches Fenster zu bestimmen,
in dem auftretende Ereignisse betrachtet werden sollen, ist
die fixe Definition von Start- und Endzeit. Natürlich lässt
sich dieses Fenster auch periodisch beschreiben.
Ausgehend von dieser einfachen Variante können mehrere
andere Arten abgeleitet werden. So kann das Zeitfenster
bspw. so lange geöffnet bleiben, bis eine definierte Anzahl
von Events eingetroffen ist. Nicht nur das Ende des Zeit-
fensters lässt sich durch Events definieren, sondern auch der
Beginn. So kann das Fenster genau dann geöffnet werden,
wenn eine Liste von Ereignissen (einschließlich einelemen-
tiger Listen) eingetreten ist. Das kann z.B. dazu verwendet
werden, um die ersten 20 Temperaturereignisse auszuwerten,
nachdem eine Person den Raum betreten hat. Abbildung 5
zeigt beispielhaft zwei verschiedene Definitionen eines zeit-
lichen Kontexts.
4.3 Aufgaben von Verarbeitungseinheiten
Die Aufgaben von Agents können grob in drei Kategorieren
gegliedert werden (angelehnt an [7]).
• Filterung
• Mustererkennung
• Transformation
4.3.1 Filterung
Bei Filteragents handelt es sich um sehr einfache Einhei-
ten, die als Ausgabe eine Teilmenge ihrer Eingabe haben.
Üblicherweise werden sie durch ein Prädikat definiert. Ein
Eingabeereignis gehört genau dann zur Ausgabe, wenn das
Prädikat auf das Event zutrifft. In den oben aufgeführten
Beispielen wurden bereits Filter verwendet, um spezielle Event-
typen herauszufiltern (z.B. die Temperaturevents).
4.3.2 Transformationen
Transformationsagenten formen Eingabeströme durch An-
wenden von definierten Operationen in Ausgabestöme um.
Dieser Teil der Verarbeitung kann weiter in folgende Kate-
gorieren unterteilt werden:
• Aggregation und Komposition
• Zerteilung
• Projektion
Die Aggregation bildet eine Menge von Eingabeevents auf
genau ein Ausgabeevent ab. Damit werden mehrere Ereig-
nisse zusammengefasst. So können zeitlich nah auftretende
Events des Typs
”
Fenster geöffnet“ zu einem
”
Fenster wird
oft geöffnet“-Ereignis zusammengefasst werden, das selbst
mehr Bedeutung beinhaltet als die einzelnen Events. Ähn-
lich zur Aggregation ist die Komposition. Diese bildet eine
Menge auf eine weitere Menge ab. Typischerweise besteht
die Eingabemenge aus mehreren Eventstreams, die zu ei-
nem Stream verknüpft werden. Einzeln betrachtet führt die
Komposition somit mehrere Aggregationen aus. Üblicher-
weise wird dies dazu verwendet, um gleichzeitig auftreten-
de Events (z.B. Änderung der Temperatur und Änderung
der Luftfeuchte) zu verknüpfen, da diese unmittelbar zu-
sammenhängen, jedoch von unterschiedlichen Sensoren auf-
genommen wurden.
Die Zerteilung verhält sich genau entgegengesetzt. Sie bildet
ein einzelnes Event auf eine Menge von Ausgabeereignissen
ab. Bspw. kann ein komposites Event, das sowohl Tempera-
tur und Luftfeuchte aus einem Sensor enthält, in zwei Teil-
events zerlegt werden. In Kombination mit Filtern kann dies
dazu verwendet werden, um die Netzwerklast zu verringern,
wenn die Teildaten an unterschiedlichen Agenten weiterver-
arbeitet werden.
Die Projektion bildet ein Event auf genau ein anderes Event
ab. Häufig wird dies dazu verwendet, um Events einerseits
mit globalen Informationen anzureichern und andererseits
um Events auf die benötigten Informationen zu reduzieren.
Insbesondere in CPS ist diese Reduktion wichtig, da so die
knappen Resourcen geschont werden können. Eine mögli-
che Projektion ist die Abbildung eines Temperatur-Celsius-
Ereignisses auf ein Temperatur-Fahrenheit-Ereignis.
4.3.3 Mustererkennung
Die Mustererkennung ist eines der Hauptanwendungsgebiete
des CEP, da insbesondere Techniken aus diesem Gebiet dazu
geeignet sind, höheres Wissen abzuleiten. Bei der Musterer-
kennung geht es darum, aus einer Menge von Eingabeereig-
nissen Gemeinsamkeiten oder Entwicklungen zu extrahieren
und basierend darauf neue Events zu generieren. Darum ist
die Mustererkennung nicht vollkommen von der Transfor-
mation zu trennen, da einige Aspekte auch auf diese zutref-
fen. Muster werden meistens vordefiniert. Es ist jedoch auch
denkbar, Ereignisse mit semantischen Informationen anzu-
reichern und aufbauend auf diesen dynamisch Events zu ge-
nerieren. In nachfolgendem Abschnitt sollen die wesentlichen
Muster vorgestellt werden (basierend auf [7]).
Ein Mustererkennungs-Event wird oft durch deklarative Spra-
chen beschrieben. Obwohl eine direkte Programmierung der
Agents ebenso möglich ist, wird meistens auf die Beschrei-
bung zurückgegriffen, da dies eine schnellere Entwicklung er-
möglicht. Für die vorgestellten Muster werden entsprechend
Namen verwendet, die in vielen Sprachen so oder in ähn-
licher Form vorhanden sind. Um eine stabile Mustererken-
nung zu ermöglichen, ist es sinnvoll, Filter und Transforma-
tionen vorzuschalten um so nur die Events zu betrachten,
die für das Muster relevant sind.
Das ALL-Muster tritt genau dann ein, wenn für jeden Typ
aus einer Liste von Zieleventtypen mindestens ein Event aus-
gelöst wurde. Im AAL-Bereich kann dies z.B. dazu verwen-
det werden, um festzustellen, ob Vorräte aufgefüllt werden
müssen. Das Event ALL(Kühlschrank leer, Vorratsschrank
leer, Kellerregal leer) tritt somit genau dann ein, wenn al-
le vorhandenen Vorratslager geleert wurden. Das Ereignis
kann dazu verwendet werden, um automatisch die entspre-
chende Bestellung auszuführen oder den Benutzer auf den
Missstand hinzuweisen.
Im vorigen Beispiel wurde das neue Ereignis erst ausgelöst,
wenn alle Vorräte komplett aufgebraucht wurden. Dies ist
nicht immer sinnvoll, da ggf. alle Lager befüllt sein sol-
len. Dazu kann das ANY -Muster verwendet werden. Die-
ses wird ähnlich beschrieben wie das ALL-Muster, tritt je-
doch schon dann ein, wenn ein Event eines Typs aus der
Liste erzeugt wurde. Dementsprechend kann das Ereignis
ANY(Kühlschrank leer, Vorratsschrank leer, Kellerregal leer)
dazu genutzt werden, um den Leerstand eines beliebigen
Vorratslagers zu signalisieren.
Ähnlich zum ALL-Muster ist das Sequence-Pattern. Um die-
ses auszulösen, müssen die Events in der definierten Reihen-
folge auftreten. Bei der Definition der Typen handelt es sich
damit nicht um eine Menge, sondern um ein Tupel.
Das
”
negative Event“ wurde bereits eingeführt und kann
mit dem ABSENCE -Muster realisiert werden. Dieses tritt
dann ein, wenn kein Event auftritt, das zu den definierten
Typen passt. Da die Zeit kontinuierlich ist, würde dieses
Event fast immer eintreten. Selbst mit der Diskretisierung
durch den Prozessortakt ergeben sich noch sehr viele Aus-
lösezeitpunkte. Darum lässt sich dieses Muster nur in Ver-
bindung mit einem zeitlichen Kontext sinnvoll verwenden.
Somit tritt das ABSENCE -Muster dann ein, wenn in einem
zeitlichen Fenster kein Event eingetreten ist. Im einfachsten
Fall wird dieses Fenster durch einen Timeout beschrieben,
es können aber auch alle anderen Konstrukte, die im vor-
hergehenden Abschnitt beschrieben wurden, verwendet wer-
den. Wenn aus dem vorherigen Beispiel das Zeitfenster beim
Feststellen des Leerstands eines Lagers geöffnet wird, kann
mit ABSENCE(lager aufgefüllt, 1 week) festgestellt werden,
ob es Probleme mit dem Auffüllen gibt. In Verbindung mit
anderen Events kann dies zu dem Schluss führen, dass die
Bewohner momentan nicht da sind (z.B. wenn sie im Ur-
laub sind). Sollte die Vorratsauffüllung automatisch bestellt
worden sein, kann durch dieses Event eine Nachfrage o.Ä.
angestoßen werden.
Zur Menge dieser Muster, die nur aufgrund der Eventtypen
reagieren, passt das COUNT -Muster. Dieses tritt ein, wenn
eine vorher definierte Anzahl von Events erzeugt wurde. Es
eignet sich daher für den Einsatz in Kombination mit einem
Schwellwertfilter. Das Event COUNT( FILTER( temp > 25
), 10) kann dazu verwendet werden, um festzustellen, ob die
Temperatur sehr oft den Schwellwert von 25 ◦C überschrei-
tet. Auch hier sollte ein zeitlicher Kontext verwendet wer-
den, der einerseits die Mindestdauer zwischen zwei Events
nach unten und andererseits den Abstand des ersten und
letzten Events nach oben begrenzt. Beides kann durch ein-
fache Timeout-Filter realisiert werden, die den Beginn des
Zeitfensters durch ein Event definieren.
Eine weitere Gruppe von Mustern nutzt den Inhalt der Er-
eignisse, um die Erkennung auszuführen. Das VALUE MAX -
bzw. VALUE MIN -Muster gibt aus einer Menge von Einga-
beereignissen das Event mit dem höchsten bzw. niedrigsten
Wert zurück. Um den Wert zu spezifizieren, der verglichen
werden soll, kann im einfachsten Fall das Feld des Event-
typs angegeben werden. In einer allgemeineren Form werden
Funktionen definiert, die die Event-Entitäten auf ein Ob-
jekt abbilden, für das eine Ordnungsrelation existiert. Um
dieses Konzept zu vereinfachen, können die Funktionen in
einen vorgelagerten Projektionsagenten ausgelagert werden.
Da es sich bei der Eingabe um potentiell kontinuierliche
Ströme handelt, muss weiterhin definiert werden, aus wel-
cher Menge die maximalen und minimalen Werte gebildet
werden sollen. Das kann durch ein Zeitfenster oder durch
die Angabe einer Anzahl von Events erfolgen. Das Mus-
ter VALUE MAX(temperature, WITHIN 1 day) wird ein-
mal am Tag ausgelöst und gibt die Tageshöchsttemperatur
zurück. In Verbindung mit dem VALUE MIN-Muster kann
dies dazu verwendet werden, um zu ermitteln, wie stark die
Temperaturen schwanken und so ggf. energieoptimierende
Maßnahmen einzuleiten.
Neben der Erkennung von Minimal- und Maximalwerten
können Agenten auch dazu verwendet werden, um Trends zu
ermitteln. Üblicherweise werden dabei die Ergebnisse gleich-
bleibend, fallend und steigend unterschieden. Die Spezifizie-
rung des relevanten Werts kann genauso erfolgen wie bei den
VALUE MIN- und VALUE MAX-Mustern. Ereignisse wer-
den genau dann erzeugt, wenn der Wert sich entsprechend
des Ergebnisses verhält. Um dies zu ermitteln bieten sich
verschiedene Verfahren an. Im einfachsten Fall wird der ak-
tuelle Wert mit dem vorhergehenden verglichen. Dies ermög-
licht eine zeitnahe Erkennung, ist jedoch anfällig gegenüber
Rauschen der Event-Werte. Bei kontinuierlichen Wertebe-
reichen ist es sinnvoll, Schwellwerte anzugeben, um gleiche
Werte zu erkennen. Ist der Betrag der Differenz aufeinan-
derfolgender Werte kleiner als der Schwellwert, wird davon
ausgegangen, dass beide Werte gleich sind. Je nach Art der
Werte können auch wertabhängige Schwellwerte definiert
werden, die bspw. größer sind, je größer der Wert ist. Ein
stabileres Verfahren zur Bestimmung von Trends beinhaltet
den Vorverarbeitungsschritt der Faltung der Eventwerte mit
einem geeigneten Faltungskern. Die Faltung fg(x) von Ein-
gabewerten (repräsentiert als eine Eingabefunktion g(x)) ist
dabei definiert als:
fg(x) =
∫ ∞
−∞
g(x− t) ∗ k(t)dt
Dabei bezeichnet k(t) einen beliebigen Filterkern. Bei der
Verwendung eines Boxfilters werden die letzten n Funkti-
onswerte gemittelt und es ergibt sich eine glattere Ergebnis-
kurve, in der Trends ggf. leichter erkannt werden können.
5. ZUSAMMENFASSUNG
Complex Event Processing eignet sich sehr gut, um höheres
Wissen aus einfachen Datenströmen zu generieren. Durch
den Haupteinsatz solcher Zwecke im Finanz- und Wirtschafts-
sektor existiert eine Vielzahl an Implementierungen, sowohl
kommerzieller als auch forschungsorientierter Natur. Viele
haben jedoch gemeinsam, dass sie auf statischen Definitio-
nen der Verarbeitungsnetze basieren. Um unvorhergesehene
Situationen zu erkennen, kann es aber sinnvoll sein, Events
dynamisch zu deklarieren (bspw. durch Anreicherung mit se-
mantischen Informationen). Erste Arbeiten dazu existieren
bereits [14].
Dynamische Techniken wie die semantische Auszeichnung
von Ereignissen sind gerade in offenen Systemen wichtig, da
in einem solchen System unmöglich alle Eventualitäten be-
rücksichtigt werden können. Im AAL-Bereich handelt es sich
oft um solche offenen Systeme, da das menschliche Umfeld
ständigen Veränderungen ausgesetzt ist. Besonders in Ver-
bindung mit Crowdsourcing kann dies interessant sein, da
so wiederkehrende Muster schneller erkannt und ggfs. bes-
ser behandelt werden können.
Die Kombination mit CPS ist naheliegend, da Sensordaten
zwangsläufig Verarbeitungsschritte durchlaufen müssen um
sie zu interpretieren. Modellbasierte Ansätze [9] eignen sich
besonders dazu, die eigentliche Steuerung von den Aufgaben
des Systems zu trennen, um so eine höhere Heterogenität zu
ermöglichen. Gerade in der Modellierung solcher Systeme
steckt noch viel Forschungspotential.
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ABSTRACT
Bisher wurde dem Monitoring von einzelnen Geräten im
Smart Home wenig Beachtung geschenkt. Für eine komfor-
table Nutzung von Geräten im eigenen Netzwerk wird es
sich in Zukunft als nützlich erweisen, Informationen wie lau-
fende Prozesse, Verfügbarkeit oder Auslastung auf zentralen
Ausgabegeräten wie Tablets oder Smartphones darzustellen.
Im Gegensatz zu den ubiquitären Systemen ist das Monito-
ring bei hochskalierbaren verteilten Systemen wie Server-
farmen nicht mehr wegzudenken. Hier gehört es zur Nor-
malität, einzelne Server auf Verfügbarkeit oder Performance
zu überprüfen. Die Seminararbeit beschäftigt sich mit dem
Vergleich bestehender Monitoring-Lösungen von verteilten
Systemen hin zum eigenen Konzept zum Monitoring von
Smart Homes. Dafür werden Anforderungen an das Monito-
ring für Smart Homes festgelegt, bestehende Systeme zum
Monitoring von hochskalierbaren verteilten Systemen vorge-
stellt und verglichen sowie abschließend ein eigener Adapti-
onsvorschlag für das Monitoring von Smart Homes unter-
breitet. Unter Rücksichtnahme der gestellten Anforderun-
gen ist der Adaptionsvorschlag auf eine dezentrale Archi-
tektur ausgelegt. Eine Beobachtungssoftware ermöglicht es
anwendungsspezifische Daten zu sammeln. Dabei fällt die
Software möglichst Betriebssystem unabhängig aus. Somit
soll der Vielzahl an heterogenen Geräten im Smart Home
begegnet werden. Ein Discovery Process ermöglicht die dy-
namische Integration von neuen oder registrierten Geräten
im Monitoring-System.
General Terms
Theory, Experimentation
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1. EINLEITUNG
Mark Weiser vertritt die Vision der Rechnerallgegenwart.
Folgt man seinen wissenschaftlichen Arbeiten werden im 21.
Jahrhundert die Personal Computer durch allgegenwärtige
Computer abgelöst. Bei ubiquitären Systemen verschwindet
die Technik immer mehr im Hintergrund und was bleibt ist
die Nutzung durch kaum wahrnehmbare Computer, die un-
merklich den Menschen bei Alltagsaufgaben unterstützen.
Geprägt wurde dieser Begriff in einer seiner früheren Arbei-
ten ”The Computer for the 21st Century”. [24]
Angekommen im 21. Jahrhundert bewahrheiten sich dessen
Visionen bezüglich der allgegenwärtigen ubiquitären Syste-
men. Vor allem Forschungsgebiete der Medizin treiben die-
sen Gedanken voran. So ist es möglich, durch Sensoren Ge-
sundheitszustände zu überwachen. Sogenannte wireless body
area sensor networks sorgen für die Übertragung der gesam-
melten Daten der am Patienten angebrachten Sensoren zu
Computern. Dadurch besteht die Möglichkeit schon am zu-
ständigen Computer den Gesundheitszustand des Patienten
zu kontrollieren. Größere Architekturen gehen einen Schritt
weiter und sammeln alle Daten der für die Patienten zustän-
digen Computer auf einem zentralen Rechensystem. [18]
Aus dem dargelegten Szenario der Medizin lässt sich schon
hier ein Anwendungsfall für ubiquitäre Systeme ableiten:
das Monitoring. Daten sammelnde, allgegenwärtige Senso-
ren und Computer werden von einer zentralen Komponente
überwacht und ausgewertet. Im Szenario interessiert sich der
überwachende Arzt beispielsweise für die Pulsfrequenz sei-
ner Patienten. Demzufolge spielt das Überwachen von ausge-
wählten Daten bei ubiquitären Systemen eine wichtige Rolle.
Die weiteren Abschnitte dieser Arbeit gliedern sich wie folgt.
Zuerst werden einige grundlegende Konzepte (Abschnitt 2)
zum Bereich Monitoring und Smart Homes erläutert. Dar-
auf aufbauend erfolgen die Anforderungen (Abschnitt 3) an
das Konzept für das Monitoring von ubiquitären System
im Bereich Smart Home. Dafür werden Kriterien untersucht
und festgelegt, die gegenüber den Anforderungen bei hoch-
skalierbaren verteilten Systemen mehr in Betracht gezogen
werden sollten. Danach erfolgt ein kurzer Abschnitt zu ver-
wandten Arbeiten (Abschnitt 4) in diesem Themengebiet.
Der Hauptteil wird eingeleitet durch einen Überblick (Ab-
schnitt 5) von etablierten Monitoring-Systemen aus der For-
schung und Industrie für hochskalierbare verteilte Systeme.
Dabei wird die Architektur, die Kommunikation, die eigent-
liche Überwachungssoftware und weitere nützliche Erweite-
rungen der Systeme untersucht. Die daraus entnommenen
Techniken werden verglichen (Abschnitt 6), um daraus ein
Konzept (Abschnitt 7) für das Monitoring von ubiquitären
Systemen im Smart Home zu entwerfen. Abschließend er-
folgt eine Zusammenfassung (Abschnitt 8) des Themas und
der Ergebnisse.
2. GRUNDLEGENDE KONZEPTE
In diesem Abschnitt wird das Monitoring durch allgemein-
gültige Techniken näher erklärt. Der zweite Teil beschäftigt
sich mit Erläuterungen zum Thema Smart Home. Abschlie-
ßend werden einige Anwendungsfälle den Nutzen von Smart
Homes aufzeigen.
2.1 Monitoring
Beim Monitoring werden ausgewählte Daten über ein zu
überwachendes System gesammelt. Einige generelle Begriff-
lichkeiten, welche auch in anderen Themengebieten vorkom-
men, tragen dazu bei, die Funktionsweise von Monitoring-
Systemen näher zu beschreiben.
Die Beständigkeit von gesammelten Daten kann als transient
oder persistent definiert werden. Transiente Daten sind nur
zum Zeitpunkt der Messung abrufbar. Sie werden nicht auf
Dauer abgespeichert und deshalb auch flüchtige Daten ge-
nannt. Demzufolge ließe sich beispielsweise die Performance
eines Servers nur zu genau einem Zeitpunkt darstellen. Per-
sistente Daten hingegen werden auf Dauer abgespeichert.
Somit ist es möglich, die Performance eines Servers über die
Zeit in einem Graphen darzustellen.
Auch die Ausführung des Überwachungsprozesses kann bei
Monitoring-Systemen näher beschrieben werden. In einer
Client-Server-Architektur wird eine proaktive Ausführung
als periodische Anfrage an den Server verstanden. Somit ist
es beim Monitoring möglich periodisch Daten zu erfassen.
Bei einer reaktiven Ausführung wird eine Reaktion auf ein
Ereignis erwartet. Beispielsweise antwortet der Server nicht
auf eine Anfrage und der Client reagiert mit einer erneuten
Anfrage. Beide Mechanismen werden auch in Kombination
verwendet. So können durch proaktive Ausführungen Feh-
ler beim zu überwachenden System festgestellt werden und
durch reaktive Ausführungen weitere Informationen gewon-
nen werden.
Der Informationsfluss ist ein weiteres geeignetes Merkmal
zum Beschreiben von Monitoring-Systemen. Die Informatio-
nen fließen beim Monitoring vom beobachteten System (Ser-
ver) zum überwachenden System (Client). Die Pull-basierte
Übertragung stellt dabei die konventionelle Art der Kom-
munikation für Client-Server-Architekturen dar. Dabei stellt
der Client eine Anfrage an den Server und erhält darauf-
hin eine Antwort. Nicht unbedingt muss dafür eine Softwa-
re auf dem beobachteten System installiert werden. Aus-
reichen würde beispielsweise auch eine Schnittstelle über
HTTP oder Kommandozeilenzugriff zum Erfassen der Da-
ten. Die Push-basierte Übertragung beschreibt die selbst-
ständige Kommunikation des Servers zum Client. Dafür wird
meist ein Dienst auf dem Server installiert. [15]
Das Monitoring von parallelen Serverstrukturen ist bei den
hochskalierbaren verteilten Systemen nicht mehr wegzuden-
ken. Erkennt der Monitoring-Service einen Serverausfall in
der Serverfarm, kann dem technischen Problem entsprechend
begegnet werden. So wird die Last für die Zeit des Ausfalls
auf die anderen Server verteilt und der ausgefallene Ser-
ver wird möglichst neu gestartet. Auch Performance- und
Temperatur-Messungen über die Zeit spielen dabei eine ent-
scheidende Rolle. Zum einen kann so die Auslastung von
einzelnen Systemen oder dem Gesamtsystem überwacht und
angepasst werden. Zum anderen ist es dadurch möglich, Wär-
mezentren im Gesamtsystem zu erkennen und somit Server-
beschädigungen oder -ausfälle vorzubeugen.
2.2 Ubiquitäre Systeme und Smart Home
Vermehrt halten ubiquitäre Systeme in Wohnungen Einzug.
Sogenannte Smart Homes (dt. Intelligentes Wohnen) ver-
walten viele vernetzte Geräte im eigenen Heim. Der End-
nutzer hat so die Möglichkeit seine netzwerkfähigen Geräte
im Heimnetzwerk zu integrieren und über eine oder mehre-
re Komponenten zu steuern. Beispielsweise kann der Nutzer
somit ein WLAN-fähiges Entertainment-System über sein
Smartphone bedienen. Dabei ist es möglich die Lautstär-
ke zu regulieren, Musik aus der angeschlossenen Festplatte
auszuwählen oder Filme vom Heimcomputer an den Bild-
schirm des Entertainment-Systems zu übertragen. In einem
Smart Home handelt es sich in der Regel um viele heterogene
Geräte von unterschiedlichen Herstellern. Dabei unterschei-
den sich oft Schnittstellen, genutzte Übertragungsprotokolle
oder auf dem Gerät laufende Betriebssysteme. Des Weiteren
handelt es sich um eine dezentrale Architektur. Der Nutzer
bestimmt selbst, welche Geräte er als Client- beziehungs-
weise als Server-Knoten benutzt. Teilweise sind die Geräte
Client und Server zugleich. Auch herrscht eine hohe Fluk-
tuation der mobilen Geräte im Heimnetzwerk.
Im Gegensatz zu den hochskalierbaren verteilten Systemen
sind die Komponenten im Smart Home noch regelrecht von
der Geräteüberwachung verschont geblieben. Hier galten zu-
nächst andere Anforderungen. Während es sich bei statio-
nären Servern im Vergleich einfach gestaltete diese ins Ge-
samtsystem einzubinden, war es im Gebiet des Smart Homes
durch die hohe Fluktuation von Geräten, der heterogenen
Plattformen und der kabellosen Übertragung bisher wichti-
ger dynamisch neue Geräte zu erkennen und zu integrieren.
Trotzdem nimmt die Überwachung jener Geräte in Zukunft
stetig an Bedeutung zu. Allein die Mitteilung über die Ver-
fügbarkeit eines im Netzwerk neu eingebundenen Geräts auf
einem zentralen Ausgabegerät würde dem Endnutzer eine
positive Rückmeldung über die erfolgreiche Integration des
Geräts ins Smart Home geben. Weiterhin wäre es denkbar
den Nutzer über laufende und abgeschlossene Prozesse zu
informieren. Werden beispielsweise gerade Daten von einem
im Netzwerk eingebundenen NAS übertragen, wird der Nut-
zer über die Fertigstellung der Datenübertragung informiert.
Im Folgende werden Szenarien Einblicke in die mögliche
Nutzung der Überwachung von ubiquitären System im Be-
reich Smart Home geben.
2.3 Anwendungsfälle zum Monitoring in Smart
Homes
In einem ersten Szenario ist es dem Nutzer wichtig mobi-
le Geräte in seiner Wohnung angezeigt zu bekommen. Dafür
wird angenommen, dass die dynamische Integration von neu-
en Geräten im Netzwerk keine weiteren Probleme darstellt.
Allein für den Prozess der dynamischen Integration muss
das Gerät im Netzwerk erkannt werden. Demzufolge muss
nur noch die Verfügbarkeit des Geräts auf einer zentralen
Komponente für den Nutzer aufbereitet werden. Schlussend-
lich erhält der Endnutzer eine Auflistung der eingeschalte-
ten verfügbaren Geräte. Auch zuvor integrierte Geräte, wel-
che nun ausgeschaltet oder außerhalb des Netzwerks sind,
könnten dargestellt werden. Weiter denkbar wäre es, nicht
nur zwischen eingeschalteten und ausgeschalteten Geräten
zu unterscheiden, sondern auch den Standby-Zustand mit
einzubeziehen. Demnach wäre es über das Netzwerk mög-
lich, die Geräte aus dem Standby-Zustand einzuschalten.
Im zweiten Szenario interessiert sich der Nutzer für den Ab-
schluss von Arbeiten des Geräts. Das Gerät würde demzu-
folge die Zustände arbeitend und ruhend haben. Schließt
das Gerät einen Prozess ab wird der Nutzer darüber in-
formiert. Im Szenario handelt es sich beispielsweise um ein
großes Haus, in welchem eine WLAN-fähige Waschmaschine
im Keller steht und der Nutzer in der zweiten Etage darüber
informiert werden möchte, ob die Wäsche fertig ist. Weite-
re mögliche Informationen wären die Dauer der Arbeit und
explizite Teilzustände von arbeitend.
Ein Raspberry Pi dient im dritten Szenario als Mediathek
im Smart Home. Um mehrere Fernseher im eigenen Smart
Home mit dem Raspberry Pi als Streaming-Service zu un-
terstützen, muss es dem Nutzer möglich sein die Auslastung
der Hardware des Geräts zu überprüfen. Zusätzlich würde
dem Nutzer dabei eine Anzeige interessieren, welche Geräte
zur Zeit den Raspberry Pi ansteuern und benutzen.
Für alle Szenarien gilt, dass der Nutzer über mögliche Feh-
lernachrichten und Systemabstürze informiert wird.
3. ANFORDERUNGEN
Große Server-Cluster beschäftigen viele einzelne Knoten die
es zu überwachen gilt. Skalierbarkeit und Performance sind
hier zwei wichtige Variablen. Dafür werden für die Übertra-
gung möglichst einfach strukturierte Datenpakete genutzt.
Zur Förderung der Effizienz der Übertragung werden die
Daten in kleine Datenpakete aufgeteilt.
Heterogenität. Gegenüber Monitoring von hochskalierba-
ren verteilten Systemen bestehen für das Überwachen im
Smart Home andere Anforderungen. Hier gilt es, eine weitaus
geringere Anzahl an Geräten zu überwachen. Skalierbarkeit
sowie Performance nehmen eine untergeordnete Rolle ein.
Schwieriger gestaltet es sich hier der Diversität an Gerä-
ten zu begegnen. In einem Netzwerk mit heterogenen Ge-
räten koexistieren viele verschiedene Betriebssysteme in un-
terschiedlichen Versionen. Einige Geräte bieten nicht einmal
die Möglichkeit Software zu installieren. Unter Umständen
ist es eventuell möglich, Daten über eine angebotene Schnitt-
stellen zu erfassen. Gegenüber einem Fernseher gestaltet es
sich beispielsweise weitaus einfacher auf einem Raspberry
Pi neue Programme zu installieren. Aber auch hier ist der
Nutzer in gewisser Weise abhängig vom genutzten Betriebs-
system, da sich ausgewählte Softwarelösungen nur auf un-
terstützten Betriebssystemen installieren lassen.
Daten. Die Variation an unterschiedlichen Geräten im Smart
Home birgt ein weiteres Problem. Für jedes Gerät variieren
die zu überwachenden Daten. So bleiben systemrelevante
Daten wie CPU Auslastung und Batteriestand bei vielen
Geräten gleich, jedoch unterscheiden sich weitere nützliche
Daten im Kontext der Nutzung des Geräts. Beispielswei-
se reicht es einem Nutzer vollkommen aus für den Router
die Netzwerkauslastung zu überwachen. Für seine WLAN-
fähige Waschmaschine interessiert ihn dagegen die verblei-
bende Dauer des Waschvorgangs. Eine Lösung dafür wür-
de ein einheitliches und generisches Datenformat darstel-
len. Weiterhin ist es wichtig nicht nur die prozentuale CPU
Auslastung anzuzeigen, sondern auch die tatsächliche Takt-
frequenz des Prozessors. Denn es macht einen deutlichen
Unterschied, ob ein Computer oder ein Smartphone zu 80
% ausgelastet ist. Tabelle 1 gibt einen zusammengefassten
Überblick über mögliche darzustellenden Informationen im
Smart Home.
Visualisierung. Ähnlich zum Monitoring von hochskalier-
baren verteilten Systemen ist es auch hier erstrebenswert,
Daten möglichst über die Zeit zu erfassen. Dafür sollten die
Daten persistent gespeichert werden. Somit ist der Nutzer in
der Lage in der Zeit zurückzuspringen und zu kontrollieren
wie die Netzwerkauslastung seines Router vor einer Stun-
de war. Auch können Prozesse wie die letzte Nutzung der
Waschmaschine so nachverfolgt werden.
Ferner ist es dem Nutzer auch wichtig von außerhalb des
Netzwerks sein Smart Home zu überwachen. Somit müsste
von der Monitoring-Lösung beispielsweise eine Weboberflä-
che angeboten werden, welche den Zugriff über HTTP auf
das eigene Smart Home zulässt.
Dynamische Integration. Im Vergleich zu hochskalierba-
ren verteilten System ist die Fluktuation von Geräten im
Smart Home wesentlich höher. Oft kommt es vor das neu
erworbene Geräte dynamisch eingebunden oder mobile Ge-
räte ständig neu ins Netzwerk integriert werden müssen. Die
Monitoring-Lösung müsste somit ein dynamisches Auffinden
neuer beziehungsweise wiederholt ins Netzwerk eintretender
Geräte, welche schon im Monitoring-System registriert wur-
den, ermöglichen.
Dezentralisierung. Des Weiteren handelt es sich bei hoch-
skalierbaren verteilten Systemen im Normalfall um zentrale
Architekturen. Das heißt eine Farm aus hunderten Servern
benötigt nur wenige Clients zur Darstellung der überwach-
ten Daten. In einem dezentralen Netzwerk wie dem Smart
Home gibt es oftmals keine wirkliche zentrale Komponente
zum Anfragen der Daten. Für viele Nutzer würde die zentra-
le Komponente der eigene Computer sein. Mit dem Einzug
der Smartphones und Tablets verlagert sich dieser Gedanke
zunehmend. Beispielsweise möchte ein Nutzer beim Eintritt
ins Smart Home sofort auf dem Smartphone neue Informa-
tionen anzeigen. Ein anderer sitzt auf der Couch und braucht
die Daten auf dem Tablet. Ein weiterer möchte die Daten
auf seinem Raspberry Pi anzeigen, welcher an den Fernse-
her angeschlossen ist. Um dies zu bewerkstelligen wird eine
möglichst dezentrale Architektur benötigt.
Leistung. Abschließend sollte das Monitoring-System für
ubiquitäre Systeme nicht nur auf hochperformanten Com-
putern laufen, sondern auch auf Geräten mit weniger Leis-
tung. In einem Smart Home gibt es durch die Vielzahl von
Geräten auf der einen Seite viele leistungsschwache und auf
der anderen Seite nur wenige leistungsstarke Geräte.
4. VERWANDTE ARBEITEN
Neben der im Überblick (Abschnitt 5) vorgestellten Lösun-
gen zum Monitoring im Bereich der hochskalierbaren verteil-
Ressource Komponente Funktion Beschreibung
System
Status
system status Status des Systems (off, idle, standby, in process, error, overloaded)
system os Betriebssystem des Systems
CPU
cpu info statische Informationen des CPUs
cpu usage Auslastung des CPUs
cpu usage time Dauer der Nutzung
RAM
memory info statische Informationen des Hauptspeichers
memory usage Auslastung des Hauptspeichers
Speicher
hdd info statische Informationen der Festplatte
hdd usage Auslastung der Festplatte
Netzwerk
response time Antwortzeit bei einer Ping-Nachricht
network status Status im Netzwerk (no response, response, error response)
Prozess process status
Status über Prozess(e) (no process, in process, process counter,
average max processes)
Batterie
battery status Status des Ladestands (empty, weak, loading, full)
battery usage prozentualer Ladestand
Applikation
Status
app id status Status der Applikation (off, idle, standby, in process, error)
app id info Informationen der Applikation (name, process counter, processes)
Prozess
app id proc status
Status eines Prozesses der Applikation (off, idle, standby,
in process, error)
app id proc info statische Informationen eines Prozesses (name)
app id proc data generische Überwachungsdaten eines Prozesses
app id proc time verbleibende Dauer eines Prozesses
Tabelle 1: Monitoring-Daten
ten Systeme, werden hier aktuelle Arbeiten zum Monitoring
in ubiquitären Systemen vorgestellt.
In einer ersten Arbeit wird eine Lösung für das Monitoring
von mobilen Geräten in ubiquitären Systemen gesucht. Die-
se beschreibt das auf Agenten basierende System AMONS
für das Monitoring von kabellosen Geräten im Netzwerk. Ein
wichtiges Kriterium ist hierbei die dynamische Installation
von weiteren Komponenten für Überwachungsagenten auf
dem überwachten System. [23]
Viele gefundene Lösungen für das Monitoring in ubiquitären
Systemen beschäftigen sich mit der Gesundheitspflege. Hier-
bei handelt es sich um meist homogene Sensoren, welche
am Körper von Patienten angebracht werden und in einer
Client-Server-Architektur die Daten an ein zentrales Gerät
übertragen. [21, 18]
Im Zusammenhang mit der Quality of Service (Qos) beschäf-
tigt sich eine weitere Arbeit mit dem Monitoring von he-
terogenen Geräten. Um eine entsprechende Verwaltung der
Ressourcenaufteilung vorzunehmen, benötigt der dafür zu-
ständige Dienst Informationen wie CPU Auslastung, Spei-
cherverbrauch und Brandbreitennutzung über die hetero-
genen Geräte. Ein auf Java basierendes Monitoring App-
lication Programming Interface (MAPI) zum Überwachen
von System- und Anwendungsdaten kommt dabei zum Ein-
satz.[13]
Auch für Peer-to-Peer-Architekturen existieren Ansätze zum
Überwachen der einzelnen Peers. So beschäftigt sich eine Ar-
beit der Nutzung eines zusätzlichen Peer-to-Peer Monitor
(P2PM) Systems, welches parallel zum eigentlichen Peer-
to-Peer-Netzwerk läuft. Die überwachten Daten werden als
XML repräsentiert und können über eine Punkt-zu-Punkt-
Übertragung oder über einen Multicast-Kanal ausgetauscht
werden. [12]
Das Konzept UMONS (Ubiquitous Monitoring System in
Smart Space) hat höhere Ansprüche an das System und
setzt die Anforderungen dementsprechend hoch. So soll es
mit diesem Monitoring-System möglich sein, nicht nur den
Status einzelner Geräte zu überwachen, sondern auch den
kollaborativen Status mehrerer Geräte. It is important to
monitor not only the current individual status of functions
and performance, but also the collaborative status of these
ubiquitous objects. Errors can occur during collaboration of
these ubiquitous objects, even if individual objects have no
errors. [17] Zusätzlich soll das System auf Ereignisse reagie-
ren und sich anpassen können.
5. ÜBERBLICK ZUM MONITORING VER-
TEILTER SYSTEME
Im Folgenden wird es einen Überblick über bestehende Lö-
sungen im Themenfeld Monitoring von verteilten Systemen
aus den Bereichen Forschung sowie Industrie geben.
5.1 Supermon
Supermon beschreibt sich als ein flexibles Set aus Werk-
zeugen zum skalierbaren Hochgeschwindigkeits-Monitoring
von Server-Clustern. Das am Advanced Computing Labo-
ratory in Los Alamos entwickelte Monitoring-System profi-
tiert von einer hohen Informationssenderate ohne die Netz-
werklast merklich zu beeinträchtigen. Des Weiteren bietet
Supermon ein erweiterbares Datenprotokoll sowie Program-
mierinterface an. Als Betriebssystem wird Linux eingesetzt.
Aber auch andere Betriebssysteme können unter erweiterten
Installationsmaßnahmen verwendet werden.
Die Idee für Supermon entstand aus dem Verlangen ein Sys-
tem zu schaffen, welches die negativen Aspekte herkömmli-
cher Monitoring-Systeme beseitigt. Üblich genutzte Systeme
lieferten nicht genug und zu langsam Informationen aus. Da-
bei wurde auch die Netzwerk- sowie CPU-Last zu sehr be-
einträchtigen (hier wurde Supermon im Vergleich zu Rstatd
betrachtet). [19]
Abbildung 1: Supermon Komponenten
[19]
Die Architektur von Supermon teilt sich in drei primäre
Komponenten auf (Abbildung 1). Das Kernel-Modul liefert
die zu überwachenden Daten über einen Einstiegspunkt im
/proc Verzeichnis von Linux aus. Die mon Server dienen als
Filter zwischen /proc und den Clients. Nach dem Übersetzen
der gefunden Daten im /proc Verzeichnis, fügen sie diesen
Informationen hinzu und bieten sie Clients auf Anfrage an.
Um die Netzwerklast zu reduzieren, hält der mon Server für
jeden Client eine Datei mit Filteroptionen bereit. So ist es
möglich nur ausgewählte Datenbestände abzufragen.
Die supermon Server stellen Datenkonzentratoren dar. Sie
verknüpfen ausgewählte Daten von mehren mon Servern zu
einem Datum. Durch ihre hierarchische Nutzung wird auch
hier Netzwerklast eingespart. Die einzelnen mon Server so-
wie die supermon Server bieten Clients über TCP-Sockets
eine Verbindungsmöglichkeit an Informationen anzufragen.
Die Pakete des Client-Server-Protokolls bestehen aus s-ex-
pression (symbolic expressions), welche in der LISP Pro-
grammiersprache eingeführt wurden. Sie enthalten selbst be-
schreibende Daten, sodass kein spezielles Programm zum
kompilieren benötigt wird. Des Weiteren haben sie keine
festgeschriebene Größe, sodass diese nach belieben variiert
werden kann. Auch handelt es sich hierbei um keine binären,
sondern textuelle Daten, was zur architektonischen Unab-
hängigkeit beiträgt. So ist es möglich, dass ein supermon
Client als supermon Server dient. Auch ein supermon Ser-
ver kann als Client auftreten und von mehreren supermon
Servern Daten abrufen. [22, 9]
5.2 Ganglia
Ganglia ist ein skalierbares verteiltes Monitoring-System.
Aufbauend auf einem hierarchischem Design ist es mit die-
sem möglich, einzelne Serverknoten, Cluster oder gar Zu-
sammenschlüsse aus Clustern zu überwachen. Dafür werden
verbreitete Technologien wie XML für die Datenrepräsenta-
tion, XDR für den Datentransport und ein RDDtool für Da-
tenspeicherung und -visualisierung genutzt. Weiterhin nutzt
es ein Listen-Announce-Protocol zum Überwachen des Sta-
tus innerhalb eines Clusters. Die Entwicklung von Ganglia
geht stetig voran. Heute wird es genutzt um Cluster inner-
halb einer Universität oder auf der ganzen Welt zu überwa-
chen. [2]
Abbildung 2: Ganglia Überblick
[20]
Die Architektur teilt sich in zwei abstrakte Schichten (Ab-
bildung 2). Auf der einen Seite besteht der Cluster aus soge-
nannten gmond Peers, welche im stetigen Austausch von In-
formationen über einen Multicast-Kanal stehen. Jeder Peer
hat somit alle Auskünfte der anderen Peers im Cluster zwi-
schengespeichert. Da es sich um einen stetigen Austausch
handelt, sind die Daten nicht zu jedem Zeitpunkt konsis-
tent. Auf der anderen Seite rufen gmetad Knoten wie in
einer Client-Server-Architektur periodisch Daten von einem
gmond Knoten ab. Im Falle eines Fehlers kann auf einen an-
deren gmond Knoten ausgewichen werden, da dieser auch die
Informationen des gesamten Clusters hält. gmetad Knoten
können weiterhin hierarchisch eingesetzt werden, um meh-
rere Cluster-Informationen zu bündeln (Abbildung 3).
Abbildung 3: Ganglia Komponenten
[16]
Jeder gmond Knoten überwacht seine eigenen lokalen Res-
sourcen über definierte Schnittstellen (/proc, kvm, kstat)
(Abbildung 4). Dabei unterscheidet Ganglia die Ressourcen
in built-in und user-specific (oder auch application-specific)
Metriken. Built-in Metriken stellen dabei den allgemeinen
Knotenstatus dar. So können später Informationen zu lau-
fenden Prozessen, Speicher oder CPU-Auslastung abgefragt
werden. User-specific Metriken werden zusätzlich von belie-
bigen Programmen erstellt. Nach dem Sammeln der Daten
Abbildung 4: Ganglia Implementierung
[16]
werden diese über den Multicast-Kanal im XDR Format an
weitere gmond Peers im Cluster verteilt. XDR gilt als effi-
zienter Übertragungstyp für Multicast-Kanäle. Auf der an-
deren Seite der Übertragung warten sogenannte Listening-
Threads der gmond Peers auf neue Daten aus demMulticast-
Kanal. Da der eingehende XDR Datenfluss größer ist als der
später abgehende XML Datenfluss, werden die eingehende
Daten auch im XDR Format zwischengespeichert. Für die
Schnelligkeit der Verarbeitung erschien es naheliegender das
eingehende XDR Format zwischenzuspeichern als dieses vor-
her in XML zu überführen. Die XML Export Threads warten
abschließend auf periodische Anfragen der gmetad Knoten,
welche sich für die Monitoring-Daten eines Clusters interes-
sieren.
Die gmetad Knoten fragen periodisch gmond oder zwischen
liegende gmetad Knoten nach neuen Daten an. Der somit
erzeugte Datensatz entspricht demnach einem oder mehre-
ren Clustern. Jeder Datensatz kann über eine einzigartige
ID und mehreren IP Adressen/TCP Port Paaren, welchen
dem einzelnen gmond Knoten entsprechen, angefragt wer-
den. Die XML Daten werden nach dem Eintreffen mit einem
SAX-Parser überführt und in einer Round Robin Database
abgespeichert. Ganglia nutzt das RRDtool (Round Robin
Database) zum abspeichern und visualisieren von über Zeit
gesammelten Daten. Abschließend können die überführten
XML Daten über ein TCP-Socket an Clients ausgeliefert
werden. [20, 16]
5.3 Nagios
Nagios ist für das Monitoring komplexer IT-Infrastrukturen
als Quasi-Standard etabliert. Das 2007 gegründete Unter-
nehmen Nagios Enterprise LLC bietet Lösungen zur Über-
wachung von Switches, Servern und Services an. Hauptein-
satzgebiet ist das Erkennen und Informieren von unnatür-
lichem Verhalten im System. Auch eine Web-Schnittstelle
zum Abfragen der Monitoring-Daten steht zur Verfügung.
Nagios läuft auf Linux und weiteren Unix-Derivaten. Durch
seine Plugin-Architektur ist es möglich auch Server mit an-
deren Betriebssystemen zu überwachen.
Plugins sind als Abstraktionsschicht zwischen überwachten
System und beobachtenden Nagios Client zu verstehen. Da-
bei werden die Plugins auf dem überwachten System verwen-
Abbildung 5: Nagios graphische Datendarstellung
[4]
det. Wie in Abbildung 5 zu sehen läuft die Überwachung je
nach Plugin über verschiedene Schnittstellen (HTTP, POP3,
IMAP, FTP, SSH, DHCP) ab und beinhaltet jegliche vom
Plugin definierte Daten (CPU Auslastung, Speicherkapazi-
tät, aktive Nutzer, ...). Zurzeit existieren über 2000 Plugins
für Nagios.[6] Weiterhin besteht auch die Möglichkeit eigene
Plugins zu entwickeln, welche individuell angepasste Daten
sammeln sowie Schnittstellen nutzen. [7] Der Nachteil be-
steht in der Darstellung der Daten unter Nagios. Oftmals
stellen diese nur den aktuellen Stand dar. Deswegen wird
Nagios oft in Kombination mit RRDtools wie Cacti genutzt.
[1]
Abbildung 6: Nagios Architektur
[5]
Nagios besteht aus den wesentlichen Komponenten Host,
Service, Kommando und Kontakt. Der Host definiert sich
als physisches Gerät im Netzwerk und kann dabei eine Rei-
he von Geräten darstellen (Server, Drucker, Router, Switch,
Hub, ...). Ein Service ist eine Komponente eines Hosts, wel-
che es zu überwachen gilt (CPU Auslastung, Speicherkapazi-
tät, ...). Aber auch weitere vom Host zur Verfügung gestell-
te Komponenten (Datenbank, Fernzugriff, Webserver, ...)
können Services darstellen. Die Kommandos werden dafür
genutzt Services aufzurufen oder Kontakte zu informieren,
welche im Alarmfall bei Überschreitungen von festgelegten
Grenzwerten von Monitoring-Daten benachrichtigt werden.
Abschließend liefert Abbildung 6 einen komplexeren Über-
blick der Nagios Architektur und zeigt auf, wie die erwähn-
ten Komponenten und Plugins einzuordnen sind. [4]
Abbildung 7: Nagios aktive und passive Überwa-
chung
[8]
In der Abbildung 7 wird die Möglichkeit deutlich, aktive
sowie passive Datenübertragung durchzuführen. Diese wur-
den zuvor in der Seminararbeit als Push- und Pull-basierte
Übertragung beschrieben und bei Nagios unter einer anderen
Bezeichnung verwendet. Bei aktiven Checks wird das Plu-
gin per Fernzugriff, beispielsweise SSH, auf dem zu überwa-
chenden System installiert. Bei steigender Anzahl der Hosts
nimmt die Prozessorlast zu. Auch die notwendigen adminis-
trativen Rechte zur Ausführung der Plugins via Fernzugriff
werden als sicherheitskritisch empfunden. Um der gravieren-
den Auslastung und den Sicherheitsproblemen zu entgehen,
ist es möglich, die Plugins zusammen mit einer Nagios Re-
mote Plugin Executor-Instanz vorher zu installieren. So be-
nötigt Nagios zur Laufzeit keine administrativen Fernzugriff
und das vorinstallierte Plugin liefert auf Anfrage die über-
wachten Daten aus. Eine Alternative zu den aktiven Checks
bieten die passiven Checks, welche durch einen Nagios Ser-
vice Check Acceptor-Instanz den Kontrollfluss an das über-
wachte System überträgt. Der installierte Dienst übertragt
somit periodisch Daten an das beobachtende System. [15]
5.4 Zabbix
Zabbix [3, 10] ist eine weitere offene Lösung zum Monitoring
verteilter Systeme. Eine Vielzahl von Server- sowie Client-
Software bietet die Möglichkeit zur Überwachung vieler un-
terschiedlicher Geräte an. Eigenmächtig angepasste Client-
Software macht es möglich, selbst spezifizierte Daten von
infrastrukturellen Komponenten, Datenbanken, Applikatio-
nen, und Web Services zu beobachten. Weiterhin bietet Zab-
bix eine großzügige Visualisierung der aufgenommenen Da-
ten in Graphen und Karten an. So besteht auch die Mög-
lichkeit überwachte Systeme auf einer Land- oder Gebäu-
dekarte darzustellen. Ein flexibles Benachrichtigungssystem
erlaubt es Mitteilungen über das beobachtete System als E-
Mail oder Jabber Nachricht zu verschicken. Auftretenden
Problemen im überwachten System kann somit schnell ent-
gegengewirkt werden.
Die Architektur von Zabbix wird in fünf Komponenten un-
terteilt. Der Server bildet die Kernkomponenten. Zabbix
Agenten, welche auf zu überwachenden Systemen installiert
werden und aktiv lokale Ressourcen überwachen, schicken
die gesammelten Daten an einen Server. Die beim Server an-
kommenden Daten werden in einer Datenbank gespeichert.
Für eine Darstellung der Daten von entfernten Clients dient
einWeb Interface (Abbildung 8). Zusätzlich kann ein Zabbix
Proxy genutzt werden, um Lasten zu verteilen. Eine hierar-
chische Strukturierung von Agenten, Proxies und Servern
gewährleistet eine hohe Skalierbarkeit des Gesamtsystems
(Abbildung 8). Proxies bieten in der Regel kein Web Inter-
face an. [11]
Abbildung 8: Zabbix Architektur
[3]
Zabbix nutzt Push- und Pull-basierten Datenaustausch durch
Polling und Trapping. Die Pull-basierte Kommunikation ver-
läuft vom Zabbix Server zum Agenten über unterschiedliche
Komponenten (SNMP, telnet, SSH, externe Skripte). Bei der
Push-basierten Kommunikation sendet ein aktiver Zabbix
Agent die Daten zum Server. Im Falle eines hierarchischen
Aufbaus der Knoten werden die Daten an die Elternknoten
weitergereicht. Die Daten werden in einem Cache zwischen-
gespeichert und in regelmäßigen Intervallen in die Daten-
bank geschrieben. Beobachtete Daten sind mit einem Trig-
ger versehen. Dieser Trigger löst ein Event aus sobald eine
mit dem Daten verbundene Bedingung (bspw. Überschrei-
tung eines Grenzwerts) eintritt. [3]
Des Weiteren bietet Zabbix eine automatische Einbindung
von Geräten ins Überwachungsnetzwerk über einen Disco-
very Process an. Der Prozess überprüft in regelmäßigen Ab-
ständen vorher festgelegte IP Adressen und TCP Ports. Da-
nach kann das Verhalten für neu hinzugefügte Hosts explizit
festgelegt werden. [11]
6. VERGLEICH
Im Folgenden werden die genutzten Techniken und weitere
Merkmale der aufgezeigten Systeme verglichen.
Architektur. Angefangen bei der Architektur existieren zwei
relevante Unterschiede bei den vorgestellten Systemen. Grob
gesehen sind bei ihnen die Client-Server- und Peer-to-Peer-
Architekturen aufzufinden. Supermon, Nagios und Zabbix
lassen sich der Client-Server-Architektur zuordnen. Hier voll-
zieht sich die Kommunikation zwischen jeweils einem Client
und einem Server. Eine reine Peer-to-Peer-Architektur exis-
tiert nicht. Ganglia zeigt einen hybriden Ansatz zwischen
Client-Server- und Peer-to-Peer-Architektur auf. Während
sich alle überwachten Knoten stets untereinander über einen
Multicast-Kanal austauschen (Peer-to-Peer), fragt der beob-
achtende Knoten einzelne überwachte Knoten nach Daten
an (Client-Server). Des Weiteren existiert für alle Systeme
für eine erhöhte Skalierbarkeit eine verfeinerte hierarchische
Untergliederung der beobachtenden Knoten in Proxies.
Datenübertragung. Im Gegensatz zu üblichen Pull-basier-
ten Übertragungen weisen einige vorgestellte Systeme auch
Push-basierte Datenübertragungen auf (Nagios, Zabbix). Der
Vorteil besteht darin, dass der überwachte Knoten dafür zu-
ständig ist periodisch Daten an den beobachtenden Knoten
zu senden. Dadurch wird die Netzwerkauslastung möglichst
gering gehalten. Nachteilig dafür ist die Installation eines
Agenten, welcher die Möglichkeit bietet periodisch Daten
zu senden. Eine weitere Variante der Übertragung bei den
vorgestellten Systemen ist die Verteilung der Daten über
Multicast-Kanäle (Ganglia). Der Netzwerkverkehr ist dabei
entsprechend höher. Jedoch hat in diesem Netzwerk jeder
Knoten die (nicht immer konsistenten) Informationen des
gesamten Clusters. So kann im Falle einer fehlerhaften An-
frage auf einen anderen überwachten Knoten ausgewichen
werden.
Nutzer-spezifische Daten. Neben den statischen System-
daten bieten einige der im Überblick behandelten Systeme
auch benutzerdefinierte Daten an. Nagios stellt dafür eine
Vielzahl von Plugins bereit. Darüber hinaus können eigene
Plugins für spezifizierte Datenvielfalt hinzugefügt werden.
Auch Ganglia und Supermon unterscheidet zwischen vor-
handenen Systemmerkmalen und vom Nutzer spezifizierte
Daten. Abschließend bietet auch Zabbix durch variierende
Client-Software individuelle Datensätze an. In der Visuali-
sierung der Daten unterscheiden sich die Systeme von nur
aktuellen Datensätzen (Nagios) bis hin zu Datensatzdarstel-
lungen über Zeitgraphen (Zabbix). Auch stellen einige Lö-
sungen eine Weboberfläche zur Verfügung, welche über das
Internet für entfernte Aufrufe erreichbar bleibt (Zabbix).
Mögliche Erweiterungen. Ein erweitertes Benachrichti-
gungssystem stellt Nutzern von Zabbix die Möglichkeit be-
reit durch Ereignisse ausgelöste Nachrichten via Jabber oder
E-Mail zu erhalten. Des Weiteren können über ein Discovery
Process neue Geräte in das Monitoring-System mit integriert
werden.
Plattformen. Die meisten vorgestellten Systeme kooperie-
ren mit Linux beziehungsweise Unix-Derivaten. Wichtig hier-
bei ist die Software, welche auf dem überwachten System
laufen soll. Selbst entwickelte Plugins wie bei Nagios erhö-
hen die Vielfalt der unterstützen Plattformen.
Letztlich liefert Tabelle 2 einen Vergleich der vorgestellten
Systeme. Die Monitoring-Systeme unterscheiden sich nur in
wenigen Punkten. So bieten einige Systeme nützliche Erwei-
terungen wie Discovery, erweiterte Benachrichtigungssyste-
me und Web Interfaces an. Die Nutzung von Nutzer-spe-
zifische Daten bieten alle Systeme an. Auch beim Übertra-
gungsweg und der Architektur unterscheiden sich die Syste-
me bis auf Ganglia wenig. Dennoch genügt kein System al-
len aufgestellten Anforderungen für das Monitoring-System
im Smart Home. Die folgende Gründe sprechen gegen eine
Nutzung. Keines der Systeme unterscheidet zwischen leis-
tungsschwachen und leistungsstarken Geräten. Auch bietet
nur Ganglia von den vorgestellten Systeme eine brauchba-
re Architektur für die dezentrale Verwaltung von Überwa-
chungsdaten an. Jedoch ist auch bei Ganglia der beobach-
tenden Knoten außerhalb des Peer-to-Peer-Netzwerks. Des
Weiteren bieten nicht alle Systeme einen Discovery Process
an. Dieser Prozess der Lokalisierung ist erforderlich, um der
hohen Fluktuation von mobilen Geräten im Smart Home
gerecht zu werden. Da keines der Systeme in Frage kommt,
folgt diesem Kapitel der eigene Adaptionsvorschlag.
7. ADAPTIONSVORSCHLAG
Dieser Abschnitt widmet sich dem Entwurf eines Konzepts
für das Monitoring im Smart Home. Dafür werden die vorher
definierten Anforderungen mit den recherchierten Techniken
abgeglichen. Sollten Techniken mit denen aus den Anforde-
rungen definierten Kriterien übereinstimmen, werden diese
in das Konzept mit eingebracht. Das Resultat wird aus einer
Kombinationen der recherchierten Techniken mit erweiter-
ten Vorschlägen bestehen.
Dezentralisierung. Aus den Anforderungen ist ersichtlich
geworden, dass eine dezentrale Architektur für das Moni-
toring im Smart Home erstrebenswert wäre. Auch wenn es
einigen Nutzern ausreichen würde die überwachten Daten
auf einem Gerät anzuzeigen, würde eine Peer-to-Peer-Archi-
tektur dazu beitragen, dass alle Geräte die Informationen
anzeigen könnten.
Aus den vorgestellten Monitoring-Lösungen für hochskalier-
bare verteilte Systeme ging nur ein System hervor, welches
zum Teil eine dezentrale Architektur aufwies. Ganglia nutzt
einen Multicast-Kanal, um alle Knoten auf einem möglichst
konsistenten Informationsstand über das gesamte System
zu halten. Dabei werden über ein Multicast-Kanal neu ge-
wonnene Daten an alle anderen Knoten gesendet. Gleiches
könnte auf das Smart Home abstrahiert werden, indem al-
le im Netzwerk eingebundenen Geräte über die gesammel-
ten Monitoring-Daten verfügen. Um die Netzwerkauslastung
und Rechenintensität auf den Knoten gering zu halten, bie-
tet es sich an hier das Konzept der Nodes und Supernodes
einzubringen. In einem solchen Peer-to-Peer-Netzwerk ist ein
Supernode für eine Gruppe von Nodes zuständig. Die über-
wachten Daten wären so nicht auf jedem Peer vorhanden,
sondern nur auf den zuständigen Supernodes. Dies reduziert
den Datenaustausch im Netzwerk. Die Wahl der Superno-
des würde auf die Peers mit einer hohen Leistungskapazität
fallen. Da die Prozessorleistung der Geräte im Smart Home
stark variiert, wäre durch die Nutzung von Supernodes das
(+) vorhanden, (o) teilweise vorhanden, (-) nicht vorhanden
Supermon Ganglia Nagios Zabbix
Architektur (P2P|Client-Server|Vermischt) -|+|- +|+|+ -|+|- -|+|-
Skalierbare Hierarchie + + + +
Pull-|Push-basierte Datenübertragung +|- +|o +|+ +|+
Nutzer-spezifische Daten + + + +
Web Interface - - + +
Erweitertes Benachrichtigungssystem - - - +
Discovery - - - +
Tabelle 2: Vergleich der Monitoring-Systeme
Problem der leistungsschwachen Geräte gelöst, indem nur
die leistungsfähigen Geräte die überwachten Daten anfra-
gen und bearbeiten müssen.
Ganglia nutzt zur Informationsanzeige eine zentrale Client-
Server-Architektur. Für das Smart Home liegt es näher die
Informationen innerhalb des Peer-to-Peer-Systems auf ein-
zelnen Nodes und Supernodes sichtbar zu machen. Im weite-
ren Sinne könnten sogenannte erweiterte UI-Nodes und UI-
Supernodes bestimmt werden, auf denen die überwachten
Informationen ersichtlich wären. Für das Smart Home wür-
den so die Monitoring-Daten auf Tablets, Computer oder
Smartphones angezeigt werden. Dabei spielt es keine Rol-
le, ob der Peer ein Node oder Supernode ist. Beispielweise
würde ein leistungsschwaches Smartphone einen Node dar-
stellen, während ein Laptop ein Supernode ist. Auf beiden
Geräten wäre es trotzdem möglich, die Daten zu visualisie-
ren.
Für die Datenübertragung wären folgende Kommunikations-
wege erstrebenswert: Die Supernodes sammeln proaktiv so-
wie reaktiv die Daten von ihren zugeteilten Nodes. Dabei er-
folgt die Übertragung je nach Gerät Push- und Pull-basiert.
Über einen Multicast-Kanal tauschen die Supernodes regel-
mäßig ihre Datensätze untereinander aus und versehen jeden
Datensatz eines anderen Supernodes mit einem Zeitstempel.
Braucht ein Node nun die Daten zur Visualisierung, fragt
dieser seinen zuständigen Supernode an. Normalerweise soll-
te der Supernode durch den regelmäßigen Austausch alle
Daten des Smart Homes haben. Da dieser Datensatz durch
das periodische Austauschen inkonsistenten aufweisen kann,
werden die anderen Supernodes nach aktualisierten Daten
angefragt. Um nicht jedes mal alle Daten neu austauschen
zu müssen, benötigt es zwei Anfragen an die anderen Super-
nodes. Die erste Anfrage ermittelt die letzten Modifizierun-
gen jedes Datums im Datensatz des angefragten Superno-
des. Stimmt jeder Zeitstempel mit dem des Datensatzes des
anfragenden Supernodes überein, wird keine zweite Anfrage
gesendet und der eigene Datensatz verwendet. Haben sich
die Daten in der Zeit verändert und der Zeitstempel stimmt
für einzelne Daten nicht überein, wird in der zweiten An-
frage der komplette Datensatz oder nur einzelne Daten neu
angefragt. So besteht im Smart Home die Sicherheit immer
konsistente Daten auf einem Peer anzuzeigen.
Abbildung 9 gibt noch einmal einen Überblick der Architek-
tur. In diesem Beispiel existieren 3 erweiterte UI-Nodes und
UI-Supernodes. Beispielsweise könnten die beiden UI-Nodes
ein Smartphone und ein Tablet und der UI-Supernode ein
Laptop darstellen.
Heterogenität. Eine weitere Anforderung für das Monito-
ring im Smart Home ist es der Diversität an Geräten ge-
Abbildung 9: Architektur des Adaptionsvorschlags
recht zu werden. So ist das Betriebssystem nicht immer frei
wählbar, beziehungsweise stellt dem Nutzer nicht einmal die
Möglichkeit Drittanbieter-Anwendungen zu installieren. Alle
hier vorgestellten Monitoring-Lösungen unterstützen Linux
beziehungsweise weitere Unix-Derivate. An einigen stellen
werden auch noch weitere Betriebssysteme angeboten. Er-
strebenswert wäre es demzufolge eine Monitoring-Software
anzubieten, welche viele Betriebssysteme unterstützt. Oft
wird bei den vorgestellten Lösungen zwischen Client- und
Server-Software unterschieden. Bei der Idee ein Peer-to-Peer-
Netzwerk anzubieten vermischen sich die beiden Software-
Lösungen auf einem Peer. Bei Supermon ist der Gebrauch
einer beobachtenden Software nicht zwingend nötig. Dort
reicht es aus die Daten an einen ausgewählten Port zu sen-
den, sodass dieser angefragt werden kann. Auch Nagios bie-
tet die Möglichkeit eigene Plugins zu entwickeln, welche auch
auf anderen Betriebssystemen wie Windows genutzt werden
können. Die Schwierigkeit besteht darin die eigenen Skripte,
welche die Daten an die ausgewählten Ports senden, oder
die Plugins auf dem jeweiligen Gerät unterzubringen. Die
Geräte, die zur Informationsvisualisierung benötigt werden,
bieten im Normalfall die Möglichkeit eine Software zu instal-
lieren.
Generell gilt es möglichst standardisierte, plattformübergrei-
fende Technologien wie beispielsweise XML zu verwenden.
So könnten die von einem Client angefragten Daten über
XML an den Server übermittelt werden. Client und Server
wären somit in der Technologieauswahl unabhängig.
Daten. Die Vielzahl an heterogenen Geräte stellt ein wei-
teres Problem für das Monitoring im Smart Home dar. Je
nach Kontext werden sich bei den meisten Geräten bis auf
statische Gerätedaten die überwachten Daten unterscheiden.
Demnach ist es wichtig, für jedes Gerät individuelle Daten zu
repräsentieren. Die meisten der vorgestellten Systeme bieten
es an durch eigene Programmierung die beobachteten Daten
eigenständig festzulegen. Beispielsweise existieren für Nagi-
os dafür viele Plugins, aber auch weitere Plugins können
entwickelt werden.
Visualisierung. Eine weitere Anforderung stellt die Visua-
lisierung der Daten dar. Zum einen ist es genauso wie für
die hochskalierbaren verteilten Systeme erstrebenswert auf
Zeit basierende Daten zu sammeln und darzustellen. Je nach
Konfiguration überwacht der Großteil der hier vorgestellten
Monitoring-Lösungen die Daten periodisch. Wie bei Zabbix
könnten die Daten so über einer Zeitachse dargestellt wer-
den. Zum anderen hätte der Nutzer eines Smart Homes gerne
die Möglichkeit die überwachten Daten von außerhalb seines
Heimnetzwerks anzuzeigen. Nagios und Zabbix bieten hier-
für ein Web Interface an. Des Weiteren existiert für Zabbix
die Möglichkeit Mitteilungen über SMS, E-Mail und weitere
Dienste zu versenden.
Dynamische Integration. Wichtig für das Monitoring im
Smart Home ist es auch, sich der Fluktuation der Geräte
anzunehmen. So ist es wünschenswert, die neu ins Netzwerk
eintretende Geräte in das Monitoring-System mit aufzuneh-
men. Aus den vorgestellten Lösungen bietet Zabbix hierfür
einen Discovery Process, welcher dieses für den Adaptions-
vorschlag ermöglichen könnte. Der Discovery Process von
Zabbix prüft in regelmäßigen Abständen die Präsenz von IP
Adressen im Netzwerk. Die Geräte müssen dafür in zwei Ka-
tegorien unterschieden werden. Zum einen sind dies Geräte
die noch nicht im Monitoring-System registriert sind. Zum
anderen sind es Geräte die schon registriert sind und erneut
in das Netzwerk eintreten. Somit könnte durch den Disco-
very Process nach neuen sowie schon registrierten Geräten
gesucht werden.
Auch weitere bisher nicht in Betracht gezogene Technologi-
en könnten bei der dynamischen Lokalisierung und Integra-
tion behilflich sein. So existieren für herstellerübergreifende
Kommunikation von Geräten die Digital Living Network Al-
liance (DLNA), eine Organisation für die Standardisierung
der Interoperabilität netzwerkfähiger Geräte. Auch Univer-
sal Plug and Play (UPnP) unterstützt die herstellerüber-
greifende Kommunikation. UPnP basiert auf standardisier-
ten Netzwerkprotokollen und Datenformaten. Das Simple
Service Discovery Protocol (SSDP) ermöglicht hier die Lo-
kalisierung. Wenn ein UPnP-fähiges Gerät in ein Netzwerk
eintritt, sendet dieses seine Existenz über eine Multicast-
Adresse an ein Kontrollpunkt. Kontrollpunkte könnten in
diesem Fall die Supernodes darstellen. Des Weiteren können
Kontrollpunkte nach UPnP-fähigen Geräten suchen. Eine
discovery message enthält bei der Lokalisierung die wich-
tigsten Daten über das Gerät. [14]
In dem hier aufgeführten Adaptionsvorschlag wurden ver-
schiedene Techniken gemäß den gestellten Anforderungen
ausgewählt. Im Gesamten handelt es sich um ein dezentra-
les Peer-to-Peer Monitoring-System mit Nodes und Super-
nodes. Jedem Supernode sind Nodes zugeordnet. Die Super-
nodes verwalten die Daten ihrer eigenen Notes und fragen
regelmäßige die Daten der anderen Supernodes an. Abschlie-
ßend lassen sich Nodes und Supernodes durch einen UI-Node
erweitern. So wird sicher gestellt, dass diese Nodes die Daten
visualisieren können. Möglich wäre es bei diesem Architek-
turansatz auch Nodes während des Betriebes zu Supernodes
zu erweitern. Andere Supernodes geben dafür einen Teil ih-
rer Nodes ab und teilen zum initiieren des neuen Supernodes
ihre Daten mit ihm. Auch können neue UI-Nodes flexible im
System zugeteilt werden indem eine Erweiterung dafür beim
bestehenden Node installiert wird.
Weiterhin werden durch eine Vielzahl von Plugins die Da-
ten individuell angepasst. Um den heterogenen Geräten im
Netzwerk gerecht zu werden, sollte es möglich sein die Plug-
ins für ausgewählte Betriebssysteme zu entwickeln. Die Da-
tenkommunikation findet über ein standardisiertes Format
wie beispielsweise XML statt. Ein Lokalisierung ermöglicht
das Auffinden von neuen oder schon registrierten Geräten
und deren dynamische Einbindung. Das vorgeschlagene Sys-
tem wird abgerundet mit einem erweiterte Benachrichtigungs-
systeme, welches Kommunikationswerkzeuge wie Jabber oder
E-Mail unterstützt.
8. ZUSAMMENFASSUNG
Diese Arbeit beschäftigt sich mit dem Konzept eines Moni-
toring-Systems für Smart Homes. Dafür wurden nötige An-
forderungen für das Monitoring-System festgestellt. Wich-
tige Kriterien waren hier der Vielzahl von heterogenen Ge-
räten im Smart Home gerecht zu werden. Auch die beob-
achteten Daten variieren dadurch von Gerät zu Gerät. Des
Weiteren muss es möglich sein, stetig mobile Geräte in das
Monitoring-System neu zu integrieren. Auch sollten dabei
die vielen leistungsschwachen Geräte bedacht werden.
Nach dem Festlegen der Anforderungen wurden bestehende
Lösungen für das Monitoring aus dem Bereich der verteilten
Systeme verglichen. Unter den Systemen sollten mögliche
Techniken gefunden werden, welche auch im Bereich Smart
Home anwendbar wären. Keines der untersuchten Systeme
würde für die Überwachung im Smart Home in Betracht ge-
zogen werden, da hier die Anforderungen im Gegensatz zu
den hochskalierbaren verteilten Systemen zu sehr abweichen.
Der schlussendlich vorgestellte Adaptionsvorschlag bedient
sich einigen Techniken der verglichenen Systeme. So nutzt
das erdachte Konzept eine Peer-to-Peer-Architektur in Form
eines hierarchischem Overlay-Netzwerks mit Nodes und Su-
pernodes. Supernodes stellen hierbei die leistungsfähigen Ge-
räte im Smart Home dar. Jedem Supernode werden leis-
tungsschwache Nodes zugeteilt. Diese senden ihre überwach-
ten Daten an ihre zugeteilten Supernodes. Beispielsweise die-
nen so ein Computer als Supernode und ein Smartphone als
Node. Die Supernodes stehen untereinander in Verbindung
um die Daten des gesamten Smart Homes auf jedem Su-
pernode zu halten. Damit die Daten auf einzelnen Nodes
sowie Supernodes visualisiert werden können, müssen diese
durch einen UI-Node erweitert werden. Erweiterte Benach-
richtigungen über Jabber und E-Mail wurden dabei auch
bedacht. Abschließend ist es möglich, über einen Mechanis-
mus zur Auffindung neuer Geräte diese dynamisch in das
Monitoring-System zu integrieren.
In die Zukunft blickend reichen die bisher vorhandenen Moni-
toring-Systeme nicht vollständig aus um allen Anforderun-
gen des Monitorings in Smart Homes gerecht zu werden. Der
hier vorgestellte Adaptionsvorschlag könnte dafür erste Er-
kenntnisse liefern, wie ein mögliches Monitoring-System im
eigenen Smart Home realisierbar wäre.
9. LITERATUR
[1] Cacti. http://www.cacti.net/. Zuletzt aufgerufen:
27.05.2013.
[2] Ganglia. http://ganglia.info/. Zuletzt aufgerufen:
27.05.2013.
[3] Mikoomi: dedicated to developing useful monitoring
plugins for zabbix. http://mikoomi.blogspot.de/
2011/05/introduction-to-zabbix.html. Zuletzt
aufgerufen: 27.05.2013.
[4] Nagios. http://www.nagios.org. Zuletzt aufgerufen:
27.05.2013.
[5] Nagios architektur.
http://wiki.eclipse.org/COSMOS_Design_188390.
Zuletzt aufgerufen: 27.05.2013.
[6] Nagios plugins.
http://www.nagios.org/download/plugins. Zuletzt
aufgerufen: 27.05.2013.
[7] Nagios source. http:
//nagios.sourceforge.net/docs/3_0/toc.html.
Zuletzt aufgerufen: 27.05.2013.
[8] Nagios wiki. http://www.nagios-wiki.de/. Zuletzt
aufgerufen: 27.05.2013.
[9] Supermon.
http://supermon.sourceforge.net/index.html.
Zuletzt aufgerufen: 27.05.2013.
[10] Zabbix. http://www.zabbix.com/. Zuletzt aufgerufen:
27.05.2013.
[11] Zabbix documentation 2.0. https:
//www.zabbix.com/documentation/2.0/manual.
Zuletzt aufgerufen: 27.05.2013.
[12] S. Abiteboul and B. Marinoiu. Distributed monitoring
of peer to peer systems. In Proceedings of the 9th
annual ACM international workshop on Web
information and data management, WIDM ’07, pages
41–48, New York, NY, USA, 2007. ACM.
[13] P. Bellavista, A. Corradi, and C. Stefanelli. Java for
on-line distributed monitoring of heterogeneous
systems and services. The Computer Journal,
45:595–607, 2002.
[14] Contributing Members of the UPnP Forum. Upnp
device architecture 1.1. http://upnp.org/specs/
arch/UPnP-arch-DeviceArchitecture.pdf, 2008.
[15] L. Kreisz. Echtzeit-monitoring durch verteilte
logdatei-analyse. Diplomarbeit, 2011.
[16] M. L. Massie, B. N. Chun, and D. E. Culler. The
ganglia distributed monitoring system: Design,
implementation and experience, 2004.
[17] H. nam Lee, S. hwa Lim, and J. hoon Kim. Umons:
Ubiquitous monitoring system in smart space. IEEE
Trans. Consumer Electronics, 55(3):1056–1064, 2009.
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ABSTRACT
Der Forschungsbereich des Ambient Assisted Living (AAL)
beschäftigt sich umfassend mit der Verbesserung der Lebens-
qualität durch entsprechende Produkte und Dienstleistun-
gen. Dabei stehen häufig ältere Nutzer im Mittelpunkt, da
diese auch im Alter gern unabhängig in ihrer gewohnten Um-
gebung verbleiben möchten. AAL-Systeme, die automatisch
kritische Situationen für den Nutzer erkennen können, hel-
fen bei der Erfüllung dieses Wunsches. Um zuverlässig Ge-
fahrensituationen erkennen zu können, wurden verschiedene
Modelle zur Auswertung entwickelt. Diese Arbeit stellt drei
verschiedene Modelle näher vor.
1. EINLEITUNG
In naher Zukunft wird sich unsere Gesellschaft grundlegend
verändern. Es wird immer mehr ältere Menschen geben und
weniger junge. Dieser Prozess des demografischen Wandels
vollzieht sich vor allem in den Industriestaaten. Daraus re-
sultierend werden sich große Probleme entwickeln [5]. Ein
Aspekt ist, dass ein größerer Pflegeaufwand von weniger
Menschen bewältigt werden muss. Desweiteren wird für die
Pflege weniger Geld zur Verfügung stehen. Diese gegenläufi-
gen Tendenzen werden noch verstärkt durch den Wunsch der
Pflegebedürftigen in ihrer gewohnten häuslichen Umgebung
bleiben zu können.
Eine mögliche Lösung bietet Ambient Assisted Living (AAL).
Dieser Forschungsbereich hat es zum Ziel, konkrete Produk-
te und Dienstleistungen, aber auch allgemeine Konzepte und
neue Technologien zu fördern, die die Lebensqualität erhö-
hen und ein weitestgehend unabhängiges Leben ermöglichen.
Dies bezieht sich nicht nur auf ältere Menschen, sondern je-
der Mensch soll dabei altersgerecht und nach individuellen
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Anforderungen, situationsabhängig und unaufdringlich un-
terstützt werden. Das heißt die entwickelten Systeme sollten
nutzenorientiert ausgerichtet sein. Zusätzlich sollten sie so in
das persönliche Umfeld integriert sein, dass sich der Nutzer
nicht gestört fühlt. Die Akzeptanz von AAL-Anwendungen
ist vor allem bei älteren Menschen ein wichtiger Aspekt. Vie-
le scheuen sich vor komplexen technischen Systemen. Darum
ist es wichtig, dass ein schneller und unkomplizierter Zugriff
auf die Funktionen integriert ist.
Der Hauptwunsch der Pflegebedürftigen nach möglichst viel
Unabhängigkeit und einem alltäglichen Leben kann durch
AAL erfüllt werden. Durch entsprechende Systeme muss nicht
auf direkte Hilfe zurückgegriffen werden. Der Nutzer kann
sich nach seinen Möglichkeiten frei Bewegen, mit der Gewiss-
heit, dass im Notfall schnelle Hilfe geleistet wird. Gerade
für ältere Bürger steckt ein hohes Potenzial zur Verbesse-
rung der Lebensqualität in AAL. Daher beschäftigt sich die
AAL-Forschung meist mit diesen Nutzerfällen.
Als Unterstützung für alte Menschen ist es sinnvoll, Syste-
me zu entwickeln, in denen eine automatische Notrufakti-
vierung für kritischen Situationen implementiert ist. Zum
Beispiel wenn der betreffende Nutzer einen Sturz im Bade-
zimmer erleidet und darauf folgend selbst nicht mehr dazu in
der Lage ist Hilfe zu holen, ist ein systemgenerierter Notruf
wünschenswert. Dafür müssen Modelle zur Auswertung von
Situationen entwickelt werden, damit das System weiß wann
solche Fälle auftreten und wie zu reagieren ist. Grundlage
ist dabei eine zuverlässig Erkennung von Gefahrensituatio-
nen und die Unterscheidung von Alltagssituationen. Danach
können darauf dann auszulösende Reaktionen des Systems
generiert werden. Möglich wäre, wie im bereits erläuterten
Beispiel einer allein lebenden älteren Person, dass ein auto-
matische Notruf abgesetzt wird oder das zuständiges Pfle-
gepersonal zu kontaktieren. Das kann durch einen Signalton
oder eine Nachricht geschehen. Wenn ein automatisch gene-
rierter Notruf abgesetzt wird, dann wäre es denkbar, dass die
wichtigsten Informationen über Patienten mit übermittelt
werden. Das können zum Beispiel schon länger vorliegende
Behinderungen des Nutzers sein, die spezielle Maßnahmen
erfordern. Aber auch aktuelle Messwerte können von Inter-
esse sein, zum Beispiel die aktuelle Herzfrequenz oder der In-
sulinwert des Blutes. Dies ist aber in den bisher entwickelten
Systemen noch nicht umgesetzt. In den meisten Fällen geht
es zunächst darum Gefahrensituationen klar zu erkennen.
Die Herausforderung bei der Erstellung von Modellen für
Situationen ist zum einen, dass die spezifischen Situationen
sehr komplex werden können und zum anderen die Vielfäl-
tigkeit im großen Bereich AAL; je nachdem, wie allgemein
der Kontext definiert ist, in dem das System entwickelt wird.
Klar ist, dass bei der Betrachtung verschiedener Altersgrup-
pen die Variabilität der Situationen geringer ist. Wenn man
sich aber an der allgemeinen Definition für AAL orientiert,
die alle Altersgruppen umfasst, dann ist die Variabilität der
Situationen durchaus höher. So kann es schon für eine einzel-
ne Situation unterschiedliche Reaktionen geben, je nachdem
welches Alter der Nutzer hat. Denn das Alter bestimmt zu
einem gewissen Grad auch die Möglichkeiten des Nutzers [5].
Außerdem gibt es sehr viele Situationen, bei denen die ein-
zelnen sich ähneln können, aber meist nicht deckungsgleich
sind. Auch kleine Abweichungen in alltäglichen Situationen
müssen eventuell erkannt und ausgewertet werden.
Eine weitere Herausforderung ist, dass ein AAL-System sehr
zuverlässig die zahlreichen Situationen klassifizieren muss.
Vor allem wenn es als medizinische Unterstützung dienen
soll und diverse Sicherheitskriterien [4] erfüllt werden müs-
sen. Dabei ist sicherzustellen, dass es nach der Trainingszeit
nur noch vereinzelt zu einem Fehlalarm des Systems kommt.
Denn zusätzliche Belastungen für den Nutzer und auch das
kontaktierte Pflegepersonal müssen vermieden werden. Da-
her sollte der Nutzer auf jeden Fall die Möglichkeit haben
mit dem System zu interagieren und es auch zu korrigieren.
Nach dem der zugrundeliegende Kontext erläutert wurde,
geht diese Arbeit in den nächsten Abschnitten auf den ak-
tuellen Forschungsstand im Bereich der Modellierung zur
Auswertung von Situationen ein. Davor wird die generelle
Beziehung zwischen Situationen und Aktivitäten beschrie-
ben. Dann folgt ein großer Abschnitt mit den Erläuterungen
der spezifischen Modelle. Dabei wird auf die unterschied-
lichen Herangehensweisen eingegangen. Am Ende wird es
noch einen Ausblick geben, in wie weit Entwicklungspoten-
zial für die Modelle vorhanden ist und welche Herausforde-
rungen zu bewältigen sind.
2. SITUATIONEN UND AKTIVITÄTEN
Um Situationen auszuwerten, verwenden die implementier-
ten Modelle die Auswertung von Aktivitäten. Denn Situa-
tionen lassen sich durch bestimmte Eigenschaften identifi-
zieren. Beteiligt sind dabei Personen, die einer Aktivität
nachgehen. Diese können mit bestimmten Objekten verbun-
den sein, wie Zähneputzen mit einer Zahnbürste. Außerdem
spielt der Ort und die Zeit eine wichtige Rolle. Alle fünf
Faktoren stehen in Beziehung zueinander und bilden den
Kontext für eine Situation. Durch die Verknüpfungen unter-
einander lässt sich eine Situation identifizieren. Die handeln-
de Personen ist dabei meist der Nutzer des AAL-Systems.
Der Ort ist definiert durch Sensorstandort. Und ein Zeit-
stempel für die Sensordaten, ordnet den Daten die jeweilige
Zeit zu. Die bisher aufgeführten Eigenschaften sind recht
einfach zu ermitteln, aber bei den beteiligten Objekten ist
ein komplexerer Vorgang nötig. Sie können durch Videobil-
derfassung und -Verarbeitung erkannt werden. Da das aber
ebenfalls ein großes, aktuelles Forschungsfeld ist, wird dieser
Aspekt in den folgend vorgestellten Systemen bisher außer
Acht gelassen. Aber Objekterkennung kann nicht nur zur
Auswertung von Situationen, sondern auch von Aktivitäten
dienen. Das ist ein Resultat der starken Verknüpfung mitein-
ander. Durch die Interaktionen mit bestimmten Gegenstän-
den, kann eine Aktion definiert und die nächste sogar schon
vorhergesagt werden. Ein Beispiel: Der Nutzer nimmt sich
ein Glas aus dem Schrank. Dann wird er danach eher zum
Kühlschrank gehen, um sich eine Flasche Wasser oder Saft
herausnehmen, statt zum Wasserkocher oder zur Kaffeema-
schine. Objekterkennung wird wie bereits dargelegt aber in
den meisten AAL-Systemen bisher vernachlässigt. Anstelle
dessen wird sich auf den zweiten komplexen Aspekt gestützt,
die Erkennung und Auswertung von Aktivitäten.
Noch ein kurzer Verweis, dass die als trivial gekennzeich-
neten Eigenschaften Person, Ort und Zeit auch eine gewis-
se Komplexität aufweisen können. Denn für die referierten
AAL-Systeme sind entscheidende Annahmen bei der Ent-
wicklung getroffen worden. Zum einen, dass nur eine Person
Nutzer der Anwendung ist. Lediglich das
”
BehaviorScope
framework“ von Bamis, Lymberopoulos, Teixeira und Sav-
vides [1] wurde auch mit zwei Personen getestet. Aber in wie
weit zum Beispiel Gäste des Nutzers die Messwerte in der
Messumgebung verfälschen ist noch nicht erforscht. Auch die
Implementation von mobilen Sensoren im System ist bisher
nur in ein System [1] erfolgt. Dadurch kann es aber passie-
ren, dass der Ort einer Situation dynamisch wird. Auch die
Zeitkomponente kann Auswirkungen auf Situationen haben
und das beschränkt sich nicht nur auf kurze Zeiträume. Zum
Beispiel haben die Jahreszeiten Auswirkungen auf das Ver-
halten und die Aktivitäten des Nutzers. So ist er im Sommer
wahrscheinlich öfter im Freien und wird vom System nicht
überwacht. Oder sie haben Auswirkungen auf Schlafrhyth-
men, denn im Winter wird der Nutzer früher schlafen gehen,
bedingt durch kürzeren Sonnenlichtphasen am Tag [6]. So-
mit benötigen die drei Eigenschaften Person, Ort und Zeit
ebenfalls Aufmerksamkeit, denn dort steckt teilweise noch
großes Entwicklungspotenzial für AAL-Systeme.
Die Aktivitäten des Nutzers eines AAL-Systems stehen aber
nicht zu unrecht bei der Entwicklung einer entsprechenden
Anwendung im Vordergrund. Sie sind ein wichtiger Aspekt
zur Klassifikation von Situationen im AAL. Denn durch ei-
ne entsprechende Identifikation lassen sich auch Situationen
auswerten.
Aktivitäten setzen sich meistens aus einzelnen, hintereinan-
der geschalteten Aktionen zusammen. Für eine erste Iden-
tifizierung von Aktivitäten ist schon die Interpretation und
Verknüpfung von relativ einfachen binären Sensordaten aus-
reichend. Ein kleines Beispiel: Ein Bewegungssensor ist in ei-
nem Schlafzimmer installiert. Er zeigt nur an, ob sich etwas
bewegt oder nicht. Die Messdaten werden automatisch an
das System gesendet. Dieses wiederum verknüpft die Sensor-
Messdaten mit einem Zeitstempel und verarbeitet sie. Wird
jetzt zum Beispiel registriert, dass sich der Nutzer im Schlaf-
zimmer bewegt und dann wird nur noch vereinzelt Bewegung
gemessen. Verknüpft mit der Information, dass diese Da-
ten spät am Abend aufgezeichnet wurden, kann das System
durch eine einfache Regel feststellen, dass der Nutzer schläft.
Die Situation ist damit identifiziert. Werden zu einem späte-
ren Zeitpunkt mehr Bewegungen beim Schlafen registriert,
dann kann das System durch einen Abgleich mit den gespei-
cherten Daten der vorhergehenden Nächte, zum Ergebnis
kommen, dass der Nutzer vielleicht vermehrt Schlafstörun-
gen hat. Daraus können Reaktionen initiiert werden. Zum
Beispiel die Empfehlung der Einnahme von Beruhigungs-
mitteln vor dem Zubettgehen. Um Gefahrensituationen zu
erkennen oder Veränderungen im Tagesablauf zu registrie-
ren, muss bekannt sein, was zur Alltagsroutine gehört. Da
jeder Nutzer einen individuellen Tagesrhythmus hat, muss
das System zum eigenständigen Lernen fähig sein. Das wie-
derum bedeutet, dass es eine Trainingsphase des Systems
geben muss.
3. BESTEHENDE MODELLE ZUR
AUSWERTUNG
3.1 Modell mit Hidden Markov Modellen
Das erste Modell zur Auswertung von Situationen wurde
von Yin und Bruckner [7], [9], [8], [10] in mehreren Schritten
erarbeitet. Es basiert auf dem unabhängigen Aufbau eines
Klassifikators, das heißt dieses Modell wurde entwickelt um
ein System zu implementieren, dass ohne vorprogrammierte
Bedingungen oder Nutzer-generierte Parameter auskommt.
Das System schafft es, Situationen zu klassifizieren, in dem
die Sensormessdaten einer semantischen Bedeutung zuge-
ordnet werden. Das gesamte Konzept benötigt dabei nur
minimale manuelle Konfigurationen. Grundlage ist dabei die
Annahme, dass die Transitionen zwischen den Situationen
über die Markov-Eigenschaft verfügen. Das bedeutet, dass
die nachfolgende Situation prognostizierbar wird durch die
Kenntnis von n Vorgängersituationen. Es ist also eine Ent-
wicklungstendenz erkennbar. Durch statistische Auswertung
der Sensordaten werden Modelle geschaffen, die mit einer
Sequenz von eingehenden Daten verglichen werden können.
Dabei stellen die Daten die am besten zu den eingehenden
passen, eine ähnliche Situation dar. Für diese vergleichbare
Situation wurde bereits eine Auswertung vorgenommen, so
dass diese dann auch für die aktuelle Situation gilt.
Auf der untersten Ebene arbeitet dieses Konzept mit bi-
nären Bewegungssensoren, die in der Messumgebung instal-
liert werden. Diese können den Wert
”
1“ annehmen, wenn
eine Bewegung wahrgenommen wurde oder Wert
”
0“, wenn
keine registriert wird. Und obwohl Aktivitäten dynamisch
sind und dies nicht von den Sensoren explizit wiedergege-
ben werden kann, gibt es primitive Routinen die zum täg-
lichen Leben gehören. Sie lassen sich durch ihr tägliches
Auftreten, immer etwa zur selben Zeit erkennen, zum Bei-
spiel Schlafen gehen. Durch das kontinuierliche aufzeichnen
der Messdaten, werden riesige Datenmengen mit viel Red-
undanz angelegt, sodass es sinnvoll ist die Rohdaten erst
einmal zusammenzufassen. Dafür werden viertel bis ganz-
stündige Intervalle festgelegt, die dann jeweils mit den Wer-
ten
”
1“ oder
”
0“, eine Aktivität kennzeichnen. Dafür wird
die Aktivität in einem Intervall berechnet. Wenn sie einen
vorher festgelegten Schwellwert erreicht, dann bekommt der
Intervall den Wert
”
1“, das heißt in diesem Intervall war der
Nutzer mehrheitlich aktiv beziehungsweise der Wert
”
0“ be-
deutet es hat keine beachtliche Aktivität stattgefunden. Die
Hintereinanderschaltung der Intervalle für einen Tag geben
Auskunft über die generelle Aktivität des Nutzers und ma-
chen die Aktivitätsabläufe verschiedener Tage vergleichbar.
Im nächsten Schritt werden die gebildeten Ketten zu einem
Modell zusammengebaut. Dabei verschmelzen identische Zu-
stände (Fig. 1) der verschiedenen Tage und unterschiedliche
Zustände werden aufgesplittet (Fig. 2).
Figure 1: Zusammenführen bei gleichen Zuständen
[9]
Figure 2: Aufsplitten bei unterschiedlichen Zustän-
den [9]
Dabei entstehen Hidden Markov Modelle (HMM) (Fig. 3).
HMMs sind so angelegt, dass die Zustände versteckt sind,
aber durch Beobachtung sind Rückschlüsse auf die zustand-
sabhängigen Wahrscheinlichkeitsverteilungen möglich. Das
Paradebeispiel zur Erläuterung der Arbeitsweise von HMM
ist Gefangener im Verlies, der das Wetter herausfinden möch-
te. Er hat keine Möglichkeit es direkt zu sehen, aber er kennt
die Wahrscheinlichkeitswerte, wie oft ein Regentag auf einen
Sonnentag folgt und umgekehrt. Und zusätzlich weiß er mit
welcher Wahrscheinlichkeit der Wärter dreckige Schuhe an
einem sonnigen beziehungsweise an einem regnerischen Tag
hat. Allein durch die Beobachtung und die Berechnung der
einzelnen Wahrscheinlichkeitswerte, kann der Gefangene al-
so abwägen, ob eher die Sonne scheint oder ob es regnet.
Mit HMM ist nicht nur ein strukturiertes Lernen möglich,
sondern sie bieten auch gute Möglichkeiten die Wahrschein-
lichkeiten für die beobachteten Sequenzen herzuleiten. Zu-
sätzlich kann man durch entsprechende Algorithmen den
Weg durch das Modell finden, dessen Zustände am ehesten
die gemessene Folge von Sensordaten generieren würden. Um
in unserem Fall die passendste Aktivitätsabfolge für einen
Tag zu finden, wenn mehrere Modelle den selben Prozess ab-
bilden, wird der Forward-Algorithmus angewendet. Er sucht
rekursiv den Weg mit der höchsten Wahrscheinlichkeit, die
gegebene Sequenz zu erzeugen. Der Viterbi-Algorithmus da-
gegen wird benutzt, wenn in einem bestimmten Modell die
wahrscheinlichste Abfolge von verborgenen Zuständen ge-
sucht wird, passend zu einer beobachteten Sequenz von Sen-
sormessdaten. Dafür wird ein Zeiger angelegt der auf den
vorhergehenden Zustand zeigt, der mit der höchsten Wahr-
scheinlichkeit den aktuellen Zustand initiiert hat.
Figure 3: HMM nachdem Zustände aufgesplittet
und zusammengeführt wurden [9]
Nachdem die jeweiligen Algorithmen die Modelle durchlau-
fen haben, wird ein logarithmischer Wert zu der aktuell be-
obachteten Messwertfolge berechnet. Er bestimmt sich durch
die Werte der Übergangswahrscheinlichkeiten zwischen der
versteckten Zuständen. Diese sind in der Zustandsübergangs-
matrix und Beobachtungsmatrix des HMM verzeichnet. Die
Logarithmus-Werte können in einem zweidimensionalen Dia-
gramm (Fig. 4) eingetragen werden und mit den Kurven der
Referenztage verglichen werden. Auf der x-Achse sind da-
für die Zustände eines Tages eingeteilt und auf der y-Achse
die Logarithmus-Werte der Übergangswahrscheinlichkeiten.
Aus dem Diagramm wird schnell ersichtlich welche Kurve,
also welcher Tag, am besten auf die aktuellen Sensordaten
passt. Außerdem kann schnell entschieden werden was im
normalen Bereich liegt und somit als normale Situation gilt.
Gibt es Kurven die stark abweichen, soll ein Alarm vom
System ausgelöst werden, denn abweichenden Kurven klas-
sifizieren Gefahrensituationen.
Figure 4: Diagramm mit Kurven der Logarithmus-
Werte [7]
Das HMM bietet lediglich die Identifikation von kritischen
Situationen im Vergleich zu normalen Situationen an. Es
trifft keine weitere Aussage dazu, in wie weit es sich um
eine Gefahrensituation handelt. Daher ist es nur für Syste-
me geeignet, die keine tiefgreifende Auswertung benötigen.
Für ein System, dass basierend auf einer differenzierteren
Klassifikation unterschiedliche Reaktionsmöglichkeiten hat,
ist dieses Modell völlig ungeeignet. Dennoch hat dieses Kon-
zept den Vorteil, dass es mit minimalen Sensoreinsatz und
ohne vorprogrammierte Regeln umzusetzen ist.
3.2 Regelbasiertes Modell
Das zweite Modell zur Auswertung von Situationen klassifi-
ziert ebenfalls zunächst nach normal oder kritisch, ist aber
im folgenden noch erweiterbar. Die Grundlage für die Ana-
lyse der Sensordaten bildet in dem Fall eine Sammlung von
logischen Regeln. Diese Idee eines Sets von Entscheidungs-
regeln wird in verschiedenen Forschungsarbeiten umgesetzt.
Bei dem System von Botia, Villa und Palma [2] wird ein Ba-
sisausdruck definiert, anhand dessen die Regeln formuliert
werden. Dieser Ausdruck setzt sich zusammen aus einer In-
frastruktur von Sensoren, die Messdaten liefern, einem Nut-
zer und einem Klassifikator, der die kritischen Situationen
für der Nutzer bestimmt. Es wurden auch bei diesem Modell
binäre Sensoren verwendet, die zeitabhängige Werte senden.
Die Zeit ist wichtig, da kurz zuvor erfolgte Messwerte für
aktuelle Entscheidungen des Klassifikators relevant sind. Er
entscheidet ebenfalls binär: Ist eine Situation kritisch? Ja
oder nein.
Um ein Konzept für den Klassifikator anzulegen, werden
Techniken des maschinellen Lernens umgesetzt. So wird ein
System aufgebaut, das mit Regeln arbeitet. Sie werden so
lange umgeformt bis die spezialisierteste Verallgemeinerung
beziehungsweise die generalisierteste Spezialisierung gefun-
den ist, mit deren Hilfe sich alle Situationen richtig auswer-
ten lassen. Dafür ist eine Trainingszeit des Systems nötig
nach der Installation. Diese Zeit ist zu Ende, wenn das Kon-
zept fertig ist, das heißt genau dann, wenn keine Situation
mehr falsch positiv oder falsch negativ klassifiziert wird.
In dem von Botia, Villa und Palma entwickelten System
[2] sind drei verschiedene Arten von binären Sensoren in-
stalliert. Ein Türsensor, der feststellt ob die Tür geöffnet
ist, Drucksensoren, die im Bett und in einem Sessel ange-
bracht sind, und Bewegungssensoren. Durch Kombination
der Messwerte werden nun nach und nach automatisch Re-
geln entwickelt.
Zu Beginn der Trainingszeit wird eine Startregeln (Fig. 5)
implementiert, die besagt:
”
Wenn in keinem Raum eine Be-
wegung wahrzunehmen ist, dann befindet sich der Nutzer
in einer kritischen Situation und es muss Alarm ausgelöst
werden.“
Dahinter verbirgt sich die Annahme, dass wenn sich der Nut-
zer in der Messumgebung bewegt, es ihm gut geht. Aber
der Nutzer bewegt sich nicht ständig. Deshalb zeigen sich
schnell zwei einfache falsch positive Nutzerfälle für diese Re-
gel. Falsch positiv bedeutet, dass sie als Gefahrensituationen
erkannt werden, aber eigentlich normale Situationen sind.
Der erste Fall ist, dass der Nutzer einfach schläft. Der zwei-
Figure 5: Startregel [2]
te ist, dass der Nutzer im Sessel sitzt. Die Startregel wird
jetzt so verändert, dass auch diese beiden Fälle abgedeckt
sind.
Figure 6: Korrigierte Regel [2]
Die neue Regel (Fig. 6) besagt nun in etwa:
”
Wenn keine Be-
wegung messbar ist und die Drucksensoren ebenfalls nichts
messen, dann befindet sich der Nutzer in einer Gefahrensi-
tuation.“ So werden jetzt nach und nach die Regeln automa-
tisch vom System verfeinert, bis keine Fehler mehr auftreten.
Schnell wird bei dieser Modellentwicklung deutlich, dass be-
stimmte Vorbedingungen nicht verletzt werden dürfen. Zum
Beispiel darf es nur einen Nutzer geben und er darf kein
Haustier haben. Es dürfen auch keine Gäste kommen, denn
all das führt zu Inkonsistenzen im System. Diese wiederum
können kritische Situationen maskieren, so dass das System
sie nicht mehr erkennt. Darum verfügt die Anwendung über
einen Manager für Inkonsistenzen, dieser hat eine Sammlung
an entsprechenden Regeln und Vorgehensweisen zur Fehler-
behandlung.
Das System von Botia, Villa und Palma [2], das mit die-
sem Modell zur Auswertung von Situationen arbeitet, rea-
giert also auf Informationen aus der Umgebung. Um dem
System ein Kontext-Bewusstsein zu geben ist eine Kontext-
Plattform eingebunden, die die Messdaten sammelt und in
Kontextinformationen umwandelt. Außerdem ist eine Onto-
logie eingebettet, die einmal aufgezeichnete und ausgewer-
tete Daten abgespeichert. Des weiteren ist es durch die Im-
plementation einer Ontologie möglich, aussagekräftigere Zu-
stände für das Modell zu definieren.
Im folgenden Diagramm (Fig. 7) ist ersichtlich, welche Zu-
stände von Botia, Villa und Palma [2] zusätzlich für ihr Sys-
tem gewählt haben. Auch die Transitionen zwischen den Zu-
ständen mit jeweiligen Bedingungen sind dort verzeichnet.
Alle Überlegungen für den Aufbau des Diagramms beziehen
sich auf das Ziel des Systems für eine ältere allein lebende
Person, zuverlässig Gefahrensituationen zu erkennen.
Der normale Zustand ist
”
Active“ und davon ausgehend sind
verschiedene weitere Situationen möglich. Entweder wird im
Active-Zustand verblieben oder der Nutzer entfernt sich aus
der Sensor-Messumgebung. Im häufigsten Fall wird aber vom
”
Active“ zum
”
Inactive“ gewechselt. Dieser Zustand spaltet
sich wiederum auf in drei verschiedene Situationen auf: Slee-
ping, Resting oder Inactive Anomaluos. Wobei die Übergän-
ge zu diesem Zustand ausgelöst werden, wenn über eine ge-
wisse Zeitspanne gar kein Signal mehr erfolgt.
Wie der Name schon deutlich macht, kennzeichnet
”
Inac-
tive Anomalous“ eine kritische Situation. Wird dieser Zu-
stand erreicht muss das System die implementierte Reakti-
on für Gefahrensituationen auslösen, zum Beispiel das Be-
nachrichtigen des Pflegepersonals. Passend zu
”
Inactive An-
omalous“, gibt es auch noch die Möglichkeit eines
”
Active
Anomalous“-Zustandes, also einer kritischen Situation in der
langanhaltende Aktivität auftritt. Dieser Zustand ist aber
nicht im Diagramm verzeichnet. Zum Beispiel müsste er ak-
tiviert werden, wenn der Nutzer über lange Zeit zitternd am
Boden liegt.
Im Diagramm (Fig. 7) wird deutlich, dass die Timer eine
ganz wichtige Rolle bei der Identifikation von Situationen
spielen in diesem Modell. Sie sind auch die Stelle, an der sich
das System individuell an den Nutzer anpassen muss. Denn
die aufgestellten allgemeinen Regeln zur Auswertung von
Situationen beschreiben Routinen die jeder Mensch durch-
läuft. Die Individualität der Nutzer zeigt sich jedoch in den
Zeiten, wie lange und wann eine bestimmte Situation durch-
laufen wird. Dafür wird an jeden Bewegungs- und Druck-
sensor im System ein Timer gekoppelt, der dynamisch die
Schwellenwerte für die Überschreitungszeiten verwaltet. Denn
man kann nicht davon ausgehen, dass diese immer gleich
bleiben. Über lange Zeiträume können sich die täglichen Ab-
läufe ändern, so sind Tagesroutinen beispielsweise abhängig
von der Jahreszeit [6].
Alles in allem bietet dieses Modell eine solide Möglichkeit
zur Auswertung von Situationen. Dies geschieht basierend
auf der Aufzeichnung und Identifikation der Aktivitäten des
täglichen Lebens. Es besteht zwar die Notwendigkeit, eini-
ge Regeln vorher zu implementieren, aber danach kann in
einer Trainingsphase vom System automatisch die Wissens-
basis aufgebaut werden. Allerdings ist es dabei unerlässlich,
dass fehlerhaft klassifizierte Situationen gekennzeichnet wer-
den. Erst dann kann das System die Regeln korrigieren und
weiterentwickeln. Eine gewisse Anpassung und Dynamik des
Systems ist ebenfalls möglich über die Messung der indivi-
duellen Zeiten. Dieser Aspekt der personalisierten Timer ist
definitiv noch erweiterbar, zum Beispiel durch eine Unter-
teilung in verschiedene Tageszeiten.
3.3 Modell mit statistischen Auswertungen
Das dritte Modell [1] arbeitet ebenfalls mit der Verknüp-
fung von Sensordaten und trifft unterstützend regelbasierte
Entscheidungen zur Auswertung von Situationen.
Dieses Modell ist in ein System (Fig. 8) eingebettet, das
zum Ziel hat, selbstständig Verhalten zu verstehen und kon-
textuell Funktionen dazu anzubieten. Außerdem verfügt es
über eine erweiterbare Architektur und kann ein weites Feld
an Sensoren einbinden um dynamisch generierte Aktivitäts-
Modelle zu bilden. Die Hauptkomponenten bestehen aus ei-
nem intelligenten Tor, dass die Sensor-Daten sammelt und
verarbeitet, dann werden sie an einen zentralen Server über-
Figure 7: Erweitertes Zustandsdiagramm [2]
mittelt, der die Daten speichert und von dort können sie an
autorisierte Personen übermittelt werden.
Das entwickelte System (Fig. 8) bietet außerdem verschie-
dene Sichten an je nach Kompetenz des Nutzers. Zusätz-
lich werden zwei Interfaces bereitgestellt, ein synchrones für
Echtzeit-Überwachung und ein weiteres für Benachrichti-
gungen, Updates und das wichtigste Warnungen in Notfäl-
len. Darüber hinaus wurden auch GPS-fähige Handys als
Sensoren genutzt, so dass zum Beispiel pflegende Verwandte
darüber informiert werden können, wo sich die pflegebedürf-
tige Person aufhält, wenn sie die Überwachungsumgebung
verlassen hat.
Als Grundlage für das Modell müssen zuerst einmal Sta-
tistiken erstellt werden, die Auskunft über die allgemeine
Aktivität des Nutzers geben. Diese basieren zunächst nur
auf Messwerten von Bewegungssensoren.
Interessant ist, dass für die Entwicklung des Systems nicht
nur eine allein lebende Person beobachtet wurde, sondern
auch ein älteres Pärchen. Es ist zu beachten, dass für ein-
zelne Personen der Informationsgehalt der gemessenen Wer-
te höher ist. Das ist bedingt durch eine eindeutige Zuord-
nung der Bewegungssensordaten. So bilden sie zum Beispiel
eindeutig Raum-zu-Raum-Transitionen für einen einzelnen
Nutzer ab. Bei mehreren Personen, die in der Messumge-
bung leben, ist solch eine eindeutige Zuordnung nicht mehr
möglich; zumindest nicht, wenn die Bewegungssensoren die
Aktivität messen nicht mit personenidentifizierenden Ver-
fahren gekoppelt sind.
Aus den Messdaten lassen sich dennoch erste Basisaktivi-
täten extrahieren, wie zum Beispiel die Schlafphasen. Um
eine sinnvolle Vergleichbarkeit der Statistiken von mehreren
Personen zu gewährleisten, wird ein neuer Wert angelegt,
das relative Mobilitäts-Level. Dieser Wert ist der normierte
Betrag der Bewegung in einem speziellen Areal und einem
festgelegten Zeitfenster. Außerdem ist es wichtig, die erstell-
ten Statistiken, welche erste Auskünfte über die Tagesrouti-
nen des Nutzers geben, in Wochen- und Wochenendtage zu
unterschieden.
Durch die statistische Erhebung der Bewegungsmessdaten
können für eine Person oder eine Messumgebung Verhaltens-
muster über einen Tag erstellt werden. Sie können sich über
die Zeit verändern und sind abhängig von vielen makroskopi-
schen Parametern. Das sind zum Beispiel die Jahreszeit oder
die Anzahl der im Haus lebenden Personen. Solche Lebens
Muster dienen dann zur Identifikation von Abweichungen,
also kritischen Situationen.
Dafür werden sie in Vektoren umgewandelt, wobei jede Kom-
ponente eines Vektors das relative Mobilitäts-Level, für eine
bestimmte Zeit und ein bestimmtes Areal in der Messumge-
bung angibt. Dann wird die Distanz zwischen zwei Vektoren
gemessen um festzustellen, wie verschieden die zwei Tage
sind. Bei normalen Tagen ist die Distanz sehr gering, so
dass größere Distanzen als kritische Tage interpretiert wer-
den können. Um solche
”
Abweichler“ automatisiert zu fin-
Figure 8: Gesamtkonzept des Systems [1]
den, können Verfahren der Clusteranalyse angewandt wer-
den, wie der k-Means-Algorithmus.
Nachdem wiederholende Muster in der Tagesroutine iden-
tifiziert wurden, wird nun versucht, automatisch ein Mo-
dell über die Messdaten zu entwerfen. Dafür wird das Pro-
blem der menschlichen Aktivitäts-Modellierung vereinfacht
zu einem raumzeitlichen Muster-Matching-Problem. Um das
Problem zu lösen wird eine erschöpfende Suche ausgeführt
auf Grundlage der aufgezeichneten Dateneigenschaften. Die
Suche arbeitet nach dem
”
a priori“-Prinzip, das besagt, dass
jede Untersequenz einer häufigen Sequenz ebenfalls häufig
auftritt. Dieses Verfahren sucht iterativ so lange bis jedes
häufig vorkommende Muster entdeckt ist.
Diese Muster stellen die täglichen Basisaktivitäten der be-
obachteten Person dar und können benutzt werden, um ein
Modell zu generieren. In diesem Fall sind im Modell (Fig.
9) Aktivitäten wie Schlafen, Frühstücken und Bad-Besuche
mit den jeweiligen Verknüpfungen dargestellt.
Ein weiteres Cluster-Problem ist das Lernen von zeitlichen
Charakteristika, so dass die Frage beantwortet werden kann:
”
Wann hat eine Aktivität stattgefunden und wie lange hat sie
gedauert?“. Wenn eine einzelne Aktivität vergleichbar wird
in ihren zeitlichen Komponenten, dann kann eine Gefah-
rensituation auch leichter zu identifizieren sein. Zum Bei-
spiel, wenn der Nutzer unerwartet bei der Morgentoilette
besonders viel Zeit benötigt, kann das vielleicht auf einen
Sturz im Bad hinweisen.
Dafür wird jede Aktivität mit den zwei temporalen Para-
metern Startzeit und Dauer verknüpft. Die Aktivitäten mit
ihren Parametern werden in zweidimensionale Vektoren um-
gewandelt und auf sie wird ein agglomeratives Clusterverfah-
ren angewendet. Um den Grad der Überlappung der Aktivi-
täten festzustellen, bedienen sich die Entwickler des Modells
der Abstands Metrik der paarweisen Dichte. Im Ergebnis ist
dann eine Darstellung (Fig. 10) für den Nutzer möglich, die
es erlaubt eine schnell Antwort auf die Eingangsfrage für ein
Aktivität über einen längeren Zeitraum zu erhalten.
Dieses Modell zur Auswertung von Situationen arbeitet zu-
sätzlich noch noch mit der regelbasierten Aktivitäts-
Identifikation. Wie auch schon im bereits vorgestellten regel-
basierten Modell wird auch hier noch zusätzlich eine Samm-
lung an Entscheidungsregeln angelegt, die Aktivitäten klas-
sifizieren können. Dafür werden diese in einer abstrakten
Sprache formuliert, wobei die Sensordaten mit räumlichen
und zeitlichen Parametern verknüpfen werden. Durch die
festgelegten Kombinationen sind Muster in den Messwer-
ten erkennbar und in hierarchischer Form lassen sich erst
Bewegungsabläufe, dann Aktionen und schließlich komplexe
Aktivitäten erschließen [3]. Desweiteren können so auch Ver-
haltensregeln formuliert werden, die sich auf das Vorgehen
nach der Klassifikation von - zum Beispiel - einer Gefah-
rensituation beziehen.
Das dritte referierte Modell stellt eigentlich eine Kombinati-
on der beiden Modelle davor dar. Dadurch ist es sehr robust,
aber trotzdem dynamisch. Außerdem hat es den Vorteil, dass
durch das Architektur-Konzept eine ständige Erweiterung
möglich ist. Es kann problemlos neue Sensorarten einbin-
den, auch solche die erst in Zukunft entwickelt werden. Da-
Figure 9: Auschnitt eines automatisch generiertes Modells über tägliche Aktivitäten [1]
Figure 10: Visualisierung zur Vergleichbarkeit von
temporalen Aktivitätsparametern [1]
durch können möglicherweise Probleme, die momentan bei
der Auswertung von Situationen bestehen, später gelöst wer-
den, wie zum Beispiel die Klassifikation von Situationen in
denen es Vorteile bringen würde, wenn eine Objektidentifi-
kation einzubinden.
Nachdem jetzt drei spezielle Modelle zur Auswertung von
Situationen vorgestellt wurden, wird im letzten Abschnitt
auf die Entwicklungsmöglichkeiten von den Modellen, aber
auch des gesamten AAL-Forschungsbereichs eingegangen.
4. FAZIT
Nachdem drei verschiedene Modelle zur Auswertung von Si-
tuationen vorgestellt wurden, bleibt festzuhalten, dass alle
nach dem dem gleichen Grundprinzip arbeiten. Um eine Si-
tuation zu klassifizieren, werden zunächst die täglichen Ak-
tivitäten des Nutzers ermittelt. Weichen diese nicht zu sehr
von vorher entwickelten Modellen ab, sind keine kritischen
Situationen vorhanden. Dabei wird sich zunutze gemacht,
dass eine Taxonomie zugrunde liegt, bei der Bewegungsab-
läufe zu Aktionen und Aktionen zu Aktivitäten zusammen-
gefasst werden können. Daher geht es auf unterster Verar-
beitungsebene immer darum, Bewegungsdaten des Nutzers
zu sammeln. Zukünftig sollten bestehende Modelle weiter
ausgebaut werden, um mehr Daten in die Betrachtung inte-
grieren zu können. So dass es möglich wird, tiefgreifendere
Auswertungen vorzunehmen.
Die Nutzungsmöglichkeiten der Verfahren für ubiquitäre Sys-
teme sind bisher erst schwach ausgebaut, obwohl der AAL-
Bereich großes Potenzial dafür bietet. Allerdings sind die
wenigen entwickelten Systeme noch sehr spezifisch angelegt.
Es gibt aber schon eine Anwendung cite/serverclient, die auf
einem Server-Client-Konzept basiert und die so angelegt ist,
dass jederzeit neue Sensor-Messgeräte eingebunden werden
können. Umgesetzt wurde beispielsweise schon die Integrati-
on von mobilen Geräten für eine Überwachung auch außer-
halb des Wohnraums. Allerdings ging es dabei nur um die
Ortszuweisung der überwachten Person.
Desweiteren legen die bisherigen Entwicklungen einen Fo-
kus auf einzelne Personen und einen abgegrenzten Überwa-
chungsraum. Bisher wurde nur eine Anwendung [1] mit zwei
Personen im Wohnraum getestet und bei der Auswertung
gab es dadurch einen starken Verlust beim Informationsge-
halt der Messdaten. Die Herausforderung besteht in diesem
Fall darin, die Daten eindeutig einer Person zuzuordnen. Au-
ßerdem darf es auch nicht zur Verfälschung von Messdaten
durch Haustiere kommen.
5. ENTWICKLUNGSMÖGLICHKEITEN
Zahlreiche Entwicklungsmöglichkeiten ergeben sich aus der
abschließenden Feststellung, dass die bisher entwickelten Sys-
teme und die darin integrierten Modelle noch sehr spezifisch
ausgerichtet sind.
Interessant wäre zum Beispiel eine Erweiterung des Sensor-
spektrums. Vorstellbar sind neue Sensoren, die andere Daten
sammeln und die in mobile Geräte integriert sind.
Geräte, die zum Telemonitoring zählen, also der Überwa-
chung der körperlichen Gesundheit, sind ebenfalls in den
bisherigen Konzepten noch nicht eingearbeitet, beispielswei-
se tragbare Pulsmessgeräte oder Insulinpumpen. Bisher bie-
ten diese Geräte oft eine Möglichkeit der Selbstüberprüfung.
Vorstellbar ist aber, dass sie im Notfall auch Daten liefern
die bei der Notrufgenerierung und -übermittlung von Inter-
esse sein könnten. Zu beachten ist aber, dass solche Geräte
nur einbezogen werden, wenn der Nutzer sie sowieso tragen
muss. Denn eine zusätzliche Belastung, entspricht natürlich
nicht den Zielen des AAL.
Außerdem sollte nicht nur die medizinische Nutzung von
AAL-Systemen und die Auswertung von Situationen in Be-
tracht gezogen werden. Starke Nutzungsmöglichkeiten gibt
es auch mit den verknüpften Forschungsbereichen Ambient
Intelligence, Smart Living und Home Assistance. Denn AAL
bezieht sich nicht nur auf medizinische Unterstützung, son-
dern allgemein auf die Verbesserung der Lebensqualität der
Nutzer.
Die Herausforderungen für die zukünftige Forschung im AAL-
Bereich bestehen darin, zusätzlich zu den recht speziellen
Systemen auch allgemeinere Konzepte zu entwickeln. So-
wie die Messaspekte Personen und Ort zu erweitern. Denn
es gibt noch viel Entwicklungspotenzial bei der Einbindung
mehrerer zu überwachender Personen in Systeme.
Sobald sich der Messraum nicht mehr auf den Wohnraum be-
zieht, sind weiter Aspekte zu beachten. Zum Beispiel muss
festgestellt werden, wo sich der Nutzer befindet. Es ergeben
sich auch Hindernisse bei der Aufzeichnung der Messdaten,
da die Sensoren nicht mehr fest installiert werden können.
Dafür müssen Konzepte für tragbare Messgeräte entwickelt
werden. Ein Mitnehmen der personenspezifischen Informa-
tionen auf mobilen Geräten wäre denkbar, damit man in
anderen Umgebung ebenfalls auf Daten zugreifen kann.
Alle diese Punkte sind bisher noch nicht ausführlich betrach-
tet, können aber zu Problemen bei den bisherigen Modellen
zu Auswertung von Situationen führen.
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ABSTRACT 
Ambient Assisted Living (AAL) ist gegenwärtig ein wesentlicher 
Forschungs- und Entwicklungsbereich für die Unterstützung eines 
selbständigen Lebens in den eigenen vier Wänden. Die immer 
älter werdende Gesellschaft, die ständig steigenden Kosten für das 
Gesundheitswesen, der Pflegekräftemangel und der Wille nach 
eigenständigen Leben der Menschen, sind Motivationen für die 
Entwicklung innovativer AAL Methoden. Dabei bedarf es einer 
Kategorisierung der alltäglichen Aktivitäten (ADL) im AAL. Der 
Beitrag stellt eine Bandbreite von Sensoren zur Erfassung von 
ADLs sowie verschiedene Klassifikationsansätze der Aktivitäten 
vor. Die Klassifizierung erfolgt in die Bereiche der lokal 
abhängigen ADLs, der alltäglich wiederkehrenden ADLs sowie 
nach den verwendeten Sensoren.  
Keywords 
AAL; Ambient Assisted Living; ADL; Activities of Daily Living; 
Aktivitätserkennung 
1. Einleitung 
Der demografische Wandel beschreibt die Tendenz, dass die 
Altersstruktur der Menschen stetig steigt. Das Altern bringt einige 
Veränderungen im Leben von Menschen mit sich, wie den 
Rückgang von kognitiven Fähigkeiten, chronische altersbedingte 
Krankheiten genauso wie Einschränkungen der physischen 
Leistungen, sehen und hören. Damit verbunden sind ein enormer 
Anstieg an zusätzlichen Bedarf von Pflegepersonal und Betreuung 
sowie ein höherer Leistungsanspruch an das Gesundheitswesen. 
Für den Umgang mit der großen Anzahl älterer Menschen und 
dem vermehrten Auftreten von chronischen Leiden hat die 
Europäische Kommission Mitte Juni 2007 den europäischen 
Aktionsplan „Altern in der Informationsgesellschaft" beschlossen, 
der von einem gemeinsamen europäischen Forschungsprogramm 
begleitet wird [9]. Ein Trend zeichnet sich bereits in der 
Zusammenarbeit von Gesundheits- und Pflegedienstanbietern ab, 
welche vermehrt Assistenzsysteme einsetzen, um Bedürftigen ein 
eigenständiges Leben in unterstützter Umgebung anzubieten. Die 
Assistenzsysteme sichern, dass Menschen länger in den eigenen 
vier Wänden leben können. Mit dem zunehmenden Angebot an 
Technologien, die eine kostenüberschaubare Integration von 
Sensoren in bereits bestehende Umgebungen ermöglichen, werden 
die sogenannten assisted living Angebote mehr genutzt und 
verbreitet [11]. Parallel haben Forscher im jungen Gebiet der 
ambient intelligence eine Vielzahl an Techniken ermittelt, die das 
Verhalten von Personen in ihrer Umwelt erkennen, verstehen und 
registrieren [3].  
Die darauf basierenden Systeme generieren ein Feedback für den 
Anwender und stellen spezielle Aktionen zur Verfügung, welche 
auf beobachteten Mustern und vorprogrammierten Algorithmen 
basieren. Die zwei Bereiche von assisted living und ambient 
intelligence bilden in Kombination ein neues Paradigma im Social 
Computing, bezeichnet als Ambient Assisted Living (AAL). [3] 
Eine Unterstützung und Erkennung der Aktivitäten muss durch 
intelligente und adaptive Assistenzsysteme gewährleistet werden. 
Die Notwendigkeit der Definition und Klassifizierung der 
Aktivitäten tritt immer mehr in den Vordergrund, um kritische 
Situationen erkennen und vermeiden zu können.  
Dieser Beitrag gibt einen Überblick der täglichen Aktionen 
innerhalb eines AAL Systems und deren verwendeten Sensoren. 
Im Folgenden Abschnitt werden die Grundlagen und 
Besonderheiten des AAL, der ADLs, der Sensoren sowie deren 
Algorithmen genauer beschrieben. Anschließend erfolgen drei 
Klassifizierungen der Aktivitäten nach unterschiedlichen 
Betrachtungspunkten.  
Der Beitrag bezieht sich in den Betrachtungen auf AAL-Angebote 
für ältere Menschen, welche selbständig in der eigenen Wohnung 
leben. Sowie auf Personen mit Handicap oder Rehabilitations-
Patienten, welche infolge eines medizinischen Eingriffes 
zusätzliche Überwachung und Unterstützung im Alltag benötigen.  
2. Grundlagen 
Die grundlegenden Begriffe Ambient Assisted Living und 
Activities of Daily Live, die dafür notwendigen Sensoren sowie 
deren Algorithmen werden nachfolgend detailliert beschrieben. 
Anschließend werden einige Anwendungsbeispiele skizziert, die 
den Einsatz der beschriebenen Techniken verdeutlichen. 
2.1 Ambient Assisted Living (AAL) 
Im Deutschen Ärzteblatt vom 4. April 2008 wird AAL als der 
“Hightech für ein besseres Leben im Alltag“ beschrieben. Dabei 
umfasst AAL die Entwicklung von intelligenten Technologien, 
die in die Umgebung integriert sind. Übersetzt werden kann AAL 
als „Leben in unterstützter Umgebung“ und soll Personen bei der 
Ausübung ihrer täglichen Aktivitäten assistieren und überwachen. 
Abbildung 1 zeigt die vier Bereiche auf denen der Fokus bei AAL 
Systemen liegt [9].  
Gesundheit und Homecare beschreibt die Gesundheitsvorsorge 
und Gesundheitsfürsorge im häuslichen Umfeld. Der Kern ist die 
Prävention zur Unfallvermeidung, dem Telemonitoring für die 
Überwachung der Vitalwerte, der Telerehabilitation für die 
Überprüfung des Genesungsfortschrittes, den Pflege- und  
 
Sozialdiensten sowie der ambulanten Versorgung von 
Volkskrankheiten wie Diabetes und kardiovaskuläre 
Erkrankungen1. 
Sicherheit und Privatsphäre umfasst diverse Alarmfunktionen 
sowie deren Fehlerrobustheit und Maßnahmen zum Datenschutz. 
Hierzu zählen Notrufsysteme oder alternative Zugangssysteme, 
genauso wie die Robustheit der Systeme gegenüber Fehleingaben.  
Versorgung und Hausarbeit beinhaltet unterschiedliche Punkte 
rund um die Existenz, wie Ernährung, Fürsorge, Lebensunterhalt 
und Hilfe im Haushalt. Kernthemen sind die Nutzung von 
Lieferdiensten oder unterstützender Systeme bei der Reinigung 
(wie selbstreinigende Geräte, autonomer Staubsauger, Robotik) 
sowie Alltagstechnik zu Hause und unterwegs (vernetzte 
Haushaltsgeräte, PC) und die Haus- und Gebäudetechnik 
(intelligente Raumsteuerung).  
Soziales Umfeld steht vorrangig für Kommunikationsnetzwerke, 
die Nahfeld-Mobilität (bezeichnend für Treppenlifte, 
Transportroboter) sowie den Vorsorgemaßnahmen und 
Unterstützungen bei der Bewegung und Ernährung (Handgriffe, 
Rollatoren, besonderes Geschirr und Besteck). Das Wohlbefinden 
und –fühlen zählen ebenso mit in dieses Themenfeld.  
Neben diesen Punkten sind in Kleinberger et. al [8] drei 
zusätzliche Voraussetzungen für AAL Systeme aufgestellt, 
welchen für den alltäglichen Gebrauch essentiell sind.  
Hohe Anwenderakzeptanz: Das System ist umgebend, jedoch 
dezent und lässt sich einfach und unbemerkt in den Alltag 
integrieren. 
Adaption: Das System passt sich an Situationen und Fähigkeiten 
der Personen und dessen Umgebung entsprechend den 
Bedürfnissen an.  
Hohe Anwendbarkeit (Usability): Das bereitgestellte System 
muss mit seinen Funktionen fehlerfrei funktionieren und intuitiv 
bedienbar sein.  
Eine ausführliche Begutachtung der Forschungslandschaft um das 
AAL wird in McNaull et al [11] gegeben und hinsichtlich der 
Daten, Informationen und dem Kontext-Wissen über die 
Qualitätsaspekte in Relation zum System vorgestellt. 
In Deutschland existiert der Niedersächsische Forschungsverbund 
zur Gestaltung altersgerechter Lebenswelten (GAL), welcher die 
Identifizierung, Weiterentwicklung und Evaluation von neuen 
Verfahren der Informations- und Kommunikationstechnik für 
altersgerechte Lebenswelten als Zielsetzung beinhaltet. Der 
Schwerpunkt liegt auf der Entwicklung und Evaluierung von 
neuen assistierenden Technologien zur Unterstützung des 
täglichen Lebens und zur Erhaltung der Selbständigkeit und der 
Lebensqualität. Der zentrale Dreh- und Angelpunkt ist eine 
technische Plattform, die bei einem späteren Produkt bequem in 
eine kleine Box passen sollte und vom Aussehen und Platzbedarf 
einem Satellitenreceiver ähnelt. Das System erfasst die 
Sensordaten, steuert die verschiedene Assistenzszenarien und 
setzt im Notfall Alarmmeldungen ab. Die Integration und 
Änderung der Versorgungslandschafft stellt ebenfalls einen 
Schwerpunkt dar. Nach den technischen Entwicklungen in der 
Anfangsphase wurden im zweiten Teil des Projektes die Systeme 
unter Realbedingungen getestet und durch Senioren und 
Angehörige beurteilt. Dazu wurden 79 Testinstallationen bei 
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Personen mit und ohne Pflegebedarf sowie in Wohneinrichtungen 
für Menschen mit geistiger Beeinträchtigung eingebaut und 
getestet. [7] 
Abbildung 1: Themeninhalte des AAL [9] 
Die Anforderungen an ein AAL System für den praktischen 
Einsatz beinhaltet die folgend beschriebenen Kernpunkte, welche 
in Abbildung 2 skizziert sind.  
Kosten (cost): Vor allem in der praktischen Nutzung spielen die 
Kosten eine wesentliche Rolle. Es ist wichtig, dass die 
Anschaffungs- und Wartungskosten in einem überschaubaren 
Rahmen liegen. Genauso sollten die Verbrauchskosten moderat 
sein. 
Nutzerakzeptanz (acceptance): Die Nutzer müssen in der Lage 
sein die Sensoren zu verwenden. Der Gebrauch darf weder 
einschränken noch zu kompliziert sein. Weiterhin darf dieser nicht 
störend oder aufdringlich wirken. 
Genauigkeit (accuracy): Die Datenmessung sowie die 
Übertragung  muss fehlerfrei und korrekt erfolgen. Gleichzeitig 
muss das System in manchen Situationen (kurze Stromausfälle, 
Stöße sowie reinigen, putzen oder darüberwischen) robust 
reagieren.  
Privatsphäre (privacy): Die Privatsphäre ist ein wichtiges 
menschliches Gut und soll immer geschützt werden.  
Abbildung 2: Aktivitätserkennung für ein praktisches AAL [2] 
 
 
In Chernbumroong et al [2] wird für ein AAL System eine solche 
Aktivitätserkennungsmethode vorgestellt, die Fehlerrobustheit 
garantiert, indem praktische Aspekte integriert sind und 
Anwenderakzeptanz, Privatsphäre und Kostenneutralität 
zusammenwirken. 
2.2 Activities of Daily Living (ADL) 
In medizinischen Fachkreisen werden ADLs definiert als „die 
Dinge, die normalerweise über den Tag verteilt erledigt werden. 
Dies sind zum einen die alltägliche auftretenden Aktivitäten 
(beispielsweise Essen, Baden, Ankleiden, Körperpflege), zum 
Anderem Aufgaben rund um die Arbeit, den Hausputz und der 
Freizeit“ [4]. Die Definition von einzelnen ADLs erfordert eine 
Begutachtung des Tagesablaufs der jeweiligen Zielgruppe, um 
bestimmte Muster zu erkennen, zu analysieren und zu bewerten. 
Dabei liegt der Fokus vor allem auf wiederkehrenden Aktivitäten 
sowie Risiko-Aktionen. Einige wiederkehrende Aktivitäten haben 
sich als besonders wichtig in der Beobachtung erwiesen. Hierzu 
gehören beispielsweise Schlafen, Essen, Putzen, Waschen und 
Spazieren gehen. Eine Skalen-Definition für ADLs, welche in der 
Geriatrie für die Einstufung in einen Abhängigkeitslevel genutzt 
wird ist wie folgt geordnet [15].  
Baden: Dies umfasst alle Punkte rund um das Baden und 
Waschen („Katzenwäsche“, Wannenbad, Dusche) des Körpers 
jedoch ohne Hilfestellung.  
Anziehen: Beschreibt das Finden und Auswählen der Kleidung 
ohne Hilfe, wobei das Zubinden von Schuhe oder das Anziehen 
spezieller Kleidungsstücke, z. B. Stützstrümpfe oder besondere 
Bandagen eine Ausnahme bilden. 
Waschen/ Körperpflege: Beschreibt das mehrmalige Aufsuchen 
der Toilette, diese zu nutzen und sich selbstständig wieder 
anzukleiden, ohne Hilfe. Hierbei können jedoch auch Gehhilfen 
oder mobile Toiletten für die Nacht verwendet werden. Weiterhin 
umfasst dieser Punkt Aktivtäten rund um die Körperpflege, wie 
die Zähne zu putzen, einzucremen, Haare zu kämmen, Hände zu 
waschen usw. 
Aufstehen und Hinlegen: Das Hinstellen oder –setzen über den 
gesamten Tag verteilt in allen Situationen ohne Hilfe. Lediglich 
eine Gehhilfe zur Fortbewegung kann genutzt werden.  
Kontinenz: Beschreibt die Selbstbeherrschung über Darm und 
Blase.  
Essen: Das selbstständige Einnehmen der Mahlzeiten ohne Hilfe, 
mit Ausnahme beim zerkleinern des Essens. 
In Frankreich wird vor allem bei Älteren das AGGIR2 Raster 
genutzt, welche in zehn charakteristischen Variablen unterteilt ist 
[4]. Diese sind Koordination, Orientierung, Waschen/ 
Körperpflege, Anziehen, Essen, Stuhlgang, Überführung (sitzen, 
stehen und liegen), räumliche Bewegungen innerhalb sowie 
außerhalb der Wohnung und Kommunikation. Diese Skalierung 
wird vorrangig bei der Entscheidung über die Einweisung in ein 
Pflegeheim oder die Möglichkeit des Einsatzes von 
Pflegepersonal genutzt. In Deutschland erfolgt die Einteilung in 
die Pflegestufen nach einem ähnlichen Kriterien-Raster. 
Weiterhin muss für die Ausübung der ADLs die körperliche 
Fitness der Personen berücksichtigt werden. Bei älteren Personen 
ist der Bewegungsapparat teilweise eingeschränkt und manche  
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Aktivitäten nicht mehr in der Qualität und Geschwindigkeit 
ausführbar. Hinzu kommt, dass die Leistungsfähigkeit des 
Gedächtnis sowie der Kondition im Alter abnimmt. [1]  
2.3 Sensoren für die Registrierung von ADLs  
Ein Sensor ist ein Detektor zur Aufnahme oder Erfassung von 
Änderungen in der Umgebung. Es existieren bereits eine Vielzahl 
an Sensoren für die Aktivitätserkennung und -unterstützung. 
Diese können in unterschiedliche Bereiche eingeordnet werden. 
So kann zum einen unterschieden werden in Sensoren für die 
Erkennung und Überwachung von ADLs sowie in der Art der 
Sensoren. Das bedeutet ob diese am Körper getragen oder in die 
Umgebung integriert werden. 
2.3.1 Mobile und wearable Sensoren 
Heutzutage beinhalten die meisten SmartPhones bereits eine 
Vielzahl an Sensoren wie Beschleunigungssensoren, Gyroskop3, 
Näherungssensor und ein globales Positionssystem (GPS), 
welches für die Erfassung von Aktivitäten und Bewegungen des 
Nutzers verwendet werden können. Eine neue Ära von 
sensorgestützten Technologien für den Gesundheitsbereich sind 
Hautsensoren und MEMS4 Technologien. Forscher haben bereits 
nichtinvasive Sensoren in Form von Pflastern, Holter-Type 
Devices (Langzeit EKG Messung), Body-Worn Devices 
(Hörgeräte, Insulinmesser und -geber) oder kleine 
Kleidungsstücke zur Gesundheitsüberwachung entwickelt. In 
Tabelle 1 sind einige typische tragbare sowie mobile Sensoren 
aufgelistet. Zusätzlich sind die aufgezeichneten Messwerte sowie 
die notwendige Datenrate für die Aufzeichnung mit angegeben. 
So muss bei der Bewegungsmessung beispielsweise eine hohe 
Datenrate vorhanden sein, da hier schnell auf Änderungen reagiert 
und permanent der aktuelle Wert des Sensors abgeglichen werden 
muss. Dagegen kann bei der Temperaturmessung mit einer 
geringen Rate abgefragt werden, da sich diese nicht schlagartig 
ändert. Die meistgenutzte nichtinvasive Form von 
Gesundheitsüberwachung ist die Nutzung von intelligenter 
Kleidung (smart garment) oder e-Textilien. Die Integration der 
Sensoren ist in die folgenden Kategorien eingeteilt [17].  
Garment Level: entspricht einer nachträglichen oder späteren 
Integration von sichtbaren Sensoren in oder an dem 
Kleidungsstück. 
Fabric Level: entspricht einer Integration der Sensoren während 
der Produktion des Kleidungsstückes. Das bedeutet eine 
Integration der Sensoren in den Stoff. 
Fiber Level: entspricht intelligenten Kleidungsstücken, in denen 
bereits die Stofffaser aus Sensoren besteht. 
In Hong et. al [6] wird ein Ansatz mittels tragbarer Sensoren, die 
aus RFID-Chips und Beschleunigungssensoren bestehen, 
beschrieben. Mittels dieser Sensorentechnik steht ein 
alltagstauglicher tragbarer Sensor zur Verfügung. Weiterhin ist es 
möglich die RFID-Chips in alltägliche Gegenstände, wie 
Zahnbürsten, Schraubenzieher oder Kleidung zu integrieren, ohne 
dass deren Vorhandensein in den Vordergrund tritt.  
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Tabelle 1: tragbare und moblie Sensoren [16] 
Sensoren Messwert Datenrate 
Beschleunigungssensor Beschleunigung Hoch 
Gyroscope Orientierung Hoch 
Glucometer Blutglucose Hoch 
Druckmessgerät Blutdruck Niedrig 
CO2 Gas Atmung Sehr niedrig 
ECG (Eletrokardigraphy) Herzaktivität Hoch 
EEG 
(Elektroenzephalography) 
Gehirn 
Aktivitäten 
Hoch 
EMG (Elektromypgraphy) Muskelaktivitäten Sehr hoch 
EOG (Elektroocculagrphy)) Augenbewegung Sehr hoch 
Pulse Oximeter Blut-Sauerstoff 
Sättigung 
Niedrig 
GSR (Galvanic Skin 
Reaktion) 
Transpiration Sehr niedrig 
Wärme Temperatur Sehr niedrig 
 
2.3.2 Integrierte Umgebungssensoren 
Sensoren die für die Überwachung und Registrierung von ADLs 
in der Umgebung integriert sind, wurden intensiv im Projekt 
Grenoble Smart Home getestet. Dieses ist als kombiniertes 
Gesamtsystem für die Gesundheitsversorgung zu verstehen. Das 
Grenoble Smart Home besteht aus einer 47m² Wohnungn deren 
Aufbau und Inhalte sind in Abbildung 3 dargestellt. Dabei werden 
die folgenden Sensoren für die Aktivitätserkennung und  
-überwachung genutzt: [4].  
Infrarot Lokalisierungssensoren: dienen der Bestimmung des 
Aufenthaltsortes der Personen. Diese Sensoren überwachen alle 
Bewegungen innerhalb des Bereiches und senden bei jeder 
Bewegungsregistrierung ein Signal. Diese werden vorrangig bei 
wichtigen Orten, wie Bett, Bad oder Küchentisch eingesetzt. 
Türkontakte: werden zur Erfassung des Zustandes (geöffnet/ 
geschlossen) verschiedener Türen und Schubladen, beispielsweise 
Eingangstür, Kühlschrank-, (Geschirr-)Schrank-, Kommoden- und 
Kleiderschranktüren verwendet. 
Mikrophone: werden für die Aufzeichnung jeglicher Geräusche 
innerhalb der Wohnung genutzt. Diese werden anschließend mit 
Geräuschen der täglichen Aktivitäten abgeglichen. Weiterhin 
werden die Mikrophone zur Sprachsteuerung und Spracheingabe 
verwendet und werden an frequentierten Bereichen wie 
Schlafzimmer, Küche oder Flur eingesetzt. 
Weitwinkel Kameras: werden vorrangig für die Zeiterfassung 
von Aktivitäten und für die Nutzung von Adaptionsalgorithmen 
genutzt. Diese Kameras befinden sich vor allem in der Küche und 
im Wohnzimmer. 
Tragbare Kinematik-Sensoren: ausgestattet mit einem 
Beschleunigungssensoren und Magnetometers werden Aktivitäten 
der Personen überprüft. Mehr hierzu ist dem Bereich 2.3.1 Mobile 
und wearable Sensoren zu entnehmen.  
In der Tabelle 2 sind weitere Umgebungssensoren sowie deren 
Messwert und Datenformat aufgelistet. 
 
 
Tabelle 2: Umgebungssensoren [16] 
Sensor Messwert Datenformat 
PIR (Passive 
Interface Motion 
Sensor) 
Bewegung Kategorisch 
Active Infrared Bewegung/ 
Identifikation 
Kategorisch 
RFID Objektinformationen Kategorisch 
Druck Druck auf Matten, 
Stühle, … 
Nummerisch 
Smart tiles 
(intelligente Platten) 
Druck im Flur Nummerisch 
Magnetische Schalter Tür/Schrank 
öffnen/schließen 
Kategorisch 
Ultrasonic Bewegung Nummerisch 
Kamera Aktivitäten  Bilder 
Mikrophone Aktivitäten Töne/ 
Geräusche 
 
Weiterhin wurden unterschiedliche Monitor und Planungssysteme 
für die Überprüfung des kontinuierlichen Tagesablaufes 
entwickelt. Hierbei steht den Personen ein definierter Tagesplan 
zur Verfügung, der an bestimmte alltägliche Aktivitäten erinnert. 
Jedoch entspricht der Planer selbst keinem Sensor, jedoch arbeitet 
dieser mit Werten der Sensoren zusammen und reagiert auf 
bestimmte Ereignisse und Aktivitäten.  
2.4 Algorithmen 
AAL Systeme werden durch eine Vielzahl an Algorithmen und 
computergestützten Technologien wie Aktivitätserkennung, 
Kontext-Modellierung, Lokalisierungserkennung, Ablaufplanung 
oder –Steuerung, und die Erkennung von Unregelmäßigkeiten 
unterstützt. [16] 
2.4.1 Aktivitätserkennung 
Die Hauptkomponente von AAL Systemen ist die menschliche 
Aktivitätserkennung (HAR – human activity recognition). Die 
HAR Komponenten ordnen den übermittelten Daten von 
Sensoren unterschiedliche Bewegungsmuster zu. Hier entstehen 
durch verschiedene Sensoren unterschiedliche Datentypen, wie 
komplexe Datentypen, Frequenzformate oder Videodateien. 
Kategorisiert nach den übertragenden Datentypen werden die 
folgenden Algorithmen zur Bestimmung angewendet. [16] 
Frequenzformate: Mobile Aktivitätsmessung erfolgt bei der 
Nutzung von Beschleunigungssensoren und Gyroskopen. Diese 
übermitteln Frequenzbänder, welche nach einer Umwandlung 
bestimmten Aktivitätsmustern wie gehen, joggen oder wandern 
zugeordnet werden können. Die aufgenommene Frequenz wird 
vorverarbeitet und in einzelne Merkmale umgerechnet.  
Komplexe Datentypen: Für die Erkennung von komplexen 
Aktivitäten werden viele unterschiedliche Umgebungssensoren 
genutzt, welche eine Sequenz von Ereignistypen zurückliefern. 
Ein Großteil der Erkennung von Umgebungsaktivitäten wird 
überwacht und baut auf vorklassifizierten Trainingsdaten auf,  
 
einschließlich Entscheidungsbäumen, neuronalen Netzwerken, 
Schlussfolgerungen sowie weiterer verschiedener vordefinierter 
Modelle und populären Graphenmodelle auf.  
Videodateien: Die Erkennung von Aktivitäten und 
Bewegungsabläufen liefert sehr detaillierte Kontextinformationen. 
Diese bestehen aus zwei Kategorien, der single-layer Annäherung 
und der hierarischen Annäherung. Die erste Kategorie erkennt die 
Bewegung direkt aus der Sequenz von Bildern heraus und ist sehr 
geeignet für die Gestenerkennung oder einfache Bewegungen. Die 
hierarische Annäherung repräsentiert komplexe menschliche 
Bewegungen.  
2.4.2 Kontext-Modellierung 
Die AAL Systeme stellen eine Vielzahl unterschiedlicher Daten- 
und Informationstypen von Informationen bereit. Beispielsweise  
Sensorinformationen, Aktivitätsstrukturen, Nutzerprofile und 
Präferenzen. Weiterhin werden temporäre Informationen der 
Gesundheitsgeschichte und räumliche Informationen wie 
Wohnraumgestaltung und deren Umgebung erfasst [18]. Es 
existieren bereits unterschiedliche Modelle für die Erfassung 
dieser Datentypen, welche in Rashidi et. al [16] aufgeführt sind. 
Die einzelnen Daten kombiniert ergeben eine Vielzahl an 
unterschiedlichen Kontextinformationen zu der Person. 
2.4.3 Lokalisierung- und Identitätserkennung 
Vor allem bei der Erkennung von Aktivitäten innerhalb des AAL 
existieren verschiedene Tracking-Algorithmen und Monitor-
systeme für eine exakte Positionsbestimmung. GPS-Systeme sind 
innerhalb von Gebäuden in der Nutzung limitiert, jedoch in der 
Outdoor-Lokalisierung von Personen durchaus effektiv. In 
Tabelle 3 sind verschiede Indoor Positionierungssysteme aufge-
listet und deren Vor- und Nachteile benannt.  
Das größte Problem bildet die Bestimmung der Person. Die 
Erkennung erfolgt entweder über RFID oder über eine anonyme 
Methode mittels intelligenter Maschinenfunktionen, mit Hilfe 
derer spezifische Bewegungsmodelle zu den Personen erstellt 
werden. Die Akzeptanz einen separaten Badge/Anstecker zu 
tragen ist meist problematisch und nicht vorhanden [5]. 
Tabelle 3: Indoor-Positionierungssysteme [16] 
Technologie Vorteil Nachteil 
Smart floor Exakte Bestimmung Besondere Installation 
nötig (physikalisches 
Nachrüsten) 
PIR Günstig, dezent Ungenau, 
wahrgenommene 
Bewegung (nicht 
Präsenz), relative 
Position ist wichtig 
Blickbasierte Reichhaltige 
Informationen 
Privatsphäre 
Active Badge Exakte Bestimmung Direktes Signal 
erforderlich 
Ultrasonic Exakte Bestimmung Teuer 
RFID Tags 
(SpotOn, 
LANDMARC) 
Hilfsdaten Limitierter Bereich, 
Empfänger Position 
ist wichtig 
WiFi (RADAR) Erreichbarkeit Interferenz, Ungenau 
 
2.4.4 Ablaufplanung und Steuerung 
Die automatische Ablauf- und Zeitplanung ist ein weiterer 
Kernpunkt von AAL Systemen. Organisationstechniken können  
in klassischen Ansätzen, wie der Vor- und Rückwärtssuche oder 
Graph basierter Analyseverfahren (theoretische und hierarische 
Entscheidungstechniken) modelliert werden. Verschiedene 
Lösungsansätze wie temporäre- oder jederzeit Organisation, 
wissensbasierte Planung, heuristische Konzepte und reaktive 
Zusammensetzungen existieren bereits [19]. 
2.4.5 Erkennung von Unregelmäßigkeiten 
Das Problem, Muster zu Erkennen, welche von der Normalität 
abweichen ist der Schwerpunkt bei der Erkennung von 
Unregelmäßigkeiten. Viele dieser Techniken nutzen 
clusterbasierte Methoden, statistische Methoden oder theoretische 
Informationsfunktionen. Im AAL wird diese vor allem genutzt, 
um Irregularitäten in den täglichen Aktivitäten oder 
Medikamentenkomplikationen zu erkennen. Dabei werden vor 
allem regelorientierte Techniken, Ähnlichkeitstechniken und 
temporal auftretende Erkenntnistechniken verwendet. [16] 
Die Algorithmen müssen genauso wie die Kernpunkte für den 
praktischen Einsatz von AAL Systemen korrekt und für den 
Anwender einfach zu bedienen sein. Des Weiteren müssen sie in 
der Ausführung unaufdringlich im Hintergrund arbeiten [7]. 
2.5 Anwendungen 
Folgend werden einige Anwendungen von AAL vorgestellt, 
welche unterschiedliche Aktivitäten im Fokus haben. In Tabelle 4 
ist eine Übersicht von unterschiedlichen AAL-Bereichen 
dargestellt.  
Tabelle 4: Anwendungsbereiche [16] 
Anwendungsbereich Beispiele 
Kognitive Orthetik Tägliche Erinnerungen, 
Medikamentenerinnerung, 
Navigation, Prävention für 
Umherwandeln, Planungstool 
Kontinuierliche 
Gesundheitsüberwachung 
Vitalitätsüberwachung, 
Schlafüberwachung, ADL 
Überwachung,  
Therapie Tele-Gesundheits- und Tele-
Rehabilations Systeme 
Unfallvermeidung Sturzerkennung, Erkennung von 
medizinischen Ernstfällen, 
Risikoerkennung 
Emotionales Wohlbefinden Soziale Verbundenheit, 
unterstützende Kommunikation 
Überzeugende 
Applikationen 
Gutgemeinte Förderung/ 
Promotion, medizinische 
Komplikationen 
 
2.5.1 Gesundheitsüberwachung 
Eine große Anzahl von AAL Systemen haben die Überwachung 
von täglichen Aktivitäten für ein eigenständiges Leben zur 
Aufgabe. Das Erkennen von Änderungen kann ein Auslöser für 
den kognitiven oder körperlichen Verfall sein. Beispielsweise 
Änderungsanzeigen in Bewegungsmustern, Laufge-
schwindigkeiten, Anzahl und Dauer von Spaziergängen und 
Schlafrhythmusänderungen, welches bereits als frühe Anzeichen 
von Dementis betrachtet werden. Die Aufzeichnung von 
kontinuierlichen Vitalzeichen ist ein weiterer großer 
Anwendungsbereich. Hierfür wurden bereits eine Vielzahl an 
wearable und e-textilen Sensoren entwickelt. Die 
unterschiedlichen Sensoren überwachen beispielsweise den 
Schlafrhythmus, Herzfrequenzen, Körperbewegungen, Atmung 
sowie die Sturzerkennung.  
2.5.2 Orientierungswerkzeuge 
AAL Systeme stellen Werkzeuge für Demenz-Patienten zur 
Verfügung, damit das umherirren eingegrenzt oder sogar ganz 
vermieden werden kann, ohne dass die betroffenen Personen 
eingesperrt werden müssen. Unterschiedliche Navigationssysteme 
unterstützen die Person durch die Bereitstellung von Routen. 
Dabei werden die gegangenen Routen nach bestimmten Mustern 
analysiert und bewertet. Die Werkzeuge sind hier Vielfältig. 
Beispielsweise existieren Armbänder mit QR Codes als 
Personalausweis mit allen notwendigen Informationen, kleine 
Signalgeber für Hand- oder Fußgelenk (in Form von Schrittzähler 
oder Bewegungsanalysetool) oder kleine Navigationsgeräte.  
2.5.3 Beispielanwendungen 
Folgend werden zwei AAL Projekte (Grenoble Health Smart 
Home und GAL) vorgestellt, in dem verschiedene beschriebene 
Sensoren und Algorithmen zum Einsatz kommen. Ein AAL 
System wird teilweise mit einem Smart Home umgesetzt, wobei 
zusätzliche tragbare Sensoren für einige ADLs notwendig sind.  
Grenoble Health Smart Home ist als ein kombiniertes 
Gesamtsystem zu verstehen. Dies ist eine nachgebaute 47m² 
Wohnung, welche alle notwendigen Räume enthält 
(Schlafzimmer, Wohnzimmer, Küche, Bad und WC, Flur). Dies 
ist Versuchsumgebung und Testeinrichtung für tragbare und 
Umgebungs-Sensoren, welche für die Aktivitätserkennung sowie 
zur Zustandsüberwachung genutzt werden. In Abbildung 3 ist der 
Aufbau der Wohnung schematisch dargestellt und die Vielzahl an 
verwendeten Sensoren abgebildet. Verwendete Sensoren sind 
Infrarot-Lokalisierungs-Sensoren, Mikrophone, Kameras, 
Kontaktsensoren, Überwachungssensoren (für Temperatur, 
Feuchtigkeit) sowie tragbare kinematische Sensoren [4,20]. 
Ein anderes Anwendungsbeispiel liefert GAL, welches 79 
Seniorenwohnungen mit erprobten Lösungen für ein 
eigenständiges Altersgerechte unabhängiges Leben ausgestattet 
hat. So wurden folgende Sensoren Techniken integriert [7]: 
PRAHA ein Aktivitäts- und Haushaltsassistent zur Erinnerung an 
anstehende Aktivitäten und Tätigkeiten. Dieser wurde mit 
multimodalen Interaktionsmethoden iterativ entworfen und 
evaluiert. 
Unterschiedliche Sensoren und Algorithmen zur Erkennung 
von Alltagstätigkeiten, insbesondere in der Zubereitung und dem 
Verzehr von Nahrungsmitteln.  
Zur Sturzerkennung in der häuslichen Umgebung wurde ein 
Prototyp entwickelt und im praktischen Langzeiteinsatz in 
Wohnungen sturzgefährdeter Personen erprobt. 
Einheitliche Plattform für die Kommunikation der Sensoren 
untereinander sowie eine Anbindungsvariante für weitere 
Sensoren und verschieden Auswertungsmöglichkeiten. 
3. Aktivitäsklassifikatoren  
Aufgrund der Vielzahl an ADLs sowie deren Registrierungs-
Sensoren ist eine Klassifizierung dieser notwendig. Im Folgenden 
werden Klassifikationen vorgestellt, welche unterschiedliche 
Modelle von Kombinationen der ADLs als Grundlage nutzen. 
3.1 Lokalitätsabhängige ADLs 
Eine einfache Kategorisierung der ADLs erfolgt nach der lokalen 
Abhängigkeit. Das bedeutet die Aktivitäten werden unterteilt in 
Indoor- und Outdoor Aktivitäten [22]. Als Indoor Aktivitäten 
werden jegliche ADLs eingeteilt, welche innerhalb der Wohnung 
ausgeführt werden. Outdoor Aktivitäten, sind die ADLs außerhalb 
der Wohnung. Vor allem bei den Indoor Aktivitäten werden 
Umgebungssensoren eingesetzt, wogegen bei Outdoor Aktivitäten 
ausschließlich tragbare Sensoren Verwendung finden. Jedoch 
werden die tragbaren Sensoren auch für die Registrierung von 
Aktivitäten innerhalb der Wohnung genutzt. Eine Einteilung der 
ADLs in die jeweiligen Kategorien ist in der Tabelle 5 abgebildet. 
Jedoch gibt es bei einigen ADLs Probleme und Unklarheiten, 
diese in die Kategorien einzuordnen, welche als Grauzone 
abgebildet sind.  
Abbildung 3: Grenoble Health Smart Home [4] 
Tabelle 5. Einteilung nach Indoor- und Outdoor-Aktivitäten 
Typ Aktivitäten 
Indoor 
Schlafen, essen, anziehen, waschen, 
Fernsehen schauen, Hausarbeit, Wäsche 
waschen, Treppen steigen, Bewegungen 
und Aktivitäten innerhalb des Hauses 
Treppen steigen, Hinsetzen und Hinstellen, Post holen, Arzt-
Besuch 
Outdoor 
Einkaufen gehen, Zeitung oder Post aus 
den Briefkasten holen, Müll rausbringen, 
Arztbesuche, Kulturelle Interessen, 
Spaziergänge 
 
3.2 bADL und iADL 
Eine andere Einteilung der Aktivitäten wird in Chernbumroong et. 
al [2] vorgestellt. Hier werden ADLs in basic ADL (BADL) und 
instrumental ADL (IADL) unterteilt. BADLs sind Aktivitäten, die 
wiederkehrend sind und regelmäßig und/oder täglich ausgeführt 
werden, sie sind vergleichbar mit der bereits beschriebenen Skala 
zur Einstufung der Personen in eine Pflegeabhängigkeit. Im 
Gegensatz dazu sind IADL Aktivitäten, die einen zusätzlichen 
Gegenstand für die Bewerkstelligung benötigen und der 
Unterhaltung dienen. Hierzu gehören beispielsweise telefonieren, 
einkaufen, Umgang mit Geld oder die Medikamenteneinnahme. In 
Tabelle 6 sind Aktivitäten nach den Kategorien BADL und IADL 
eingeteilt. Zusätzlich ist eine kurze Beschreibung der 
selbständigen Ausführung der Aktivität aufgeführt. 
Tabelle 6. Einteilung nach Aktivitäten [2] 
Typ Aktivität Aktivität und Beschreibung der 
Selbstständigkeit 
BADLs Essen Selbst Essen ohne Hilfe 
(Verwendung von Besteck) 
Zähne putzen Selbständig Zähne putzen ohne 
einen Pfleger, selbst die Zahnpaste 
auftragen 
Anziehen Anziehen ohne fremde Hilfe, außer 
beim Schuhe binden 
Spazieren gehen Spazieren gehen wohin man will 
ohne Betreuung 
Treppen steigen Treppen steigen ohne Assistenten 
Schlafen/ 
Hinlegen 
Schlafen gehen oder sich ins Bett 
legen 
IADLs Abwasch machen Geschirr und Gläser abwaschen 
Bügeln Wäsche bügeln 
Fegen Mit dem Besen die Wohnung 
ausfegen 
Fernsehen 
schauen 
Sitzen und Fernsehen schauen 
Mittels dieser Kategorisierung ist festgelegt, welche ADLs 
unterstützt werden MÜSSEN und welche unterstützt werden 
KÖNNEN. Jedoch ist es schwierig, die Aktivitäten pauschal für 
alle Menschen zuzuordnen. In den täglichen Abläufen existieren 
unterschiedliche Gewohnheiten und Vorlieben. Weiterhin muss 
hier der Gesundheitszustand berücksichtigt werden, da in 
Abhängigkeit von der Person zusätzliche Aktivitäten auftreten 
können.  
3.3 Erweiterung um eADLS 
Mit der Weiterentwicklung der Technik, erfolgt eine Entwicklung 
von neuartigen Assistenzsystemen (Robotics), welche zu einer 
Erweiterung der Kategorien führte. Die Assistenzroboter 
unterstützen und helfen bei der Ausübung von Aktivitäten. Die 
ADLs wurden dann in die zusätzliche Kategorie (enhanced) 
EADLs aufgeteilt. Diese beinhalten die Beteiligung an sozialen 
Aktivitäten, wie der Ausübung von Hobbies, uvm. [16]. 
Damit wurden das Model von BADL und IADL erweitert um 
EADL. Bei dieser zusätzlichen Kategorie werden die sozialen 
Aspekte im eigenständigen Leben betrachtet. Hierbei erfolgt 
teilweise eine Neueinteilung der Kategorien. 
3.4 Kombination der Einteilung mit Sensoren 
Ein weiterer Ansatz der Aktivitätsklassifizierung ist eine 
Einteilung der Aktivitäten in Abhängigkeit der verwendeten 
Sensoren und Technologien. So kann in Anlehnung an die 
eingesetzte Technik bestimmt werden, welche Aktivitäten erfasst 
werden können. Tabelle 7 listet eine Auswahl an Sensoren auf 
und ordnet diese Aktivitäten aus dem AGGIR Raster zu, welche 
damit registriert und beobachtet werden können. Die Auswertung 
der Daten erfolgt innerhalb des AAL Systems. Dabei ist zu 
erkennen, dass ein Sensor mehrere Aktivitäten überwachen, 
erkennen oder unterstützen kann. Ebenso kann eine Aktivität 
mehreren Sensoren zugeordnet werden kann.  
4. Fazit 
Der Beitrag vermittelte einen Überblick über den 
Forschungsbereich AAL und geht besonders auf die Erkennung 
und Registrierung von ADLs ein. Es werden Sensoren zur 
Feststellung von Aktivitäten vorgestellt und auf die Verwendung 
unterschiedlichen Algorithmen eingegangen. Weiterhin werden 
Beispiele skizziert, die momentan Gegenstand der Forschung 
sind. Im Anschluss erfolgt eine Unterteilung von ADLs in drei 
unterschiedliche Kategorien.  
Bei der ersten Einteilung werde diese nach deren räumlichen 
Standpunkt unterschieden. Dabei erfolgt die Einteilung in die 
beiden Kategorien Indoor-ADLs und Outdoor-ADLs. Allerdings 
erfordern ADLs wie laufen oder Treppen steigen eine Zuordnung 
in beide Kategorien und fallen somit in eine Grauzone innerhalb 
der Unterscheidung. Diese Aktivitäten werden jedoch unter zu 
Hilfenahme identischen Erkennungssensoren unabhängig von 
deren Ort erfasst. Dem zufolge wurde eine weitere 
Kategorisierung in BADLs und IADLs vorgenommen. Die 
sogenannten Basis ADLs (BADLs) umfassen dabei die 
alltäglichen zu beobachtenden Aktivitäten. Aktivitäten des 
täglichen Lebens, die ein zusätzliches Hilfsmittel für deren 
Ausführung benötigen werden in die Klasse der Instrumentalen 
ADLs (IADLs) eingeordnet.  
Technische Weiterentwicklungen erforderten die Einführung der 
EADL als weitere Kategorie. Diese beschreibt zusätzliche 
Aktivitäten wie die Ausübung von Hobbies oder medizinisch 
bedingte körperliche Aktivitäten. Abschließend wurde eine 
Einteilung der Aktivitäten nach den Möglichkeiten der Sensoren 
vorgenommen, welche ADLs mit Hilfe von welchen Sensoren 
erfasst werden.  
Tabelle 7: Einteilung nach Sensoren 
Sensor Aktivität 
Tragbare und mobile Sensoren  
 Beschleunigungssensor Koordination 
Waschen/ Körperpflege 
räumliche Bewegungen 
Gyroscope Orientierung 
ECG  Essen 
räumliche Bewegungen 
EOG Orientierung 
CO2 Gas (Atmungssensoren) Schlafen 
EMG Überführung (sitzen, 
stehen und liegen) 
EEG Stuhlgang 
Puls-Sauerstoff-Sättigung Waschen/ Körperpflege 
Überführung (sitzen, 
stehen und liegen) 
Schlafen 
GSP Waschen/ Körperpflege 
Wärme Waschen/ Körperpflege 
Schlafen 
Umgebungssensoren  
 PIR Koordination 
Überführung (sitzen, 
stehen und liegen) 
räumliche Bewegungen 
Infrarot 
Lokalisierungssensoren 
Koordination 
Waschen/ Körperpflege 
Essen 
räumliche Bewegungen 
RFID Erkennung von Objekten 
Druck Waschen/ Körperpflege 
Stuhlgang 
Überführung (sitzen, 
stehen und liegen) 
Smart tiles Überführung (sitzen, 
stehen und liegen) 
Magnetische Schalter Waschen/ Körperpflege 
Anziehen 
Kamera Überführung (sitzen, 
stehen und liegen) 
räumliche Bewegungen 
Mikrofon Essen 
Kommunikation 
Eine Einteilung der ADLs für das AAL sollte grundsätzlich 
erfolgen. Jedoch ermöglicht die Vielzahl an unterschiedlichen 
Sensoren zur Aktivitätserkennung und –registrierung sowie von 
Überwachungs- und Organisationssysteme eine Menge an 
Kombinationsmöglichkeiten. Wichtig ist hierbei eine 
Fokussierung auf die Nutzung der Kategorisierung. Es muss auf 
die Individualität der Menschen geachtet werden und vermieden 
werden, diese in Kategorien einzuordnen. Auch sollte stets 
beachtet werden, dass die Sensoren keinen Menschen ersetzen 
können.  
Die kosteneffiziente und neutrale Integration von Sensoren in 
bestehenden Wohnraum stellt eine weitere Herausforderung dar. 
Viele technische Geräte werden immer intelligenter und sicherer 
produziert und lassen sich so bereits problemlos im Alltag 
integrieren. Damit ist ein Grundstein für „ein eigenständiges 
Leben im Alter“ gelegt. 
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ABSTRACT 
In diesem Paper werden Methoden besprochen, um einen 
Nutzer innerhalb eines Gebäudes mit bekanntem Raumplan 
zu orten. Dabei soll festgestellt werden, in welchem Raum 
sich der Nutzer gerade aufhält und ein Raumwechsel 
erkannt werden. Hierbei liegt besonderes Augenmerk 
darauf, dass keine zusätzlichen Anhaltspunkte im Gebäude 
angebracht werden müssen, sondern in den Räumen 
vorhandene Informationen genutzt werden. Es werden dabei 
möglichst kostengünstige Alternativen angestrebt. Dazu 
zählt die Verwendung von vorhandener Datenfunk-
Infrastruktur, benutzereigener Smartphones sowie anderer 
in den Räumen fest installierter Hardware. 
Im ersten Teil soll eine Einführung in das Thema gegeben 
werden, wozu Raumerkennung genutzt und in welchen 
Bereichen sie angewandt werden kann. Der zweite Teil 
befasst sich konkret mit einigen Ortungsmethoden, stellt 
diese vor und beschreibt sie. Im Anschluss folgen Modelle 
zur Beschreibung des Raumes. Zum Schluss werden die 
Raumerkennungsmethoden verglichen und gegen einander 
evaluiert. 
Keywords 
Ortung, Raumerkennung, Wlan, Bluetooth, Ultraschall, Set-
based Models, Graph-based Models, Location-based 
Service. 
1. EINFÜHRUNG 
In vielen Alltagsituationen, des immer mehr von 
ubiquitären Anwendungen und Location-based Services 
durchdrungenen Lebens, kann es von Nutzen sein die 
eigene Position in einem Gebäude zu kennen. Für die 
meisten Zwecke reicht hierbei die Identifikation es Raumes, 
in welchem man sich aktuell aufhält aus. Diese Information 
kann man vielseitig Verwenden. Zum einen kann diese 
genutzt werden um eine Route zu einem anderen Raum zu 
berechnen, falls es sich bei dem Gebäude um ein größeres 
Bauwerk handelt. Zum anderen kann diese Information 
auch hilfreich sein, wenn man eine andere Person, deren 
Position ebenfalls ermittelt und übertragen wird, auffinden 
möchte. Zum Beispiel einen Arzt in einem Krankenhaus, 
einen Hausmeister in einer Schule oder einen bestimmten 
Sachbearbeiter in einem Amt. Des Weiteren kann diese 
Information des Aufenthaltsortes auch als Kontext für 
intelligente Systeme dienen. Beispielsweise zum 
automatischen Starten und Vorbereiten von Geräten, wie 
etwa das Einschalten eines Projektors wenn ein Professor 
einen Seminarraum betritt oder des Rechners eines 
Büromitarbeiters, wenn dieser in sein Büro kommt. Dazu 
zählen auch das Laden von bestimmten 
Benutzerpräferenzen und das daraus folgende Anpassen 
von Einstellungen in einem intelligenten Haus. Ein weiterer 
möglicher Anwendungsbereich wäre die Koordination von 
Katastrophenszenarien wie Bränden oder Einstürzen. Ein 
Gebäude, welches aufzeichnet wo sich wie viele Personen 
zuletzt aufgehalten haben, könnte Feuerwehrleuten bei der 
Koordination von Rettungs- bzw. Bergungsaktionen sehr 
wichtige Informationen geben und damit für die Opfer 
lebenswichtige Zeit sparen. Die Anwendungsmöglichkeiten 
sind nahezu unendlich. 
Da bei der puren Bestimmung des Raumes, in dem sich der 
Nutzer aufhält, wesentlich geringere Genauigkeiten von 
Nöten sind, als bei der reinen Indoor-Positionierung, 
können auch kostengünstigere oder ungenauere 
Alternativen gewählt werden. Nachfolgend soll vor allem 
das Augenmerk auf Alternativen gerichtet werden, welche 
ohne die Installation zusätzlicher Hardware auskommen, 
also im Gebäude vorhandene Informationen und 
Infrastruktur, durch Modifikation und Ergänzen von 
Software, nutzen. 
2. RAUMERKENNUNGSMETHODEN 
Folgend sollen einige Methoden beschrieben werden, mit 
denen man eine Person innerhalb eines Gebäudes orten und 
so ihren Aufenthaltsraum bestimmen kann. Die gesuchte 
Information ist hierbei keine genaue Positionskoordinate 
sondern lediglich die Bezeichnung des Raumes, in dem sie 
sich aufhält, wie beispielsweise die Raumnummer. 
2.1 Wlan 
Dank der sehr starken Zunahme der Verbreitung von Wlan-
Netzen und Zugangspunkten, stellt die Verwendung dieser 
Technologie eine gute Alternative dar [1][2]. Diese 
einfache und bequeme drahtlose Verbindung zum Netz ist 
für viele inzwischen eine Selbstverständlichkeit. In Städten 
und dichter besiedelten Regionen ist es mittlerweile schon 
nahezu unmöglich geworden einen Ort zu finden, an dem 
keine Wlan-Accesspoints in Empfangsreichweite sind. 
Firmengebäude und andere Einrichtungen werden nach und 
nach mit eigenen flächendeckenden Wlan-Zugängen 
ausgestattet. Diese bestehen meistens aus vielen, gut 
verteilten Accesspoints, deren Position fest verankert ist. 
Auch in größeren Wohnhäusern gibt es mit unter mehrere 
Accesspoints oder Repeater. Diese flächendeckende 
Verbreitung von möglichen Ankerpunkten prädestiniert 
diese Technologie für den Verwendungszweck der Ortung. 
Hier hat Wlan bereits Anwendung für die 
Positionsbestimmung innerhalb von Gebäuden und an 
anderen Stellen, an denen kein GPS Signal verfügbar ist, 
gefunden. Dieses Verfahren nennt sich „Assisted GPS“ I. 
Die Ortung eines mobilen Gerätes über die verfügbaren 
Wlan-Accesspoints läuft dabei in jedem der nachfolgend 
beschriebenen Fälle darüber ab, dass die Signalstärke als 
Indikator für die Entfernung zu den Zugangspunkten 
angenommen wird. Dabei wird nur die vorhandene 
Infrastruktur genutzt, ohne dass zusätzliche Hardware 
benötigt wird. Es ist lediglich nur Vorarbeit in der 
Vermessung notwendig. Die einfachste Methode wäre, falls 
in jedem Raum des Gebäudes ein Wlan-Accesspoint zur 
Verfügung steht, diesen mit der Raumnummer in einer 
Datenbank abzulegen und später den Zugangspunkt mit der 
höchsten Signalstärke als Indikator für den aktuellen Raum 
zu übernehmen. Da dies jedoch meist nicht der Fall ist, gibt 
es zwei komplexere Methoden, um eine flächendeckende 
Positionierung zu gewährleisten. 
2.1.1 Lateration 
Die Lateration, wie sie u.A. vom Projekt SaskEPS [3] 
untersucht und beschrieben wurde, funktioniert ähnlich wie 
die Ortung über GPS. Hierbei muss die Position der 
Accesspoints, durch vorherige Ausmessung und 
Einordnung in ein passendes Koordinatensystem, bekannt 
sein. Des Weiteren müssen noch Kalibrierungswerte für die 
mit steigender Distanz entstehenden 
Signalstärkeunterschiede der einzelnen Accesspoints, sowie 
Korrekturwerte für evtl. verdeckte oder hinter Wänden 
befindliche Zugangspunkte, mit ermittelt und gespeichert 
werden. Diese Zugangspunkte können nun, durch den 
mobilen Anwender, anhand ihrer MAC Adresse identifiziert 
und anschließend deren Position abgefragt werden. Die 
Signalstärke der empfangenen Accesspoints, inklusive der 
Kalibrierungs- und Korrekturwerte, wird jetzt herangezogen 
um eine ungefähre Entfernung zu diesen zu bestimmen 
(siehe Abbildung 1). Die Position des Empfängers kann nun 
aus den Positionen der Accesspoints und deren gemessener 
Entfernung errechnet werden. Für die Positionierung sind 
mindestens drei Zugangspunkte, deren Position bekannt ist, 
notwendig. Weitere sind für die Redundanz zur 
Genauigkeitssteigerung wünschenswert. Das Hinzukommen 
oder Wegfallen eines Accesspoints ist daher, anders als 
beim nachfolgend beschriebenen Fingerprinting, weniger 
kritisch, solange mindestens 3 Zugangspunkte als Anker zur 
Referenzierung vorhanden sind. 
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Abbildung 1. Die Lateration verwendet die 
Signalstärken als Indikator für die Entfernung. 
 
Zur Erkennung des Raumes muss diese Position 
anschließend in das Koordinatensystem des Gebäudeplans 
überführt und der an dieser Stelle befindliche Raum 
ausgelesen werden. 
2.1.2 Fingerprinting 
Das so genannte „Fingerprinting“ [4] geht in der 
Positionierung, anders als die Lateration, nicht über 
bekannte Positionen der Accesspoints, sondern über 
bekannte mögliche Positionen der Empfänger vor. D.h. in 
der Einmessungsphase werden nicht die Standpunkte der 
Zugangspunkte ermittelt, sondern einzelne Standpunkte im 
Raum gemessen, an denen sich der Empfänger aufhalten 
könnte. Es werden pro Position alle in Empfangsreichweite 
befindlichen Accesspoints, inklusive der vorhandenen 
Signalstärke, in einer Liste abgespeichert, dem so 
genannten „Fingerprint“. Diese Fingerprints werden 
anschließend in einer Datenbank abgelegt. Möchte der 
Empfänger nun seine Position ermitteln, sendet er die 
Konstellation an Zugangspunkten und deren Signalstärken, 
die er aktuell empfängt, an die Datenbank. Diese sucht 
anschließend nach dem Fingerprint der dem gesendeten am 
ähnlichsten ist und übermittelt die Position. 
Bei der Raumerkennung kann dieses Verfahren relativ 
simpel modifiziert werden, um es für diesen Zweck zu 
vereinfachen. So kann für jeden Raum ein oder mehrere 
Fingerprints gemessen werden und die Raumnummer, 
anstelle einer genauen Position, in den Fingerprints 
abgelegt werden. Die Datenbank kann nach dem Fund des 
ähnlichsten gespeicherten Fingerprints, direkt die 
Raumnummer, anstelle der eigentlichen Position, 
übermitteln (siehe Abbildung 2). Es muss keine 
Referenzierung im Gebäudekoordinatensystem erfolgen. 
 
 
Abbildung 2. Jeder Raum hat einen “Fingerabdruck” 
der Signalstärken und wird über die DB identifiziert. 
 
Der Nachteil des Fingerprintings im Vergleich zur 
Lateration liegt darin, dass wenn ein Accesspoint 
hinzukommt oder wegfällt, sich die aktuelle Konstellation 
der Signalstärken von den in der Datenbank gespeicherten 
Fingerprints unterscheidet und somit die Ortung, bis zum 
aktualisieren der Fingerprints, nicht mehr gewährleistet ist. 
Es wurde aber auch in Studien wie ARIEL [5] gezeigt, dass 
Fingerprinting-basierte Systeme auch während der 
regulären Benutzung mitlernen können. Hierbei nutzt man 
die im Smartphone vorhandenen Beschleunigungssensoren, 
um die Bewegung des Nutzers nach der letzten Ortung 
durch einen Fingerprint aufzuzeichnen und dem Server 
diese bei der Übermittelung eines neuen Fingerprints mit 
übertragen. Dieser kann nun feststellen ob der Nutzer sich 
wirklich bewegt hat, oder ob der Unterschied zu dem 
letzten Fingerprint nur durch Bewegung innerhalb des 
Raumes oder anderen Fluktuationen der Signalstärken zu 
Stande kam. Der neue Fingerprint wird dann in den 
Datenbankabschnitt zu diesem Raum aufgenommen, um die 
Zuverlässigkeit der Ortung zu verbessern. Des Weiteren 
können so auch das Hinzukommen oder Wegfallen von 
Accesspoints detektiert werden, solange ein Nutzer bei 
diesem Vorgang in der Nähe ist. 
Schlussendlich ist es einfacher ein Fingerprinting-basiertes 
Ortungssystem aufzusetzen, als ein Lateration-basiertes. 
Wo bei einem Ortungssystem über Lateration mühevoll 
jeder Accesspoint genauestens eingemessen und auf die 
Umgebungsbeschaffenheit kalibriert werden muss, reicht es 
beim Fingerprinting in jeden Raum zu gehen und einen 
Start-Fingerprint für diesen aufzuzeichnen. Das mitlernende 
System baut mit der Zeit eine immer besser werdende 
Datenbasis auf. 
2.2 Bluetooth 
Bluetooth ist, neben WiFi, eine der meist genutzten 
Technologien zur kabellosen Kommunikation. In mobilen 
Geräten genießt Bluetooth eine nahezu flächendeckende 
Verbreitung. Deshalb bietet sich diese Technologie 
ebenfalls für eine erweiterte Nutzung zur 
Positionsbestimmung an. Bluetooth ist, im Gegensatz zu 
WiFi, charakterisiert durch seine wesentlich kürzere 
Reichweite von maximal 10m. Deswegen verwendet man es 
heute auch hauptsächlich zum kabellosen Verbinden von 
Peripheriegeräten oder zum direkten Datenaustausch und 
weniger zur Einbindung in ein Kabellosnetzwerk. 
Die Tatsache, dass die Reichweite von Bluetooth so gering 
ist, kann man sich auch für die Positionierung zu Nutze 
machen [6]. So wird in einer Vorlaufphase die Position 
bestimmter Bluetooth-Hotspots bestimmt. Später kann in 
der Positionierung einfach der Ort bzw. Raum des nächsten 
Hotspots als der eigene übernommen werden, da die 
eingeschränkte Reichweite des Hotspots impliziert, dass er 
sich in der Nähe befindet. 
Ein weiterer Ansatz [7] erweitert die Ortung um eine 
Entfernungs-Erkennung über die Signalstärke, die so 
genannte „Link Quality“, und macht sie damit der 
Lateration über Wlan (Abschnitt 2.1.1) sehr ähnlich. 
Hierbei wird wieder die Signalstärke eines oder mehrerer 
Hotspots als Indikator für eine ungefähre Entfernung zu 
diesen genutzt. Dabei müssen jedoch bei der Kalibrierung 
des Hotspots wieder störende Faktoren der Umgebung 
bedacht werden, wie z.B. Wände, Türen und andere 
Objekte, welche die Signalstärke beeinflussen. 
2.3 Ultraschall 
Eine weitere Ortungsmethode in Gebäuden, ist die 
Verwendung von Ultraschallsignalen. Die Nutzung von 
unhörbaren, aber von Mikrofonen detektierbaren, Tönen 
bietet verschiedene Möglichkeiten der Positionierung. 
Neben aufwändigen Methoden, welche sich aus der 
Tierwelt ableiten und wie bei Fledermäusen den Raum 
durch die Signallaufzeit eines Ultraschall-Tones zu 
bestimmten Kontrollpunkten, mit anschließender 
Trilateration, verfolgen [8], gibt es auch weniger 
komplizierte Methoden, die zwar ungenauer, aber dafür 
kostengünstig zu realisieren sind. Gerade für den Zweck der 
reinen Raumerkennung bieten sie sich an. 
Das Projekt WALRUS [9] hat eine Methode entwickelt, 
vorhandene, weit verbreitete Hardware in Verbindung mit 
Ultraschall zur Raumerkennung zu nutzen.  
Hierbei ist in jedem Raum eine Server-Software auf einem 
fest angebrachten Rechner, beispielsweise ein PC in einem 
Büro, installiert. Dieser muss lediglich den Java-basierten 
Server ausführen können und Lautsprecher besitzen. Der 
PC sendet nun zeitgleich einen Ultraschall-Ton über die 
Lautsprecher und ein Wifi-Paket mit den 
Rauminformationen aus. Das Smartphone (oder andere 
mobile Geräte) des Nutzers hört nun ständig 
hereinkommende Wifi-Pakete mit. Nimmt das Mikrofon 
nun ein Ultraschall-Signal war, kann das Gerät anhand des 
Paketes, welches gleichzeitig mit dem Ton empfangen 
wurde, die Raumnummer feststellen. Wurde zu einem Paket 
kein Ultraschall-Ton erkannt, handelte es sich offenbar um 
eine Rauminformation eines anderen Zimmers. 
Um fortlaufende Überlagerungen von 2 oder mehr Wifi-
Paketen zu vermeiden, die zu einer Fehlinterpretation der 
Raumnummer führen könnten, senden die Server in 
zufälligen Abständen. Sollte doch eine Überlagerung 
auftreten, kann wenige Sekunden später im nächsten 
Identifikations-Intervall der Fehler korrigiert werden, da 
sich die beiden PCs, durch die zufälligen Sendeintervalle, 
wahrscheinlich nicht noch einmal überlagern werden. In der 
nächsten Entwicklungsstufe des Systems soll diese 
Fehlerquelle, durch zentral vorgeschriebene Sendezeiten, 
welche im Round-Robin-Verfahren durchgeschaltet werden, 
ausgeschlossen werden. 
Evaluation hat gezeigt, dass die Erkennung des Ultraschall-
Signals sehr robust gegenüber Umgebungsgeräuschen ist. 
Es wurden weder Fehldetektionen von nicht vorhandenen 
Signalen während des Alltagsablaufes in einer 
Büroumgebung oder beim Abspielen von Musik erkannt, 
noch wurden vorhandene Ultraschall-Signale bei lauter 
Umgebung von der Software überhört. Des Weiteren wurde 
untersucht, ob es bei offener Tür zu Fehldetektionen 
außerhalb des Raumes kommen kann. Die Ergebnisse 
zeigten, dass bei normaler Lautstärke des Server-PCs und 
falls dieser nicht direkt in der Nähe der Tür steht, nur der 
Bereich unmittelbar vor der Tür des Raumes durch das 
System mit zu dem Raum gezählt wird. Die Reichweite des 
Ultraschallsignals hält sich in Grenzen, auch weil es nach 
einer bestimmten Ausbreitungsdauer nicht mehr als 
synchron zu dem Wifi-Paket erkannt wird. 
Der Vorteil in diesem Ansatz liegt darin, dass keinerlei 
Daten in dem Ultraschallsignal übertragen werden. Alle für 
die Lokalisierung wichtigen Informationen sind in die 
Pakete verpackt, die über Wlan auf das Gerät kommen, das 
Ultraschallsignal dient lediglich zur Identifikation, welches 
Paket für den aktuellen Raum steht. Somit werden keine 
Fehlerkorrekturmechanismen und wenig Rechenaufwand 
für das aufgenommene Audiosignal nötig, es muss nur 
festgestellt werden, ob ein Signal empfangen wurde oder 
nicht. Des Weiteren können, außer der Raumnummer, auch 
mehr Informationen in das Paket eingebunden werden. Von 
textuellen Beschreibungen über die Raumausstattung, 
Belegungsplänen bis hin zu IP-Adressen von verfügbaren 
Projektoren für Präsentationen ist alles denkbar. Der 
Hauptvorteil jedoch liegt darin, dass dieses System 
komplett softwareseitig und kostengünstig in bestehende 
Hardware zu integrieren ist. 
3. RAUMBESCHREIBUNGSMODELLE 
Bei der Verwendung von digitalen Gebäudeplänen zur 
Ortung, Positionierung und zum Routing für Location-
based Services stellt sich auch die Frage wie man diese 
Pläne im Speicher repräsentiert und welche Informationen 
notwendig sind. Für diesen Zweck sind vor allem zwei 
Modelle der Raumbeschreibung interessant: Mengen-
Basierte und Graph-Basierte Modelle [10]. 
3.1 Mengen-Basierte Modelle 
Bei einem Mengen-Basierten Modell [10] werden alle in 
dem Gebäude vorhandenen Orte in Mengen bzw. Mengen-
Hierarchien eingeordnet. So kann beispielsweise das 
Gebäude als Menge von Etagen, die Etagen wiederum als 
Menge von Gängen und die Gänge als Menge von Räumen 
beschrieben werden (siehe Abbildung 3). 
 
Abbildung 3. Beschreibung eines Gebäudes mit zwei 
Etagen als Mengenmodell. 
 
Diese Art von Modell lässt sich besonders einfach 
beschreiben und durchsuchen, jedoch ist es für den Zweck 
des Routings weniger geeignet, da keine Informationen über 
Nachbarschaftsbeziehungen zwischen den einzelnen 
Elementen der Mengen gegeben sind. Dieses Problem kann 
man teilweise umgehen, indem man zu jedem Raum noch 
einen Zeiger auf den rechten und linken Nachbarn 
speichert, jedoch ist das Routing trotzdem noch 
vergleichsweise kompliziert, da man immer noch einzeln 
die Menge durchsuchen muss. 
3.2 Graph-Basierte Modelle 
Graph-Basierte Modelle [10] beschreiben das Gebäude als 
Graph aus Knoten und Kanten. Die Knoten sind hierbei die 
kleinsten Elemente, die betrachtet werden. Dies können 
einzelne Räume oder auch Türen sein. Die Kanten 
beschreiben die Nachbarschaftsrelation zweier 
angrenzender Knoten und können auch mit Informationen 
wie z.B. Entfernungen belegt werden (siehe Abbildung 4). 
 
 
Abbildung 4. Darstellung einer Etage in Graphform, 
dessen Kanten Nachbarschaft bzw. Verbindung durch 
Türen, zwischen den einzelnen Räumen, darstellen. 
 
Das Gebäude bildet somit einen sehr komplexen Graph, 
welcher sehr gut geeignet für einen Routing-Algorithmus 
ist, um einen bestimmten Weg durch das Gebäude zu 
finden. In der Betrachtung von verschiedenen 
Größenelementen, wie Etagen oder Gängen, ist er jedoch 
schwer überschaubar und bei der Suche eines einzelnen 
Raumes im Vergleich zu einem Mengen-Basierten Modell 
weniger effizient. Es fehlen hierbei die, bei einem Mengen-
Basierten Modell von Natur aus gegebenen Detail- bzw. 
Zoomstufen, da nicht wie bei Mengen-Basierten Modellen 
verschiedene Untermengen ausgeblendet werden können, 
wie z.B. das Ausblenden der Räume einer Etage und 
Betrachten der Etagen als kleinste Einheit, sondern der 
Graph als ganzes Gebilde der kleinsten Elemente 
zusammenhängt. 
3.3 Kombination der Modelle  
In dieser Betrachtung deutet sich an, dass die Schwächen 
des einen Modells die Stärken des Anderen sind. Somit 
liegt eine Kombination dieser Modelle nahe [10]. Hierfür 
kann man beispielsweise eine Graph-Basierte Ansicht für 
eine Etage oder einen Gang benutzen, um das Routing zu 
ermöglichen, aber den Graph nicht zu groß werden zu 
lassen, und das gesamte Gebäude als Mengen-Basiertes 
Modell dieser Teilgraphen darstellen, um verschiedene 
Detailstufen einzuführen. Dies wird möglich, da der 
Übergang zwischen den Etagen meist nur an wenigen 
Stellen stattfindet und daher das Routing hier auch an einem 
Mengenmodell vergleichsweise einfach ist. Wo die 
Übergänge in den einzelnen Etagen zu finden sind, 
beschreibt wiederum das Graph-Basierte Modell. So ergibt 
sich eine „Scheiben-Ansicht“ von Graph-Basierten 
Etagenplänen in einem Mengen-Basierten Gebäudeplan. 
Dies stellt gleichzeitig die Hierarchie der Detailebenen her, 
wie sie bei einem Mengen-Basierten Modell üblich sind 
und damit die Zoom-Eigenschaften und Skalierbarkeit, 
sowie die Zusammenhänge der einzelnen Knoten eines 
Graph-Basierten Modells, die für das Routing wichtig sind. 
4. EVALUATION 
Bei diesem Angebot an Raumerkennungsmethoden, stellt 
sich nun die Frage, welche für den Zweck der 
Raumerkennung am geeignetsten ist, bzw. für welches 
Einsatzgebiet der Raumerkennung welche Ortungsmethode 
passend ist (siehe Tabelle 1). 
 
Tabelle 1. Vergleich der Ortungsmethoden (Bewertung 
zwischen 1 und 5 Sterne, mehr Sterne bedeuten eine 
höhere Bewertung) 
  
Wlan - 
Lateration 
Wlan - 
Fingerprinting 
Bluetooth Ultraschall 
Stand der 
Entwicklung 
*** ***** ** * 
Installations- 
aufwand 
* **** * ***** 
Verbreitung ** ***** * ** 
Zuverlässig- 
keit 
*** **** *** **** 
 
Als erstes wäre der Entwicklungsstand zu untersuchen. Eine 
Technologie, welche schon in vielen Projekten getestet und 
weiterentwickelt wurde und es auch schon zum Einsatz in 
der Praxis geschafft hat wäre einer Technologie, die noch in 
der anfänglichen Entwicklungsphase steckt, vorzuziehen. 
Die Ortung über Wlan, vor allem das Fingerprinting, ist, 
was den Entwicklungsfortschritt angeht, bis jetzt am 
weitesten ausgereift. Sie wurde schon in unzähligen 
Forschungsprojekten untersucht und weiterentwickelt und 
findet auch in der Praxis bei der Indoor-Positionierung, an 
Stellen wo kein GPS-Empfang möglich ist, breite 
Anwendung. Die Ortungsverfahren über Bluetooth und 
Ultraschall sind hierbei in der Entwicklung noch nicht so 
weit vorangeschritten. 
Als nächstes wäre die Kostenfrage zu stellen. Hier sind vor 
allem softwareseitige Lösungen anzustreben, da dafür keine 
zusätzliche Hardware gekauft werden muss. Alle an dieser 
Stelle betrachteten Methoden versuchen ohne zusätzliche 
Hardware auszukommen. Somit liegen die Kosten lediglich 
im Bereich des Aufwandes der Installation. Dieser ist vor 
allem bei dem durch das Projekt WALRUS [9] 
beschriebenen Ultraschall-Positionierungsverfahren sehr 
gering. Hier muss die nötige Software nur auf den 
entsprechenden Rechnern in den Räumen installiert und 
jeweils die Raumnummer bei der Installation eingetragen 
werden. Auch noch relativ einfach ist das Einlesen von 
Fingerprints für die Ortung per Wlan-Fingerprinting. Hier 
reicht es mit unter, wenn pro Raum ein Fingerprint der 
umliegenden Accesspoints als Startwert gespeichert wird 
und das System intelligent mitlernt und somit die 
Datenbank im laufe der Zeit verbessert. Bei den anderen 
Ortungsmethoden, also bei der Lateration über Wlan und 
der Bluetooth-Ortung, ist der Installationsaufwand höher, 
da hier die genauen Positionen der Wlan-Accesspoints bzw. 
der Bluetooth-Sender bestimmt werden und gewisse 
Einflussfaktoren wie beispielsweise Wände, für die 
Kalibrier- und Korrekturwerte, ermittelt werden müssen.  
Der wichtigste Aspekt jedoch, da es an dieser Stelle 
vorrangig um das Verwenden bereits vorhandene 
Informationen/Technologien geht, ist hierbei die 
Verbreitung eben dieser Informationsquellen. Dabei kommt 
es vor allem auf das Gebäude und dessen nähere Umgebung 
an, in dem die Positionierung etabliert werden soll. Die 
Ortungsmethode, welche Ultraschall benutzt, setzt voraus, 
dass sich in jedem Raum des Gebäudes, in dem eine 
Positionierung funktionieren soll, ein Gerät befinden muss, 
welches zum einen Lautsprecher zur Abgabe des 
Ultraschalltones besitzt und zum anderen im Stande ist die 
Java-Basierte Software auszuführen. Deshalb bietet sich 
dieser Ansatz vor allem für Gebäude an, in denen sich in 
jedem Raum PCs befinden, wie z.B. Bürogebäude, Ämter, 
Firmengebäude und die Räumlichkeiten einer Universität, 
also in erster Linie größere öffentliche, staatliche oder 
gewerbliche Gebäude. Für den privaten Einsatz, wie etwa 
im Bereich Smart-Home, sind die Voraussetzungen eher 
ungeeignet. Die Macher von WALRUS geben zwar 
Vorschläge [9] um die Technologie auch in Räume ohne 
PC zu integrieren, etwa mit speziellen Ultraschall-Baken 
die in eine Glühbirnenfassung integriert werden können, 
jedoch stellt dies wieder eine zusätzliche Investition in 
Hardware dar. Ebenso sieht es bei den Verfahren der 
Lateration über Wlan und der Bluetooth-Ortung aus. In 
größeren Gebäuden, wie oben genannt, sind genügend 
solche Accesspoints als Ankerpunkte vorhanden, in 
gewöhnlichen Haushalten jedoch finden sich zu wenig 
dieser Geräte um eine Positionierung zu gewährleisten. 
Wobei speziell bei der Bluetooth-Ortung die Frage zu 
stellen ist, ob eine flächendeckende Versorgung mit 
Bluetooth-Hotspots, selbst in technisch gut ausgestatteten 
Firmengebäuden, für jeden Raum überhaupt praktikabel ist. 
Wo die Reichweite von Wlan wesentlich größer ist und 
damit eine bessere Abdeckung für die Lateration 
wahrscheinlicher wird, müsste bei Bluetooth-Hotspots, 
deren Reichweite im Normalfall 10m beträgt, eine 
wesentlich höhere Dichte von Geräten sichergestellt 
werden. In der Praxis dürfte diese Abdeckung eher weniger 
praktikabel sein. Des Weiteren sind solche Accesspoints in 
Privathaushalten meistens nicht fest angebracht und können 
bewegt werden, was jedoch die vorher notwendige 
Ausmessung der Positionen zunichte und die Messungen 
fehlerhaft machen würde. In dichter besiedelten Regionen, 
wie Städten oder größeren Dörfern bietet sich für die 
Privatanwendung vor allem das Fingerprinting an. Hier sind 
in der näheren Umgebung meist mehrere Wlan-
Accesspoints gegeben. Mittlerweile sind in vielen 
Haushalten ein oder sogar mehrere Accesspoints 
angebracht. So können diese und auch die der näheren 
Nachbarn, als Ankerpunkte zur Erstellung einer 
Fingerprint-Datenbank genutzt werden. 
Zusammenfassend ist die Ultraschall-Ortung besonders 
geeignet für Gebäude mit vielen PCs, die Wlan-Lateration 
für Gebäude mit flächendeckender Wlan-Versorgung und 
fest angebrachten Accesspoints, die Bluetooth-Ortung für 
Räumlichkeiten mit viel fest integrierter Bluetooth-
Peripherie und das Wlan-Fingerprinting überall da, wo sich 
in der Umgebung viele Wlan-Netze befinden. 
Ein weiterer Aspekt der Betrachtung ist die Zuverlässigkeit 
gegenüber von Ortungsungenauigkeiten. Ein Problem, 
welches die Lateration im Allgemeinen betrifft, ist die 
Anfälligkeit für Störquellen. Feste Störquellen, wie 
beispielsweise Wände, müssen bei der Installation 
berücksichtigt werden und in Kalibierwerte eingerechnet 
werden. Was jedoch nicht vorhersehbar und deswegen nicht 
eingerechnet werden kann, sind veränderliche oder 
bewegliche Störfaktoren, wie z.B. sich verändernde 
elektromagnetische Felder, die den Empfang stören oder 
das Verändern der Umgebung durch das Öffnen einer Tür, 
Möbelrücken oder Umbauarbeiten. Alle diese können über 
kurz oder lang zu Fehlern führen und macht eine 
regelmäßige Neukalibrierung notwendig. Dies gilt sowohl 
für die Lateration über Wlan als auch für die über 
Bluetooth. Auf Fingerprinting basierende Systeme sind 
dafür weniger anfällig. Zum einen kann das System über die 
Zeit mitlernen, zum anderen ist diese Ortung, durch ihre 
näherungsbasierte Natur, robuster gegenüber kleineren 
Veränderungen, da es für einen Raum in der Regel nach 
einiger Zeit mehrere Fingerprints gibt. Völlig immun 
gegenüber solchen Umgebungsveränderungen ist es jedoch 
auch nicht. Vor allem wenn zu wenige Router in der 
Umgebung verfügbar sind, kann das verändern einer 
Signalstärke schon zu Fehlinterpretationen des Fingerprints 
führen. Die Ortung über Ultraschall, wie im Projekt 
WALRUS [9] beschrieben, ist ebenfalls als vergleichsweise 
zuverlässig einzuschätzen, weil der Ultraschall, welcher in 
einem Raum abgegeben wird, nicht durch Wände und nur 
minimal durch offene Türen aus dem Raum dringt. In 
anderen Räumen führt dieser somit nicht zu 
Fehldetektionen, da er, obwohl bei offenen Türen noch zu 
hören, ab einer gewissen Ausbreitungsdauer nicht mehr als 
synchron zum empfangenen Wlan-Paket erkannt wird. 
5. SCHLUSSFOLGERUNG 
Schlussendlich gibt es viele verschiedene Methoden seinen 
Raum zu bestimmen, ein Patentrezept gibt es dabei jedoch 
nicht, da die vorhandene Infrastruktur die Möglichkeiten 
festlegt. Viele Methoden nutzen hierbei vorhandene Wlan-
Netze.  
Das Fingerprinting über Wlan ist die wohl viel 
versprechendste Methode, da sie zum einen in der 
Installation relativ einfach durchzuführen ist und zum 
anderen Wlan heute schon eine so hohe Verbreitung 
genießt, dass sie an vielen Stellen kostengünstig realisierbar 
wäre.  
Dort wo die Abdeckung mit Wlan-Accesspoints zu gering 
ist, um genug Informationen zum Fingerprinting zu 
bekommen, jedoch in jedem (zur Ortung interessanten) 
Raum ein java-fähiges Gerät mit Lautsprechern ist, bietet 
sich die Methode der Ultraschall-Ortung des Projektes 
WALRUS [9] an.  
Die Ortung über Lateration über Wlan hingegen wirkt für 
den Zweck der reinen Raumbestimmung zu 
überdimensioniert. Diese Methode wurde für höhere 
Genauigkeiten entwickelt, um den Nutzer auch innerhalb 
eines Raumes zu orten. Das spiegelt sich auch in dem 
erhöhten Aufwand wieder, dieses System zu installieren. Ist 
eine Infrastruktur vorhanden, auf der ein Lateration-
basiertes Ortungssystem aufgesetzt werden könnte, ist ein 
Fingerprinting-basiertes System, was dieselben 
Hardwarevoraussetzungen stellt, aufgrund des geringeren 
Aufwandes zu bevorzugen.  
Bluetooth-Ortung ist nur in Einrichtungen mit viel 
Bluetooth-basierter Peripherie eine Option, da um eine 
flächendeckende Versorgung mit Bluetooth-Accesspoints 
zu gewährleisten, aufgrund der geringen Reichweite dieser 
Technologie, in vielen Gebäuden zusätzliche Accesspoints 
installiert werden müssten. 
6. AUSBLICK 
Was der Nutzer in jedem Fall bei allen betrachteten 
Verfahren mit sich führen muss, ist ein mobiles Endgerät, 
wie ein Smartphone, Tablet, PDA oder Laptop, welches für 
all diese Ortungsmethoden einen Ankerpunkt bildet. Dies 
kann sich jedoch in nächster Zeit auch ändern, wie der 
folgende Ausblick zeigen soll. 
Zu den besprochenen Methoden werden in Zukunft noch 
weitere hinzukommen, denn mit der technologischen 
Weiterentwicklung kommen auch neue nutzbare 
Informationen in die Lebens- und Arbeitsräume des 
Menschen.  
Ein Gebiet, an dem heute schon Forschung betrieben wird, 
ist die Nutzung von vorhandenen Kameras zur 
Gesichtserkennung [11]. Hierbei werden beispielsweise fest 
installierte Überwachungskameras dazu verwendet, 
automatisch in einen Raum ein- und ausgehende Personen 
anhand ihres Gesichtes zu identifizieren. Folglich können 
die im Gebäude vorhandenen Personen in einer sich ständig 
aktualisierenden Liste geführt und abgefragt werden. Somit 
kann eine Person immer bei dieser zentralen Sammelstelle 
abfragen wo sie sich befindet. Das momentan größte 
Problem dabei sind die schwierigeren 
Umgebungsbedingungen unter denen ein Gesicht erkannt 
werden muss. Wo bei der herkömmlichen 
Gesichtserkennung eine frontale Aufnahme der Person 
erfolgt, diese also ausdrücklich in eine Kamera blicken 
muss, sind Überwachungskameras meistens in den oberen 
Ecken eines Raumes angebracht. Die Folgen sind, dass das 
Gesicht der Person nur in einem kleinen Bildabschnitt zu 
sehen ist und somit, zu der ohnehin meist schlechten 
Bildqualität einer Überwachungskamera, nur ein gering 
aufgelöstes Gesicht zu erkennen ist. Weitere Probleme bei 
der Aufnahme sind unterschiedliche Lichtverhältnisse im 
Raum, teilweise Verdeckungen von Gesichtern durch 
Kleidung, Hände oder Einrichtungsgegenstände, sowie 
unterschiedliche Gesichtsausdrücke der Personen, welche 
dazu führen, dass im System bekannte Gesichtsmuster nicht 
auf das aufgenommene Bild angewandt  werden können. 
Des Weiteren ist das aufgenommene Gesicht durch den 
Aufnahmewinkel der Kamera meistens nur seitlich zu 
sehen, was die Erkennung ebenfalls erschwert. 
Durch verbesserte Erkennungs-Algorithmen [11] wird es 
jedoch unter Umständen in Zukunft möglich sein diese 
Überwachungskameras in Gängen und Räumen von 
öffentlichen Gebäuden für den Zweck der Raumerkennung 
zu nutzen. 
Ein weiterer Ansatz ist die Verwendung von RFID-Tags zur 
Erkennung der Bewegung von Personen in einem Gebäude 
[12]. Die RFID-Technologie findet immer mehr den Weg in 
unser alltägliches Leben. Viele Objekte sind mit den immer 
kleiner und günstiger werdenden RFID-Tags ausgestattet. 
Im Projekt sTrack [12] wurde beispielsweise beschrieben 
wie man in Türrahmen angebrachte RFID-Reader 
verwenden kann, um die Bewegung von RFID-Tags, 
welche beispielsweise von Personen getragen werden, zu 
erkennen um somit anhand des zuletzt Passierten RFID-
Readers fest zu stellen in welchem Raum sich dieser Tag 
und infolgedessen diese Person aufhält. Der Vorteil liegt 
hierbei darin dass die RFID-Tags kostengünstig in der 
Anschaffung sind und keine Stromversorgung benötigen, 
also beispielsweise in Firmenausweise oder Geldbörsen 
integriert werden können und somit komplett unsichtbar für 
die Nutzer sind. Der Kostenfaktor dabei ist viel mehr die 
Ausstattung der Türrahmen mit vernetzten RFID-Readern, 
was in Zukunft jedoch eventuell kostengünstiger und damit 
attraktiver werden könnte.  
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ABSTRACT 
In diesem Artikel wird ein Überblick darüber geben, was soziale 
Netzwerke bzw. Social Networking Services (SNS) sind und 
welche Funktionen sie bieten. Vorgestellt werden dabei 
exemplarisch die weltweiten SNS Facebook, Google, Twitter, 
Xing und Foursquare. 
Es wird versucht, die Nutzer von SNS und die Nutzer des 
öffentlichen Personennahverkehrs (ÖPNV) zu ermitteln und eine 
Schnittmenge zu bilden. Abgestimmt auf diese Zielgruppe werden 
die Anforderungen an eine Integration des ÖPNVs in SNS 
analysiert. 
Es werden bereits vorhandene Integrationen werden vorgestellt 
und weiterhin Probleme bei den Transportunternehmen, aber auch 
bei den SNS aufgezeigt. Abschließend werden Ideen für eine 
zukünftige, stärkere Integration von SNS in den ÖPNV 
beschrieben. 
Categories and Subject Descriptors 
H.3.4 [Social networking] 
General Terms 
Economics, Human Factors 
Keywords 
Public transport; social network; innovation 
 
1. EINLEITUNG 
Vor 20 Jahren, am 21. April 1993, veröffentlichten die Studenten 
Eric Bina und Marc Andressen den Browser NCSA Mosaic und 
machten das Internet massentauglich [1]. Heute hat das Internet 
die Welt revolutioniert. Es verändert die Art wie wir einkaufen, 
wie wir Wissen speichern und suchen, wie wir Personen finden 
und mit ihnen kommunizieren, wie Unternehmen arbeiten, aber 
auch wie wir Kriege führen und Menschenrechte einschränken. 
Die technischen Entwicklungen der letzten Jahre haben Social 
Networking Services (SNS) ermöglicht, welche der breiten Masse 
die Möglichkeit bieten Informationen zu teilen und für alle Welt 
sichtbar zu machen.  
Personen, denen sonst aufgrund der räumlichen Distanz nicht 
möglich gewesen wäre, können sich dort zusammenfinden, mit 
einander in Kontakt treten und Informationen austauschen. Einen 
Überblick über die wichtigsten SNS und eine Klassifizierung der 
Funktionen soll Abschnitt 2 geben. 
Das Internet wird bereits von den meisten Unternehmen für die 
Kundenbindung, Kundeninformation und Kundenwerbung 
genutzt. Viele Transportunternehmen nutzen das Internet aber 
auch, um Abfahrtzeiten zu veröffentlichen, Informationen zu 
verbreiten und Feedback zu erhalten. Die Integration von SNS in 
die Planung und den Betrieb des öffentlichen 
Personennahverkehrs (ÖPNV) wird jedoch noch nicht effektiv 
genutzt. Abschnitt 3 soll sowohl die Anforderungen der Nutzer 
bei der Integration von SNS in den ÖPNV aufzeigen, als auch ein 
generelles Verständnis für den ÖPNV schaffen. Dabei sollen die 
Fragen betrachtet werden was ÖPNV ist und welche Funktionen 
der SNS es gibt, um den öffentlichen Personennahverkehr 
effizienter zu gestalten. 
 
Abbildung 1. Wichtige Dienste im Web 2.0 [5] 
 
Welche Anforderungen bereits jetzt vollständig oder teilweise 
umgesetzt wurden und was für Probleme sich daraus aufseiten der 
Transportunternehmen, der Nutzer, aber auch der SNS ergeben, 
wird in Abschnitt 4 näher betrachtet.  
Im darauf folgenden Abschnitt wird auf Ideen zur zukünftigen 
Umsetzung der Nutzeranforderungen eingegangen. Speziell wird 
dabei die Planung des ÖPNVs betrachtet und die Frage, welche 
Ansprüche an die SNS gestellt werden.  
 
 
 
2. SOCIAL NETWORKING SERVICES 
Harvard 2003: Der junge Programmierer Mark Zuckerberg 
arbeitet an seinem neusten Projekt. Die Studenten seines Colleges 
sollen ihr soziales Leben in das Internet übertragen und für die 
Öffentlichkeit zugänglich machen. Er erkennt, dass Menschen 
über das Internet erfahren möchten, was ihre Freunde machen. 
Vom Erfolg überrollt, wird Zuckerberg zum jüngsten Milliardär 
der Welt. So wird die Geschichte über die Entstehung von 
Facebook im 2010 erschienenen Film „The Social Network“ 
erzählt. Mittlerweile zählt Facebook weltweit etwa eine Milliarde 
Nutzer, davon alleine 25.000 Nutzer in Deutschland [18]. 
Neben Facebook werden auch Angebote wie MySpace, MeinVZ, 
Google+, Xing und viele Weitere als SNS bezeichnet. Dabei 
werden SNS von Boyd et al. (2007) als web basierte Dienste, 
welche Individuen die Konstruktion von öffentlichen oder semi-
öffentlichen Profilen, in einem begrenzten System ermöglichen, 
bezeichnet. Die Gliederung von Nutzern, mit denen sie in 
Verbindung stehen, erfolgt in Listen. Die Ansicht und 
Durchquerung ihrer Verbindungslisten und denen von anderen 
Nutzern ist ausdrücklich erlaubt. Die Art der Verbindung ist dabei 
von Webseite zu Webseite verschieden. [3]. 
Im allgemeinen Sprachgebrauch wird häufig der Begriff soziales 
Netzwerk für SNS genutzt. Dies ist nicht treffend, da ein SNS ein 
Anwendungssystem für soziale Netzwerke ist. 
2.1 Überblick über die wichtigsten SNS 
Mittlerweile existiert eine unüberschaubare Menge an SNS. In 
Abhängigkeit von der Region, des Geschlechts, des Berufs und 
vieler weiterer Faktoren melden sich Nutzer bei dem einen oder 
anderen SNS an. 
In diesem Artikel werden exemplarisch für alle SNS fünf 
ausgewählt und vorgestellt. Die Entscheidung fiel dabei auf 
Facebook und Google+ wegen ihrer großen internationalen 
Verbreitung, auf Twitter wegen des deutlich abweichenden 
Konzepts und der weltweiten Bekanntheit, auf Xing wegen der 
Ausrichtung auf geschäftliche Kontakte, sowie auf das 
geodatenbasierte Foursquare.  
2.1.1 Facebook 
Facebook wurde 2004 gegründet und zählt inzwischen nach 
eigenen Angaben 1,1 Milliarden Nutzer [7]. Das Unternehmen mit 
einem Börsenwert von etwa 40 Milliarden Euro [8] und 4900 
Angestellten, ist der weltweit größte SNS. Es wird jeden Monat 
von 751 Millionen Nutzern zum Teilen von Fotos, 
Veranstaltungen, Terminen, Interessen und dem persönlichen 
Leben genutzt. 
Benutzer verfügen bei Facebook über eine Profilseite, der 
Timeline, auf der sie Bilder, Informationen über ihre Person und 
Interessen veröffentlichen. Freunde können in Freundeslisten 
sortiert und verwaltet werden. Bilder können in Alben 
hochgeladen und kommentiert werden. 
Die Profilseiten von Unternehmen und Orten heißen Fanseite und 
kann von Nutzern über den „gefällt mir“ Button ihren Interessen 
hinzugefügt werden. 
Private Nutzer und Unternehmen haben vielfältige Möglichkeiten 
Veranstaltungen zu veröffentlichen und zu planen. Zusätzlich 
besteht die Möglichkeit mit anderen Nutzern zu spielen, zu 
kommunizieren oder Gruppen zu bilden. 
2.1.2 Google+ 
Der SNS von Google heißt Google+. Er ist seit September 2011 
frei nutzbar und hat 500 Millionen Nutzer, wovon nach eigenen 
Angaben 235 Millionen den SNS aktiv nutzen [10]. 
Bei Google+ heißt die Profilseite Profil und zeigt neben seinem 
Stream Informationen über die Person, Fotos und Videos an. 
Kontakte lassen sich in Kreisen sortieren und Beiträge werden bei 
Google+ für ganz bestimmte Nutzer oder Kreise geteilt und im 
Stream angezeigt. Bilder können in Alben sortiert und von dem 
Nutzer selbst oder anderen Nutzern kommentiert werden. 
Gefällt einem Nutzer ein Beitrag, ein Bild, ein Kommentar oder 
aber auch ein Suchergebnis oder eine Webseite, kann er dies 
durch einen Klick auf die +1 Schaltfläche zeigen. 
Neben dem normalen Chat können sich Nutzer auch in Hangouts 
zu Video-Chats treffen. Es ist auch möglich Aufnahmen live über 
Hangouts einem breiten Publikum zur Verfügung zu stellen. 
Mit Communities haben die Nutzer die Möglichkeit Gruppen zu 
bestimmten Themen zu bilden. Spielen ermöglicht Google+ unter 
dem Punkt Games. 
2.1.3 Twitter 
Gegründet wurde Twitter im März 2006. Angemeldet sind etwa 
500 Millionen Nutzer. In Deutschland gibt es circa 600.000 aktive 
Twitter Accounts [19]. 
Der Schwerpunkt liegt bei Twitter auf sogenannten Tweets. 
Tweets sind maximal 140 Zeichen lange Textnachrichten, wobei 
der Nutzer entscheidet wer die Nachricht empfangen kann, und, 
an wen er sie versendet. Ähnlich einem Schneeballsystem 
verbreiten sich Tweets durch retweeten fast in Echtzeit über die 
ganze Welt. Es ist auch möglich Kommentare zu einem Beitrag 
abzugeben. 
Leser, die die Beiträge eines Autors oder Twitterer abonniert 
haben, werden Follower genannt. Mit 36 Millionen Followern ist 
der kanadische Teenage Popstar Justin Biber aktuell führend. 
Eine entscheidende Rolle nehmen bei Twitter Hashtags ein. Vor 
einzelne Wörter kann ein Hashtag, oder deutsch Doppelkreuz (#) 
gesetzt werden, um das Wort zu markieren. Hashtags fungieren 
als Schlagwort und erleichtern die Gruppierung nach Themen. 
Es ist jedem Nutzer möglich, die Tweets anderer Nutzer als 
Favorit zu kennzeichnen. Die Anzahl an Nutzern, welche einen 
Beitrag als Favorit markieren, ist ein wesentliches Merkmal für 
den Erfolg eines Tweets. 
2.1.4 Xing 
Xing ist ein SNS, in dem Nutzer vor allem ihre beruflichen 
Kontakte verwalten können. Benutzer können auf ihrem Profil 
sowohl private als auch berufliche Daten eintragen. Diese werden 
ähnlich einem Lebenslauf übersichtlich dargestellt. 
Hauptunterscheidungsmerkmale zu anderen SNS sind die 
Darstellung des Kontaktnetzes und die detaillierte Suche. Neben 
den Stellenanzeigen können Unternehmen so gezielt nach neuen 
Mitarbeitern mit einem speziellen Anforderungsprofil suchen. 
2.1.5 Foursquare 
Bei Foursquare können Nutzer sich mit Freunden verbinden und 
ihren aktuellen Standort bekannt geben. Der SNS funktioniert 
hauptsächlich über Smartphone-Apps für eine große Anzahl an 
Plattformen. 
Nutzer können an Standorten einchecken und diese bewerten. Die 
Bewertungen aller Nutzer ergeben einen Score Wert. Befindet 
 
 
sich ein Nutzer an einem Standort, an dem bereits andere Nutzer 
Bewertungen abgegeben haben, sind diese für ihn sichtbar. 
Für jeden Check-in werden Punkte vergeben. Ist ein Nutzer 
besonders häufig oder regelmäßig an einem Standort, erhält er ein 
Badge. Dies ist vergleichbar mit einem Abzeichen. 
2.2 Funktionen von SNS 
Die zwischenmenschliche Kommunikation, die Kontaktfindung 
und die Koordinierung kann durch SNS unterstützt werden. 
Richter et al. (2008) haben durch die Analyse von mehreren SNS 
sechs Funktionalitätsgruppen identifiziert. Diese sind in 
Abbildung 2 entsprechend der typischen Nutzungsfolge 
dargestellt. Dabei ist jedoch weder der Einstiegsschritt, noch die 
Abfolge starr. [17] 
 
Abbildung 2. Prozess des Social Networking [17] 
2.2.1 Identitätsmanagement 
Das Profil ist ein wesentliches Merkmal aller SNS und eine 
Möglichkeit des Identitätsmanagements. Der Nutzer kann auf 
seinem Profil bewusst Informationen präsentieren. Diese Funktion 
stellt für viele Nutzer einen besonderen Anreiz dar, um sich 
immer wieder im SNS anzumelden. 
Die Selbstdarstellung als soziales Bedürfnis des Menschen wird 
durch die Präsentation der Daten gestillt. Weitere Möglichkeiten 
persönliche Informationen auf seinem Profil darzustellen sind der 
Gruppenbeitritt oder die Bekundung, dass einem etwas gefällt 
[14]. 
Häufig werden auf dem eigenen Profil auch Gespräche mit 
Freunden geführt um sich vor den Konsumenten noch stärker 
bekannt zugeben. 
Die Art des Identitäsmanagements ist vielfältig umgesetzt. 
Facebook setzt auf die Chronik, Google+ auf das Profil. Bei 
beiden Varianten werden chronologisch alle Aktivitäten des 
Nutzers darstellt. Bei Twitter sind nur die Tweets, ein 
Hintergrundbild, ein Logo, einige statistische Informationen und 
eine kurze Beschreibung sichtbar. Foursquare zeigt ein Profilbild, 
die Badges, Freunde und Standorttipps an, Xing ein Profil, 
ähnlich einem tabellarischen Lebenslauf. 
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Abbildung 3. Lufthansa Profil auf Facebook und Twitter 
2.2.2 Expertensuche 
Jede Person verfügt über spezielles Wissen. Die Expertensuche 
soll dabei helfen Nutzer mit anderen Nutzern zusammenzuführen, 
welche über das gesuchte Wissen verfügen. Besonders in 
Businessnetzwerken wie Xing wird eine besonders detailliert 
Suche umgesetzt. 
Viele SNS machen auf Grundlage der Interessen, 
Profilinformationen und Verbindungen Vorschläge mit potenziell 
interessanten Kontakten. 
SNS, die ihren Schwerpunkt auf den privaten Bereich legen, 
ermöglichen häufig nur eine einfache Suche nach Name und 
Standort. Auf geschäftliche Kontakte ausgerichtete SNS, wie 
Xing, bieten in der Regel eine detaillierte Suche an. 
2.2.3 Kontextawareness 
SNS zeigen dem Nutzer häufig Gemeinsamkeiten zwischen der 
eigenen Identität und der von anderen Nutzern an. Besucht man 
auf Facebook ein fremdes Profil bekommt man direkt 
gemeinsame Freunde präsentiert. Auch die Kontaktvorschläge 
enthalten häufig Hinweise auf gemeinsame Freunde oder 
Interessen. Das so geschaffene Vertrauen hilft dem Nutzer 
menschliche Beziehungen herzustellen. 
2.2.4 Kontaktmanagement 
Der große Vorteil von SNS ist, dass jeder seine eigene Identität 
verwalten und ständig aktualisieren könnte. Nutzer müssen sich 
nur noch miteinander vernetzen und haben so ständigen Zugriff 
auf aktuelle Informationen. 
Google+ bietet die Möglichkeit, seine Kontakte in Kreisen zu 
verwalten, Facebook lädt den Nutzer ein, Freunde in Listen zu 
ordnen. Für Listen können unterschiedliche 
Benachrichtigungsoptionen eingestellt werden um die 
Netzwerkawareness zu verbessern. 
2.2.5 Netzwerkawareness 
Netzwerkawareness bezeichnet das Bewusstsein über Aktivitäten 
von anderen Nutzern und ist ein wesentlicher Erfolgsfaktor von 
SNS. Die Aktivitäten anderer Nutzer werden übersichtlich nach 
dem Login präsentiert. Dies können aktuelle Statusmeldungen, 
Geburtstagserinnerungen oder neue Veranstaltungen sein. 
Je mehr interessante Informationen dem Nutzer zur Verfügung 
stehen, desto länger hält er sich in einem SNS auf. Neben der 
direkten Anzeige von Informationen nach dem Login hat der 
Nutzer vielfältige Möglichkeiten der Informationsbeschaffung. 
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2.2.6 Kommunikation 
Die meistgenutzte Funktion in SNS ist der Austausch von 
Nachrichten. Dies ist in Gruppen, Chats, Hangouts, Communities, 
Statusmeldungen oder Kommentaren möglich. 
Es ist möglich Wissen auszutauschen oder über Funktionen wie 
Anstupsen sich in das Gedächtnis eines anderen Nutzers zu rufen. 
Statusmeldungen ermöglichen dem Nutzer sofort sein gesamtes 
Netzwerk zu erreichen und Nachrichten zu verbreiten. [17] 
2.3 Vergleich von SNS 
Tabelle 1 gibt einen Überblick über die integrierten Funktionen in 
den ausgewählten SNS. Es wird dabei deutlich, dass alle 
Netzwerke die Grundfunktionen integrieren. Die Art der 
Integration unterscheidet sich jedoch deutlich. 
 Facebook Google Twitter Xing Foursquare 
Identitäts-
mgmt. 
X X (X) X X 
Experten-
suche 
(X) (X) (X) X (X) 
Kontext-
awareness 
X X X X X 
Kontakt-
mgmt. 
X X X X X 
Netzwerk-
awareness 
X X X X X 
Kommuni-
kation 
X X X (X) (X) 
X = Funktion vorhanden, (X) = Funktion teilweise vorhanden 
Tabelle 1. Funktionen von SNS Vergleich nach Netzwerk 
Während Twitter nur einige wenige Informationen auf dem Profil 
anzeigt, ist es bei Facebook und Google+ möglich alle Ereignisse, 
Aktivitäten und Interessen seines Lebens zu veröffentlichen.  
Die Expertensuche unterstützen die ausgewählten SNS, mit 
Ausnahme von Xing, nur teilweise. Es ist möglich, nach 
Benutzernamen zu suchen, eine Filterung ist kaum möglich. Xing 
ermöglicht eine umfassende Suche nach Profilinformationen. 
Xing bietet nur eine eingeschränkte Kontaktfunktion für 
Standardnutzer. Premiummitglieder können alle Nutzer 
kontaktieren und haben umfassendere 
Kontaktverwaltungsmöglichkeiten. Facebook, Google+ und 
Twitter bieten kostenfrei die Möglichkeit der Kommunikation mit 
anderen Nutzern. Foursquare sieht keine direkte Kommunikation 
zwischen zwei Nutzern vor. 
Alle weiteren Funktionen werden von den ausgewählten SNS 
unterstützt und stehen jedem Nutzer vollständig zur Verfügung. 
2.4 Nutzergruppen von SNS 
59% der Nutzer von SNS sind täglich in diesen aktiv. Knapp die 
Hälfte der Nutzer verbringt bis zu zwei Stunden pro Tag im SNS 
und etwa 11% bleibt sogar mehr als zwei Stunden dort [11]. Der 
folgende Abschnitt soll aufzeigen, wer diese Nutzer sind, und 
anhand welcher Merkmale sie sich identifizieren lassen. Alle in 
diesem Abschnitt genannten Zahlen und Statistiken beziehen sich 
auf Internetnutzer in Deutschland im Herbst 2011. 
Bei der Nutzung von SNS gibt es deutliche Unterschiede in 
verschiedenen Altersgruppen. Während 74% aller Internetnutzer 
in einem SNS angemeldet sind, sind es in der Altersgruppe über 
50 nur knapp die Hälfte (55%). Noch deutlicher wird der 
Unterschied, wenn man die Gruppe der 14- bis 29-jährigen 
betrachtet. Dort sind sogar 92% in einem SNS angemeldet. 
Ähnlich sind hingegen die Unterschiede zwischen angemeldeten 
und aktiven Nutzern. Sie liegen zwischen 7% in der Altersgruppe 
der 14- bis 49-jährigen und 9% bei den Älteren. [11] 
Abbildung 4. Nutzung von SNS Vergleich nach Alter [11] 
SNS werden vor allem genutzt um sich über Freunde zu 
informieren (41%) und neue Freunde zu finden (28%). 20% der 
Nutzer möchten jedoch auch aktuelle Nachrichten verfolgen. Um 
Informationen über Marken einzuholen Nutzen 7% der Nutzer 
SNS, zur Beschwerde und zum Kundenservice bei Unternehmen 
2%. Weitere Nutzungsszenarien sind das Pflegen beruflicher 
Kontakte, das Verfolgen von Statusmeldungen von Prominenten, 
die Suche nach einem neuen Job oder Lebenspartner und viele 
weitere. [11] 
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Abbildung 5. Nutzung von SNS Vergleich nach Nutzungsart 
[11] 
Die Verbreitung des Smartphones schreitet immer weiter fort und 
auch die mobile Nutzung von SNS nimmt ständig zu. Zum 
Zeitpunkt der Umfrage nutzten 12% aller Nutzer häufig ihr 
Smartphone um Zugang zu SNS zu Erlangen. Immerhin 10% 
verwendeten ihr Smartphone manchmal und 13% selten um auf 
SNS zuzugreifen. Desktop und Notebook lagen in der Nutzung 
etwa gleichauf. Selten bis häufig wurde der Desktop in 71% der 
Fälle und das Notebook in 69% der Fälle, genutzt. Ihr Tablet 
nutzten nur 7% zum Austausch von Informationen in SNS. [11] 
 
Abbildung 6. Nutzung von SNS Vergleich nach Endgerät [11] 
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Mehr als die Hälfte aller Nutzer von SNS nutzte diese täglich 
(59%). Davon verbrachte der größte Teil der Nutzer (28%) 
weniger als eine Stunde bei seinem favorisierten SNS. 20% 
nutzten den SNS zwischen einer und zwei Stunden täglich. 
Jeweils 1% investierte vier bis fünf Stunden oder mehr als fünf 
Stunden in die Nutzung des SNS. [11] 
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Abbildung 7. Nutzung von SNS Vergleich nach Dauer [11] 
Nach der Analyse der Daten kann darauf geschlossen werden, 
dass SNS vor allem die internetaffinen, jungen Nutzer anspricht. 
Diese nutzen vor allem Facebook als größten SNS und das noch 
immer hauptsächlich von ihrem Rechner Zuhause. Ein Trend zur 
mobilen Nutzung ist dennoch erkennbar. Genutzt werden die SNS 
in der Regel mehrmals wöchentlich bis täglich um sich über 
Freunde zu Informieren und neue Freunde zu finden, aber auch 
um sich über Marken zu informieren. [11] 
3. NUTZERANFORDERUNGEN FÜR EINE 
INTEGRATION IN DEN ÖPNV 
3.1 Überblick ÖPNV 
Der öffentliche Verkehr kann in zwei Bereiche geteilt werden, der 
öffentliche Personenfernverkehr und der öffentliche 
Personennahverkehr. Der ÖPNV macht etwa zwei Drittel des 
öffentlichen Verkehrs aus und bezeichnet laut 
Personenbeförderungsgesetzt die allgemein zugängliche 
Personenbeförderung mit Stadtschnellbahnen, Straßenbahnen, 
Eisenbahnen, Bussen, Oberleitungsbussen, Taxen und 
Wasserfahrzeugen im Linienverkehr und in Sonderformen des 
Linienverkehrs, bei denen die Mehrzahl der Beförderungsfälle 
eine Reiseweite von nicht mehr als 50 km hat bzw. die Reisezeit 
von einer Stunde nicht übersteigt. 
Der ÖPNV ist vom Gesetzgeber besonders stark reglementiert. 
Die wesentlichen Kernpunkte sind [6]: 
 Betriebspflicht: auch ohne Fahrgäste muss eine Linie 
betrieben werden 
 Linienpflicht: die abgefahrene Route muss fest sein 
und kommuniziert werden 
 Tarifpflicht: die Fahrpreise müssen feststehen und 
veröffentlicht werden 
 Fahrplanpflicht: die Zeitpunkte der Beförderungen 
müssen in einem Fahrplan festgelegt sein 
 Beförderungspflicht: jeder, der den Tarif entrichtet, 
muss befördert werden 
  
3.2 Nutzer des ÖPNVs 
Der ÖPNV befördert jeden Tag Millionen von Menschen zur 
Arbeit, in die Schule, zum Sport, ins Kino oder zum Einkaufen. 
Für Ihre täglichen Wege nutzen 7,7% der Frauen den ÖPNV und 
6,8% der Männer. Alternativen sind zum Beispiel der Gang zu 
Fuß (Frauen 26,2%, Männer 21,3%) oder das Auto (Frauen 
54,7%, Männer 57,3%). [9] 
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Abbildung 8. Nutzung des ÖPNVs Vergleich nach Geschlecht 
[9] 
Bei der Nutzung des ÖPNVs lassen sich alters- und 
geschlechtsabhängige Unterschiede feststellen. Vor allem 
Jugendliche setzten auf Mobilität durch den ÖPNV. 24,2% der 
14- bis 17-jährigen nutzen Bus und Bahn. Am wenigsten wird der 
ÖPNV von den 60- bis 64-jährigen genutzt. Diese Altersgruppe 
geht häufiger zu Fuß (26,2%). [9] 
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Abbildung 9. Nutzung des ÖPNVs Vergleich nach Alter [9] 
3.3 Nutzerwünsche 
Die Wünsche der Fahrgäste sind vielfältig. Im Folgenden sollen 
einige Wünsche der Nutzer aus den Qualitätsanforderungen der 
Dresdner Verkehrsbetriebe (DVB) abgeleitet werden. [16] 
Wichtig ist ihnen vor allem, dass sie pünktlich abfahren und 
ankommen. Essenziell ist daher das Erreichen von Anschlüssen. 
Sollte es einmal nicht gelingen pünktlich am Ziel anzukommen, 
ist die Information der Fahrgäste entscheidend. Sie können sich so 
auf die Verspätung einstellen und Termine neu planen. Besser als 
die reine Verspätungsmeldung ist der Vorschlag von 
Alternativrouten. 
Generell spielt der Service eine große Rolle. Fahrzeuge, 
Haltestellen und Gebäude sollten sauber sein und das Personal 
kompetent und hilfsbereit. Sollte einmal etwas nicht zur 
Zufriedenheit des Fahrgastes ausfallen, sollte es eine Möglichkeit 
geben sich mit seinem Anliegen an den Verkehrsbetrieb zu 
wenden. Dieser sollte darauf möglichst schnell und 
zufriedenstellend Antworten. 
 
 
4. AKTUELLE UMSETZUNGEN 
Die Transportunternehmen haben einige Möglichkeiten der SNS 
erkannt und nutzen dieses bereits heute. Dabei werden in der 
Regel alle Funktionen von SNS genutzt. Das 
Identitätsmanagement und die Kommunikation ermöglichen die 
Präsentation der Daten, die Kontextawareness sowie das 
Kontaktmanagement vereinfachen die Verbreitung und die 
Netzwerkawareness fördert die Wahrnehmung der Information 
durch den Nutzer. Dennoch liegt der Schwerpunkt häufig auf 
einer Funktion. Die genutzten Möglichkeiten sind [4]: 
 Echtzeitinformationen: SNS können genutzt werden, 
um auf kurzfristige Behinderungen und Änderungen 
hinzuweisen. Eine schnelle Verbreitung wird vor allem 
durch eine hohe Kontextawareness gewährleistet. 
Beispiel: Die DVB nutzen Twitter bei Demonstrationen, 
Streiks oder anderen Situationen um Nutzer über 
Unregelmäßigkeiten im Fahrplan zu informieren. 
 
Abbildung 10. Meldung der DVB bei Twitter [22] 
 Geplante Änderungen: Bauprojekte, 
Fahrpreisänderungen und ähnliche längerfristig geplante 
Veränderungen können in SNS angekündigt werden um 
Nutzer rechtzeitig zu informieren. Die 
Netzwerkawareness hilft bei der Präsentation der 
Informationen beim Nutzer. 
Beispiel: Auf Facebook weist die DVB auf 
Baufortschritte hin. 
 
Abbildung 11. Meldung der DVB bei Facebook [21] 
 Kundenbindung: Als wichtiges Marketinginstrument 
gilt die Bindung des Kunden an eine Marke. In SNS 
können Wettbewerbe für neue Logos ausgeschrieben 
oder der Nutzer anderwärtig integriert werden. 
Besonders die Kommunikation hilft den Unternehmen 
bei der Kundenbindung. 
Beispiel: Von der DVB werden auf Facebook 
Kundenumfragen durchgeführt und 
Veranstaltungsinformationen präsentiert. Häufig 
erinnert die DVB Kunden an das Einstecken eines 
neuen Monatsabschnittes oder veröffentlich interessante 
Details rund um Bus und Bahn. 
 Personalrecruiting: Aktuelle Mitarbeiter können sich 
in SNS mit ihrem aktuellen Arbeitgeber präsentieren. 
Sucht ein anderer Nutzer nach einem neuen 
Arbeitgeber, ist so bereits eine Verbindung hergestellt. 
Die Verbindung des Arbeitgebers mit dem eigenen 
Profil ist durch die Funktion des Identitätsmanagements 
in SNS möglich. 
Beispiel: Stellenanzeigen werden von der DVB auch auf 
Facebook veröffentlicht. 
 Unterhaltung: Transportunternehmen veröffentlichen 
Videos, Fotos oder andere Beiträge in SNS, um eine 
menschlichere Seite zu offenbaren und greifbarer für 
den Kunden zu werden. Die Medien werden in der 
Regel auf dem Profil des Unternehmens präsentiert. 
Dies ist durch Kommunikation und 
Identitätsmanagement möglich. 
Beispiel: Bilder von Baustellen oder Berichte über neue 
Busse und aktuelle Geschehnisse werden von der DVB 
regelmäßig in SNS geteilt. 
 
5. INTEGRATION VON SNS IN DEN ÖPNV  
Vergleicht man die Nutzer von SNS mit den Nutzern des ÖPNVs 
ergeben sich große Überschneidungen. Besonders die jüngeren 
Menschen (14- bis 29-jährige) sind stark in SNS vertreten und 
nutzen den ÖPNV für ihre täglichen Wege. 
Abbildung 6 zeigt, dass bereits 2011 35% aller SNS Nutzer ihr 
Smartphone zum Zugriff auf Informationen in SNS nutzten. 
Sowohl die Anzahl an Nutzern, als auch die Anzahl der mobilen 
Nutzer steigt stetig. Facebook gibt bereits jetzt an, dass 68% 
Facebook auch auf mobilen Endgeräten nutzen [7]. 
Smartphones und andere mobile Endgeräte werden vor allem 
unterwegs genutzt, in Bussen, in Bahnen und in Zügen. Besonders 
an dieser Stelle ist es lohnenswert anzusetzen. Zukünftige 
Services können Nutzern Echtzeitinformationen mobil liefern, 
aber auch Informationen von Nutzern des ÖPNVs sammeln. 
In den folgenden Abschnitten sollen sich die aus den Nutzern 
ergebenen Möglichkeiten zur Integration von SNS in den ÖPNV 
erläutert und Probleme, sowie Anforderungen aufgezeigt werden. 
5.1 Planung des ÖPNVs 
Vor dem Web 2.0 wurden Daten von wenigen Personen einer 
breiten Öffentlichkeit zugänglich gemacht. Heute ist es jedem 
Nutzer möglich seinen Teil zu einem Thema beizutragen und zu 
veröffentlichen. 
Bei der Planung des ÖPNVs wird leider noch immer auf das 
Expertenwissen von wenigen vertraut. Dabei kennen 
Berufspendler und andere Fahrgäste nur zu gut die auftretenden 
Probleme. 
Transportunternehmen könnten vom Nutzer Feedback einholen 
zum Beispiel wo Mülleimer fehlen, Baustellen stillstehen, der 
Fahrstuhl ständig überfüllt ist oder eine Fußgängerampel fehlt. 
Nach einer Evaluierung durch Experten können Probleme 
gezielter angegangen und identifiziert werden. Die Umsetzung 
kann so schneller und effizienter erfolgen. Dabei profitiert das 
Transportunternehmen gleich doppelt. Zum einen verbessert die 
Problembehebung das Unternehmensimage und zum anderen 
kann Geld gespart werden. Entscheidend für die Umsetzung ist 
die Möglichkeit der Kommunikation in SNS. Werden Meldungen 
von Nutzern ihren Freunden präsentiert, kann zusätzlich die 
Netzwerkawareness verbessert werden. Besonders junge 
Menschen sind aufgeschlossen gegenüber neuen Anwendungen, 
was sehr gut mit den Nutzergruppen der SNS und des ÖPNVs 
übereinstimmt. 
 
 
Viele Menschen verbringen täglich Zeit mit Computerspielen. Die 
Entwicklung eines Spiels zur Planung eines ÖPNV Netzes, 
welches auf Echtzeitdaten basiert, könnte dabei helfen kreative 
Lösungen für Probleme im ÖPNV zu finden.  
Erhält ein Nutzer eine ÖPNV Simulation und kann versuchen, 
besonders kosteneffizient einen reibungslosen Ablauf mit 
zufriedenen Kunden zu gewährleisten, können diese Daten 
ausgewertet und bewertet werden und später in den 
Planungsprozess des echten ÖPNVs einfließen. Fahrgäste erhalten 
somit spielerisch die Möglichkeit sich einzubringen und helfen 
dennoch dabei, den ÖPNV vor Ort zu verbessern. Gerade die 
Masse an Nutzern führt zu vielfältigen und kreativen Ideen, 
welche von einem kleinen Expertenteam nur schwer aufzubringen 
sind [13]. In vielen SNS sind Spiele ein fester Bestandteil. Mit 
einem umfassenden Punktesystem und einer Rangliste können 
Nutzer gegeneinander antreten. Die Funktion der 
Kontextawareness ermöglicht den Spielerkreis dadurch zu 
erweitern, dass Nutzern angezeigt wird, welche Spiele von ihren 
Kontakten genutzt werden. 
5.2 Betrieb des ÖPNVs 
Während des Betriebs eines ÖPNVs können ständig wertvolle 
Informationen von Nutzern gesammelt werden. Aktuell basieren 
SNS jedoch auf dem Freundeskreis und den Interessen und nicht 
auf der Position, den Reisemustern oder den Vorlieben für 
bestimmte Transportwege. 
Durch die Bildung eines einzigartigen Reiseprofils auf Grundlage 
vergangener Fahrten könnten personalisierte Reisepläne erstellt 
werden. Liefert der Nutzer während der Fahrt noch Daten über die 
Lautstärke, Fahrerfertigkeiten, Pünktlichkeit und Informationen 
über den Zustand von Haltestellen und Fahrzeug, können diese 
Daten den Transportunternehmen bei der Verbesserung ihres 
Services helfen [15].  
Werden die durch Crowdsourcing, also durch die Mitarbeit von 
vielen, zusammengetragenen Daten sinnvoll aufbereitet, können 
diese sowohl in die Vorschläge zur Reiseplanung einfließen, als 
auch dem Nutzer bei der Auswahl seiner Reiseroute helfen. 
Erkennt das System Reisemuster und kann diese voraussagen, 
könnten Engpässe in der Verkehrsversorgung durch den Einsatz 
von zusätzlichen Beförderungskapazitäten vermieden werden. 
Genutzt wird dabei vor allem das Identitätsmanagement von SNS. 
Nutzer geben ihren Heimatort, ihren Arbeitsplatz und andere Orte 
an denen sie sich befinden auf Ihrem Profil frei. Die 
Expertensuche profitiert von den gewonnen Informationen und 
auch die Netzwerkawareness wird verbessert. Nutzer, die täglich 
denselben Arbeitsweg zurücklegen, könnten sich so vernetzen und 
kennenlernen. Die neu gewonnen Kontakte können auch wenn sie 
nicht gemeinsam den ÖPNV nutzen mit einander kommunizieren 
und decken somit den gesamten Prozess des Social Networkings 
ab. 
Einen ersten Versuch in die Richtung standortbezogener 
Netzwerke unternimmt Foursquare. Leider basiert Foursquare nur 
auf einzelnen freigegebenen Standorten und nicht aus Routen. 
Dennoch könnte Foursquare als Ansatz weiterführender 
Entwicklung dienen. 
 
 
 
5.3 Probleme bei der Umsetzung 
Wichtig ist die Erkenntnis, dass sich verschiedene SNS für 
Nachrichten unterschiedlich gut eignen.  
Twitter ermöglicht es, kurze Echtzeitnachrichten sofort zu 
verbreiten.  
Bei Facebook sollten vor allem sekundäre Nachrichten geteilt 
werden. Dies kann von der Ticketerhöhung bis zur Baustelle 
reichen.  
Interaktive Nachrichten mit informativem Charakter sollten von 
den Verkehrsbetrieben auf Flickr, Youtube und Instagram 
veröffentlicht werden. 
Eine detaillierte Aufbereitung von Vorfällen kann zusammen mit 
tief greifenden Erklärungen in einem umgangssprachlichen Ton 
auf Blogs veröffentlicht werden. 
Entscheidend für den Nutzer ist die Relevanz der Nachrichten. 
Werden häufig nur nebensächliche Informationen eingestellt, wird 
der Benutzer schnell das Abonnement kündigen. Eine Möglichkeit 
der Erhöhung der Relevanz ist die Einrichtung von eigenen 
Accounts für wichtige Services. Dabei sollten die Accountnamen 
klar gewählt werden [12]. 
Des Weiteren ist für Unternehmen der schwer messbare Erfolg in 
sozialen Medien ein Problem. Es gibt kaum geeignete Tools, die 
den unternehmerischen Erfolg messen können. Der erhöhte 
Personalaufwand lässt sich so nur schwer rechtfertigen [20].  
Dieser Effekt wird noch dadurch verstärkt, dass für viele Nutzer 
SNS eine Anlaufstelle für Beschwerden geworden sind. Firmen 
erhalten jeden Tag tausende Nachrichten von frustrierten Kunden, 
mit denen der Kundendienst überfordert ist. Die ausbleibende 
Antwort verärgert den Kunden häufig noch zusätzlich, was dem 
Unternehmensimage schadet. Diese Verärgerung kann im Internet 
seinen ganz eigenen Lauf nehmen und sogar einen Shitstorm 
auslösen [2]. 
Ein Shitstorm bezeichnet die öffentliche Entrüstung von extrem 
vielen Nutzern. Dabei vermischt sich häufig konstruktive Kritik 
mit unsachlichen Beträgen. 
Opfer eines Shitstorms wurden inzwischen schon viele 
Unternehmen wie zum Beispiel H&M, Amazon und Galileo. Im 
Jahr 2010 erhöhte McDonald’s den Preis des Cheeseburgers um 
39 Cent. Auf diese Preiserhöhung reagierte ein Nutzer mit einem 
sehr negativen Eintrag über die aus seiner Sicht ungerechtfertigte 
Preiserhöhung auf der Facebookpinnwand des Unternehmens. 
Innerhalb von 48 Stunden hatten 7.000 weitere Nutzer den Eintrag 
kommentiert und sogar 80.000 Nutzer klickten auf den gefällt mir 
Button. Das Unternehmen reagierte auf diesen massiven Protest 
und nahm die Preiserhöhung zurück [23]. 
Die Anfragen können jedoch nicht nur von verärgerten Nutzern 
kommen, sondern auch aus Spam und Malware Netzwerken. 
Besonders die IT-Sicherheitsmitarbeiter einer Firma sind daher 
besorgt. 57% der IT-Sicherheitsverantwortlichen gaben in einer 
Umfrage an, dass sie Spam über SNS erhalten. 36% vermuteten, 
dass auch Würmer, Viren und Malware über SNS in das 
Firmennetzwerk gelangen konnten [4]. 
Ein zusätzliches Problem ist, dass sich die Landschaft der SNS 
täglich verändert. Diese Flexibilität können große Unternehmen 
intern nur schwer abbilden. Zu vielfältig sind die 
Entscheidungsgremien und zu tief die Hierarchien. Eine 
ausgewogene Mischung bei der Auswahl von SNS zu finden ist 
für viele Firmen eine große Herausforderung, setzt viel Analyse 
voraus und kann nicht tagesaktuell angepasst werden. 
 
 
5.4 Anforderungen an SNS 
Die Nutzung von SNS in Unternehmen und die Integration von 
SNS in den ÖPNV stellt einige spezielle Anforderungen. Zum 
einen unterstützen noch nicht alle SNS ein Rechtemanagement für 
die Verwaltung ihrer Seite. Häufig ist jedoch nicht nur ein 
einzelner Mitarbeiter für die Unternehmensrepräsentation in 
einem SNS zuständig. Mit nur einem Account kann später nicht 
mehr nachverfolgt werden, von wem eine Aktivität stammt. Dies 
schafft Unsicherheiten in den Unternehmen und lässt sich nur 
durch aufwendige Drittherstellertools lösen. 
Des Weiteren ist die Barrierefreiheit innerhalb von SNS noch 
immer nur selten gegeben. Menschen mit Einschränkungen haben 
es schwer, aus den vielen Bildern und Videos relevanten Inhalt 
herauszufiltern. Der nutzergenerierte Inhalt verstärkt dieses 
Problem weiter. 
Ein weiteres Problem von Unternehmen ist, dass sie die 
Möglichkeit haben auf ihren eigenen Webseiten ihre eigenen 
Datenschutzrichtlinien einzuführen und deren Einhaltung zu 
überprüfen. In SNS sind sie jedoch an die Richtlinien von 
Fremdanbietern gebunden. Facebook, aber auch viele andere SNS 
geraten leider häufig in das Visier von Datenschützern. Dies kann 
auch dem Ruf eines in einem SNS aktiven Unternehmens schaden 
[4]. 
SNS sollten sich stärker den Anforderungen von Unternehmen 
widmen, da diese auch als wichtige Werbekunden in einem SNS 
auftreten können. Zusätzlich sollte auf die Barrierefreiheit stärker 
geachtet und die Möglichkeiten zur Spamabwehr voll 
ausgeschöpft werden. 
6. FAZIT 
Aktuell nutzen Transportdienstleister SNS vor allem für 
Marketingzwecke und Kundenbindung. Außerdem werden 
Informationen über Tarife, Linien und Fahrpläne auf SNS 
veröffentlicht und helfen somit bei Erfüllung der gesetzlichen 
Bestimmungen an den ÖPNV. Obwohl Nutzer und Dienstleister 
durch eine tiefere Integration von SNS profitieren könnten, 
bleiben viele Möglichkeiten ungenutzt. 
Dieses Paper zeigt, dass es deutliche Überschneidungen bei den 
Nutzern von SNS und den Nutzern des ÖPNV gibt. Ein Teil 
zukünftiger Arbeiten könnte die noch detailliertere Auswertung 
der Nutzergruppen sein. Als interessant könnte sich die Nutzung 
absoluter Zahlen herausstellen, da sich die in Abschnitt 2.3 
genutzten Statistiken nur auf%zahlen innerhalb der Internetnutzer 
beziehen. 
Die Nutzergemeinschaft verfügt über ein geballtes Wissen und 
eine große Menge an Kreativität, welche bei der Planung und dem 
Betrieb von unschätzbarem Wert für die Transportunternehmen 
sein könnten. Es existieren bereits Prototypen und fertige Projekte 
der Integration von SNS in den ÖPNV. Hauptziel der 
Transportunternehmen sollte es sein, diese Projekte zu fördern 
und sich in deren Entwicklung mehr einzubringen. 
Auch die Zielgruppe für bestimmte Information kann mithilfe von 
SNS direkter angesprochen werden. Weiß das Smartphone wohin 
ein Nutzer möchte, können gezielt Informationen für die Route 
angezeigt werden. Leider ergeben sich aus derartigen 
Nutzungsszenarien weitere Probleme, diese sollten die 
Verkehrsbetriebe gemeinsam mit den SNS und den Nutzern 
überwinden um neue Ideen umsetzten. 
Viele Daten werden bereits jetzt erhoben und gespeichert. Häufig 
fehlt es nur an der Aufbereitung und Veröffentlichung dieser 
Daten. Würden Transportunternehmen vorhandene Daten 
öffentlich verfügbar machen, könnten externe Entwickler diese 
Daten nutzen und eigene Anwendungen entwickeln. Von diesen 
Anwendungen könnte sowohl der Nutzer als der 
Transportdienstleister profitieren. 
Zusammenfassend ergibt sich als Vorteil für den Nutzer aus einer 
besseren Planung ein flexiblerer und besser abgestimmter ÖPNV. 
Zusätzlich kann die Weitergabe von schon heute vorhandenen 
Echtzeitinformationen an den Nutzer bei der Reiseplanung helfen. 
Umstiege können an Verspätungen angepasst und 
Alternativrouten recherchiert werden. 
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Einleitung 
Computer sind überall, in Autos, in Kreditkarten und vielen 
anderen Geräten und sind in vielen Fällen unsichtbar. Die 
traditionelle Computersteuerung wie Maus und Tastatur wird 
aufgebrochen und ersetzt. Die Systeme sind nicht mehr als 
Computer erkennbar, sondern sie haben sich in 
Alltagsgegenstände integriert und wir nutzen sie ohne es zu 
wissen. Verteilte Systeme und alle ihre Arten sind Teil der 
Grundlage für ubiquitäre Systeme. Sie sind allgegenwärtig und 
unsichtbar und bestehen aus vielen mobilen heterogenen Geräten, 
die miteinander kommunizieren und Informationen erfassen und 
speichern können. 
Die ubiquitären Systeme erhöhen die Lebensqualität. Der Nutzer 
ist flexibler. Die Benutzer sollen nicht in eine virtuelle Welt 
gezogen werden, sondern die gewohnte Umgebung soll mit 
Computerleistung angereichert werden. Durch zum Beispiel 
Helligkeitssensoren, Bewegungsmelder und so weiter kann man 
Energie sparen und das bedeutet geringere Kosten für den Nutzer. 
Das System kann individualisiert werden. Dann werden 
persönliche Vorlieben wie Temperatur, Licht, Multimedia usw. 
berücksichtigt. 
Die ubiquitären Systeme können viele Vorteile für alte Menschen 
haben. Ihre Wünsche wie Selbstständigkeit, Mobilität, Sicherheit 
usw werden erfüllt. Temperatorsensoren, Fenstersensoren, 
Bewegungsmelder und Aktoren wie elektrische Heizventile, 
Rolläden oder Türöffner sind ein paar Beispiele. 
 
 
1. Ubiquitäre Systeme 
Der Begriff wurde von Mark Weiser verwendet.  
„Ubiquitous computing is the method of enhancing computer use 
by 
making many computers available throughout the physical 
environment, 
but making them effectively invisible to the user.” 
Ubiquitous Computing: Durch die Kooperation mehrerer 
Komponenten mit einander, meist über drahtlose Netzwerke, 
erbringen einen Dienst an einem Benutzer. Diese Komponenten 
bestehen aus Prozessor, Speicherfähigkeit und 
Kommunikationsmitteln. Einige besitzen auch sensorische 
Fähigkeiten. Ubiquitous-Computing-Systeme benötigen keine 
aktive Aufmerksamkeit des Benutzers und Computer sind 
Werkzeuge, die vom Benutzer sofort verwendet werden können. 
Durch ubiquitäre Systeme werden die Fähigkeiten normaler 
Alltagsgeräte um Rechenleistung und Kommunikationsfähigkeit 
erweitert. Diese sollen dem Benutzer jederzeit zur Verfügung 
stehen, ohne dass er eine komplexe Interaktion eingehen muss. Im 
Laufe der meisten Dienste im Hintergrund muss der Benutzer 
selten bewusst mit einem Terminal agieren. 
Besonders wichtig für die Funktionalität dieser Systeme ist die 
Möglichkeit spontan (ad hoc) Verbindung zu anderen Geräten 
aufzunehmen. Wenn der Nutzer agiert, werden die Daten 
automatisch übertragen und die gewünschten Programme 
gestartet.  
Eine drahtlose Kommunikation ist von großem Vorteil, da der 
Nutzer nicht erst umständlich ein Netzwerkkabel anstecken 
müsste, sonst wären die Vorteile des Ubiquitären teilweise 
verloren. 
Ein weiteres wichtiges Grundprinzip geht darum, die 
Funktionalität von Geräten ohne eine Interaktion des Benutzers 
zur Verfügung zu stellen. Der Datenaustausch und die 
Programminformationen müssen automatisch funktionieren. Der 
Nutzer braucht  Geräte und Dienste nicht konfigurieren. Sie 
müssen sich selbst darum kümmern und ihre Kooperationspartner 
automatisch selbst suchen. Ein dezentrales Netzwerkmanagement 
bemerkt das Verschwinden von Geräten und Diensten. 
Die Daten, die durch Komponenten verarbeitet werden, sind 
kontextbezogen oder personenbezogen. In beiden Fällen liegt es 
im Interesse des Benutzers, dass er volle Kontrolle über die Daten 
behält. Unter Umständen kann kontextbezogen auf die Identität 
des Benutzers geachtet werden. 
 
 
 
1.1 Herausforderungen an die System-Software 
Die reale Welt des Nutzers wird durch viele Informationen wie 
Position (GPS oder Raumnummer), Rolle des aktuellen 
Benutzers, in der Nähe befindliche Geräte und Sensordaten 
repräsentiert, damit Computer genug Wissen über die aktuelle 
Situation des Nutzers ansammeln können und nützliche Dienste 
und Informationen bereitstellen können. 
Verteilte ubiquitäre Systeme müssen ihre gesamte 
Kommunikation durch Versenden und Empfangen von 
Nachrichten realisieren. Man verwendet redundante Datenkopien 
oder zusätzliche Stand-by-Rechner um Robustheit, 
Zuverlässigkeit und Verfügbarkeit zu sichern. Solche 
Kommunikationen können zur Duplizierung von Nachrichten, 
Verfälschung von Nachrichten und zum Verlust von Nachrichten 
führen. 
 
2. Kontextmodellierung 
 
Der Ort eines Geräts oder einer Person ist eine der wichtigsten 
Kontextinformationen. Das bekannteste Verfahren ist Global 
Positioning System (GPS). Es gibt viele Ansätze zur 
Lokalisierung, die sich in ihrer Genauigkeit unterscheiden.  
 
Ein Kontext wird definiert als „jegliche Information, die genutzt 
werden kann, um die Situation einer Entität zu charakterisieren.“ 
Diese Informationen sind am häufigsten mit der Zeit und mit dem 
Ort von Personen verbunden. 
Verschiedene Systeme konzentrieren sich auf verschiedene 
Aspekte. Als Beispiel: 
 
 Gaze Awareness, das Bewusstsein für die Blickrichtung 
des Benutzers. 
 Location Awareness, das Bewusstsein für den Standort. 
 
Location Awareness 
Standortbezogene Dienste werden mit Hilfe der 
positionsabhängigen Daten dem Nutzer entsprechende 
Informationen erbringen. 
Unter dem Positionsbestimmungsverfahren werden 
Nutzerpositionen ermittelt. 
Es gibt zwei Formen von standortbezogenen Diensten: reaktiv 
und proaktiv. Ein proaktiver Dienst reagiert zum Beispiel  auf das 
Betreten von Nutzern einer bestimmten Zone. Diese Dienste 
reagieren auf bestimmte Ereignisse. Bei reaktiven Diensten ist die 
Interaktion zwischen dem Dienstnutzer und dem System explizit 
wie RestaurantFinder. Explizite und implizite Iteraktionen werden 
später erklärt. 
Es gibt viele Techniken um Standortdaten zu bestimmen wie GPS, 
GSM, RFID, usw.  
Um richtige Dienste aufrufen zu können, wird auf bereits benutze 
Geräte zum Beispiel Mobiletelefon zurückzugegriffen, um die 
Position des Nutzers zu ermitteln. 
 
Der Zustand eines Benutzers wird durch einen Kontext (C), der 
durch Auswertung der Umgebung des Nutzers entsteht, 
beschrieben. Kontextinformationen können einzelne 
Zustandsinformationen wie die Person ist „da“ oder „nicht da“ 
oder wie „An“ oder „Aus“ für eine Lampe sein. Der einfache 
Kontext besteht aus einem Bezeichner (L) und einem Zustand (S). 
Aber ein Kontext kann auch viel komplexere Informationen 
beschreiben.  
Ein Beispiel für einen komplexen Kontext stellt ein Raumkontext 
dar, der die Nachbarräume, Personen im Raum, Zustand des 
Lichtes usw. umfasst und danach werden Personen, Räume, 
Geräte und deren Kontexte simuliert und visuell dargestellt. Bei 
einem solchem Gebäudesystem kann man die Nutzerdaten mittels 
Bluetooth übertragen und zur Identifizierung der Personen 
können Infrarotsender verwendet werden. Wenn eine Person ihren 
Raum wechselt, registriert ein Infrarotempfänger dies und ihr 
persönlicher Agent springt dort hin, wo die Person im Moment ist 
und es wird den Raumkontext geändert und diese Änderung ist 
entsprechend dem Personenprofil. 
 
Man kann mehrere einfache Kontexte zusammenfügen um einen 
komplexen Kontext zu bilden. Kontexte können sich oftmals sehr 
schnell hintereinander ändern. Das Beispiel zeigt ein 
Raumkontext. Er könnte innerhalb eines Gebäude für jeden Raum 
existieren. 
 
 
 
 
Das System soll verlässlich (korrektes Verhalten, Rechtzeitigkeit) 
sein. 
Private Daten müssen geschützt werden. Deshalb müssen 
Benutzer kontrollieren können, welche Daten sie für andere 
freigeben. In vielen Fällen, vor allem in der Öffentlichkeit, ist es 
sinnvoll, sich authentifizieren zu müssen.  
Die Identifikationssysteme und Lokalisierungen können z.B. in 
einem Gefängnis zum Einsatz kommen. Häftlinge und Wärter sind 
mit RFID ausgestattet. Es gibt verteilte Empfänger, die deren 
Signale erkennen und an einen Zentralrechner senden. Der 
Rechner wertet die Signal in Echtzeit aus und bestimmt den 
Aufenthaltsort und die Bewegung aller Personen.  
Ein anderes Beispiel: es zeigt den aktuellen Aufenthaltsort des 
Nutzers an. Durch die Angabe des Geräts merkt das System, wo 
der Nutzer ist: „zu Hause“, „bei der Arbeit“ oder „sonstwo“ und 
kann  richtige Dienste (Licht, Strom, Klimaanlage usw.) anbieten. 
Ein weiteres Beispiel der Lokalisierung stellt die Messung von 
Signalstärken verschiedener WLAN Zugangspunkte dar wie 
beispielweise RADAR 
 
3. Sicherheit 
 
Da die Menschen ubiquitäre System in unterschiedlichen 
Anwendungsfeldern verwenden, ist Informationssicherheit 
erforderlich. Sicherheit lässt sich in fünf Klassen unterteilen: 
 
3.1 Vertraulichkeit 
Während einer Kommunikation können keine Nutzerdaten von 
Dritten mitgelesen werden. (z.B. AES oder RSA Verfahren) 
 
3.2 Integrität 
Die Integrität verhindert eine unbemerkte Manipulation von 
Nutzerdaten (mittels Hashverfahren usw.). 
  
 
 
3.3 Anonymität 
Die Anonymität beschreibt das Ziel, eine Durchführung der 
Aktionen auf eine Identität zu verhindern. Da das System zur 
Breitstellung der personenbezogenen Daten eine Information über 
die Person braucht, wird die Pseudonymisierung verwendet. Bei 
der Pseudonymisierung wird die Identifizierung durch Code wie  
mehrstellige Buchstabenkombination oder Zahlen ermöglicht und 
die direkte Verbindung erschwert. 
 
3.4 Authentizität 
Unter Authentizität versteht man einen Überprüfungsvorgang. 
Traditionell wird der bei Personen durch ein Passwort oder eine 
Personal Identification Number (PIN) vorgenommen. 
 
3.5 Verbindlichkeit 
Es wird immer protokolliert wer was gemacht hat und eine 
durchgeführte Aktion kann nicht abgestritten werden. 
 
Es muss abgewägt werden, ob der Nutzen des ubiquitären 
Systems den Risiken für die Privatsphäre des Nutzers Rechnung 
tragen kann. Die Daten werden über unterschiedliche Knoten in 
der ubiquitäre Netze migriert[8]. Die Knoten können manipuliert 
werden und die sind ungeschützt. Datenstrom kann gefiltert und 
verändert werden. Die Daten könnten abgehört werden usw. 
 
Die Daten müssen verschlüsselt werden um die Privatsphäre des 
Nutzers zu schützen. Die Vertraulichkeit der Daten (durch 
Verschlüsselung) muss einerseits bei der Übertragung und 
andererseits bei der Speicherung der Daten sichergestellt werden. 
Klassische Schutzmechanismen sind die Identifikation von 
Kommunikationspartnern. Beispiel: ILDD in S-MARKS 
S-MARKS: Eine in Hinblick auf Sicherheit entwickelte 
Middleware für ubiquitäre Systeme. 
ILDD: Impregnable Lightweight Device Discovery. 
 
Je nachdem in welcher Situation sich ein Benutzer befindet, sind 
die Anforderungen unterschiedlich wichtig. 
 
Erst muss das System die Daten vor Missbrauch schützen. Die 
Daten dürfen weder ohne Zustimmung des Benutzers an Dritte 
weitergegeben noch unerwünscht verarbeitet werden. Deshalb 
müssen sich sowohl der Benutzer als auch die Systeme 
authentifizieren. Die Authentifizierung für den Nutzer ist 
deswegen notwendig, da ubiquitäre Systeme auch die 
Informationen zurückliefern können. Mit Hilfe von 
Identitätsdiebstahls könnte man Informationen eines Benutzers 
abfragen. 
Eine Identifikation der Benutzer ist wichtig, weil einige Dienste 
unterschiedliche Einstellungen für verschiedene Anwender 
speichern müssen. Mit einer Identifikation werden die richtigen 
Einstellungen für den Nutzer vorbereitet und verwendet. 
Nach dem Schutz vor Missverbrauch, obwohl ein 
Kommunikationspartner sichergestellt ist, könnte  gegen das 
Interesse des Nutzers seine persönliche Daten gespeichert und 
verarbeitet werden und dem Nutzer später Schaden zufügen. Aus 
diesem Grund sollte eine ungewollte Speicherung und 
Verarbeitung der Daten verhindert werden. 
 
Die intelligenten Geräte erfassen je nach Anwendung 
personenbezogene Daten und die Anwendungsprozesse laufen für 
den Nutzer unbemerkt im Hintergrund ab aber sie werden nicht 
allen Nutzern preisgegeben, dadurch kann das System ihren 
Benutzer digital abschirmen 
 
4. Personalisierung 
 
Es gibt Methoden um festzustellen, wer jemand ist. So kann 
gefragt werden: 
 
 Passwort: Kognitive Identifikation 
 Zugangskarte: Possessive Identifikation 
 Fingerabdruck: Existentielle Identifikation 
 Unterschrift: Existentielle Identifikation 
 wo sich jemand befindet. 
 
Das System kennt das Benutzerprofil eines Benutzers. Das stellt 
eine abstrakte Charakterisierung eines Benutzers dar. Diese Werte 
gibt der Benutzer entweder explizit an oder das System schätzt die 
Daten ein. 
In einem Benutzerprofil können persönliche Daten, Zugriffsdaten 
(Login-Daten), Gerätedaten (vorhandene Software und Tools) und 
Ortsdaten (Position, Bewegungsrichtung) hinterlegt werden. 
Die Informationen über einen Benutzer können kurzfristig 
bereitstehen (für eine bestimmte Sitzung) oder die Informationen 
wie Interessen, etc. können langfristig gespeichert werden.  
 
Die Regeln und Vorschriften über einen Benutzer, wie Ereignisse 
und Beobachtungen interpretiert weden sollen, können als 
Benutzermodell in Benutzerprofil überführt werden. Das 
Benutzerprofil kann aktualisiert werden. Um neue Charakteristika 
des Benutzers zu ermitteln, vergleicht das System den aktuellen 
Benutzerprofil und den aktuellen Beobachtungen. 
 
In ubiquitären Systemen wird Benutzerverhalten in einer Vielzahl 
von Anwendungen permanent ausgewertet. Das erfordert 
geeignete Kommunikationsmethoden und Integration der 
unterschiedlich gewonnenen Resultate. 
 
Eine Benutzerrolle definiert die Aufgaben, Eigenschaften und 
Rechte eines Benutzers in einer Software. Man definiert 
Benutzerrolle, um die Einstellungen nicht für jeden Nutzer, die 
gleiche Rechte haben (Beispielweise Benutzer der Gruppe 
Hausmeister), einzeln festlegen zu müssen. 
Durch Zugriffssteuerungslisten definiert man, wer welche Dienste 
und Dateien nutzen darf. Für jedes zu schützende Objekt gibt es 
so eine Liste[10]. 
Zur Verwaltung von Zugriffsrechten gibt es verschiedene 
Klassen[11]: 
 
 
 
 
Zugriffsklassen  
Discretionary Accsess Control 
(DAC) 
Zugriff anhand der Identität 
des Benutzers und Objekts 
Mandatory Accses Control 
(MAC) 
Neben der Identität von 
Benutzer und Objekt, 
Überprüfen Regeln und 
Eigenschaften 
Role Based Access Control 
(RBAC) 
Zugriff anhand der Rolle des 
Benutzer 
 
 
 
 
 
5. Kommunikation 
 
Mobilität und Interaktion zwischen verschiedenen Geräten ist in 
ubiquitären Systemen ein zentrales Merkmal. Deshalb spielt die 
Kommunikationstechnologie in solchen Systemen eine tragende 
Rolle. Die Nutzerdaten werden sowohl über Kabel als auch 
kabellos übertragen (z.B. in Form von Radiowellen). Kabellose 
Datenübertragungsarten haben den großen Vorteil einer einfachen 
Infrastruktur (wie WLAN und Blutooth). Als Beispiel bietet 
WLAN bei der Datenübertragung hohe Bandbreiten, ist aber 
ungeeignet bei Anwendungen, bei denen der Nutzer einen 
niedrigen Energieverbrauch braucht. Eine sehr beliebte 
Kommunikationstechnik um Objekte oder auch Personen zu 
identifizieren ist RFID. Diese kleinen Computerchips beinhalten 
einen eindeutigen Code und lassen diesen bei Bedarf auslesen. 
Die RFID-Empfänger sind wiederum mit einem Server 
verbunden, der dann die empfangenen Signale weiter auswertet.  
 
Es geht darum, wie die Interaktion vom Benutzer wahrgenommen 
wird. Nutzerschnittstellen in vernetzten und verteilten Systemen 
bieten interessante Möglichkeiten für Interaktion. 
 
Die Interaktionsform zwischen Nutzer und System kann implizit 
oder explizit sein. 
Die impliziten Informationen werden durch Sensoren gesammelt 
und zu den Rechnern gesendet. Die werden interpretiert und als 
Eingabe verwendet. Implizite Interaktion kann durch die 
Unsichtbarkeit der Technik als transparente Nutzung angesehen 
werden[5]. 
 
Der Nutzer hat durch greifbare und physikalische UIs eine 
explizite Interaktion mit dem System, zum Beispiel Knöpfe oder 
Schalter werden als explizite Bedienelemente genutzt. 
 
Die Benutzerschnittstelle ist der Interaktionspunkt zwischen 
Benutzer und einem System. Sie bildet den Kontakt zum System 
und identifiziert den Benutzer. Diese unterscheidet sich dadurch, 
wie sie einen Nutzer gegenüber einem Dienst identifiziert. 
Die Schnittstelle kann ein Schalter sein. Beim Schalter ist die 
Authentifizierung des Benutzers ein erstes Problem. Solche 
einfachen „On/Off“-Schnittstellen dürfen nicht für die Arbeit mit 
vertraulichen Daten verwendet werden. 
Der Nutzer kann beispielsweise eine ID haben und 
fortgeschrittene Schnittstellen übermitteln das. Anhand vom ID-
Signal erkennt das System, wer der Aufrufer ist. Ein ID-Signal hat 
auch Schwächen, da es gefälscht werden kann. 
 
Zur Kommunikation kann das System Plug-ins verwenden. Diese 
werden für jeden Kommunikationsversuch dynamisch ausgewählt. 
Ein ubiquitäres System muss unabhängig von zentralen Diensten 
sein. Um das Auffinden von Nutzern zu ermöglichen, kann das 
System einen Entdeckung-Mechanismus benutzen. Wird ein neuer 
Nutzer entdeckt, werden Informationen über vorhandene Plug-ins 
ausgetauscht. 
Es gibt zwei Arten der Adressierung, um Nachrichten versenden 
zu können. Die direkte Adressierung und die indirekte 
Adressierung. Dabei unterscheidet man zwischen symmetrischer 
und asymmetrischer Adressierung. Bei der direkten Adressierung 
wird eine Nachricht zwischen Sender und Empfänger explizit 
mitgeteilt. Bei der indirekten Adressierung ist die Kommunikation 
über eine Empfangsstelle zum Beispiel über eine Mailbox 
möglich. Die Empfangsstelle ist ein Objekt, das über einen Puffer 
verfügt und global bekannt ist und eine n:m Kommunikation 
ermöglicht. Die indirekte Adressierung kann man auch über Ports 
ermöglichen. Bei der symmetrischen Adressierung kennen sich 
Sender und Empfänger gegenseitig aber bei der asymmetrischen 
Adressierung ist der Empfänger einer Nachricht nur dem Sender 
bekannt. 
Asynchrone und indirekte Kommunikation hat  mehr Vorteile für 
den Nutzer. Der Nutzer kann seine Nachricht an einen Dienst 
senden, ohne dass er auf deren Verarbeitung warten muss und so 
mit seiner eigenen Arbeit fortfahren. Außerdem sollen ein oder 
mehrere Rechner die Daten bearbeiten können, ohne die direkt zu 
benennen. 
Dann ist es nötig, die Nutzerdaten zwischenzuspeichern. In 
verteilten Systemen geben zwei Methoden[4]: 
 
 Shared-Momery Ansatz 
 Message Queueing Prinzip 
 
Beim Konzept des Shared Memory gibt es einen gemeinsamen 
Speicher. Wenn die Anwendungen die Nutzerdaten brauchen, 
greifen sie mit normalen Speicherzugriffoperation auf diesen 
gemeinsamen Speicher zu. Man setzt Locking-Strategien ein, um 
den gleichzeitigen Zugriff auf eine Nutzerseite im gemeinsamen 
Speicher zu verhindern. 
Bei verteilten heterogenen ubiquitären Systemen wurde das 
Prinzip Shared-Memory nicht gewählt, weil entweder 
Nutzerdatenzugriff einen zentral zugänglichen und ständig 
verfügbaren Server braucht oder bei jeder Änderung der 
Nutzerdaten eine Rekonfigurierung des zusammengesetzten 
Speichers stattfinden muss. Da die Mobilität des Nutzers auf 
keinen Fall eingeschränkt werden darf und ubiquitäre Systeme 
hohe Dynamik aufweisen, kann es sein, dass durch des 
Rekonfigurierens die gesamte Kommunikation blockiert wird. 
 
Beim Message Queueing kommunizieren Anwendungen 
miteinander, indem sie Nutzerdaten unter Nachrichten über 
Queues austauschen. Die Nachrichten haben zwei Teile: 
Nachrichtenkopf und die Nutzdaten. Der Nachrichtenkopf hat 
eine Nachrichten-ID und Parameter wie Prioritäten oder 
Eigenschaften, die von den Anwendungen gesetzt werden können.  
 
Bei klassischen Client-Server-Systemen hat man in der Regel eine 
zentrale Steuerung des gesamten Systems, bei dem die Klienten 
keine autarken Arbeiten erledigen können und untereinander nicht 
oder nur sehr eingeschränkt miteinander kommunizieren, da in der 
Regel bei reinen Klienten in einem System die Interoperabilität 
auf Grund der verschiedenen, teilweise proprietären 
Kommunikationsmöglichkeiten auf Grund verschiedener 
Standards bei Protokollen und Datenstrukturen vorhanden sind. 
Hier übernimmt der Server die selbständige Abfrage der Sensoren 
und Aktoren und arbeitet die empfangenen Daten weiter auf und 
stellt sie wiederum anderen Teilen des Systems zur Verfügung. Da 
sich mit der Zeit unterschiedlichste Arten von Klienten mit 
teilweise standardisierter Kommunikation herausgebildet haben, 
besteht nun die Herausforderung, die Kommunikation zwischen 
den Klienten untereinander zu standardisieren und durch Modelle 
zu beschreiben und technisch umzusetzen. Mobile Agenten sind 
die weitaus bekannteste Möglichkeit, Kommunikation zwischen 
heterogenen Klienten in einem System zu ermöglichen. Dabei ist 
ein Server nicht mehr notwendig. 
 
 
6. Repräsentation eines Nutzers durch mobile Agenten 
in verteilten ubiquitären Systemen 
 
Es gibt Sensoren und Aktuatoren und die sind mit Rechnern 
verbunden. Die Objekte bewegen sich durch diese Umgebung. Als 
Objektverfolger kann die Technologie der mobilen Agenten 
verwendet werden.  
 
Fig. 2: Reaktion des Agenten auf seine Umgebung (Quelle: [1]) 
 
Der Begriff mobile Agenten wurde Anfang der 90er Jahren von 
der Firma General Magic geprägt. Ein Agent ist ein Programm, 
das im Auftrag eines Nutzers bestimmte Dienste bearbeitet und 
sich als autonome Programme innerhalb eines elektronischen 
Netzwerkes heterogener Rechner (LAN, WAN) auf andere 
Rechner zu bewegen. Heute werden in der 
Automatisierungstechnik Reaktionszeiten von Sekunden bis zum 
Millisekunden benötigt. Der Nutzer kann durch mobile Agenten 
vor Ort direkt mit dem Zielsystem in Echtzeit kommunizieren. In 
verteilten heterogenen Systemen braucht man nicht 
Programmcodes transferieren, weil Agenten-Plattformen die 
Bearbeitung der gleichen mobilen Agenten innerhalb 
unterschiedlichster Zielsysteme ermöglichen.  
Zur Repräsentation eines Nutzers sollte der Agent sowohl das 
Auslesen von Sensordaten als auch die Nutzung von 
verschiedenen Kommunikationsprotokollen beherschen. Mobile 
Agenten verwalten die nötigen benutzer- oder dienstspezifischen 
Informationen. Ein mobiler Agent trägt die persönlichen 
Kontextinformationen eines Objekts, z.B. eines Menschen und 
begleitet ihn von einem Ort zum anderen. Mobile Agenten können 
Programmcode, Ausführungzustand und Daten an einen 
entfernten Rechner transferieren und dort mit dem 
Programmablauf weitermachen. Die persönlichen 
Kontextinformationen können Vorlieben, Personendaten usw. 
sein. Die persönlichen Agenten verschiedener Objekte treffen sich 
auf dem Rechner und interagieren miteinander und mit dem 
Kontext[1]. 
 
 
 
 
Fig.3: Migration des Agenten (Quelle: [1]) 
 
Um die Daten des Nutzers zwischen verschiedenen 
Agentensystemen austauschen zu können, müssen Standards 
eingehalten werden, da mobile Agenten unterschiedliche 
Architekturen und Implementierungen haben. So gibt es eine 
Menge von Grundfunktionalitäten im Rahmen der „Mobile Agent 
System Interoperability Facility“. Die Mobilität des Nutzers darf 
nicht eingeschränkt werden. Um Benutzer zu erkennen und 
repräsentieren, braucht das System die spontane Vernetzung von 
mobilen Knoten, sogenannte Ad-hoc Netzwerke. Zur 
Kommunikation und Migration zwischen Agentensystemen in 
dezentralen und verteilten ubiquitären Systemen nutzt man 
sowohl drahtgebundene als auch drahtlose Medien. Wichtig ist es 
auch, dass die Agenten einfach und klein sein sollten, um nicht 
nur auf rechenstarken PCs oder Workstations arbeiten zu können, 
sondern auch auf batteriebetriebenen, speicherbegrenzten PDAs 
und Wearable Computers[15]. 
 Es gibt bestimmte Software, die auf dem Rechner läuft und einen 
virtuellen Knoten verwaltet. Die mobilen Agenten besuchen diese 
Knoten, um den Kontext zu erfassen und zu speichern. Was von 
Rechner zu Rechner  transportiert wird ist eigentlich eine XML-
modellierte Kontextinformation. 
 
Beim ersten Eintritt des Agenten wird die XML-Information in 
eine knotenlokale Datenstruktur transferiert. Diese Datenstruktur 
definiert ein Abbild des in der XML-Datei festgehaltenen 
Kontexts und ermöglicht einen schnellen und effektiven Zugriff 
auf die Kontextdaten. Der Agent aktualisiert ständig die 
Kontextinformation. 
 
Klassische Client-Server-Modelle sind teuer und aufwändig, da 
ein synchroner Nachrichtenaustausch notwendig ist und beide 
Seiten ständig über ein Netzwerk in Verbindung stehen müssen. 
Dabei werden viele unnötige Datenmengen vom Server zum 
Client übertragen. 
Mobile Agenten lösen diese Probleme in verteilten Systemen. Der 
Client-Prozess sendet einen Agent zum Server. Auf dem Server 
führt der Agent im Auftrag eines Nutzers seine Aufgabe aus und 
er kann sich sogar auf einen anderen Server bewegen, um dort 
seine Aufgaben vollständig zu erledigen. Die Netzbelastung wird 
dadurch reduziert, weil der Agent direkt auf dem Server läuft und 
die Daten nicht über das Netzwerk übertragen werden. Für Nutzer 
sind die dadurch entstehenden kürzeren Reaktionzeiten von 
Vorteil. 
 
 
 
Fig.4: Architekturprinzip des mobile Agenten in verteilten Systemen (Quelle: 
Friedemann Mattern, Technische Unversität Darmstadt) 
 
Wie man auf dem Bild oben sehen kann, wird die Verbindung 
aufgebaut und der Agent verschickt und danach muss nicht die 
Verbindung die ganze Zeit gehalten werden. Nach einer gewissen 
Zeit wird die Verbindung wieder aufgebaut und der Agent kommt 
zurück. Die Offline-Verarbeitung ist ihr anderer Vorteil. 
Mobile Agenten bieten flexiblere Technologie für verteilte 
Systeme. Verteilte Systeme müssen nicht aufwändig geändert 
werden. Protokolländerungen sind nur im Agenten nötig und 
können zum Beispiel durch automatische Updates eingeführt 
werden. 
 
Der Einsatz mobiler Agenten fordert ein gewisses Maß an 
Rechenleistung an den Klienten, damit er autark arbeiten und 
selbsttätig seine Aufgaben lösen kann.  
 
 
Verteilung der Rechenleistung und Datenspeicherung und –
verwaltung 
 
Auch für ubiquitäre Systeme ist es für den Benutzer wichtig, für 
die Anwendungen, die das System steuern und berechnen, genug 
Rechenleistung bereitzustellen. Dabei ist es für den Benutzer 
theoretisch unbedeutend, ob diese auch verteilt oder zentral zur 
Verfügung gestellt wird. Je nach unterschiedlicher Infrastruktur 
im System müssen demnach auch die Arbeitsabläufe und 
Berechnungsarten angepasst werden. Unterschiedliche Aspekte 
werden je nach Ausführung auf Benutzerfreundlichkeit und 
Beeinflussung des Datenschutzes gelegt. Auch die Art der 
Benutzerauthentifizierung kann entweder vom Klienten oder von 
einem zentralen Server übernommen werden. Die Speicherung 
und Verwaltung von generierten und benutzerspezifischen Daten 
kann auch unterschiedlich behandelt werden und ist auch an die 
Ausstattung der vorhandenen Technik anzupassen. Dabei müssen 
nicht klassische Systeme umgesetzt werden, sondern es können 
auch Mischformen vorhanden sein, sodass je nach 
Anwendungsart und Infrastruktur die Struktur der Daten und 
Benutzerverwaltung in einem System abweichen kann. 
Die nachfolgend aufgeführten Möglichkeiten der Systemstruktur 
für die Daten- und Benutzerverwaltung lassen sich demnach 
global betrachten, aber auch je nach Einzelfall an Software 
angepasst werden. Wichtige Aspekte, die alle Varianten gemein 
haben müssen, sind für den Benutzer essenziell. 
Datenverfügbarkeit und die Benutzerauthentifizierung sind die 
wichtigsten Eckpunkte. Dem Benutzer muss die Möglichkeit 
gegeben werden, sich an dem System unabhängig von seinem 
Standort und Geräteverwendung anzumelden, sodass das System 
sich auf den Benutzer einstellen kann und zum Beispiel 
individuelle Einstellungen laden kann und auf die besonderen 
Wünsche eingehen kann. Desweiteren ist es für das System und 
für den Benutzer wichtig, die vorhandenen Daten von 
unterschiedlichsten Quellen lesen und verarbeiten zu können und 
im Gegenzug eigens erstellte Daten zu verarbeiten und anderen 
Geräten und Benutzern einheitlich und standardisiert lesbar im 
System zur Verfügung zu stellen. Dabei spielt auch hier die 
vorhandene Hardware und Software eine tragende Rolle bei der 
Entscheidung, welche Art der Infrastruktur aufgbaut werden kann 
und muss. 
  
Wie beim Austausch von Daten ist auch die Verwaltung der 
gesammelten Daten von großer Bedeutung. In verteilten Systemen 
ist eine Synchronität der Daten, deren Speicherort und 
Abrufbarkeit von großer Bedeutung. Auch im Hinblick auf den 
Datenschutz gibt es bei ubiquitären  Systemen besondere 
Herausforderungen. Man sollte in einem klassischen System 
davon ausgehen, dass immer ein zentraler Server und 
verschiedene Klienten ein System bilden. Der Server kann mit der 
Daten- und Benutzerstruktur ein Bindeglied zwischen den 
heterogenen Systemen bilden und die Daten sammeln und 
übersetzen. Da in modernen Systemen ein solcher Server nicht 
mehr zwingend notwendig sein soll, ist die Interoperabilität von 
großer Bedeutung und es bedarf an standardisierten Protokollen 
und Kommunikationsmechanismen. Wichtig bei den 
verschiedenen Möglichkeiten zum Aufbau von ubiquitären 
Systemen sollte aber sein, dass der Benutzer keine Unterschiede 
in der Bedienung bemerken sollte. Das bedeutet, dass sich die 
Anforderungen an verschiedene Bereiche der Kommunikation und 
Datenspeicherung ändern, sobald die Leistung und Kapazität sich 
verändert.  
 
Je nach Anforderung und Bandbreite der Kommunikation können 
die Daten, die ein Klient anfordern kann oder generiert, lokal oder 
zentral gespeichert werden. Bei einer zentralen Speicherung und 
Verwaltung der Daten werden diese von den Klienten generiert 
und zur Speicherung an einen Server gesendet, von dem die Daten 
von anderen Klienten abgerufen werden können. Die Berechnung 
und Aufarbeitung der Daten übernimmt der Klient. Der Klient 
kann bei dieser Variante offline sein, falls seine Daten angefordert 
werden. Die Verteilung der Daten übernimmt der Server. Die 
Daten liegen hier aber nicht in Echtzeit vor. Die Authentifizierung 
des Benutzers übernimmt hier der Klient und baut eine sichere 
Verbindung zum Server auf. Die Arbeit des Benutzers wird hier 
komplett auf dem Klienten verrichtet, der Server dient nur der 
Kommunikation. Es muss nur darauf geachtet werden, dass bei 
einer Änderung des Zustands die Daten auf dem Server 
aktualisiert werden müssen. Der Klient, mit dem der Benutzer 
arbeitet, muss dazu ständig mit dem Server verbunden sein, um 
auf die Daten zugreifen zu können. Alle anderen Geräte können in 
einem Stand-By-Zustand bleiben. Da auf dem Server keine 
Programme ausgeführt werden und nur abstrahiert, schon 
ausgewertete Daten gespeichert werden, ist es dem Benutzer hier 
möglich, den Grad der Datensicherheit und der Datenfreigabe 
selber zu bestimmen. Serverseitig können aber die 
Authentifizierungsmaßnahmen abgestimmt werden. 
 
 
 
 
Lokal gespeicherte Daten benötigen für jeden Klienten zusätzlich 
ein gewisses Maß an Speicherplatz und Kommunikations- 
möglichkeiten. Vorteil hat diese Maßnahme im Hinblick auf den 
Datenschutz, da die Daten im Klienten selber verarbeitet und 
gespeichert werden und der Klient nur fertig ausgearbeitete und 
damit abstrahierte Daten senden und von anderen Klienten oder 
Systemen empfangen kann. Hiermit stellt der Klient einen Server 
seiner eigenen erstellten Daten dar und es kann prinzipiell auf 
einen zentralen Server verzichtet werden. Sollen die Daten 
redundant gespeichert werden, kann der Klient die Daten 
verschlüsselt auf einen Server speichern. Der Server stellt 
demnach nur ein Backup-Speicherplatz zur Verfügung. Der Klient 
muss auch immer erreichbar sein, um seine Daten zu Verfügung 
zu stellen, was nicht energiesparend ist, wenn sein Einsatz nicht 
permanent gefordert ist. Synchronität ist bei dieser Variante 
gewährleistet, da die Daten wie bei einer Servervariante nur auf 
einem System gespeichert sind und verteilt werden und vom 
Klienten aktualisiert werden. Nachteil an diesem Verfahren zum 
Speichern von Daten und zum Abrufen sind mögliche 
Fragmentierungen im Netz durch proprietäre Protokolle und 
Verwaltungslösungen und die Kommunikation unterschiedlichster 
Klienten aufgrund der notwendigen Klient-Klient-Verbindungen. 
Auch eine Aktualisierung eines Teilsystems setzt immer eine 
Aktualisierung aller Schnittstellen und Plugins im Netz voraus. 
Für den Benutzer ist diese Form der verteilten Systeme von 
Vorteil, da die Klienten autark arbeiten können und eine 
Verbindung zu einem zentralen Server in allen Fällen nicht 
notwendig ist (Offlinebetrieb). Auch hier übernimmt der Klient 
die Authentifizierung des Benutzers. Diese Variante bedeutet für 
den Benutzer ein hohes Maß an Mobilität. Diese Variante ist sehr 
komplex und ist für den Einsatz von Mobilen Agenten ausgelegt, 
um die Kommunikation der heterogenen Systeme zu 
gewährleisten. 
 
 
 
Wenn die mobilen Klienten mit wenig Rechenleistung und sehr 
wenig Speicherplatz ausgestattet sind, wird hier dem Trend zu 
Cloud-Computing Rechnung getragen. Hiermit wird die gesamte 
Rechenleistung, Datenauswertung und Speicherung auf den 
Server verlagert. Vorteile dieses Systems ist ein geringerer 
Energiebedarf und optimale Ausnutzung von zentral installierter 
Rechenleistung. Nachteilig erweist sich hier aber der Datenschutz, 
da der Server, wenn nicht privat betrieben, alle vorhandenen 
Daten zur Auswertung in klarer Form erhalten muss und 
speichert. Hier hat der Benutzer in der Regel keine Möglichkeit, 
seine Daten nach außen zu schützen und den Grad der Freigabe 
seiner Daten zu bestimmen, da sie zur Auswertung zwingend vom 
Server benötigt werden und verschickt werden müssen. Da auch 
hier alle Daten nur ein mal gespeichert sind und von allen 
Klienten zentral abgerufen werden, ist die Synchronität in der 
Regel in Echtzeit gewährleistet. Die Klienten sind in dieser Form 
nur mobile Arbeitsplätze ohne autarke Datenverarbeitung. 
Programme werden nicht direkt ausgeführt sondern nur zum 
Beispiel bei einem Smartphone in der Regel mit Monitor und 
Eingabegeräten ferngesteuert. Klassisch kann man hier auch von 
VNC (Virtual Network Computing) sprechen, bei dem die 
Klienten nur Remote Access Systeme sind. Mit dem Ausbau von 
Bandbreiten in der Computerkommunikation sind auch die 
ständige Verbindung und relativ hoher Datentransfervolumen in 
der Regel kein Problem mehr. Für den Benutzer ist diese Form 
des verteilten ubiquitären Systems die beste Variante, da für alle 
Geräte die Programme, Datenstruktur, Daten, 
Benutzerverwaltung, Kommunikation gleich ist. In der Theorie ist 
bei allen Geräten nur ein Webbrowser notwendig, da auch 
kleinste Klienten und Geräte Schnittstellen im Netz zur 
Verbindung zu einem Server zu Verfügung stellen können und 
von diesem abrufen können. Grundlage hier ist TCP/IP und 
http(S). Die geringe Rechenleistung erhöht außerdem die 
Mobilität stark. Da die Authentifizierung hier vom Server 
übernommen wird, kann der Benutzer geräteunabhängig agieren 
und die Anzahl der proprietären Geräte für die 
Benutzerschnittstellen nimmt ab. Die Login-Daten werden nur auf 
dem Server verifiziert und die gesamte Benutzerverwaltung ist 
zentral auf dem Server gespeichert. Die für den Benutzer wichtige 
Interoperabilität steigt, da die Systeme zwar heterogen sind, aber 
die Kommunikation auf wenige Standards beschränkt sein kann, 
ohne die Flexibilität einzuschränken. Als Beispiel sei hier der 
Einsatz von Smartphones genannt, die zwar auch teilweise offline 
genutzt werden können, in der Regel aber auf die Anzeige von 
Onlineinhalten beschränkt sind, die bis auf die 
Anzeigemöglichkeiten der jeweiligen Browser von jeden Gerät 
angezeit und verarbeitet werden können. Da sich hier auch per 
Web-APIs Daten des Telefons wie der aktuelle Standort auslesen 
lassen, sind Offline-Applikationen in der Theorie nicht mehr 
notwendig. Das Bereitstellen von Web-GUIs sind mittlerweilse 
sehr verbreitet und halten in allen Bereichen des Alltags Einzug, 
zum Beispiel in Stromzählern, Receivern uvm.  Auch hier ist auf 
Grund der besonderen Kommunikation der Einsatz von Mobilen 
Agenten nicht unbedingt notwendig, da die Benutzerschnittstelle, 
zum Beispiel Programme basierend auf Webstandards wie HTML 
oder JAVA, die zwar zentral vom Server angefordert werden, aber 
durch APIs die vorhandenen Sensordaten auslesen und zur 
weiteren Verarbeitung an den Server schicken kann. Diese reine 
Online-Lösung bietet weiterhin Vorteile: Updates sind prinzipiell 
nicht notwendig, da die Steuerung, Verwaltung und Optimierung 
nur serverseitig vollzogen werden muss. 
 
 
 
Diese benutzerfreundliche Variante der Systemsteuerung und 
Datenstruktur hat den Nachteil, immer auf eine vorhandene 
Infrastruktur aufbauen zu müssen wie WLAN bzw. 
Internetzugang. Offline arbeiten ist mit diesem System nur sehr 
eingeschränkt möglich und dabei verliert man auch die 
Echtzeitänderung der vorhandenen Daten.  
 
 
Zusammenfassung 
 
Gerade in großen Systemen mit unterschiedlichten Geräten ist 
eine Standardisierung in der Kommunikation notwendig. Zwar 
kann die Zusammenarbeit und Bearbeitung von Daten mit Hilfe 
mobiler Agenten erfolgen, aber dennoch lösen sie nur Probleme 
bei der Kommunikation, nicht bei der Speicherung von Daten. 
Desweiteren setzt der Einsatz von reinen Klient-Klient-
Verbindungen eine gewisse Lernfähigkeit der vorhandenen 
Klienten voraus um sich auf neue Situationen einzustellen. Bei 
einer großen Fülle von Klienten, die den Benutzer repräsentieren 
sollen, stellt das eine große logistische Herausforderung dar. Bei 
zentral gesteuerten und speichernden Systemen mit einem Server 
lässt sich demnach leichter und schneller neue Module und 
Plugins implementieren und der Benutzer wird durch diese 
Methode entlastet, da er sich nicht darum kümmern muss. Wenn 
auch kein Server vorhanden ist, setzt das voraus, dass alle 
Klienten von sich aus sehr stabil und immer verfügbar sein 
müssen. Die Fehleranfälligkeit dieser Systeme ist sehr hoch, da 
ein ausgefallener Klient schlecht oder gar nicht die Aufgaben 
eines anderen Klienten übernehmen kann, während bei einem 
(redundanten) zentralen Server die Aufgaben und Datenstruktur 
weiterhin auch von ausgefallenen Klienten verfügbar ist. Der Teil 
der Sensorik und Aktorik kann je nach Infrastruktur von anderen 
Geräten übernommen werden und flexibler gehandhabt werden. 
Die Kontextmodellierung, Personalisierung, Sicherheitsaspekte 
und Bedienungsfreundlichkeit kann auf den verschiedenen 
Systemen gleichermaßen umgesetzt werden, nur die Art der 
Benutzerauthentifizierung und die Art der Datenspeicherung muss 
je nach System verändert werden. Die Art der Verfügbarkeit für 
den Benutzer wird von den Kommunikationsmöglichkeiten, also 
Netzwerkverbindungen oder Rechenleistung der Klienten 
beeinflusst. Technisch gesehen ist die Kommunikatin der Klienten 
untereinander auf Grund der unterschiedlichsten Protokolle, 
Verbindungsmöglichkeiten und Fragmentierung der 
Datenstrukturen eine große technische Herausforderung dar, die 
erst gelöst werden kann, wenn alle Hersteller sich auf Standards 
der Kommunikation einigen. Bis dahin ist ein zentraler Server zur 
Organisation der Benutzerdaten und –aktionen von immenser 
Wichtigkeit. 
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ABSTRACT
Ubiquitäre Systeme sind dadurch ausgezeichnet, dass wir
unbemerkt mit ihnen interagieren und sie uns im Alltag un-
terstützen, indem sie ständig Informationen über unsere Ak-
tivitäten sammeln. Doch je mehr Sensoren quasi unsichtbar
um uns herum sind, desto schwerer wird es zu kontrollieren,
wie Daten wohin übertragen und wie verarbeitet werden.
Verschiedene neuartige Probleme tun sich hierbei auf, die es
zu erkennen und zu lösen gilt. Dabei muss jedoch der Nutzen
und die Einschränkung der Freiheit bzw. der Privatsphäre
abgewogen werden. In dieser Arbeit werden Probleme der
Sicherheit und Privatsphäre bezüglich der Erhebung, Über-
tragung und Verarbeitung von Daten aus den Eigenschaften
ubiquitärer Assistenzsysteme abgeleitet und mögliche Lö-
sungsansätze der Forschung vorgestellt.
Keywords
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1. EINLEITUNG
Mark Weiser prägte 1991 mit seinem Artikel
”
The Computer
for the 21st Century“ [13] den Begriff des ubiquitous compu-
ting, welcher heute einen Forschungsschwerpunkt der Infor-
matik darstellt. Dieses Teilgebiet der Informatik beschäftigt
sich mit der Entwicklung von Systemen, mit denen Personen
unbemerkt in ihrem täglichen Leben interagieren. Diese Sys-
teme sind dabei quasi unsichtbar und verarbeiten Daten von
vielen, in der Umwelt verteilten, Sensoren, um den Nutzer
in seinem Alltag zu unterstützen - und das allgegenwärtig.
Somit verschmelzen die reale und die virtuelle Welt mitein-
ander und ermöglichen.
Durch diese Arten von Computersystemen entstehen jedoch,
wie auch Weiser schon erkannte, nicht nur Vorteile für den
Menschen, sondern es kristallisieren sich auch Probleme un-
ter dem Aspekt des Datenschutz und der Privatsphäre her-
aus. Diese Arbeit befasst sich daher mit den Fragestellun-
gen, welche Aspekte von ubiquitären Systemen Einfluss auf
die Problematik der Privatsphäre und Sicherheit von Daten
in solchen Umgebungen haben können und welche Proble-
me konkret bestehen bzw. bereits identifiziert wurden. Es
werden außerdem Lösungsansätze vorgestellt werden, wel-
che sich diesen Problemen annehmen.
In Abschnitt 2 wird ein kurzer Überblick über die Proble-
matik des Datenschutz aus historischer Sicht und in Bezug
auf ubiquitäre Systeme gegeben. Dabei werden grundlegende
Charakteristiken dieser Systeme aufgezeigt und damit ver-
bundene Probleme abgeleitet und analysiert. Ebenso wer-
den Richtlinien vorgestellt, wie man ubiquitäre Systeme am
besten aus Sicht der Privacy entwickelt. Anschließend wer-
den in Abschnitt 3 konkrete Beispiele für Lösungsansätze
vorgestellt. Diese drei Lösungsansätze bewältigen dabei je-
weils unterschiedliche Privacy-Aspekte im Rahmen ubiqui-
tärer Systeme. Mit Hilfe eines Beispielszenarios wird in Ab-
schnitt 4 schließlich eine Hybridlösung vorgestellt, welche
viele der vorgestellten Richtlinien umsetzen kann. Die Arbeit
schließt mit einer Zusammenfassung der Ergebnisse und ei-
nem Ausblick für ein mögliches System zur Abdeckung vieler
Probleme bezüglich der Privacy in ubiquitären Assistenzsys-
temen ab.
2. PRIVACY IN UBIQUITÄREN SYSTEMEN
Spricht man von Privacy, zu deutsch Privatsphäre oder auch
Datenschutz, so meint man heutzutage häufig
”
das Recht
eines Menschen zu entscheiden welche persönlichen Infor-
mationen mit wem geteilt werden können“ [14]. Vor dem
19. Jahrhundert jedoch wurde der Begriff noch als
”
Recht
in Ruhe gelassen zu werden“ definiert wurde [12]. Mit der
Entwicklung von Technologien, welche es möglich machten
Informationen zu speichern, verarbeiten oder zu verteilen,
änderte sich dieses Verständnis. Ein erster Schritt dieser Ver-
änderung wurde mit der Einführung der Fototechnik not-
wendig, da jeder Situationen und auch Personen in Form
von Bildern einfangen bzw. speichern konnte. Mit den tech-
nologischen Fortschritten änderte sich auch das Empfinden
darüber, welche Informationen festgehalten, weiterverarbei-
tet und verbreitet werden sollen. Seit den 70er Jahren wer-
den in den Vereinigten Staaten Gesetze ad hoc verabschie-
det, welche sich dieser Problematik des technischen Wan-
dels und dem Schutz der Privatsphäre widmen. Diese sind
sehr speziell und bieten keine allgemeingültige Gesetzesge-
bung. Beispielsweise entstand 1988 mit dem Video Privacy
Protection Act ein Gesetz, welches die Veröffentlichung von
Informationen über den Verkauf oder Verleih von Medien
verbietet, nachdem ein Skandal über ausgeliehene Videos ei-
nes Anwärters des Obersten Gerichtshof offengelegt wurde
und seiner Karriere schadeten [5]. Hingegen wurden in Eu-
ropa mit der Datenschutzrichtlinie (Richtlinie 95/46/EG)
entsprechende gesetzliche Schutzmaßnahmen für Personen
durchgesetzt, welche sich allgemein auf die Speicherung, Ver-
arbeitung und Verbreitung von personenbezogenen Informa-
tionen beziehen.
Mit der Möglichkeit des Internets, Daten schnell und sogar
anonym zu verbreiten, verschärften sich auch Diskussionen
in Bezug auf die Privatsphäre und den Datenschutz. Beson-
ders in Bezug auf soziale Netzwerke, wie Facebook, wurden
Personen für dieses Thema sensibilisiert. An diesem Beispiel
erkennt man, wie sich das Empfinden über die Privatsphäre
ebenfalls einen Wandel durchlebt. Ubiquitäre Systeme ber-
gen mit ihren Charakteristiken ebenfalls Probleme in Be-
zug auf diese Thematik und müssen diesbezüglich untersucht
werden [13]. Im Folgenden werden die Aspekte von ubiqui-
tären Assistenzsystemen analysiert und Probleme bezüglich
der Privacy vorgestellt.
2.1 Eigenschaften von ubiquitären Assistenz-
systemen
Um eine Analyse der Probleme bezüglich der Privacy in ubi-
quitären Systemen vornehmen zu können, müssen zunächst
die Charakteristiken dieser beleuchtet werden. In [7] werden
dabei folgende charakteristische Eigenschaften aufgeführt:
• Allgegenwärtig Wie der Name schon verrät, sind die
Systeme ubiquitär bzw. allgegenwärtig. Der Mensch
soll sich nicht zur Lokalität des Systems begeben um es
zu nutzen, wie es bei einem PC üblich ist, sondern die
Systeme sollen dort bedienbar sein, wo sich der Nutzer
befindet. Es handelt sich demnach um einen Nutzer-
zentrierten Ansatz, wobei mitunter mit mehreren Sys-
temen synchron interagiert wird und die Grenzen der
Lokalitäten aufgehoben werden. Ein Schritt zwischen
diesen Extremen ist das Nutzen von mobilen Geräten
wie Laptops oder Tablets, vor allem Smartphones.
• Unsichtbar Neben der Unabhängigkeit von Lokalitä-
ten sind die Systeme so im Alltag integriert, dass sie
nur unbewusst wahrgenommen werden. Dies ist da-
durch möglich, dass die Größe von Computern immer
weiter schrumpft und überall integrierbar ist.
• Erfassen durch Sensoren Sensoren nehmen die In-
formationen der realen Welt auf und wandeln diese so
um, dass sie von Systemen im Hintergrund weiterver-
arbeitet werden können. Die Zahl dieser Sensoren ist
vielfältig und reicht von einfachen Temperatursenso-
ren bis hin zu komplexen Sensoren zur Aufnahme von
Video und Audio, wie Kameras. In Bezug auf das Sze-
nario nehmen Sensoren beispielsweise Vitalfunktionen
in Echtzeit auf und dienen dazu Gesten interpretieren.
• Speicheraufwand Die durch die Sensoren aufgenom-
menen Daten müssen gespeichert werden, um für die
Unterstützung des Nutzers schließlich verarbeitet zu
werden. Mittlerweile können so viele Daten gespeichert
werden, dass man von einem quasi unendlichen Spei-
cher reden kann, was auch bei einer großen Zahl von
Sensoren in einem System nötig ist. Dies bedeutet je-
doch auch, vor allem in Verbindung mit der Aufnahme
von Video und Audiomaterial, ein exaktes unendliches
Gedächtnis über den Nutzer.
Zusätzlich kann bei ubiquitären Assistenzsystemen, Syste-
me, welche den Nutzer gezielt in seinem Handeln bzw. im
Alltag unterstützen die Charakteristik der Personalisierung
angegeben werden. Dies könnten beispielsweise in einer
”
Smart
Home“-Umgebung Funktionalitäten sein, wie das Einstel-
len der Heizung auf eine bestimmte Temperatur abhängig
von der Anwesenheit bestimmter Personen, Intensität bzw.
Stimmung des Lichts oder die Lautstärke von Multimedia-
geräten. Betrachtet man all diese Eigenschaften von ubiqui-
tären Systemen, so erschließen sich hierbei aber auch grund-
legende Probleme in Bezug auf Datenschutz, welche im Fol-
genden behandelt werden.
2.2 Privacy-bezogene Probleme
Wie auch vor über 100 Jahren bei der Fototechnik ergeben
sich durch diese neue Technologie Probleme in Bezug auf den
Datenschutz einer Person aufgrund der in 2.1 beleuchteten
charakteristischen Eigenschaften von ubiquitären Systemen.
In [9] wurden verschiedene Bedenken und Ängste von Perso-
nen gegenüber ubiquitären Anwendungen untersucht, wor-
aus sich allgemeine Probleme bezüglich der Privacy in sol-
chen Systemen ableiten lassen.
Kontrolle über Datenerfassung
Da in ubiquitären Systemen Sensoren zur Erfassung von In-
formationen über den Nutzer und seine Umgebung einge-
setzt werden und der Nutzer unbemerkt mit solchen Sys-
temen interagiert, muss abgewogen werden wie bzw. ob der
Nutzer hinreichend über die Erfassung von Daten informiert
wird. Jedoch reicht es nicht aus über Datenerfassung infor-
miert zu werden, es muss möglich sein diese auch zu steuern
bzw. zu beeinflussen. Ebenso kann es jedoch für einen Nutzer
störend sein, wenn von ihm für jede Art der Datenerfassung
eine Einverständniserklärung abverlangt wird. In heutigen
Applikationen, auf Smartphones ist es bereits möglich orts-
bezogene Daten zu übermitteln, um eine bessere Unterstüt-
zung der Anwendung zu erhalten, beispielsweise wenn man
einen Busfahrplan der nächstgelegenen Haltestelle oder den
nächsten Supermarkt mit den billigsten Angeboten sucht.
Jedoch weist [6] darauf hin, dass es bei solchen Anwendun-
gen nur eine sehr geringe Zahl von Entscheidungsmöglich-
keiten gibt, wie und wie viele Daten übermittelt werden sol-
len. So gibt es zum Beispiel bei Android nur die Möglichkeit
beim ersten Starten einer App zu entscheiden, ob man Sen-
soren zulassen möchte oder nicht. Diese
”
Alles oder Nichts“-
Mentalität ist bei ubiquitären Systemen nicht tragbar und
stellt daher eines der wichtigsten Probleme dar.
Kontrolle über Datenverarbeitung
Ein weiteres Problem besteht bei der Speicherung bzw. Ver-
arbeitung von, durch Sensoren, erfasste Daten. Im Gegen-
satz zu Desktop-Anwendungen, bei denen die Daten meist
lokal gehalten werden, hat man bei ubiquitären Anwendun-
gen die Möglichkeit diese Daten global abzurufen bzw. zu
speichern, z.B. auf einem zentralen oder auf vielen Servern
verteilt. Da die Speicherung der Daten meist von der An-
wendung, welche diese erfasst und verarbeitet, bzw. dessen
Betreiber abhängig ist, hat der Nutzer keine direkte Kon-
trolle darüber, was gespeichert wird und wer alles Zugriff
zur Verarbeitung der Daten hat. Dieses Problem resultiert
aus der Allgegenwärtigkeit, da die Daten überall verfügbar
sein müssen und dem quasi unendlichen Speicher. Hierbei
liegt die Verantwortung bei den Betreibern von Anwendun-
gen, dass mit sensiblen Daten kein Handel betrieben wird
bzw. nicht von unautorisierten Personen zugegriffen werden
kann.
Implizites Wissen aus Daten
Neben dem Problem der Kontrolle seitens eines Nutzers, wie
Daten verarbeitet werden, schließt sich das schlussfolgern
von Wissen aus bestehenden Daten an. Selbst wenn ein Nut-
zer Kontrolle darüber hätte, welche Daten erfasst werden
und wie diese verarbeitet werden, besteht die Gefahr, dass in
den festgelegten Richtlinien weitere sensible Informationen
erschlossen werden. [9] zeigt hier ein kritisches Beispiel einer
Universität, wo beleidigende Aussagen über einen Professor
in einem Forum getätigt wurden und nur die Zeit und Orts-
informationen verfügbar waren. Da der Professor zu dieser
Zeit einen Kurs an dem im Forum angegebenen Ort abgehal-
ten hat, konnte er aus der geringen Zahl von Studenten mit
Laptop in seinem Kurs schlussfolgern, welcher Student diese
Beleidigungen geäußert hatte. Ebenso lassen sich durch ei-
ne unbegrenzte Dauer der Datenhaltung Vorlieben bezüglich
Aktivitäten, Produkten oder Orten schlussfolgern.
Profiling mit Hilfe gesammelter Daten
Jedoch ist nicht nur das Erschließen impliziten Wissens ein
Problem, welches bei den großen Datenmengen in ubiqui-
tären Systemen auftritt. Auch das Nutzen der vorhande-
nen Informationen, selbst auf verteilten Servern, kann ge-
nutzt werden um ganze Profile eines Menschen zu erstellen.
Nach [9] sind besonders Bewegungsprofile unter Nutzern ge-
fürchtet, jedoch können auch seitens Firmen Online-Profile
erstellt oder für Marktforschungszwecke missbraucht wer-
den. Besonders problematisch wird das Profiling, wenn ge-
speicherte Daten verfälscht oder irreführend sind. Erstellen
beispielsweise Behörden oder Firmen Profile von Kunden
oder Bewerbern, so könnten diese falschen oder unvollständi-
gen Informationen zu einer falschen Vorverurteilung führen.
Ebenso könnten Nutzer, die mehr Daten preisgeben bevor-
zugt werden, was zur Diskriminierung von
”
Offline-Nutzern“
führen würde. Diese Problematik ist dabei weniger techni-
scher, sondern sozialer und ethischer Natur.
Identitätsfeststellung und Missbrauch
Ein weiteres Problem, welches zwar nicht charakteristisch
jedoch wichtig für ubiquitäre Systeme ist, ist die Authenti-
sierung des Nutzers gegenüber den Systemen. Im Gegensatz
zu herkömmlichen Anwendungen auf festen oder mobilen
Systemen wäre es umständlich den Nutzer bei der Nutzung
eines Dienstes nach einem Passwort oder einer PIN zu fra-
gen. Ebenso könnten Gegenstände, wie Magnetkarten oder
Radio Frequency-ID (RFID) Chips, welche zur Authentifi-
zierung dienen, gestohlen und missbraucht werden, was bei
sehr stark personalisierten Diensten kritisch ist. Eine Au-
thentisierung mit biometrischen Merkmalen, wie Gesichts-,
Stimmerkennung oder Fingerabdrücke ist hierbei zwar si-
cher und kann z.B. bei Interaktion mit Tangibles, Sprach-
steuerung oder Nutzen von Kameras umgesetzt werden, ist
jedoch aus Sicht des Datenschutzes sehr bedenklich, da diese
Daten in einer Datenbank gespeichert sein müssen. Neben
der Feststellung der Identität müssen sensible Daten, auch
die Daten bezüglich der Identität, sicher übertragen werden.
Anhand dieser Probleme lassen sich konkret drei Sichten
bzw. Aspekte der Privacy bezüglich ubiquitärer Systeme er-
schließen:
1. Aspekt der sicheren Datenübertragung
2. Aspekt des Zugriffs auf und Umgang mit Daten
3. Aspekt der Erfassung von Daten
Im folgenden Abschnitt werden Richtlinien für die Entwick-
lung von ubiquitären Systemen vorgestellt, mit denen man
viele dieser Privacy-Problematiken angehen kann.
2.3 Richtlinien im Umgang mit den Proble-
men in ubiquitären Systemen
Aufgrund der erkannten allgemeinen Privacy-Probleme wur-
den einige Richtlinien vorgeschlagen, die beim Entwerfen
von ubiquitären Systemen beachtet werden sollten, vor al-
lem mit dem Ziel den Nutzer und sein Recht auf Entschei-
dungsfreiheit im Umgang mit Privacy einzubeziehen [7, 8, 9].
Langheinrich ist hierbei der Meinung, dass es nicht nötig ist
eine komplett technisch umgesetzte Sicherheit zu erzwingen,
da Personen, die bestimmte Informationen wollen, auch auf
irgendeinem Weg erhalten. Viel mehr muss das Sicherheits-
bewusstsein eines Nutzers gefördert werden und der Nutzer
dafür sensibilisiert werden, was er von sich wann und wie
preisgeben sollte. Hierbei können die aufgestellten Richtlini-
en in die drei Gruppen von Aspekten der Privacy eingeteilt
werden.
Richtlinien der sicheren Datenübertragung und -ver-
schlüsselung
In ubiquitären Systemen werden viele Informationen über-
tragen. Es gibt dabei sensible und unsensible Informatio-
nen. Um hierbei eine gesicherte Datenübertragung zu ge-
währleisten und Daten zu verschlüsseln, können verschiede-
ne Sicherheitsalgorithmen verwendet werden, welche sich in
ihrer Komplexität und Verarbeitungszeit sowie Auslastung
von Ressourcen unterscheiden. Da eine besonders effiziente
Erfassung und Verarbeitung von Daten in ubiquitären Syste-
men erwünscht ist, muss man eine angemessene Sicher-
heit herstellen. Ebenso müssen Leistung und Energiever-
brauch kleiner Computer, auf denen Systeme laufen, beach-
tet werden. So sollte man vor allem bei mobilen Endgeräten,
welche nicht an einem festen Stromnetz angeschlossen sind,
keine Methoden wählen, die Ressourcen stark beanspruchen
und damit einen hohen Stromverbrauch verursachen. Dies
bedeutet, dass man abwägen muss, welche Informationen so
sensibel sind, dass man sie verschlüsselt überträgt und wel-
che ohne solch einen Schutz auskommen. Besonders sensibel
sind beispielsweise Bankdaten, hingegen sind Informationen
über die Raumtemperatur nicht so wichtig, dass sie aufwen-
dig verschlüsselt werden müssen. Hierbei ist es auch sinnvoll
die Sensibilität von Daten unscharf zu betrachten, d. h. nicht
nur in sensible und unsensible Daten zu unterscheiden son-
dern verschiedene Abstufungen der Sensibilität zu treffen
und davon die Wahl eines Sicherheitsalgorithmus abhängig
zu machen.
Richtlinien des Zugriffs auf und Umgang mit Daten
Wie bereits in der Problemanalyse festgestellt, muss dem
Nutzer in ubiquitären Systemen die Möglichkeit gegeben
werden Kontrolle über den Zugriff und die Verarbeitung
seiner erfassten Daten zu haben. Um den Nutzer in seinen
Entscheidungen bei der Interaktion mit solchen Systemen je-
doch nicht zu belästigen, kann man bereits durch das Design
der Datenverwaltung solcher Systeme Zugriffsbeschränkun-
gen vornehmen. So ist es sinnvoll Daten nur dort verfügbar
zu machen und zu halten, wo sie letztendlich auch benö-
tigt werden. Beispielsweise sollten Informationen, welche in
der Domäne des
”
Smart Home“ benötigt werden auch dort
(und nicht auf einem zentralen externen Server) hinterlegt
werden und der Zugriff größtenteils auch nur lokal möglich
sein. Diese Einschränkungen der lokalen Verfügbar-
keit erschwert Spionage bzw. Diebstahl ganzer Datensätze
über einen Nutzer sowie das Profiling eines Nutzers.
Neben diesen Designentscheidungen ist es dennoch notwen-
dig dem Nutzer explizite Kontrolle zu geben. So ist es
denkbar, dass ein Nutzer einer bestimmten Gruppe von Per-
sonen den Zugriff auf seinen Standort ermöglichen möchte,
um sich z. B. leichter auf großen Veranstaltungen wie Mes-
sen, Festivals und Konzerten finden zu können. Neben der
Kontrolle, wer auf Informationen zugreifen kann, ist
es auch die Kontrolle über die Dauer der Datenspei-
cherung wichtig. Einerseits können durch eine lange Spei-
cherdauer Anwendungen personalisierter werden, anderer-
seits möchte nicht jeder Nutzer ein ewiges Gedächtnis über
seine Aktivitäten. Eine zeitliche Begrenzung der Speiche-
rung kann dabei helfen das Erschließen impliziten Wissens,
wie in [9] beschrieben, zu verhindern und entlastet den Nut-
zer dahingehend Daten explizit löschen zu müssen.
Richtlinien der Erfassung von Daten
Bei der großen Zahl an Sensoren, welche bei ubiquitären Sys-
temen zum Einsatz kommen, und der unbewussten Interak-
tion ist dem Nutzer nicht immer bewusst ob oder welche
Sensoren Daten von ihm erfassen. Eine wichtige Richtlinie
ist daher, dass Systeme den Nutzer informieren, wel-
che Daten von welchen Sensoren erfasst und nachher vom
System verarbeitet werden. Dies ist vor allem wichtig, da-
mit dem Nutzer bewusst gemacht wird ob er in der Reich-
weite von Sensoren ist und in welchem Maß seine Aktivitä-
ten aufgezeichnet werden. Es wird außerdem empfohlen dem
Nutzer die Möglichkeit geben über die Datenerfassung und
-verarbeitung zu entscheiden, wobei so eine Zustimmung in
Europa mit der Datenschutzrichtlinie von vornherein erfol-
gen muss. Um der
”
Alles oder Nichts“-Mentalität bei der
Aktivierung von Sensoren bei einigen heutigen mobilen Sys-
temen entgegenzuwirken, empfiehlt Langheinrich außerdem,
dass ein gutes System mehrere Optionen für den Grad
der Datensammlung anbieten sollte, aus denen ein Nut-
zer schließlich auswählen kann. Dies bedeutet, dass aus einer
Menge von Sensoren, welche für eine Anwendung nötig sind
auch einzelne vom Nutzer deaktiviert werden können, oh-
ne ihm die Nutzung dieser Anwendung komplett zu verwei-
gern sondern nur einzelne Funktionalitäten nicht verfügbar
zu machen, welche Daten dieser deaktivierten Sensoren ge-
nutzt hätten. Diese Berücksichtigungen der Nutzer kann in
Räumen, wo sehr wenige mit den Systemen zur selben Zeit
interagieren gut umgesetzt werden, jedoch besteht in großen
öffentlichen Umgebungen, wie Einkaufspassagen oder Ver-
anstaltungen, das Problem, dass nicht alle Nutzerwünsche
bezüglich der Datenerfassung und -verarbeitung berücksich-
tigt werden können und die Toleranz gegenüber einer Daten-
erfassung ebenfalls sehr unterschiedlich ausgeprägt ist. Für
diese Fälle muss garantiert werden, dass die Nutzer Anony-
mität bzw. Pseudonymität erfahren, d.h. es darf nicht
möglich sein auf Grund der erfassten Daten Rückschlüsse
auf einzelne Personen ziehen zu können, wenn dies nicht er-
wünscht ist.
Im Idealfall befolgen ubiquitäre Anwendungen in Zukunft je-
de dieser Richtlinien, um den Nutzern ein transparentes Ar-
beiten mit solchen Systemen zu gewährleisten und ihnen das
Gefühl der Kontrolle über sensible Informationen, der Erfas-
sung der Daten sowie dem Zugriff auf diese Daten zu geben.
Da der Grat zwischen komfortabler Nutzung mit Kontrol-
le und Belästigung durch zu viel Informationen seitens der
Systeme jedoch recht schmal ist, muss je nach Anwendungs-
fall entschieden werden, wie sehr man sich beim Design an
diese Richtlinien hält. Im folgenden Abschnitt werden Lö-
sungsansätze vorgestellt, welche sich je einem Aspekt der
Privacy in ubiquitären Systemen annehmen und die vorge-
stellten Richtlinien gut erfüllen.
3. KONKRETE LÖSUNGSANSÄTZE DER PRI-
VACY-ASPEKTE IN UBIQUITÄREN SYS-
TEMEN
In diesem Abschnitt werden für die drei aufgestellten Grup-
pen von Privacy-Aspekten, der sicheren Übertragung, des
Zugriffs und Umgang mit Daten, und der Datenermittlung,
Beispiele für konkrete Lösungsansätze vorgestellt.
3.1 Ubiquitous Mobile Agent System (UbiMAS)
Als Beispiel eines Services, welcher sich dem Aspekt der si-
cheren Übertragung von Daten annimmt, wird das Ubiqui-
tous Mobile Agent System (UbiMAS) vorgestellt [2]. Ubi-
MAS ist ein Service, welcher eine gesicherte Kommunikation
in ubiquitären Umgebungen ermöglicht. Hierbei wird ange-
nommen, dass der Nutzer ein mobiles Gerät bei sich trägt,
welches in der Lage ist seinen Standort mitzuteilen. Die Ar-
chitektur des Systems ist in Abbildung 1 dargestellt.
Bei der Entwicklung hat man sich für ein verteiltes Sys-
tem und nicht für die Nutzung eines zentralen Servers ent-
schieden. Grund dafür ist einerseits, dass ein zentraler Ser-
ver ein hohes Sicherheitsrisiko bezüglich Spionage, Angriffe
und Datendiebstahl darstellt und andererseits bei sehr vielen
Nutzern und Services einen Flaschenhals darstellen könn-
te. Daher wurde das System so entwickelt, dass es auf ei-
ner Peer-To-Peer Middleware aufgesetzt wird und über diese
Nachrichten ausgetauscht werden. Im Mittelpunkt der Ar-
chitektur steht hierbei der Agent Node. Dieser verwaltet al-
le Agents des System, welche Instanzen darstellen, die mit-
einander kommunizieren. Es wird dabei in User-Agent und
Service-Agent unterschieden. Der User-Agent ist die Schnitt-
stelle zwischen dem Nutzer und den ubiquitären Anwendun-
gen, welche durch einen Service-Agent repräsentiert werden.
Jeder Agent und jeder Agent Node hat eine eindeutige ID,
durch welche er angesprochen werden kann. Zusätzlich führt
jeder User-Agent mindestens einen Home Node, an welchen
in regelmäßigen Abständen der Aufenthaltsort des Nutzers
gesendet wird. Ist ein Nutzer in Reichweite eines Agent No-
des, so übergibt der User Agent bei der Anmeldung an die-
Figure 1: Architektur des UbiMAS nach [2]
sem Konten seine ID und die des Home Nodes. Zur Kommu-
nikation besitzt jeder Agent Node eine Message Delivery En-
gine. Diese empfängt Nachrichten und überstellt sie dem ent-
sprechenden Agent, der die Nachricht empfangen soll, leitet
Nachrichten von Agents weiter und führt ebenfalls Sicher-
heitsfunktionen durch, um die Nachrichten zu verschlüsseln.
Eingehende Nachrichten werden der PostBox (PoBox) des
Agent Nodes übergeben, welche als Nachrichtensammelstel-
le gesehen werden kann. Für jeden angemeldeten Agent wird
eine Warteschlange für Nachrichten zur Verfügung gestellt,
die sequentiell abgearbeitet wird, wobei die Zahl der Nach-
richten begrenzt ist und dynamisch angepasst werden kann.
Ebenso werden der PoBox von Agents ausgehende Nachrich-
ten übergeben, bevor sie von der Message Delivery Engine
bearbeitet und versendet werden.
In Bezug auf die Sicherheit von Daten und Nutzern wer-
den in UbiMAS zwei wesentliche Sichtweisen beleuchtet: der
Schutz von Nutzern vor Diensten, und den Schutz von Nut-
zern und Diensten vor böswilligen Nutzern. Im ersten Fall
besteht die Gefahr darin, dass Administratoren beim Auf-
setzen eines Dienstes Trojaner einschleusen könnten oder
das System anderweitig manipulieren. Die Wahrscheinlich-
keit, dass dies geschieht, wird jedoch als sehr gering einge-
schätzt, da Dienste einen Schlüssel und ein Zertifikat be-
nötigen, wodurch der Betreiber bekannt ist. Der hier ge-
wählte Sicherheitsmechanismus ist demnach weniger techni-
scher Natur, sondern basiert auf Vertrauen der Vernunft der
Dienstadministratoren. Ebenso ist es nicht möglich, dass ein
Dienst einen anderen infiltrieren kann, da nur Dienste mit
der dem selben Entwicklerschlüssel untereinander kommuni-
zieren können. Der Zweite Fall, den Schutz vor böswilligen
Agenten, gilt es mit technischen Mechanismen zu erfüllen.
Eine wichtige Rolle spielt hierbei die PoBox. Diese Kompo-
nente verhindert zum einen das Verfälschen des Absenders
einer Nachricht, da sie diesen erst zu einer Nachricht hin-
zufügt, wenn sie vom Agenten via PoBoxAdder übergeben
wurde. Zum anderen kann die PoBox auch einer Denial-of-
Service-Attacke entgegenwirken, da sie jedem Agenten ei-
ne Warteschlange mit einer begrenzten Zahl an Nachrich-
ten und einem Timer zur Einschränkung der Nachrichtenfre-
quenz zur Verfügung stellt. Da die Größe der Warteschlan-
ge dynamisch reguliert wird, kann diese ebenfalls auf 0 ge-
setzt werden, wodurch ein Agent, der einen DoS-Angriff auf
Dienste versucht, stillgelegt wird. Weiterhin wird durch die
Nutzung von Private/Public Keys zur Verschlüsselung der
Nachrichten durch die Message Delivery Engine ein unbe-
rechtigtes Mitlesen unterbunden. Weitere Sicherheitsfeatu-
res werden in [2] vorgestellt.
Durch Nutzung eines Systems wie UbiMAS ist es möglich
gesicherte Kommunikation von Nachrichten auf einem P2P-
Netzwerk in einer ubiquitären Systemumgebung durchzu-
führen. Ein großer Vorteil ist der Verzicht auf einen zentra-
len Server und die Architektur, welche Spionage und den
Missbrauch von Daten entgegenwirken. Ein Nachteil jedoch
ist, dass durch die Verschlüsselung Datenübertragungen fast
doppelt so lange brauchen (vgl. Abbildung 2), da nicht die
Sensibilität der Daten betrachtet wird.
Figure 2: Agent-Ping-Zeit mit und ohne Verschlüs-
selung nach [2]
3.2 A Privacy Awareness System (pawS)
Ein Beispiel für einen Lösungsansatz, welcher den Aspekt
der Datenerfassung, vor allem jedoch des Zugriffs auf und
Umgang mit gesammelten Daten betrachtet wird in [8] mit
dem Privacy Awareness System (pawS) vorgestellt. Die Mo-
tivation hinter diesem System ist, dass zwar gute Technolo-
gien zum Anonymisieren von Nutzern und Verschlüsseln von
Daten existieren, jedoch im Kontext der ubiquitären Syste-
me, wo man auch sozial interagiert, ein Verstecken hinter ei-
ner virtuellen Repräsentation keine ausreichende Sicherheit
bietet. Der hier gewählte Ansatz stützt sich auf das ver-
nünftige Verhalten von Personen im Rahmen von sozialen
Normen und Gesetzgebungen und dem Tragen von Konse-
quenzen bei Missachtung dieser, wie es in vielen Dingen des
Alltags, beispielsweise dem Straßenverkehr, selbstverständ-
lich ist. Dies wird technisch durch so genannte Privacy Poli-
cies, auch Sicherheitsrichtlinien, umgesetzt, welche analog zu
Regeln und Gesetzen im echten Leben funktionieren sollen.
Dafür werden vom Nutzer Regeln festgelegt, welche Verwen-
dung seiner Daten er toleriert bzw. zulässt. Er kann auch
festlegen wer Zugriff hat und wie lange die Lebensdauer der
Daten sein soll. Ebenso werden sie seitens einer Anwendung
genutzt um dem Nutzer darüber Informationen liefern zu
können, wie seine Daten gespeichert werden und wer darauf
Zugriff erhält.
Grundlegende Objekte im System sind ein mobiles Gerät,
welches die Schnittstelle zwischen verschiedenen Diensten
und dem Nutzer ist, so genannte Privacy Proxies, auf denen
Richtlinien in Form von Policies hinterlegt sind sowie den
Sensoren, welche Daten für die Dienste erfassen. Dienste hin-
terlegen hierbei auf ihren Privacy Proxies Informationen wer
die Daten erfasst, wie diese verarbeitet werden, für wen und
warum dies geschieht. Das World Wide Web Consortium
(W3C) hat es mit dem Platform for Privacy Preferences Pro-
ject (P3P) [4] möglich gemacht, dass solche Informationen
in Form von maschinenlesbarer XML geschrieben und von
Systemen automatisiert verarbeitet werden können. Nutzer
hingegen können Einstellungen darüber treffen, welche Da-
ten erfasst und wie diese verarbeitet werden dürfen bzw.
wer Zugriff darauf hat und wie lange die Daten gespeichert
werden. Diese Wunschregeln können mit einer Sprache, wie
beispielsweise APPEL [3] ebenfalls in XML festgelegt wer-
den.
Die Informationen der Dienste, welche Daten wie erfasst
und verarbeitet werden, können schließlich über zwei Wege
in Form der Policies übertragen werden. Entweder implizit,
wenn der Nutzer mit einem Service interagiert oder durch
ständige Mitteilung eines Hintergrundservices, auch Beacon
genannt. Dabei empfängt das mobile Gerät des Nutzers die-
se Policies, sendet sie an den privaten Privacy Proxy des
Nutzers weiter, welcher letztendlich die Informationen mit
den Wunscheinstellungen des Nutzers vergleicht und entwe-
der der Datenerfassung zustimmt oder diese ablehnt. Wird
dem zugestimmt, werden die Policies und weitere Informa-
tionen der Dienste auf dem Proxy hinterlegt, um diese bei-
spielsweise bei Änderungen von Login-Daten informieren zu
können. Auf Seiten der Dienste werden außerdem weitere
Policies mit Regeln über die Zugriffsbestimmungen und die
Lebensdauer der Daten hinterlegt.
Mit Hilfe der statisch definierten Policies ist es mit pawS
möglich den Nutzer zu informieren wie Daten erfasst und
verarbeitet werden sowie seitens des Nutzers kontrollierbar
welche Daten erfasst, wie verarbeitet und wie lange gespei-
chert werden dürfen. Dies hat den Vorteil, dass der Nutzer
Kontrolle über seine Privatsphäre in ubiquitären Umgebun-
gen bekommt. Technisch gesehen sind die Vorteile des Sys-
tems, dass maschinenlesbare Dokumente verwendet werden,
die automatisch verarbeitet werden können und das Sys-
tem um Funktionen, beispielsweise einer Anonymisierung
des Privacy Proxies, erweiterbar sind. Jedoch ist die stati-
sche Definition von Regeln auch mit Nachteilen behaftet. So
kann man zwar generelle Regeln für das Erfassen sowie Ver-
arbeiten von und Zugreifen auf Daten festlegen und es ist
möglich Standardvorlagen für bestimmte Dienste anzubie-
ten, jedoch besteht dennoch bei der individuellen Anpassung
von Regeln für jeden Dienst ein großer Verwaltungsaufwand.
Nichtsdestotrotz ist das Nutzen von Privacy Policies im Hin-
blick auf die Kontrolle über die Lebensdauer der erhobenen
Daten und den Zugriff auf diese ein guter Ansatz.
3.3 Context Adaptive Privacy Decisions Sys-
tem
In [11] wird ein System vorgestellt, welches ermöglichen soll
Privacy-Einstellungen dynamisch an Kontextwechsel anzu-
passen. Dieser Lösungsansatz lässt sich dabei dem Privacy-
Aspekt der Datenerfassung in ubiquitären Systemen zuord-
nen. Die Motivation hierbei ist, dass Einstellungen bezüglich
der Privacy bei Anwendungen vom Nutzer manuell getroffen
werden müssen und dies entweder durch Nutzen von vordefi-
nierten, statischen Policies, wie bei dem zuvor vorgestellten
pawS, oder durch Nachfragen der Anwendung beim Nut-
zer realisiert werden kann. Der Nachteil der statischen Poli-
cies ist, wie bereits erwähnt, dass der Wartungsaufwand sehr
hoch ist, sollte man Einstellungen ändern wollen. Ein stän-
diges Nachfragen der Anwendung kann den Nutzer belästi-
gen und beeinflusst das Nutzungserlebnis ubiquitärer Syste-
me negativ. Eine weitere Motivation ist, dass das Empfin-
den über die Privatsphäre kontextabhängig und ein dyna-
mischer, selektiver Prozess ist [1]. Dies soll hier dadurch er-
möglicht werden, dass das System Kontextwechsel erkennt,
versucht Privacy-Einstellungen anhand bekannter, ähnlicher
Situationen anzupassen und diese entweder durchsetzt oder
dem Nutzer zur Bestätigung oder Ablehnung vorschlägt.
Als Grundlage für die Erkennung von Kontextänderungen
und entsprechender Reaktion auf diese, wird die Territorial
Privacy genutzt [6]. Diese ist im Gegensatz zum Datenschutz
ein Nutzer-zentrierter Ansatz, wobei virtuelle Räume aus in
der Nähe befindlichen Entitäten, wie beispielsweise Senso-
ren, als Settings definiert werden. Es wird davon ausgegan-
gen, dass man in sich durch physikalische Grenzen, wie Räu-
me, nicht vollständig von Überwachung und anderen Stör-
faktoren abschotten kann, da Sensoren oder auch Ausgabe-
geräte, welche in Gebäuden und Räumen integriert werden,
diese Grenzen durchbrechen können. Entitäten in der Umge-
bung werden in Observer und Disturber unterteilt. Observer
sind hierbei Entitäten, die Informationen aktiv oder passiv
aufnehmen. Darunter zählen andere Menschen, Umgebungs-
sensoren, Körpersensoren oder persönliche Geräte und ent-
sprechende Funktstationen, wie Wi-Fi. Disturber sind En-
titäten, die in einen physischen Raum eindringen können,
wie Menschen (die Geräusche von sich geben), Geräte mit
Ausgabemöglichkeiten, wie Lautsprecher oder Bildschirme,
eigenständige Geräte, wie Staubsaugerroboter, und fernge-
steuerte Geräte, wie Licht oder Heizungsanlagen.
Solche aus verschiedenen Entitäten und virtuellen Räumen
beschriebene Kontexte oder Settings werden nun in einem
Privacy Context Model [10] verknüpft, welches als Grundla-
ge für das Context Adaptive Privacy Decisions System dient.
Das Modell hat hierbei drei Sichten für den Kontext: der
Nutzer, seine Umgebung und seine Aktivitäten.
Über den Nutzer werden hierbei Informationen, beispiels-
weise sein Ort, seine Stimmung oder auch medizinischer Zu-
stand erfasst. Die Umgebung wird durch ihre Entitäten, wie
bei der Territorial Privacy, beschrieben. Das heißt, dass En-
titäten bezüglich ihres Typs, also Observer oder Disturber,
unterschieden werden. Aktivitäten werden insofern beschrie-
ben, dass sie einem bestimmten Typ zugeordnet und einzel-
ne Aktionen innerhalb der Aktivität unterschieden werden.
Der Typ einer Aktivität dient hierbei einer Kategorisierung,
beispielsweise einer genaueren Beschreibung, ob man
”
auf
Arbeit fährt“ oder
”
nach Hause fährt“.
Ein System welches nun dynamisch Kontextänderungen er-
kennen und dementsprechend die Privacy-Einstellungen ei-
nes Nutzers festlegen bzw. vorschlagen soll, ist in Abbildung
3 dargestellt [11]. Dieses gliedert sich hier in das Context Mo-
del, die Privacy Decision Engine und letztendlich die Durch-
setzungsvorgang der angepassten Privacy-Einstellungen.
Das Context Model stellt semantisch gewonnene Informa-
tionen bereit, womit es möglich ist bestimmte Kontexte zu
bestimmen zu filtern. Bei einem Kontextwechsel stellt die
Privacy Decision Engine fest, welche Objekte sich zwischen
den beiden Kontextsituationen geändert haben und ob diese
Figure 3: Privacy Decision Process nach [11]
relevant für eine Änderung der Privacy-Einstellungen not-
wendig sind. Mit Hilfe der erkannten Änderungen und vom
Nutzer getroffene allgemeine, oder auch spezielle Privacy-
Einstellungen aus ähnlichen Kontexten, versucht die Engi-
ne die möglichst vom Nutzer gewünschten Einstellungen zu
treffen. Da die Entscheidungen oder Wünsche eines Nutzers
nicht genau ermittelt werden kann, wird aus dem bisherigen
Wissen über vergangene Situationen die Einstellung bezüg-
lich der Privacy adaptiert. Wenn die Engine verschiedene
Sets von Regeln und Einstellungen ermittelt hat, welche den
Vorlieben des Nutzers am ehesten entsprechenden, wird ver-
sucht diese entweder direkt durchzusetzen oder der Nutzer
um ein Feedback gebeten. Lehnt der Nutzer die vorgeschla-
genen Einstellungen ab, kann er diese manuell ausbessern
oder erhält neue, modifizierte Einstellungen als Vorschlag.
Dieser Ansatz vereinigt verschiedene Richtlinien des Aspekts
der Datenerfassung, wie das Informieren eines Nutzers über
Situationen, der Möglichkeit Einstellungen zu treffen bzw.
die Sammlung von Informationen zu kontrollieren. Ein be-
sonderer Vorteil dieses Systems ist jedoch, dass der Nut-
zer in seinen Einstellungen unterstützt bzw. entlastet wird
und Änderungen bei erkannten Kontextänderungen automa-
tisiert durchgeführt werden. Ein Nachteil ist, dass zunächst
ein Lernprozess durchlaufen werden muss, damit das Sys-
tem zuverlässig arbeitet. Auch gibt es keine Sicherheit, ob
auch nach langer Benutzung die Wünsche des Nutzers rich-
tig adaptiert werden. Da dies ein noch sehr neuer Ansatz ist,
gibt es derzeit leider keine konkreten Umsetzungen und auch
keine Ergebnisse über die Zuverlässigkeit dieses Systems. Je-
doch sind die vorgestellten Konzepte gute Möglichkeiten die
Richtlinien der Datenerfassung in ubiquitären Systemen um-
zusetzen.
Im nachfolgenden Abschnitt wird ein Hybrid aus den ver-
schiedenen Lösungsansätzen vorgestellt und mit Hilfe ei-
nes Beispielszenarios ubiquitärer Assistenzsysteme durchge-
spielt.
4. SZENARIO IN VERBINDUNG MIT HY-
BRIDEN LÖSUNGSANSATZ
Die im vorhergehenden Abschnitt vorgestellten Lösungsan-
sätze erfüllen zu einem Großteil verschiedene Richtlinien der
Aspekte der Privacy in ubiquitären Systemen. Somit ist es
wünschenswert alle Vorzüge der Lösungsansätze zu nutzen
und zu vereinen. Anhand eines Beispielszenarios soll ein mög-
licher Hybrid dieser Lösungsansätze vorgestellt und sein Nut-
zen gezeigt werden.
Als Szenario soll ein betreutes Wohnen mit medizinischen
ubiquitären Assistenzsystemen in Verbindung mit einem
”
Smart
Home“ dienen. Hierbei gibt es ein Gebäudekomplex, der für
das betreute Wohnen vorgesehen ist und ein Apartment an
eine Person gebunden ist. Eine oder mehrere Pflegekräfte be-
finden sich hierbei in einer zentralen Verwaltung unweit des
Gebäudes. Die Wohnungen sind mit Sensoren und Systemen
ausgestattet, wobei Vitalfunktionen der Bewohner automa-
tisch aufgenommen und überprüft werden, Raumtempera-
turen und Luftzirkulationen nach Vorlieben des Bewohners
angepasst werden. Ebenso sind Toiletten mit Systemen aus-
gestattet, die den Urin untersuchen können. Ein Bewohner
trägt nun immer ein mobiles Gerät, z.B. ein Armband, mit
sich, welches einerseits persönliche Daten enthält, zum An-
deren auch zur Ortung eingesetzt werden kann und mit Be-
schleunigungssensoren ausgestattet ist.
Zunächst lässt sich feststellen, dass es hier viele Daten gibt,
besonders medizinischer Bedeutung, die als sensibel betrach-
tet werden können. Mit Hilfe von Verschlüsselungsverfahren
werden die erfassten Daten von den am Körper befindlichen
Sensoren zur Messung der Vitalwerte in periodischen Ab-
ständen an die entsprechende Anwendung geschickt. Unter
Nutzung von UbiMAS wäre dies möglich, da durch das peri-
odische Senden keine Überlastung der PostBox zu befürch-
ten ist. Eine Wohneinheit kann hierbei als Peer oder Agent
Node gesehen werden, da die Zahl der Service Agents pro
Wohnung übersichtlich ist. Die Verwaltung der Pflegekräf-
te ist ebenfalls solch ein Knoten des P2P Netzes, wodurch
es möglich ist, dass Pflegekräfte bei Besuchen der Wohnun-
gen zusätzliche Informationen anfordern können. Auch ist es
sinnvoll Krankenhäuser oder andere Notrufdienste in dieses
Netz einzuspannen, damit Nachrichten verschlüsselt an die-
se im Fall eines Notfalls übermittelt werden können. Ebenso
kann der Zugriff auf die Vitalwerte durch definierte Policies
reguliert werden. So kann beschrieben werden, dass lediglich
ein Arzt diese Werte auslesen kann, wenn er sich in der je-
weiligen Wohnung bzw. in der Nähe des Patienten befindet.
Auch kann man die Lebensdauer der Daten auf beispielswei-
se eine Woche begrenzen, was ein Profiling über die Vital-
werte für Krankenkassen verhindert, welche durch Schluss-
folgern eine ungesunde Lebensweise nachweisen und daraus
Konsequenzen ziehen könnten.
Das Erkennen eines Kontextwechsels ist besonders in Not-
fallsituationen wertvoll, wenn Pflegekräfte nicht in unmit-
telbarer Nähe sind. Erkennt das System z. B. eine Aktivität,
wie einen Sturz durch eine schnelle Bewegung der Beschleu-
nigungssensoren, gleichzeitig jedoch keine Verschlechterung
der Vitalwerte, reicht es zunächst nur den Pflegedienst zu
alarmieren und ihm gleichzeitig den Zugriff auf die Vital-
werte zu geben, eventuell, wenn zulässig, sogar eine Über-
wachungskamera zu aktivieren. Erfolgt ein Sturz und gleich-
zeitig eine Verschlechterung der Werte, kann das System au-
tomatisch eine Nachricht an den Notarzt schicken, der bei
Ankunft an der Wohnung automatisch der Eintritt gewährt
wird, da immer noch eine Notfallsituation besteht.
Man erkennt an Hand des Szenarios, dass die vorgeschlage-
nen Lösungsansätze ihre Berechtigung haben und sogar gut
zusammenspielen. Als zentrales Element wird hierbei jedoch
immer ein mobiles Objekt als Repräsentation des Nutzers im
System vorausgesetzt. Sensible Daten, wie Vitalwerte, kön-
nen verschlüsselt übertragen werden und der Zugriff seitens
des Nutzers für verschiedene Situationen kontrolliert wer-
den. In Notfallsituationen ist ein Erkennen des Kontext sehr
wertvoll, da Sicherheitseinstellungen dynamisch angepasst
werden können und so ein schnelles Eingreifen in solchen
Situationen ermöglicht.
5. ZUSAMMENFASSUNG
In dieser Seminararbeit wurden die Eigenschaften ubiquitär-
er (Assistenz-)Systeme und damit einhergehende Probleme
betreffend der Datensicherheit und Privatsphäre des Nut-
zers beleuchtet. Es wurden Richtlinien vorgestellt diese Pro-
bleme möglichst zu beheben bzw. aus dem Weg zu gehen.
Besonders hervorzuheben ist, dass der Schwerpunkt darin
liegt dem Nutzer einen Ausgleich von Komfort der ubiqui-
tären Systeme und Kontrolle über die Privatsphäre und Da-
ten zu geben. In dieser Arbeit wurden dabei drei Gruppen
von Aspekten aufgefasst: den Aspekt der sicheren Über-
tragung, den Aspekt des Zugriffs und Umgang mit gesam-
melten Daten eines Nutzers sowie dem Aspekt der Daten-
sammlung durch Sensoren in der Umgebung. Da dieses For-
schungsgebiet noch in einer recht frühen Phase steckt, gibt
es bisher nur eine überschaubare Anzahl von konkreten Lö-
sungsvorschlägen diese Richtlinien umzusetzen. Zu jeder die-
ser Aspekte wurde ein Beispiel präsentiert. Um jedoch alle
Aspekte abzudecken wäre ein Hybrid-System aus den vor-
gestellten Beispielen denkbar, wobei auch ein Anwendungs-
szenario für eine sinnvolle Verschmelzung vorgestellt wurde.
Künftig wird man in der Praxis sicherlich feststellen, dass es
viele Anwendungsfälle gibt, die nicht komplett mit techni-
schen Mitteln lösbar sind. Daher müssen auch hier gesetzli-
che Bestimmungen getroffen werden, die Daten und die Pri-
vatsphäre des Menschen in ubiquitären Systemen schützen
können.
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