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Abstract
We give a simple algorithm to efficiently sample the rows of a matrix while preserving the
p-norms of its product with vectors. Given an n-by-dmatrixA, we find with high probability
and in input sparsity time an A′ consisting of about d log d rescaled rows of A such that
‖Ax‖
1
is close to
∥∥A′x∥∥
1
for all vectors x . We also show similar results for all ℓp that give
nearly optimal sample bounds in input sparsity time. Our results are based on sampling by
“Lewis weights”, which can be viewed as statistical leverage scores of a reweighted matrix.
We also give an elementary proof of the guarantees of this sampling process for ℓ1.
1 Introduction
Randomized sampling is an important tool in the design of efficient algorithms. A random
subset often preserves key properties of the entire data set, allowing one to run algorithms on
a small sample. A particularly useful instance of this phenomenon is row sampling of matrices.
For a n × d matrix A where n ≫ d and any error parameter ǫ > 0, we can find A′ with a few
(rescaled) rows of A such that
‖Ax‖p ≈1+ǫ
∥∥A′x∥∥
p
for all vectors x ∈ Rd. Here ≈1+ǫ denotes a multiplicative error between (1 + ǫ)−1 and (1 + ǫ).
Originally studied in statistics [Tal90, RV07, Tro12], the row sampling problem has received
much attention recently in randomized numerical linear algebra [DMM06, DMIMW12, CW13,
MM13, NN12, LMP13, CLM+14] and in graph algorithms as spectral sparsification [SS11,
BSS12, KLP12]. These works led to a good understanding of row sampling for the p = 2
case. If the rows of A are sampled with probabilities proportional to their statistical leverage
scores, matrix Chernoff bounds [AW02, RV07, Tro12] state that A′ with O(d log d/ǫ−2) is a
good approximation with high probability. Recently, Clarkson and Woodruff developed oblivi-
ous subspace embeddings that brought the runtime of these algorithms down to input-sparsity
time [CW13]. A derandomized procedure by Batson et al. [BSS12] can also reduce the number
of rows in A′ to O(d/ǫ2), at the cost of a worse, but still polynomial, runtime.
Substantial progress has also been made for other values of p [DDH+09, SW11, CDMI+13,
MM13], leading to input-sparsity time algorithms that return samples with about d2.5 rows when
1 ≤ p ≤ 2. The p = 1 case is of particular interest due to its relation to robust regression, or
ℓ1-regression [Can06]. In this setting, the existence of samples of size O(d log d) was shown by
Talagrand [Tal90] using Banach space theory.
Talagrand’s result, and the best known sampling results for general ℓp norms [BLM89, Tal95],
are based on a “change of density” construction originally due to Lewis [Lew78]. This construc-
tion assigns a weight, analogous to a leverage score, to each row; these can be used directly as
sampling probabilities. We will refer to these weights as “Lewis weights”. Given their direct
use as sampling probabilities, the primary algorithmic challenge is to be able to compute, or at
least approximate, these weights. This paper provides the first input-sparsity time algorithms,
and in fact the first polynomial time algorithms, for this problem. That in turn leads to the first
polynomial time algorithmic versions of the Talagrand and other Lewis weight-based results.
In particular, we give a simple iterative algorithm that approximates Lewis weights through
repeated computations of statistical leverage scores. Sampling by these approximate weights
then leads to the following result:
Theorem 1.1. Given a matrix A and any error parameter ǫ > 0, there is a distribution of
matrices S with O(d log dǫ−2) rows and one nonzero entry per row such that with high probability
‖SAx‖1 ≈1+ǫ ‖Ax‖1 for all x ∈ Rd.
Furthermore, we can sample from this distribution using O(log log n) calls to computing 2-
approximate statistical leverage scores of matrices of the form WA where W is a non-negative
diagonal matrix.
This routine can be combined with any algorithm for computing (approximate) statisti-
cal leverage scores. By invoking input-sparsity time routines [CW13, MM13, NN12, LMP13,
1
p polynomial runtime term Sample count Relevant Sections
p = 1 dω d log d Sections 2, 3, 7, and 8
1 < p < 2 dω d log d log log2 d Sections 2, 3, and 7
2 < p < 4 dω dp/2 log d Sections 2, 3, and 7
2 ≤ p dp/2+C dp/2 log d Sections 2, 4, 6 and 7
Figure 1: Summary of Our Algorithmic Results
CLM+14] and approximating intermediate objects to a coarser granularity, we obtain algo-
rithms that compute A′ with O(d log dǫ−2) rows in O(nnz(A) + dω+θ) time. Here ω is the
matrix-multiplication exponent and θ > 0 is any constant. This is a substantial improvement
over previous results. The previous best algorithm with a comparable running time gives a
sample size of about d3.66 [LMP13]; algorithms for obtaining samples with O(d2.5) rows rely on
an expensive ellipsoidal rounding algorithm [DDH+09], and therefore have prohibitively large
poly(d) terms.
We also give input-sparsity time algorithms for sampling for general ℓp norms. However, the
sample count is slightly higher for p ∈ (1, 2) and substantially higher (around dp/2) for p > 2.
Furthermore, the runtime gets substantially worse as p approaches and exceeds 4 (we use the
ellipsoid algorithm in this regime). Nonetheless, these algorithms do much better than previous
ones: they give a near-optimal sample count, and their dependence on d (though high) is of
the form dp/2(1+θ)+C (better than could be obtained in approaches based on resparsifying the
outputs of existing algorithms).
A table summarizing our main algorithmic results is in Figure 1. The bounds omit logarith-
mic factors in the runtime, dθ tradeoffs with input sparsity terms, success probabilities, and ǫ
and constant factor p dependences. All of these algorithms can be run with an nnz(A) log n
term and also support a tradeoff to get pure input sparsity time.
In Section 7, we briefly go over known statistical results [Tal90, Tal95, BLM89] on the
concentration of sampling by Lewis weights. One issue with invoking these results is that the
bounds in them do not explicitly describe non-uniform sampling based on upper bounds of Lewis
weights. Instead, the more common form of a main theorem in these results is that if the Lewis
weights are uniformly small, uniformly sampling half the rows gives a good approximation. We
use standard techniques (which we describe in more detail in Appendix B) to show that the
latter implies the former.
Additionally, in the case of ℓ1, we give an alternate, elementary proof of the concentration of
the sampling process in Section 8. It simplifies many components of previous proofs [Tal90, Pis99]
while following the same basic strategy. The bound is slightly weaker in some artificial parameter
ranges, but is also stronger in giving much sharper tails. It is arguably even simpler than proofs
of ℓ2 matrix Chernoff bounds [Ver09, Har11]. Unfortunately, the picture for general ℓp seems to
be much more difficult: published proofs for p 6∈ {1, 2} use deep results from Gaussian processes.
We consider it an open problem to find elementary proofs for these ranges.
Our results significantly improve algorithms for the well studied ℓp, and specifically ℓ1, row
sampling problem. We also give a version of ℓ1 matrix concentration bound that’s analogous
to the widely-used ℓ2 matrix concentration bounds. We believe these results and the simplicity
of our techniques show the usefulness of Lewis weights as an algorithmic tool for randomized
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numerical linear algebra in p-norms.
The paper is structured as follows: in Section 2 we formalize the matrix row sampling
problem and give an overview of our result. Our simple iterative algorithm for computing
approximate Lewis weights is in Section 3; this applies to all p < 4. An alternative approach
to computing Lewis weights based on convex optimization, valid for all p ≥ 2, is in Section 4.
Section 5 gives properties of Lewis weights useful in some of our arguments. An input-sparsity
time algorithm using the convex optimization approach is in Section 6. Section 7 summarizes
the known sampling results for each range of p, and describes a way to take existing proofs and
obtain analyses of our simple sampling procedure. Section 8 gives most of our elementary proof
of the validity of ℓ1 sampling by Lewis weight. Finally, Appendix A proves the properties from
Section 5, and Appendix B gives the proof of the reduction from our sampling procedure given
in Section 7.
2 Background and Overview
The paper deals extensively with vectors and matrices. The ℓp-norm of a vector x ∈ Rd is
defined as
‖x‖p =
(
d∑
i=1
|x i|p
)1/p
.
For a matrix A, we will use n and d to denote its number of rows and columns respectively, and
a i to denote the vector corresponding to the i
th row of A. Note that a i is a column vector. The
ℓp-norm of a vector x w.r.t. A can then be written as
‖Ax‖p =
(
n∑
i=1
∣∣aTi x ∣∣p
)1/p
.
We will also assume our matrices are full rank, since otherwise we can either project onto its
rank space, or use pseudo-inverses accordingly.
Most of our analyses revolve around multiplicative errors. Here we follow the approximation
notation from [CLM+14]. For a parameter α ≥ 1, we say two quantities x and y satisfy x ≈α y
if
1
α
x ≤ y ≤ αx.
Note that if x ≈α y, then for any power p we have xp ≈α|p| yp.
A cruciual definition in ℓ2 row sampling and matrix concentration bounds is statistical lever-
age scores. The statistical leverage score of a row a i is
τ i (A)
def
= aTi
(
ATA
)−1
a i =
∥∥∥(ATA)−1/2 a i∥∥∥2
2
.
It can be viewed as the squared norm of the ith row after the statistical whitening transform
(see e.g.. Hyvarinen et al. [HO00]). Equivalently, it is also often defined as the squared row
norm of the matrix of left singular vectors of A. The following facts about statistical leverage
scores underpin their role in ℓ2 row sampling.
Fact 2.1. 1. (Foster’s theorem [Fos53])
∑n
i=1 τ i(A) ≤ d,
3
2. τ i(A) ≤ 1.
3. (ℓ2 Matrix Concentration Bound) There exists an absolute constant Cs such that for any
matrix A and any set of sampling values pi satisfying
p i ≥ Csτ i (A) log dǫ−2,
if we generate a matrix S with N =
∑
p i rows, each chosen independently as the i
th basis
vector, times 1√
pi
, with probability piN then with high probability we will have ‖SAx‖2 ≈1+ǫ
‖Ax‖2 for all vectors x .
Combining part 1 and part 3 immediately implies that replacing A with O(d log d/ǫ2)
reweighted row samples from A can give a (1 + ǫ) approximation.
ℓp spaces are more complicated and lack many useful properties of ℓ2. The Lewis weight
approach can be seen as a particular way to tap into the niceness of ℓ2 by defining, for any
matrix A, a corresponding matrix B so that ‖Ax‖p is in some sense related to ‖Bx‖2. One
conceivable notion of relatedness would be to simply minimize the maximum distortion between
the norms. This would defineB based on the John ellipsoid for the convex body ‖Ax‖p ≤ 1; this
is essentially the technique used in [DDH+09] and follow-up works. However, it does not lead
to tight bounds, and the Lewis approach is different (although Section 4 reveals a similarity).
The most naive approach would seem to be to simply set B = A. Here, however, one sees
that B cannot properly capture A, since ‖Bx‖2 is not invariant under “change of density.”
For instance, one may “split” a row a i in A into k pieces, each equal to k
−1/pa i, and ‖Ax‖p
will remain unchanged. ‖Ax‖2, though, will change, and could be arbitrarily distorted by
subdividing different rows different amounts.
Instead, we adapt this naive approach by using a different “density.” We effectively assume
that a given row a i really represents w i rows, each equal to w
−1/p
i a i. w i may not be an integer,
but this does not really matter; they could be viewed as weights in a weighted ℓp norm rather
than a number of copies. When switching to ℓ2, the original row i of A would still correspond
to w i rows equal to w
−1/p
i a i, but this now has the same effect as one row equal to w
1/2−1/p
i a i,
rather than simply a i itself. Putting this together, we will define B = W
1/2−1/pA.
This still leaves the question of how to actually choose the weights w i (the specific change of
density). Intuitively, we want the split up rows, w
−1/p
i a i to be normalized in some way. Lewis’s
change of density gives a simple and natural notion of this: each of these normalized rows
should have leverage score 1 (defined in terms of a w i-weighted ℓ2 norm), or, more explicitly,
the ith row of B should end up with leverage score w i. Note that this is a somewhat circular
characterization: w i must match the leverage scores of B , but B itself depends on w i. The
Gram matrix of B is ATW 1−2/pA. Writing this all in terms of the original matrix A gives:
Definition 2.2. For a matrix A and norm p, the ℓp Lewis weights w are the unique weights
such that for each row i we have
w i = τ i
(
W
1/2−1/p
A
)
.
or equivalently
aTi
(
ATW
1−2/p
A
)−1
a i = w
2/p
i .
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We will make extensive use of the second formulation since it groups thew i values on one side.
It also involves measuring the operator ATW
1−2/p
A against a fixed vector a i, and therefore
allows us to incorporate bounds on the operator. These definitions have analogs in recent
speedups of interior point methods by Lee and Sidford [LS14]; for example, the requirement on
the weight function in the LP algorithm of [LS13].
Note that for the case where p = 2, W
1/2−1/p
is the identity matrix, so the Lewis weights
are just the leverage scores. In the case of general p, it is not immediately clear that the Lewis
weights must actually exist or be unique because of the apparently circularity; existence and
uniqueness was first established by Lewis in [Lew78]. This paper also includes proofs of the
existence and uniqueness of Lewis weights, which follow directly from the arguments used to
prove our algorithms. The first is in Section 3 (Corollary 3.4 and applies to p < 4. The second
is in Section 4 (Corollary 4.2) and gives a proof of existence for all p and uniquness for p ≥ 2
(so together, these proofs give existence and uniqueness for all p); the resulting proof from that
section is a restatement of traditional proofs.
In Section 8 (combined with Section 7), we will prove the following concentration bound,
which is a variant of Proposition 2 from [Tal90].
Theorem 2.3 (ℓ1 Matrix Concentration Bound). There is an absolute constant Cs such that
given a matrix A with ℓ1 Lewis weights w , for any set of sampling values p i,
∑
i p i = N ,
pi ≥ Csw i log(N)ǫ−2,
if we generate a matrix S with N rows, each chosen independently as the ith standard basis
vector, times 1
pi
, with probability piN , then with high probability we have
‖SAx‖1 ≈1+ǫ ‖Ax‖1
for all vectors x ∈ Rd. In particular, with constant factor approximations to the Lewis weights,
O(d log(d/ǫ)ǫ−2) row samples suffices.
The bound on sample count also follows from Fact 2.1. As a result, it remains to compute
approximate ℓp Lewis weights. We present a novel, but extremely simple, iterative scheme that
can do this for all p < 4. We repeatedly perform
w ′i ←
(
aTi
(
ATW 1−2/pA
)−1
a i
)p/2
using a possibly approximate algorithm for computing statistical leverage scores. This routine
resembles the use of ℓ2-regression to solve ℓ1 regression through repeated reweighting [CMMP13].
Its convergence also mimics the reduction in row counts in the iterative ℓp row sampling algorithm
by Li et al. [LMP13]. We will prove the following Lemma regarding this procedure in Section 3
Lemma 2.4. For any fixed p < 4, given a routine ApproxLeverageScores for computing
β-approximate statistical leverage scores of rows of matrices of the form WA for β = nΩ(θ),
we can compute a nθ approximation to ℓp-Lewis weights for A with O(log(θ)) calls to Approx-
LeverageScores.
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Combining this Lemma with Theorem 2.3 or [Tal90], using θ proportional to 1logn , gives
an algorithm satisfying the conditions of Theorem 1.1. We may use standard techniques, as
described, for instance, in [CLM+14], to get an input sparsity time algorithm as claimed in the
introduction. The idea is to run in two phases, first using a constant θ, then resparsifying with
θ proportional to 1logn (getting a d
θ dependence, rather than just nθ, turns out to be automatic,
since if n > d4, the nnz term will dominate anyway). The same process can be used for any
p ≤ 4, with sparsifier sizes as stated in Section 7; however, due to the size of the intermediate
sparsifier, the polynomial dependence will be dmax(ω,p/2+1)+θ.
It is worth noting that the technique in Section 6, can also be be combined with these methods
(with Lemma 2.4 replacing the convex optimization technique of Theorem 4.4 from Section 4) to
give input sparsity time algorithms. The arguments in Section 6 allow better parameters in the
ranges p ≤ 2 and p ≤ 4 (this is discussed in more detail there), and this algorithm can support
a slightly better tradeoff between the input sparsity cost and the polynomial term.
3 Iteratively Computing Approximate Lewis Weights
Pseudocode of our algorithm is given in Figure 2.
w = LewisIterate(A, p, β,w )
1. For i = 1 . . . n
(a) Let τ˜ i ≈β τ i
(
W 1/2−1/pA
)
be a β-approximation of the statistical leverage score of
row i in W 1/2−1/pA.
(b) Set ŵ i ←
(
w
2/p−1
i τ˜ i
)p/2
≈βp/2 (aTi
(
ATW 1−2/pA
)−1
a i)
p/2.
2. Return ŵ .
w = ApproxLewisWeights(A, p, β, T )
1. Initialize w i = 1
2. For t = 1 . . . T
(a) Set w ← LewisIterate(A, p, β,w ).
3. Return w .
Figure 2: Iterative Algorithm for Computing Lewis Weights
In our proof, we make use of the generalization of approximations to the matrix setting via
the Loewner partial ordering. For two symmetric matrices P and Q , we have P  Q if P −Q
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is positive semi-definite. We will then use P ≈α Q to denote
1
α
P  Q  αP .
Note that this is equivalent to xTPx ≈α xTQx for all vectors x . Two facts of particular
importance for spectral approximation of matrices are its composition and inversion.
Fact 3.1. 1. If P ≈α Q, then for any matrix A, we also have ATPA ≈α ATQA.
2. If P ≈α Q, then P−1 ≈α Q−1.
First, we show that (for p < 4) LewisIterate(A, p, 1,) acts as a contraction mapping with
respect to the ℓ∞ distance of the log weights:
Lemma 3.2. Given A, p, and weight sets v and w such that v ≈α w ,
LewisIterate(A, p, 1, v ) ≈α|p/2−1| LewisIterate(A, p, 1,w ).
Proof. Since v ≈α w , we have, in the matrix setting
V 1−2/p ≈α|1−2/p| W 1−2/p.
Applying both items of Fact 3.1 we then have(
ATV 1−2/pA
)−1
≈α|1−2/p|
(
ATW 1−2/pA
)−1
.
Then applying the definition of operator approximation, we have, for all i,
aTi
(
ATV 1−2/pA
)−1
a i ≈α|1−2/p| aTi
(
ATW 1−2/pA
)−1
a i.
Taking the p/2 power of both sides gives the desired result.
An immediate corollary of this lemma is
Corollary 3.3. Given A with ℓp Lewis weights w and a set of weights w with w ≈α w ,
LewisIterate(A, p, β,w ) ≈βp/2α|p/2−1| w .
Proof. This follows from applying Lemma 3.2 tow andw , noting that LewisIterate(A, p, β,w ) ≈βp/2
LewisIterate(A, p, 1,w ) and that LewisIterate(A, p, 1,w ) = w .
Interestingly, another corollary is that for p < 4, the Lewis weights exist and are unique:
Corollary 3.4. For all p < 4, there exists a unique assignment of weights w that are a fixed
point of LewisIterate(A, p, 1,), or equivalently that satisfy Definition 2.2.
Proof. This is just the Banach fixed point theorem applied to LewisIterate(A, p, 1,): whenever
p < 4, |1− 2/p| < 1, so the iteration is a contraction mapping and has a unique fixed point.
We can also show that after one step w is already polynomially close to w :
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Lemma 3.5. After t = 1 in ApproxLewisWeights(A, p, β, T ), w i ≈βp/2n|p/2−1| w i.
Proof. We first note that we may assume, without loss of generality, that ATW
1−2/p
A = I .
This is because both the definition of Lewis weights and the algorithms are invariant under
replacing A with AR, with R any full-rank d by d matrix.
Then we claim that
ATA ≈n|1−2/p| I.
First, we let bi = w
1/2−1/p
i a i, so that a i = w
1/p−1/2
i bi. We note that by the definition of
leverage score and Lewis weight, ‖b i‖2 = w i.
Now, consider any unit vector u . We have
1 = uTu
= uTBTBu
=
∑
i
(uTi bi)
2
=
∑
i
w i(w
−1
i (u
T
i bi)
2).
On the other hand, we have
uTATAu =
∑
i
w
2/p−1
i (u
T
i b i)
2
=
∑
i
w
2/p
i (w
−1
i (u
T
i bi)
2).
Furthermore,
∑
iw
−1
i (u
T
i bi)
2 ≤ n, since each term is≤ 1 (as, by Cauchy-Schwarz, (uTi bi)2 ≤
‖b i‖22 = w i).
Then the worst-case distortion would be if
∑
iw
−1
i (u
T
i bi)
2 = n and all w i are
1
n . In that
case, the distortion is n|1−2/p|, as desired.
Finally, the w after one step are
w i ≈βp/2 (aTi (ATA)−1a i)p/2.
These are then at most βp/2np/2|1−2/p| = βp/2n|p/2−1| off from w i.
Combining this initial condition with the convergence result allows us to bound the total
number of steps, giving a proof of Theorem 1.1.
Proof of Lemma 2.4. The total multiplicative contribution of the blowups from β is at most
β
p/2
1−|p/2−1| . The contribution from the starting error is at most n|p/2−1|T .
Then if β ≤ nθ
1−|p/2−1|
p and T ≥ log(2/θ)1−|p/2−1| , each provides at most nθ/2 error, so the result is
an nθ-approximation.
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4 Optimization Perspective on Lewis Weights
Although simple and appealing, the iterative scheme described fails when p ≥ 4, since LewisIterate
stops being a contraction (further, runtime approaches infinity as p → 4). To obtain Lewis
weights for general p, we therefore need another approach. Here, we will give a characterization
of Lewis weights based on the solution to an optimization problem.
This optimization problem is essentially derived from a standard proof of the existence of
Lewis weights ([Woj91], III.B, 7). In fact, it is interesting to note that both of these algorithms
correspond fairly directly to proofs of the existence and uniqueness of Lewis weights. The
optimization argument given here is valid for all p, but only directly leads to an efficient algorithm
for p ≥ 2 (this is unimportant, since the iterative scheme is extremely efficient when p < 2).
The optimization problem we will look at is, over symmetric matrices M ,
maximize
M
detM
subject to
∑
i
(aTi Ma i)
p/2 ≤ d,
M  0.
Note that when p ≥ 2, the region in question is convex: it is the intersection of the (convex)
positive semidefinite cone and and ℓp/2-norm constraint on a vector of linear functions of M
(the aTi Ma i). Maximizing the determinant is also equivalent to minimizing the convex function
− log detM , so it is a convex optimization problem (we will give a specific algorithm using
convex optimization tools to find approximate Lewis weights below, in Theorem 4.4.
Lemma 4.1. The optimization problem given above attains its maximum. Further, for any
matrix Q reaching this maximum, the weights
w i = (a
T
i Qa i)
p/2
satisfy the definition (Definition 2.2) of Lewis weights.
Proof. First, note that the region in question is compact. Since the function to be optimized is
continuous, it must attain a maximum.
Now, consider any matrixQ that attains the maximum. ThenQ will saturate the
∑
i(a
T
i M ai)
p/2
constraint since otherwise it could just be scaled up, but will be positive definite (not on the
boundary of the semidefinite cone) because otherwise it would have determinant 0. We may
then say that Q is a local maximum of the determinant subject to the constraint that∑
i
(aTi Ma i)
p/2 = d.
Since all the functions in question are smooth, we may characterize such a local optimum by
Lagrange multipliers. The gradient of the constraint (note that we are in the vector space of
symmetric matrices, so this is a matrix) at Q can be seen to be
p/2
∑
i
(aTi Qa i)
p/2−1a iaTi .
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The gradient of the determinant, on the other hand, at Q , is det(Q)Q−1. Lagrange multipliers
then imply that at Q , Q−1 must be parallel to
∑
i(a
T
i Qa i)
p/2−1a iaTi .
The claim is that
w i = (a
T
i Qa i)
p/2.
then must satisfy the conditions for Lewis weights. To argue this, we note that for these w i,
AW 1−2/pA is ∑
i
w
1−2/p
i a ia
T
i =
∑
i
(aTi Qa i)
p/2−1a iaTi .
In other words, AW 1−2/pA is equal to CQ−1 for some scalar C. That implies that the w i
could be defined as
Cp/2(aTi (AW
1−2/pA)−1a i)p/2.
Then some scaling of the w i satisfies w i = (a
T
i (AW
1−2/pA)−1a i)p/2, so w is a multiple of Lewis
weights. But since ∑
i
w i =
∑
i
(aTi Ma i)
p/2 = d
w i defined this way must be precisely the Lewis weights.
Corollary 4.2. For all p, there exists an assignment of weights satisfying Definition 2.2. Fur-
thermore, for p ≥ 2, this assignment is unique.
Proof. The existence statement just follows from taking any of the Q attaining the maximum.
For p ≥ 2, the uniqueness follows from the fact that a strictly convex function (which − log detM
is) attains a unique minimum on a convex set, and that applying the argument in reverse every
set of weights satisfying Definition 2.2 is induced by such a Q .
Of course, as mentioned earlier, uniqueness for p < 2 follows from Corollary 3.4.
It is worth noting that this optimization problem gives a simple, geometric characterization
of the Lewis weights.
∑
i(a
T
i Ma i)
p/2 is proportional to the average value of ‖Ax‖pp inside the
ellipsoid xTM−1x ≤ 1. Thus, the quadratic form induced by the Lewis weights corresponds to
the ellipsoid of maximum volume with a limited p-moment of ‖Ax‖p; it is a “softer” version of
a John ellipsoid, where the max (effectively the ∞-moment) of ‖Ax‖p would be limited instead.
To use this algorithmically, we only assume an approximate solution. We can analyze such
a solution using the following lemma:
Lemma 4.3. There exists a constant C such that for any 0 < ǫ ≤ 1, and positive semidefinite
matrix M satisfying
∑
i(a
T
i Ma i)
p/2 = d and detM ≥ (1− Cǫ2) detQ, M ≈1+ǫ Q.
Proof. First note that Q must be a maximum of tr
[
MQ−1
]
within the feasible region (other-
wise, there would be a direction in which the determinant increases around Q , making it not a
local maximum). But for any matrix M with tr
[
MQ−1
] ≤ d, if MQ−1 has any eigenvalues
further than ǫ from 1, det(M −1) ≤ (1 − O(ǫ2)) det(Q−1). Therefore, an O(ǫ2)-approximate
solution to the optimization problem implies an ǫ-approximation of Q and of the Lewis weights
themselves.
The algorithmic guarantee is then:
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Theorem 4.4. There exists a function f(p, ǫ) and a constant C such that for any A, p ≥
2, (1 + ǫ)-approximate Lewis weights (or the quadratic form Q) can be computed in time
O(f(p, ǫ)n log(n) log log(n)dC).
Note that the p < 2 case already follows from Lemma 2.4.
Proof. For any positive real numberD, consider the intersection of the setsM  0,∑i(aTi Ma i)p/2 ≤
d, and det(M ) ≥ D. This is a convex set with a polynomial time separation oracle.
Furthermore, (if D ≤ detQ) this set always contains Q , which satisfies Q  n1−2/pATA by
the argument from Lemma 3.5 (which nowhere assumes that p < 4) and is therefore contained
in the ellipsoid (over matrices!)
∥∥Q(ATA)−1∥∥2
F
≤ n2−4/pd. If D is within a constant factor of
detQ , then the entire intersection is contained in a constant multiple of that ellipsoid, and the
volume ratio between it and the ellipsoid is at most nO(d
2). Thus, for any such D, the ellipsoid
algorithm can find an element in time dC log n iterations, each of which will take ndC time.
Finally, one may binary search (over an exponentially spaced set of possible D values) to
find such a D within an appropriate constant factor 1 +O(ǫ2) in log log n+ log d iterations.
This is a polynomial-time algorithm, but not an input-sparsity one.
5 Properties of Lewis weights
Before describing our input-sparsity time algorithm arbitrary ℓp, we need to state some properties
of Lewis weights. Proofs of these properties are deferred to Appendix A. In order to describe
stability, we need to define a generalization of the concept of Lewis weights: α-almost Lewis
weights
Definition 5.1. For a matrix A and norm ℓp, an assignment of weights w is α-almost Lewis if
aTi
(
ATW 1−2/pA
)−1
a i ≈α w2/pi .
The first property we investigate is stability. Recall that switching to ℓ2 via Lewis weights
gives a matrix B = W
1/2−1/p
A, a reweighted version of A. One may then ask how B can
change if the weights of the rows of A change (as by multiplying by constants near 1). We will
give two equivalent definitions of stability, one in terms of α-almost Lewis weights and the other
in terms of B :
Definition 5.2. For a value of p > 0, we will use the following two definitions of c-stability
equivalently:
1. For any A′ obtained by multiplying each row of A by a number in [α−1, α], the resulting
reweighted B ′ can be obtained by multiplying each row of B by a number in [α−c, αc].
2. Any set of α-almost Lewis weights w for A satisfy
w i ≈αc w i.
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We start with stability results under multiplicative perturbations of rows. Our results are in
two regimes: a constant factor one for p < 4 and a much weaker one for arbitrary p > 2.
Lemma 5.3. For all p < 4, Lewis weights are p/21−|p/2−1| -stable.
Lemma 5.4. There exists a function f(p) such that for all p ≥ 2, ℓp Lewis weights are
O(f(p)
√
d)-stable.
Next, we give limits on the multiplicative factors by which that Lewis weights can increase
when additional rows are added to A. Here, the best property applies for p ≤ 2:
Lemma 5.5. For all p ≤ 2, Lewis weights are monotonic: adding an extra row to A to yield
A′ can never make the Lewis weights of existing rows go up.
Unfortunately, this fails to hold for p > 2. However, the weights still can only increase by a
bounded amount:
Lemma 5.6. For all p > 2, if A′ is A with any number of extra rows added,
A′TW ′1−2/pA′  d2/p−1ATW 1−2/pA
and in particular no row in A has its weight raised by more than dp/2−1.
6 An Input-sparsity Time Algorithm for General ℓp
This section gives an input-sparsity time algorithm for general ℓp. In particular, we claim that
Theorem 6.1. There exists an f(p) and a constant C such that given a matrix A, p ∈ [1,∞),
and θ < 1, there is an algorithm that computes nθ-approximate ℓp Lewis weights for A in time
O(pθnnz(A) + f(p)d
p/2(1+θ)+C).
Just as with the previous algorithms, this can be combined with sampling by Lewis weights
to obtain an actual approximation for the matrix.
The core of the algorithm is a fairly simple recursion of the same style as those in [CLM+14].
For simplicity, we will write it in a form that assumes the extremely weak condition that log n =
O(poly(d)), although even this mild constraint is unnecessary. The recursive reduction ensures
that the algorithm from Theorem 4.4 only ever needs to run on roughly dp/2+1-sized samples.
We describe it as passing up a 2-approximation of the inverse quadratic form (ATW 1−2/pA)−1.
Its pseudocode is given in Figure 3.
The guarantees of this algorithm can be stated as
Lemma 6.2. With high probability, ApproxLewisForm(A, p, θ)
1. returns Q that’s a 2-approximation of the true inverse quadratic form (ATW 1−2/pA)−1,
and
2. obtained Q by invoking Theorem 4.4 on a matrix whose expected row count is
O
(
f(p)nθ/2dp/2+1 log d
)
.
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Q = ApproxLewisForm(A, p, θ)
1. If n ≤ d, obtain Q for A (by Theorem 4.4) and return Q immediately.
2. Uniformly sample n/2 rows of A, producing Â.
3. Let Q̂ = ApproxLewisForm(Â, p, θ)
4. Set u i to n
θ/p-approximate values of aTi Q̂a i, computed using the Johnson-Lindenstrauss
lemma.
5. Nonuniformly sample rows of A, taking expected p i = min(1, f(p)n
θ/2dp/2 log du
p/2
i )
copies of row i (each scaled down by p
−1/p
i ), producing A
′
6. Obtain approximate inverse quadratic form Q with Theorem 4.4.
7. Return Q
Figure 3: Recursive procedure for approximating Lewis quadratic form
We begin by proving guarantees on the quadratic form proved.
Proof of Lemma 6.2 Part 1. By Lemma 5.6, the quadratic form of A′ is not bigger in any di-
rection by more than d1−2/p than that of A. Thus, the sampling probability (when less than 1)
of row i is at least f(p)d log dw i.
Now, define a set of weights w ′ in the sample as appropriate rescalings of the Lewis weights
of the original rows they are derived from (i.e. a row deriving from original row i is assigned
weight w i
pi
). These rows then satisfy
a ′Tj
(
ATW
1−2/p
A
)−1
a ′j = w ′
2/p
j .
Furthermore, by the ordinary (ℓ2) matrix Chernoff bound, with high probability
A′TW ′1−2/pA′ ≈
1+C/
√
f(p)d
ATW
1−2/p
A.
This implies that
a ′j
T
(
A′TW ′1−2/pA′
)−1
â j ≈1+C/√f(p)d w ′
2/p
j .
That is, the w ′ are (1+C/
√
f(p)d)-almost Lewis weights for A′. Then by Lemma 5.4, the true
Lewis weights for A′, w ′ are within a constant factor (of our choosing) of the w ′ (with a correct
setting of f(p), which should be proportional to the square of the f(p) in Lemma 5.4). We
finally see that A′TW ′
1−2/p
A′ is within a constant factor of A′TW ′1−2/pA′ and thus within a
constant factor (which we can set to 2) of ATW
1−2/p
A.
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Next, we prove the bounds on the expected number of rows in the intermediate matrix
that we produce the final quadratic form. This argument is similar to the proof of Theorem 1
of [CLM+14].
Proof of Lemma 6.2 Part 2. First, we consider a quantity similar to u i: v i = a
T
i Q̂ ia i, where
Q̂ i is the analogous Lewis quadratic form, but defined for Âi, Â with the row a i concatenated
(if it was not already included).
Then v
p/2
i is just the Lewis weight of a i in Âi. Then analogous to [CLM
+14], we may argue
that the sum of the v
p/2
i is the sum of the Lewis weights of the rows of Â, plus n/2 times the
average weight of unincluded rows. But the random process picking a subset of n/2 rows and
then a random unincluded row is the same as picking a random subset of n/2 + 1 rows and
then a random “special” row from that subset. We thus want to consider picking a random
subset of n/2 + 1 rows and then taking the Lewis weight of a random row within that subset.
But since the Lewis weights for any matrix sum to at most d, the expected value of a random
v
p/2
i is at most
2d
n+2 , and the expected sum of all the v
p/2
i (including the rows included in Â) is
2n+2
n+2 d ≤ 2d.
So far, the argument has proceeded identically to [CLM+14]. Now, however, we have to deal
with the fact that our weights are not defined based on v
p/2
i , but rather u
p/2
i . The argument now
is that the Lewis weights for Âi, restricted to the Â, are in fact
1
1−vp/2i
-almost Lewis weights
for Â (since the quadratic form can only shift by that factor). Then if v
p/2
i is smaller than
1
dp/2
(in fact, even just for 1√
d
), Lemma 5.4 implies that the true Lewis weights and true Lewis
quadratic form are within O(1) of what they are for Â, and thus that u
p/2
i is at most a constant
multiple of v
p/2
i , and n
θ/2dp/2 log du
p/2
i is at most O(n
θ/2dp/2 log d)v
p/2
i . On the other hand, if
v
p/2
i is larger than
1
dp/2
, then 1 (which is also an upper bound on the sampling probability) is
only dp/2 times v
p/2
i . Thus, the expected sum of the actual sampling probabilities is at most
O(nθ/2dp/2 log d) times larger than the expected sum of v
p/2
i , and is therefore O(n
θ/2dp/2+1 log d),
up to a dependence on p.
This, combined with a final Johnson-Lindenstrauss stage, satisfies the requirements of The-
orem 6.1.
It is worth noting that for p < 2, we may modify this analysis, replacing the use of Lemma 5.6
with Lemma 5.5; for p < 4, we may replace Lemma 5.4 with Lemma 5.3. Using these, we can,
for instance, for p < 2, run the algorithm with no dp/2 factor multiplying the weights, so that
the samples Â are size O(d log d). We may further use the iterative scheme from Lemma 2.4
(here, you can just compute leverage scores directly and exactly) instead of Theorem 4.4. This
can give an alternative input-sparsity time algorithm with a polynomial dependence dω up to
polylog factors and tradeoffs with θ, which can have better tradeoffs between the input-sparsity
term and polynomial term than directly running 2.4 with a fast leverage score approximation
algorithm.
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7 ℓp Matrix Concentration Bounds
In this section we sketch proofs of the various matrix concentration bounds that we utilize in
our algorithms.
We get the core results from several earlier papers on ℓp approximation bounds. To under-
stand how these papers match our use of them, one should realize that they are written in the
language of approximate isomorphisms between Banach spaces. Effectively, they attempt to
embed the column span of our matrix A as a subspace of Lp.
Theorem 7.1. Given an n by d matrix A with ℓp Lewis weights w , for any set of sampling
values p i,
∑
i pi = N ,
p i ≥ f(d,N, p, ǫ, δ)w i,
if we generate a matrix S with N rows, each chosen independently as the ith standard basis
vector, times 1
p
1/p
i
, with probability piN , then with probability at least 1− δ we have
‖SAx‖1 ≈1+ǫ ‖Ax‖1
for all vectors x ∈ Rd.
Valid asymptotic bounds on df(d,N, p, ǫ, δ) (i.e. the resulting row count, since Lewis weights
sum to d; here, the resulting row count itself is plugged in as N) are given in the table below:
p δ Sufficient row count
p = 1 1
dC
d log(d/ǫ)/ǫ2
p = 1 1C d log d/ǫ
2
1 < p < 2 1C d log(d/ǫ) log(log d/ǫ)
2/ǫ2
p > 2 1
dC
dp/2 log d log(1/ǫ)/ǫ5
The last entry was proved directly in [BLM89]. For the others (the p < 2 cases), these
statements (that this sampling procedure is valid) are not proved directly. Rather, they look at
the case where the Lewis weights are uniformly small, examining a random process choosing σi
independent Rademacher variables (i.e. independently ±1 with probability 12 each) to give
max
‖Ax‖p=1
∣∣∣∣∣∑
i
σi|aTi x i|p
∣∣∣∣∣ .
It is worth noting that this is equivalent to taking the error of of sampling about half the rows
by unbiased coin flips.
We may, specifically, get the following statements from the existing results.
The following was shown in [Tal90]
Lemma 7.2 ([Tal90]). There exists a constant C such that if every row of A has Lewis weight
at most C ǫ
2
log d , we have
Eσ
[
max
‖Ax‖
1
=1
∣∣∣∣∣∑
i
σi
∣∣aTi x ∣∣
∣∣∣∣∣
]
≤ ǫ.
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Proof. This is implicit in [Tal90]. First, the proof of Proposition 1 in that paper includes a proof
that this quantity is dominated by a constant times
Eg
[
max
‖Ax‖
1
=1
∣∣∣∣∣∑
i
gi(a
T
i x )
∣∣∣∣∣
]
,
where the gi are independent standard Gaussian variables. Note that this differs in two ways:
the Rademacher variables are replaced with Gaussians, and the inner absolute values have been
removed (so that it is now just the max of a linear function). The first step is done via the
comparison lemma for Radamacher processes, which we state formally at the start of Section 8.
The second step is by the contraction principle, which in turn relies on the convexity of the
quantity being bounded.
This latter quantity is then bounded, under this assumption of bounded Lewis weights, in
the proof of Proposition 2. The probability measure ν, as defined on the bottom of page 366
corresponds to the probability distribution of rows proportional to their Lewis weights. It is
then split into atoms with small Lewis weights, and shows that randomly sampling a subset of
these atoms gives the bound above. Our setup in Lemma 7.2 is equivalent to this situation after
splitting. This means our result follows from the same proof as on page 367. This leads to a
result as stated in Proposition 2 with n = d, K(X) = O(
√
log d) and C ǫ
2
log d .
The following was shown in [Tal95]
Lemma 7.3 ([Tal95]). For any p < 2, there exists a constant C such that if every row of A has
Lewis weight at most C ǫ
2
log(n)(log(logn/ǫ))2
, we have
Eσ
[
max
‖Ax‖p=1
∣∣∣∣∣∑
i
σi
∣∣aTi x ∣∣p
∣∣∣∣∣
]
≤ ǫ.
Proof. This was proven in Proposition 2.3 in [Tal95]. It gives a bound of the form
ΛF ≤ K
√
n
M
logM
(
log logM + log
(
M
n
))
.
where ΛF was defined in Proposition 2.2 as
ΛF = E
σ
[
max
x∈F1,‖x‖p≤1
∣∣∣∣∣∑
i
λiσi |x (i)|p
∣∣∣∣∣
]
.
Here λi is w i/d where w i are the Lewis weights as defined in this paper, and x(i) has been
normalized (divided by λ
1/p
i ).
Talagrand’s n is our d and Talagrand’s M is our n. However, Talagrand’s proof is only using
the nM as an upper bound on the Lewis weights; thus, we can get our claim. With a Lewis
weight (by our definition) upper bound of U , expressions such as
√
n logM
M can be replaced with√
U logM , and 1
M log4 M
with U
n log4 M
.
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[Tal95] conjectures, immediately after its core claim Theorem 1.1, that the extra log log n
factors are unnecessary for this result (it describes them as “truly parasitic”). It also points out
the difficulty of adapting its approach to remove them.
We will give a general (for p ≤ 2) reduction, Lemma 7.4, of these moment bounds to moment
bounds on the error of our described sampling procedure.
Now we may give the general reduction. We describe a version with an extra restriction that
the required Lewis weight bound is larger than O(1/d); this is not actually necessary (and we
will sketch how to avoid this).
Lemma 7.4. There exist constants C1, C2 such that for any p < 2, if a uniform bound of
1
g(p,n,d,ǫ,δ) = Ω(1/d) on Lewis weights implies
Eσ
( max
‖Ax‖p=1
∣∣∣∣∣∑
i
σi|aTi x i|p
∣∣∣∣∣
)l ≤ ǫlδ,
then sampling as described in Theorem 7.1 with p i ≥ g(p,N + C1d2, d, ǫ/C2, δ)w i will satisfy
ES
( max
‖Ax‖p=1
| ‖SAx‖pp − 1|
)l ≤ ǫlδ
and in particular, ‖SAx‖p ≈1+ǫ ‖Ax‖p with probability at least 1− δ.
This is proved in Appendix B.
The following was shown in [BLM89]
Lemma 7.5 ([BLM89]). For any p > 2, there exists a constant C such that if if we sample
O(dp/2 log d log(1/ǫ)/ǫ5) rows with probability proportional to Lewis weights to give A′, we have
max
‖Ax‖p=1
∣∣∣∥∥A′x∥∥pp − 1∣∣∣ ≤ ǫ
with high probability.
Proof. This is implicitly shown in the proof of Theorem 7.3 in [BLM89]. In particular, line 7.27
is giving sufficient conditions for a Bernstein inequality, applied to random samples, to imply
approximation. These samples are chosen according to the probability measure ν used in the
paper, which is proportional to the Lewis weights. We are only assuming the weights are lower
bounds for the sampling probabilities, but increasing the probabilities further can only improve
the condition of 7.27.
There are several additional proofs of results similar to those we refer to here, including in
Chapter 15 of [LT91] and in [GR07].
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8 An Elementary Proof of ℓ1 Matrix Concentration Bound
In this section, we give an elementary proof of the concentration bound described in Theorem 2.3.
Theorem 2.3 (ℓ1 Matrix Concentration Bound). There is an absolute constant Cs such that
given a matrix A with ℓ1 Lewis weights w , for any set of sampling values p i,
∑
i p i = N ,
pi ≥ Csw i log(N)ǫ−2,
if we generate a matrix S with N rows, each chosen independently as the ith standard basis
vector, times 1
pi
, with probability piN , then with high probability we have
‖SAx‖1 ≈1+ǫ ‖Ax‖1
for all vectors x ∈ Rd. In particular, with constant factor approximations to the Lewis weights,
O(d log(d/ǫ)ǫ−2) row samples suffices.
By Lemma 7.4, it suffices to prove that there exists a Cr such that if every Lewis weight is
at most Crǫ
2/ log(n/δ), there exists an l such that
Eσ
( max
‖Ax‖
1
=1
∣∣∣∣∣∑
i
σi|aTi x i|
∣∣∣∣∣
)l ≤ ǫlδ
where the σi are independent Rademacher variables.
We begin by invoking the comparison theorem for Radamacher processes, as stated in Propo-
sition 1 of [LT89].
Lemma 8.1. For any positive, monotonic function f we have:
E
σ
[
f
(
max
x ,‖Ax‖
1
=1
∣∣∣∣∣∑
i
σi
∣∣aTi x ∣∣
∣∣∣∣∣
)]
≤ 2E
σ
[
f
(
max
x ,‖Ax‖
1
=1
∑
i
σia
T
i x
)]
.
It remains to bound this new random process (with the absolute values removed). Here note
that duality of norms gives that
max
‖y‖
1
≤1
xTy = ‖x‖∞ .
Lemma 8.2. (
max
x ,‖Ax‖
1
=1
∑
i
σia
T
i x
)l
≤
∑
i
∣∣∣∣∣∣
∑
j
σjw
−1
i a
T
i (A
TW
−1
A)−1a j
∣∣∣∣∣∣
l
.
Proof. Consider the expression
max
x ,‖Ax‖
1
=1
∑
i
σia
T
i x .
Direct algebraic manipulation gives that it is equivalent to
= max
x ,‖Ax‖
1
≤1
σ
TAx
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with σ representing a vector of all the σi.
Now, let Π = A(ATW
−1
A)−1ATW −1. Π is a projection matrix to the column space of
A, and in particular ΠA = A (this can be shown simply by multiplying it out and cancelling
ATW
−1
A with its inverse). Note that Π is specifically the orthogonal projection to this sub-
space with respect to the w−1-weighted inner product: the natural inner product induced by
the Lewis weights.
Thus we have ΠAx = Ax , so the quantity is equal to
max
x ,‖Ax‖
1
≤1
σ
TΠAx .
This is upper bounded by
max
y ,‖y‖
1
≤1
σ
TΠy .
as any Ax can be plugged in as y . But by duality of norms, as mentioned above, that quantity
is at most ∥∥ΠTσ∥∥∞ = maxi
∣∣∣∣∣∣
∑
j
σjw
−1
i a
T
i (A
TW
−1
A)−1a j
∣∣∣∣∣∣ .
The lth power of this max is at most the sum of the lth powers of the entries. This givesmax
i
∣∣∣∣∣∣
∑
j
σjw
−1
i a
T
i (A
TW
−1
A)−1a j
∣∣∣∣∣∣
l ≤∑
i
∣∣∣∣∣∣
∑
j
σjw
−1
i a
T
i (A
TW
−1
A)−1a j
∣∣∣∣∣∣
l
.
To bound these terms, we will use the Khintchine inequality and the definition of Lewis
weights.
Lemma 8.3 (Khintchine). Let σi be independent Radamacher random variables. Let 1 ≤ l <∞
and let x i ∈ R. Then there exists an absolute constant C such that
E
σ
∣∣∣∣∣∑
i
σix i
∣∣∣∣∣
l
 ≤ (Cl∑
i
|xi|2
)l/2
.
Lemma 8.4. There exists an absolute constant C such that, for any A having all Lewis weights
bounded by U , and l ≥ 1
Eσ
( max
‖Ax‖
1
=1
∣∣∣∣∣∑
i
σi|aTi x i|
∣∣∣∣∣
)l ≤ 2n(Clu)l/2.
Proof. We apply Khintchine’s inequality to the terms Eσ
[∣∣∣∑j σjw−1i aTi (ATW −1A)−1a j∣∣∣l],
which gives an upper bound for each term ofCl∑
j
(w−1i a
T
i (A
TW
−1
A)−1a j)2
l/2 .
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Now, we apply our Lewis weight upper bound to show that∑
j
(w−1i a
T
i (A
TW
−1
A)−1a j)2 ≤ U
∑
j
(w−1i a
T
i (A
TW
−1
A)−1a jw
−1/2
j )
2.
We may then rewrite that expression as
Uw−2i
∑
j
aTi (A
TW
−1
A)−1a jw−1j a
T
j (A
TW
−1
A)−1a i.
Only the middle, a jw
−1
j a j depends on j, so the whole sum is
Uw−2i a
T
i (A
TW
−1
A)−1
∑
j
a jw
−1
j a
T
j
 (ATW −1A)−1a i.
Since
∑
j a jw
−1
j a
T
j = A
TW
−1
A, this is just
Uw−2aTi (A
TW
−1
A)−1a i = Uw−2w2
or just U . Note that the last equation used the definition of Lewis weights. Thus, for all i,
Eσ

∑
j
σjw
−1
i a
T
i (A
TW
−1
A)−1a j
l
 ≤ (ClU)l/2,
so their sum
Eσ
∑
i
∑
j
σjw
−1
i a
T
i (A
TW
−1
A)−1a j
l
 ≤ n(ClU)l/2.
Combining this with Lemma 8.1 and Lemma 8.2 gives the desired bound.
We can now prove the main theorem.
Proof of Theorem 2.3. First, we show that there exists an absolute constant C such that with
any A having each Lewis weight bounded by Crǫ
2
log(2n/δ) , there exists an l such that,
Eσ
( max
‖Ax‖
1
=1
∣∣∣∣∣∑
i
σi|aTi x i|
∣∣∣∣∣
)l ≤ ǫlδ.
To obtain this, we simply plug l = log(2n/δ) and U = 1
Ce2
ǫ2/ log(2n/δ) into Lemma 8.4,
giving (ClU)1/2 = ǫe , and (ClU)
l/2 = ǫl δ2n .
Plugging this into Lemma 7.4 and applying Markov’s inequality gives Theorem 2.3.
We remark that Talagrand used a slightly different method to go from bounds for this
Rademacher process to the existence of good subspace approximations. Essentially, he pointed
out that this process shows that A with large n are well-approximated by ones with about 34n
rows, with the approximation quality improving as n gets larger. Iteratively replacing A with a
smaller approximation eventually leaves one of size O(d log d/ǫ2) (in Talagrand’s case; with our
approach we would again get d log(d/ǫ)/ǫ2).
20
Acknowledgements
We thank Jon Kelner and James Lee for guiding us through prior works on this subject, and
advice during the writing of this manuscript. We also acknowledge Yin-Tat Lee, Jelani Nelson,
Ilya Razenshteyn, Aaron Sidford and David Woodruff for helpful discussions.
References
[AW02] Rudolf Ahlswede and Andreas Winter. Strong converse for identification via quan-
tum channels. IEEE Transactions on Information Theory, 48(3):569–579, 2002.
[BLM89] J. Bourgain, J. Lindenstrauss, and V. Milman. Approximation of zonoids by
zonotopes. Acta Mathematica, 162(1):73–141, 1989.
[BSS12] Joshua Batson, Daniel A Spielman, and Nikhil Srivastava. Twice-Ramanujan
sparsifiers. SIAM Journal on Computing, 41(6):1704–1721, 2012.
[Can06] J. Cande´s, E. Compressive sampling. Proceedings of the International Congress
of Mathematicians, 2006.
[CDMI+13] Kenneth L. Clarkson, Petros Drineas, Malik Magdon-Ismail, Michael W. Mahoney,
Xiangrui Meng, and David P. Woodruff. The fast cauchy transform and faster
robust linear regression. In SODA’13, pages 466–477, 2013.
[CLM+14] Michael B. Cohen, Yin Tat Lee, Cameron Musco, Christopher Musco, Richard
Peng, and Aaron Sidford. Uniform sampling for matrix approximation. CoRR,
abs/1408.5099, 2014.
[CMMP13] Hui Han Chin, Aleksander Madry, Gary L. Miller, and Richard Peng. Runtime
guarantees for regression problems. In Proceedings of the 4th conference on In-
novations in Theoretical Computer Science, ITCS ’13, pages 269–282, New York,
NY, USA, 2013. ACM.
[CW13] Kenneth L. Clarkson and David P. Woodruff. Low rank approximation and regres-
sion in input sparsity time. In Proceedings of the 45th Annual ACM Symposium
on Symposium on Theory of Computing, STOC ’13, pages 81–90, New York, NY,
USA, 2013. ACM.
[DDH+09] Anirban Dasgupta, Petros Drineas, Boulos Harb, Ravi Kumar, and Michael W.
Mahoney. Sampling algorithms and coresets for ℓp regression. SIAM J. Comput.,
38(5):2060–2078, 2009.
[DMIMW12] Petros Drineas, Malik Magdon-Ismail, Michael W. Mahoney, and David P.
Woodruff. Fast approximation of matrix coherence and statistical leverage. ICML,
2012.
[DMM06] Petros Drineas, Michael W. Mahoney, and S. Muthukrishnan. Sampling algorithms
for l2 regression and applications. In Proceedings of the seventeenth annual ACM-
SIAM symposium on Discrete algorithm, SODA ’06, pages 1127–1136, New York,
NY, USA, 2006. ACM.
21
[Fos53] F. G. Foster. On the stochastic matrices associated with certain queueing pro-
cesses. Ann. Math. Statistics, 24:355–360, 1953.
[GR07] Olivier Gue´don and Mark Rudelson. Lp-moments of random vectors via majorizing
measures. Advances in Mathematics, 208(2):798–823, 2007.
[Har11] Nicholas Harvey. C&O 750: Randomized algorithms, winter 2011, lecture 11 notes.
http://www.math.uwaterloo.ca/˜harvey/W11/Lecture11Notes.pdf, 2011.
[HO00] A. Hyva¨rinen and E. Oja. Independent component analysis: Algorithms and
applications. Neural Netw., 13(4-5):411–430, May 2000.
[KLP12] Ioannis Koutis, Alex Levin, and Richard Peng. Improved Spectral Sparsification
and Numerical Algorithms for SDD Matrices. In Christoph Du¨rr and Thomas
Wilke, editors, 29th International Symposium on Theoretical Aspects of Com-
puter Science (STACS 2012), volume 14 of Leibniz International Proceedings in
Informatics (LIPIcs), pages 266–277, Dagstuhl, Germany, 2012. Schloss Dagstuhl–
Leibniz-Zentrum fuer Informatik.
[Lew78] D. Lewis. Finite dimensional subspaces of lp. Studia Mathematica, 63(2):207–212,
1978.
[LMP13] Mu Li, G.L. Miller, and R. Peng. Iterative row sampling. In Foundations of
Computer Science (FOCS), 2013 IEEE 54th Annual Symposium on, pages 127–
136, Oct 2013.
[LS13] Yin Tat Lee and Aaron Sidford. Matching the universal barrier without paying the
costs: Solving linear programs with\˜ o (sqrt (rank)) linear system solves. arXiv
preprint arXiv:1312.6677, 2013.
[LS14] Yin Tat Lee and Aaron Sidford. Path-finding methods for linear programming :
Solving linear programs in O˜(
√
rank) iterations and faster algorithms for maxi-
mum flow. In 55th Annual IEEE Symposium on Foundations of Computer Science,
FOCS 2014, 18-21 October, 2014, Philadelphia, PA, USA, pages 424–433, 2014.
[LT89] M. Ledoux and M. Talagrand. Comparison theorems, random geometry and some
limit theorems for empirical processes. The Annals of Probability, 17(2):596–631,
04 1989.
[LT91] Michel Ledoux and Michel Talagrand. Probability in Banach Spaces: isoperimetry
and processes, volume 23. Springer, 1991.
[MM13] Xiangrui Meng and Michael W. Mahoney. Low-distortion subspace embeddings in
input-sparsity time and applications to robust linear regression. In Proceedings of
the 45th Annual ACM Symposium on Symposium on Theory of Computing, STOC
’13, pages 91–100, New York, NY, USA, 2013. ACM.
[NN12] Jelani Nelson and Huy L. Nguyen. Osnap: Faster numerical linear algebra algo-
rithms via sparser subspace embeddings. CoRR, abs/1211.1002, 2012.
22
[Pis99] G. Pisier. The Volume of Convex Bodies and Banach Space Geometry. Cambridge
Tracts in Mathematics. Cambridge University Press, 1999.
[RV07] Mark Rudelson and Roman Vershynin. Sampling from large matrices: An ap-
proach through geometric functional analysis. J. ACM, 54(4):21, 2007.
[Sch87] Gideon Schechtman. More on embedding subspaces of lp in l
n
r . Compositio Math-
ematica, 61(2):159–169, 1987.
[SS11] D. Spielman and N. Srivastava. Graph sparsification by effective resistances. SIAM
Journal on Computing, 40(6):1913–1926, 2011.
[SW11] Christian Sohler and David P. Woodruff. Subspace embeddings for the l1-norm
with applications. In Proceedings of the Forty-third Annual ACM Symposium on
Theory of Computing, STOC ’11, pages 755–764, New York, NY, USA, 2011.
ACM.
[Tal90] Michel Talagrand. Embedding subspaces of l1 into l
N
1 . Proceedings of the American
Mathematical Society, 108(2):363–369, 1990.
[Tal95] Michel Talagrand. Embedding subspaces of lp in l
n
p . In J. Lindenstrauss and
V. Milman, editors, Geometric Aspects of Functional Analysis, volume 77 of Op-
erator Theory Advances and Applications, pages 311–326. Birkhuser Basel, 1995.
[Tro12] Joel A. Tropp. User-friendly tail bounds for sums of random matrices. Found.
Comput. Math., 12(4):389–434, August 2012.
[Ver09] R. Vershynin. A note on sums of independent random matrices after
ahlswede-winter. http://www-personal.umich.edu/˜romanv/teaching/reading-
group/ahlswede-winter.pdf, 2009.
[Woj91] P. Wojtaszczyk. Banach Spaces for Analysts. Cambridge University Press, 1991.
Cambridge Books Online.
A Properties of Lewis weights - proofs
This appendix contains proofs of the properties stated in Section 5.
Lemma A.1. Parts 1 and 2 of Definition 5.2 are equivalent.
Proof. Given α-almost Lewis weights w , define the errors e as
e i = a
T
i
(
ATW 1−2/pA
)−1
a iw
−2/p
i .
Then defineA′ as E1/p−1/2A and B ′ as W 1/2−1/pA. A′ has Lewis weights e iw i, which reweight
it to B ′. A, when reweighted by the true weights w , will give B = W 1−2/pA. A is within a
factor of α|1/2−1/p| of A′; part 1 then would imply that B is within a αc|1/2−1/p| factor of B and
equivalently that
w i ≈αc w i
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giving 2. This argument works in reverse as well (interpreting the Lewis weights for any A′
as scaled approximate Lewis weights for A), so c-stability is equivalent to the statement that
α-almost Lewis weights are always within αc of the true Lewis weights. Note that this implies
that (1 +O(1/c))-almost Lewis weights are within O(1) of the true Lewis weights.
Now, we prove all the results from Section 5.
Proof of Lemma 5.3. Here, we prove the α-almost weight notion of stability, part 1 of Defini-
tion 5.2. First, note that for α-almost Lewis weights w ,
LewisIterate(A, p, 1,w ) ≈αp/2 w .
In other words, the first step can only change the weights by a power of p/2. But then since
LewisIterate is a contraction mapping by |p/2 − 1|, the tth step after this, when iterating,
can change by only αp/2|p/2−1|
t
. The iteration will converge to w , while changing by a total of
at most
αp/2
∑∞
t=0 |p/2−1|t = α
p/2
1−|p/2−1| .
Proof of Lemma 5.4. Here, we will find it more convenient to use the definition of stability in
terms of a reweighted matrix, part 2 of Definition 5.2.
We bound the stability by bounding it infinitesimally. We let r i and s i be factors that can
be multiplied by the weights of the row, constrained so that SA, when multiplied by W
1/2−1/p
for its Lewis weights W , gives RA. We will bound the derivative of r with respect to s . For
any direction vector ∆(s), let the derivative in that direction by ∆(r). Then the stability claim
is that the max of ∆(s)i
si
is at most c times the max of ∆(r)i
r i
.
It is not apparent how to bound this directly. However, note that saying that the derivative
of r with respect to s in the direction of ∆(s) equals ∆(r) is equivalent to saying that the
derivative of s with respect to r in the direction of ∆(r) equals ∆(s). Thus, what we want is
to show that that the ratio can’t decrease too much when differentiating with respect to r .
For convenience, we will assume that ATR2A = I (by a change of basis) and ‖a i‖2 = 1 (by
rescaling the rows of A simultaneously with R).
The s in terms of the r are
s i = r
2/p
i (a
T
i (A
TR2A)−1a i)1/p−1/2.
The initial si are just r
2/p
i .
Then given that ‖a i‖2 = 1 and ATA = I , the partial derivative of s i with respect to r j is
r
2/p−1
i ((1− 2/p)r ir j(aTi a j)2 + 2/pδi,j).
We may define the symmetric matrix M i,j = ((1 − 2/p)r ir j(aTi a j)2 + 2/pδi,j). Then the
partial derivatives gives us
∆(s) = R2/p−1M∆(r).
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The matrix of r ir jr j(a
T
i a j)
2 is positive semidefinite–we can write it asC TC , where the rows
of C are scaled tensor squared rows of A: ci = r i(a i ⊗ a i). Thus, M  2/pI , or equivalently,
all eigenvalues of M are at least 2p . Thus,
‖M∆(r)‖2 ≥
2
p
‖∆(r)‖2 .
In other words, ∥∥∥R1−2/p∆(s)∥∥∥
2
≥ 2
p
‖∆(r)‖2 .
The elements of R1−2/p∆(s) are r i
∆(s)i
r
2/p
i
r i
∆(s)i
si
. Finally, since
∑
i r
2
i = d,∥∥∥R1−2/p∆(s)∥∥∥
2
≤
√
dmax
i
∆(s)i
s i
,
so that
max
i
∆(s)i
si
≥ 2
p
√
d
‖∆(r)‖2 . (1)
However, we still need to address the possibility that ‖∆(r)‖2 is much smaller than maxi ∆(r)ir i .
To do this, consider the i that maximizes that ratio (and assume by scaling that the ratio is 1).
Then, for that particular i,
∆(s)i
s i
=
2
p
− (1− 2/p)
∑
j
r2j(a
T
i a j)
2
(
∆(r)j
r j
)
.
Note that we can also express ‖∆(r)‖22 as∑
j
r2j
(
∆(r)j
r j
)2
.
Now, 0 ≤ r2j(aTi a j)2 ≤ r2j , while
∑
j r
2
j(a
T
i a j)
2 = 1 (sinceATR2A = I ), so
∑
j r
2
j (a
T
i a j)
2
(
∆(r)j
rj
)
is at most the average of
(
∆(r)j
rj
)
in the largest mass-1 set of js. Thus it is at most ‖∆(r)‖2
(since weighted ℓ2 norms dominate ℓ1 norms when the total mass sums to 1). Plugging that in
we get
max
i
∆(s)i
s i
≥ 2/p− (1− 2/p) ‖∆(r)‖2 . (2)
With maxi
∆(r)i
r i
= 1, we have both Equation 1 and Equation 2. The former is increasing
in ‖∆(r)‖2 and the latter decreasing, so the worst case for the minimum of the two of these is
when they are equal, which occurs at ‖∆(r)‖2 =
2
p
2
p
√
d
+(1−2/p) . This bound is
max
i
∆(s)i
s i
≥
4
p2
√
d
2
p
√
d
+ (1− 2/p)
=
4
2p + (p2 − 2p)√d
= Ω
(
1√
d
)
.
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Proof of Lemma 5.5. Assume p < 2 (the case for p = 2 follows from the fact that ℓ2 Lewis
weights are just leverage scores). Let r be the maximum ratio (over i) of w ′i to w i, which
occurs at some row i∗. We want to show than r ≤ 1; we will suppose that r > 1 and obtain a
contradiction.
Now, we have
A′TW ′1−2/pA′  r1−2/pATW 1−p/2A,
since each row of A contributes at least r1−2/p as much to the left hand side as to the right.
But the w ′i are equal to (a
T
i (A
′TW ′1−2/pA′)−1a i)p/2, and
(aTi (A
′TW ′1−2/pA′)−1a i)p/2 ≤ r−p/2(1−2/p)(aTi (ATW 1−2/pA)−1a i)p/2
= r1−p/2w i
Thus, in particular, no weight increases by more than r1−p/2. But with p < 2, if r > 1,
r1−p/2 < r. Thus,
w ′i∗ ≤ r1−p/2w i∗ < rw i∗
This contradicts the fact that r =
w ′
i∗
w i∗
.
Proof of Lemma 5.6. First, assume without loss of generality that ATW
1−2/p
A is equal to the
identity matrix. Then the claim is that all eigenvalues of A′TW ′1−2/pA′ are at least d2/p−1.
For convenience, define P = A′TW ′1−2/pA′, and let u be an eigenvector of P of minimum
eigenvalue, normalized so that ‖u‖2 = 1. Let λ be the eigenvalue of u , uTPu . Then one may
see by looking at an orthogonal eigenbasis that
P−1  λ−1uuT .
We further define normalized rows v i = w
−1/p
i a i, so that A
TW
1−2/p
A, the identity matrix,
may be written as ∑
i
w iv iv
T
i
with the v i each being unit vectors. P is lower bounded by its contributions from the original
rows (ATW
′1−2/p
A); expressing the latter in terms of the v gives
P 
∑
i
w i
(w ′i)
1−2/p
w
1−2/p
i
v iv
T
i
=
∑
i
w i(v
TP−1v )p/2−1v ivTi .
Since P−1  λ−1uuT this further gives
P 
∑
i
w iλ
1−p/2(uTv )p−2v ivTi .
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What we have done is provide a lower bound for the quadratic form P given that it has a small
eigenvalue, using the fact that relative leverage scores cannot have decreased below the leverage
scores of the restriction to the eigenspace. This is not affected by any increases in the other
eigenvalues,
Plugging u into the quadratic form implies
uTPu ≥ λ1−p/2w i(uTv )p.
Now, the original quadratic form was the identity, so
∑
iw i = d and
∑
iw i(u
Tv )2 = 1. By
a weighted power-mean inequality,
∑
iw i(u
T v)p ≥ d1−p/2.
Plugging in λ = uTPu finally gives
λ ≥ λ1−p/2d1−p/2
λp/2 ≥ d1−p/2
λ ≥ d2/p−1.
B Reduction to Uniform Weight Sampling
Here, we prove Lemma 7.4:
Lemma 7.4. There exist constants C1, C2 such that for any p < 2, if a uniform bound of
1
g(p,n,d,ǫ,δ) = Ω(1/d) on Lewis weights implies
Eσ
( max
‖Ax‖p=1
∣∣∣∣∣∑
i
σi|aTi x i|p
∣∣∣∣∣
)l ≤ ǫlδ,
then sampling as described in Theorem 7.1 with p i ≥ g(p,N + C1d2, d, ǫ/C2, δ)w i will satisfy
ES
( max
‖Ax‖p=1
| ‖SAx‖pp − 1|
)l ≤ ǫlδ
and in particular, ‖SAx‖p ≈1+ǫ ‖Ax‖p with probability at least 1− δ.
Before proving the general reduction, we first make a much weaker claim:
Lemma B.1. There exist constants C1, C2, C3 such that for any p < 2, for any matrix A,
there exists a matrix A′ with at most C1d2 rows such that
A′TW ′
1−2/p
A′  ATW 1−2/pA
and for all x , ∥∥A′x∥∥p
p
 C2 ‖Ax‖pp .
Furthermore the Lewis weight of each row of A′ is at most C3d .
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Note that we are only requiring the existence of such an approximation, and that it is of
size θ(d2). Also, we only will need this result to reduce the number of rows (and not the Lewis
weight upper bound) subject to random splitting; arguments that do not depend on the number
of rows, such as that in [Tal90], can simply use split up versions of A.
Proof. Such anA′ simply obtained by sampling rows fromA proportional to Lewis weights, then
scaling the result up by a constant; then, with appropriate setting of constants, both conditions
will hold with high probability. The first condition follows from matrix Chernoff bounds plus
Lemma 5.3. The second can be shown with a simple union bound argument over a net, and was
first shown in [Sch87], Proposition 4.
Now, we prove the actual reduction.
Proof of Lemma 7.4. The argument proceeds by a standard symmetrization argument, as is
used, for example, in the ℓ2 case in [RV07].
For convenience, we let
U = g(p,N + C1d
2, d, ǫ/C2, δ)
and
M = ES
( max
‖Ax‖p=1
| ‖SAx‖pp − 1|
)l .
First, consider the functional taking lth power of the maximum absolute value taken by a
function (the expectation is of a quantity of this form). This functional is convex, and ‖SAx‖pp−1
has mean 0. Then our expectation satisfies
M ≤ ES ,S ′
( max
‖Ax‖p=1
| ‖SAx‖pp −
∥∥S ′Ax∥∥p
p
|
)l
where S and S ′ are two independent copies of the sampling process–this holds because subtract-
ing the second copy is adding a mean 0 random variable, which can only increase the expectation
of any convex function.
We refer to the indices of the specific rows chosen for S as ik (with i
′
k for S
′).
We may explicitly write the inner expression here as a sum:
‖SAx‖pp −
∥∥S ′Ax∥∥p
p
=
(
N∑
k=1
|aTikx |p
p ik
)
−
(
N∑
k=1
|aTi′kx |
p
p i′k
)
.
Since ik and i
′
k have identical distributions, we may independently randomly swap each of
these pairs according to a random sign variable σk without changing the distribution. This swap
would cause the first row to be subtracted and the second added, rather than vice versa That
random process is (
N∑
k=1
σk
|aTikx |p
pik
)
−
(
N∑
k=1
σk
|aTi′kx |
p
p i′k
)
.
28
This is a sum of two (non-independent) copies of the same process:
∑N
k=1 σk
|aTikx |
p
pik
. Having
two copies can only multiply an l-moment by 2l. Thus we have
M ≤ 2lEi,σ
( max
‖Ax‖
1
=1
∣∣∣∣∣
N∑
k=1
σk
|aTikx |p
p ik
∣∣∣∣∣
)l .
Now, we may consider the expected value of this with the rows taken (ik) fixed, varying the
σk.
First, we apply Lemma B.1, getting such an A′ with C1d2 rows. Now, we consider that
adding an additional σi|(a ′)Ti x |p term can only increase the energy. We define A′′ as SA with
the rows of A appended. The expected value is then at most
Eσ
( max
‖Ax‖
1
=1
∣∣∣∣∣
N∑
k=1
σk|(a ′′)Tk x |T
∣∣∣∣∣
)l .
Lemma 5.5 implies that the Lewis weight of each row of A′′ from A′ is at most C3d (since adding
the other rows can’t bring them down) while the quadratic A′′TW ′′A′′  ATW 1−2/pA. The
latter implies that the Lewis weight of each row from A is at most 1U (since it is weighted to
have (yT (ATW
1−2/p
A)−1y)p/2 = 1U ). Thus, assuming that the Lewis weight upper bounds are
larger than O(1/d), each of these has a Lewis weight of at most 1U , as will be needed. To modify
the proof to remove the need for this assumption, one can add potentially multiple, downscaled
copies of A′ depending on the bound on the remaining rows.
For a particular set of rows taken defining a matrix S , we let
F = max
‖Ax‖p=1
| ‖SAx‖pp − 1|.
Then for the corresponding matrix A′′, we have, for all x∥∥A′′x∥∥p
p
≤ (1 + C + F ) ‖Ax‖pp .
This means that
max
‖Ax‖
1
=1
∣∣∣∣∣
N∑
k=1
σk|(a ′′)Tk x |T
∣∣∣∣∣ ≤ (1 + C + F ) max‖A′′x‖
1
=1
∣∣∣∣∣
N∑
k=1
σk|(a ′′)Tk x |T
∣∣∣∣∣
so that, applying the given moment bound on the random sign process,
Eσ
( max
‖Ax‖
1
=1
∣∣∣∣∣
N∑
k=1
σk|(a ′′)Tk x |T
∣∣∣∣∣
)l ≤ (1 + C + F )lEσ
( max
‖A′′x‖
1
=1
∣∣∣∣∣
N∑
k=1
σk|(a ′′)Tk x |T
∣∣∣∣∣
)l
≤ (1 + C + F )lǫlδ.
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(1 +C +F )l ≤ 2l−1((1 +C)l + F l). By definition, the expected value of F l under a random
choice of S is precisely M , the moment we are trying to bound. We thus have
M ≤ 22l−1((1 + C)l +M)ǫlδ
M ≤ 2
2l−1(1 + C)lǫlδ
1− 22l−1ǫlδ .
Then for some ǫ = O(1), the denominator is at least 12 , and M ≤ ((4 + 4C)ǫ)lδ. Thus for
sufficiently small ǫ, obtaining the result for the random sign process with ǫ4+4C gives what is
needed.
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