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Abstract. This paper proposes to understand the retrieval process of
relevant documents against a query as a two-stage process: at first an
identification of the reason why a document is relevant to a query that
we called the Effective Relevance Link, and second the valuation of this
link, known as the Relevance Status Value (RSV). We present a formal
definition of this semantic link between d and q. In addition, we clarify
how an existing IR model, like Vector Space model, could be used for
realizing and integrating this formal notion to build new effective IR
methods. Our proposal is validated against three corpuses and using
three types of indexing terms. The experimental results showed that the
effective link between d and q is very important and should be more
taken into consideration when setting up an Information Retrieval (IR)
Model or System. Finally, our work shows that taking into account this
effective link in a more explicit and direct way into existing IR models
does improve their retrieval performance.
1 Introduction
Information Retrieval Systems (IRSs) are supposed to classify documents in two
sets: the set of relevant documents to a query q, and the set of documents that
are not relevant. An IRS computes a machine relevance that is supposed to be
closed to a human relevance judgment, i.e. the judgment from the author of the
query, also called user relevance. Moreover, IRSs usually compute a relevance
score: a Relevance Status Value (RSV ), against all documents, or against only
those that are retrieved1.
This distinction is very important because, that means there are two different
notions in IR: the relevance notion and the valuation of this relevance computed
by the RSV . Unfortunately, if the RSV is computed against all documents of
a corpus, the first notion disappears. In this case, only a ranking of documents
based on the RSV is computed.
For practical reason, many IRSs compute RSV only against the set of doc-
uments that share terms with the query: we interpret this as the minimal con-
straint often chosen to build the set of retrieved document is a non empty term
1 The set of retrieved documents is implicitly the set of relevant documents from the
machine point of view.
intersection between a retrieved document and a query. We feel that this poor
constraint hides a more semantical constraint that a document should fulfill in
order to be retrieved by a system: there should be a hidden semantic link and a
reasoning process that could be followed to demonstrate this relevance. We call
this link the Effective Relevance Link and we denoted it d ↔ q in this paper.
Hence the effective link between a document d and a query q is related to the
reason or reasons that make d a candidate document to be retrieved for q. We
also think that this Effective Semantic Link can be expressed in some logic. For
example, we can state that for having d ↔ q, the system should explicitly has a
logical reason like: if d is relevant to q, then there should exist a logical deduction
chain that starts from d and ends at q, written as d → q.
Information Retrieval (IR) models include more or less this effective link,
each model in its own way. Vector Space Model (VSM) [18] assumes that both d
and q are vectors in a specific term space and the link d ↔ q is simply equivalent
to a non empty terms intersection. Probabilistic Models (PM) [14] propose the
probabilistic ranking principle for ranking documents by decreasing probability
of their relevance to queries. Different estimations of the previous probability
mean different variants of PM. Language Models (LM) [13] borrow their notion
from the speech recognition community. LMs suppose that each document is a
language and then they estimate the ability of document’s language to reproduce
the query.
Actually, the two notions are mixed in most of classical IR models: the effec-
tive link d ↔ q, or in other words, why d is a candidate answer for q, and how
much d ↔ q is strong, i.e. the relevance score RSV (d, q). Therefore, we think
one should study d ↔ q and RSV (d, q) that characterizes it, as separate notions.
Moreover, most IRS compute first an RSV (d, q) and then deduce d ↔ q, for
example by an implicit thresholding of the RSV value of the ordered documents
list. We think the correct view should first be the study and computation of
d ↔ q, and then computation of the strength of this link.
In this work, we separate the two notions through introducing a formal-logical
definition for d ↔ q. In addition, we study the influence of this separation on
the performance of some IR methods.
The paper is structured as follow: In section 2, we present a more formal
definition of d ↔ q using the two notions Exhaustivity and Specificity. We show
the importance of d ↔ q and the attempts of using it in IR literatures, in section
3. Then in section 4, we show a practical view of d ↔ q. In section 5, we describe
our concrete framework for integrating d ↔ q in IR methods. We show our
experiments for validating our hypothesis, in section 6. We conclude the paper
in section 7.
2 A Tentative Formal-Logical Definition of d ↔ q
We introduced d ↔ q in a subjective way. In order to build a more formal and
general definition, we model it in a logical framework.
Many researchers argued that the retrieval process could be formalized as a
logical implication from a document d to a query q noted d → q. One of the
earliest studies in this direction is the one of Rijsbergen [21], who introduced the
use of logic as a theoretical IR foundation. He proposes to see d and q as a set
of logical sentences in a specific logic. Then d is a candidate answer for q iff it
logically implies q noted d → q. In other words, if q is deducible based on d.
However, IR is an uncertain process [5], because:
• The query q is an imperfect representation of the user needs;
• The document model d is also an imperfect representation of the semantic
content of the document:
• Relevance judgment depends on an external factor, which is the user knowl-
edge.
Therefore, another component, beside the logic, should be added to estimate the
certainty of an implication and to offer a ranking mechanism. In other words,
a measure P should exist and be able to measure the certainty of the logical
implication between d and q, noted P (d → q). This formulation already split the
matching computation into two stages: first establish the truth of the effective
link d → q and then compute a score P , on this link.
This proposal exhibits a non symmetrical Effective Link, and leads to this
question: are the two implications d → q and q → d the same? Nie [12], distin-
guishes the Exhaustivity of a document to a query d → q, which means that d
satisfies all themes of q, from the Specificity of a document to a query q → d,
which means that d’s themes are all related to q.
In other words, Exhaustivity means that all themes of q should be referred in
d. In this manner, suppose that we have a document d where d → q is valid, if we
build another document d′ by adding more themes to d then d′ → q should be
still valid. However, d is more relevant to q because it is more specific. Therefore,
we need the other notion of ”Specificity” in order to retrieve the most specific or
precise document that already covers q [6]. The ideal case is when d contains all
and only all the themes of q, that means, we can prove both d → q and q → d.
Formal logic has a syntax but can also have semantics2. This semantic trans-
lates the formal sentences of that logic into another mathematical world. For
example, we get the semantic of a logical sentence in the Propositional Logic by
assigning a truth value (T or F ) to each proposition in that sentence. Hence,
each logical sentence s can have several translations or interpretations Is de-
pending on the truth values assignations. The subset Ms of Is that make s true
is called the set of models of s.
For any two sentences s1 and s2, we say that s1 logically entails s2, written
as Ms1 |= s2, or simply s1 |= s2, if s2 is true in all models of s1. In other words,
any interpretation that makes s1 true should also make s2 true. Obviously, |= is
not commutative. In this manner, the Exhaustivity d → q could be translated
into d |= q whereas the Specificity into q |= d.
2 We would like to warn the reader unfamiliar with logic formalisms that this notion
of semantics (called formal semantics) is not related to ”human” meaning.
The more terms a document has, the less number of models validating that
document exist. For example, with the indexing vocabulary V = {t1, t2, t3, t4, t5},
one can have 25 different interpretations over V . If a document d is indexed by
the terms {t1, t2, t3}, then one can associate with d the set of 4 models Md that
make t1, t2, t3 true. Another document d
′ indexed by {t1, t2, t3, t4} is associated
with the set Md′ of only 2 models
3. In this example any model of d′ is also a
model of d which means Md′ ⊆ Md. In other words
4, if d |= q then d′ |= q.
By taking the uncertainty into account, the two notions Exhaustivity and
Specificity could be rewritten as follow:
• Exhaustivity P (d → q): means to which limitMd andMd∩Mq are close, or
in other words, P (d → q) could be equivalent to evaluate an other function
P (Md,Md ∩ Mq). The best case is when Md ⊆ Mq, which means Md =
Md ∩Mq.
• Specificity P (q → d): means to which limit Mq and Md ∩Mq are close, or
in other words, P (q → d) could be equivalent to P (Mq,Md ∩Mq). The best
case is when Mq ⊆ Md, which means Mq = Md ∩Mq.
After this detailed description of d ↔ q and after clarifying the potential
interaction between Exhaustivity and Specificity, instead of calculating the rel-
evance score between d and q as a degree of certainty of the logical implication
P (d → q), now the relevance score is a function of the two implications [12] (1):
RSV (d, q) = F [P (d → q) , P (q → d)] (1)
3 d ↔ q in IR Models
Many IR models, one way or another, try to integrate d ↔ q in the process of
computing the Relevance Status Value (RSV ) between d and q. Abdulahhad (et
al.) [1] exploit the semantic relations between document’s concepts and query’s
concepts and use the attached weights of those relations for computing the final
matching value between d and q.
Other studies Rocchio [16], Salton (et al.) [19] and Buckley (et al.) [4], need
a second round of evaluation for integrating d ↔ q, through query reformulation
using several prejudged documents. In fact after using RSV for sorting retrieved
documents, they make the hypothesis that only some of them are really relevant,
i.e. satisfies the effective relevance link. This technique is known as relevance
feedback.
In classical bag-of-terms based IR methods, d ↔ q is implicitly integrated.
For example, in BM25 [15] and Pivoted Normalization Method [20], d ↔ q
appears timidly through the sum over shared terms (
∑
t∈d∩q). The same thing
3 One that makes t1, t2, t3, t4 true and t5 false, and the other that make t1, t2, t3, t4
and t5 true.
4 Note that this is not necessarily true for all logical IR models. For example, this does
not hold for the classical IR boolean model because documents are associated with
only one interpretation.
for Language Models [13], but instead of sum, it is the product (
∏
t∈d∩q). It is
also true for Information-based methods [2] [7].
Several studies Wilkinson (et al.) [22] and Rose (et al.) [17] show that users
prefer documents sharing more distinct terms with queries. Moreover, Fang (et
al.) [10] determine several retrieval constraints for building effective retrieval
methods. The second constraint TFC2 implies another constraint, which en-
courages promoting documents with more distinct query terms.
Historically, one of the earliest methods of ranking was the number of shared
terms between d and q (|d ∩ q|). This method is added to the Boolean Model
in order to rank retrieved documents. In addition, the ranking formula of VSM
could be restricted to |d∩ q| when using binary weights for document and query
terms (1 if t occurs in d, 0 otherwise).
From the previous presentation, we can see that in spite of the importance
of d ↔ q, represented by d∩ q, it is not sufficiently integrated in the classical IR
methods. In this study, we try to explicitly integrate the d ↔ q in the process
of estimating the retrieval score between d and q: RSV (d, q), in order to build a
more precise and effective retrieval method.
4 d ↔ q and Weighting
In all IR models, e.g. Language Models [13], Probabilistic Models [14], Vector
Space Models (VSM) [18], etc. the weight of an indexing term t is usually esti-
mated depending on three sources of information:
1. The document d is usually used for estimating the descriptive power or the
local weight wdt of t in d. For example, the term frequency of t in d.
2. The query q: the weight wqt is whether manually assigned by users or esti-
mated through the term frequency of t in q.
3. The corpus or document collection D is used for estimating the discrimi-
native power wDt of t in D. For example, the Inverse Document Frequency
(IDF), or the smoothing component of Language Models [23].
In general, at the time of computing the matching value between a specific
document d and a specific query q:
1. The value of wdt is independently estimated of q. For certain d and t, w
d
t is
constant whatever is q.
2. The value of wqt is independently estimated of d. For certain q and t, w
q
t is
constant whatever is d.
3. The value of wDt is independently estimated of both d and q. For certain D
and t, wDt is constant whatever is d and q.
We think that this is an insufficient modeling because each weight is indepen-
dently computed from the effective link d ↔ q. Hence, we propose the matching
score computation to take into account the d ↔ q in an explicit manner, in





We illustrate this problem using one of the classical IR methods, the Pivoted
Normalization Method [20] (2).
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where tf t,d is the term frequency of t in d, tf t,q is the term frequency of t in q, s is
a constant (normally s = 0.2), |d| is the length of d, avdl is the average document
length in the corpus, N is the total number of documents in the corpus, and nt
is the number of documents that contain t.






















(3) shows that wdt is independent of q, w
q
t is independent of d, and w
D
t is inde-
pendent of both d and q.
As most of IR methods are based on the bag-of-terms paradigm, the most
evident indication to d ↔ q could be the shared terms between d and q: d ∩ q,
because what makes d a candidate answer for q is having shared terms with q:
d ∩ q 6= ∅. The shared terms compose the ground where both d and q interact
with each other. Without shared terms (d ∩ q = ∅), there is no explicit link
between d and q, hence d is not potentially a relevant document. Actually this
is not quite correct because of the term-mismatch problem [8], where two terms
are used for expressing on the same meaning, e.g. flat vs. apartment. However,
the term-mismatch problem is out of the scope of this study.
5 Revisiting the VSM with d ↔ q
The Vector Space Model (VSM) is a well known model that can benefit from an
explicit integration of the Effective Relevance Link. Before revisiting the VSM
model, let’s analyze the relationship between the logical description of d ↔ q
and a term set representation.
In the previous section, we rewrote the two implications d → q and q → d
using Md∩Mq. One can associate a set of terms d with a set of models Md in the
following way: Md are the models where each term of d is true. Hence adding a
term to the set d reduces the model set Md. Moreover, if q ⊆ d then Md ⊆ Mq,
and finally Md ∩Mq is equivalent to d ∩ q: see Fig. 1.
For example, with the vocabulary set {t1, t2, t3, t4}, given the document d =
{t1, t2, t3}. Then using the VSM notation (with 1 for true):
Md = {〈1, 1, 1, 0〉, 〈1, 1, 1, 1〉}
If q = {t1, t2} then:
Mq = {〈1, 1, 0, 0〉, 〈1, 1, 0, 1〉, 〈1, 1, 1, 0〉, 〈1, 1, 1, 1〉}
d q
d∩q


















Fig. 1. The different cases of interaction between d and q
In this example q ⊆ d whereas Md ⊆ Mq. In this case the document cover the
query in an exhaustive manner. See Figs. 1(b) and 1(e).
According to Nie [12], the RSV value between d and q could be estimated
as a function F of the degree of certainty of the two implications (1).
According our definition of Exhaustivity and Specificity, the (1) could be
rewritten as follow (4):
RSV (d, q) = F [P (Md,Md ∩Mq) , P (Mq,Md ∩Mq)] (4)
By assuming that documents and queries are sets of terms instead of assum-
ing that they are logical sentences with sets of models, (1) could be written as
(5). There is always a possibility to go from a logical sentence to a set of terms
and vice-versa [11], through: 1- using the Propositional Logic, 2- assuming that
each term is a proposition, and 3- assuming that each document is a logical
sentence of conjunctive propositions or it is a set of terms.
RSV (d, q) = F [P (q, d ∩ q) , P (d, q ∩ d)] (5)
Actually, we need a concrete framework for computing the RSV (d, q). There-
fore, we need to realize the following abstract elements:
– The document d.
– The query q.
– The shared terms d ∩ q.
– The function F .
– The uncertainty measure P .
In IR field, there are many frameworks for doing that, e.g. Vector Space Frame-
work [18], Probabilistic Framework [14], Language Models [13], etc. In this study,




d is a vector in term space T . For each term t ∈ T , there is
a correspondent component in
−→
d : wdt , where w
d
t > 0 is the weight of t in d
if t occurs in d or 0 otherwise.
– The query −→q is a vector in term space T . For each term t ∈ T , there is
a correspondent component in −→q : wqt , where w
q
t = 1 if t occurs in q or 0
otherwise.
– The shared terms
−−−→
d ∩ q is a vector in term space T . For each term t ∈ T ,
there is a correspondent component in
−−−→
d ∩ q: wd∩qt , where w
d∩q
t = 1 if t
occurs in both d and q or 0 otherwise.
– The function F : there are many choices for F , e.g. sum, weighted sum for fa-
voring Exhaustivity over Specificity or vice-versa, product, etc. In this study,
we suppose that both Exhaustivity and Specificity are equally important and
we choose the product (×).
– The uncertainty measure P : in Vector Space Framework there are many
choices for computing the distance between two vectors [9]. Here, we choose
the inner-product measure.
Finally, P (q, d ∩ q) is the distance between −→q and
−−−→
d ∩ q, same for P (d, d ∩ q).
The (5) could be rewritten as follow (6):














where (·) is the inner-product (dot-product). Then the retrieval formula becomes
(7):






















where |d ∩ q| is the number of shared terms between d and q.
The only remaining component that should be clarified is the weight of a
term t in a document d or wdt . Several weighting formulas exist e.g. Pivoted
Normalization [20], BM25 [15], DFR [2], TF-IDF, etc. Here we will use a version
of the TF-IDF formula. Our final retrieval formula becomes (8):













To validate our hypothesis about the utility of integrating the d ↔ q into IR
models, we apply (8) on corpuses and compare the performance against the
performance of some classical IR methods. We use for the comparison the Mean
Average Precision (MAP) metric.
6.1 Experiments Setup
We use in our experiments three different corpuses and three types of indexing
terms.
The types of indexing terms: each type of indexing terms represents a dif-
ferent facet of documents and queries.
• 5Grams (5G) / 4Grams (4G): we used five-characters-wide / four-characters-
wide window for extracting 5grams / 4grams with shifting the window one
character each time.
• Words (W ): we eliminated the stop words and stemmed the remaining words
using Porter algorithm to get finally the list of words that indexes documents
and queries.
• Concepts (C): we mapped the text into UMLS’s concepts using MetaMap,
where UMLS5 is a multi-source knowledge base in the medical domain.
Whereas, MetaMap6 [3] is a tool for mapping text into UMLS concepts.
Corpuses: we validate our hypothesis against three corpuses. One from Image-
CLEF20107 and two from ImageCLEF2011 (Table 1):
Table 1. Corpuses statistics. avdl and avql are the average length of documents and
queries.

















• image2010: contains short medical documents and queries.
• image2011: also contains short medical documents and queries. However, it
is larger than image2010.
• case2011: contains long medical case description documents and long queries.
IR models: from one side, the performance of TF-IDFd∩q (8) is compared to
the performance of the same formula but without |d ∩ q| component (TF-IDF).
We did that for showing the positive effect of integrating d ↔ q into weighting
formulas. From another side, we compare the performance of TF-IDFd∩q to the
performance of Pivoted Normalization Method PIV (2), BM25 method (9), and
Dirichlet language model DIR (10), where p (t,D) is the probability of t given by
the collection language model D. Through this comparison, we show the validity
of our hypothesis.
s, k1, b, k3, and µ are all constants. They usually have the following values:
s = 0.2 [20]. k1 = 1.2, b = 0.75, and k3 = 1000 [10]. µ = 2000 [23].






























6.2 Results and Discussion
Table 2. The experimental results of applying (8) to the three corpuses and using the
three types of terms.
image2010 image2011 case2011





















TF-IDF 0.2883 0.1484 0.1347
Table (2) shows the experimental results of (8), applying on the three cor-
puses and using the three types of terms. Table (2) shows that using |d∩q|, or in
other words, explicit d ↔ q integration into IR methods, improves considerably
the average precision. This conclusion is valid for all corpuses and all types of
terms. That means, our hypothesis is valid for short and long documents and
queries, in addition, it is also valid for different facets of documents and queries.
Table 3. The experimental results of applying (8) and some classical IR methods (2,
9, and 10) to the three corpuses and using the three types of terms.
Type Formula image2010 image2011 case2011
5G / 4G
TF-IDFd∩q 0.3165 0.1474 0.0755
PIV 0.2872 0.1069 0.0759
BM25 0.2733 0.1302 0.0062
DIR 0.2947 0.1241 0.0775
W
TF-IDFd∩q 0.3332 0.2069 0.1044
PIV 0.2992 0.1546 0.1023
BM25 0.2745 0.1995 0.0964
DIR 0.2960 0.1534 0.1295
C
TF-IDFd∩q 0.3248 0.1672 0.1605
PIV 0.2530 0.1096 0.1037
BM25 0.2123 0.1552 0.0956
DIR 0.2455 0.1228 0.1036
Table (3) show the experimental results of (8) and some classical IR methods
(2, 9, and 10). They show that for all types of terms and for all corpuses, (8)
performs better than the other formulas, except when using words with long
documents and queries. In other words, even a simple non-parametric formula
(8) performs better than classical IR methods, through simple integration of
|d ∩ q| into the formula, where |d ∩ q| is an indication to d ↔ q.
In conclusion, the effective link between d and q (d ↔ q) is a very important
component, and it should be correctly exploited for improving the performance
of IR methods.
7 Conclusion
We study in this paper the explicit integration of the effective link d ↔ q into
an IR matching model. We have presented a formal definition of d ↔ q based
on logical framework through two notions: Exhaustivity and Specificity. Those
notions describe an interesting relevance link between d and q. According to
Exhaustivity and Specificity, the best answer for a query q is the most specific
(smallest) document that fully contains q.
We revisit the Vector Space Model, and test the effect of integrating d ↔ q
into the matching formula. Experimental results on three test corpuses show
that our hypothesis about the importance of integrating d ↔ q into IR models
is valid. We also validated our hypothesis against three types of indexing terms
and we get similar positive results.
The next steps of this work concern the revisiting of other IR models like
the probabilistic and language models, and some experimentation on other test
collections, not specifically in the medical domain.
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