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1 Introduction
In this paper, we consider solutions u to
(∂2t −△)u± |u|p−1u = 0 (x, t) ∈ R3 × R
u
∣∣
t=0
= u0
∂tu
∣∣
t=0
= u1
(1.1)
in the range p ≥ 5. We deal with (u0, u1) in the scale invariant space H˙sp×
H˙sp−1, sp =
3
2 − 2p−1 . (See Definition 2.7 for the precise definition of solution
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that we use). We only consider the case when (u0, u1) and u are radial.
We first obtain a pointwise decay estimate for compact radial solutions to
energy critical and supercritical non-linear wave equations. We say that u has
the “compactness property” if it is defined for t ∈ (−∞,+∞) and there exists
λ(t) ≥ A0 > 0, t ∈ (−∞,+∞) so that, for
K =
{(
1
λ(t)
2
p−1
u
(
x
λ(t)
, t
)
,
1
λ(t)
2
p−1+1
∂tu
(
x
λ(t)
, t
))
: t ∈ (−∞,+∞)
}
K is compact in H˙sp × H˙sp−1. Our decay estimate then is (Theorem 3.1 and
Corollary 3.7 ): There exist C0 > 0, r0 > 1 such that, for all t ∈ R, |x| ≥ r0, we
have
|u(x, t)| ≤ C0|x| ,
(
∫
|y|≥|x|
|∇u(y, t)|2dy) 12 + |x|(p−3)(
∫
|y|≥|x|
|∂tu(y, t)|2dy) 12 ≤ C0|x| 12 .
(1.2)
Note that, for p ≥ 5, this estimate “breaks the scaling”. Note also that it
is valid in both the focusing and defocusing cases (the ± signs in (1.1)). Also,
since W (x) =
(
1 + |x|2/3)−1/2 is a solution in the energy critical focusing case
(p = 5, − in (1.1)), which clearly has (W (x), 0) verifying the “compactness
property”, the estimate (1.2) is optimal in the range p ≥ 5.
The proof of (1.2) is accomplished by observing that, with r = |x|, w(r, t) =
|x|u(x, t) solves a non-linear wave equation in one space variable (3.3) and ex-
ploits the vector fields ∂r+∂t, ∂r−∂t (see Lemma 3.4). After this, a “convexity
argument” using the linear wave equation (Lemma 3.6) and an iteration give
(1.2).
As a corollary, the solution u which satisfies the compactness property has
to be identical to zero in the defocusing situation, for p ≥ 5.
The importance of solutions satisfying the “compactness property” in critical
non-linear dispersive and wave equations is by now well established. It is also
well understood that estimates like (1.2) are fundamental to obtain, “rigidity
theorems”. To our knowledge, this is the first example of such an estimate in
the energy supercritical setting, for non-linear dispersive or wave equations.
Instances where solutions to (1.1) with the “compactness property” have
been important are, for example, in the study of global well-posedness and
scattering in both focusing and defocusing cases. In fact, the concentration-
compactness/rigidity theorem method that we introduced in [18] to study global
well-posedness and scattering for the focusing, energy critical non-linear Schro¨-
dinger equation in the radial case and which we also applied in non-radial set-
tings to the energy critical, focusing nonlinear wave equation in [16] and to H˙1/2
bounded solutions of the defocusing cubic non-linear Schro¨dinger equation in R3
[17], has, as a major component, a reduction to a “rigidity theorem” for solutions
having the “compactness property”. (The concentration compactness/rigidity
theorem method that we introduced in [18] has had a wide range of applicability
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by several authors. For instance, it was applied to the “mass-critical” NLS in
the radial case, in dimension d ≥ 2, in both focusing and defocusing cases, in
works of Killip, Tao, Vis¸an and Zhang, [38], [21], [23], to the focusing cubic
NLS for d = 3, by Holmer–Roudenko [13] and Duyckaerts–Holmer–Roudenko
[6], to corotational wave maps into S2 and to d = 4 Yang–Mills in the radial
case, in work of Coˆte–Kenig–Merle [5], to the energy critical, focusing NLS for
d ≥ 5, in the non-radial case, by Killip–Vis¸an [22] and recently in the work
of Tao [35, 36] on global solutions of the wave map system from R2 into the
hyperbolic plane H2). Note that after a first version of our paper was posted
in the ArXiv in October 2008 (arXiv:0810.4834) and motivated by this, Killip
and Visan (arXiv:0812.2084) have posted corresponding results for defocusing
NLS in dimensions 5 and higher, without radial assumptions, obtained using the
proof of the decay estimate for nondipersive solutions to NLS in high dimen-
sions that they had previously obtained in their work [22] in the energy critical
setting in dimensions 5 and higher.
In the last three sections of the paper, we apply estimate (1.2) to radial
solutions of (1.1) in the defocusing case , for the energy supercritical case p >
5. We apply our concentration-compactness/ rigidity theorem method, using
crucially estimate (1.2), to show, (in the spirit of our work [17]) that if
sup
0<t<T+((u0,u1))
‖(u(t), ∂tu(t))‖H˙sp×H˙sp−1 <∞,
where T+((u0, u1)) is the “final time of existence” (see Definition 2.7), then
T+((u0, u1)) = +∞ and u scatters at +∞ (see Remark 2.9 for a definition of
scattering). Thus, if T+((u0, u1)) < +∞, we must have
lim sup
0<t<T+((u0,u1))
‖(u(t), ∂tu(t))‖H˙sp×H˙sp−1 = +∞. (1.3)
Note that this is similar to the result in [17] and also to the L3,∞ result of
Escauriaza–Seregin–Sˇverak [7] for Navier–Stokes. Note that this type of result
for the defocusing energy critical case (p = 5) has a long history. In fact, in this
case, the analog of (1.3) always holds and is a consequence of the conservation of
energy. For p = 5, Struwe [33] in the radial case and Grillakis [11] in the general
case, showed that, for regular data, T+((u0, u1)) < +∞ is impossible, and
Shatah-Struwe [31], [32] extended this to global well-posedness and preservation
of higher regularity for data in H˙1 × L2, while Bahouri-Shatah [2] establish
scattering for such data. These result are based on the facts that, for small
local energy data, one has global existence and that local energy concentration
is excluded from the Morawetz identity [27]. The key point here is that both
the Morawetz identity and the energy have the same scaling, which is also the
scaling of the critical well-posedness space H˙1 × L2. This point is not available
in the energy supercritical case and we are thus forced to proceed differently.
Our proof of the application reduces maters to establishing a “rigidity theo-
rem” (Section 4). In Section 5, we establish the “rigidity theorem” for solutions
with T+(u0, u1) <∞ (where we follow ideas in [18], [16]) and for solutions with
3
the “compactness property”. Here, the decay estimate (1.2) is fundamental to
allow us to use ideas in [16]. Finally, in Section 6 we present a general argument
(in the spirit of [24, 25]), which shows that the general “rigidity theorem” is a
consequence of the special cases proved in Section 5.
We expect that estimates in the spirit of (1.2) will continue to have crucial
applications to (1.1). Further applications and extensions to higher dimensions
will appear in future publications.
Acknowledgement: We are grateful to Chengbo Wang for pointing out an
error in our statement and application of the Hardy-Littlewood-Sobolev embed-
ding in a previous version of this paper.
2 The Cauchy Problem
In this section we will sketch the theory of the local Cauchy problem
(∂2t −△)u + µ|u|p−1u = 0 (x, t) ∈ R3 × R
u
∣∣
t=0
= u0 ∈ H˙sp
∂tu
∣∣
t=0
= u1 ∈ H˙sp−1
(2.1)
where µ = 1 (defocusing) or µ = −1 (focusing) and
sp =
3
2
− 2
p− 1 ,
which is the critical index for (2.1). We will concentrate in the energy supre-
critical case, 5 < p, with the energy critical case p = 5 being covered in various
places, in particular in [16], where references are also given. We say that (2.1)
is H˙sp × H˙sp−1 critical, because if u is a solution of (2.1) and λ > 0, by scaling
uλ(x, t) =
1
λ2/p−1
u
(
x
λ ,
t
λ
)
is also a solution, with initial data (u0,λ(x), u1,λ(x)) =
1
λ2/p−1
(u0
(
x
λ
)
, 1λu1
(
x
λ
)
), and we have
‖(u0,λ, u1,λ)‖H˙sp×H˙sp−1 = ‖(u0, u1)‖H˙sp×H˙sp−1 .
We will start out with some preliminary results that are needed for the
theory of the local Cauchy problem.
Lemma 2.1 (Strichartz estimates [10]). Consider w(x, t) the solution of the
linear Cauchy problem
(∂2t −△)w = h (x, t) ∈ R3 × R
w
∣∣
t=0
= w0
∂tw
∣∣
t=0
= w1
(2.2)
4
so that
w(t) = S(t)(w0, w1) +
∫ t
0
sin
(
(t− s)√−△)√−△ h(s) ds,
where
S(t)(w0, w1) = cos
(
t
√
−△
)
w0 + (−△)−1/2 sin
(
t
√
−△
)
w1.
Then
sup
t∈(−∞,+∞)
‖(w(t), ∂tw(t))‖H˙sp×H˙sp−1 +
∥∥∥Dsp−1/2w∥∥∥
L4tL
4
x
+
∥∥∥Dsp−3/2∂tw∥∥∥
L4tL
4
x
+ ‖w‖
L
2(p−1)
t L
2(p−1)
x
+ ‖w‖
L
5
4
(p−1)
t L
5
2
(p−1)
x
≤ C[‖(w0, w1)‖H˙sp×H˙sp−1 +
∥∥∥Dsp−1/2h∥∥∥
L
4/3
t L
4/3
x
].
Lemma 2.2 (Chain rule for fractional derivatives [19]). If F ∈ C2, F (0) = 0,
F ′(0) = and
|F ′′(a+ b)| ≤ C[|F ′′(a)|+ |F ′′(b)|]
and
|F ′(a+ b)| ≤ C[|F ′(a)|+ |F ′(b)|],
we have, for 0 < α < 1
‖DαF (u)‖Lpx ≤ C ‖F ′(u)‖Lp1x ‖Dαu‖Lp2x ,
1
p
=
1
p1
+
1
p2
,
‖Dα(F (u)− F (v))‖Lpx ≤ C
[‖F ′(u)‖Lp1x + ‖F ′(v)‖Lp1x ] ‖Dα(u− v)‖Lp2x +
+ C
[‖F ′′(u)‖Lr1x + ‖F ′′(v)‖Lr1x ] [‖Dαu‖Lr2x + ‖Dαv‖Lr2x ] ‖u− v‖Lr3x ,
where 1p =
1
r1
+ 1r2 +
1
r3
and 1p =
1
p1
+ 1p2 .
We now define the Sp(I), W (I) norms, for a time interval I by
‖v‖Sp(I) = ‖v‖L2(p−1)I L2(p−1)x and ‖v‖W (I) = ‖v‖L4IL4x .
We now note the following two important consequences of Lemma 2.2 and the
definitions:
Let F (u) = ±|u|p−1u, 5 < p < ∞. Recall that sp = 32 − 2p−1 , so that
1 < sp < 3/2. We will also set αp = sp − 1/2, so that 12 < αp < 1. Then:
‖DαpF (u)‖
L
4/3
I L
4/3
x
≤ C ‖u‖(p−1)Sp(I) ‖D
αpu‖W (I) (2.3)
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and
‖Dαp(F (u)− F (v))‖
L
4/3
I L
4/3
x
≤ C[‖F ′(u)‖L2IL2x + ‖F
′(v)‖L2IL2x ] ‖D
αp(u− v)‖W (I)
+ C[‖F ′′(u)‖
L
2(p−1)/p−2
I L
2(p−1)/p−2
x
+ ‖F ′′(v)‖
L
2(p−1)/p−2
I L
2(p−1)/p−2
x
]
× [‖Dαpu‖W (I) + ‖Dαpv‖W (I)] ‖u− v‖Sp(I) . (2.4)
Recalling also that |F ′(u)| ≈ |u|p−1 and that |F ′′(u)| ≈ |u|p−2, using Lemma
2.1, (2.3) and (2.4), we obtain, in a standard manner (see [29], [9], [32], [18],
[16]).
Theorem 2.3. Assume that (u0, u1) ∈ H˙sp × H˙sp−1, 5 < p <∞, 0 ∈
◦
I,
‖(u0, u1)‖H˙sp×H˙sp−1 ≤ A. Then, there exists δ = δ(A, p) > 0 such that if
‖S(t)(u0, u1)‖Sp(I) < δ,
there exists a unique solution u to (2.1) in R3 × I (in the sense of the integral
equation), with (u, ∂tu) ∈ C(I; H˙sp × H˙sp−1),
‖u‖Sp(I) < 2δ, ‖Dαpu‖W (I) +
∥∥Dαp−1∂tu∥∥W (I) < +∞,
and in addition, ‖u‖
L
5
4
(p−1)
I L
5
2
(p−1)
x
<∞.
Also, if (u0,k, u1,k)→ (u0, u1) as k →∞ in H˙sp × H˙sp−1, then
(uk, ∂tuk)→ (u, ∂tu) in C(I; H˙sp × H˙sp−1),
where uk is the solution corresponding to (u0,k, u1,k).
Remark 2.4 (Higher regularity of solutions). If
(u0, u1) ∈ (H˙sp ∩ H˙sp+µ, H˙sp−1 ∩ H˙sp−1+µ),
0 ≤ µ ≤ 1 and (u0, u1) verifies the conditions of Theorem 2.3, then (u, ∂tu) ∈
C(I; H˙sp ∩ H˙sp+µ × H˙sp−1 ∩ H˙sp−1+µ) and∥∥Dαp+µu∥∥
W (I)
+ ‖Dαp‖W (I) +
∥∥∂tDαp−1+µu∥∥W (I) + ∥∥∂tDαp−1u∥∥W (I) <∞,
‖u‖Sp(I) ≤ 2δ. Se [9], for example, for a similar result.
Remark 2.5. There exists δ˜ = δ˜p so that, if ‖(u0, u1)‖H˙sp×H˙sp−1 < δ˜, the con-
clusion of Theorem 2.3 holds with I = R. This is because of Lemma 2.1.
Remark 2.6. Given (u0, u1) ∈ H˙sp × H˙sp−1, there exists (0 ∈)I such that the
conclusion of Theorem 2.3 holds. This is because of Lemma 2.1.
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Definition 2.7. Let t0 ∈ I. We say that u is a solution of (2.1) in I if (u, ∂tu) ∈
C(I; H˙sp × H˙sp−1), Dαpu ∈ W (I), u ∈ Sp(I), (u, ∂tu)
∣∣
t=t0
= (u0, u1) and the
integral equation
u(t) = S(t− t0)((u0, u1))−
∫ t
t0
sin
(
(t− s)√−△)√−△ F (u(s)) ds
holds, with F (u) = |u|p−1u, x ∈ R3, t ∈ I.
It is easy to see that solutions of (2.1) are unique (see [3] and the argument
in 2.10 of [18]). This allows us to define a maximal interval I((u0, u1)), where
the solution is defined.
I((u0, u1)) = (t0 − T−((u0, u1)), t0 + T+((u0, u1)))
and if I ′ ⊂⊂ I((u0, u1)), t0 ∈ I ′, then u solves (2.1) in R3×I ′, so that (u, ∂tu) ∈
C(I ′; H˙sp × H˙sp−1), Dαpu ∈ W (I ′), u ∈ Sp(I ′), ∂tDαp−1u ∈ W (I ′) (using (2.3)
and Lemma 2.1).
Lemma 2.8 (Standard finite blow-up criterion). If T+((u0, u1)) < +∞, then
‖u‖Sp([t0,t0+T+((u0,u1)))) = +∞.
See [3], [18], Lemma 2.11, for instance, for a similar proof.
Remark 2.9 (Scattering). (See [3] and remark 2.15 in [18] for a similar argu-
ment). If u is a solution of (2.1) in R3 × I, I = [a,+∞) (or I = (−∞, a]), there
exists (u+0 , u
+
1 ) ∈ H˙sp × H˙sp−1 ((u−0 , u−1 ) ∈ H˙sp × H˙sp−1) so that
lim
t→+∞
∥∥(u(t), ∂tu)− (S(t)(u+0 , u+1 ), ∂tS(t)(u+0 , u+1 ))∥∥H˙sp×H˙sp−1 = 0
(with a similar statement as t ↓ −∞). This is a consequence of ‖u‖Sp([a,+∞)) <∞.
We next turn to a perturbation theorem that will be needed for our appli-
cations. We first recall an inhomogeneous Strichartz estimate:
Lemma 2.10. Let β = θαp = θ(sp − 1/2) = θ(1 − 2/p− 1), where 0 < θ < 1.
Define q by 1q =
1−θ
2(p−1) +
θ
4 . Assume that θ is so close to 1 that
q < 6 and
4
q
< 1 +
1
2(p− 1) .
Define q˜ by the equation 12 =
1
q +
1eq . Then,∥∥∥∥∥Dβ
∫ t
0
sin
(
(t− s)√−△)√−△ h(s) ds
∥∥∥∥∥
LqIL
q
x
≤ C
∥∥Dβh∥∥
Leq′I Leq′x (2.5)
and ∥∥∥∥∥
∫ t
0
sin
(
(t− s)√−△)√−△ h(s) ds
∥∥∥∥∥
Sp(I)
≤ C
∥∥Dβh∥∥
Leq′I Leq′x . (2.6)
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This estimate follows by results of Harmse [12], Oberlin [28], Foschi [8],
Vilela [39] and Taggart [34]. The version we are using here is in Corollary 8.7
of [34], using also Remark 8.4 in the same paper.
Theorem 2.11 (Perturbation Theorem). Let I ⊂ R be a time interval, t0 ∈ I,
(u0, u1) ∈ H˙sp × H˙sp−1 and some constants M,A,A′ > 0. Let u˜ be defined on
R
3 × I and satisfy
sup
t∈I
‖(u˜(t), ∂tu˜(t))‖H˙sp×H˙sp−1 ≤ A,
‖u˜(t)‖Sp(I) ≤M and ‖Dαp u˜‖W (I′) <∞ for each I ′ ⊂⊂ I. Assume that
(∂2t −△)(u˜) = −F (u˜) + e, (x, t) ∈ R3 × I
(in the sense of the appropriate integral equation) and that
‖(u0 − u˜(t0), u1 − ∂tu˜(t0))‖H˙sp×H˙sp−1 ≤ A′
and that
‖Dαpe‖
L
4/3
I L
4/3
x
+ ‖S(t− t0) (u0 − u˜(t0), u1 − ∂tu˜(t0))‖Sp(I) ≤ ǫ.
Then there exists ǫ0 = ǫ0(M,A,A
′) such that there exists a solution u of (2.1) in
I, with (u(t0), ∂tu(t0)) = (u0, u1), for 0 < ǫ < ǫ0, with ‖u‖Sp(I) ≤ C(M,A,A′)
and for all t ∈ I,
‖(u(t), ∂tu(t))− (u˜(t), ∂tu˜(t))‖H˙sp×H˙sp−1 ≤ C(M,A,A′)(A′ + ǫα), α > 0.
A version of this result, in the context of NLS, was first proved in [4]. Other
versions for NLS appear in [37]. A proof of the corresponding result to Theorem
2.11 for NLS, p = 5 is given in [15]. Using Lemma 2.10 it readily extends to our
case. We will sketch the argument now for the reader’s convenience.
Proof. In the proof it suffices to consider the case t0 = 0, I = [0, L], L < +∞
and to assume that u exists and then obtain a priori estimates for it. After that,
an application of Theorem 2.3 concludes the proof. The first remark is that
‖Dαp u˜‖W (I) ≤ M˜, M˜ = M˜(M,A′). (2.7)
To see this, split I =
⋃γ
j=1 Ij , γ = γ(M) so that on each Ij we have ‖u˜‖Sp(Ij) ≤
η, where η is to be determined. Let Ij0 = [aj0 , bj0 ], so that the integral equation
gives
u˜(t) = S(t)(u˜(aj0), ∂tu˜(aj0)) +
∫ t
aj0
sin
(
(t− s)√−△)√−△ e ds−
−
∫ t
aj0
sin
(
(t− s)√−△)√−△ F (u˜) ds.
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We then apply Lemma 2.1 to obtain
sup
t∈Ij0
‖(u˜(t), ∂tu˜(t))‖H˙sp×H˙sp−1 + ‖Dαp u˜‖W(Ij0 )
≤ CA+ C ‖Dαpe‖
L
4/3
Ij0
L
4/3
x
+ C ‖DαpF (u˜)‖
L
4/3
Ij0
L
4/3
x
≤ CA+ Cǫ + C ‖u˜‖p−1
Sp(Ij0 )
‖Dαp u˜‖W(Ij0 ) ,
where in the last step we have applied our hypothesis on e and (2.3). If we then
choose η so that Cηp−1 ≤ 1/2, (2.7) follows.
We now choose β, q and q˜ as in Lemma 2.10, so that (2.5) and (2.6) hold.
We also note the following:∥∥Dβf∥∥
LqtL
q
x
≤ C ‖f‖1−θSp(I) ‖Dαpf‖
θ
W (I) (2.8)
and ∥∥|f |p−1Dβf∥∥
Leq′t Leq′x ≤ C ‖f‖
p−1
Sp(I)
∥∥Dβf∥∥
LqtL
q
x
. (2.9)
In fact, (2.8) follows from the inequality∥∥Dβf∥∥
Lqx
≤ C ‖f‖1−θ
L
2(p−1)
x
‖Dαpf‖θL4x (2.10)
by using Ho¨lder’s inequality on I. (2.10) in turn follows from complex interpola-
tion. Moreover, (2.9) follows also from Ho¨lder’s inequality, using the definitions
of q, q˜.
To carry out the proof now, note that by (2.7) and (2.8) we have
∥∥Dβ u˜∥∥
LqIL
q
x
≤ M˜ . Also, by (2.8) and our hypothesis we have∥∥DβS(t) ((u0 − u˜(0), u1 − ∂tu˜(0)))∥∥LqILqx ≤ ǫ′ (2.11)
where ǫ′ ≤ M˜ǫα.
Write u = u˜+ w, so that w verifies
∂2tw −△w = −(F (u˜+ w) − F (u˜))− e
w
∣∣
t=0
= u0 − u˜(0)
∂tw
∣∣
t=0
= u1 − ∂tu˜(0)
(2.12)
Split now I =
⋃J
j=1 Ij , J = J(M, η), so that on each Ij we have
‖u˜‖Sp(Ij) +
∥∥Dβ u˜∥∥
LqIj
Lqx
≤ η, (2.13)
where η > 0 is to be chosen. Set Ij = [aj , aj+1), a0 = 0, aJ+1 = L. The integral
9
equation on Ij gives:
w(t) = S(t− aj)(w(aj , ∂tw(aj))−
∫ t
aj
sin
(
(t− s)√−△)√−△ e(s) ds−
−
∫ t
aj
sin
(
(t− s)√−△)√−△ [F (u˜+ w) − F (u˜)] ds. (2.14)
We apply (2.8) and Lemma 2.1 to the second term and Lemma 2.10 to the third
one. Thus,
‖w‖Sp(Ij) +
∥∥Dβw∥∥
LqIj
Lqx
≤ ‖S(t− aj)(w(aj), ∂tw(aj))‖Sp(Ij)
+
∥∥DβS(t− aj)(w(aj), ∂tw(aj))∥∥LqIjLqx + Cǫ0
+ C
∥∥Dβ [F (u˜+ w) − F (u˜)]∥∥
Leq′IjLeq
′
x
. (2.15)
For the last term, we use Lemma (2.2), |F ′(u)| ≈ |u|p−1, |F ′′(u) ≈ |u|p−2,
and Ho¨lder’s inequality, to obtain∥∥Dβ [F (u˜ + w)− F (u˜)]∥∥
Leq′IjLeq
′
x
≤ C[‖u˜‖p−1Sp(Ij) + ‖w‖
p−1
Sp(Ij)
]
∥∥Dβw∥∥
LqIj
Lqx
+
[
‖u˜‖p−2Sp(Ij) + ‖w‖
p−2
Sp(Ij)
] [∥∥Dβ u˜∥∥
LqIj
Lqx
+
∥∥Dβw∥∥
LqIj
Lqx
]
‖w‖Sp(Ij)
≤ C(η)[‖w‖Sp(Ij) +
∥∥Dβw∥∥
LqIj
Lqx
]
+ C[‖w‖Sp(Ij) +
∥∥Dβw∥∥
LqIj
Lqx
]p, (2.16)
where C(η)→ 0 with η → 0.
Combining now (2.15) and (2.16), choosing η so small that C(η) ≤ 1/3 and
defining
γj = ‖S(t− aj)((w(aj), ∂tw(aj)))‖Sp(R)
+ +
∥∥DβS(t− aj)((w(aj), ∂tw(aj)))∥∥LqIjLqx + Cǫ0,
we see that
‖w‖Sp(Ij) +
∥∥Dβw∥∥
LqIj
Lqx
≤ 3
2
γj + C[‖w‖Sp(Ij) +
∥∥Dβw∥∥
LqIj
Lqx
]p. (2.17)
Note that the choice of η depends only on p. Now, a standard continuity
argument shows that there exists C0, which depends only on C (which depends
only on p) so that, if γj ≤ C0, we have
‖w‖Sp(Ij) +
∥∥Dβw∥∥
LqIj
Lqx
≤ 3γj (2.18)
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and
C
[
‖w‖Sp(Ij) +
∥∥Dβw∥∥
LqIj
Lqx
]p
≤ 3γj . (2.19)
Thus, if γj ≤ C0, we have
‖w‖Sp(Ij) +
∥∥Dβw∥∥
LqIj
Lqx
≤ 3
[
‖S(t− aj)((w(aj), ∂tw(aj)))‖Sp(R)
+
∥∥DβS(t− aj)((w(aj), ∂tw(aj)))∥∥LqIjLqx
]
+ 3Cǫ0. (2.20)
To be able to continue in the iteration process, put t = aj+1 in (2.14) and apply
S(t− aj+1) and use trigonometric identities. We then have
S(t− aj+1)((w(aj+1), ∂tw(aj+1))) = S(t− aj)((w(aj), ∂tw(aj)))
−
∫ aj+1
aj
sin
(
(t− s)√−△)√−△ e(s) ds
−
∫ aj+1
aj
sin
(
(t− s)√−△)√−△ [F (u˜+ w) − F (u˜)] ds (2.21)
Applying the same argument as before, we see that
‖S(t− aj+1)((w(aj+1), ∂tw(aj+1)))‖Sp(R)
+
∥∥DβS(t− aj)((w(aj), ∂tw(aj)))∥∥LqIjLqx
≤
[
‖S(t− aj)((w(aj), ∂tw(aj)))‖Sp(R)
+
∥∥DβS(t− aj)((w(aj), ∂tw(aj)))∥∥LqIjLqx + Cǫ0
]
+ C(η)
[
‖w‖Sp(Ij) +
∥∥Dβw∥∥
LqIj
Lqx
]
+ C
[
‖w‖Sp(Ij) +
∥∥Dβw∥∥
LqIj
Lqx
]p
. (2.22)
Again taking η small, depending only on p, using (2.18) and (2.19), we find
that, if γj ≤ C0, we have γj+1 ≤ 10γj. Recall that, by assumption and (2.11),
we have γ0 ≤ ǫ′0 + ǫ0. Iterating, we see that γj ≤ 10j(ǫ′0 + ǫ0) if γj ≤ C0. If
we have ǫ0 so small that 10
J+1(ǫ′0 + ǫ0) ≤ C0, the condition γj ≤ C0 always
holds, so that using this, together with (2.18), we obtain the desired estimate
for ‖u‖Sp(I). The second estimate follows from the first one, using a similar
argument. This concludes the proof of Theorem 2.11.
Remark 2.12. Theorem 2.11 yields the following continuity fact: let (u0, u1) ∈
H˙sp × H˙sp−1, ‖(u0, u1)‖H˙sp×H˙sp−1 ≤ A, and let u be the solution of (2.1), with
maximal interval of existence (−T−((u0, u1)), T+((u0, u1))). Let (u0,n, u1,n) →
11
(u0, u1) in H˙
sp × H˙sp−1, and let un be the corresponding solution, with maximal
interval of existence (−T−((u0,n, u1,n)), T+((u0,n, u1,n)))). Then T−((u0, u1)) ≤
liminfT−((u0,n, u1,n)) and T+((u0, u1)) ≤ liminfT+((u0,n, u1,n)) as n goes to
infinity. Moreover, for each t ∈ (−T−((u0, u1)), T+((u0, u1))), (un(t), ∂tun(t))→
(u(t), ∂tu(t)) in H˙
sp × H˙sp−1. (For the proof see Remark 2.17 in [18]).
Remark 2.13. Theorem 2.11 can also be used to show that if K ⊂ H˙sp × H˙sp−1,
with K compact in H˙sp × H˙sp−1, we can find T+,K > 0, T−,K > 0, such that, for
all (u0, u1) ∈ K, we have T+((u0, u1)) > T+,K , T−((u0, u1)) > T−,K . Moreover,
the family {
(u(t), ∂tu(t)) : t ∈ [−T−,K , T+,K ], (u0, u1) ∈ K
}
has compact closure in C([−T−,K , T+,K ]; H˙sp × H˙sp−1) and hence it is equicon-
tinuous and bounded.
We conclude this section with some results that are useful in connection with
the finite speed of propagation.
Recall (see [30]) that, as a consequence of the finite speed of propagation, if
(u0, u1), (u
′
0, u
′
1) verify the conditions of Theorem 2.3, then the corresponding
solutions agree on R3 × I ∩ ⋃0≤t≤a [B(x0, (a− t))× {t}] if (u0, u1) = (u′0, u′1)
on B(x0, a). This is proved, for instance, in Remark 2.12 of [16], for the case
p = 5, but given the proof of Theorem 2.3, it also holds for 5 < p <∞. Similar
conclusions can be drawn for t < 0.
Lemma 2.14. Let ψM be radial, ψM ∈ C∞(R3), with ψM (x) = ψ( xM ), where
0 ≤ ψ ≤ 1, ψ ≡ 0 for |x| < 1, ψ ≡ 1 for |x| ≥ 2, and ψ and all its derivatives
are bounded. Then there exist a constant C, which depends only on p and is
independent of M , so that
‖(ψMv0, ψMv1)‖H˙sp×H˙sp−1 ≤ C‖(v0, v1)‖H˙sp×H˙sp−1 . (2.23)
Proof. By scaling, it suffices to prove (2.23) for M = 1. Recall that 1 < sp <
3/2. Set α = sp − 1, so that 0 < α < 1/2. Let us first consider ψv0. Then,
‖ψv0‖H˙sp ≈ ‖Dα∇(ψv0)‖L2x . But,
‖Dα∇(ψv0)‖L2x ≤ ‖D
α(∇ψv0)‖L2x + ‖D
α(ψ∇v0)‖L2x = I + II.
Using theorem A.8 in [19],
I ≤ ‖∇ψ ·Dαv0‖L2x + ‖D
α∇ψ · v0‖L2x + C ‖D
αv0‖Lqx ‖∇ψ‖Lrx ,
1
p
+
1
r
=
1
2
.
Choose q = 6, r = 3 and note that, since ∇Dαv0 ∈ L2, Dαv0 ∈ L6. Also,
∇ψ ∈ C∞0 (R3) so ‖∇ψ‖L3x < ∞. This allows us to control the first and last
terms in the right hand side. For the second term, note that v0 ∈ L 32 (p−1)
by Sobolev embedding, since v0 ∈ H˙sp . Using Ho¨lder’s inequality, we can
control the second term, using 1q1 +
2
3(p−1) =
1
2 . We thus need to show that if
12
φ ∈ C∞0 , ‖Dαφ‖Lq1x ≤ ∞. But it is easy to see, using Fourier transform, that
Dαφ ∈ L2 ∩ L∞, which gives our bound for I.
II ≤ ‖Dα ((1− ψ)∇v0)‖L2x + ‖D
α∇v0‖L2x .
Thus, if φ = (1 − ψ), φ ∈ C∞0 and we need to bound ‖Dα(φ∇v0)‖L2x . Again,
using Theorem A.12 in [19], we bound this by the sum
‖φDα∇v0‖L2x + ‖(D
αφ)∇v0‖L2x + C ‖D
α∇v0‖L2x ‖φ‖L∞x .
Clearly, the first and third term are controlled. For the second one, ∇v0 ∈ Lr,
1
r =
1
3 +
2
3(p−1) , r ≥ 2 and Ho¨lder’s inequality finishes the proof. (Here r ≥ 2
since p ≥ 5).
For the term ‖Dα(ψv1)‖L2x , we again bound it by ‖D
αv1‖L2x + ‖D
α(φv1)‖L2x
which is easily controlled by using Theorems A.8 and A.12 in [19].
Corollary 2.15. Assume that (v0, v1) ∈ K ⊂ H˙sp × H˙sp−1, where K is compact
in H˙sp × H˙sp−1. Let ψM be as in Lemma 2.14. Consider the solution vM , given
by Theorem 2.3, to (2.1), with initial data (ψMv0, ψMv1). Then, given ǫ > 0,
small, there exists M(ǫ) > 0, such that , for all M ≥ M(ǫ), all (v0, v1) in K,
we have that vM is globally defined (i.e. I = (−∞,+∞)) and
sup
τ∈(−∞,+∞)
‖(vM (τ), ∂tvM (τ))‖H˙sp×H˙sp−1 ≤ ǫ. (2.24)
Proof. Using the compactness of K, the bounds in Theorem 2.3 and Theorem
2.11 and (2.23), it suffices to show that, for fixed (v0, v1) ∈ H˙sp × H˙sp−1, we
have that limM→∞ ‖(ψMv0, ψMv1)‖H˙sp×H˙sp−1 = 0. But this is immediate from
(2.23), using the density of C∞0 × C∞0 in H˙sp × H˙sp−1.
3 Decay estimates for compact, radial solutions
In this section, p ≥ 5. We establish now our main decay estimates for compact,
radial solutions in the case they are globally defined, which show that they
“break the scaling”.
Thus, consider a solution u to (2.1) with (u0, u1) radially symmmetric. (Solution
is understood in the sense of Definition 2.7). Because of the proof of Theorem
2.3, u is also radially symetric. We will assume that
t0 = 0, T+((u0, u1)) = +∞, T−((u0, u1)) = +∞,
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and that u has the following “compactness property” or nondispersive property:
There exists λ(t) ≥ A0 > 0, t ∈ (−∞,∞) such that
K =
{
~v(x, t) =
(
1
λ(t)2/p−1
u
(
x
λ(t)
, t
)
,
1
λ(t)2/(p−1)+1
∂tu
(
x
λ(t)
, t
))
: t ∈ (−∞,∞)
}
has the property that K is compact in H˙sp × H˙sp−1. (3.1)
Our main estimate is:
Theorem 3.1. Let u be a solution to (2.1), with (u0, u1) radially symmetric.
Assume that t0 = 0, T+((u0, u1)) = +∞, T−((u0, u1)) = +∞ and that u has
the “compactness property” (3.1).
Then, there exists constant C0 > 0 depending only on A0, p, K, so that, for all
t ∈ R, we have
|u(x, t)| ≤ C0|x| ,
(
∫
r≥|x|
|r∂ru(r, t)|mdr) 1m ≤ C0|x|1−a ,
(
∫
r≥|x|
|r∂tu(r, t)|mdr) 1m ≤ C0|x|p(1−a) ,
(3.2)
for all |x| ≥ 1, where m = p−12 = 1a .
Note that, in the defocusing case, Proposition 5.4 below shows that u as in
Theorem 3.1 must be 0. Nevertheless, Theorem 3.1 is a crucial step in the proof
of Proposition 5.4. What the situation is in the focusing case is unclear at the
moment. Note that for p = 5 and in the focusing case,
W (x) =
(
1 + |x|2/3)− 12
is a non-dispersive solution and thus our estimate is sharp.
In order to prove Theorem 3.1, we need some preliminary estimates. In the
sequel, r = |x|, and we will sometimes, by abuse of notation, write u(r, t) =
u(x, t), when u(−, t) is radially symmetric.
Lemma 3.2. Let 12 > β ≥ 0, β = 12 − 1m .
Then, there exists C = C(β) such that for all φ radial in R3,∥∥∥r1− 2mφ∥∥∥
Lm
≤ C ‖φ‖H˙β .
Moreover, if 1 ≤ β < 32 , we have for β = 32 − 1m∥∥∥r1− 2m ∂rφ∥∥∥
Lm
≤ C ‖φ‖H˙β ,∥∥∥r 1mφ∥∥∥
L∞
≤ C ‖φ‖H˙β .
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Proof. Note that the Fourier transform of a radial function φ, in R3, is given by
the formula
φˆ(r) =
C
r
∫ ∞
0
sin(rs)φ(s)sds.
Thus, if φ˜(s) = sφ(s), extended oddly for s < 0, φ˜ ∈ H˙β(R) and the first
inequality follows from the one dimensional Sobolev embedding Theorem.
For the second inequality, note that if φ ∈ H˙β(R3), then ∂rφ ∈ H˙β−1(R3).
Indeed, ∂rφ =
x
|x|∇φ, ∇φ ∈ H˙β−1(R3) and for 0 ≤ γ ≤ 1, φ→ m˜φ is a bounded
operator on H˙γ(R3), where m˜ is a homogenous of degree 0 function smooth
away from the origin (To see this last statement, note that it holds obviously
for γ = 0 and also for γ = 1, using the Hardy inequality
∥∥∥ φ|x|∥∥∥
L2
≤ C ‖φ‖H˙1 .
The general case follows by interpolation). Thus, our second inequality follows
from this fact and the first inequality.
To establish the third inequality, use the fundamental theorem of calculus and
Holder’s inequality, to obtain
|φ(r)| ≤
∫ ∞
r
|∂sφ(s)|ds ≤
(∫ ∞
r
|s∂sφ(s)|mds
) 1
m
r−
1
m ,
which is our third inequality
We now start towards the proof of Theorem 3.1, for u satisfying (2.1).Let us
assume for example that we are in the defocusing case, the focusing case being
identical.
Lemma 3.3. Let u be as in Theorem 3.1 and let w(r, t) = ru(r, t). Then, w,
as a function of (r, t), (extended oddly for r < 0) verifies
∂2tw − ∂2rw = −r|u|p−1u. (3.3)
Moreover, there exist functions gi(r), i = 1, 2, 3, defined for r > 0, with gi non-
increasing, limr→∞ gi(r) = 0, which depend only on K, A0, so that, for t ∈ R,
r > 0 we have
|u(r, t)| ≤ g1(r)
ra(∫ 4r
r
|∂tw(s, t) + ∂rw(s, t)|mds
) 1
m
≤ g2(r)(∫ 4r
r
|∂tw(s, t)− ∂rw(s, t)|mds
) 1
m
≤ g3(r)
(3.4)
where a = 2p−1 ,m =
p−1
2 .
Proof. For regular solutions to (2.1), (3.3) follows by differentiation. The general
case follows by approximation, by Remark 2.4.
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To prove (3.4), we start with the first estimate. We first note:
For u as in Lemma 3.3, given ǫ > 0, there exists r0 = r0(ǫ) > 0
so that, for al t ∈ R, r ≥ r0, we have ra|u(r, t)| ≤ ǫ. (3.5)
To establish (3.5), define
v0(r, t) =
1
λ(t)a
u
(
r
λ(t)
, t
)
and v1(r, t) =
1
λ(t)a+1
∂tu
(
r
λ(t)
, t
)
.
We now apply (2.24), with τ = 0, and (v0, v1) = (v0(r, t).v1(r, t)). Then
‖(ψMv0(r, t), ψMv1(r, t))‖H˙sp×H˙sp−1 ≤
ǫ
C
,
for M large. Applying now Lemma 3.2, we see that |raψM (r)v0(r, t)| ≤ ǫ, or∣∣∣∣ra 1λ(t)a u
(
r
λ(t)
, t
)∣∣∣∣ ≤ ǫ for r ≥ 2M.
But, if α = r/λ(t), we see that αa|u(α, t)| ≤ ǫ for αλ(t) ≥ 2M . But if α ≥
2M/A0, λ(t)α ≥ 2M , establishing (3.5).
Define now
g1(r, t) = sup
α≥r
|αau(α, t)|, g1(r) = sup
t∈(−∞,+∞)
g1(r, t).
Clearly, for r1 ≤ r2 we have g1(r2) ≤ g1(r1) and, from (3.5), we have
lim
r→∞
g1(r) = 0.
Arguing in the same way, to establish (3.4) it suffices to prove: Given ǫ > 0,
there exists r0 = r0(ǫ) > 0 so that for all t ∈ R, r ≥ r0, we have(∫ 4r
r
|∂rw(s, t)|mds
) 1
m
≤ ǫ, (3.6)
(∫ 4r
r
|∂tw(s, t)|mds
) 1
m
≤ ǫ. (3.7)
To establish (3.6), in light of (3.5) it suffices to give the corresponding esti-
mate for r∂ru(r, t). Apply now Lemma 3.2, with φ = ∂rf , β = sp =
3
2 − 2p−1 =
3
2 − 1m , f = ψMv0(r, t). Then,∥∥∥r1− 2m ∂r (ψMv0(r, t))∥∥∥
Lm
≤ C ‖ψMv0‖H˙sp .
By (2.24), the right hand side is smaller than ǫ/2, forM large. Since ∂r(ψMv0) =
ψM∂r(v0) + ∂r(ψM )v0, and ∂rψM =
1
Mψ
′
(
r
M
)
, with supp ψ′ ⊂ (1, 2),the third
inequality in Lemma 3.2 now gives∥∥∥r1− 2m ∂r (ψMv0(r, t))∥∥∥
Lm
≤ C
∥∥∥ψ˜Mv0∥∥∥
H˙sp
,
16
where ψ˜ = 1 for r > 1, ψ˜ = 0 for 0 < r < 12 . Hence taking M even larger, we
have ∥∥∥r1− 2mψM∂rv0(r, t)∥∥∥
Lm
≤ ǫ.
Hence,
(∫∞
2M |( rλ(t) ) 1λ(t)a ∂ru( rλ(t) , t)|mdr
) 1
m ≤ ǫ, so that
(∫ ∞
2M
λ(t)
|α∂αu(α, t)|mdα
) 1
m
≤ ǫ.
But, {α > 2MA0 } ⊂ {α > 2Mλ(t)} and (3.6) follows.
For (3.7), we argue similarly, using the first inequality in Lemma 3.2 with
β = sp − 1, m = p−12 , q = 2, φ = ψMv1(r, t), ∂tw(r, t) = rv1(r, t).
Lemma 3.4. Let u , w, gi be as in Lemma 3.3. Then, there exists a constant
Cp > 0 so that
g2(r) ≤ Cpgp1(r) (3.8)
g3(r) ≤ Cpgp1(r) (3.9)
Proof. Let
z1(r, t) = ∂rw(r, t) + ∂tw(r, t),
z2(r, t) = ∂rw(r, t)− ∂tw(r, t).
Using (3.3), we see that
∂τz1(r0+τ, t0−τ) = (∂rrw−∂ttw)(r0+τ, t0−τ) = (r0+τ)|u|p−1u(r0+τ, t0−τ),
and
∂τz2(r0 + τ, t0 + τ) = (r0 + τ)|u|p−1u(r0 + τ, t0 + τ).
Then,
z1(r+s, t0) = z1(r+s+Mr, t0−Mr)−
∫ Mr
0
(r+s+τ)|u|p−1u(r+s+τ, t0−τ) dτ.
Fix r0 > 0. Choose r > r0 and t0 ∈ R, so that
g2(r0) =
(∫ 3r
0
|z1(r + s, t0)|mds
) 1
m
.
Then,
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g2(r0) ≤
(∫ 3r
0
|z1(r + s+Mr, t0 −Mr)|mds
) 1
m
+
(∫ 3r
0
(∫ Mr
0
(r + s+ τ)|u|p(r + s+ τ, t0 − τ)dτ
)m
ds
) 1
m
≤ g2((M + 1)r0) + gp1(r0)
(∫ 3r
0
(∫ Mr
0
(r + s+ τ)1−apdτ
)m
ds
) 1
m
≤ g2((M + 1)r0) + Cgp1(r0)
(∫ 3r
0
(r + s)m(2−ap)ds
) 1
m
≤ g2((M + 1)r0) + Cgp1(r)
since 2− ap = 2− 2pp−1 = − 2p−1 = − 1m < 0 or equivalently m(2− ap) = −1.
Since C is independent ofM , lettingM →∞, we obtain (3.8). The argument
for (3.9) is similar.
Corollary 3.5. Let u, w, g1 be as in Lemma 3.3. Then
(∫ 4r
r
|∂rw(s, t)|mds
) 1
m ≤ Cpgp1(r)
(∫ 4r
r |∂tw(s, t)|mds
) 1
m ≤ Cpgp1(r)
(3.10)
This is an immediate consequence of (3.8), (3.9).
Lemma 3.6. Let u, w, g1 be as in Lemma 3.3. Then, there exists β > 0, r0
large, so that, for r > r0 we have
g1(r) ≤ C0
rβ
. (3.11)
Proof. We again use equation (3.3). Using the standard representation formula
for solutions of the wave equation, in one space dimension (see [30]), we obtain:
r0u(r0, t0) =
1
2
[(
r0 +
r0
2
)
u
(
r0 +
r0
2
, t0 − r0
2
)
+
(
r0 − r0
2
)
u
(
r0 − r0
2
, t0 − r0
2
)]
+
1
2
∫ r0+ r02
r0−
r0
2
α∂tu
(
α, t0 − r0
2
)
dα
+
1
2
∫ r0
2
0
∫ r0+( r02 +τ)
r0−( r02 −τ)
α|u|p−1u
(
α, t0 − r0
2
+ τ
)
dτdα. (3.12)
Note that the first integral term is bounded by
C
(∫ 3r0
2
r0
2
|α∂tu(α, t0 − r0
2
)|mdα
) 1
m
r
m−1
m
0 ≤ Cgp1(
r0
2
)r
m−1
m
0
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by (3.10), where we have used Holder’s inequality. Notice also that a+ (m−1)m =
1, so that, using (3.12), we obtain
r0|u(r0, t0)| ≤ 1
2
[
3
2
r0
∣∣∣∣u(32r0, t0 − r02
)∣∣∣∣+ 12r0
∣∣∣∣u(12r0, t0 − r02
)∣∣∣∣]
+ Cpr0
gp1(r0/2)
ra0
+ Cp
r30
rap0
gp1(
r0
2
),
and
r0|u(r0, t0)| ≤ 1
2
[
3
2
r0
∣∣∣∣u(32r0, t0 − r02
)∣∣∣∣+ 12r0
∣∣∣∣u(12r0, t0 − r02
)∣∣∣∣]
+ Cp
r0
ra0
gp1(
r0
2
).
Clearing, we see that
ra0 |u(r0, t0)| ≤
1
2
[(
3
2
)1−a
+
(
1
2
)1−a]
g1
(r0
2
)
+ Cpg1(r0/2)
p,
and thus, as before
g1(r0) ≤ 1
2
[(
3
2
)1−a
+
(
1
2
)1−a]
g1
(r0
2
)
+ Cpg1
(r0
2
)p
(3.13)
Note now that an elementary calculus argument shows that
1
2
[(
3
2
)1−a
+
(
1
2
)1−a]
= (1− 2θp) 0 < θp < 1. (3.14)
Also note that, since g1(r0) −−−−→
r0→∞
0, for r0 large we have Cpg1
(
r0
2
)p−1 ≤ θp
and hence
g1(r0) ≤ (1− θp)g1
(r0
2
)
, r0 large. (3.15)
A simple iteration now shows that (3.15) gives (3.11) for r ≥ r0. Lemma 3.2
gives the estimate for r ≥ 1 .
We are now ready to conclude the proof of Theorem 3.1. This proceeds by
an iteration. Let u, w, gi, a, β be as in Lemma 3.3, Lemma 3.6.
By choosing a possibly smaller β, we can insure that a+ β < 1. Recall that
|u(r0, t)| ≤ C0
r0a+β
,
by (3.11). For 0 < γ < 1 to be chosen, we have w(r0, t) = w(r
γ
0 , t)−
∫ r0
rγ0
∂rw(s, t)ds,
so that
|w(r0, t)| ≤ C r
γ
0
r
γ(a+β)
0
+
(∫ r0
rγ0
|∂rw|m
) 1
m
r
m−1
m
0 .
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From (3.10), we have that,
(∫ 4r
r
|∂rw|m
) 1
m ≤ C
rβp
. But then, we have
(∫ ∞
r
|∂rw|m
) 1
m
=
(
Σk≥0
∫ 2k+1r
2kr
|∂rw|m
) 1
m
≤
(
Σk≥0
∫ 2k+2r
2kr
|∂rw|m
) 1
m
and so (∫ ∞
r
|∂rw|m
) 1
m
≤ C (Σk≥02−kmpβ) 1m 1
rβp
≤ C
rβp
.
Thus,
|w(r0, t)| ≤ C r
γ
0
r
γ(a+β)
0
+
r
m−1
m
0
rγβp0
,
so that
|u(r0, t)| ≤ C
r
(1−γ)
0 r
γ(a+β)
0
+
C
ra0r
γβp
0
.
Choose now γ so that
γ(a+ β) + (1− γ) = a+ γβp.
Then, γ = 1−a1−a+β(p−1) and 0 < γ < 1, γp > 1, so that, if
β′ = γ(a+ β) + (1− γ)− a = γβp
then β′ > β, a+ β′ < 1 and |u(r0, t)| ≤ C
ra+β
′
0
. Thus, let
β0 = β, βn+1 = γn(a+βn)+(1−γn)−a = γnβnp where γn = 1− a
1− a+ βn(p− 1) .
Iterating, we see that for each n we have |u(r0, t)| ≤ Cnra+βn0 . Note that that (βn)
is increasing and bounded, thus βn → β¯ = 1 − a since 1−a1−a+β¯(p−1) = 1p . Thus,
we have shown that, for each ǫ > 0, we have,
|u(r0, t)| ≤ Cǫ
r1−ǫ0
.
Consider now
∫ 4r
r |∂rw(s, t)|ds which is bounded by(∫ 4r
r
|∂rw(s, t)|mds
) 1
m
r
m−1
m ≤ Cgp1(r)r
m−1
m ≤ C r
1−a
rp(1−a−ǫ)
≤ C
r(p−1)(1−a)−ǫp
.
But (p − 1)(1 − a) > 0, so if ǫ is so small that (p − 1)(1 − a) − ǫp > 0, we see
that
∫∞
1
|∂rw| <∞, so |w(r0, t)| ≤ Cp hence
|u(r0, t)| ≤ C
r0
.
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But then,
(∫ 4r
r
|∂tw(s, t)|mds
) 1
m ≤ C
rp(1−a)
, and since r∂tu = ∂tw, using a
geometric series again, we see that(∫ ∞
r
|∂tu(s, t)|mds
) 1
m
≤ C
rp(1−a)
.
Finally, r∂ru = ∂rw − u, so that(∫ 4r
r
|∂tw(s, t)|mds
) 1
m
≤ C
rp(1−a)
+
C
r1−a
≤ C
r1−a
from which we obtain Theorem 3.1.
As a corollary, we have
Corollary 3.7. We have the following inequalities(∫ ∞
r
|s∂ru(s, t)|2ds
) 1
2
≤ C
r
1
2
,
(∫ ∞
r
|s∂tu(s, t)|2ds
) 1
2
≤ C
r
1
2+(p−3)
.
Proof. The corresponding inequalities where the integration is restricted to
(2k, 2k+1) are a direct consequence of (3.2) via Holder’s inequality. The es-
timates then follow by summing a geometric series.
4 Application, concentration-compactness pro-
cedure
In this section we will state our main application of the decay estimates in Theo-
rem 3.1 and begin the proof following the concentration-compactness procedure
developed by the authors in [18], [16], [17]. We now assume in the next tree
section, that we are in the defocusing case (µ = 1), that is, u is a solution of
(∂2t −△)u+ |u|p−1u = 0 (x, t) ∈ R3 × R
u
∣∣
t=0
= u0
∂tu
∣∣
t=0
= u1
(4.1)
Theorem 4.1. Suppose that u is a solution to (4.1) with radial data (u0, u1) ∈
H˙sp × H˙sp−1, p > 5 and maximal interval of existence I = (−T−((u0, u1)),
T+((u0, u1))). Assume that
sup
0<t<T+((u0,u1))
‖(u(t), ∂tu(t))‖H˙sp×H˙sp−1 = A < +∞.
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Then T+((u0, u1)) = +∞ and u scatters at t = +∞, i.e. ∃(u+0 , u+1 ) ∈ H˙sp×
H˙sp−1, so that
lim
t→+∞
∥∥(u(t), ∂tu(t))− S(t)((u+0 , u+1 ))∥∥H˙sp×H˙sp−1 = 0.
We point out first some immediate consequences of Theorem 4.1.
Corollary 4.2. If (u0, u1) is radial ∈ H˙sp × H˙sp−1 is such that T+((u0, u1)) <
+∞, then
lim
t↑T+((u0,u1))
‖(u(t), ∂tu(t))‖H˙sp×H˙sp−1 = +∞.
Corollary 4.3. The set of radial (u0, u1) ∈ H˙sp × H˙sp−1 such that
sup
t∈[0,T+((u0,u1)))
‖(u(t), ∂tu(t))‖H˙sp×H˙sp−1 <∞
is an open subset of H˙sp × H˙sp−1.
Proof. This is because, for such data, in light of Theorem 4.1 (and its proof),
we have ‖u‖Sp([0,+∞)) <∞ and this gives an open set from Theorem 2.11
In order to start the proof of Theorem 4.1, we need some definitions, in
analogy with [17].
Definition 4.4. For A > 0, p > 5,
B(A) =
{
(u0, u1) ∈ H˙sp × H˙sp−1 : if u is the solution of (4.1), with initial
data (u0, u1) at t = 0, then sup
t∈[0,T+((u0,u1)))
‖(u(t), ∂tu(t))‖H˙sp×H˙sp−1 ≤ A
}
.
We also set B(∞) = ⋃A>0B(A).
Definition 4.5. We say that SC(A) holds if for each (u0, u1) ∈ B(A),
T+((u0, u1)) = +∞ and ‖u‖Sp([0,+∞)) < ∞. We also say that SC(A; (u0, u1))
holds if (u0, u1) ∈ B(A), T+((u0, u1)) = +∞, ‖u‖Sp([0,+∞)) <∞.
We can define similarlyBrad(A), Brad(∞), SCrad(A), if we restrict to (u0, u1)
radial.
By Theorem 2.3, Remark 2.5, Theorem 2.11 we see that for δ˜0 small enough,
if ‖(u0, u1)‖H˙sp×H˙sp−1 < δ˜0, then SC(Cδ˜0; (u0, u1)) holds. Hence, there exists
A0 > 0 small enough, such that SC(A0) holds. Theorem 4.1 is equivalent to the
statement that SCrad(A) holds for each A > 0. Similarly, Theorem 4.1, without
the radial restriction, is equivalent to the statement that SC(A) holds for each
A > 0. Thus, if Theorem 4.1 fails, there exists a critical value AC > 0, with the
property that if A < AC , SCrad(A) holds, but if A > AC , SCrad(A) fails. The
concentration-compactness procedure introduced by the authors in [18] and [17]
consists in establishing the following propositions:
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Proposition 4.6. There exists (u0,C , u1,C) radial such that SC(AC ,(u0,C ,u1,C))
fails.
Proposition 4.7. If (u0,C , u1,C) is as in Proposition 4.6, there exists λ(t) ∈
R
+, for t ∈ [0, T+(u0,C , u1,C)), such that
K =
{
~v(x, t) =
(
1
λ(t)
auC
(
x
λ(t)
, t
)
,
1
λ(t)
a+1 ∂tuC
(
x
λ(t)
, t
))
,
0 ≤ t < T+(u0,C , u1,C)
}
has the property that K is compact in H˙sp × H˙sp−1. Here uC is the solution of
(4.1), with data (u0,C , u1,C) at t = 0.
Remark 4.8. The absence of the parameter x(t) in Proposition 4.7 comes from
the fact we are in the radial setting. (See also Remark 4.23 in [18]).
A key tool in the proof of Propositions 4.6 and 4.7 is the “profile decomposi-
tion” due to Bahouri–Ge´rard [1]. The profile decomposition was simultaneously
discovered by Merle–Vega [26] in the mass critical NLS for d = 2 context and
later developed by Keraani [20] for the energy critical NLS. Here the “profile
decomposition” is:
Theorem 4.9. Given {(v0,n, v1,n)} ⊆ H˙sp × H˙sp−1, with
‖(v0,n, v1,n)‖H˙sp×H˙sp−1 ≤ A,
there exists a sequence {(V0,j , V1,j)} in H˙sp × H˙sp−1, a subsequence of (v0,n, v1,n)
(which we still denote (v0,n, v1,n)) and a sequence of triples (λj,n;xj,n; tj,n) ∈
R
+ × R3 × R, which are “orthogonal”, i.e.
λj,n
λj′,n
+
λj′,n
λj,n
+
|tj,n − tj′,n|
λj,n
+
|xj,n − xj′,n|
λj,n
−−−−→
n→∞
+∞,
for j 6= j′; such that for each J ≥ 1, we have
i) v0,n =
J∑
j=1
1
λj,n
aV
l
j
(
.− xj,n
λj,n
,
−tj,n
λj,n
)
+ wJ0,n
v1,n =
J∑
j=1
1
λj,n
a+1 ∂tV
l
j
(
.− xj,n
λj,n
,
−tj,n
λj,n
)
+ wJ1,n,
where V lj (x, t) = S(t)((V0,j , V1,j)) (l stands for linear solution)
ii) lim
n→∞
∥∥S(t)((wJ0,n, wJ1,n))∥∥Sp(−∞,+∞) −−−−→J→∞ 0
iii) For each J ≥ 1 we have
‖v0,n‖2H˙sp =
J∑
j=1
‖V0,j‖2H˙sp +
∥∥wJ0,n∥∥2H˙sp + ǫJ0 (n)
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‖v1,n‖2H˙sp−1 =
J∑
j=1
‖V1,j‖2H˙sp−1 +
∥∥wJ1,n∥∥2H˙sp + ǫJ1 (n)
where |ǫJ0 (n)|+ |ǫJ1 (n)| −−−−→n→∞ 0.
Remark 4.10. If (v0,n, v1,n) are radial, we can choose (V0,j , V1,j) radial, xj,n ≡ 0.
Theorem 4.9 is proved, for p = 5 in [1]. See also Remark 4.4 in [16] and
Remark 4.23 in [18]. The proof of Theorem 4.9 is identical to the one in [1] and
will be omitted.
Once we have at our disposal Theorem 2.11 and Theorem 4.9, the procedure
used in section 3 of [17] can be followed to give a proof of Proposition 4.6 and
Proposition 4.7. We omit the details.
Corollary 4.11. There exists a function g : (0,+∞) → [0,∞) such that, for
every (u0, u1) ∈ Brad(A), we have ‖u‖Sp([0,+∞)) ≤ g(A).
The proof of Corollary 4.11 follows from Theorem 4.1 and Theorem 4.9 as
in Corollary 2 in [1], Corollary 4.11 in [20].
We denote (u0,C , u1,C) as in Proposition 4.6 a “critical element”. We now
recall some further properties of “critical elements”.
Remark 4.12. Because of the continuity of (u(t), ∂tu(t)) in H˙
sp × H˙sp−1, we
can construct λ(t) with λ(t) continuous in [0, T+(u0,C , u1,C)). See the proof of
Remark 5.4 of [18].
Lemma 4.13. Let uC be a critical element, as in Propositions 4.6, 4.7. Then,
there is a (possibly different) solution w, with a corresponding λ˜ (which can also
be chosen continuous) and an A0 > 0, so that λ˜ ≥ A0 for t ∈ [0, T+(w0, w1)),
supt∈[0,T+(w0,w1)) ‖(w(t), ∂tw(t))‖H˙sp×H˙sp−1<∞ and ‖w‖Sp([0,T+(w0,w1))) =+∞.
The proof follows from the arguments in [18], page 670. See also Lemma
3.10 in [17] for a similar proof.
Lemma 4.14. Let uC be a critical element as in Propositions 4.6, 4.7. Assume
that T+(u0,C , u1,C) < +∞. Then,
0 <
C(K)
T+(u0,C , u1,C)− t ≤ λ(t). (4.2)
The proof of Lemma 4.14 is identical to the one of Lemma 4.7 of [16] and is
omitted.
Lemma 4.15. Let uC be as in Lemma 4.14. After scaling, assume, without
loss of generality, that T+(u0,C , u1,C) = 1. Then, for 0 < t < 1, we have:
supp (uC(x, t), ∂tuC(x, t)) ⊂ B(0, 1− t). (4.3)
Proof. Consider
(v0, v1) =
(
1
λ(t)
2
p−1
uC
(
x
λ(t)
, t
)
,
1
λ(t)
2
p−1+1
∂tuC
(
x
λ(t)
, t
))
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and vM(ǫ) as in Corollary 2.15. Let also
v(τ) =
1
λ(t)
2
p−1
uC
(
x
λ(t)
, t+
τ
λ(t)
)
,
which is a solution, for 0 ≤ t + τλ(t) < 1. Note that, by the finite speed of
propagation (see the comment after Remark 2.13, where we fix t as the initial
time and consider τ to be the time variable)
v(x,−tλ(t)) = vM(ǫ)(x,−tλ(t)), |x| ≥ 2M(ǫ) + tλ(t).
Use now the Sobolev embedding Lq ⊂ H˙sp−1 where 1q = 12 − 13 (12 − 2p−1 ).
Then, using (2.24),∫
|x|≥2M(ǫ)+tλ(t)
[
1
λ(t)
2
p−1+1
∣∣∣∣∇u0,C ( xλ(t)
)∣∣∣∣
]q
+
∫
|x|≥2M(ǫ)+tλ(t)
[
1
λ(t)
2
p−1+1
∣∣∣∣u1,C ( xλ(t)
)∣∣∣∣
]q
≤ Cǫ.
After scaling, this becomes∫
|x|≥ 2M(ǫ)
λ(t)
+t
[|∇u0,C(x)|q + |u1,C(x)|q ] ≤ Cǫ.
Since λ(t) → ∞ as t → 1, by Lemma 4.14, and ǫ > 0 is arbitrary, u0,C ≡ 0
for |x| ≥ 1, u1,C ≡ 0 for |x| ≥ 1. Scaling gives us the corresponding result for
uC(x, t), ∂tuC(x, t), 0 < t < 1.
5 Rigidity Theorem, Part 1
In the next two sections we conclude the proof of Theorem 4.1, by establishing
the following “rigidity theorem” for solutions of (4.1).
Theorem 5.1. Let u be a solution of (4.1), u radial, 5 < p <∞. Assume that u
has initial data (u0, u1) ∈ H˙sp × H˙sp−1. Assume also that there exists λ(t) > 0,
t ∈ (0, T+((u0, u1))), continuous, such that ‖u‖Sp([0,T+((u0,u1)))) = +∞ and
K =
{
~v(x, t) =
(
1
λ(t)a
u
(
x
λ(t)
, t
)
,
1
λ(t)
a+1 ∂tu
(
x
λ(t)
, t
))}
(5.1)
has compact closure in H˙sp × H˙sp−1 and λ(t) ≥ A0 > 0, for all 0 < t <
T+((u0, u1)). Then, no such u exists.
Note that in light of Proposition 4.7, Remark 4.12, Lemma 4.13, Theorem
5.1 implies Theorem 4.1.
In order to establish Theorem 5.1, we need some well-known identities. See [30],
2.3, for their proofs and Struwe’s paper [33] for the original work in which they
were introduced.
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Lemma 5.2. Let u be a solution of (4.1), φ ∈ C∞0 (R3), radial, φ ≡ 1 for |x| ≤ 1,
suppφ ⊂ B(0, 2). Let φR(x) = φ(x/R). Then, for 0 < t < T+((u0, u1)), the
following identities hold:
i) ∂t
∫
φR
( |∇u|2
2
+
(∂tu)
2
2
+
1
p+ 1
|u|p+1
)
= −
∫
∂tu∇φR∇u
ii) ∂t
∫
(u∂tuφR) =
∫
(∂tu)
2φR −
∫
|∇u|2φR −
∫
|u|p+1φR −
∫
u∇u∇φR.
iii)
∂t
(∫
xφR∇u∂tu
)
= −3
2
∫
φR(∂tu)
2 +
3
p+ 1
∫
φR|u|p+1+
+
1
2
∫
φR|∇u|2 −
∫
x · ∇φR(∂tu)2 +
∫
x · ∇φR |u|
p+1
p+ 1
−
−
∫
(∇φR · ∇u)(x · ∇u) + 1
2
∫
(x · ∇φR)|∇u|2.
Proof. Note that, since sp > 1, by Sobolev embedding, |∇u|, ∂tu ∈ L2loc for
t ∈ I. Note also that, by Lemma 3.2, with β = sp, r2|u|p−1 is bounded for
t ∈ I, and hence, by the usual Hardy inequality |u| ∈ Lp+1loc , for t ∈ I. One then
approximates u by regular solutions, using Remark 2.4 and then establishes i),
ii), iii) by integration by parts. A passage to the limit yields Lemma 5.2
We next proceed to establish Theorem 5.1 in two special cases:
- T+((u0, u1)) < +∞,
- The function λ(t) is defined for
−∞ = −T−((u0, u1)) < t < T+((u0, u1)) = +∞, with λ(t) ≥ A0 > 0.
We will then see, in section 6, that, by a general argument, Theorem 5.1 follows
from these special cases.
Proposition 5.3. There is no u as in Theorem 5.1, with T+((u0, u1)) < +∞.
Proof. The proof is in the spirit of the one of Case 1 in the proof of Proposition
5.3 in [18]. We can assume (by scaling) that T+((u0, u1)) = 1. By Lemma 4.14
and Lemma 4.15, we have
λ(t) ≥ C
1− t , and suppu, ∂tu ⊂ B(0, 1− t), 0 < t < 1.
By compactness
sup
0<t<1
‖(u(t), ∂tu(t))‖H˙sp×H˙sp−1 ≤ A,
by Lemma 5.2i),
E(u(t), ∂tu(t)) =
∫ |∇u|2
2
+
(∂tu)
2
2
+
1
p+ 1
|u|p+1
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is finite and constant in t, for 0 ≤ t < 1. But then,
1
2
∫
|∇u0|2 + 1
2
∫
u21 +
1
p+ 1
∫
|u0|p+1
≤ C
∫
|x|≤(1−t)
|∇u|2 + |∂tu(t)|2 + |u(t)|
2
|x|2
≤ C
∫
|x|≤(1−t)
{|∇u|2 + |∂tu(t)|2}
by Hardy’s inequality. But ∇u, ∂tu ∈ H˙sp−1 ⊂ Lq, 1q = 12 − 13
(
1
2 − 2p−1
)
, with
uniformly bounded norm in t. Since q > 2, an application of Ho¨lder’s inequality
shows (letting t → 1) that E(u0, u1) = 0 and (u0, u1) ≡ (0, 0), contradicting
T+((u0, u1)) = 1.
Proposition 5.4. Assume that u is a radial solution of (4.1) such that
T−((u0, u1)) = +∞, T+((u0, u1)) = +∞ and there exists λ(t) ≥ A0 > 0, for
−∞ < t <∞ so that
K =
{
~v(x, t) =
(
1
λ(t)
au
(
x
λ(t)
, t
)
,
1
λ(t)a+1
∂tu
(
x
λ(t)
, t
))
: −∞ < t < +∞
}
has compact closure in H˙sp × H˙sp−1. Then u ≡ 0.
Proof. In light of our main result, Theorem 3.1, if we define
z(t) =
∫
u∂tu+
∫
x∇u∂tu,
clearly, z(t) is well defined and |z(t)| ≤ C. Note that, in light of Corollary 3.7
and ii), iii) in Lemma 5.2, we have
z′(t) = −1
2
∫
(∂tu)
2 − 1
2
∫
|∇u|2 −
(
1− 3
p+ 1
)∫
|u|p+1.
Note that 3p+1 < 1, that
∫
(∂tu)
2+
∫ |∇u|2+∫ |u|p+1 <∞ for each t, because
of Corollary 3.7 and that Lemma 5.2i) implies that
E(u(t), ∂tu(t)) = E((u0, u1))
If then E((u0, u1)) =
1
2
∫ |∇u0|2 + 12 ∫ u21 + 1p+1 ∫ |u0|p+1 6= 0, we have
z′(t) ≤ −CE((u0, u1)).
But then,
z(0)− z(t) = −
∫ t
0
z′(s) ds ≥ tCE((u0, u1)),
a contradiction for t > 0, large, since |z(t) − z(0)| ≤ 2C. This establishes
Proposition 5.4.
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6 Rigidity Theorem, Part 2
In this section we will conclude the proof of Theorem 5.1. Some of the arguments
here are inspired by [24, 25]. The argument is general and proceeds in a number
of steps.
Lemma 6.1. Let u be as in Theorem 5.1, with T+((u0, u1)) = +∞, λ(t) con-
tinuous, λ(t) ≥ A0 > 0. Define
u˜(x, t) =
(
1
λ(t)
au
(
x
λ(t)
, t
)
,
1
λ(t)
a+1 ∂tu
(
x
λ(t)
, t
))
,
which is contained in K. Let {tn}∞n=1 be any sequence, with tn → +∞. Af-
ter passing to a subsequence, u˜(x, tn) −−−−→
n→∞
(v0, v1) ∈ H˙sp × H˙sp−1. Let v be
the corresponding solution to (4.1), with data (v0, v1). Then, T+((v0, v1)) =
T−((v0, v1)) = +∞ and there exists λ˜(τ) > 0 so that
v˜(x, τ) =
(
1
λ˜(τ)
a v
(
x
λ˜(τ)
, τ
)
,
1
λ˜(τ)
a+1 ∂τv
(
x
λ˜(τ)
, τ
))
∈ K.
Proof. Note first that (0, 0) 6∈ K, because of Theorem 2.11, and the fact that
‖u‖Sp([0,+∞)) = +∞. Note also that, for each τ ∈ R, tn + τ/λ(tn) ≥ 0,
for n large, since tnλ(tn) ≥ A0tn → +∞. We will first show that for τ ∈
(−T−((v0, v1)), T+((v0, v1))), we can find λ˜(τ) > 0 so that v˜(τ) ∈ K. Indeed
by uniqueness in (4.1) and Remark 2.12, we have that, for τ ∈ (−T−((v0, v1)),
T+((v0, v1))),
(
1
λ(tn)
a u
(
x
λ(tn)
, tn +
τ
λ(tn)
)
,
1
λ(tn)
a+1 ∂tu
(
x
λ(tn)
, tn +
τ
λ(tn)
))
→ (v(x, τ), ∂τ v(x, τ))
in H˙sp × H˙sp−1. Also, since tn + τ/λ(tn) ≥ 0 for n large
(
1
λ(tn + τ/λ(tn))
a u
(
x
λ(tn + τ/λ(tn))
, tn +
τ
λ(tn)
)
,
1
λ(tn + τ/λ(tn))
a+1 ∂tu
(
x
λ(tn + τ/λ(tn))
, tn +
τ
λ(tn)
))
→ (w0(τ), w1(τ)) ∈ K,
after taking a further subsequence. But then, it is easy to see that
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((
λ(tn)
λ(tn + τ/λ(tn))
)a
v
(
xλ(tn)
λ(tn + τ/λ(tn))
, τ
)
,
(
λ(tn)
λ(tn + τ/λ(tn))
)a+1
∂τv
(
xλ(tn)
λ(tn + τ/λ(tn))
, τ
))
→ (w0(τ), w1(τ)) ∈ K.
Hence, since (w0(τ), w1(τ)) ∈ K, so that (w0(τ), w1(τ)) 6= (0, 0), we have,
for some M(τ) positive
1
M(τ)
≤ λ(tn)
λ(tn + τ/λ(tn))
≤M(τ). (6.1)
(See page 671 of [18] for a similar argument). Taking a subsequence, we can
assume that
1
λ˜(τ)
= lim
n→∞
λ(tn)
λ(tn + τ/λ(tn))
,
and hence(
1
λ˜(τ)
a v
(
x
λ˜(τ)
, τ
)
,
1
λ˜(τ)
a+1 ∂τv
(
x
λ˜(τ)
, τ
))
∈ K.
Finally, by Proposition 5.3, Remark 4.12, Lemma 4.14 and Lemma 4.15,
T+((u0, u1)) = +∞, T−((u0, u1)) = +∞.
Remark 6.2. The proof of (6.1) above also shows that if τn → τ0, then
1
M(τ0)
≤ λ(tn)
λ(tn + τn/λ(tn))
≤M(τ0), (6.2)
after taking a subsequence. This is because if we let
(v0,n, v1,n) =
(
1
λ(tn)
au
(
x
λ(tn)
, tn
)
,
1
λ(tn)
a+1 ∂tu
(
x
λ(tn)
, tn
))
,
(v0,n, v1,n) → (v0, v1) in H˙sp × H˙sp−1. If vn is the corresponding solution to
(4.1), since tn + τn/λ(tn) ≥ 0 for n large, because of the continuity of the
solution map given in Theorem 2.11,
(vn(x, τn), ∂τvn(x, τn))→ (v(x, τ0), ∂τv(x, τ0)) in H˙sp × H˙sp−1
and
(vn(x, τn), ∂τvn(x, τn))
=
(
1
λ(tn)
au
(
x
λ(tn)
, tn +
τn
λ(tn)
)
,
1
λ(tn)
a+1 ∂tu
(
x
λ(tn)
, tn +
τn
λ(tn)
))
.
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Also(
1
λ(tn + τn/λ(tn))
au
(
x
λ(tn + τn/λ(tn))
, tn +
τn
λ(tn)
)
,
1
λ(tn + τn/λ(tn))
a+1 ∂tu
(
x
λ(tn + τn/λ(tn))
, tn +
τn
λ(tn)
))
=
([
λ(tn)
λ(tn + τ/λ(tn))
]a
vn
(
xλ(tn)
λ(tn + τ/λ(tn))
, τn
)
,
[
λ(tn)
λ(tn + τ/λ(tn))
]a+1
∂τvn
(
xλ(tn)
λ(tn + τ/λ(tn))
, τn
))
→ (w0(τ0), w1(τ0)) ∈ K,
so that (w0(τ0), w1(τ0)) 6= (0, 0). It is then easy to see that([
λ(tn)
λ(tn + τ/λ(tn))
]a
v
(
xλ(tn)
λ(tn + τ/λ(tn))
, τ0
)
,
[
λ(tn)
λ(tn + τ/λ(tn))
]a+1
∂τv
(
xλ(tn)
λ(tn + τ/λ(tn))
, τ0
))
→ (w0(τ0), w1(τ0)),
which, since (w0(τ0), w1(τ0)) 6= (0, 0), gives (6.2).
Lemma 6.3. Let u, λ be as in Theorem 5.1, T+((u0, u1)) = +∞, λ(t) ≥ A0 >
0. Then,
lim
t↑+∞
λ(t) = +∞. (6.3)
Proof. If not, there exists {tn}∞n=1, tn ↑ +∞ and A0 ≤ λ0 < +∞, so that
λ(tn) → λ0. Apply now Lemma 6.1, so that, after passing to a subsequence
u˜(x, tn)→ (v0, v1) ∈ H˙sp × H˙sp−1, v is defined on R and
v˜(x, τ) =
(
1
λ˜(τ)
a v
(
x
λ˜(τ)
, τ
)
,
1
λ˜(τ)
a+1 ∂τv
(
x
λ˜(τ)
, τ
))
∈ K.
Moreover, by the proof of Lemma 6.1, for each τ , (after passing to a subse-
quence),
1
λ˜(τ)
= lim
n→∞
λ(tn)
λ(tn + τ/λ(tn))
≤ λ0
A0
,
or λ˜(τ) ≥ A0λ0 > 0. This, however, contradicts Proposition 5.4, since v˜ ∈ K, so
that v˜ 6= 0.
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Lemma 6.4. Let u, λ be as in Theorem 5.1 (λ continuous, λ(t) ≥ A0 > 0),
T+((u0, u1)) = +∞. Then, there exists M0 > 0 so that
for all t′ ≥ t, λ(t′) ≥ 1
M0
λ(t), t > 0. (6.4)
Proof. If not, we can find t′n > tn > 0, so that
λ(tn)
λ(t′n)
→ +∞. Since λ ≥ A0, λ
is continuous, tn → +∞. Because of (6.3), one can assume, possibly taking a
subsequence and changing t′n, that λ(t
′
n) = mint≥tn λ(t). Consider (v0, v1) as in
Lemma 6.1, so that(
1
λ(t′n)
au
(
x
λ(t′n)
, t′n
)
,
1
λ(t′n)
a+1 ∂tu
(
x
λ(t′n)
, t′n
))
→ (v0, v1),
v is defined for τ ∈ R, v˜(τ) ∈ K and (for a subsequence)
1
λ˜(τ)
= lim
n→∞
λ(t′n)
λ(t′n + τ/λ(t
′
n))
.
We now claim that (t′n − tn)λ(t′n)→ +∞. If not, −τn = (t′n − tn)λ(t′n)→ −τ0
(after taking a further subsequence) and hence, from Remark 6.2
1
M(τ0)
≤ λ(t
′
n)
λ(t′n + τn/λ(t
′
n))
=
λ(t′n)
λ(tn)
→ 0,
a contradiction. But then, for τ ∈ R, n large, we have that t′n + τ/λ(t′n) ≥ tn,
so that
λ(t′n)
λ(t′n + τ/λ(t
′
n))
≤ λ(t
′
n)
λ(t′n)
≤ 1
and hence λ˜(τ) ≥ 1. But then, Proposition 5.4 shows that v˜ ≡ 0, but v˜ ∈ K, a
contradiction.
Remark 6.5. Let u, λ be as in Theorem 5.1. Define λ1(t) = mint1≥t λ(t1). Then,
because of Lemma 6.4,
A0
M0
≤ 1
M0
λ(t) ≤ λ1(t) ≤ λ(t),
the set
K˜ =
{(
1
λ1(t)
au
(
x
λ1(t)
, t
)
,
1
λ1(t)
a+1 ∂tu
(
x
λ1(t)
, t
))}
also has compact closure in H˙sp × H˙sp−1. Moreover, since by Lemma 6.3 limt→∞
λ(t) = +∞ and λ is continous, it is easy to see that λ1 is continuous and
limt→∞ λ1(t) = +∞. Moreover λ1 is non-decreasing. Choose now tn ↑ +∞ so
that λ1(tn) = 2
n.
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Lemma 6.6. Let {tn} be defined as in Remark 6.5. Then, there exists C0 > 0
so that
(tn+1 − tn)λ1(tn) ≤ C0. (6.5)
Proof. If not, for some subsequence {ni}∞i=1, we have (tni+1−tni)λ1(tni)→ +∞.
But then, by monotonicity of λ1, we have that
(tni+1 − tni)λ1
(
tni+1 + tni
2
)
→ +∞. (6.6)
Note also that by our choice of tn and monotonicity of λ1, for all t ∈ [tn, tn+1]
we have
1
2
≤ λ1(t)
λ1
(
tn+1+tn
2
) ≤ 2. (6.7)
Consider now 1
λ1
(
tni+1+tni
2
)au
 x
λ1
(
tni+1+tni
2
) , tni+1 + tni
2
,
1
λ1
(
tni+1+tni
2
)a+1 ∂tu
 x
λ1
(
tni+1+tni
2
) , tni+1 + tni
2


→ (v0, v1) ∈ K˜.
(Note that (0, 0) 6∈ K˜ because ‖u‖Sp(0,∞) = +∞ and Theorem 2.11). Apply
now Lemma 6.1. Then v(τ) is defined in R, v˜(τ) is in K˜ and
1
λ˜1(τ)
= lim
i→∞
λ1
(
tni+1+tni
2
)
λ1
 tni+1+tni
2 +
τ
λ1
„
tni+1
+tni
2
«

(after taking a subsequence in i). But, (6.6) gives us that, for a fixed τ , for i
large we have
tni ≤
tni+1 + tni
2
+
τ
λ1
(
tni+1+tni
2
) ≤ tni+1.
Thus, in light of (6.7), 12 ≤ 1eλ1(τ) ≤ 2, which by Proposition 5.4 gives (v0, v1) =
(0, 0), which contradicts 0 6∈ K˜. Thus, (6.5) follows.
The proof of Theorem 5.1 now follows immediately: because of (6.5) and the
definition of tn, (tn+1− tn) ≤ C02−n, and tn ↑ +∞. But this is a contradiction,
since tn ≤ 2C0, summing the geometric series.
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