Classically, it is well known that a single weight on a real interval leads to orthogonal polynomials. In "Generalized orthogonal polynomials, discrete KP and Riemann-Hilbert problems", Comm. Math. Phys. 207, pp. 589-620 (1999) , we have shown that m-periodic sequences of weights lead to "moments", polynomials defined by matrices containing these moments and 2m+1-step relations between them, thus leading to 2m + 1-band matrices L. In this paper, we show the explicit effect of Darboux transformations on the m-periodic sequence, i.e., after the Darboux map on L, what is the new m-periodic sequence of weights, thus giving explicit formulae for the new polynomials.
, where f, g = R f gdz and where ρ j (z) := z j ρ(z). In turn, the moments lead to a sequence of orthogonal polynomials Then, as is classically well known, the vector p(z) = (p 0 (z), p 1 (z), p 2 (z), ...) of polynomials leads to tridiagonal matrices L, defined by zp(z) = Lp(z).
Periodic sequences of weights: Instead of the classical situation, where ρ j (z) = z j ρ(z), we consider an "m-periodic" sequence of weights ρ = (ρ j (z)) j≥0 on R; i.e., satisfying z m ρ j (z) = ρ j+m (z).
(0.1)
To this sequence and the inner-product f, g = R f gdz, we associate, by analogy, the semi-infinite "moment matrix"
, with m n := (µ ij ) 0≤i,j≤n−1 , (0. 2) and the infinite sequence of polynomials, Then the sequence p n (z) gives rise to a semi-infinite matrix L, defined by
where L is a 2m+1-band matrix 1 ; this was established by us in [6] . Moreover, Grünbaum and Haine [15] had produced a sequence of "5-step polynomials", satisfying a fourth order differential equation and related to the classical Krall orthonormal polynomials. As we shall see, these polynomials are very special cases of our theory. We conjecture that all sequences of polynomials satisfying 2m + 1-step relations of the precise form (0.4) are given by our recipe (0.3), (0.1) and limiting cases.
UL-Darboux transforms
2 . Setting Weights with δ-functions have been mainly studied by Krall and Scheffer [21] and Koornwinder [18] , at least for the standard orthogonal polynomials. For recent expositions on the subject, see, for instance, Andrews and Askey [10] . Recently, they have been studied by Grünbaum-Haine [15] and Grünbaum-Haine-Horozov [16] . Jan 17, 1999 §0, p.5
An integrable flow with initial m ∞ . We have introduced the method of inserting the time in the context of random matrices [8, 9, 24] , where it has turned out to be very useful. In order to establish the results above, consider, as we did in [3, 4] , the initial value problem, depending on two sequences of time parameters x = (x 1 , x 2 , ...) and y = (y 1 , y 2 , ...):
(0.8) where Λ is the customary (semi-infinite) shift matrix Λ = (δ i,j−1 ) i,j≥0 . As we shall establish in section 2, imposing the condition
on moment matrices m ∞ leads to 2m + 1-band matrices. This in turn, suggests the following useful reduction: given the times x, y ∈ C ∞ , we define new vectorsx,ȳ,t ∈ C ∞ x = (x 1 , ..., x m−1 , 0, x m+1 , ..., x 2m−1 , 0, x 2m+1 , ...) y = (y 1 , ..., y m−1 , 0, y m+1 , ..., y 2m−1 , 0, y 2m+1 , ...) t = (0, ..., 0, t m , 0, ..., 0, t 2m , 0, ..., 0, t 3m , 0, ...),
The point is that, letting m ∞ evolve according to the variablesx,ȳ,t, conserves the 2m + 1-band form of L. The solution to the initial value problem (0.8) is given by the same moment matrix m ∞ , 12) in terms of the initial condition ρ(z). The moments (0.11) give rise to the polynomials p n (z;x,ȳ,t), as in (0.3), which, in turn, give rise to 2m + 1-band 4 The p ℓ 's denote the elementary Schur polynomials e
matrices L, which satisfy the following equations 5 in the time parameters (x,ȳ,t),
Vertex operators. In order to obtain formula (0.12) for the weights, we consider two vertex operators, naturally associated with the integrable system (0.13) for 2m + 1-band matrices
Typically, vertex operators act on τ -functions τ n (x,ȳ,t). In [5] , we showed general linear combinations of them are the precise implementation of the UL-Darboux transform (0.6) at the level of τ -functions; see theorem 4.2. Then in the end, we set (x,ȳ,t) = (0, 0, 0), which yield formulae (0.7) for the new weights. It is well-known that the vertex operators generate Virasoro-like symmetries at the level of the τ -functions, which translate into symmetries at the level of the "wave"-functions for band matrices. For the study of such symmetries, see Dickey [13, 14] and [7] . For an extensive exposition on Darboux transforms, see the book by Matveev and Salle [22] . 5 Notice L 1/m and L 1/m are the right m th roots and left m th roots, so that:
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Examples. Given moments µ i := z i , ρ 0 (z) , associated with a weight ρ 0 for standard orthogonal polynomials, satisfying for fixed integer m ≥ 1,
we define in section 6 new monic polynomialsp (1) n (z), defined by a new moment matrix, which coincides with the old moment matrix (µ i+j ) i,j≥0 associated with the standard orthogonal polynomials, except for the first column. Thep
, satisfy 2m + 1-step relations, i.e.,
, with a 2m + 1-band matrix L.
It remains an interesting open question to find out whether such polynomials satisfy differential equations; on such matters, see section 6.
Borel decomposition and the 2-Toda lattice
In [3, 4] , we considered the following differential equations for the bi-infinite or semi-infinite matrix m ∞
where the matrix Λ = (δ i,j−1 ) i,j∈Z is the shift matrix; then (1.1) has the following solutions: 
the uniqueness of the decomposition g − + g + leads to
Similarly setting
2 , we find
This leads to the 2-Toda equations for S 1 , S 2 and L 1 , L 2 :
By 2-Toda theory [4] the problem is solved in terms of a sequence of taufunction
with m n (x, y) defined below: bi-infinite case (n ∈ Z):
semi-infinite case (n ≥ 0):
The two pairs of wave functions Ψ = (Ψ 1 , Ψ 2 ) and Ψ
(1.8)
In [23] , with a slight notational modification [8] , the wave functions are shown to have the following τ -function representation:
In this section,
with the following bilinear identities satisfied for the wave and adjoint wave functions Ψ and Ψ * , for all m, n ∈ Z (bi-infinite) and m, n ≥ 0 (semi-infinite) and x, y,
(1.10) The τ -functions 8 satisfy the following bilinear identities:
they characterize the 2-Toda lattice τ -functions. Note (1.6) and (1.9) yield
In [23] , the facts above are shown for the bi-infinite case; they can be carefully specialized to the semi-infinite case, upon stting τ −i = 0 for i = 1, 2, ....
Consider the usual inner-product , and an infinite sequence of weights ρ = (ρ 0 , ρ 1 , ...). The following proposition will play an important role in this paper.
the solution to the equations
where the weights ρ j (z; x, y) are given by
in terms of the initial condition.
Proof: Indeed, one checks, from (1.15),
which is equivalent to (1.13). Here is an alternative way of checking this fact: since, from (1.14),
The elementary Schur polynomials are defined in footnote 4; also
Reductions of the 2-Toda Lattice
Reduction from 2-Toda to 2m + 1-band matrices :
For convenience, we define new vectorsx,ȳ,t ∈ C ∞ , based on the vectors
Notice in this subsection, L 1 and L 2 are bi-infinite. In the next subsection, we shall specialize this to the semi-infinite case.
Recall from section 1,
2 and τ n = det m n .
Proposition 2.1 Whenever τ n (x, y) = 0 for all n ∈ Z, the following three statements are equivalent:
Also (i) or (ii) are invariant manifolds of the vector fields
Proof: Indeed, by the invertibility of S 1 and S 2 under the proviso above, and remembering the splitting m ∞ = S −1 1 S 2 , we have that (i) holds if and only if
This is also tantamount to statement (iii), because the invariance of m ∞ under ∂/∂x km + ∂/∂y km implies the invariance of L 1 , L 2 and τ n . From the solution (1.2), if (i) holds at (x, y) = (0, 0), it holds for all (x, y), and thus, by (2.2), if (ii) holds at (0, 0), it also holds for all (x, y).
From Proposition 2.1, it follows that the Toda vector fields respect the band structure of
, it is an invariant manifold of the flow. Therefore the Toda theory can be recast purely in terms of the 2m + 1-band matrix of the form 
Then L can be expressed in terms of a string of τ -functions,
Reduction from bi-infinite to semi-infinite 2-Toda :
In this section we focus on the Borel decomposition of section 1, but specifically for semi-infinite matrices m ∞ = (µ ij ) i,j≥0 , where it is unique. Remember from (1.12) the decomposition m ∞ = S 
It leads naturally to vectors of monic bi-orthogonal polynomials
(2.7) Upon introducing a formal inner-product , 0 , where y i , z j 0 = µ ij , the polynomials p (1) (z) and p (2) (z) enjoy the following orthogonality property, using (2.6):
Letting the semi-infinite matrix m ∞ evolve according to the differential equations (1.1), we have shown, in [3] , that the wave functions Ψ 1 and Ψ * 2 have the following representation in terms of the bi-orthogonal polynomials constructed from m ∞ (x, y) in (2.7): 10) with the p n 's being expressed in terms of τ -functions τ n of 2-Toda:
. (2.11) and τ n = det m n and h n = τ n+1 (x, y) τ n (x, y) (2.12)
In [3] , we have shown the following matrix representation for the bi-orthogonal polynomials, which then leads, using (2.7), to a representation of the lower-Jan 17, 1999 §2, p.16 triangular matrices S(m ∞ ):
Lemma 2.2 In the situation of the example of section 1, the polynomials above have the following alternative representation in terms of the entries
Proof: The proof follows from the representation (2.11) of p
n above, the representation (1.5) and (1.6) of τ n , the representation (1.15) of ρ j and from the following identities:
and
which is based on the following identity:
Corollary 2.3 Given weights ρ 0 , ρ 1 , . . . , ρ n−1 , the following identity holds:
n has two alternative expressions. Equating the two leads to the identity above.
Remark: Formula (2.15) and hence (2.13) just depend on the first formula (2.11) and τ n = det(µ ij ) 0≤i,j≤n−1 , with µ ij (x, y) = z i , e x i z i ρ j (y, t) . The y-dependence is unimportant.
3 From m-periodic weight sequences to 2m+1-band matrices
Given the m-periodic sequence of weights
2) and the associated 2-Toda lattice equations
In proposition 1.1, we gave the solution to the initial value problem (3.2) in general, whereas in theorem 3.1, we shall give the solution for m-periodic sequences of weights. This extra-structure will be important, when we deal with Darboux transforms. Then the polynomials p
Theorem 3.1 Given the initial m-periodic weights (3.1), the systems of differential equations (3.2) and (3.3) have the following solutions with regard to the time parameters (x,ȳ,t) of (2.1):
n , with µ ij := µ ij (ρ(z;x,ȳ,t)),
is a 2m + 1-band matrix.
Proof: Since ρ j+km = z km ρ j , j, k = 0, 1, 2, . . . ,
and so m ∞ satisfies (i) of proposition 2.1 at (x, y) = (0, 0) and hence for all (x, y). Therefore, by proposition 2.1, L := L m 1 is a 2m + 1 band matrix. From proposition 1.1, we know that the expression below for m ∞ is a solution of the initial value problem (3.2). The proof of (3.4) follows the lines of calculation (1.16). From there one computes 
The seventh and last identities establish (3.4). The rest follows from (2.13) and Lemma 2.2.
Darboux transformations on 2m + 1-band matrices
The vertex operators X i (λ) := X i (x,ȳ,t; λ), introduced in the introduction ( [5] ), play a central role in this work :
The following two theorems were established in [5] : 
satisfies the equations 
it acts on τ as
Defining e i := (0, ..., 0, 1 
it induces a map on τ :
Remark: In the bi-infinite case, the (quasi)-null vectors become genuine null-vectors, so that for both theorems, one would employ full null vectors on both the a k 's and b k 's. See [5] .
Induced Darboux maps on m-periodic weights
In this section, the main section of the paper, we consider generalized mperiodic weight sequences ρ(z) = (ρ i (z)) j≥0 , i.e., sequences of weights satisfying z m ρ i ∈ span {ρ 0 , ..., ρ m+i }:
Note that after an ivertible lower-triangular transformation of these ρ i , we may assume the weights have been normalized to become m-periodic, i.e.,
Such a transformation leaves the associated polynomials (discussed in section 3)
unaffected, as is seen from column operations in the defining ratio of determinants in (5.3). These polynomials then lead to 2m + 1 band matrices L (which are also unaffected by the lower-triangular operations of the ρ i )
We let L evolve according to the Toda lattice equations (2.4), so that all quantities involved become functions of (x,ȳ,t), as discussed in Theorem 3.1. We now perform Darboux transformations on L(x,ȳ,t) and study the effect on τ and ρ. Remember from section 1 that τ n := τ n (ρ) stands for the τ -function associated with ρ = (ρ 0 , ρ 1 , ...). The main tools used in this paper are contained in the following two theorems: 
The map acts on τ , as follows
with ρ j = ρ j (z;x,ȳ,t) given as in (3.5) and with
As a special case, the Darboux transformation (5.4) associated with
induces a map on weights
Theorem 5.2 (UL -Darboux) The Darboux transform for a semi-infinite
withL, being a new 2m + 1-band matrix, provided
11 ω is a mth root of unity.
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acts on τ as follows
Then, setting (x,ȳ,t) = (0, 0, 0), and assuming
the newρ = (ρ 0 ,ρ 1 , ...) is a generalized m-periodic sequence, i.e., upon reshuffling, the sequence can be made m-periodic (see 5.2) , thus leavingL unaffected.
Remark: Although the new sequenceρ(z;x,ȳ,t) is m-periodic in the sense of (5.2), it does not lead to a solution m ∞ of the differential equations (3.2); in other words, it only satisfies (3.5) in thex andt variables, but not in thē y variable. Of course, the matrixL remains a 2m + 1-band matrix, since it is effectively constructed from the new polynomials p n (z;x,ȳ,t), defined by (5.3) with the new ρ's. 
Before proving theorems 5.1 and 5.2 and corollary 5.3, we need a crucial Lemma :
The following two identities hold 12) with the ρ j 's in the determinants above evaluated atx,ȳ,t according to formula (3.5) .
Proof: : Here we use the first solution m ∞ of (3.4) and in the second equality, we use the familiar formula e − u i /i = 1 − u. So, one computes, using (0.14) for X 1 (λ)
upon bringing λ n in the n×n determinant, and using again the first expression (3.4) for m ∞ . But, using (1.5) and (1.6), and setting ρ i = ρ i (x,ȳ,t), we Jan 17, 1999 §5, p.26
, using Corollary 2.3,
using the δ-function property, thus establishing the identity (5.11).
For future use, we shall need the following easy identities : 13) and (in the exponential, one sums over i's, not multiples of m)
Notice that
in particular, using the periodicity of the sequence ρ j , we have
Combining these two facts, we find
Now using (0.14) for X 2 (λ) and (3.4) for m ∞ , compute: 
, using (5.13) and (5.14), , using (5.15),
The second from the last expression is a consequence of (3.4) and (3.5) and the linearity of (3.5) with respect to the measures ρ = (ρ 0 , ρ 1 , ...), while the last line is obtained by replacing the jth column C j by C j −λC j−1 , 2 ≤ j ≤ n, in the previous determinant and using the identity:
Proof of Theorem 5.1 From theorem 4.1 (the map (4.3)), and from (5.11) of Lemma 5.4, it follows that
The expression on the right hand side of the third identity establishes the second identity (5.5), whereas the last identity establishes the third (5.5).
Proof of Theorem 5.2 : According to Theorem 4.2 and Lemma 5.4, the UL-Darboux transform (5.6) with β n , given in (5.7) acts on τ as τ n −→τ n Jan 17, 1999 §5, p.29
withã k as in (5.9) and b
using the newρ i defined in (5.8).
Finally, using the δ-function property in the second identity, and using ρ k = ρ k−1 for m |k, we prove the new sequence is m-periodic:
∈ span {ρ 0 , · · · ,ρ m }, with the condition thatb m−1 = 0,
As already pointed out in the remark following the statement of Theorem 5.2, although the sequence ρ(x,ȳ,t) is generalized m-periodic in the sense of (5.1), it is not m-periodic in the sense of (5.2) and it only leads to a solution m ∞ of (3.2) in thex andt variables, but not inȳ. However, since the matrixL is computed from the new polynomials p n (z;x,ȳ,t) defined by (5.3) (z m p =Lp) and since the proof of (5.3) only depended on the x-dependence of τ through ρ(x,ȳ,t), it is indeed defined by m-periodic weights. Then we may set (x,ȳ,t) = (0, 0, 0), which yields the Darboux transformation oñ L(0, 0, 0). This establishes theorem 5.2.
Corollary 5.3 follows at once from theorem 5.2 by letting λ → 0, and b k → ∞, and by picking appropriate a k .
6 Examples of 2m + 1-step polynomials A very natural set of "classical" examples is to start from a weight for the standard orthogonal polynomials, thus corresponding to a tridiagonal matrix L 1 = L 2 . Then we perform two consecutive Darboux transforms on the
This has the effect of mapping a 1-periodic sequence of weights to a generalized m-periodic sequence of weights, thus leading to 2m + 1-band matrices. Therefore, one is lead to a sequence of 2m + 1-step polynomialsp (1) n derived from the "standard" ones; they satisfy 2m + 1-step relations, i.e., z mp(1) n = Lp It is interesting that, in an effort to find bispectral problems, Grünbaum and Haine [15] n 's andp (1) n 's are related by the following differential equations P p n (z) = (n + r)p n (z) and Qp n (z) = (n + r + 1)p n (z). Again in [15] , Grünbaum and Haine had considered special cases of these polynomials. Namely, the Jacobi polynomials satisfy a differential equation,
Bp
(1) n = n(n + α + β + 1)p 
Qp
(1) n = (n 2 + (α + β + 2)n + α + β + r + 1)p
n . This paper shows that these polynomials have a determinantal representation in terms of moments, defined with respect to periodic sequences of weights. Moreover, the vertex operator technology enables one to consider general 2m + 1-band matrices. It remains an interesting open question to investigate the differential equations satisfied by the general 2m + 1-step Laguerre or Jacobi polynomials.
