Cross-modal hashing maps heterogeneous multimedia data into a common Hamming space to realize fast and flexible cross-modal retrieval. Supervised cross-modal hashing methods have achieved considerable progress by incorporating semantic side information. However, they heavily rely on large-scale labeled cross-modal training data which are hard to obtain, since multiple modalities are involved. They also ignore the rich information contained in the large amount of unlabeled data across different modalities, which can help to model the correlations between different modalities. To address these problems, in this paper, we propose a novel semi-supervised cross-modal hashing approach by generative adversarial network (SCH-GAN). The main contributions can be summarized as follows: 1) we propose a novel generative adversarial network for cross-modal hashing, in which the generative model tries to select margin examples of one modality from unlabeled data when given a query of another modality (e.g., giving a text query to retrieve images and vice versa). The discriminative model tries to distinguish the selected examples and true positive examples of the query. These two models play a minimax game so that the generative model can promote the hashing performance of the discriminative model and 2) we propose a reinforcement learning-based algorithm to drive the training of proposed SCH-GAN. The generative model takes the correlation score predicted by discriminative model as a reward, and tries to select the examples close to the margin to promote a discriminative model. Extensive experiments verify the effectiveness of our proposed approach, compared with nine state-of-the-art methods on three widely used datasets.
. Example of cross-modal hashing with image and text, which projects data of different modalities into a common hamming space and performs fast retrieval. multimedia data on the Internet, efficient retrieval from large scale databases has become an urgent need and a big challenge. To tackle this problem, many hashing methods [1] [2] [3] [4] [5] [6] [7] have been proposed to perform efficient yet effective retrieval. Generally speaking, hashing methods aim to transfer high dimensional features into short binary codes so that similar data can have similar binary codes. Hashing methods have two major advantages when applied in multimedia retrieval: 1) binary codes enable fast Hamming distance computation based on bit operations which can be efficiently implemented and 2) binary codes take much less storage compared with original high dimensional features.
A large amount of hashing methods are designed for single modality retrieval [1] [2] [3] [4] [5] [6] [7] [8] , that is to say, data can only be retrieved by a query of the same modality, such as image retrieval [1] and video retrieval [8] . However, in real-world applications, multimedia data is usually presented with different modalities. For example, an image is usually associated with a textual description, and both of them describe the same semantic. In this case, an increasing need of users is to retrieve across different modalities, such as using an image to retrieve relevant textual descriptions. Such retrieval paradigm is called cross-modal retrieval as Fig. 1 . It is more useful and flexible than single modality retrieval because users can retrieve whatever they want by submitting whatever they have [9] .
The key challenge of cross-modal hashing is the "heterogeneity gap," which means the distribution and representation of different modalities are inconsistent, and makes it hard to directly measure the similarity between different modalities. To bridge this gap, many cross-modal hashing methods [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] have been proposed. Generally speaking, cross-modal hashing methods can be divided into traditional methods and deep learning-based methods. Traditional methods can be further divided into unsupervised methods and supervised methods based on whether semantic information is involved. The basic idea of unsupervised cross-modal hashing methods is to project data from different modalities into a common space where correlations between them are maximized, which is similar to Canonical correlation analysis (CCA) [27] . Representative unsupervised cross-modal hashing methods include cross-view hashing (CVH) [10] , intermedia hashing (IMH) [11] , predictable dual-view hashing (PDH) [12] , and collective matrix factorization hashing (CMFH) [13] . While supervised cross-modal hashing methods try to learn hash functions to preserve the semantic correlations provided by labels. Representative supervised cross-modal hashing methods include co-regularized hashing (CRH) [14] , heterogeneous translated hashing (HTH) [15] , semantic correlation maximization (SCM) [16] , quantized correlation hashing (QCH) [17] , and semantics-preserving hashing (SePH) [18] . Recently, inspired by the successful applications of deep learning on image classification [28] , and object detection [29] , some researches try to bridge the "heterogeneity gap" by deep learning technique. Representative deep learning-based methods include deep and bidirectional representation learning model [19] , deep visual-semantic hashing (DVH) [22] , and cross-media neural network hashing (CMNNH) [21] .
Among the above cross-modal hashing methods, supervised methods typically achieve better retrieval accuracy due to the utilization of semantic information. However, supervised methods are very labor intensive to obtain large scale labeled training data. It is even harder to label cross-modal training data, since multiple modalities are involved. Thus, it is of significant importance to improve retrieval accuracy by fully exploiting unlabeled data which is very convenient to get. The benefits of semi-supervised cross-modal hashing can be concluded into two aspects. 1) In many application scenarios, the data and categories are increasing gradually, and it is not practical to obtain large amount of labeled data, especially for cross-modal data, since people have to label data for multiple modalities. Semi-supervised cross-modal hashing is suitable for those situations, where we can use a small portion of labeled data and make use of large amount of unlabeled data to achieve better retrieval results. 2) Supervised methods only rely on labeled data, which may lead to overfitting problem. While our proposed semi-supervised approach can make full use of unlabeled data to prevent overfitting problem, which is more suitable for large-scale retrieval. Traditional semi-supervised learning methods [30] can effectively exploit distribution of unlabeled data to help supervised training. However, few efforts have been done for semi-supervised cross-modal hashing. The key challenge of semi-supervised cross-modal hashing is to exploit informative unlabeled data to promote hashing learning. With the recent progress of generative adversarial network (GAN) [31] [32] [33] [34] , which has been applied in many computer vision problems, such as image synthesis [32] , video prediction [33] and object detection [34] . GAN has shown its promising ability to model the data distributions, and has also been combined with semi-supervised learning in classification problem [35] [36] [37] . Inspired by the recent advance of GAN, in this paper, we propose a novel semi-supervised cross-modal hashing approach by GAN (SCH-GAN). We aim to design a generative model to fit the relevance distribution of unlabeled data near the margins between different modalities, so that it can select informative unlabeled examples close to the margin to fool the discriminative model. We also design a discriminative model to distinguish the selected data from generative model and the true positive data, so that it can better estimate the cross-modal ranking. These two models play a minimax game to iteratively optimize each other and boost cross-modal hashing accuracy. The main contributions of this paper can be summarized as follows.
1) An SCH-GAN is proposed to fully exploit unlabeled data to improve hashing performance. In SCH-GAN, the generative model learns to fit the relevance distribution of unlabeled data, and tries to select margin examples from unlabeled data of one modality giving a query of another modality. While the discriminative model learns to judge the relevance between query and selected examples by the guidance of labeled data. These two models act as two players in a minimax game, and each of them improves itself to "beat" each other. The finally learned hashing functions from discriminative model can better reflect both semantic information of labeled data and data distributions of unlabeled data. 2) Reinforcement learning-based loss function is proposed to train the generative and discriminative models. The generative model takes the correlation score predicted by discriminative model as a reward, and tries to select the examples close to the margin to promote discriminative model to maximize the margin between positive and negative data. The discriminative model utilizes a cross-modal triplet ranking loss to learn the ranking information provided by semantic labels, and it also acts like a critic that tries to distinguish the selected examples from generative model and true positive data. Extensive experiments on the widely used Wikipedia, NUS-WIDE, and MIRFlickr datasets demonstrate that our proposed SCH-GAN outperforms nine state-of-the-art methods, which verify the effectiveness of SCH-GAN approach.
The rest of this paper is organized as follows. We briefly review the related works in Section II. In Section III, our proposed SCH-GAN approach is presented in detail. Then Section IV reports the experimental results as well as analyses. Finally, Section V concludes this paper.
II. RELATED WORKS
In this section, we briefly review some related works from two aspects: 1) cross-modal hashing and 2) GAN.
A. Cross-Modal Hashing
Hashing methods for single modality retrieval have been extensively studied in the past decades [1]- [7] , and crossmodal hashing methods are receiving increasing attention in recent years. Generally speaking, most cross-modal hashing methods project data of different modalities into a common Hamming space to perform fast retrieval, and it can be divided into traditional methods and deep learning-based methods. Traditional methods can be further divided into unsupervised and supervised methods-based whether semantic information is involved. We will briefly review some representative works of cross-modal hashing methods.
Unsupervised cross-modal hashing methods have the similar idea with CCA [27] , which map heterogeneous data into a common Hamming space to maximize the correlation. IMH [11] is proposed to learn a common Hamming space to preserve both intermedia and intramedia consistency. Kumar and Udupa [10] proposed CVH, which extends image hashing method spectral hashing (SH) [38] to consider both intraview and interview similarities with a generalized eigenvalue formulation. Rastegari et al. [12] proposed PDH for two modalities, which proposes a objective function to preserve the predictability of pregenerated binary codes, and optimizes the objective function by an iterative method based on block coordinate descent. Ding et al. [13] proposed CMFH, which learns unified hash codes from different modalities of one instance by collective matrix factorization with a latent factor model. Latent semantic sparse hashing [39] is proposed to use sparse coding and matrix factorization to learn separate semantic features for images and texts, and then map them into a joint abstract space to reduce semantic difference. Wang et al. [40] proposed semantic topic multimodal hashing, which models texts as semantic topics while images as latent semantic concepts, and maps the learned semantic features for different modalities into a common semantic space. The hash codes are generated by predicting whether topics or concepts are available in the original data. Unsupervised methods try to learn cross-modal hashing functions from data distributions, thus they achieve limited accuracy on retrieving semantically similar data. To improve retrieval accuracy, some supervised methods are then proposed.
Supervised cross-modal hashing methods leverage semantic information obtained from labels of training data, which achieve better retrieval accuracy than unsupervised methods. Cross-modality similarity sensitive hashing (CMSSH) [41] is proposed to model hashing learning as a classification problem, and can be learned in a boosting manner. Zhen and Yeung [14] proposed CRH, which learns hash functions of each bit sequentially so that the bias introduced by each hash functions can be minimized. Hu et al. [42] proposed iterative multiview hashing, which tries to learn hashing functions by preserving both within-view similarity and betweenview correlations. HTH [15] is proposed to learn different Hamming spaces for different modalities, and then learn translators to align these spaces to perform cross-modal retrieval. Zhang and Li [16] proposed SCM, which constructs semantic similarity matrix based on labels and learns hashing functions to preserve the constructed matrix. Wu et al. [17] proposed QCH to simultaneously optimize cross-modal correlation and quantization error, which is also considered in many single modality hashing methods. Lin et al. [18] proposed SePH, which is a two-step supervised hashing method, it first transforms the given semantic matrix of training data into a probability distribution and approximates it with learned hash codes in Hamming space via minimizing the KL-divergence. Supervised cross-modal hashing methods often achieve better results than unsupervised methods because of utilization of semantic information.
Deep learning-based methods are inspired by recent advance of deep neural networks, which have been applied in many computer vision problems, such as image classification [28] and object recognition [29] . Zhuang et al. [21] proposed CMNNH, which learns hashing functions by preserving intramodal discriminative capability and intermodal pairwise correspondence. Wang et al. [20] , [43] proposed deep multimodal hashing with orthogonal regularization, which learns hashing functions by preserving intramodal and intermodal correlation, as well as reducing redundant information between hash bits. Cao et al. [23] proposed cross autoencoder hashing (CAH), which maximizes the feature correlation of bimodal data and the semantic correlation provided by similarity labels, and CAH is based on deep autoencoder structure. DVH [22] is an end-to-end framework that integrates both feature learning and hashing function learning.
Supervised methods, especially supervised deep learningbased methods have achieved promising results. However, supervised methods rely on large amount of labeled training data which are labor intensive to obtain. It is even harder to label cross-modal hashing training data, since multiple modalities are involved. Traditional semi-supervised learning methods [30] can exploit unlabeled data effectively to help supervised training. Few efforts have been done for semi-supervised cross-modal hashing learning. In this paper, we attempt to fully exploit the unlabeled data to promote cross-modal hashing learning.
B. Generative Adversarial Network
GAN [31] is first proposed to estimate generative model by an adversarial process. GAN consists of two models: 1) a generative model G to capture the data distributions and 2) a discriminative model D to estimate the probability that a sample comes from real data rather than G. These two models are trained in an adversarial way so that they compete with each other, and both of them can learn better representations of the data. Inspired by the ability of modeling data distributions of GAN, many works have attempted to apply GAN in many computer vision problems. The most popular one is image synthesis. Radford et al. [44] proposed deep convolutional GAN, which adopts convolutional decoder with batch normalization and achieves better image synthesis results. Mirza and Osindero [45] proposed Conditional GAN (CGAN), which provides side information for both generative and discriminative models to control the generated data. Inspired by CGAN, many works extend its idea to image synthesis problem. Reed et al. [46] proposed textconditional GAN which can generate images conditioned by textual descriptions. Odena et al. [47] proposed auxiliary classifier GAN that generates images conditioned by class Fig. 2 . Overall framework of our proposed SCH-GAN, which consists of a generative model and a discriminative model. The generative model attempts to select informative unlabeled data to form a pair with a given labeled query to fool discriminative model, while the discriminative model tries to distinguish if a pair is generated or a true pair. Those two models act as two players to play a minimax game to optimize each other, and promote cross-modal hashing performance. labels. Besides image synthesis, GAN is also applied to video prediction [33] and object detection [34] . GAN has also been applied in classification problem, some works [35] [36] [37] combined semi-supervised learning with GAN to improve classification accuracy.
Inspired by the ability of GAN to model data distributions, in this paper, we propose a novel SCH-GAN. It aims to design a generative model to learn the distributions of different modalities, and a discriminative model to maintain the semantic ranking information. These two models play a minimax game to iteratively optimize each other and boost cross-modal hashing accuracy.
III. PROPOSED APPROACH
The overall framework of our proposed approach is demonstrated in Fig. 2 , which consists of a generative model and a discriminative model. The generative model receives the input of both labeled and unlabeled data of different modalities. Given a query of labeled data, it attempts to select informative unlabeled data around the error margins of another modality to form a pair of data. While the discriminative model receives both the generated pairs and true pairs as input, and tries to distinguish them so that it can better discriminate those margin examples. These two models are trained by playing a minimax game, and the final trained discriminative model can be used to perform cross-modal retrieval.
A. Notation
First, the formal definition of cross-modal hashing and some notations used in this paper are introduced. The two modalities involved in this paper are denoted as I for image and T for text. The multimodal dataset is denoted as D = {I, T}, I ∈ R I , T ∈ R T , which is further split into a retrieval database D db and a query set D q . The retrieval database D db is also the training set, which consists of two parts, namely labeled data D L db and unlabeled data
, n is the number of labeled data. D L db is also associated with corresponding class labels, which are denoted as {c I p } n i and
, m is the number of unlabeled data and m >> n. The query set D q is defined as
The goal of cross-modal hashing is to learn two mapping functions H I : R I → R H and H T : R T → R H , so that semantically similar data of different modalities are close in the common Hamming space. When the hashing functions are learned, given a query of any modality, the semantically similar data of another modality can be retrieved by the fast Hamming distance measurement.
It is noted that supervised methods use labeled data D L db to train hashing functions, but labeled data is labor intensive and hard to obtain, while unlabeled data is convenient to acquire.
Thus, in this paper, we attempt to further exploit the large amount unlabeled data D U db to promote hashing learning.
B. Network Structure
As shown in Fig. 2 , the proposed SCH-GAN consists of a generative model and a discriminative model. We will introduce the detailed network structures of them in this section.
The generative model is a two-pathway architecture, which receives both image and text as input. Each pathway consists of two parts: 1) feature representation layers and 2) hashing layers. For image pathway, we adopt widely used convolutional neural networks (CNNs) to represent each image, and it is noted that we keep the parameters of the CNN fixed during the training phase, since our focus is hashing function learning. While for text pathway, we use bag-of-words (BoW) features to represent textual descriptions. The structure of hash layers is the same in the two pathways, and it consists of two fully-connected layers. The first fully connected layer serves as an intermediate layer that maps modality specific feature into a common space. The second fully connected layer serves as hashing functions, which further maps the intermediate feature into hash codes
where 
However, binary codes are hard to directly optimize, thus we relax binary codes b(x) with continuous real valued hash codes h(x) in the rest of this paper. Through the hashing layers, the features of different modalities are mapped into the Hamming space with the same dimensions so that the similarity between different modalities can be measured by the fast Hamming distance calculation. The input of generative model consists of both labeled and unlabeled data, and the goal of generative model is to select informative unlabeled data of another modality that lies around margins when given a query of one modality. This goal is achieved by the adversarial training algorithm, which will be introduced in the following sections.
The discriminative model is also a two-pathway structure, whose detailed settings are exactly the same as the generative model. The input of discriminative model is the generated (selected) relevant pairs by generative model, and the true relevant pairs sampled from labeled data. The goal of discriminative model is to distinguish whether an input pair is generated or a true pair.
C. Objective Function
First, we give the formal definitions of the objectives of proposed generative model and discriminative model. 1) Generative Model: p θ (i U |q t , r) and p θ (t U |q i , r), try to select relevant data of one modality from unlabeled data when given a query of another modality. For example, given a text query q t , the generative model tries to select relevant image i U from I U db . The goal of generative model is to approximate the true relevance distribution across different modalities p true (i U |q t , r).
2) Discriminative Model: f φ (i, q t ) and f φ (t, q i ), try to predict the relevance score of the query and candidate data pair. The inputs of discriminative model consist of true pairs sampled by semantic labels, as well as generated pairs from generative model. The goal of discriminative model is to distinguish the relevant data (true pairs) and nonrelevant data (generated pairs) for a query q i as accurately as possible. Given above definitions, the generative model and discriminative model act as two players that play a minimax game: given a query, the generative model tries to select margin data that is likely to be retrieved incorrectly to fool the discriminative model, while the discriminative model tries to distinguish between true relevant data sampled from ground-truth and the selected ones generated by generative model. Inspired by the GAN [31]- [34] , the adversarial process is defined as follows:
Above equation is for "text query image" task, and the "image query text" task is similarly defined as
These two equations are symmetric, thus in the following parts we use the text query image task as an example to present the detailed objective function. In above equations, the generative model G is denoted as p θ (i U |q t , r), which is defined as a softmax function
where h I ( * ) and h T ( * ) denote the hashing functions of image pathway and text pathway, respectively. Intuitively, (5) calculates the probability that we select an image according to a given text query. It is based on the distance between image and text, smaller distance leads to larger probability. While for the true data distribution p true (i L |q j t , r), we sample relevant images i L of query q t based on labels, such that the generative model can preserve the semantic distribution of labeled data.
The discriminative model D predicts the probability of selected image i U being relevant to text query q t , and D is defined as the sigmoid function of relevance score
The relevance score of f φ (i U , q t ) and f φ (i L , q t ) is defined by triplet ranking loss as follows:
where i + is a semantically similar image with text query q t according to labels, i − is a semantically dissimilar image sampled from labeled data, i U is the selected image by generative model, and m i is a margin parameter set to be 1 in our proposed approach. Above formulation means that we want the distance between true relevant pair (q t , i + ) smaller than that of generated pair (q t , i U ) by a margin m i , so that the discriminative model can draw a clear distinguish line between the true and generated pairs. Similarly, we also want to keep the ranking-based relations between labeled data. From above objective definitions, we can observe that the generative model and discriminative model can be learned by iteratively maximizing and minimizing the same object function. The discriminative model tries to draw a margin between generated (selected) data and positive data, while the generative mode tries to select data near the margin to fool the discriminative model.
D. Optimization
By the objective function defined in (3), the overall training flow of proposed approach is shown in Fig. 3 . We keep the parameters of generative model fixed while training the discriminative model and vice versa. We will introduce the optimization algorithm of these two models separately.
1) Optimizing Discriminative Model: As shown in Fig. 3 , when updating the parameters of discriminative model, we keep the generative model fixed. First, we use the generative model of the previous iteration to select text-image and image-text pairs when given text and image as queries, respectively, and we further sample true text-image and image-text pairs from labeled data. Then the discriminative model tries to maximize the log-likelihood of correctly distinguishing the true and generated relevant pairs. When fixing generative model, based on (6), (3) can be rewritten as
where p θ * is the generative model obtained in previous iteration. According to (7) and (8), (9) is differentiable with respect to φ, thus it can be solved by stochastic gradient descent algorithm.
2) Optimizing Generative Model: As demonstrated in Fig. 3 , the discriminative model is fixed when training the generative model. On the contrary, the generative model tries to minimize (3) and fits the true relevance distribution. When the discriminative model is fixed, the generative model can be trained by minimizing (3)
where f φ * is the generative model trained in the previous iteration. Different from the generative model of traditional GAN, which generates new data from continuous noise vector and can be optimized via stochastic gradient descent, the generative model of the proposed SCH-GAN selects data from unlabeled data. Since the selective strategy is discrete, it cannot be optimized by stochastic gradient descent. We use policy gradient-based reinforcement learning to update the parameters of generative model, which is derived as follows:
where k denotes the kth image selected by current generative model when given a text query q j t . From the perspective of deep reinforcement learning, i U k is the action taken by policy log p θ (i U k |q j t , r) according to the environment q k t , and log(1 + exp(f φ (i U k , q j t ))) acts as the reward for corresponding action, which will encourage the generative model to select data close to margins. As illustrated in Fig. 3 , the rewards are calculated by the fixed discriminative network. We summarize the training process of proposed SCH-GAN in Algorithm 1. It is noted that to simplify the descriptions, we take text query image task as an example in the training algorithm pseudo code. 
E. Cross-Modal Retrieval by Learned Discriminative Model
The design idea of our SCH-GAN is that the generative model tries to fit the distribution near the decision boundary, thus it is not suitable to perform cross-modal retrieval. However, the discriminative model is promoted greatly by the generative model since it can better distinguish the margin examples. Thus after the proposed SCH-GAN is trained, cross-modal retrieval can be performed by the discriminative model. More specifically, given a query of any modality (e.g., text or image), it can be first encoded into binary hash code by (2) . Then cross-modal retrieval is performed by fast Hamming distance computation between query and each data in the database.
IV. EXPERIMENTS
In this section, we demonstrate the experimental results of our proposed SCH-GAN approach. We first introduce the datasets, evaluation metrics, implementation details, and comparison methods used in our experiments. Then we compare the proposed SCH-GAN with nine state-of-the-art methods and analyze the results. Finally, we further conduct several baseline experiments to investigate the performance of generative and discriminative model.
A. Dataset
We evaluate the proposed approach and compared methods on three widely used datasets: 1) Wikipedia [48] ; 2) NUS-WIDE [49] ; and 3) MIRFlickr [50] . We will briefly introduce these three datasets.
1) Wikipedia dataset [48] is a widely used dataset for cross-modal retrieval, which is collected from "featured articles" in Wikipedia with ten most populated categories. This dataset consists of 2866 image/text pairs, of which the images are represented by 4096 deep features extracted from 19-layer VGGNet [51] , and texts are represented by 1000-D BoW features. Following [18] , Wikipedia dataset is split into a training set of 2173 pairs and a test set of 693 pairs. Since Wikipedia dataset is small, the training set is also used as the retrieval database, while the test set works as query.
Algorithm 1 Training Algorithm of Proposed SCH-GAN Input: The generative model p θ (i|q t , r) , the discriminative model f φ (i, q t ), training data D L db and D U db 1: Randomly initialize the parameters of p θ (i|q t , r) and f φ (i, q t ) 2: repeat 3: for d-step do 4: Generate m text-image pairs by p θ * (i U |q j t , r) given text query q j t 5:
Sample m true text-image pairs from D L db based on labels 6: Train discriminative model f φ (i, q t ) by equation (9) 7: end for 8: for g-step do 9: Generate m text-image pairs by p θ (i U |q j t , r) given text query q t 10:
Update parameters of generative model p θ (i U |q j t , r) by equation (11) 12: end for 13: until SCH-GAN converges Output: Optimized generative model p θ * (i|q t , r) and discrim-
2) NUS-WIDE dataset [49] contains 269 498 images associated with 81 concepts as ground truth, each image also has corresponding tags. Following [18] , we select the ten most common concepts and the corresponding 186 557 images. We take 1% data of NUS-WIDE dataset as the query set, and the rest as the retrieval database. As for the supervised methods, we further randomly sampled 5000 images as training set, which is similar to realworld applications where only a fraction of the database are labeled. We also represent each image by 4096 deep features extracted from 19-layer VGGNet, and each texts by 1000-D BoW. 3) MIRFlickr dataset [50] contains 25 000 images collected from Flickr, each image is also associated with textual tags and labeled with one or more of 24 provided semantic labels. Following [18] , we take 5% of the dataset as the query set and the remaining as the retrieval database. Similar with NUS-WIDE dataset, we also randomly sample 5000 images to form the supervised training set. Similarly, we represent each image by 4096 deep features extracted from 19-layer VGGNet, and each texts by 1000-D BoW.
B. Retrieval Tasks and Evaluation Metrics
We perform cross-modal retrieval on the three datasets with two kinds of retrieval tasks. 1) Image Query Text: Using an image as query to retrieve semantically similar texts from retrieval database, we denote it as image→text. 2) Text Query Image: Using a text as query to retrieve semantically similar images from retrieval database, we denote it as text→image. We utilize Hamming ranking to evaluate the proposed SCH-GAN approach and compared state-of-the-art methods. Hamming ranking gives the ranking list of a given query based on the Hamming distance, where ideal semantic neighbors are expected to be returned on the top of the ranking list. The retrieval results are evaluated based on whether the returned data and the query share the same semantic labels. We use three evaluation metrics to measure the retrieval effectiveness: 1) mean average precision (MAP), 2) precision-recall curve (PR-curve); and 3) precision at top k returned results (topK-precision), which are defined as follows. 1) MAP: MAP is the mean value of average precisions (APs) of all queries, and AP is defined as
where n is the size of database, R is the number of relevant images in database, R k is the number of relevant images in the top k returns, and rel k = 1 if the image ranked at kth position is relevant and 0 otherwise. 2) PR-Curve: The precision at certain level of recall of the retrieved ranking list, which is frequently used to measure the information retrieval performance. 3) TopK-Precision: The precision with respect to different numbers of retrieved samples. Those three metrics can evaluate the proposed approach and compared methods objectively and comprehensively. It is noted that we repeat the experiments ten times to eliminate the impact of randomness, and the final retrieval results is the average of those ten experiments.
C. Comparison Methods
We compare with nine state-of-the-art methods to verify the effectiveness of our proposed approach, including unsupervised methods such as CVH [10] , PDH [12] , CMFH [13] , and CCQ [52] ; supervised methods such as CMSSH [41] , SCM [16] , and SePH [18] ; and deep learning-based methods such as DCMH [54] and CDQ [53] . We will briefly introduce these compared methods.
1) CVH [10] extends SH [38] to considers both intraview and interview similarities with a generalized eigenvalue formulation. 2) PDH [12] tries to preserve the predictability of pregenerated binary codes, and optimizes the objective function by an iterative method based on block coordinate descent algorithm. 3) CMFH [13] learns unified hash codes from different modalities of one instance by collective matrix factorization with a latent factor model. 4) CCQ [52] jointly learns the correlation-maximal mappings that transform different modalities into isomorphic latent space, and learns composite quantizers that convert the isomorphic latent features into compact binary codes. 5) CMSSH [41] models hashing learning as a classification problem, and it is learned in a boosting manner. 6) SCM [16] constructs semantic similarity matrix based on labels and learns hashing functions to preserve the constructed matrix. 7) SePH [18] is a two-step supervised hashing methods, it first transforms the given semantic matrix of training data into a probability distribution and approximates it with learned hash codes in Hamming space via minimizing the KL-divergence. 8) DCMH [54] is an end-to-end deep learning-based method, which performs feature learning and hashing function learning simultaneously. 9) CDQ [53] jointly optimizes the adaptive cross-entropy loss on semantic similarity pairs and the collective quantization loss for hashing codes. It is noted that for fair comparison between traditional methods and deep learning-based methods, we uniformly use the same deep features as the input of traditional methods. Specifically, we use the 4096 deep features extracted from 19-layer VGGNet pretrained on ImageNet for images, and 1000-D BoW features for texts. While for the compared deep learning-based methods, we use the same 19-layer VGGNet for image pathway, while keep the same settings for the text pathway.
D. Implementation Details
We implement the proposed SCH-GAN in Fig. 2 by tensorflow, 1 which is a widely used open source software library for numerical computation using data flow graphs. The implementation details are described as follows. 
1) Data Processing:
For the image pathway of our proposed SCH-GAN, we use the same 19-layer VGGNet as the base network for image representation learning, and for the text pathway, we use the same 1000-D BoW for text representation. It is noted that we keep the parameters of VGGNet fixed since we focus on the adversarial training of cross-modal hashing learning.
2) Details of Network:
We introduce the hashing layers in Fig. 2 in detail. The hashing layers consist of an intermediate layer and a hashing layer. The intermediate layer is a fully connected layer, whose dimension is set to be 4096 in the experiments. While the hashing layer is a fully connected layer whose dimension is set the same as the hash code length, we also use sigmoid 3) Training Details: Here, we introduce some details of the training flow demonstrated in Algorithm 1. The proposed SCH-GAN is trained in a mini-batch way. The mini-batch size is set to be 64 for both image and text pathway, and m in Algorithm 1 is set to be 20, namely we generate 20 pairs for each query. The proposed SCH-GAN is trained iteratively, specifically for each d-step and g-step, we train 1 epoch for the discriminative and generative model, respectively. The learning rate of our proposed network are initialized as 0.01, and it is decreased by a factor of 10 each two epochs.
For the compared methods, all the implementations are provided by their authors, and we follow the best settings in their papers to conduct the experiments.
E. Comparison With State-of-the-Art Methods
The MAP scores of two retrieval tasks on Wikepedia, NUS-WIDE, and MIRFlickr datasets are shown in Tables I-III, respectively. From the result tables, we can observe that our proposed SCH-GAN approach achieves the best retrieval accuracy compared with state-of-the-art methods on three datasets. More specifically, the result tables are partitioned into three categories, namely unsupervised, supervised, and deep learning-based methods. Compared with these three categories, from the result tables we can observe the following.
1) Our proposed SCH-GAN outperforms the unsupervised methods. For example, on NUS-WIDE dataset compared with best unsupervised methods CCQ [52] , our proposed SCH-GAN improves the average MAP score from 0.509 to 0.730 on image query text task, and improves the average MAP score from 0.493 to 0.758 on text query image task. Similar trends can be can promote the discriminative model by challenging it with hard examples around margins. Figs. 4 and 5 show the topK-precision and PR-curve on the three datasets with 64-bit code length. We can observe that on both image query text and text query image tasks, our proposed SCH-GAN achieves the best accuracy, which further demonstrates the effectiveness of our proposed approach.
Finally, we demonstrate the qualitative results of our proposed approach and compared the deep cross-modal hashing methods on NUS-WIDE dataset. As shown in Fig. 6 , we can observe that our proposed SCH-GAN achieves the best top returned results, which shows that SCH-GAN improves the retrieval accuracy by adversarial training between generative model and discriminative model.
F. Retrieval Efficiency Comparison
Besides the retrieval performance, we also compare the computation time cost of the proposed SCH-GAN approach with other compared methods. All the experiments are carried out on the same PC with NVIDIA Titan X GPU, Intel Core i7-5930k 3.50 GHz CPU and 64 GB memory. Hashing-based image retrieval process generally consists of three parts: 1) feature extraction; 2) hash codes generation; and 3) cross-modal retrieval among database. For a fair comparison between deep hashing methods and traditional methods, we compare with traditional methods by deep features input. We record the time cost of each part for different methods, and the final retrieval time cost is the sum of three parts. The average computation time of different methods is shown in Table IV . We can observe that, our proposed SCH-GAN achieves comparable retrieval speed with other hashing methods, since the difference is mostly in the hash codes generation part, which is a matrix multiplication operation for most hashing methods.
G. Effectiveness on Single Model Retrieval
To verify the effectiveness of our proposed SCH-GAN on single model retrieval, we also use the generated hash codes to perform image and text retrieval, respectively, on MIRFlickr dataset. The results are shown in Table V , we can observe that our proposed SCH-GAN approach still achieves the best retrieval accuracy, which demonstrate the effectiveness of the proposed approach on single modal retrieval.
H. Influence of the Number of Labeled Samples
To further study the influence of the number of labeled samples on our proposed approach and compared supervised methods, we conduct an experiment using different number of labeled data. More specifically, we use different number of labeled samples varied from 100 to 10 000 for supervised approaches and our proposed semi-supervised approach, the results on MIRFlickr dataset with code length 16 are shown in Table VI . From the result table, we can observe the following.
1) The supervised methods can achieve better retrieval results with more labeled samples, however, the benefits of increasing labeled samples become small when the number of labeled samples is large. This is because the increased samples bring little information gain when the number of labeled samples is large. 2) Our proposed semi-supervised approach can achieve comparable results with supervised methods by using less labeled samples. For example, the proposed SCH-GAN achieves better retrieval accuracy using 5000 labeled samples than supervised methods using 10 000 labeled samples. 3) With the same amount of labeled samples, our proposed SCH-GAN can always promote the retrieval accuracy of supervised methods by utilizing the unlabeled data.
I. Baseline Experiments
We conduct two baseline experiments to demonstrate the performance of generative and discriminative model. First, we investigate the retrieval performance of generative and discriminative model to give more insight of adversarial training. Second, we compare proposed SCH-GAN with a baseline approach without adversarial training to verify its effectiveness.
1) Performance of Adversarial Training: We demonstrate the retrieval accuracies of generative and discriminative models during the training process. The result is shown in Fig. 7 , we can observe that during the adversarial training, the accuracy of discriminative model increases after the generative model is updated. It means that the generative model selects more informative examples for the discriminative model to promote its accuracy.
2) Comparison With Baseline Approach: In our proposed approach, the discriminative model can be trained solely without generative model by using the triplet ranking loss in (8) . This is considered as a simple supervised baseline approach without using adversarial training, we denote this baseline approach as Dis. Comparing SCH-GAN with Dis, we can verify the effectiveness of the adversarial training. The results are shown in Table VII , and we can observe that the proposed SCH-GAN constantly outperforms baseline method Dis on all the three datasets. It demonstrates that the generative model selects informative margin examples to promote the training of discriminative model, thus promotes the accuracy of cross-modal hashing.
V. CONCLUSION
In this paper, we have proposed a novel SCH-GAN. First, we propose a novel GAN to model cross-modal hashing. In our proposed SCH-GAN, the generative model tries to select margin examples of another modality from unlabeled data when giving a query of one modality (e.g., giving a text query to retrieve images and vice versa). While the discriminative model tries to predict the correlation between query and selected examples of generative model. These two models play a minimax game to iteratively optimize each other in an adversarial way. Second, we propose a reinforcement learning-based algorithm to drive the training of proposed SCH-GAN. The generative model takes the correlation score predicted by discriminative model as a reward, and tries to select the examples close to the margin to promote discriminative model by maximizing the margin between positive and negative data. Experiments compared with nine state-of-the-art methods on three widely used datasets verify the effectiveness of our proposed approach.
In the future work, on one hand, we attempt to extend current framework to an unsupervised scenario which is more generalized. On the other hand, we will extend the current approach to other modalities such as video and audio so that it can exploit complex correlations between multiple modalities.
