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nitrogen atoms are blue. In (a), cross-β structure is illustrated. Grey arrows represent
the back-bone of a β-strand, and the side-chains are shown projecting from the strands.
Purple arrows represent the strands residing in the back of the structure. The regions
between the strands are referred to as the dry interfaces, whereas just outside of strands
are wet interfaces. The fibril axis is indicated by an arrow running through the dry regions
between the strands. (b) Side view of the fibril. The H-bonds are formed between red
carboxyl groups and blue amide groups from adjacent layers. In (c), a top view of the
fibrils shows the interdigitation of two β-sheets, referred to as the steric zipper. Within
the steric zipper, water molecules are absent (a red plus sign indicates water). Both
images are reprinted from Nelson et al. (2005)1,2. . . . . . . . . . . . . . . . . . . . . . 4
1.2 (a) Cartoon illustration of an Aβ(1-40) protofilament. Left: Looking down the axis of the
fibril (z-axis). Right: A sideview of the protofibril illustrating the twisted, helical pattern.
Proteins are spaced at ≈ 5 Å, and the chiral twist of 0.833 degrees/Åwas arbitrarily chosen
for illustrative purposes. Image reprinted from Petkova et al. (2006)3. . . . . . . . . . 5
1.3 (a) The amino-acid residue sequence of Aβ(1-42). At neutral pH, blue color represents a
positively-charged side-chain, whereas red color indicates negatively-charged side-chain.
(b) Illustration of the assembly pathway of Aβ(1-42). Six monomers of Aβ(1-42) could
join to form a nucleus. If nucleus formation is very unlikely to occur, k−n  k+n . The rate
constant k+e  k−e indicates favorable addition of monomers to a growing aggregate. (c)
Graphical representation of the fibrillation pathway. Aβ(1-42) monomers are disordered,
and could partially fold and form an on-pathway nucleus with other monomers. If the
kinetic reactions involving nuclei are unlikely, k−2  k+2 . Once nuclei are present, they
may readily self-assemble into protofibrils and eventually fibrils, where k+3  k−3 and
k+4  k−4 indicate that these types of reactions are favorable. Monomers of Aβ(1-42)
could also self-assemble to form off-pathways structures, including amylospheroids and
β-amyloid balls. Image reprinted from Ref.4. . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1 Residues are described rotational angles (φi,ψi) and are marked by the light blue box.
The corresponding peptide units are marked by the light yellow box. The green ares (NH
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2.4 Peptide units receive the coding and weight, but residues are usually referred to as being
either “helix" or “coil". Once a residue is locked into a conformation, the peptide unit
immediately to it’s left picks up the weight. . . . . . . . . . . . . . . . . . . . . . . . . . 18
v2.5 On the left, the helical parameter θ vs. propagation parameter s. On the right, the
average length for helical segments. The chain length varies from N = 10− 100 in both
figures. The nucleation parameter σ = 0.001, and is a typical value for real proteins. For
larger N values, the phase transition is seen to occur at s = 1. For real proteins alanine,
s ≈ 2; glycine, s ≈ 0.2; and proline, s ≈ 0.01− 0.001. . . . . . . . . . . . . . . . . . . . . 25
2.6 A comparison of the H-bond structure between parallel and anti-parallel sheets. The
anti-parallel sheets are much more common, perhaps due to the linear nature of the H-
bonds between strands7. A turn allows the chain index i to count monotonically from
strand to strand. Parallel sheets, on the other hand, may not even have the same index
where two chains could be interacting via the parallel strand. . . . . . . . . . . . . . . . 30
2.7 L=3 case. The red dots mark the locations of particles along the chain which can take
on any of q different states from {0, 1, . . . , q − 1}. The dotted blue lines represent K1,
the nearest neighbor interactions. The dashed green lines, K2, are next nearest-neighbor
interactions, and the solid red lines, K3, are the L =3 interactions. . . . . . . . . . . . . 33
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green lines), and K3 are the longest-range interactions (solid, red lines). . . . . . . . . . 37
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3.1 (a) Graphical representation of the partition function for the case L=3. The black dots
mark the locations of particles along the chain. The dotted (blue) lines, K1, are nearest
neighbor interactions. The dashed (green) lines, K2, are next nearest-neighbor interac-
tions. Solid (red) lines, K3, are the L=3 interactions. b) Graphical representation of the
transfer matrix T . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2 (a) A segment of an L = 11 anti-parallel β-sheet chain. The sequence position of a
residue is labeled and H-bonds are referenced by the dashed (red) lines. b) A simple
pattern illustrating repeating L = 3 and nearest-neighbor contact interactions, denoted
by dashed (red) lines. The solid (black) lines represent peptide bonds. In (c), a diagram
representing the partition function for the structure in (b). The first column in (c) are
residues i1, i2, i3, the second column are residues i4, i5, i6, etc. Contacts are represented
by dashed lines. The color of residues comprising the columns alternate in color from
white to black, which corresponds to the residue pattern in (b). Repeated multiplication
of matrices U and V generates the partition function for the whole chain. . . . . . . . . 50
3.3 Illustration of the one-site transfer matrices (a) and the reduced sparse-transfer matrices
(b). In both cases, dashed red lines represent the interactions involved between residues
in β structures in Fig. 3.2. Solid green lines represent a nearest-neighbor interaction
involved with helices. There are R total number of matrices needed to capture the
interactions involved in sheets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.4 All calculated quantities using J1 = 2.85 kcal/mol, J3 = 2.45 kcal/mol, h1 = -4.91, and
h3 = -4.20. (a) Order parameters for the case L = 11 with M = 100. (b) Heat capacity
(kcal/mol/K) vs. T for various strand lengths L with M = 100. (c) The same plot as
in (b) with more details of the helix-sheet transition given. Black dots denote transition
temperatures which increase with range parameter L. . . . . . . . . . . . . . . . . . . . 56
vi
3.5 (a) Schematic representation of the native-state DPDPDP peptide. Image used with
permission from Gai8. (b) Plot of the CD spectroscopy data for the DPDPDP peptide,
and the fit of the data using the function Θ for sheets, Eq. (3.40). We found for the fit
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4.1 (a) A linear model for aggregation where M -mer’s grow one monomer at a time in a one-
dimensional fashion. (b) Suggested aggregation pathway for Aβ(1-42) wild-type proteins.
Monomers assemble until reaching a critical concentration, a hexamer example is illus-
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eventually full fibrils. (c) Suggested aggregation pathway Aβ(1-40) wild-type proteins.
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lower index is arbitrary. (b) The 1D lattice of length Lx = N which is a simple 1D
Ising-like model. (c) The 2 ×m strip called the ‘strip’ containing 2m variables sij . (d)
Generalization of the ‘strip’ lattice in b) for the case of an M ×m strip containing nN
variables sij . In a-d), R represents a nearest-neighbor interaction between proteins along
the x-axis, which only contribues when neighboring proteins are not the same state. The
parameter B represents a n.n. interaction between proteins along the y-axis which we
identify as the inter-protein lateral interaction, discussed in the text. Not shown are the
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4.3 (a) Front-view (y-z plane) of an aggregate of Aβ-40 proteins. (b) Side-view (x-y plane)
of Aβ-40 proteins illustrating the steric zipper. (c) Strip lattice representation of the
Aβ-40proteins, where the parameters B and K are illustrated. . . . . . . . . . . . . . . 72
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(blue, dotted lines) is the free-energy contribution from the interaction between proteins
sji , s
j+1
i that are both sheet along the y-axis. (b) Oligomers aggregate along the x-axis
with a total of N sites, where N →∞ is the thermodynamic limit. R (red, solid lines) is
the nearest-neighbor interaction between proteins sji , s
j
i+1 along the x-axis. . . . . . . . 73
4.5 (a) Fibril for αS composed of 4 filaments (b) Fibril for Aβ composed of two protofibrils,
each represented by a strip lattice and spin-variables s and δ. The strips are stacked
in-register along the z-axis, and the parameter B (dashed, green) lines represents the
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4.7 The fibrillization pathways used for Aβ(1-40) (top) and α-synuclein (bottom). In the
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4.8 (a) Plot of 〈θ2〉 for oligomers, protofibrils, and fibrils in the Aβ(1-40) model. Black dots
represent the CD data from Terzi, et. al, where we the total fraction of sheet proteins
in aggregates of any species. (b) Predicted average lengths, 〈L〉, of the Aβ(1-40) fibrils
using the fit parameters found in (a). In plot (c), the AFM data for the α-synuclein fibrils
is plotted as black dots, along with the fit function 〈L〉. We fit 〈L〉 using the Ly = 4 strip
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interactions are illustrated. In (b), a dilute q = 2 Potts model for sheet-coil conformations
is shown where both protein-protein and protein-solvent interactions are indicated, and
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red). Unless otherwise stated, K = P = 1kBT , R = A = 1kBT , NT = 1000, and nc = 2. 99
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solvent interfaces. (b) Front-view (y-z plane) of an aggregate of Aβ(1-40) proteins. (c)
Side-view (x-y plane) of Aβ(1-40) proteins illustrating the inter-filament interactions9. . 105
5.6 The protein coverage φ is plotted against the number aggregates, 〈γ〉, in (a) for model A
and (b) for model B. The total number of sheet proteins in aggregates, 〈θ〉, is plotted in
(c) for model A and (d) for model B. Dotted green circles in (a) and (b) are the results
of the 1D model for 〈γ〉, whereas in (c) and (d) dotted green circles denote the results of
the 1D model for 〈θ〉. In all cases, P1 = 0.25kBT , K = 1kBT , A = 1kBT , R1 = 1kBT .
In all plots, the case F = 0kBT are solid black lines, F = 1kBT are dashed red lines, and
F = 3kBT are dashed-dotted blue lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.7 In (a), the fraction of sheet proteins in Aβ(1-40) aggregates, 〈θ〉/〈Np〉, is fitted to the
results of the Terzi et al. experiment10. In (b), the fraction of sheet proteins in Curli
fibrils is fitted to the scaled results of the Hammer et al. experiment11. For the Terzi
data, fit parameters were P1 ≈ K ≈ A ≈ 0 kcal/mol, R1 = 0.35 kcal/mol, and F = 16.4
kcal/mol. For the Hammer data, P1 = 7.26 kcal/mol, K = 2.2 kcal/mol, R1 ≈ 0
kcal/mol, and A = 1.2 kcal/mol. In (a) we used case B of the strip models with nc = 2
and Eq. (5.21) as the fit function, whereas in (b) we used the 1D model with nc = 2 for
aggregation and Eq. (5.19) as the fit function. In both cases q = 2, and Eq. (5.19) is
divided by 〈Np〉 for (a) the strip model and (b) the 1D model, respectively. . . . . . . . 111
5.8 (a) Normalized 〈θ1〉 at a particular (s1, φ) may vary from zero (white color) to one
(solid red color). Additionally, contour lines specify the value of 〈θ2〉 at a particular
(φ, s1). (b) 〈θ1〉 and 〈θ2〉 with the same identifications as in (a) except each quantity is
evaluated at a particular (φ, s2). A dotted line indicates equal populations of solvent and
proteins in aggregates, a dashed line in both plots indicates sheet-coil/helix transitions,
〈θ1〉=0.5, with the remaining proteins either helix or coil, and a black contour line labeled
0.5 in both plots indicates helix-coil/sheet transitions, with 〈θ2〉=0.5, and the remaining
proteins either sheet or coil. A dashed-dotted line in both plots indicates equal fractions
of helix and sheet, i.e. 〈θ1〉=〈θ2〉. Both 〈θ1〉 and 〈θ2〉 have been normalized with respect to
system size NT . In all cases, nc = 2, and unless otherwise stated K = 2kBT , P1 = 1kBT ,
P2 = 1kBT , R1 = 1kBT , R2 = 0.5kBT , R3 = 0kBT and A = 1kBT . . . . . . . . . . . . . 114
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The parameters used in each case are k+ = 2.65 · 104 M−1s−1, k− = 9 · 10−8 s−1, and
kn = 4.62 · 10−4 M−1s−1. The blue curves fit the initial mass of 35µM, and the black
curves fit the initial mass of 17.5µM of CgsB. . . . . . . . . . . . . . . . . . . . . . . . . 132
6.5 In (a) the number of aggregates P (t) for the Knowles model shown using the fit parame-
ters in Fig. 6.4(a) for the three different initial mass concentrations of CgsB: 70, 35, and
17.5 µM from top to bottom, respectively. In (b), we plot P (t) for the Smoluchowski
model using the same fit parameters as in Fig. 6.4(b). (c), The average lengths, L(t),
is plotted for the Knowles model and (d), L(t) is plotted for the Smoluchowski model.
The parameters used in all plots were k+ = 2.65 · 104 M−1s−1, k− = 9 · 10−8 s−1, and
kn = 4.62 · 10−4 M−1s−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.6 The mass contributions rcr(t) for all r and t for the Knowles (top) and Smoluchowski
(bottom) models, respectively. In both plots, the blue curve represents the average length
of fibrils, L(t). Fit parameters in each case are k+ = 2.65 ·104 M−1s−1, k− = 9 ·10−8 s−1,
kn = 4.62 · 10−4 M−1s−1, and initial mass concentration mtot = 35µM. In both figures,
the inset plot illustrates the fit (dashed, green curve) of M(t) to the ThT fluorescence
data from Hammer et al. for mtot 12. The dashed blue curve in each inset plot represents
the monomer concentration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.7 The mass contributions rcr(t) for all r and t for the Hill aggregation and fragmentation
kernels given by Eqs. (6.22) and (6.24). The blue curve represents the average length of
fibrils, L(t). The inset plot illustrates the fit (solid, red curve) of M(t) to the ThT fluo-
rescence data from Hammer et al.12. The dashed blue curve in each inset plot represents
the monomer concentration. Fit parameters in each case are k+ = 2.65 · 104 M−1s−1,
k− = 9 · 10−8 s−1, kn = 4.62 · 10−4 M−1s−1, and initial mass concentration mtot = 35µM. 137
6.8 The comparison of L(t) (top) to the experimentally determined average lengths of β-LAC
fibrils. The data points are red dots. M(t) (bottom) is plotted for the β-LAC fibrils.
The fit parameters used were kP = 465 M−1s−1, kM = 6 ·10−13 s−1, kn = 13.4 M−1s−1,
and Df ≈ 1/2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
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the ends. The Smoluchowski equations could also be applied for a variety of aggregation
and fragmentation pathways between X and Y systems. . . . . . . . . . . . . . . . . . . 144
7.2 Predicted masses of X (purple) and Y (yellow) type aggregates. Monomers are also plot-
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ABSTRACT
Statistical Mechanics and Kinetics of Protein Folding and Aggregation
John Stephen Schreck
Dr. Jian-Min Yuan
The self-assembly of amyloid proteins into fibrils is thought to be the cause of many diseases,
including Alzheimer’s disease, Huntingtons disease, and prion-related disease (e.g. mad cow disease).
Thus, understanding how certain proteins can form amyloid fibrils is essential, if cures are to be
found. We start by exploring how individual proteins may transform from one conformational
structure to another. For example, we study how an α-helix may change into to a β-hairpin. We
then study how amyloid proteins may join together to form aggregates of varying conformation and
size. Overall, four main areas of these problems are studied in detail: protein structure change by
equilibrium methods, protein aggregation at equilibrium with a fixed number of protein monomers
in the system, protein aggregation in equilibrium with a variable number of monomers in the system,
and finally the non-equilibrium aggregation of proteins into fibrils.
For the systems studied at equilibrium, we focus on using methods from statistical mechanics.
By describing a simple Hamiltonian that quantifies the interactions between residues in proteins, or
proteins in aggregates, a transfer matrix can be used to solve the partition function of each system
exactly. The transfer matrix used in our study of protein folding can take into account the long-range
interactions found in β-sheet structures. Once the partition function for either proteins or aggregates
is calculated, various thermodynamical quantities can be derived and compared with experiments to
test model predictions. We also introduce the aggregate and solvent phases, when studying protein
self-assembly in the grand-canonical ensemble, which naturally introduces the chemical potentials
of proteins and aggregates into the problem.
For the non-equilibrium studies of protein aggregation, we use mass-action kinetic equations to
calculate the concentrations of aggregates of all sizes as a function of time. We show that by taking
into account all combinatorial ways two protein aggregates could join to form a larger aggregate, as
well as all possible ways an aggregate could fragment into two pieces, certain calculated quantities
can reliably predict the long-time average length distribution of the fibrils, as well as the total mass
xv
of protein found in the fibrils. Moreover, we are able to estimate how loosely-bound proteins are in
aggregates.
Overall, our studies of proteins allow us to gain a deeper understanding of the complicated
processes involved in folding and aggregation.

1PREFACE
Many years ago, biology was mainly a descriptive science. As biologists sought out the molecular
and physical basis of life, they began to introduce more quantitative treatments. These quantitative
treatments have become an integral part of biology. In subfields such as biophysics and systems
biology, most approaches are quantitative. It is important to note that biological systems are very
complex, with many levels of hierarchical structures. Physicists, mathematicians, engineers, and
others have become interested in biological problems and have developed quantitative means to tackle
them. However, often these theoretical or modeling approaches require significant simplifications of
the system in question, sometimes to the extent that the most interesting features of a particular
problem are lost.
When studying biological systems from the point of view of physics, we may need a new paradigm
for understanding the fundamental interactions and dynamics of these systems. For example, are
comprehensive theories for biological systems, starting from first principles, possible in the 21st
century? How, or where, does one even begin to formulate theories for complex biological systems?
In some cases, methods are already available for studying these difficult problems, but are only just
being fully applied now.
For example, biophysics researchers have been focusing on average particle trajectories in a
non-equilibrium setting that in some way replace the thermodynamic quantities. This approach is
called The Principle of Maximum Caliber (MaxCal), formulated in the 1950s by E. T. Jaynes, and
represents a very generalized way to study non-equilibrium systems. In MaxCal, probabilities are
assigned to the trajectories of non-equilibrium particles, instead of assigning the probabilities to
available energy states for systems in equilibrium, as is done in MaxEnt (which was also formulated
by Jaynes in the 1950s). MaxCal thus represents a type of path-integral approach for biological
systems, where a type of partition function can be calculated for the trajectories.
While MaxCal is relatively unexplored, it is a very powerful idea, and may have consequences in
the aggregation problem, but also in fields such as particle and condensed matter physics, economics,
and ecology. We need more big ideas that will help us develop accurate models for complex biological
systems, such as the problem of amyloid protein self-assembly into fibrils, and the protein folding
problem. Moreover, the new and exciting physics often comes out of studying complex real world
systems, such as those found in biology; this is quite different from fields that progress slowly, such
as particle physics. By pushing the knowledge of complex, non-equilibrium systems at fundamental
levels into one field, such as protein aggregation, we could potentially treat related systems at the
same level of detail.
In this thesis, I study the complexity of the protein self-assembly processes as an example of
general polymerization problems, and I will demonstrate ways to treat these processes using models
from statistical mechanics and kinetics. I have found, among all branches of physics, that statistical
mechanics is very suitable for the study of biological problems. We cannot avoid simplification of
2the protein aggregation processes, due to their multi-level complexity. However, we can use these
simplified models to provide an understanding related to protein folding, the nucleation and growth
processes of the aggregates, and the formation of amyloid fibrils. Attacking the complicated processes
involved, we develop a general strategy to deal with complex systems with multi-level structures in
both equilibrium and non-equilibrium contexts.
3CHAPTER 1
INTRODUCTION
The self-aggregation of peptides and proteins is often the cause of neurodegenerative diseases, such
as Alzheimer’s disease, Parkinson’s disease, prion-related disease, and Huntington’s disease13–18.
Autopsies on the brains of people who had suffered from Alzheimer’s disease, for example, reveal
extracellular plaques containing highly ordered, fibril aggregates. These fibril aggregates are referred
to as amyloids, and the proteins involved are referred to as amyloid proteins. There are at least 18
proteins and peptides that are associated with amyloid deposits in vivo16. Table 1 lists several of
these proteins and the diseases they cause. Understanding the aggregation processes and mecha-
nisms, and their relations to these diseases, is currently the topic of serious research in fields ranging
from physics to medicine. From both the experimental and theoretical points of view, protein ag-
gregation and self-assembly into amyloid fibrils is a challenging process to investigate. It involves
many orders of magnitude of length scales, from nm to µm to mm, and many orders of magnitude
of time scales, from microscopic time scale to minutes, hours, up to years3,13,14.
The protein aggregation mechanisms and pathways of various neurodegenerative diseases seem
to share strong similarities, as experiments have revealed that the fibrils formed by different proteins
and mechanisms all appear to have cross-β-sheet structures, illustrated in Fig. 1.1 for a segment from
the yeast prion Sup35, and in Fig. 1.2 for the Aβ(1-40) protein. That is, the axis of fibril growth is
perpendicular to the length of β-strands3,13,14. Thus by examining the aggregation mechanisms of
one disease, such as Alzheimer’s disease (AD), we may gain knowledge of the aggregation mechanisms
of several diseases. Understanding these mechanisms will also shed light on the underlying folding of
individual amyloid proteins, as they transition from monomer to a structured β-sheet or β-hairpin
4Figure 1.1: In both (a) and (b), the illustrated cross-β structure is the sequence segment
GNNQQNY from the prion Sup35. Carbon atoms are purple or grey/white, oxygen atoms are
red, and nitrogen atoms are blue. In (a), cross-β structure is illustrated. Grey arrows represent
the back-bone of a β-strand, and the side-chains are shown projecting from the strands. Purple
arrows represent the strands residing in the back of the structure. The regions between the
strands are referred to as the dry interfaces, whereas just outside of strands are wet interfaces.
The fibril axis is indicated by an arrow running through the dry regions between the strands.
(b) Side view of the fibril. The H-bonds are formed between red carboxyl groups and blue amide
groups from adjacent layers. In (c), a top view of the fibrils shows the interdigitation of two
β-sheets, referred to as the steric zipper. Within the steric zipper, water molecules are absent
(a red plus sign indicates water). Both images are reprinted from Nelson et al. (2005)1,2.
when in the fiber.
It was first thought that β-amyloid fibers lead to the formation of plaque outside of neuronal cells,
and these fibers were thought to be the main cause of AD. However, later experiments indicated that
an increasing number of soluble oligomers, formed before the formation of protofibrils and fibrils,
are the most neurotoxic species19–23. The plaque itself may even have certain protective functions.
Furthermore, self-aggregation of Aβ peptide and other peptides and proteins could take place via
a nucleation process21–23. So far, there is no consensus on the sizes of the critical nuclei or their
structures. Classical nucleation theory predicts that the critical nucleus is the highest energy state
and therefore the nucleus should exist only in extremely low concentrations, while monomers and
fibrils should be detectable during the aggregation time course. However, oligomers have been shown
to exist during the early time course of aggregation when fibrils are not present24–26. One thing is
for sure: the mechanisms to fibrils are incredibly complex, as illustrated in the next few paragraphs,
Chapter 1: Introduction
54.8Å 
Figure 1.2: (a) Cartoon illustration of an Aβ(1-40) protofilament. Left: Looking down the
axis of the fibril (z-axis). Right: A sideview of the protofibril illustrating the twisted, helical
pattern. Proteins are spaced at ≈ 5 Å, and the chiral twist of 0.833 degrees/Åwas arbitrarily
chosen for illustrative purposes. Image reprinted from Petkova et al. (2006)3.
Table 1.1: A list of several prominent neuro-degenerative diseases associated with amyloid
deposits. Many other non-neuropathic diseases are also associated with the aggregation of
proteins. For a more comprehensive list refer to Ref.14
Disease Protein / peptide
Alzheimer’s disease Amyloid β peptide (intrinsically disordered?)
Parkinson’s disease / Lewy bodies α-synuclein (natively unfolded)
Huntington’s disease Huntington with polyQ (mainly unfolded)
Pick’s disease, Alzheimer’s Tau (natively unfolded)
Mad Cow disease (Spongiform en-
cephalopathies)
Prion protein (residues 1-120 unfolded, residues 121-
230 α-helix)
Amyotrophic lateral sclerosis Superoxide dismutase (β-sheet)
Type II diabetes IAPP or amylin (unfolded)
Oculopharyngeal muscular dystrophy PABP2 (not sure)
using β-amyloid peptide (Aβ) as an example.
Aβ is a peptide generated in the body through the action of the enzymes β- and γ-secretases,
which cut Aβ from the transmembrane protein, APP (amyloid precursor protein). Additionally, Aβ
has a mass of about 4 kDa. Several isoforms of Aβ are generated, which differ in a few terminal
amino acid residues. We will focus mostly on Aβ(1-40), the most abundant, and Aβ(1-42), the most
neurotoxic isoform. We illustrate the sequence of Aβ(1-42) in Fig. 1.3(a). A monomeric Aβ peptide
does not have a stable native structure, but it can fluctuate among certain secondary structures. For
example, the circular dichroism (CD) and infrared spectra of the monomer show characteristics of
helix, turn, and sheet structures27. Other monomeric amyloidgenic proteins also exhibit a variety of
folds, including α-helix, β-sheet, and mixed structures28–30. Moreover, recent in vitro experiments
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6of various isoforms of Aβ suggest that a helix→sheet conformational transition plays an important
role during fibrillogenises31–33. We will explore how a single monomeric protein may transition from
a helix to a sheet conformation in Chapter 3.
Under proper conditions, such as higher concentration, Aβ monomers can aggregate into dimers,
trimers, tetramers, . . . , oligomers. These co-existing oligomers are in rapid kinetic equilibrium,
making it difficult to determine their structures or numbers. Oligomers of the same size may exist in
different conformations: some are partially ordered and some are disordered. As soluble oligomers
grow larger they can become richer in β-sheet structures, but overall they lack secondary structure.
They may resemble micelles, which have a spherical or cylindrical shape34. Aβ oligomers seem to
range in size, with a diameter ranging from 5-15 nm and molar mass ranging from 20-50 kDa up to
1 million Da35,36. Additionally, oligomers with ordered β-sheet or β-hairpin structures are believed
to form protofibrils at a higher rate than their disordered counterparts. Since protein aggregation is
thought to be a nucleation process, some of the ordered oligomers can be considered as paranuclei.
Once formed, paranuclei can lead to the formation of protofibrils in down-hill fashion. However, it is
not clear whether oligomers are on- or off-pathway, or represent some intermediate. The nucleation
pathway is illustrated in Fig. 1.3(b) and (c). Since Aβ oligomers may contain β-sheet structure,
they could be on-pathway34. However, the same cannot be said about other oligomers, such as those
comprised of prion proteins37. Additionally, Aβ(1-40) and Aβ(1-42) monomers may self-associate
to form off-pathway globular assemblies including amylospheroids38 and β-amyloid balls39 (formed
by Aβ(1-40) only). Both of these structures can grow to be quite large.
Protofibrils are heterogeneous, metastable, intermediate aggregates, already containing β-sheet
regions in the core40, but retaining some features that are similar to oligomers. The term “protofibril”
has varying definitions throughout the literature, where for Aβ the term could refer to structures
ranging from 4-11 nm in diameter, up to 200 nm in length, and possibly even longer41,42. Protofibrils
are considered to be on-pathway during fibrillogenisis, and they could grow larger via monomer
addition or merging with other oligomers or profibrils. As protofibrils grow longer, the β-sheet
region grows larger. Eventually, a stable and tight hydrogen bond network is formed in the core by
Chapter 1: Introduction
7Figure 1.3: (a) The amino-acid residue sequence of Aβ(1-42). At neutral pH, blue color repre-
sents a positively-charged side-chain, whereas red color indicates negatively-charged side-chain.
(b) Illustration of the assembly pathway of Aβ(1-42). Six monomers of Aβ(1-42) could join to
form a nucleus. If nucleus formation is very unlikely to occur, k−n  k+n . The rate constant
k+e  k−e indicates favorable addition of monomers to a growing aggregate. (c) Graphical rep-
resentation of the fibrillation pathway. Aβ(1-42) monomers are disordered, and could partially
fold and form an on-pathway nucleus with other monomers. If the kinetic reactions involving
nuclei are unlikely, k−2  k+2 . Once nuclei are present, they may readily self-assemble into
protofibrils and eventually fibrils, where k+3  k−3 and k+4  k−4 indicate that these types of
reactions are favorable. Monomers of Aβ(1-42) could also self-assemble to form off-pathways
structures, including amylospheroids and β-amyloid balls. Image reprinted from Ref.4.
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8the backbone H-bonds, and the hydrophobic interactions of side chains. These features are generally
associated with protofilaments and fibrils. Aβ protofilaments can range in diameter from 2.5 nm
up to about 6 nm43, and are 50-100 nm long44. Several protofilaments may then merge into larger
structures referred to as fibrils, which may exhibit a twisted, helical ribbon structure45 and contain
highly-ordered β-sheet regions. The fibrils may even be composed of several segments with distinct
morphologies and varying levels of ordered structure. Additionally, mature fibrils have a diameter
ranging from 7-12 nm, and may grow as long as 1 µm45. Typically, fibrils are linear, non-branching
structures. They contain very large amounts of β-structure, and are generally insoluble. Fibrils can
further assemble into bundles46, and may form plaques outside the neurons. The total assembly
process from monomers to fibrils for Aβ(1-42) is illustrated in Fig. 1.3(c).
Another complication is that the pathways to the formation of fibrils seem to be sequence-
dependent13. The Aβ(1-40) isoform solution is abundant in dimers, then trimers, tetramers,. . . in
decreasing order. However, the Aβ(1-42) isoform is more abundant in hexamers and pentamers than
in dimers and trimers13,47. These facts seem to be consistent with recent experiments9,40,48, which
indicate that the Aβ(1-40) dimer is particularly stable and contributes to protofibril formation. On
the other hand, circular hexamers seem to play a role in the protofibril formation of Aβ(1-42).
Adding to the complication is a recent set of experiments48 that have shown that oligomers of Aβ(1-
40) and Aβ(1-42) are dominated by antiparallel β-sheet structures, while their fibrils are mainly
characterized by parallel β-sheet structures. Thus major conformational changes may take place
somewhere between the oligomer and the fibril formations.
1.1 Statistical mechanical approaches to protein folding and aggregation
The discussion above, using Aβ and AD as an example, illustrates the complexity a peptide/protein
aggregation pathway. This is still not the full story, because we would have a cure for the disease
by now. For a complex, multi-level system like the Aβ pathway to fibrils, one may ask how to
treat such a theoretical system effectively. At this stage, we believe that a comprehensive theory,
encompassing all possible aspects of the peptide/protein aggregation processes, may not be the
most fruitful approach. Instead, we develop a model prescription based on a few mechanisms at
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9first. Then, we generalize simple models to include many pathways to fibrillization. Our approach
is based on statistical mechanics and formalism borrowed from condensed matter theory, which
can yield numerically exact or analytically approximate results. These results can be compared to
experiments. By following this procedure, we can develop a few simplified models and gain an overall
understanding of the entire process.
Since monomeric Aβ does not have native structure, but fibrils contain primarily β-structure,
conformational transitions at the secondary level must be occurring along the aggregation pathways.
It is important to consider the secondary intra-protein interactions at first, and focus on a few
dominant folded structures (e.g. alpha-helix, β-sheet, and random coil) and the transitions between
them. Simple statistical mechanical models49 have been used since the late 1950s to characterize
the helix-coil transition seen in many proteins. The main experimental predictions of the 2-state
model, such as the lengths of extended helical structure and the location of helix-coil transition
temperatures, have consistently agreed with experiments50. The difficulties in constructing models
for β-sheet structure lie primarily in the interactions between residues that are long-range in sequence
but are close in physical space, and in the rich variety of structures associated with sheets, turns,
and loops.
Using a more general statistical mechanical model than previous helix-coil models, we will show
how to include long-range interactions of simple sheet structures as well as a helix-coil-sheet de-
scription of amino acids51. We will go from a simple 2-state model to a more general, “long-range”
3-state model. Using the formalism outlined in Ref.51, we can develop a q-state model, where q is
an integer, for more complex systems. But even these simple models for individual proteins require
large amounts of computer power, and only a limited number of sheet structures can be studied.
When refocusing attention from individual protein folding to aggregation, further simplifications are
necessary.
When we describe simple aggregation processes, a model that captures all of the interactions
between amino acids from many chains is desirable. However, this level of description introduces
a broad level of complexity due to the diversity of inter-protein interactions. As a first step in de-
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scribing the aggregation processes, specifying instead only the average state of the protein can help
simplify model complexities. The average states, like in the single protein models, could be helix,
sheet, or coil. A specific aggregation pathway is often explicitly considered in the canonical ensemble
(see Refs.52 and53), but a more general treatment using the grand canonical ensemble can handle
many different pathways, such as those taken by Aβ from monomer to fibril54. This is reasonable,
since many pathways are possible, and it is not clear (experimentally) which pathways specifically
lead to disease-related amyloid fibrils.
1.2 Chapter Overviews
Since folding and aggregation are enormously complex phenomena, model simplifications must be
made, depending on the level of details desired. Still, coarse-graining needs to be done in ways that
experiments can verify model predictions. Additionally, many of the processes of protein aggregation
are occurring in a dynamic, non-equilibrium setting, where thermodynamic quantities are not well
defined. The problems involving protein aggregation need to be more thoroughly understood based
on the equilibrium and non-equilibrium investigations. The goals of this thesis are to develop and
extend simple models for equilibrium and non-equilibrium studies of protein folding and aggrega-
tion that are computationally tractable, and also flexible enough to provide insight into the overall
processes governing protein structural changes and protein aggregation.
Below, we give brief introductions to the topics covered in each chapter. In Chapter 2, we
introduce previous models for folding and aggregation, and review the mathematics that will be
necessary for constructing more advanced models.
Protein folding models
In Chapter 3, we consider the important role that helix-sheet transitions play in protein aggregation.
We introduce a simple model to study secondary structural transitions of helix-coil-sheet systems,
using a Potts model that starts with an effective Hamiltonian. This energy function depends on four
Chapter 1: Introduction 1.2 Chapter Overviews
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parameters that approximately describe entropic and enthalpic contributions to the stability of a
polypeptide in helical and sheet conformations. The sheet structures involve long-range interactions
between residues that are far in sequence, but are in contact in real space. Such contacts are included
in the Hamiltonian. By using standard statistical mechanical techniques, the partition function is
solved exactly by using transfer matrices. Based on this model, we study thermodynamic properties
of polypeptides, including phase transitions between helix, sheet, and coil structures.
Canonical aggregation model
In Chapter 4, we introduce a simple quasi-one-dimensional model for protein aggregation in thermal
equilibrium using “Zimm-Bragg"-like partition functions, but for monomers, oligomers, protofibrils,
and fibrils. We study the oligomer concentrations, from dimers up to dodecahedrons. As discussed
earlier, recent experimental studies have suggested that the Aβ(1-42) peptide may have a hexamer
para-nucleus, potentially a toxic oligomer, which eventually matures into a full fibril. The peptide
Aβ(1-40) is thought to aggregate into fibrils from a different pathway from that of Aβ(1-42). Using
a modified Ising-like model on an m × N lattice, where m is finite, we study the aggregation of Aβ(1-
42) peptides beginning with a hexamer para-nucleus and a dodecahedron structure. For comparison,
we study the Aβ(1-40) peptide with dimers and tetramers as the building oligomers. Explicitly, we
find a transfer matrix for oligomer, protofibril and fibrillar concentrations, in terms of Zimm-Bragg-
like initiation and propagation parameters for each concentration. The partition function is found
exactly by using transfer matrices, and thermodynamic properties can thus be obtained.
Grand-canonical protein aggregation model
In Chapter 5, we develop a theory of aggregation using statistical mechanical methods. An example
of a complicated aggregation system with several levels of structures is peptide/protein self-assembly.
The problem of protein aggregation is important for the understanding and treatment of neurode-
generative diseases and also for the development of bio-macromolecules as new materials. We write
the effective Hamiltonian in terms of interaction energies between protein monomers, protein and
solvent, as well as between protein filaments. The aggregate phase describes proteins that have
joined aggregates, and is in equilibrium with the solution phase. The grand partition function
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can be expressed in terms of a Zimm-Bragg-like transfer matrix, which is calculated exactly, and
and through which all thermodynamic properties can be obtained. We start with two-state and
three-state descriptions of protein monomers, using Potts models that can be generalized to include
q-states. Additionally, since the model is based on a Potts description, the exactly solvable feature
remains. We focus on n × N lattice systems, corresponding to the ordered structures observed in
some real fibrils. We have obtained results on nucleation processes and phase diagrams, in which a
protein property such as the sheet content of aggregates is expressed as a function of the number
of proteins on the lattice and inter-protein or interfacial interaction energies. We have applied our
methods to Aβ(1-40) and Curli fibrils and obtained results in good agreement with experiments.
Non-Equilibrium kinetics approach to protein aggregation
Finally, in Chapter 6, we propose a kinetic model for the self-aggregation by amyloid proteins. By
extending several well-known models for protein aggregation, we write the time evolution of aggregate
concentrations containing r proteins, denoted cr(t), in terms of Smoluchowski kinetics. With this
approach we take into account all possible aggregation and fragmentation reactions involving clusters
of any size. For example, two aggregates of sizes x and y could merge to form a larger aggregate
of size x+y. Correspondingly, an aggregate of size x+y could break-up into two smaller constituent
aggregates of sizes x and y, respectively. The rates of each aggregation or fragmentation reaction,
called kernels, are specified in terms of the aggregate size, and we solve cr(t) for large cluster sizes
using advanced numerical techniques. We show that by using Smoluchowski kinetics many pathways
to fibrillation are possible and quantities, such as the aggregate length distribution at an arbitrary
time, can be calculated. More importantly, the model shows good agreement with experimental
results.
Chapter 1: Introduction 1.2 Chapter Overviews
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CHAPTER 2
STATISTICAL MECHANICS AND
KINETICS
In this chapter, we introduce simple models for protein folding and aggregation, including the Zimm-
Bragg and Lifson-Roig models for helix-coil transitions. In the Chapter 3, we extend some of the
approaches introduced here, by developing effective Hamiltonians for sheet-coil systems, and helix-
sheet-coil systems, where a transfer matrix can be used to solve for the partition function exactly.
With such a model, various properties of proteins could be predicted in equilibrium settings, such
as the heat capacity and other quantities. In Chapters 4, 5 and 6, we focus on protein aggregation,
starting with a simple quasi-grand canonical model for aggregation in Chapter 4, followed by a grand-
canonical model for aggregation in Chapter 5, and finally a non-equilibrium model is introduced in
Chapter 6, where we study the kinetics of protein aggregation processes. We begin by reviewing
some basic properties of amino acids and proteins, as well as reviewing the transfer matrix for the
nearest-neighbor Ising model, and the long-range Potts model.
2.1 Modeling helix and sheet structures
A protein is an unbranched, biological molecule consisting of amino acid residues and peptide groups,
where the specific sequence of residues is determined by the nucleotide sequence of genes. Proteins
are special biomolecules because of the large variety of functional roles they have in living organisms.
In this thesis, we are primarily interested in amyloid proteins that can cause severe diseases, such as
Alzheimer’s disease. The amino acids comprising proteins could be any of the naturally occurring
20, and therefore one protein differs from another when their residue sequences are anything but
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identical. Thus, there are a large number of possible proteins. For example, there could be N20
distinct proteins that contain N residues. The number of amino acid residues in proteins can range
from 10s to 1000s– the amyloid protein Aβ(1-40) contains 40 residues, whereas the protein titin
contains more than 30,000 residues. The residues making up proteins are linked together by the
peptide bonds between the amino and carboxyl groups from neighboring residues, as illustrated in
Fig. 2.1. Thus, the protein can also be viewed as a chain of peptide groups linking the amino acids
together. Fig. 2.1, also illustrates the main dihedral angles (φ, ψ) between different bonds55. The
angles φ and ψ are in sequence order on either side of the α-carbon (denoted Cα in Fig. 2.1): φ is
the dihedral angle around the N −Cα bond, whereas and ψ is the dihedral angle around the Cα−C
bond. A third dihedral angle, ω, is nearly 180 degrees for most peptides. This angle produces a
trans, planar peptide with the neighboring Cα atoms, and the N, H, C, and O atoms between them,
all lying in one plane.
Helix-coil and sheet-coil theories can be described by the bond-lengths, bond angles, and dihedral
angles. The (φ, ψ) for helix and sheet residue conformations can be represented by the (φ-ψ)-plane
as seen in Figure 2.3, which is referred to as the Ramachandran plot. The (φ, ψ) angles found
within a region on the Ramachandran plot define local structure within the proteins that is referred
to as secondary structure. For example, when a protein is completely folded into a single α-helix,
all of the residues making up the chain have their (φ, ψ) values located in the helix region in the
Ramachandran plot. While helix and sheet are the predominant secondary structures, others may
exist as well. Figure 2.2 presents simple representations of an α-helix and an anti-parallel β-sheet.
2.1.1 Helices
Helix-type behavior is described by the carbonyl (CO) of a residue labeled i that is hydrogen-bonded
to the NH of residue labeled i+4. Figure 2.2 illustrates a helix/coil chain. With helices, 4 consecutive
peptide units, or 3 consecutive residues, are spatially fixed. If a peptide group is H-bonded on the
NH terminus, we associate this to the residue immediately to its right. If the peptide group is
H-bonded on its CO terminus, this is associated with the residue immediately flanking it to the left
(see Figure 2.4). The (φ,ψ) angles associated with these three residues, or four peptide units, are
Chapter 2: Statistical Mechanics and Kinetics 2.1 Modeling helix and sheet structures
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Figure 2.1: Residues are described rotational angles (φi,ψi) and are marked by the light blue
box. The corresponding peptide units are marked by the light yellow box. The green ares (NH
and CO) are areas of overlap between peptide group and residue descriptions.
locked in the helix conformation via a free energy change ∆Gs, which is the energy decrease of the
helix conformation when compared with the coil state. Associated with this free energy is the weight
s, which is the decrease in statistical weight by virtue of locking into the helix conformation, but
is enhanced by the Boltzmann factor from the H-bond energy1. Historically, weights are associated
with the peptide groups instead of the residues immediately to their right. However, it makes
more sense to refer to the residue being locked in a helix or coil state because the ith Cα atom
is immediately flanked by the ith (φ, ψ) pair, whereas peptide units use the pair (φi, ψi−1). Thus,
if a residue is in a particular conformation, the peptide group immediately to its left picks up the
weight. The bottom table in Figure 2.4 illustrates residue coding. The other simple models in this
section follow these simple rules. The same weight identification goes for the coil conformation,
where residues are said to be in a “c" state, and the weight is assigned to the peptide group partner
of the residue. Coil conformations are those residues not in the helical conformation. These states
are arbitrarily assigned the statistical weight 1.
The first hydrogen bond formation in a helical segment is considered unique and has a free energy
1“Enhanced" refers to the decrease in enthalpy via the H-bond causing ∆G = ∆H−T∆S to become more negative
than if the peptide group was only in the helix conformation.
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Figure 2.2: An α-helix chain (a) and a 2-strand anti-parallel β-sheet (b) otherwise referred to
as a β-hairpin5.
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Figure 2.3: The phase space (φ,ψ), or Ramachandran plot, of various protein secondary
structures6,7. Image reprinted from Ref. [7].
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Figure 2.4: Peptide units receive the coding and weight, but residues are usually referred to
as being either “helix" or “coil". Once a residue is locked into a conformation, the peptide unit
immediately to it’s left picks up the weight.
change ∆G=∆Gnuc+∆Gs, where ∆Gnuc = −kBT ln(σ) is the energy associated with fixing the first
three residues without a compensating H-bond (see Figure 2.4). Associated with this free energy is
the weight σs, which instigates a large decrease in statistical weight due to the host residue locking
into the helix state, and also the three residues between the H bond (from i to i+4) locking into the
helix state. Since both residues involve the same Boltzmann factor, σ is taken to be less than unity.
The residue is said to be in an “h" state to distinguish it from other residues in the helix states that
follow.
Both cases pick up the weight s, which represents the contribution to the partition function of
the helix conformation relative to the coil conformation. The total free energy for a helix with nh
H-bonds is written as
∆G = ∆Gnuc + nh∆Gs (2.1)
where nh is the number of residues conformed in the helix state. This prescription for associating
weights with various residue conformations is called the Zimm Bragg (ZB) model.
2.1.2 Sheets
Unlike helices, sheets present new complexities. The hydrogen bonding must be short range over
space, about 2.7-3.1 angstroms, but can be long-ranged in chain position, where both the NH and CO
of a residue are H-bonded with the CO and the NH of another residue located at some chain distance
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L units away2. These two residues have their (φ,ψ) angles locked in the sheet conformation, which
is referred to as a sheet state. Residues between i1 and i1+L could be in either helix, coil, or sheet
states, which can form a large number of structures including loops (all coil states in between), helix
segments, and possibly other sheet structures. An important special case illustrated in Figure 2.2 is
a chain where all residues between i1 and i1+L are locked into the sheet state. This is a 2-stranded
anti-parallel beta-sheet, also referred to as the beta-hairpin, where the chain will turn back on itself
to form the sheet structure.
2.1.3 Partition Function for Peptide Chains
Partition functions are used widely in statistical physics for systems in thermal contact with their
environment, which has some temperature T . The case where the number of particles and the
volume of the system are fixed is the canonical approach, and often times is used to describe certain
classical and quantum systems. A system is a collection of units (particles, residues, etc.) that are
associated with weights depending on their energies. The weights are written e−βEi(σ) where Ei(σ)
is the energy of the microstate of the ith particle, σ is a variable that has access to a certain number
of microstates, and β = 1/kBT . The partition function sums over all states of particles making up
the system, and we have
Z =
∑
σ
e−βE(σ) (2.2)
where E(σ) is total energy of the system. In classical statistical mechanics, the energy is a function
of position and momentum and every unit has access to a continuum of possible energy states. The
partition function for a system of N particles specified by the coordinates (xi, pi), where the xi− pi
plane is the phase space of the particle i, is written as
Z =
1
N !
∫
exp [−βH(x1, . . . , xN ; p1, . . . , pN )] d3x1 · · · d3xNd3p1 · · · d3pN (2.3)
Since all particles are assumed to be identical, to prevent over-counting the number of microstates
that correspond to the same macrostate, the integral is divided by N !.
2Actually, this H-bond pattern is referred to as an anti-parallel sheet. A second structure, the parallel sheet, is
discussed in Section 2.2
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For real proteins in thermal equilibrium at a temperature T , a system is composed of N residues
making up a polypeptide chain. Each residue is associated with a weight discussed in the previous
sections. The phase-space of residues can be described by the Ramachandran plot (Figure 2.3).
The partition function sums over all allowed conformations of each of the N residues making up a
chain. For most cases of interest in this paper, the canonical partition function is utilized since the
number of residues making up the chain is fixed, the polypeptide chain itself preserves volume, and
the number of available conformations is discrete.
Partition Function for Helix-Coil Systems
Using the rules outlined for assigning weights, a direct combinatorial approach to solving the parti-
tion function has been employed for helix systems, and the result is somewhat cumbersome56. For
short chains, some approximations can be made to simplify the mathematical expression for Z 57.
The “zipper model" is the most direct evaluation of Z, which assumes a single helix in the chain,
thereby simplifying the calculation. For a more general chain with N H-bonds, the residues can take
on either the h or c conformation in any combination, and the partition function can be written
ZN =
N−4∑
k=1
min(k,N−k−4)∑
j=1
Ωj,kσ
jsk (2.4)
= 1 + Zhelix (2.5)
where N − 4 is the maximum number of α-helical H-bonds. Ωj,k is the total number of ways to
have k helical H-bonds in j distinct α-helical segments58. The notation min(k,N − k − 4) means
the minimum of the two numbers in question59 where the arguments are the number of residues in
the helix conformation, and the number of residues in the coil conformation, respectively.3 In the
second expression of the partition function, the first term is the weight of the coil, and Zhelix is the
partition function for just helical segments.
3The reason for always taking the minimum of the two numbers is as follows: If there are more helix than coil
residues, fixing the total number of helical segments j equal to the number of coil residues, N − 4 − k, ensures that
there is always at least one coil between segments; therefore, this is the largest value j may take. If there are more
coil than helix residues, the maximum allowed j must equal the number of residues in the helix state since we are
assured that there is at least one coil residue between helical segments. If the number of helix and coil residues are
equal, the maximum value of j is equal to both the number of helix and coil residues separately because in this case,
there is always one coil residue next to one helix residue. The notation min reflects this argument.
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Average Properties
In the helix-coil model, the average fraction of residues in a chain of length N that are locked in the
helix conformation is referred to as the helicity, θ. It can be written
θ =
1
N − 4
N∑
n=1
n p(n) (2.6)
=
〈n〉
N − 4 (2.7)
=
1
N − 4
∂ ln Z
∂ ln s
(2.8)
where p(n) is the probability that n residues in the chain are in the helix conformation and N − 4
is the maximum number of helical residues for the α-helix. The helicity is akin to measuring
the magnetization of spin systems when an external magnetic field is supplied. For the α-helix,
the average number of helical segments, v, and the average helical length, L are also found using
equation 2.4,
v =
∂ ln Z
∂ ln σ
(2.9)
L = (N − 4)θ
v
=
s
σ
∂ ln Z/∂s
∂ ln Q/∂σ
(2.10)
where s was the helix propagation parameter. Similar averages are calculated for the sheet-coil and
helix-sheet-coil systems. In general for a chain of length N , the average number of residues having
the property xj is given by
〈nj〉 = 1
NH
∂ ln Z
∂ ln xj
(2.11)
where j could refer to helix, coil, sheet, etc., and NH is maximum number of H-bonds for the
particular conformation.
2.1.4 Transfer Matrices
In their 1941 paper, Kramers and Wannier introduced the transfer matrix when studying the two-
dimensional Ising model, but were unsuccessful in deriving a solution60. In 1944, Onsager capitalized
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on their invention and solved the 2D Ising model exactly4 61. A transfer matrix is a device that can
be used when a system of N units can be decomposed into a subsystem of nearest neighbor, or
next nearest neighbor, etc., interactions between all units. This amounts to factoring the partition
function for some given energy function E(σ) of a system of N units,
ZN =
∑
σ
e−βH(σ) (2.12)
= 〈f |TN | i 〉 (2.13)
where the vectors 〈f | and | i 〉 represent the first and last states of the system. For quantum systems,
the transfer matrix is seen to commute with the Hamiltonian,
[H,T ] = 0 (2.14)
which means the eigenstates of T are the same as those for H. A simple example is provided by the
nearest neighbor Ising model which has the following Hamiltonian for N spins:
E(σ) = −J
N∑
j=1
σjσj+1 −H
N∑
j=1
σj (2.15)
where σ can take on values {1,−1} corresponding to the spin states {↑, ↓}. The partition function,
with periodic boundary conditions can be written as
ZN =
∑
σ
e−βE(σ) (2.16)
=
∑
σ
exp
K N∑
j=1
σjσj+1 + h
N∑
j=1
σj
 (2.17)
=
∑
σ
T (σ1, σ2)T (σ2, σ3) · · ·T (σN−1, σN )T (σN , σ1) (2.18)
4Exactly solvable models have an explicit expression for the partition function, and thus complete knowledge of
the free energy, magnetization, etc., without using any approximations.
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where K = J/kbT , h = H/kbT , and the transfer matrix written as
T (σ, σ′) = exp
[
Kσσ′ +
1
2
h(σ + σ′)
]
(2.19)
The summations over indices 2, . . . , N in the partition function are seen as matrix multiplication,
and summation over index 1 as that of taking a trace62. The partition function reduces to
ZN = tr(T
N ) (2.20)
where tr refers to the Trace operation. The dimension of the transfer matrix is related to the number
units that are correlated. For n consecutive correlated units, the dimension of T is qn× qn, where q
is the number of states available to all units on the chain. For spin- 12 particles, the Ising model has
n = 1 and q = 2.
Transfer Matrix for Helix-Coil Systems
Zimm and Bragg had these ideas in mind when they first wrote the transfer matrix for helices.
For the α-helix, three consecutive residues are required to be locked in the helix conformation for a
helical segment to form, and a residue can be in either the helix or coil state, thus the transfer matrix
has dimension 23 × 23 = 8 × 8. However, this construction is rarely used because an approximate
2× 2 transfer matrix provides a faithful description of helix-coil transitions under a large variety of
circumstances57. This is the case where two, not four, peptide units are correlated and one residue
is locked in helix state. From the top code of Figure 2.4, one can compare the nearest neighbor
states and write the following relation:
Ti =
h c
h s 1
c σs 1
(2.21)
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The column (h, c) is the (i−1)th state, and the row (h, c) the ith state. Note the previous codings h
and H have been reduced to just h. This is because the transfer matrix takes into account the first
residue with an NH bond (2nd row, 1st column) which is ...ch... and we know when to associate σs
instead of s for a helical residue.
It should be clear at this point that Zimm and Bragg did not start with an explicit Hamiltonian
and proceed to factor e−βH with a transfer matrix, as was shown for the Ising model. Instead, they
wrote down the 2 × 2 transfer matrix based on simple observations involving the nucleation and
propagation of helices. It is not clear if the eigenstates of T for helices are the energetic states since
the theory did not start with a Hamiltonian. Nevertheless, the partition function can be further
simplified by performing a similarity transformation, T = UΛU−1 where U is a unitary matrix
composed of the eigenvectors of T . Observe that TN = UΛNU−1 so
ZN = 〈f |UΛNU−1| i 〉 (2.22)
Diagonalizing equation 2.21, the eigenvalues are seen to be
λ0,1 =
(1 + s)±√(1− s)2 + 4σs
2
(2.23)
The boundary conditions 〈f | = (1, 0) and | i 〉 = (1, 1) represent a coil residue on one end of the
protein, and either a coil or helix residue at the other end, respectively. The partition function for
helices can be written as
ZN =
(
1 0
) 1− λ1 1− λ0
1 1

 λN0 0
0 λN1
 1λ0 − λ1
 1 λ0 − 1
−1 1− λ1

 1
1
 (2.24)
Since λ0 is the larger of the two eigenvalues, equation 2.24 takes on the form
lnZN
N
= lnλ0 +
1
N
ln
(
1 +
(
λ1
λ0
)N)
(2.25)
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Figure 2.5: On the left, the helical parameter θ vs. propagation parameter s. On the right,
the average length for helical segments. The chain length varies from N = 10 − 100 in both
figures. The nucleation parameter σ = 0.001, and is a typical value for real proteins. For larger
N values, the phase transition is seen to occur at s = 1. For real proteins alanine, s ≈ 2;
glycine, s ≈ 0.2; and proline, s ≈ 0.01− 0.001.
For long chains, the second term goes to zero because |λ1λ0 | < 1, and we are left with62
lnZN ≈ N lnλ0 (2.26)
The helicity and the average length of α-helical segments for long chains are now easily computed:
θ =
1
2
+
s− 1
2
√
(s− 1)2 + 4σs (2.27)
L = 1 +
2s
1− s+√(1− s)2 + 4σs (2.28)
A somewhat more complicated expression is also obtainable for chains of any length N for both θ and
L. Figure 2.5 illustrates the helical parameter θ, and L for various chain lengths. If equation 2.19
is diagonalized and the same procedure is carried out for large chains of spin- 12 particles, the Ising
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model and Zimm-Bragg model are equivalent if:
σ = e
− 4JkbT (2.29)
s = e
2H
kbT (2.30)
and the magnetization is related to the helicity by:
〈m〉 = 2θ − 1 (2.31)
2.1.5 The Lifson-Roig Model
The Lifson-Roig (LR) model was the first protein model to associate potential energy functions to
specific residue conformations that relate 3 consecutive residues in the helical conformation. It follows
the classical statistical mechanics approach in setting up the partition function, and is essentially
the same model as ZB. In their original paper, Lifson and Riog assigned Boltzmann weights, defined
over (φ, ψ) phase-space, to chains of residues (see Figure 2.3). The free energy V1(φi, ψi) is the
potential of average torque on the residue, and is a function of angles (φi, ψi). The LR model also
restricts residues to be in helix or coil conformations. The statistical weights of a residue i in a coil
or helix are given as
u′i =
∫
coil
e−βV1(φi,ψi)dφidψi (2.32)
v′i =
∫
helical
e−βV1(φi,ψi)dφidψi (2.33)
When residues i and i+ 4 are H-bonded, the three interior residues are restricted to the helix state,
which leads to cooperativity. The statistical weight is given by
w′i =
∫
helical
e−β(V1(φi,ψi)+V3(φi−1,ψi−1;φi,ψi;φi+1,ψi+1))dφidψi (2.34)
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where the term V3(φi−1, ψi−1;φi, ψi;φi+1, ψi+1) is a function of three consecutive pairs of (φ,ψ)
angles. To obtain the correct partition function, we consider a chain of n residues labeled as either
in a helix (h) or coil (c) state:
hhhhhccchhchccc
The contribution of this state to the partition function is the following product of weights:
vwwwvuuuvvuvuuu
We can sum over all possible helix and coil states by introducing a variable ρ which takes on values
h or c; ∫ 2pi
φi=0
∫ 2pi
ψi=0
=
∑
ρi=h,c
∫
ρi
dφidψi (2.35)
The partition function for a chain can be written as
Z =
∑
ρ1=h,c
· · ·
∑
ρn=h,c
∫
ρ1
· · ·
∫
ρn
e−βV1(φi,ψi)
n−1∏
i=2
e−β(V1(φi,ψi)+V3(φi−1,ψi−1;φi,ψi;φi+1,ψi+1))(2.36)
× e−βVn(φi,ψi)dφ1dψ1 · · · dφndψn (2.37)
By introducing a transfer matrix W , rewritten as
Z =
∑
ρ1=h,c
· · ·
∑
ρn=h,c
uρ1wρ1ρ2ρ3 · · ·wρn−2ρn−1ρnuρn (2.38)
where the values of wρi−1ρiρi+1 are represented by the following 3x3 tableaux:
Wi =
ρi+1 h c h ∪ c
ρi−1 ρi h h c
h h w v 0
h c 0 0 u
c h ∪ c v v u
(2.39)
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where the notation ∪ means “or". The partition function is reduced to multiplying the transfer
matrix n times:
Z = 〈f |Wn| i 〉 (2.40)
Further simplifications are possible when considering end effects. The functions V (φ, ψ) are not
known explicitly, and in going from the integral to the matrix expression of the partition function,
the integrals are never actually evaluated.
The weights from the ZB theory can be related to those from the LR theory by observing
Figure 2.4. If we temporarily set the coil weight to z, the statistical weight of the entire chain
using the LR weighting scheme is u′2v′2w′3z2. Using the ZB scheme, the chain has weight z6σs′3.
Equating the two results, we have
z6σs′3 = u′2v′2w′3z2 (2.41)
Then, dividing by z9 recovers the ZB weighting:
σs3 =
(
u′
z
)2(
v′
z
)2(
w′
z
)3
(2.42)
Thus, the two theories are related by
s↔ w
′
u′ + v′
=
w
1 + v
(2.43)
σ ↔
(
u′
z
)2(
v′
z
)2
=
v2
(1 + v)4
(2.44)
where the LR weights u′, v′, and w′ were normalized to 1, v, and w for practical purposes57.
2.2 Long-Range approaches to sheet structures
We saw that the major distinction between α and β protein structures was the range of interaction
of the H bonds along the chain between residues. These bonding patterns were possible because a
residue could be locked into one of a few dominant states, namely helix, sheet, coil, and sometimes
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turn. For α-helices, H-bonding occurred between residues i and i+4, whereas for the sheet structures,
the pattern was said to be more complex.
To date, several simple models for sheet-coil63–65 and helix-sheet-coil66 transitions have been
proposed, however, none take into account the explicit chain ordering that produces the sheets.
Instead, these models start construct the partition functions according to the Zimm-Bragg prescrip-
tion of assigning weights to residues and working out the corresponding combinatorial rules between
them. From this, in the sheet-coil case, Mattice and Scheragal63,64 derived a transfer matrix. Hong
and Lei66 did not present a transfer matrix for either the sheet-coil case, or the helix-sheet-coil case,
but were able to get a partition function based purely on combinatorics. Hong also has formulated
a more sophisticated accounting of the rules between between sheet and coil weights65. This led
him to deduce an 11× 11 transfer matrix, but the methods used in deriving T are practically what
Zimm and Bragg worked out in the 1950s.
In this thesis we take an entirely different approach to modeling sheets. Instead of trying the
Zimm-Bragg approach like others have done, we apply Ising-like and Potts Hamiltonian models.
Our approach is primarily motivated by two features of protein folding: the chain-length between
H-bonds, and the number of states available to a residue. In addition, Hamiltonian models are
desirable since the transfer matrix T commutes with H, and unlike all the models discussed, H is
explicitly known. Knowledge of the Hamiltonian is necessary if one hopes to solve the system by
diagonalizing T , and hence H.
2.2.1 H-bond Patterns for Sheets
The Ising model works for interactions between units labeled si and si+k where k is some integer
(not infinity). A transfer matrix can be systematically written out for any k. This model is a
short-range model for k = 1 and long(er)-range when k > 1. In addition, any residue si can
interact with any si+k, as opposed to the behavior of the β-hairpin, where we have a fixed bonding
pattern: s1 → s1+L, s2→s1+L−1, ... , s(L+1)/2→s(L+1)/2+1. The bonding terminates when we get
down to a nearest neighbor case in chain position, the turn. For multi-stranded sheets, the pattern
may continue with H-bonds between s1+L→s1+L+L′ where L and L′ are not necessarily equal.
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Figure 2.6: A comparison of the H-bond structure between parallel and anti-parallel sheets.
The anti-parallel sheets are much more common, perhaps due to the linear nature of the H-
bonds between strands7. A turn allows the chain index i to count monotonically from strand
to strand. Parallel sheets, on the other hand, may not even have the same index where two
chains could be interacting via the parallel strand.
Furthermore, another structure, the parallel sheet, is even more complex. Figure 2.6 illustrates the
parallel and anti-parallel sheet. In short, a non-uniform, long-range model might better handle the
complex pattern exhibited by sheets.
2.2.2 Multi-State Models for Proteins
The second feature desired in a Hamiltonian model is the ability to handle more than two states. The
Ising model is a special case of a more general model called the Potts model, named after Renfrey
Potts who discovered it in 1952. The power of the Potts model is two fold: firstly, it can account for
q distinct spin states of a particle, where the q = 2 case is the Ising model, {↑, ↓}. This is desirable
because in studying the various conformations of proteins, clearly more than two states are involved
in the helix-sheet-coil case. Secondly, the Potts model has a rich mathematical structure that has
been studied extensively. I’ll consider the multi-state Potts model first, and then modify the model
to include long-range interactions and attempt to model H-bond patterns for certain sheets.
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2.2.3 Potts Models
The Ising model was originally seen as an interacting spin system where the spins could be parallel
or anti-parallel67. The next obvious generalization would be to consider spins confined in the plane
and pointing in q equally spaced directions separated by an angle
θn =
2pin
q
(2.45)
where n = 0, 1, . . . , q − 1. The Hamiltonian can be written
H = −
∑
(i,j)
J (Θij) (2.46)
where the indices run 1 to N . J(Θ) is a 2pi periodic function and Θij = Θni − Θnj is the angle
between two spins at sites i and j 67. There are many expressions of the Potts model, but the one in
which we are most interested is referred to as the standard Potts model, and is given by the following
Hamiltonian for N spins:
H = −
N∑
(i,j)
Jδ(ni, nj) (2.47)
Here, δ(ni, nj) = 1 if ni = nj and to 0 if ni 6= nj , where ni ranges from 0, . . . , q − 1. The model is
ferromagnetic when J > 0 and anti-ferromagnetic when J < 0. The q = 2 case recovers the Ising
model up to an additive constant.
A simple example is given by the spin-1 particles. The partition function for nearest neighbor
interactions is given by
Z =
∑
σi=1,2,3
e
− HkBT (2.48)
=
∑
σi=1,2,3
eK
∑N
k=1 δσk,σk+1 (2.49)
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where K = J/kBT . The integrand e−H/kBT is factored by the transfer matrix
Tσ,σ′ = e
Kδσ,σ′ =

eK 1 1
1 eK 1
1 1 eK
 (2.50)
In the limit N →∞, the partition function becomes
Z = −N lnλ0 (2.51)
where λ0 is the largest eigenvalue of the transfer matrix; thus
Z = −N ln(2 + eK) (2.52)
2.2.4 Long-Range Ising and Potts Models
The Potts model can be modified to include all interactions between a particle with allowed spin
states in = {0, 1, . . . , q − 1} and another some chain distance L away5. There are many different
ways these interactions can be related. The mean field case is when all interaction strengths for
different distances are the same. A simple model is one where the interactions decay with increasing
chain length, which has the following Hamiltonian for a chain of N particles:
H = K
N∑
n=1
δ(in, in+1) +K
N∑
n=1
δ(in, in+2)
21+σ
+K
N∑
n=1
δ(in, in+3)
31+σ
+ · · · (2.53)
=
L∑
l=1
N∑
n=1
Klδ(in, in+l) (2.54)
where Kl=K/l1+σ, K = J0/kbT where J0 is the interaction strength between spins, and σ > 0.
Figure 2.7 illustrates a very useful picture of the L = 3 case.
5More precisely, a chain distance |i− j| ≤ L for particles at sites i and j along a chain.
Chapter 2: Statistical Mechanics and Kinetics 2.2 Long-Range approaches to sheet structures
33
i3
i2
i1
i6
i5
i4
i9
i8
i7
Figure 2.7: L=3 case. The red dots mark the locations of particles along the chain which
can take on any of q different states from {0, 1, . . . , q − 1}. The dotted blue lines represent
K1, the nearest neighbor interactions. The dashed green lines, K2, are next nearest-neighbor
interactions, and the solid red lines, K3, are the L =3 interactions.
i3
i2
i1
j3
j2
j1
Figure 2.8: Graphical illustration of the transfer matrix for the L=3 case.
The Long-Range Transfer Matrix
The partition function can be written by observing that Figure 2.7 provides a graphical representa-
tion of ZN , where
ZN =
q−1∑
i1=0
q−1∑
i2=0
· · ·
q−1∑
iN=0
eH (2.55)
The method to get the transfer matrices for long range Potts systems is relatively simple. In the
mid 1980s, Glumac and Uzelac grouped the spins into columns of height L, thereby transforming a
long range problem into a short range one relating nearest neighbor columns68–70. Each column in
Figure 2.7 represents a vector that can take on one of qL possible states. For the L = 3 case there
are 8 possible states. The transfer matrix has dimension qL × qL and the L = 3 case is illustrated
in Figure 2.8.
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Defining
y1 = e
K1 , y2 = e
K2 , y3 = e
K3 (2.56)
and with the help of Figure 2.8, the transfer matrix can be analytically written

i3 j3
i2 T j2
i1 j1
 = y
δ(i3,j1)+δ(j1,j2)+δ(j2,j3)
1 y
δ(i2,j1)+δ(i3,j2)+δ(j1,j3)
2 y
δ(i1,j1)+δ(i1,j2)+δ(i3,j3)
3 (2.57)
For the case q = 2, we have an 8× 8 transfer matrix
T =

y31y
3
2y
3
3 y
2
1y
2
2y
2
3 y1y
2
2y
3
3 y
2
1y2y3 y1y2y
2
3 y
2
2y3 y1y3 y
2
1y2
y21y
2
2y
2
3 y1y2y
3
3 y
3
2y3 y1y
2
2y
2
3 y
2
1y3 y1y2y
2
3 y
2
1y2 y
3
1y
2
2y3
y31y
2
2y
2
3 y
2
1y2y3 y1y2y
3
3 y
2
1y
2
3 y1y
2
2y3 y
3
2 y1y2y
2
3 y
2
1y
2
2y3
y21y2y3 y1y
3
3 y
2
2y
2
3 y1y2y
3
3 y
2
1y2 y1y
2
2y3 y
2
1y
2
2y3 y
3
1y
3
2y
2
3
y31y
3
2y
2
3 y
2
1y
2
2y3 y1y
2
2y3 y
2
1y2 y1y2y
3
3 y
2
2y
2
3 y1y
2
3 y
2
1y2y3
y21y
2
2y3 y1y2y
2
3 y
3
2 y1y
2
2y3 y
2
1y
2
2 y1y2y
3
3 y
2
1y2y3 y
3
1y
2
2y
2
3
y31y
2
2y3 y
2
1y2 y1y2y
2
3 y
2
1y3 y1y
2
2y
2
3 y
3
2y3 y1y2y
3
3 y
2
1y
2
2y
2
3
y21y2 y1y3 y
2
2y3 y1y2y
2
3 y
2
1y2y3 y1y
2
2y
3
3 y
2
1y
2
2y
2
3 y
3
1y
3
2y
3
3

(2.58)
The matrix has typical Ising symmetry, Ti,j = TqL+1−i,qL+1−j . Referencing Figure 2.8 once
again, the analytical expression for general q and L can be written
〈 i |T |j 〉 = exp
{
L∑
l=1
Kl
[
l∑
k=1
δ(iL−l+k, jk) +
L−l∑
k=1
δ(jk, jk+l)
]}
(2.59)
The partition function is factored by the transfer matrix, and for periodic boundary conditions can
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be written
Z =
q−1∑
i1=0
q−1∑
i2=0
· · ·
q−1∑
iN=0

i3 i6
i2 T i5
i1 i4


i6 i9
i5 T i8
i4 i7
 · · ·

iN i3
iN−1 T i2
iN−2 i1
(2.60)
= Tr TN/3 = Tr TN/L (2.61)
=
qL∑
m=1
λN/Lm (2.62)
where λm are the eigenvalues of T . The fact that these transfer matrices can grow quite large
can complicate calculation of their eigenvalue spectrums. Fortunately, Ising and Potts models often
exhibit symmetries that are useful for diagonalizing, or quasi-diagonalizing, the LR transfer matrices.
2.2.5 Quasi-diagonalization of long-range transfer matrices
Decomposing LR interactions
First consider several spins that can interact with each other over some maximum range L. For
simplicity let L = 3 and consider any spins i1, i2, and i3 along the 1D lattice. Introducing a new
spin, j1, directly to the right of i3 along the 1D lattice, let us consider how to view the interactions
j1 sees due to the three spins mentioned. This scenario is illustrated in Fig. ( a). Consider the
initial state 
i3
i2
i1
∣∣∣∣∣∣∣∣∣∣∣∣
(2.63)
and, after adding the new spin j1, the final state can be written as
∣∣∣∣∣∣∣∣∣∣∣∣
i3
i2
j1
 . (2.64)
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According to Fig. 2.9(a), the matrix T1 can be written as
〈i|T1|f〉 = δ(i2, j2)δ(i3, j3)yδ(i3,j1)1 yδ(i2,j1)2 yδ(i1,j1)3 (2.65)
We can successively add more spins: j2 to the right of j1, j3 to the right of j2, and so on, and carry
out the same procedure for finding T1 to find T2 and T3 in our L = 3 example. These latter cases
are illustrated in Fig. (2.9b) and Fig. (2.9c). The expressions for the matrix elements of T2 and T3
are
〈i|T2|f〉 = δ(i1, j1)δ(i3, j3)yδ(j1,j2)1 yδ(i3,j2)2 yδ(i2,j2)3 (2.66)
〈i|T3|f〉 = δ(i1, j1)δ(i2, j2)yδ(j2,j3)1 yδ(j1,j3)2 yδ(i3,j3)3 (2.67)
and the following relation holds,
T = T1T2T3 (2.68)
=
L∏
n=1
Tn (2.69)
where in general, any decomposed matrix Tn can be written as
〈i|Tn|f〉 =
L∏
l=1
l 6=n
δ(il, jl) exp
{
L∑
k=n
Kkδ(iL+n−k, jn) +
n−1∑
k=1
Kkδ(jn−k, jn)
}
(2.70)
Next, each decomposed matrix Tn can be simplified even further where each Tn is written as a
product of sub-matrices, where each sub-matrix represents one type of interaction. In our L = 3
example, there are three distinct types of interactions, i.e., K1, K2, and K3, so that write T1 can be
written as
T1 = T1(K1) ∗ T1(K2) ∗ T1(K3) (2.71)
where we have illustrated graphically the decomposition for T1 in Fig. (2.10). The same procedure
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i3 j3
j2
j1
i3
i2
i1
j1
i3
i2
j2
j1
Figure 2.9: Illustration of the matrices T1 (a), T2 (b), and T3 (c). In all cases, K1 are the
nearest-neighbor interactions (dotted, blue lines), K2 are the next-nearest interactions (dashed,
green lines), and K3 are the longest-range interactions (solid, red lines).
i3
i2
i1
j1 i1
j1
i2
j1
i3
j1
Figure 2.10: Illustration of the decomposition of matrix T1 into composite interaction matrices.
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can be applied to T2 and T3, and in general, for any Tn.
The final step in simplifying the transfer matrix T is to consider the intra-column translation
operator U that has the following permutation property
U
∣∣∣∣∣∣∣∣∣∣∣∣
i3
i2
i1
 =
∣∣∣∣∣∣∣∣∣∣∣∣
i2
i1
i3
 . (2.72)
The matrix U can be written explicitly as
〈i|U |f〉 =

i3
i2
i1
∣∣∣∣∣∣∣∣∣∣∣∣
j2
j1
j3
 = δ(i1, j3)δ(i2, j1)δ(i3, j2). (2.73)
From its definition, U obeys the following identities
UL = 1, UT = UL−1 = U−1 (2.74)
where UT means the transpose of U , and U−1 is the inverse matrix. U now readily relates to Tn
through the following relation,
UTTn+1U = Tn (2.75)
which allows us to write each Tn (for example, T1 and T2) in terms of one of the other Tn’s (T3) as
follows
T1 = U
2T2U (2.76)
= U2U2T3UU (2.77)
= UT3U
2. (2.78)
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The same procedure can be used to write T2 in terms of T3 as
T2 = U
2T3U (2.79)
Finally, the matrix T can be written in terms of just T3 as
T = T1T2T3 (2.80)
= UT3U
2U2T3UT3 (2.81)
= UT3UT3UT3 (2.82)
≡
∼
T 3 =
∼
TL (2.83)
where in the last line T˜ = UTL. The matrix T˜ can be written explicitly as
〈i|T˜ |j〉 =
L−1∏
n=1
δ(jn, in+1) exp
{
L∑
m=1
KL+1−mδ(im, jL)
}
. (2.84)
The original transfer matrix T would have qL × qL = 729 non-zero matrix elements, where q = 3,
whereas the reduced matrix T˜ now has q×qL = 81 total non-zero matrix elements. As L grows very
large, the matrix T˜ becomes even more sparse. We will study sheet-structures using a long-range
approach like the above example for T , and the reduction of the transfer matrix T to the sparse
matrix T˜ will greatly facilitate numerical computation of the eigenvalue spectrum of the transfer
matrix, and hence the Hamiltonian.
In addition, he partition function can be written in terms eigenvalues of the reduced transfer
matrix T˜ . For a 1D lattice containing N Potts spins, we have for periodic boundary conditions the
following expression for the partition function in terms of T˜ ,
ZN = Tr T
N/L = Tr
(
T˜L
)N/L
= Tr T˜N (2.85)
=
qL∑
n=1
λNn (2.86)
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where the λn’s are the eigenvalues of the matrix T˜ .
Potts symmetry
Finally, we consider a symmetry of the Potts-type interactions involving Kronecker delta terms. The
operator K translates the Potts states for general q and L as
K
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
iL
iL−1
...
i2
i1

=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
iL + 1
iL−1 + 1
...
i2 + 1
i1 + 1

mod(q)
(2.87)
and the Potts Kronecker Delta for any two spins is therefore invariant with respect to K
Kδ(ix, iy) = δ(ix + 1, iy + 1)mod(q) = δ(ix, iy). (2.88)
One can easily see that the matrix K commutes with the Hamiltonian, and transfer matrices T and
T˜ ,
[K,H] = 0 (2.89)[
K, T˜
]
= 0. (2.90)
Owing to the fact that K and T˜ share a common basis, T˜ for any q in quasi-diagonal form in the K
basis can be written as
T˜ =

T(0)
T(1)
. . .
T(q−1)

(2.91)
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where the sub-matrix T(0) contains the largest eigenvalue of the whole transfer matrix T , and the
remaining (q − 1) sub matrices all contain an identical next-largest eigenvalue. In the infinite limit,
only the largest eigenvalue is needed to compute the partition function, thus one only needs to
diagonalize the sub-matrix T(0)
2.3 Chemical Potentials
2.3.1 Solution Phase
A good approximation to the assembly process of proteins is to assume the transition from monomers
to aggregates is described by an ideal gas to a solid phase transition, respectively. This is a reason-
able assumption because protein aggregation likely involves only local interactions in space between
proteins, where long-range interactions are much weaker than the short-range interactions. Fur-
thermore, the average interactions between proteins and surrounding solvent is approximately the
same for all monomeric proteins in the solution, which has the effect of recalibrating the zero-point
energy71. The chemical potential, then, is a useful quantity for the coarse-grained studies of protein
folding and aggregation because it represents an average free energy from contributions including
translational and rotational motion, to name a few. Following Ferrone71, in solution the chemical
potential for monomeric proteins can be written as
µsoln = µST + µSR +RT ln c (2.92)
where ‘S’ stands for solution, µST and µSR are the chemical potential contribution due to trans-
lational and rotational motion of monomers in solution, respectively, while c is the experimental
concentration. In this thesis, we often compare with experimental monomer concentrations in units
of µ M. When proteins join aggregates, individual proteins loose their the translational and rota-
tional freedom, and the terms µST and µSR reflect this change in the free-energy. To write down
expressions for µST and µSR, we first calculate the partition functions for translational and rotational
motion of protein monomers in solution. In the ideal gas approximation, the partition function, Q,
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for N monomers can be written as
Q =
1
N !
ZN (2.93)
where we have
Z = ZSTZSR, (2.94)
the contributions ZST and ZSR are the partition functions due to translational and rotational free-
dom, respectively. These contributions can be written as71–73
ZST = V
(
2pimkBT
h2
)3/2
(2.95)
ZSR =
√
pi
(
8pi2IkBT
h2
)3/2
(2.96)
where V is the volume of the system, m is the mass of the protein, kB is Boltzmann’s constant, and
h is Planck’s constant. The moment of inertia I is approximated by using a sphere of constant mass
density as
I = 2
5
mr2 (2.97)
where r is the radius of the spherical monomer. Finally, the chemical potential contributions per
monomer, µ = µST + µSR, can be derived from the partition function Q by simply differentiating
with respect to the total protein number N as
µ = −RT
(
∂ lnQ
∂N
)
(2.98)
= = −RT ln Z
N
(2.99)
where each contribution µST and µSR 72,73 can be written as
µST = −RT
{
ln
(
2pimkBT
h2
)3/2
+ 1− ln N0
V0
}
(2.100)
µSR = −RT ln
{
pi1/2
(
8pi2IkBT
h2
)3/2}
(2.101)
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where R is the gas constant, I is the moment of inertia, and the added terms in Eq. (2.100) represents
a reference state and coordinates with the unit of c. For example, a 1 mM reference state yields
N0/V0 = 6.023×1020 molecules per liter. As an example, we consider the Aβ(1−40) protein, where
µST + µSR ≈ −29 kcal/mol is the free energy of a 1 mM solution.
2.3.2 Aggregate Phase
For the aggregate phase, we assume a simple crystalline approximation71 so that the chemical
potential of the aggregate can be written as
µagg = µPC + µPV (2.102)
where ‘P’ stands for polymers of proteins. µPC and µPV represent the free energy contributions
arising from the contact and interface interactions between proteins in aggregates, and the vibra-
tional motional freedom that proteins in aggregates possess, respectively. In Ch. 5 we will explicitly
compute µPC once a Hamiltonian for describing the contact interactions between proteins in ag-
gregates is defined. The contribution µPV can be experimentally measured, for later use we apply
the simple approximation µPV ≈ 0.75(µST + µSR), which is the approximate value measured for
hemoglobin71. Finally, we may therefore write the equilibrium condition between a solution phase
and an aggregate phase of protein as
µagg = µsoln. (2.103)
2.4 Kinetics Equations
2.4.1 Law of mass action
In Chapter 6, we study the kinetics of amyloid formation. A simple example is the kinetic reaction
involves two types of species X and Y producing a third type of species, Z, which can be described
by
xX + yY
k+

k−
zZ (2.104)
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where x, y, and z are the number of molecules in each species involved reaction. According to the
law of mass action, the forward and backward rates are proportional to the concentration of the
species involved in the reactions, that is
rate of forward reaction = k+[X]x[Y ]y (2.105)
rate of backward reaction = k−[Z]z (2.106)
where the square bracket notation, [A], means the concentration of the species A, k+ and k− are
the forward and backward rate constants, respectively. At equilibrium, the forward reaction exactly
balances the backward reaction, and the equilibrium constant, K, for the reaction can be defined as
K =
k+
k−
=
[X]x[Y ]y
[Z]z
. (2.107)
2.4.2 Becker-Döring kinetics
Becker-Döring kinetics describes the evolution of clusters containing r molecules, Cr, where for each
reaction the cluster may gain or lose one molecule74. The reaction is described by
CN + C1
k+

k−
CN+1. (2.108)
where k+ and k− are the rate constants of the forward and backward reactions, respectively. The
mass flux Jr(t)is defined as the net rate of clusters of size r growing to size r + 1 at a time t as
Jr(t) = k+cr(t)c1(t)− k−cr+1(t) (2.109)
so that the mass-action equations governing the evolution of the clusters concentrations of size r,
cr, can be written as
dcr(t)
dt
= Jr−1(t)− Jr(t) (2.110)
where the RHS of Eq. (2.110) describes every possible way to construct the cluster of size r.
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2.4.3 Smoluchowski kinetics
By generalizing the Becker-Döring reactions, we can account for all possible ways of forming a cluster
containing r molecules. Any two clusters containing r and s number of molecules, respectively, could
join to form a larger cluster of size r+ s at a rate denoted ar,s, or a cluster of size r+ s could break
into two pieces of sizes r and s, respectively, at a rate constant br+s. The expression for these types
of reactions is given by
Cr + Cs
ar,s

br+s
Cr+s (2.111)
and referred to as generalized Smoluchowski kinetics74. The growth and breakage rates, ar,s and br+s
respectively, are referred to as kernels, and they are symmetric, that is ar,s = as,r and br+s = bs+r.
The mass flux from cluster distributions cr(t) and cs(t) going to cr+s(t) is
Wr,s(t) = ar,scr(t)cs(t)− br+scr+s(t) (2.112)
and the corresponding mass-action equations for the evolution of the cluster concentration containing
r molecules can be written as
dcr(t)
dt
=
1
2
r−1∑
s=1
Ws,r−s(t)−
∞∑
s=1
Wr,s(t) (2.113)
the factor of two arises because the first term in Eq. (2.113) counts every way to construct the cluster
of size r twice. Taken together, both terms in Eq. (2.113) describe all possible ways to construct the
aggregate of size r.
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CHAPTER 3
HELIX-COIL-SHEET TRANSITIONS IN
PROTEIN SYSTEMS
In late the 1950s and early 1960s, Zimm and Bragg (ZB) and Lifson-Roig (LR) studied helix-coil
transitions of simple models of homopolypeptides by employing rigorous statistical methods based on
partition functions and transfer matrices56. In the 1970s and 1980s, these models were extended to
include copolymers and medium-ranged interactions, and were used to characterize the experimental
results of all amino acids and many proteins50. Because of the close coupling between the theoretical
and experimental studies, ZB, LR, and related models have stimulated much interest in helix-coil
transitions49, which is still an active field of research up to the present time75,76. For reviews, see
Ref.50.
However, conformation changes of polypeptides involving sheet structures, such as helix-sheet
transitions, are not as well characterized as for helix-coil transitions. In the late 1970s, using a multi-
state model, Tanaka and Scheraga77 considered extended and chain-reversal states in addition to
helix-coil transitions. In Ref.78, medium-range interactions were taken into account to study helices,
extended structures, and coils. More recently, Mattice and Scheraga79, Sun and Doig80, Hong and
Lei66, and others have included sheet structures in statistical models for homo-polypeptides. The
difficulties in constructing models for sheets lie primarily in the interactions between residues that
are long-range in sequence but are close in physical space, and in the rich variety of structures
associated with sheets, turns, and loops, thus a large number of parameters required for their
description. In this article, we introduce a simple statistical mechanical model for helix-coil-sheet
transitions of homo-polypeptides, starting with an effective Hamiltonian. Instead of an Ising-like
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model, the treatment is built on a multi-state Potts model, which is capable of explicitly describing
some of the long-range interactions exhibited by sheet structures. The objective is that this simple
model extends the helix-coil treatments to protein systems with three or more secondary structures.
3.1 Hamiltonian for Proteins
An important step in a statistical mechanical approach like ZB, LR, Ising and Potts models is to
construct the partition function for the system, based on which all thermodynamic properties are
obtainable. As in ZB and LR models, partition functions factorize in terms of transfer matrices.
However, ZB or LR theories start with a combinatorial partition function without defining an effec-
tive Hamiltonian. More generally, if an energy function H(i) is defined, where i = (i1, . . . , in) and
in is the micro-state of the nth residue which could occupy one of q possible states (conformations)
labeled as {1, 2, . . . , q}, the partition function for a system of N residues with periodic boundary
conditions reduces to
ZN =
q∑
i1=1
q∑
i2=1
· · ·
q∑
iN=1
e−βH(i) = Tr
(
TN
)
(3.1)
where β = (kBT )−1, kB is Boltzmann’s constant, and Tr is the matrix trace operation. The
dimension of a transfer matrix in a one-dimensional (1D) Ising model is 2×2 and for a q-state Potts
model67, the dimension of a transfer matrix is q × q. For Potts models with long-range interactions
of range L along a 1D chain, as Glumac and Uzelac68 showed in their formulation, the dimension of
a transfer matrix becomes qL × qL. Eq. (1) may be further simplified by diagonalizing the transfer
matrix T .
More recently, Hamiltonians of polypeptide chains have been described using a variety of Ising-like
models 75,81–83 and Potts models84,85, and also using an ab initio model76. In particular, the WSME
model81–83 uses two terms to construct an effective Hamiltonian and partition function: (1) the free
energy term associated with the entropic cost of forming a pair of native residue conformations
with restricted dihedral angles and (2) an enthalpic term associated with solvent-mediated contact
energies between residues. Thus, residues may be either native or denatured, but not specific enough
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to distinguish sheets from helices. Our approach to polypeptides is based on a Potts model, where
residues could assume many conformations including sheet, helix, coil, and turn. Before discussing
the full helix-coil-sheet system, let us consider the simpler case of helix-coil transitions where an
effective (q = 2) Potts Hamiltonian (free energy in reality) can be written for a protein consisting
of N residues as
−βHhc = h1
N∑
n=1
δ(1, in) + βJ1
N−1∑
n=k+1
k−1∏
j=0
δ(1, in−j) (3.2)
where we assign in = 1 to a residue in helix conformation and in = 2 to a residue in coil conformation.
The subscript ‘hc’ in −βHhc means ‘helix-coil’ and ‘1’ in h1 and J1 refers to helix. The meanings
of these parameters are similar to those described in the WSME model, where h1 < 0 refers to an
entropic cost from converting a coil to a helical residue, and J1 > 0 refers to a contact energy between
residues. In the present article, contact energies Ji are free-energies associated with solvent-mediated
interactions, including hydrogen bonds, van der Waals, polar interactions, etc. The Kronecker delta
δ(1, in) yields one if the nth residue is helical, and zero otherwise. In the second term of Eq. (3.2),
the range k determines the range of interaction. In α-helices, where k equals 3, residues at positions
n−3, n−2, and n−1 are all helical when an H-bond forms between the (n−4)th and nth residues.
Additionally, the (n − 4)th and nth residues are not required to have the same conformation; in
fact they could be in any conformation. When k = 2, the effective Hamiltonian becomes −βHhc =
h1
∑N
n=1 δ(1, in) + βJ1
∑N
n=2 δ(1, in)δ(in−1, in). The second term in Eq. (3.2) is also similar to the
Hamiltonian of the GMPC model, which is a microscopic theory for helix-coil transitions based on
a q-state Potts model84,86.
To write down an effective Hamiltonian suitable for β-sheets, we need to include in it interactions
up to length L along the polypeptide chain. Such a Hamiltonian can be constructed by adapting
the long-range spin model of Glumac and Uzelac68. For a chain of N spins, their Hamiltonian can
be written as
−βH =
L∑
l=1
N∑
n=1
βKlδ(in, in+l) (3.3)
where Kl is distance-dependent. Fig. 3.1(a) illustrates a graphical representation of the L = 3 case
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Figure 3.1: (a) Graphical representation of the partition function for the case L=3. The black
dots mark the locations of particles along the chain. The dotted (blue) lines, K1, are nearest
neighbor interactions. The dashed (green) lines, K2, are next nearest-neighbor interactions.
Solid (red) lines, K3, are the L=3 interactions. b) Graphical representation of the transfer
matrix T .
and facilitates the construction of transfer matrices for long-range Potts systems. For Potts systems
on a 1D lattice, Glumac and Uzelac grouped the spins along a chain into columns of height L, the
longest interaction length, transforming a long-range problem of spin interactions into a short range
one relating nearest-neighbor columns of height L68,87, illustrated in Fig. 3.1(b). Each column of
spins represents a vector that can take on one of qL possible states. The transfer matrix thus has
dimension qL × qL. The various lines in Fig. 3.1 represent interactions K1,K2, . . . ,KL in Eq. (3.3),
and contribute to the partition function when the arguments in the Kronecker delta’s are equal.
Two modifications are made to apply the Glumac-Uzelac method of constructing transfer matrices
to a protein system. Fig. 2(a) illustrates a segment of an anti-parallel β-sheet, where interactions
can occur between residues which are remote in relative chain position, but are nearby in space.
This is what is meant by ‘long-range’ in protein systems. Thus, the long-range nature of a protein
system comes from labeling the residues according to the sequence order and does not come from
the spatial distance between two residues. Even with the difference in the definition of long-range-
ness, the Glumac-Uzelac method can be used in solving the protein problem. The strengths of
interactions between each residue-residue pair are similar and not dependent on the relative chain
position l. This is a main difference between our Hamiltonian (see Eq. (5) below) and Eq. (3.3). For
simplicity, in this chapter we shall consider all contacts between β-strands are of the same strength.
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Figure 3.2: (a) A segment of an L = 11 anti-parallel β-sheet chain. The sequence position of
a residue is labeled and H-bonds are referenced by the dashed (red) lines. b) A simple pattern
illustrating repeating L = 3 and nearest-neighbor contact interactions, denoted by dashed (red)
lines. The solid (black) lines represent peptide bonds. In (c), a diagram representing the
partition function for the structure in (b). The first column in (c) are residues i1, i2, i3, the
second column are residues i4, i5, i6, etc. Contacts are represented by dashed lines. The color
of residues comprising the columns alternate in color from white to black, which corresponds to
the residue pattern in (b). Repeated multiplication of matrices U and V generates the partition
function for the whole chain.
In making this modification, Eq. (3.3) is recast as −βH = βK∑Ll=1∑Nn=1 δ(in, in+l), which drops
the l-dependence of K, but maintains the long-range nature of the Kronecker interactions.
Secondly, according to Fig. 3.2(a), two hydrogen bonds form between residue-residue pairs, which
occur for every other residue along a strand terminating at the turn. On the other hand, the residues
along the β-strand that are not involved in hydrogen bonds with the opposite β-strand, could be
involved in hydrophobic interactions with the opposite strand. To simplify the model, we assume
that every residue-residue pair along neighboring strands forms contacts of the same strength, as
stated above. The following pattern then represents H-bonding or hydrophobic interactions between
two residues along neighboring strands, which we identify as contacts: i1 → i1+L, i2→i1+L−1, · · ·
, i(L+1)/2→i(L+1)/2+1. In the present work, the turn conformation is also counted as a sheet con-
formation, but, in principle, the model can be extended to include specifically turn conformations if
q > 3. The Kronecker delta’s given in Eq. (3.3) are then modified to represent the aforementioned
sheet-pattern. Additionally, for protein systems where the neighboring strands have the same in-
teraction length L, the number of strands M , and the total number of residues N are related by
N = MR, R =
L+ 1
2
(3.4)
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We can write the two-state effective Hamiltonian for a pattern such as the one in Fig. 3.2(a) extended
for any L, while taking into account the two modifications made to Eq. (3), as
−βHsc = h3
N∑
n=1
δ(3, in) (3.5)
+ βJ3
R∑
k=1
M−1∑
m=1
b(ik,m)δ
(
ik+R(m−1), i1−k+R(m+1)
)
,
where we denote in = 2 (coil), or 3 (sheet), b(ik,m) ≡ δ
(
3, i1−k+R(m+1)
)
and only allows J3 terms
to accumulate when the residues at position k+R(m−1) and 1−k+R(m+ 1) are locked in a sheet
conformation and are in contact. The term J3 > 0 now represents contacts between sheet residues,
h3 < 0 is the reduced entropic cost for coil to sheet conversions. The subscript ‘sc’ in −βHsc refers
to ’sheet-coil’ and subscript ‘3’ in h3 and J3 refers to sheet. Unlike in Eq. (3.2), we do not require
all residues between two residues in contact to be locked into the sheet state.
To see the general pattern described by the second term in Eq. (3.5), we start by considering the
simplest L = 3 case as shown in Fig. 3.2(b). In reality, the minimal structure in Fig. 3.2(b) may
not even be considered as a sheet structure, but nevertheless illustrates the general behavior that
the transfer matrix can be decomposed into a product of sub-transfer matrices. For L = 3 case, the
transfer matrix decomposes into a product of two matrices U and V , as illustrated by Fig. 3.2(b) and
(c). U and V are required to write out a general sequence of M strands and are explicitly written
with the help of Fig. 3.2(c) as
〈i |U | j〉 = xδ(i1,j1)+δ(i3,j3)+δ(j1,j2)
〈i |V | j〉 = xδ(i2,j2)+δ(i3,j1)+δ(j2,j3) (3.6)
where |i〉 and |j〉 are neighboring column vectors of length L, where, for example, in Fig. 2(c), they
can be 〈i| = 〈i1i2i3| and |j〉 = |i4i5i6〉, and x = exp{βJ3}. Each transfer matrix U and V has
dimension qL × qL.
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3.2 Transfer Matrix for Proteins
One can interpret the total chain as being decomposed into several independent chains, described by
the transfer matrices U and V , having only nearest neighbor interactions. This makes calculating
the partition function very easy: it is nothing more than a product of the partition functions of the
independent chains (e.g., a product of the transfer matrices). The total partition function for the
chain can therefore be written as:
ZN = 〈 i | (UV )N/2L |f 〉 (3.7)
and for periodic boundary conditions, can be simplified to
ZN =
q−1∑
i1=0
q−1∑
i2=0
· · ·
q−1∑
iN=0

i3 i6
i2 U i5
i1 i4


i6 i9
i5 V i8
i4 i7
 (3.8)
· · ·

iN−3 iN
iN−4 U iN−1
iN−5 iN−2


iN i3
iN−1 V i2
iN−2 i1
 (3.9)
= Tr (UV)
N
6 = Tr (UV)
N
2L (3.10)
=
qL∑
m=1
wN/Lm (3.11)
where w2m are the eigenvalues of UV . This methodology works for any finite L, where the total
number of transfer matrices needed to generate a periodic pattern for general L is found to be equal
to the total number of interactions over the distance L+ 1, which happens to equal the number R.
For example, for the L = 3 case illustrated in Fig. 2(c), there are two interactions, a nearest-neighbor
(for example, i2, i3, in Fig. 2(c)) and one over the longest range of interaction (for example, i1, i4,
in Fig. 2(c)) thus two matrices are sufficient.
For general L in the helix-sheet-coil Potts model, we may follow the decomposition procedure
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Figure 3.3: Illustration of the one-site transfer matrices (a) and the reduced sparse-transfer
matrices (b). In both cases, dashed red lines represent the interactions involved between residues
in β structures in Fig. 3.2. Solid green lines represent a nearest-neighbor interaction involved
with helices. There are R total number of matrices needed to capture the interactions involved
in sheets.
outlined in Ch. 2 to reduce the transfer matrices, U , V , W , etc., so that computation of the eigen-
values of very large matrices is tractable. The intra-column translation operator P , which plays an
identical role to the matrix U in Ch. 2 and can be written for any L as
〈i|P |f〉 = δ(i1, jL)δ(i2, j1)δ(i3, j2) . . . δ(iL, jL−1). (3.12)
Each transfer matrix can be written as a product of one-site matrices as
U =
L∏
m=1
Um (3.13)
and similar relations hold for V ,W , etc. There exist simple relations between these one-site matrices
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and the translation operator P , where we now have
(PT )RUn+RP
R = Un (3.14)
(PT )RVn+RP
R = Vn (3.15)
... (3.16)
(PT )RDn+RP
R = Tn (3.17)
and where UN+R = UR, VN+R = VR, etc., PL = 1, and PL−1 = PT = P−1. We can use these
relations to write each transfer matrix U , V , . . . D, in terms of one-site matrices UL, VL, . . . DL,
respectively. The one-site matrices are illustrated in Fig. 3.3a. As an example in carrying out these
calculations, consider L = 3 case. We can then write U as follows
U = U1U2U3 (3.18)
U2 = (P
T )2U1P
2 (3.19)
= (PT )2(PT )2U3P
2P 2 (3.20)
U1 = (P
T )2U3P
2 (3.21)
∴ U = (PT )2U3P 2(PT )2(PT )2U3P 2P 2U3 (3.22)
= (PT )2U3(P
T )2U3PU3 (3.23)
= (P 2)2U3(P
2)2U3PU3 (3.24)
= PU3PU3PU3 (3.25)
= (PUL)
L (3.26)
and a similar calculation shows that V = (PVL)L. This procedure can be easily generalized for any
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odd L, where we can write UL, VL . . . DL analytically as
〈 i |UL |j 〉 =
L−1∏
n=1
δ(in, jn) exp {KLδ(iL, jL)} (3.27)
〈j |VL |k 〉 =
L−1∏
n=1
δ(jn, kn) exp {KL−1δ(k2, kL)} (3.28)
...
〈α |DL |β 〉 =
L−1∏
n=1
δ(αn, βn) exp {K1δ(βL−1, βL)} (3.29)
so that after left-multiplying each of the site matrices by P and simplifying, the reduced sparse-forms
of the transfer matrices can be written analytically as
〈 i | U˜ |j 〉 =
L−1∏
n=1
δ(jn, in+1) exp {KLδ(i1, jL)} (3.30)
〈j | V˜ |k 〉 =
L−1∏
n=1
δ(kn, jn+1) exp {KL−1δ(j3, kL)} (3.31)
...
〈α | D˜ |β 〉 =
L−1∏
n=1
δ(βn, αn+1) exp {K1δ(αL, βL)} (3.32)
where U˜ = PUL, V˜ = PVL, etc., for the R number of matrices. The decomposed sparse transfer
matrices are illustrated in Fig. 3.3b. The partition function can then be written in terms of the
product of the reduced transfer matrices as
ZN = Tr {UVW . . .D}
N
RL (3.33)
= Tr
{
U˜LV˜ LW˜L . . . D˜L
} N
RL
(3.34)
= Tr
{(
U˜ V˜ W˜ . . . D˜
)L} NRL
(3.35)
=
qL∑
m=1
wN/Rm (3.36)
where wm are the eigenvalues of the matrix U˜ V˜ W˜ . . . D˜. In Eq. (3.35) we used the fact that the
trace operation is invariant under cyclic permutations.
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Figure 3.4: All calculated quantities using J1 = 2.85 kcal/mol, J3 = 2.45 kcal/mol, h1 = -4.91,
and h3 = -4.20. (a) Order parameters for the case L = 11 with M = 100. (b) Heat capacity
(kcal/mol/K) vs. T for various strand lengths L with M = 100. (c) The same plot as in (b)
with more details of the helix-sheet transition given. Black dots denote transition temperatures
which increase with range parameter L.
3.3 Helix-Sheet-Coil Transitions
For illustrating purposes, we explicitly consider a simple model of anti-parallel sheet-helix-coil sys-
tems, which starts with a three-state (q = 3) effective Hamiltonian with four parameters that can
describe transitions between sheet, helix, and coil structures. Helical conformations are assumed to
form contacts between nearest neighbors only, that is, the k = 1 case of Eq. (2). The total effective
Hamiltonian can be written as
−βHhcs = −βHhc − βHsc (3.37)
where now in = 1, 2, or 3, refers to helix, coil, and sheet, respectively, and the subscript ‘hcs’ in
−βHhcs refers to ‘helix-coil-sheet’. The partition function can be written in the form of Eq. (3.1),
when periodic boundary conditions are imposed, and calculated using transfer matrices, similar to
the L = 3 case as illustrated in Fig. 3.2(b) and (c).
In a temperature range of interest, the conformational free energies of each residue in either
helix, sheet, or coil, monotonically increase (or decrease) as the temperature varies76,88,89. The
parameters hi and Ji are chosen so that the helix state is the most stable conformation at the
lowest temperature in the interested temperature range. The coil dominates at high temperatures,
where contact energies become relatively weak compared to thermal fluctuations. The sheet is thus
an intermediary state90. For some proteins, the sheet is seen as the most stable conformation at
low temperature, where the helix conformation becomes an intermediary state91. Our model can
Chapter 3: Helix-Coil-Sheet Transitions in Protein Systems 3.3 Helix-Sheet-Coil Transitions
57
accommodate this case as well as a variety of others with proper choices of parameters.
For systems with fixed numbers of residues, the partition function facilitates calculation of nu-
merous thermodynamical quantities, such as the average energy, 〈E〉, the heat capacity, C, and the
order parameters, Θi, which are the average fractional content of ith state among q conformations at
a particular temperature. To calculate the partition function, we choose a multi-stranded β-barrel
system, which serves as an example of a protein system satisfying periodic boundary conditions.
Inserting Eq. (9) into Eq. (1) and differentiating, we have for such a system
C =
∂〈E〉
∂T
(3.38)
=
∂
∂T
(
kBT
2 ∂ lnZN
∂T
)
(3.39)
Θi =
∂ ln (ZN )
∂Ji
, (3.40)
respectively. In Fig. 3.4(a), the order parameters for helix, coil, and sheet are presented for the
case L = 11, M = 100, and in Fig. 3.4(b) and (c), we plot the temperature dependence of the heat
capacity for various L cases. The heat capacity curve show two peaks: the sharp, low-temperature
peak signifies the helix-sheet transition, and the broad, high-temperature peak signifies the sheet-coil
transition. These peak positions are approximately given by the crossing points of Θi, shown in Fig.
3(a), between the helix and sheet and between the sheet and coil curves.
3.4 Comparison To Experiment
To further test the predictions of the long-range Potts Hamiltonian model for proteins, we com-
pare Θi for a q = 2, L = 13 sheet-coil model to the CD spectra results for the designed peptide
RFSEVD[PG]KKFITSD[PG]KTYTEVD[PG]KKILQ, nick-named DPDPDP8. We illustrate its chain se-
quence in Fig. 3.5(a). The DPDPDP peptide, has 28 total residues, and its native state is a β-sheet
with four total β-strands. Because the peptide has a finite number of residues, we will consider
boundary conditions and re-write the partition function accordingly. In modeling the peptide, the
Hamiltonian must be written so that the 28 residues are distributed evenly amongst the four strands,
thus we approximate the DPDPDP peptide as having seven residues per strand. Generally, the par-
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tition function for a periodic lattice is given by Eq. (3.1). The boundary conditions can be expressed
by two vectors, 〈i| and |f〉, which take into account the finite-size effects from the residues on both
sides of the β-sheet structure in Fig. 3.5(a). At each boundary, the states of L number of residues
have to be determined, thus there are qL possible possible states. The expressions for 〈i| and |f〉
can be written as
|i〉 =

1
1
...
1

⊗
 1
1
 (3.41)
|f〉 =

1
1
...
1

⊗
 h3J3
1
 (3.42)
where |i〉 has length qL in general, and is composed by the direct-product of two column vectors.
The first vector in Eq. (3.41) has length L and the second vector represents the state of one residue.
|i〉 simply represents the state vector of the L residues closest to one of the boundaries. In our
example, any of these L residues could assume either a sheet or a coil conformation92. |f〉 also
has length qL, and represents the state vector of the L residues closest to the remaining boundary.
We also choose |f〉 to allow for either conformation, where h3 and J3 were defined earlier in this
chapter. The difference in vector elements is due to our convention in writing the interactions when
constructing the transfer matrix. Additionally, |i〉 = 〈i|T and |f〉 = 〈f |T , and vice-versa, where T
stands for the transpose operation.
The partition function that takes into account the end effects from both sides of the β-sheet
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Figure 3.5: (a) Schematic representation of the native-state DPDPDP peptide. Image used
with permission from Gai8. (b) Plot of the CD spectroscopy data for the DPDPDP peptide,
and the fit of the data using the function Θ for sheets, Eq. (3.40). We found for the fit
h3 = −5.55/mol and J3 = 3.63 kcal/mol.
structure in Fig. 3.5a can be written as
ZN = 〈i|
(
U˜ V˜ . . . D˜
)N/R
|f〉 (3.43)
= 〈i|UλN/RU−1|f〉 (3.44)
where we made use of the similarity transformation TN/R = UλN/RU−1, and U is formed by the
eigenvectors of U˜ V˜ . . . D˜, whereas λ is a matrix formed by the eigenvalues of U˜ V˜ . . . D˜ running down
the main diagonal, and all other elements are zero. The order parameter Θ for sheets is computed
by plugging Eq. (3.44) into Eq. (3.40). We then compare the predicted results for Θ with the CD
spectra results from the DPDPDP peptide in Fig. 3.5(b) and find good agreement between theory
and experiment.
In conclusion, we have shown that, for a simple pattern associated with anti-parallel β-sheet
structures, an effective Hamiltonian using a minimal number of parameters and its correspond-
ing partition function can be constructed to study its helix-coil-sheet transitions. The partition
function can be exactly computed by means of transfer matrices, which are used to calculate ther-
modynamical properties of the system, including the order parameters for helices and sheets and
the heat capacity, which show that increasing strand length, L, plays a stabilizing role in the protein.
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CHAPTER 4
PARTITION FUNCTIONS FOR
FIBRILS
One of the objectives of this chapter is to consider the complexity of the self-assembly process
of proteins, and devise a way to study these processes using statistical mechanics. Simplification
cannot be avoided due to the multi-level complexity of the self-assembly process. However, simplified
models can be compared with experimental data, and they can provide understanding of the growth
processes of aggregates and the formation of amyloid fibrils. Our objective is to consider the protein
aggregation process as an example of a polymerization process. While attacking such a complicated
process, we have developed at the same time a strategy in dealing with general multi-level complex
systems using statistical mechanics, which we extend to a more general treatment of fibrillization in
Chapter 5.
4.1 Statistical Mechanical Formulation of Aggregation
The statistical mechanical approach that we shall use is stimulated by the Zimm-Bragg model49,56,93
developed for the studies of helix-coil transitions in proteins. Although the problems of macro-
molecular self-assembly that we are dealing with are quite different from conformational changes in
proteins, the lesson that can learn from the model is fundamental. In some sense, the importance
of the Zimm-Bragg model (ZB) to macromolecules is like the Ising model to magnetic systems, and
to phase transitions and critical phenomena. In the Zimm-Bragg model, as in an Ising model, a
simple model catches some essential features of a problem, and is solved rigorously using statistical
mechanical methods. It is by taking a Zimm-Bragg-like approach we shall propose ways to study
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the complicated problems of protein self-assembly. This idea was first advanced by Oosawa and
Kasai94, Terzi et al.10, and more recently applied by van Gestel and de Leeuw52, Schmit et al.53,
and others86,95–100 to the study of macromolecular aggregation. These simple statistical mechanical
models may be used to predict the average lengths of protofibrils and fibrils, and the fraction of pro-
tein molecules that assume various conformational secondary structure, including sheet, coil, and
possibly helix. Our approach is primarily focused on computing partition functions for protofibrils
and fibrils using simple Hamiltonians. We begin by considering the fibrillization pathways, where
amyloid protein monomers can self-assemble into fibrils containing cross-β structure.
4.1.1 Ideal Mixtures Of Peptides Aggregates
In the limit of low protein mass density, total solvent properties of protein assemblies can be cal-
culated by employing a standard ideal gas approximation for k-mers, discussed below. The total
number of proteins, NT , in a solute, can be written
NT =
∑
k
knk (4.1)
where nk is the number of aggregates of size k and ‘T’ stands for total. Linear aggregation growth is
one of the simplest models for protein aggregation, and was first proposed by Oosawa to study the
self-assembly of actin filaments21,94. Fig. 4.1(a) illustrates linear assembly model of van Gestel et.
al.52,97,101, where an aggregate of sizeM number of proteins may grow longer by monomer addition.
The Ising-ZB model for protein aggregates describes the interactions between monomers along a
1D lattice. An isolated monomer is defined as a denatured protein, and the allowed conformational
state space of monomers includes coil, sheet, and even helix51,52,92,101. This toy model is suitable
for understanding how proteins form fibrils in 1D, however, the pathways leading to the formation of
fibrils for some amyloid proteins such as Aβ(1-40) and Aβ(1-42), seem to be sequence-dependent13.
Aβ(1-40) solution is abundant in dimer, then trimer, tetramer, . . . , in decreasing order. However,
Aβ(1-42) is more abundant in hexamer and pentamer than dimer and trimer. These facts seem
to be consistent with more recent experiments 9,48,102, which indicate that for Aβ(1-40) dimer is
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Paranucleus - M6
β-oligomer Protofibrils β-fibrils
Aβ42 wild type
Aβ40 wild type
M1 M2 M3 
β-fibrils
Linear model
(a)
(b)
(c)
M1 M2 M4 
M1 M2 M4 β-fibrils
(a)
(b)
(c)
Figure 4.1: (a) A linear model for aggregation whereM -mer’s grow one monomer at a time in
a one-dimensional fashion. (b) Suggested aggregation pathway for Aβ(1-42) wild-type proteins.
Monomers assemble until reaching a critical concentration, a hexamer example is illustrated.
Hexamers then aggregate into more complex structures such as protofibrils, and eventually full
fibrils. (c) Suggested aggregation pathway Aβ(1-40) wild-type proteins. Dimers aggregate into
protofibrils and eventually fibrils.
particularly stable and contributes to protofibril formation. On the other hand, circular hexamer
seems to be important for protofibril formation for Aβ(1-42)4.
A model for Aβ(1-40), Aβ(1-42) and α-synuclein protofibrils and fibrils can be written in terms
of fundamental units of k-mers, instead of monomers, as in the 1D model. That is, each time an
aggregate grows or shrinks in size, it can either add or lose k proteins. Thus, a kM -mer contains
kM number of proteins. For Aβ(1-40) fibrils, we assume the fundamental unit of assembly is
the dimer, and not monomer. Dimers could join with other dimers, or other sized aggregates to
form larger aggregates. The ‘critical nucleus’ is defined as the smallest allowed aggregate, which
contains nc number of proteins. Figs. 1.3 and 4.1(b) illustrate proposed pathways for Aβ(1-42)
fibrils, where hexamers may act as the fundamental unit of aggregation. Fig. 4.1(c) illustrates
the proposed aggregation pathway for Aβ(1-40). This procedure can be applied in general for a
system that grows by k monomers per aggregation step. This is very simplistic, and in reality the
structures could grow longer via many alternative aggregation pathways. We discuss these points
further in Chapters 5 and 6. Nevertheless, fibril growth mechanisms for protein aggregation can be
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approximated by writing Eq. 4.1 for a system of kM -mer aggregates as
NT =
∑
k
kMnkM . (4.2)
The total partition function for kM -mers can be written using the ideal gas approximation as
QT =
∏
k
QnkMkM
nkM !
(4.3)
where QkM is the canonical partition function for the kM -mer. The number distributions nk per
unit volume define the number densities ρk ≡ nk/V . The relative densities of oligomers, protofibrils,
and fibrils can be derived by considering the total free energy density ∆F , which may be written
compactly for a system containing NT number of proteins, as
∆F = −kBT lnQT
V
(4.4)
≈
∞∑
NT=1
ρT (NT ) [ln ρT (NT )− 1− lnQT (NT )] (4.5)
where in the second line Sterling’s approximation was used. We can minimize Eq. 4.4 with respect
to the total number density ρT and subject to constraint given in Eq. 4.1, i.e, conservation of mass,
∂
∂Nj
(
∆F − µNT
V
)
= 0 (4.6)
which yields for the number densities
ρT (NT ) = Q(NT ) exp(µNT ) (4.7)
where µ is the Lagrange multiplier, and is realized as the chemical potential of a protein, ρ(NT ) is
just the Nth moment of quasi-grand ensemble Ω=
∏NT
k=1 ρ(k). As in the 1D model by van Gestel
et. al.52,101, the conformational state of the aggregates is directly coupled to the aggregate size
distribution.
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By expanding Eq. 4.2, kM -mers can be grouped for various sizes and ρT may be written in terms
of the concentrations for monomer, oligomer, protofibril, and fibril aggregates as
ρT = ρm + ρo + ρpf + ρfib. (4.8)
The aggregation process can be thought of as monomer→ nucleus→ oligomer→ protofibril→ fibril.
As discussed, the nucleus is the smallest allowed aggregate, i.e., an nc-mer. An oligomer, labeled
‘o’, is defined as the size of a small aggregate relative to the fibril and contains aM total number
of proteins. The protofibrils, labeled ‘pf’, contain bM proteins, where b > a. Finally, the fibril,
labeled ‘fib’, ranges in size from cM number of proteins up to a structure that could be infinitely
long, where c > b. This is somewhat general, where the numbers a, b, and c need to be related to
actual protein aggregates. Their values will be discussed in the next section. Eq. 4.2 is then recast
into NT = MnM + (aM)no + (bM)npf + (cM)nfib. The number density distributions ρy, where y
= m, o, pf , or fib, can be found by using Eq. (4.7) for each type of monomer or aggregate ate
ρn(M) = Qn(M) exp [Mµ] (4.9)
ρo(aM) = Qo(aM) exp [aMµ] (4.10)
ρpf (bM) = Qpf (bM) exp [bMµ] (4.11)
ρfib(cM) = Qfib(cM) exp [cMµ] (4.12)
Once the canonical partition functions Qo, Qpf , Qfib are computed, various thermodynamical prop-
erties and the phase diagrams may be calculated. As was done in the 1D ZB model for aggrega-
tion52,101, the effective-Hamiltonian and transfer matrices for these aggregate species can be deter-
mined by thinking of these aggregates as occupying 1D and quasi-1D lattices. We briefly summarize
the 1D model in the next section and find an expression for the partition function of 1D filaments.
These results can then be extended to aggregates on quasi-1D lattices.
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Figure 4.2: (a) The strip direction is defined as the y-axis and has width Ly = n variables si1,
the lower index is arbitrary. (b) The 1D lattice of length Lx = N which is a simple 1D Ising-like
model. (c) The 2 × m strip called the ‘strip’ containing 2m variables sij . (d) Generalization
of the ‘strip’ lattice in b) for the case of an M × m strip containing nN variables sij . In a-
d), R represents a nearest-neighbor interaction between proteins along the x-axis, which only
contribues when neighboring proteins are not the same state. The parameter B represents a
n.n. interaction between proteins along the y-axis which we identify as the inter-protein lateral
interaction, discussed in the text. Not shown are the interactions P or K, which only depend
on the state of each protein at a vertex.
4.1.2 Partition function for 1D linear protein aggregates
In helix-coil models, amino acid residues or protein bonds are the fundamental units comprising
proteins containing N amino acids. The effective-Hamiltonian that can describe the interactions
between residues defines the initiation and propagation parameters, which are the free energy Boltz-
mann weights of first initiating a helical, ordered stretch of residues, followed propagating the ordered
stretch, respectively. Thus, the chain has a conformational state space 2N . In aggregation models
using helix-coil theory52,101, the size of the state space is drastically reduced by considering only
those complete protein chains (assumed to be identical and composing N residues per chain) that are
either totally folded or totally unfolded. Obviously, this is a significant coarse graining, and many
questions concerning early aggregation steps of proteins such as Aβ(1-42) will not be resolved using
a model with this level of approximation. We discuss these points further in future chapters. For
now, we use the ZB-like model for aggregation10,92,94,101, but extended for protein systems which
could be sheet, coil, and even helix conformations. Thus a Potts model replaces an Ising-like model
for studies of protein aggregation.
The lattice for the 1D model is shown in Fig 4.2(b). At each vertex position i is a spin variable
si, where si could assume coil (si = −1), helix (si = 0), and sheet (si = +1) states. The initiation
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parameters are defined as σ(sj , sj+1) ≡ exp(−2R(sj , sj+1)) where R(sj , sj+1) > 0 is the energy of
the interfacial tension between proteins at positions j, j + 1 that are not the same conformation. If
R(sj , sj+1) is large, long ordered or disordered stretches of a particular conformation are favored, thus
the σ(sj , sj+1) parameters are a measure of the cooperativity of the transition between ordered (helix
or sheet) and disordered (coil) regions49,56,101. We assume monomers are identical thus three types
of interfaces between neighboring proteins in a generalized model are possible: hc or ch, R(0,−1) =
R(−1, 0) ≡ R1; sc or cs, R(+1,−1) = R(−1,+1) ≡ R2; and sh or hc R(+1, 0) = R(0,+1) ≡ R3.
The notation can be simplified by letting σ(−1, 0) = σ(0,−1) ≡ σ1, σ(−1,+1) = σ(+1,−1) ≡ σ2,
and finally σ(0, 1) = σ(1, 0) ≡ σ3.
The propagation parameters sα = exp(Pα), where P0 and P1 are the excess free energies of an
unstructured state converting into a helix or sheet state, respectively, and α=0, or +1 refers to sheet
and helix, respectively. If P0 or P1 > 0, coils are favored, whereas if P0 or P1 < 0, the ordered states
(helix or sheet) are favored. Thus, the coil acts as a reference state. In the limit N → ∞ for the
Zimm-Bragg model of either helix-coil or sheet-coil aggregates, transitions from helix-coil or sheet-
coil take place at s0 = 1 or s1 = 1, respectively, while s0 or s1 > 1 for finite chains. Additionally,
σ(sj , sj+1) represents the degree to which transitions between states is cooperative, with σ1 or σ2
→ 1 indicating no cooperative transition from helix-coil or sheet-coil aggregates, respectively, For
σ1, σ2 << 1, the transitions are highly cooperative49,56,101. The above parameters are summarized
in the List of Parameters section at the end of this chapter. The interface between helix and sheet
is new, and its effects on aggregation are studied in the Results section.
A Potts model for 3-state monomers that can join aggregates is a generalization of the 2-state,
Ising-type model. With the Potts description, the monomer could assume a helix, sheet, or coil
conformation. A dimensionless effective Hamiltonian for an aggregate containing N proteins is
referred to as a ‘filament’ using the terminology from the van Gestel and de Leeuw model52, can be
written in terms of helix or sheet conformation free energies, as well as the boundaries separating
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different ordered regions as
−βHfil(j) = −
N−2∑
i=1
R(sji , s
j
i+1)
[
1− δ(sji , sji+1)
]
(4.13)
+
N−1∑
i=1
∑
α=0,+1
Pαδ(s
j
i , α) + (N − 1)K (4.14)
where the subscript fil refers to filament, and β = 1/kBT is absorbed into the parameters R,P ,
and K. The parameter j refers to the jth filament, will become a necessary parameter for systems
with multiple filaments. For the 1D lattice, j = 1. The final term K is introduced so that coil-coil
interactions contribute towards order-disorder transitions for the sheet-coil model. Thus, K can be
thought of as the interaction that causes polymerization of the aggregate. The net free energy of a
sheet-sheet or helix-helix interaction is thus P1 + K, P0 + K respectively. The transfer matrix can
then be written as
T (s, s′) = exp {−R(s, s′) [1− δ(s, s′)]}
× exp {[P0δ(s, 0) + P1δ(s, 1)]}
=

1
√
σ1
√
σ2
s1
√
σ1 s1 s1
√
σ3
s2
√
σ2 s2
√
σ3 s2
 , (4.15)
and the partition function for N > 2 proteins can be calculated using the transfer matrix as
Z(N) = kN−1〈i|TN−2|f〉
= kN−1
Nλ∑
i=1
ciλ
N−2
i (4.16)
where k = exp(K), 〈i| and |f〉 are initial and final conformations of the proteins at the either side
of the filament. The coefficients ci are found from the boundary conditions, and the similarity
transformation that diagonalizes the transfer matrix T . The Ising-like ZB model for aggregation can
be recovered by writing the q = 2 effective Hamiltonian given in Eq. (4.13). By choosing internal
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states such that si = −1 is the coil state and si = +1 is the sheet state, and by making the
substitution δ(si, sj) = 12 (1 + sisj), the effective Hamiltonian and corresponding transfer matrix for
1D, two-state aggregation is recovered52. The Hamiltonian for the 1D model can now be used to
write the interactions between proteins in aggregates on the strip lattice.
4.1.3 Quasi-1D Model On The Strip Lattice: Nuclei and Oligomers
The aggregation processes that result in fibrils of Aβ(1-40) and Aβ(1-42) proteins can be modeled
by using a finite strip of a 2D, N × N square lattice, which may have periodic, twisted, or open
boundary conditions. The position of a vertex within the strip is specified by coordinates (i, j),
where i is the position along the x-axis of width Lx vertices and j is the position along the y-axis
of width Ly vertices. The total number of vertices is NT = LxLy. In Fig. 4.2(b) and (c), strips of
spin variables sji in the y-axis are referred to as Ly-mer’s, where s
j
i = −1 or +1, and (i, j) is the
coordinate of the spin on the strip. The Ly=2 case, also referred to as the ‘ladder’, is illustrated
in Fig. 4.2(b), whereas in Fig. 4.2(c), the general case for N Ly-mers is illustrated. Interactions in
the y-axis are further restricted to vertices which have the same index i. The first column of Ly
proteins is the case N = 1, where N is the total length of the fibril along the x-axis, in other words,
a Ly-mer. The nucleus can then be represented by the first aggregate that may form, and contains
Ly = nc number of proteins, each of which could be folded or unfolded. The proteins in the nucleus
may also participate in inter-protein interactions, and are described by using the sheet and helix
interactions from the filament model, plus one parameter for the inter-protein interactions.
A folded or unfolded protein is considered as a monomer. In the 1D model, the effective Hamilto-
nian of the monomer is H(1) = 0, so that the partition function equals one and serves as a reference.
Adding a column to the strip lattice then represent the number of proteins added to an aggregate
at each step, where the first column is the nucleus, and successive addition of columns to the lattice
then represents a growing aggregate. If there are no interactions between proteins in the nucleus,
then the first column simply represents Ly non-interactions monomers. The Hamiltonian for this
case is H(n) = 0, and implies that Z(n) = 1, like in the 1D model.
The next smallest aggregate occupies the first two columns of the strip, and contain 2Ly num-
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ber of proteins. This aggregate is referred to as an ‘oligomer’ , and the oligomers’ conformational
state is determined by the boundary conditions of the strip, which will become clear shortly. The
interactions between the proteins in these small aggregates can be described by a model similar to
the 2-helix chain model proposed by Skolnick103 and others57,86,89,104, which use ZB/LR param-
eters to quantify the inter-protein interactions between independent chains. Skolnick showed that
interactions between two helical residues from opposing chains can play a significant role in helix-
coil transitions of the two chains. When the inter-protein interactions are made zero, the partition
function reduces to a direct product of Zimm-Bragg103 (or LR57,104) transfer matrices, whereas
inter-protein interactions that dominate local interactions between residues may influence local he-
lix formation. The model for aggregates proposed here uses finite 2D lattices, thus the two-protein
case studied by Skolnick can be considered as a special case of the strip lattice when considering
protein folding instead of aggregation. The lessons learned from the folding models can guide us in
constructing aggregation models.
When all proteins in the oligomer are in the ‘coil’ state, the contribution to the partition function
for 2Ly proteins will be k2Ly ≡ exp(K)2Ly . If all of the Ly proteins are in the helical state, the
contribution is kLysLy1 , where s1 is the propagation parameter for helical residues. Finally, if all of
the Ly proteins are in the sheet state, the contribution to the partition function is kLys
Ly
2 , where s2
is the propagation parameter for sheet proteins. In addition, two neighboring sheet proteins along
the y-axis can form a bond that is described by the free-energy B. The parameter B is illustrated in
Fig. 4.2. Interactions between proteins along the x-axis on the strip are treated as in the 1D model.
The total effective Hamiltonian for nuclei and small oligomers with finite boundary conditions can
be written as
−βH(Ly) = B
Ly−1∑
j=1
δ(sj1,+1)δ(s
j+1
1 ,+1)
+
Ly∑
j=1
∑
α=0,+1
Pαδ(s
j
1, α) + (n− 1)K (4.17)
where the Ising variables sji and s
j+1
i assume the same values of −1, 0, + 1 for coil, helix, or
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sheet monomers, respectively. Similar to the 1D model for filaments, the second term in Eq. (4.17)
refers to the energy required to lock proteins in the sheet state, and the third term refers to the
polymerization interaction K. Thus the aggregate may polymerize in either the x or y direction.
If the nucleus is completely devoid of intra-protein interactions, as could be the case for Aβ(1-40)
and Aβ(1-42) nuclei, H(Ly) = LyK, or (Ly − 1)K if the boundary conditions along the y-axis are
periodic or fixed, respectively. An expression for the partition function for the nucleus can then be
written as
Qn = k
Ly (4.18)
for periodic boundary conditions along the y-axis, and Qn = kLy−1 for fixed boundary conditions
along the y-axis. The transfer matrix and partition function for the remaining columns of the strip
lattice are discussed in the next section, using Eq. 4.17 as a starting point for modeling protofibrils
and fibrils.
4.1.4 Modeling Protofibrils and Fibrils Using the Strip Lattice
The protofibril axis is first identified as the x-axis in Figs. 4.4 and 4.3. The effective-Hamiltonian
for NLy monomers in aggregates on the strip lattice can be described by using Eq. (4.13), the
Hamiltonian for filaments, plus the an inter-filament interaction, B, which has the same meaning as
before. Thus, the effective Hamiltonian for the protofibrils can be written as
−βH = B
N−1∑
i=1
n−1∑
j=1
δ(sji ,+1)δ(s
j+1
i ,+1)
+
N−1∑
i=1
n∑
j=1
∑
α=0,+1
Pαδ(s
j
i , α)
−
N−2∑
i=1
n∑
j=1
R(sji , s
j
i+1)
[
1− δ(sji , sji+1)
]
+ n(N − 1)K + (n− 1)NK (4.19)
=
n∑
j=1
Hfil(j) +B
N−1∑
i=1
n−1∑
j=1
δ(sji ,+1)δ(s
j+1
i ,+1) + (n− 1)NK. (4.20)
where the two terms involving K are the polymerizing interactions between proteins in both the x
and y directions on the lattice. For the case Ly = 2 of Eq. (4.20), the Hamiltonian for protofibrils
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Figure 4.3: (a) Front-view (y-z plane) of an aggregate of Aβ-40 proteins. (b) Side-view (x-y
plane) of Aβ-40 proteins illustrating the steric zipper. (c) Strip lattice representation of the
Aβ-40proteins, where the parameters B and K are illustrated.
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Figure 4.4: (a) A strip lattice with periodic boundary conditions in the y-axis is used to model
the nucleus for Aβ(1-42) as a hexamer. The strip has Ly monomers per column in general. B
(blue, dotted lines) is the free-energy contribution from the interaction between proteins sji , s
j+1
i
that are both sheet along the y-axis. (b) Oligomers aggregate along the x-axis with a total of
N sites, where N →∞ is the thermodynamic limit. R (red, solid lines) is the nearest-neighbor
interaction between proteins sji , s
j
i+1 along the x-axis.
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can be explicitly written as
Hpf (s) = Hfil(1) +Hfil(2) +B
N−1∑
i=1
δ(s1i ,+1)δ(s
2
i ,+1) (4.21)
where pf refers to proto-fibril. The transfer matrix which solves for the partition function for this
case can be written
Tpf = exp
{
Bδ(s1i ,+1)δ(s
2
i ,+1)
}
× exp{P0 [δ(s1i , 0) + δ(s2i , 0)]}
× exp{P1 [δ(s1i ,+1) + δ(s2i ,+1)]}
× exp{−R(s1i , s1i′) [1− δ(s1i , s1i′)]}
× exp{−R(s2i , s2i′) [1− δ(s2i , s2i′)]} . (4.22)
The limit B → 0 yields Ly independent 1D filaments of length N along the x-axis52. Additionally,
the q = 2 transfer matrix for helix-coil aggregation is exactly the transfer matrix used by Skolnick
for helix-coil transitions in α-helical, coiled-coils103. Moreover, the limit R → 0 yields independent
strips parallel to the y-axis. The 2n × 2n transfer matrix is also symmetric with respect to the
interaction R. This fact is analogous to the 1D case, where the transfer matrix was symmetric in
σ1, σ2 and σ3. The partition function for protofibrils can be written as
Qpf (n) = k
n(2N−1)−N 〈i|TN−2pf |f〉
= kn(2N−1)−N
Nλpf∑
i=1
ciλ
N−2
pf,i . (4.23)
The corresponding polynomial coefficients are found using the boundary conditions, and the simi-
larity transformation which diagonalizes Tpf . In the next section, an effective-Hamiltonian is deter-
mined for fibrils using the strip lattice, and finite 3D lattices.
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Figure 4.5: (a) Fibril for αS composed of 4 filaments (b) Fibril for Aβ composed of two
protofibrils, each represented by a strip lattice and spin-variables s and δ. The strips are
stacked in-register along the z-axis, and the parameter B (dashed, green) lines represents the
bonds between sheet proteins in protofibrils or fibrils.
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4.1.5 Fibrils
To model the fibrils, consideration must be made to the precise geometries of the constituent fila-
ments and protofibrils that could comprise the full fibril. For example, the several filaments could
assemble into a fibril as illustrated in Fig. 4.5(a). The sheet proteins in each filament may interact
with sheet proteins in adjacent filaments. The inter-filament interaction is quantified by the free
energy B, discussed earlier. Alternatively, two filaments could join to form a protofibril. Then, two
protofilabrils could stack one on top of the other to form a fibril, as illustrated in Fig. 4.5(b). For
the case of stacked protofibrils in Fig. 4.5(b), the spin variables associated to the first protofibril
are denoted by s, and the spin variables associated to the second protofibril are denoted by t. To
keep the number of parameters needed to describe the interactions in fibrils, we assume that any
interaction between a sheet protein from a filament may interact with any other sheet protein from
an adjacent filament is described by the free energy B. The effective Hamiltonian for either fibril
model in in Fig. 4.5 may be written using either the Hamiltonian for filaments, or the Hamiltonian
for protofibrils,
HαS =
Ly∑
j=1
Hfil(j)
+ B
Ly−1∑
j=1
N∑
i=1
δ(sji , s
j+1
i )δ(s
j
i ,+1) + (Ly − 1)NK (4.24)
HAβ = Hpf (s) +Hpf (t)
+ B
N∑
i=1
δ(s1i , t
1
i )δ(s
1
i ,+1)δ(s
2
i , t
2
i )δ(s
2
i ,+1) + (Ly − 1)NK (4.25)
where the subscript αS refers to the fibrils formed by α-synclein proteins, that is, fibrils formed along
the strip lattice. Aβ refers to the fibrils formed by Aβ(1-40) proteins, and we assume these fibrils
form through the stacking of protofibrils. In reality, fibrils for both of these proteins could form as
a result of many types of associations between filaments and protofibrils. Here we chose these two
amyloid proteins and their fibril descriptions using strip and cube models, respectively, mainly for
illustrative purposes. The corresponding transfer matrices for each model for fibrils are found just
as they were for the 1D and strip models discussed earlier. The transfer matrices have dimension
qLy × qLy for the α-synuclein fibrils. For the Aβ(1-40) fibrils, the dimension is q2Ly × q2Ly , where
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Figure 4.6: Plots (a) and (b) show the dependence of θk and lk on model parameters for
s2=1.05 (triangles) and 1.25 (circles) for helix (dotted lines) and sheet (dashed lines). In plots
(c-h), b = 1.001 (triangles) and 2.1 (circles). Unless otherwise specified, model parameters for
all cases are s1=1.15, s2=1.15, σ1 = σ2 = 0.001, σ3=0.0001, and b=2.1. In all cases Ly=2, and
the 3D fibril contained 50 proteins.
we assume the two protofibrils composing the fibril contain Ly number of filaments. Additionally, q
could be 2 or 3 for sheet-coil and helix-sheet-coil models, respectively.
4.2 Equilibrium Helix-Sheet-Coil Transitions
Before examining the dilute properties of protein aggregates, the partition function for fixed number
of proteins 3D cube lattice is calculated as an example, and some average properties of the fibrils
are obtained. The fraction of proteins that are helix or sheet can be defined as
θk ≡ 1
N − 2
∂ lnZ
∂ ln sk
(4.26)
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where k = 1 refers to helix, and k = 2 refers to sheet. Additionally, θk is valid only for N ≥ 3. The
factor 1/(N −2) normalizes θk with respect to the total number of interactions along the 1D lattice.
If the first protein were to have a conformation other than coil, the factor would be (N − 1). In
protein folding models, Eq. (4.26) may be used to fit experimental data and predict other system
quantities. At the level of protein aggregation, both helix and sheet self-assembly systems have been
studied52,92,101,105,106. However, systems in which both conformations may be important have not
been studied as extensively.
Another experimentally useful quantity is the average number, nk, of helix-coil (k = 1), sheet-coil
(k = 2), and sheet-helix (k = 3) interfaces. nk is defined as
nk ≡ 1
N − 2
∂ lnZ
∂ lnσk
. (4.27)
Taken together with the average fraction quantities, θk, the average length of aggregates, nk, that
are helix (k = 1), or sheet (k = 2) can be written as
l1 =
1
2
(
θ1
n1 + n3
)
(4.28)
l2 =
1
2
(
θ2
n2 + n3
)
(4.29)
respectively. The factor of 1/2 is needed to account for the fact that there are two interfaces for a
stretch of any length. Finally, for strip and cube lattices, the average fraction of interactions between
sheet proteins in fibrils described by the parameter b = exp(B) can be written for each model as
θb ≡ ∂ lnZ
∂ ln b
(4.30)
respectively. In Fig. (4.6) the dependence θk, lk, and θb on the model parameters is discussed.
In Fig. 4.6, salient features of the ‘cube’ model for three state proteins are plotted. The fraction
of helical or sheet proteins and the average length of helical and sheet stretches of cooperating
sequences of proteins versus the sheet propagation parameter, respectively, are illustrated in the
Chapter 4: Partition Functions For Fibrils 4.2 Equilibrium Helix-Sheet-Coil Transitions
79
plots. Increasing either s2 or b increases the likelihood that the aggregates will be mainly comprised
of sheet proteins and may grow long, whereas increasing s1 generally favors helical aggregates.
Additionally, increasing the barrier free-energy σ2 results in shorter fibrils that contain progressively
fewer sheet proteins. Similar results can be obtained for the average fractions and the average length
of aggregates by varying the remaining parameters.
4.3 Equilibrium Polymerization
Now that the partition functions for the nucleus, filament, protofibril, and fibril can be calculated,
various thermodynamic properties of aggregates can be obtained. We focus on the size distribution of
fibrils by using the 1D three-state Potts model for filaments, the Ly = 4 lattice to study α-synuclein
fibrils, and the cube model to study Aβ(1-40) fibrils. Some potential pathways to fibrillation for
both of these proteins are illustrated in Fig. 4.7.
By starting with either the cube or strip model for fibrils, the first few terms of the total dis-
tribution, ρT , can be written out, and contact can be made with the partition functions of each
species. In addition, we must specify the states of the proteins at the boundaries of fibrils, and
thus find expressions for |i〉 and |f〉. Since the nucleus for certain proteins is thought to lack sec-
ondary structure, an appropriate choice of boundary conditions might be the case where proteins
all coil. However, this choice has been shown to over-estimate the average lengths of fibrils106. For
all species of aggregates including protofibrils and fibrils, we have found that allowing the proteins
at the boundaries to adopt either helix, sheet, or coil conformations yield the best average lengths
of the fibrils in solution, as illustrated below.
To compare with experiments, some average properties of the dilute system of monomers and
aggregates can be defined. The average fraction that an aggregate is helix (k=1) or sheet (k=2) is
defined as
〈θk〉 ≡
∑∞
N=1 θk(N)ρ(N)∑∞
N=1 ρ(N)
(4.31)
and can be used as a fit function for CD fluorescence data points. CD fluorescence can be used to
estimate the fraction that a protein, or aggregate, is helix, sheet, or coil. The average degree of
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Figure 4.7: The fibrillization pathways used for Aβ(1-40) (top) and α-synuclein (bottom). In
the Aβ model, two monomers could join to form a nucleus, the dimer. Dimers could then join
together to form a protofibril along the x-axis, or they could join in both the x- and y-axes
to form a fibril. The α-synuclein monomers could assemble along the x-axis to form a dimer,
and by successive monomer addition, grow into a 1D filament. Alternatively, dimers could
form along the y-axis of the strip lattice, and grow into a variety of protofibrils and fibrils as
illustrated. For both Aβ(1-40) and α-synuclein, we assumed nc = 2.
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polymerization of an aggregate is defined as
〈N〉 ≡ φ
ρ
(4.32)
where ρ is the size distribution of a particular species. 〈N〉 is directly related to the length of the
fibrils. We model the α-synuclein fibril by placing the proteins in the aggregates onto the Ly=4 strip
lattice. The average length of these fibrils is then
〈L〉 = 〈N〉
4
(4.33)
which can be used as a fit function for AFM measurements of the average lengths of the fibrils at
steady-state. This relation also holds for the average length of a fibril described by the cube lattice
model. Explicitly, the expressions for 〈θ2〉 and 〈L〉 can be obtained for the α-synuclein and Aβ(1-40)
aggregation pathways, as illustrated in Fig. 4.7. They can be written as
ραS = z + 2Kz
2〈i|f〉Ly=1 +
Nλfil∑
i=1
k2z3xiλi
1− kzλi (4.34)
+ z2 + 4K2z2〈i|f〉Ly=2 +
NλLy=2∑
j=1
k4z6xjλj
1− kzλj
+ K3z4 + 8K10z4〈i|f〉Ly=4 +
NλLy=4∑
l=1
k14z12xlλl
1− kzλl
where λk is the kth eigenvalue of the Ly = 4 transfer matrix for α-synuclein fibrils. Additionally,
xk is the kth term of the expression 〈i|f〉cube, where |i〉 and |f〉 are the specified open boundary
conditions. The sums computed converge only if kzλj < 1 for all j. Details on open boundary
conditions can be found in Chapter 392. The volume fraction, φ, can also be written explicitly for
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α-synuclein fibrils as
φ = z + 2Kz2〈i|f〉Ly=1 +
NλLy=1∑
j=1
(k2z3xjλj)(3− 2kzλj)
(1− kzλj)2 (4.35)
+ z2 + 4K2z4〈i|f〉Ly=2 +
NλLy=2∑
j=1
(k2z3xjλj)(3− 2kzλj)
(1− kzλj)2
+ 4K3z4 + 8K10z8〈i|f〉Ly=4 +
NλLy=4∑
j=1
(k2z3xjλj)(3− 2kzλj)
(1− kzλj)2
where now the average lengths of fibrils can be computed. Similar expressions can be derived for ρ
and φ for the cube model for Aβ(1-40) fibrils, as well as 〈θ〉 for the total system. As an example,
we calculate explicitly the average fraction of the aggregates that are sheet, 〈θ2〉, for the cube fibril
model. By plugging Eq. (4.26) into Eq. (4.31) and the partition function for fibrils, 〈θ2〉 can be
written for the fibrils as
〈θ2〉 = 4k
4z8∂xks2
φ
(
−1− 2 ln [1− k3z4λk]+ 1
1− k3z4λk
)
(4.36)
+
4k7z12∂λks2xk
(
3− 2k3z4λk
)
φ (−1 + k3z4λk) 2
where the symbol ∂ means derivative with respect to the sheet initiation parameter s2. The procedure
for finding 〈θ2〉 is quite general, and works for all of the transfer matrices that we have considered
in this model.
4.3.1 Comparison to experiment
The model predictions are now compared with experimental results for the CD spectra of Aβ(1-40)
fibrils10, and the AFM measurements of the lengths of α-synuclein fibrils106. The CD and the AFM
measurements were made at various initial mass concentrations of each protein when the fibrils had
reached a steady state. For the fit of the CD data, we used as our fit function the total fractional
amount of sheet structure in all of the aggregates 〈θk〉 where k = 2. That is, for the pathway we
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have chosen to study for Aβ(1-40), 〈θ2〉 for the total sheet structure in fibrils can be written as
〈θk=2〉Aβ(1−40) = 〈θ2〉Ly=2 + 〈θ2〉cube (4.37)
where each term in either expression can be computed by using the procedure outlined in Eq. (4.36).
The proteins at the boundaries of aggregates may also contribute to the total sheet fraction if the
protein conformations are sheets. The fit is illustrated in Fig. 4.8(a). The fit parameters are then
used to predict the average length of the fibrils in the system, 〈L〉, which illustrated in Fig. 4.8(b).
For the α-synuclein model, we fit Eq. (4.33) to the AFM average length data for the α-synuclein
fibrils. The fit parameters were then used to predict the average fraction of the aggregates that are
sheet. The total fraction of sheet aggregates for the α-synuclein pathway is
〈θk=2〉αS = 〈θ2〉Ly=1 + 〈θ2〉Ly=2 + 〈θ2〉Ly=3 + 〈θ2〉Ly=4 (4.38)
where each contribution from oligomers, filaments, protofibrils, and fibrils can be calculated using
the Ly = 1, 2, 4 ladder transfer matrices instead of the cube lattice transfer matrix. The comparison
between theory and experiment for the α-synuclein model are illustrated in Fig. 4.8(c) and (d). The
model fits the average length data pretty well, as we should have expected because the Ising-ZB
model fit the data well106. The resulting predictions for 〈θαS〉 illustrate the concentration when the
fibril contribution to 〈θαS〉 takes off, which occurs around 15 µ M.
The fit of 〈θAβ(1−40),k=2〉 to the CD data predicts that the fibrils are held together tightly due
to the relatively large values of the bond strengths P1 and B. No other interactions seemed to play
a role, as indicated by K = 0. The R2 fitted value indicates that the interfacial tension between
sheet and coil proteins is modest, which means the fibrils will form medium length stretches of sheet
order. However, the fit could be improved by considering other pathways and models for the Aβ
fibrils, as the fibril concentrations do not really increase from zero until nearly 100µM according to
the model predictions, but β-rich fibrils have been observed at lower concentrations.
The model predictions for the strip model of α-synuclein fibrils seem to agree with the exper-
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Figure 4.8: (a) Plot of 〈θ2〉 for oligomers, protofibrils, and fibrils in the Aβ(1-40) model. Black
dots represent the CD data from Terzi, et. al, where we the total fraction of sheet proteins in
aggregates of any species. (b) Predicted average lengths, 〈L〉, of the Aβ(1-40) fibrils using the
fit parameters found in (a). In plot (c), the AFM data for the α-synuclein fibrils is plotted as
black dots, along with the fit function 〈L〉. We fit 〈L〉 using the Ly = 4 strip lattice model. In
(d), 〈θ2〉 for α-synuclein (solid, purple curve) is compared with ρfib/φ (dashed, black curve) by
using the fit parameters found in (c). In (a) and (b), the fit parameters for the Aβ(1-40) model
were: P1 = 6.65RT , B = 3.7RT , and R2 = −1.84RT . All other parameters were approximately
zero. In (c) and (d), the fit parameters for the α-synuclein model were P1 = K = 2.7RT ,
B = 1.95RT and R2 = −1.64. Thus, in each model needed only three total fit parameters.
imentally determined average lengths as illustrated in Fig. 4.8(c). Additionally, as illustrated in
Fig. 4.8(d), the model for synuclein fibrils predicts that the sheet-coil transition of proteins in fibrils
largely drives the polymerization process, where ρfib/φ and 〈θk=2〉Ly=4 give nearly the same result
for the concentrations used in the AFM experiments.
Additionally, the data sets were fit using various boundary conditions, and the open boundary
condition case was found to be the best choice for fitting for the average lengths of the α-synuclein
fibrils. The CD fits were boundary conditions agnostic, which means we could fit the data using
most choices, including the case where all proteins at the ends of fibrils are in the coil conformation.
However, the corresponding average length predictions continued to yield unreasonable lengths (not
shown) for protein aggregates in vivo.
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4.3.2 Discussion
With the assembly models considered here, we had to explicitly consider an aggregation pathway,
and determine which types of aggregates were allowed to form. As the pathways to fibrils in nature
are very complex, this is a highly simplified model of β-sheet aggregates. Additionally, we found that
the boundary conditions had to be chosen so that the average lengths of fibrils could be compared
with experiments. Furthermore, the treatment of the nucleus in this model is completely ad-hoc,
and does not consider interactions with solvent. The interactions between solvent and protein could
render small aggregates unstable if the surface energy between the solvent phase and the aggregate
phase is greater than the interactions holding the aggregates together.
In the next chapter, we consider some of the problems we faced in constructing models for protein
aggregation, including quantifying some of the interactions between solvent and protein aggregates.
Additionally, since the number of pathways monomers could take to form fibrils can be large, we
devise a strategy to consider as many pathways as possible for growth of aggregates along 1D, or
quasi-1D lattices.
4.4 List of Symbols
4.4.1 Statistical Thermodynamics
• NT : The total number of monomers in a solution.
• nm, no, npf , nfib: Distribution of monomers, oligomers, proto-fibrils, fibrils, respectively.
• ρm, ρo, ρpf , ρfib: Number density of monomers, oligomers, proto-fibrils, fibrils, respectively.
• Ly : Number of proteins in an oligomer.
• N : Number of oligomers in a proto-fibril.
• p : Number of proto-fibrils in a fibril.
• q : The number of possible micro-states in a system. For a three-state system q = 3, and
the state i could assume values -1, 0, or +1, which we denote as coil, helix, and sheet states,
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respectively. For q = 2, which is the Ising model, we associate i = −1 and i = +1 denote coil
and helix (or sheet) states, respectively.
4.4.2 Zimm-Bragg parameters for Aggregation
• σ(si, si+1) ≡ exp(−2R(si, si+1)) : Initiation parameter of the interface between states si and
si+1.
• R(si, si+1) : Free energy of the interfacial tension between states si and si+1.
• R1, R2, R3 : hc or ch interface, sc or cs interface, hs or sh interface, respectively.
• s1 ≡ exp(P0), s2 ≡ exp(P1) : Propagation parameter for helix and sheet, respectively.
• P0, P1 : Free energy of converting a coil state to a helix or sheet state, respectively.
• k ≡ exp(K) : Boltzmann weight of the polymerization free energy K.
• b ≡ exp(B) : Boltzmann weight of inter-protofibril interactions, where B is the free-energy of
two sheet-sheet proteins from neighboring proto-fibrils.
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CHAPTER 5
INVESTIGATION OF PROTEIN
AGGREGATION
5.1 Introduction
In addition to folding into unique native structures of globular proteins, a general property of a pro-
tein is its self-assembly into aggregates and fibrils under certain conditions18. Unlike the reversible
native structure, formation of solid fibrils could be irreversible and results in an overall stable state
of a protein. Aggregates, fibrils, and plaques are often associated with human neurodegenerative
diseases, such as Alzheimer’s disease, Parkinson’s disease, diabetes, and prion-related diseases, to
name just a few. For this purpose, it is important to understand the mechanisms and pathways of
the associated aggregation processes.
Due to the high degrees of freedom involved, protein aggregation processes are a difficult prob-
lem to study using all-atom molecular dynamics methods. Simplifying approximations107 or coarse-
graining models are often introduced. Another alternative is to use statistical mechanics and ther-
modynamics approaches, due to their ability to reduce greatly the number of degrees of freedom
or parameters involved. Several such statistical mechanical approaches have recently appeared in
the literature52,53,92,94–101,106,108. For example, van Gestel, et al. have developed a simple two-
state model to study helix-coil or sheet-coil transitions in aggregates along with a polymerization
transition52,92,101,106. Schmidt, et al.53 and others95,109 focus on a well-defined pathway of aggrega-
tion including monomer, oligomer, and fibril structures. Zamparo et al.100 generalized the WSME
model110,111 for the studies of protein aggregation that includes helix-sheet transitions. Earlier,
Skolnick et al.103 and others57,89 used the Zimm-Bragg model for protein folding49,56,93 to study
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tertiary interactions between neighboring helical proteins.
Historically, two-state models, such as the Zimm-Bragg52,92,97,101,105,106 or other Ising-like mod-
els100 for the helix-coil transition have been extended and applied to the study of protein aggregation,
starting with effective Hamiltonians or partition functions. In one example, van Gestel, et al. as-
sumed a protein can assume coil and helix states92,101 or coil and sheet states52,106. In Zamparo’s
models, a protein can take helix or sheet conformations100. In reality, a protein can take all three
(or more) conformations51,66, resulting in richer pathways and properties. Thus, it may be advan-
tageous to introduce a three-state, or more generally, a q-state model, where q = 2, 3, 4,. . . , an
integer. This can easily be accomplished by using a q-state Potts model67. Another power of the
Zimm-Bragg type of approaches is the use of transfer matrices, providing the possibility of obtaining
exact or analytic solutions. The exactly solvable feature can be kept in a Potts model.
The purpose of the present chapter is to develop a statistical mechanical theory of protein aggre-
gation based on an effective Hamiltonian, a Potts model, partition functions, and transfer matrices.
From this theory, we can obtain thermodynamic and nucleation properties associated with the self-
assembly process of proteins. In Section 2 we describe the system, the aggregation pathways that
we investigate, and the aggregate and solution phases. We also describe effective Hamiltonians for
a single aggregate and the statistical mechanical methods that are used. In Section 3 we explicitly
include solvent (water) interactions and define an effective Hamiltonian for the formation of criti-
cal nuclei. We then calculate a few experimentally relevant thermodynamic quantities. In Section
4, we include inter-filament interactions to model full fibrils. In Section 5, our theory is applied
to the aggregation of Aβ(1-40) and Curli fibril systems, and results are compared to experimental
observations. Finally in Section 6, we discuss a helix-sheet-coil aggregation model.
5.2 Systems Studied
We consider the protein aggregation pathway from monomers, to dimer, trimers,. . . , oligomers, fila-
ments, proto-fibrils and fibrils. In general not all oligomers or aggregates are stable, but monomers,
fibrils, and sometimes oligomers are observable on experimental time-scales. Here, we assume that
all these species are in kinetic equilibrium and are interested in the thermodynamic properties of
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aggregates. We assume the monomer is an unstructured protein, but in reality it can be collapsed
coil112, which could be taken into consideration in a more detailed model. A filament is a linear
chain of interacting, identical proteins that we fix to it a 1D (or quasi-1D) lattice. This is reasonable
because aggregates from oligomers to proto-fibrils are still soluble and floating around in solution.
Initially, we focus on one of them at a time. The coordinate is along the sequence of the chain and
does not necessarily imply the chain is geometrically straight. We consider the chain as a sub-system
in a volume solution. Several filaments or proto-fibrils are known to assemble into fibrils, where par-
ticipating filaments and proto-fibrils are held together by stabilization interactions. In our studies,
these structures are put onto strip lattices (2×N , 3×N , . . . , n×N) by which we can model lateral
interactions between n filaments that comprise a single fibril.
The aggregate phase is the strip (or 1D) lattice that may be occupied by aggregates and any
other species, including solvent clusters. This phase is in equilibrium with proteins in the solution
phase. The chemical potential for protein monomers in the solution can be written71,73,113 as
µsoln = µST + µSR +RT ln c (5.1)
where the subscript ‘S’ stands for solution, µST and µSR are the free energy contributions arising from
the translational and rotational degrees of freedom that monomers possess in solution, respectively,
and c is the concentration of monomers in solution. For the chemical potential of the aggregates,
µagg, we assume a crystalline approximation so that µagg can be written as72
µagg = µPC + µPV (5.2)
where ‘P’ stands for polymers of proteins. µPC and µPV are the free energy contributions arising
from the contact and interface interactions between proteins in aggregates, and the vibrational
motional freedom that proteins in aggregates possess, respectively. Equilibrium between a solution
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phase and an aggregate phase of protein is then given by
µagg = µsoln. (5.3)
With the simple statistical mechanical model presented in the sections to follow, we can relate the
chemical potential contribution from the protein interactions in aggregates, µPC , to the experi-
mental concentration of protein in solution via Eq. (5.3). We present several versions of effective
Hamiltonians for different ways of describing the interactions between proteins in aggregates below.
Perhaps the most salient feature of amyloid fibrils is the cross-beta structure1,9,114–116, but con-
formations such as helix and coil may play roles in the early stages of fibrillization. Our aggregation
model does not start with residue-residue interactions, but with individual protein molecules, which
are classified into coil, helix, and sheet proteins, as defined below. In a Zimm-Bragg-like model,
order parameters, θ, for the protein are defined as the fractions of that secondary structure in a pro-
tein49. When the protein is completely unfolded/folded, θ=0,1, respectively. In our model, a ‘sheet’
protein is one which is dominated by sheet or hairpin structures where on average θsheet > θhelix
and θsheet > θcoil, which means that the majority of the residues are involved in the formation of
sheet structure. Similarly, a ‘helix’ protein is defined if θhelix > θsheet and θhelix > θcoil. The ran-
dom coil is short of secondary structures. To reduce the number of parameters needed to describe
protein aggregation, we do not specify conformations other than helix, sheet, or coil. Generally,
any number of stable conformations could be included in a model description, and thus instead of
using an Ising-like model, we express our Hamiltonian in terms of a Potts model with q states with
q = 1, 2, 3, . . .
A simple effective Hamiltonian for the interactions between N proteins that compose a single
filament on a 1D lattice, where the protein could be in a helical, sheet, or coil conformation, can be
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written in terms of a three-state Potts model as
−βHfil = P1
N−1∑
i=1
δ(ti, 1) + P2
N−1∑
i=1
δ(ti, 2) (5.4)
−
N−1∑
i=1
R(ti, ti+1) [1− δ(ti, ti+1)] + (N − 1)K
where β = 1/kBT and δ(x, y) is the Kronecker delta, which equals one if x = y and zero otherwise.
Eq. (5.4) is a q-state Potts-type model, where the generalized spin variables can take values t =
0, 1, . . . , q. For aggregation, the spin states correspond to protein conformations, where t = 0, 1, 2
indicates that a protein is a random coil, a sheet, or a helical conformation, respectively. The
first and second terms are non-zero only when the ith protein is in a sheet or helix conformation,
respectively. The free energies described by P0, P1, or P2, refer to the interaction between the ith
protein that is coil, sheet, or helical, respectively, and the nearest neighbor protein at location i+ 1.
Hence the summation in the first two terms runs to N − 1 instead of N . Even though we think of
P0, P1, or P2 as an interaction energy between two neighboring proteins, the energetic weights of
these energies are associated with the ith protein, and indeed depend on the conformation of the
ith protein. We set the coil interaction energy, P0 to zero which serves as a reference for the helix
and sheet interactions. Thus, if P1 > 0 (P2 > 0), the sheet (or helix) interaction is more stable than
the random coil interaction. K > 0 is an association energy between two protein monomers of any
conformation. So, K simply links two nearest neighboring monomers, the number of K interactions
may be thought of as the degree of polymerization of aggregates.
The third term in Eq. (5.4) is a free-energetic penalty associated with the interface between
different regions of structure. These interface penalties are parameterized by energies Rj ≥ 0, where
j = 0, 1, or 2 refers helix-coil, sheet-coil, and helix-sheet boundaries, respectively. The notation
R(ti, ti+1) refers to the energy of the specific type of boundary: helix-coil or coil-helix boundaries,
R(0, 2) = R(2, 0) ≡ R0; sheet-coil or coil-sheet boundaries, R(0, 1) = R(0, 1) ≡ R1; and sheet-
helix or helix-sheet boundaries, R(2, 1) = R(1, 2) ≡ R2. Note that the index j in Rj does not
correspond to the t-value of the Potts model. As to the physical origins of the R-terms, they can
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arise from the effective repulsive interactions between neighboring proteins of different conformations,
but more likely, they arise from the loss of entropy at the boundaries between regions of different
conformations. R can then be thought of as an initialization parameter, or a barrier to over-come.
Overall, six total parameters, which are summarized in Fig. 5.1(a), are needed to describe possible
interactions between proteins. However, in practice it could be less because not all conformations
play significant roles in aggregation. For instance, it is well known that many fibrils are dominated
by cross beta-structure, therefore a 2-state, sheet-coil model is an important system to study.
In general, with a simpler two-state system we can model sheet-coil, helix-coil, or even helix-sheet
systems using a q = 2 Potts-type interactions, which can be reduced into an Ising-type model. As
an example, let ti = −1,+1 refer to whether the ith protein is a random coil or sheet conformation,
respectively. The effective Hamiltonian for a Potts model for sheet-coil filaments is
−βH = P1
N−1∑
i=1
δ(ti, 1)−R1
N−1∑
i=1
[1− δ(ti, ti+1)] + (N − 1)K (5.5)
where the coil is taken as the reference state. As with the Potts models51, the term P1 corresponds
to a “magnetic-field” strength, and R1 the spin-spin interaction and the Boltzmann weights σ1 ≡
exp(−2R1) and s1 ≡ exp(P1) are the Zimm-Bragg-like “initiation” and “propagation” parameters for
sheet-coil protein aggregation97. By substituting the identity δ(ti, tj) = 12 (1 + titj) into Eq. (5.5)
and simplifying, we get the Ising-type aggregation model of van Gestel et al., Eq. (2) in Ref.52. The
only difference in our approach is that we assume a spin variable t refers to a protein conformation
whereas in Ref.52, t refers to the type of a bond between proteins.
5.3 Interactions With Solvent
5.3.1 Protein/Solvent interfaces
Before calculating thermodynamical properties of aggregates, we consider the effects of solvent on the
formation and propagation of protein aggregates. It is generally believed that protein aggregation
is a nucleation process117, where the free energy of a small assembly increases until a nucleus with
nc monomers is formed. Creation of nuclei is a slow, stochastic process. Once a nucleus is formed,
it may elongate at either end by monomer addition rapidly with free energy going downhill, even-
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Figure 5.1: Summary of protein conformation energies. A site is occupied with a solvent,
n = 0 (square), or a protein, n = 1 (circles). Proteins may assume a particular conformation
(sheet, black/solid circle; helix, red circle marked with X; coil, white circle). In (a), a q = 3
Potts model for helix-sheet-coil conformations is shown where only protein-protein interactions
are illustrated. In (b), a dilute q = 2 Potts model for sheet-coil conformations is shown where
both protein-protein and protein-solvent interactions are indicated, and nc = 1. In both (a) and
(b), interactions that stabilize the aggregate are shown with down arrows, whereas interfacial
interactions between different regions of structure are drawn with up arrows.
tually forming filaments118. Other more complex pathways are also possible, including the merging
of aggregates. Kinetic models are often used to measure the rates of this nucleation/elongation
process98,118–124. In particular, recent studies by Zhang and Muthukumar123 and others53,124 have
indicated that nuclei formation occurs only for two, three, . . . , n-layer aggregates (we call them
quasi-1D aggregates), and no nucleation barrier exists in 1D systems. In this section we assume that
a nucleus term added to a 1D effective Hamiltonian is a coarse graining of a more realistic quasi-1D
model for nuclei, where the lengths of the aggregates are much greater than their widths. This is
mainly a simplification, or it can be considered as an approximation to the case where an oligomer
is the fundamental unit (or particle) based on which a proto-fibril is formed. On the other hand,
as mature amyloid fibrils are known to contain many thousands of proteins and are non-branching
structures, they grow primarily in one dimension. More accurately, in Section 5.4, we will consider
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the nucleation of a quasi-1D model (or an n × N model, where n=1, 2,. . . , and is much smaller
than N). Comparison with the simpler 1D model in Fig. 5.6 shows that a 1D statistical mechanical
model captures some of the features of the n×N or quasi-1D models.
In our model, the nucleus is a stretch of nc number of sites on a 1D lattice that are occupied
by proteins, where aggregates are flanked by solvent on both sides, and the proteins are linked via
the interaction K, discussed above. The solvent could be, for example, a cluster of water molecules.
We assume that the nucleus surrounded by solvent define an interface that is described by the free-
energy A ≥ 0. This interfacial energy may be attributed to surface tension between solvent and a
nucleus, where proteins in the nucleus may be in contact and are involved in long-range interactions.
At each site on the lattice, the occupation variables ni = 0, 1 indicate whether the site is occupied
by solvent or protein, respectively. The 1D lattice (aggregate phase), on the other hand, can be
considered to be in equilibrium with a 2D or 3D solution phase, which is filled with solvent and a
dilute protein solution. That is, we assume the distance between any two aggregates is large enough
that we can focus on a single one at a time. In some way our approach is similar to other spin-models
for aggregation that put solvent and protein on the lattice67,125.
To include the nucleus-solvent interfacial free-energy, we modify Eq. (5.5). To ease notation,
define χ(x, y) ≡ 1 − δ(x, y) where δ is the Kronecker delta, that is, χ is zero if x = y and 1
otherwise. The lattice-gas effective Hamiltonian for interactions between sheet or coil proteins as
well as nuclei-solvent interfaces on a 1D lattice with NT sites is now given by
−βHfil = −βHpp − βHncps (5.6)
−βHpp =
NT−1∑
i=1
{P1 δ(ti, 1) +K −R1χ(ti, ti+1)}nini+1
−
NT−1∑
i=1
R1χ(ni, ni+1) [δ(ti, 1)ni + δ(ti+1, 1)ni+1] (5.7)
−βHncps = −
NT−nc−1∑
i=1
Aχ(ni, ni+nc)
i+nc−1∏
j=i+1
δ(nj , 1) (5.8)
where ‘pp’ in −βHpp refers to ‘protein-protein’ interactions and ‘ps’ in −βHncps refers to ‘protein-
solvent’ interactions. Eq. (5.8) is the effective Hamiltonian associated with a nucleus-solvent inter-
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face, with χ(ni, ni+nc) ensuring that there is solvent at site i and a protein at i+ nc, or vice-versa.
The product of Kronecker terms fixes all the remaining sites between the solvent at i and the protein
at i+ nc to be occupied by proteins. In Eq. (5.6), terms with P1, K, and R1 have the same mean-
ing as in Eq. (5.5) and make up the effective Hamiltonian for sheet-coil filaments in the lattice-gas
Potts model. Now K explicitly depends on whether two neighboring sites are occupied by proteins
and facilitates the elongation of an aggregate. A is the nucleus-solvent interfacial free-energy. To
avoid introducing any more free parameters, we assume in second summation in Eq. (5.7) that the
interaction between a sheet protein immediately flanked by solvent is described by the interaction
free-energy R1. With this convention, both ends of a sheet segment contribute a factor of R1, re-
gardless of whether the segment is flanked by proteins or solvent. The free energies for sheet-coil
aggregates including solvent is summarized in Fig. 5.1(b).
Eq. (5.6) is a more general approach to fibril elongation when compared to previous statistical
mechanical models for protein aggregation52,53,95,96,101, which focus on specific aggregation path-
ways. Fibrils may grow longer via monomer addition at fibril ends, which in a sense is similar
to some kinetic models for elongation, in particular, the model proposed by Massi and Straub126.
Additionally, by using the lattice-gas formalism, Eq. (5.6) can accommodate a variety of elongation
mechanisms including merging and fracturing of aggregates of different sizes along the 1D lattice. In
Section 5.4 we will consider a related effective Hamiltonian on a strip lattice to model interactions
between 1D filaments. In this section, we focus on a 1D model for aggregate elongation.
5.3.2 Average properties
Now that we have discussed protein-protein and protein-solvent interactions, we can calculate ther-
modynamic quantities and test model predictions against experimental data. First, we must calculate
the partition function for Eq. (5.6). Since the number of proteins on the 1D lattice may fluctuate,
we work within the grand canonical ensemble where NT refers to the total number of lattice sites,
and Np=
∑NT
i=1 ni refers to the total number lattice sites occupied by proteins. Q is a grand partition
function. Substituting Eqs. (5.7) and (5.8) into Eq. (5.6), we write Q for the lattice-gas filament
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model as
Q =
∑
{t},{n}
exp (−βHfil + βµPCNp) (5.9)
where βµPC is the dimensionless chemical potential arising from the contact and interfacial inter-
actions between proteins in aggregates, and the notation {t}, {n} means summation over the spin,
occupancy variables, respectively, at each site. Q may be solved for exactly by a transfer matrix T
as,
Q =
∑
{t},{n}
NT−nc∏
i=1
T (ti, ti+1, ni, ni+1, . . . , ni+nc) (5.10)
T = exp {[P1δ(ti, 1) +R1χ(ti, ti+1) +K]nini+1}
× exp
{
Aχ(ni, ni+nc)
i+nc−1∏
j=i+1
δ(nj , 1)
}
(5.11)
× exp {R1χ(ni, ni+1) [δ(ti, 1)ni + δ(ti+1, 1)ni+1] + βµPCni}
where we sum over conformations only if the ith site is occupied by a protein, i.e., ni = 1. Notice
that the parameter for sheet propagation is counted only when the ith site is a sheet protein. As
an explicit example in writing out the transfer matrix, we consider the case nc = 1 for a two-state
system. Using Eq. (5.11) gives the elements of the following matrix
T =
ti+1 −1 1
ni+1 0 1 1
ti ni
0 1
√
α
√
ασ1
−1 1 z√α kz kz√σ1
1 1 z
√
ασ1 kzs1
√
σ1 kzs1
(5.12)
where s1 and σ1 were defined above, k ≡ exp(K) and α ≡ exp(−2A) are the Zimm-Bragg-like
parameters, and z ≡ exp(βµPC). The matrix elements Ti,j represent the probability of each type
of interaction. For general q and nc, the transfer matrix has dimension (q + 1)nc × (q + 1)nc and
Nλ = (q + 1)
nc number of eigenvalues.
Chapter 5: Investigation of Protein Aggregation 5.3 Interactions With Solvent
97
Now we can write Q and calculate thermodynamic properties using the eigenvalues of the transfer
matrix. For a finite lattice, boundary conditions must be specified. These could be open92, where
either ends of the lattice could be occupied by a protein of a specified conformation or solvent, or
periodic, where the lattice simply forms a ring. For any case, we have
Q =
Nλ∑
i=1
xiλ
NT−nc
i (5.13)
where the coefficients xi are determined by the specified boundary conditions. If periodic boundary
conditions are imposed, we set tNT−nc+1 = t1, tNT−nc+2 = t2, . . . , tNT = tnc so that all coefficients
xi are unity and the partition function is found easily from
Q = Tr(TNT ) = λNT1
(
1 +
Nλ∑
i=2
(
λi
λ1
)NT)
(5.14)
≈ λNT1 (5.15)
where Tr is the trace operation, λ1 is the largest eigenvalue of the transfer matrix, λ2 is the second
largest eigenvalue of the transfer matrix, and so on. Eq. (5.15) is valid when the lattice grows large
and in the thermodynamic limit NT →∞,
N−1T lnQ = lnλ1. (5.16)
Finally, we calculate some properties of the system. Of particular interest are the average number
of proteins on the lattice, 〈Np〉, which we refer to as the occupation of the lattice, the number of
proteins in filaments, 〈ψ〉, the number of filaments, 〈γ〉, the number of sheet proteins in filaments,
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〈θ〉, and the number of sheet segments, 〈ν〉, as
〈Np〉 ≡ z ∂
∂z
lnQ (5.17)
〈γ〉 ≡ 1
2
∂
∂A
lnQ (5.18)
〈ψ〉 ≡ ∂
∂K
lnQ+ 〈γ〉 (5.19)
〈ν〉 ≡ 1
2
∂
∂R1
lnQ (5.20)
〈θ〉 ≡ ∂
∂P1
lnQ (5.21)
respectively. In each expression all energies except the varying one are held constant upon differen-
tiation. A factor of 1/2 in Eqs. (5.18) and (5.20) corrects the over-counting of the number of distinct
filaments and extended sheet regions. We also calculate the average length of aggregates, 〈Lp〉, and
the average length of sheet segments, 〈Ls〉, according to
〈Lp〉 ≡ 〈ψ〉〈γ〉+ 1 (5.22)
〈Ls〉 ≡ 〈θ〉〈ν〉+ 1 (5.23)
respectively. The factor of 1 in Eqs. (5.22) and (5.23) accounts for the case where proteins completely
occupy the lattice.
5.3.3 Numerical Results
In this section we compute the thermodynamic quantities represented by Eqs. (5.17-5.23) for different
system parameters and different nc. For later use, we define the normalized number of proteins on
the lattice (referred to as the coverage) as
φ ≡ 〈Np〉
NT
. (5.24)
φ can also be thought of as the concentration of proteins in the aggregate phase.
In Fig. 5.2, we plot the average number of proteins on the 1D lattice, 〈Np〉, versus the chemical
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Figure 5.2: Plot (a) illustrates the effect of varying the contact chemical potential, βµPC , on
protein number, 〈Np〉, with nc=2 (solid, black), 4 (dashed, blue), 6 (dotted, red). In (b), 〈Np〉
vs. βµPC is shown for K= 0kBT (solid, black), 1kBT (dashed, blue) and 2.5kBT (dotted, red).
Unless otherwise stated, K = P = 1kBT , R = A = 1kBT , NT = 1000, and nc = 2.
potential contribution from the contacts, µPC . The values of µPV , µST , and µSR in Eqs. (5.1) and
(5.2) are regarded as constants at a specified temperature. Thus varying µPC , through Eq. (5.3), can
be accomplished by changing the experimental concentration, c, of protein in solution. Both Fig. 5.2
(a) and (b) illustrate the dependence of 〈Np〉 versus µPC , where for large, negative values of µPC ,
almost no proteins are found on the lattice and in aggregates. In other words, at low protein solution,
c, aggregates are found in extremely low numbers. As protein concentration, c, increases (i.e. µPC
increases), proteins may form aggregates in greater numbers, and at an increasing rate as the lattice
becomes nearly half saturated. Further increasing the protein concentration in solution allows more
monomers to join aggregates rather easily until the lattice becomes saturated. In Fig. 5.2 (a), the
effect of varying the size of the nucleus on average number of proteins, 〈Np〉, is illustrated, where
increasing nc is seen to have only a marginal effect on the 〈Np〉 dependence on µPC . Whereas in
Fig. 5.2 (b), varying system parameters that parametrize the contact strengths clearly influences the
average number of proteins on the lattice at particular experimental concentrations. For instance,
as illustrated in Fig. 5.2 (b), increasing the strength of interactions between proteins, K, causes
proteins to join aggregates at lower concentrations of monomers in solution.
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Figure 5.3: Plot (a) illustrates the effect of varying nc and protein number, 〈Np〉, on 〈γ〉, i.e.,
Eq. (5.18), with nc=1 (solid, black), 2 (dashed, blue), 3 (dotted, red), 4 (dashed-dotted, green),
5 (purple triangles), 6 (cyan circles). In (b) 〈γ〉 vs. concentration is show for K= 0kBT (dashed,
black), 1kBT (dotted, blue) and 2.5kBT (dotted-dashed, red). Plot (c) illustrates the effect of
varying nc and 〈Np〉 on 〈ν〉, i.e., Eq. (5.20), with nc=2 (dashed, blue), 4 (dashed-dotted, green),
6 (cyan circles). In (d) 〈ν〉 vs. 〈Np〉 is shown for P= 0kBT (dashed, black), 1kBT (dotted,
blue) and 2kBT (dotted-dashed, red). In (e) and (f), 〈ψ〉 and 〈Lp〉 are plotted against 〈Np〉,
respectively, where in both plots K= 0kBT (dashed, black), 1kBT (dotted, blue) and 2.5kBT
(dotted-dashed, red). Finally, In (g) and (h), 〈θ〉 and 〈Ls〉 are plotted against 〈Np〉, respectively,
where in both plots P1= 0kBT (dashed, black), 1kBT (dotted, blue) and 2kBT (dotted-dashed,
red). Unless otherwise stated, K = P = 1kBT , R = A = 1kBT , NT = 1000, and nc = 2.
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In Figs. 5.3(a-h) we considered a 2-state sheet-coil model on a finite lattice with NT = 1000 total
sites and periodic boundary conditions imposed. In Fig. 5.3(a), we show effects of varying nc. As
protein occupation, 〈Np〉, increases, the number of filaments increases to a maximum value, then,
the filament numbers decrease with 〈Np〉 as the lattice becomes saturated with proteins. Increasing
nc from 1 to 6 progressively increases the value of 〈Np〉 for both the onset of filament nucleation and
the maximum number of filaments, respectively, and also decreases filament numbers overall for all
values of 〈Np〉. As shown in Fig. 5.3(b), increasing the association energy between monomers, K,
from 0kBT shifts the value of 〈Np〉 where 〈γ〉, the number of filaments, reaches a maximum to lower
values. Additionally, increasing K causes 〈γ〉 to rise faster at low protein average number, while also
progressively reducing the overall number of filaments except at low 〈Np〉 values.
In Fig. 5.3(c) and (d), we plot the number of sheet segments, 〈ν〉, versus the protein occupation,
〈Np〉, for various nc (Fig. 5.3(c)) and P1 (Fig. 5.3(d)). The number of sheet segments, 〈ν〉, increases
with 〈Np〉 until reaching a maximum, then decreases toward a common value at maximum protein
occupation 〈Np〉=NT . In Fig. 5.3(c), increasing nc increases the maximum number sheet segments
since larger nuclei may contain more sheet-coil interfaces than smaller nuclei. Also, the maximum of
〈ν〉 occurs at progressively lower protein occupation as nc increases. Fig. 5.3(d) shows that increasing
the interaction strength between sheet proteins, P1, reduces the total number of sheet segments for
all but the lowest values of protein occupation, while increasing the average length of the sheet
segments (see Fig. 5.3(h)). The maximum value for 〈ν〉 is also achieved at lower protein occupations
for increasing P1.
In Fig. 5.3(e), we plot the number of proteins in filaments, 〈ψ〉, versus protein occupation, 〈Np〉.
In Fig. 5.3(f), we plot the average length of aggregates, 〈Lp〉, versus protein occupation. In both
figures K is varied as well. As protein occupation of the lattice increases, proteins start to join
filaments, and 〈ψ〉 increases almost linearly with 〈Np〉. The lengths of filaments also increase as
proteins join filaments, but not linearly. Once the lattice becomes occupied mostly by proteins,
the lengths take off and reach a maximum value at high protein occupation. Thus, increasing K
increases the numbers of proteins in filaments and the lengths of the filaments.
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Figure 5.4: The phase plots of the number of sheet segments, 〈ν〉 (solid, black lines), and the
number of proteins in sheet segments, 〈θ〉, versus system parameters (a) σ1 = exp(−2R1) and
(b) s1 = exp(P1), all versus coverage, φ. In both plots, normalized 〈θ〉 at a particular (σ1, φ)
may vary from zero to one, with white color indicating 〈θ〉 = 0 and solid red indicating 〈θ〉 = 1.
Dashed (blue) lines indicate where filaments contain equal parts sheet and coil, which we define
to be the locations of gradual, conformational phase transitions. Regions to the left of dashed
lines indicate filaments are mostly composed of coils, whereas regions to the right of the dashed
line indicate the filaments have majority sheet structure. Also, regions to the left of the dotted
(dark blue) line indicate more solvent than proteins on the lattice, whereas regions to the right
of the dotted line indicate more proteins than solvent on the lattice. We refer to the dotted line
as the locations of solvent/protein equal-population. Unless otherwise indicated in the plots,
P1 = 1kBT , K = 1kBT , R1 = 1kBT , A = 1kBT and nc = 2.
Finally, we plot the number of sheet proteins in filaments, 〈θ〉, and the length of sheet segments,
〈Ls〉, versus protein occupation, 〈Np〉, in Fig. 5.3(g) and (h), respectively, for different P1 values.
The behaviors of 〈θ〉 and 〈Ls〉 are similar to the behaviors of 〈ψ〉 and 〈Lp〉, while increasing P1 clearly
increases the number of sheet proteins and the sheet segment lengths. Varying nc only marginally
changes 〈ψ〉, 〈Lp〉, 〈θ〉, and 〈Ls〉 (not shown).
In addition to quantities plotted in Fig. 5.3, we present phase diagrams in which thermodynamic
properties of aggregates are plotted as functions of interaction parameters. These plots yield infor-
mation on when sheet and coil proteins are in equal numbers, locations we define as sheet-coil phase
transitions of filaments. In Fig. 5.4(a), the number of sheet segments, 〈ν〉, and the number of sheet
proteins in aggregates, 〈θ〉, vs. σ1 and φ are computed, respectively, and in Fig. 5.4(b), 〈ν〉 and 〈θ〉
vs. s1 and φ are shown.
In Fig. 5.4(a) the maximum number of sheet segments occurs at high protein coverage and weak
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sheet-coil interface interactions, that is σ1 ≈ 0.05. From this region of the phase plot, 〈ν〉 decreases
in every direction, which means sheet segments decrease in numbers for smaller protein coverage,
and also when the interaction energy of a sheet-coil interface increases, i.e., σ1 < 0.05. The number
of sheet proteins in filaments, 〈θ〉 is maximal at high protein coverage, and decreases in magnitude
eventually tending toward 〈θ〉 ≈ 0 as the protein coverage decreases. However, at high protein cover-
age, the lengths of sheet segments (not shown) are longest when the sheet-coil interface interaction
is large, σ1 ≈ 0, and shortest when the interaction is small, σ1 ≈ 0.05. Additionally, the curve
representing equal numbers of solvent and protein on the lattice (referred to as the ‘solvent/protein’
curve) is not strongly dependent on the value of σ1. However, coil-sheet transition locations tend
slightly toward higher protein coverage as the sheet-coil interface energy weakens.
In Fig. 5.4(b), the number of sheet segments, 〈ν〉, is maximal at high protein coverage and also
when s1 ≈ 1 where the interactions between sheet proteins are weak or zero. 〈θ〉 is maximal at
high protein coverage and large interactions between sheets, i.e., large s1, and decreases in every
direction from this region. The solvent/protein curve location occurs at essentially a fixed protein
coverage for s1 > 1, but for s1 < 1, the curve tends slightly toward higher protein coverage. On the
other hand, for large s1, the coil-sheet transition occurs at roughly the same protein coverage (about
φ = 1/2), but once s1 decreases towards s1 = 1, the protein coverage where coil-sheet transition
occur increases, tending toward s1 ≈ 1 at very high protein coverage. Thus, once s1 < 1, interactions
between sheet proteins are repulsive and the proteins in filaments are largely in coil conformations.
However, this region may be unphysical as large aggregates of proteins are known to contain β-
structure. In short, Fig. 5.4(b) predicts that as the interaction strength (P1) between sheet proteins
decreases, the sheet-coil transition occurs at higher protein coverage.
5.4 Protofibrils and Fibrils
Protein protofibrils and fibrils comprise of several filaments. To study thermodynamic properties of
fibrils or proto-fibrils, we add the interaction energy terms between Ly number of filaments in the
effective Hamiltonian and put the fibrils onto a Ly × N strip lattice, which is a finite strip in one
direction of an N ×N square lattice. The 2×N strip is illustrated in Fig. 5.5(a). In Fig. 5.5(b) and
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(c) the representation of a proto-filament of Aβ(1-40) originally given by Tycho and coworkers9 is
shown. We will model this proto-filament as two 1D filament-like structures that propagate in the
x-direction, as indicated in Fig. 5.5(a) and (c). In our model the proto-filament could grow either by
joining two filaments together, or as a quasi-1D aggregate growing from a single nuclei arranged on
the y-axis. But of course, our statistical mechanical models deal only with equilibrium properties,
not kinetic mechanisms of fibril growth.
The position of a protein or solvent is represented by a vertex within the strip, and is specified
by coordinates (i, j), which are the positions on the x and y-axis, respectively, of the strip. The total
number of vertices is NTOT = LyN . The strip lattice in Fig. 5.5(a) contains spin and lattice-gas
variables tji and n
j
i , respectively, at each vertex (i, j). The spin variables t
j
i = 0, 1, . . . , q, represent
different conformation states of a protein and nji=0, 1 denotes lattice-gas or occupation states. For
simplicity we assume that interactions between neighboring proteins on the y-axis are restricted to
vertices that have the same index i, and the proteins occupying these sites must both be locked in
the sheet conformation. We consider the strip that is composed of two identical 1D lattices aligned
in register, but this does not mean the filaments have to be in register since we allow the number of
proteins to fluctuate. This is a main difference of our model from the simpler method of counting
inter-filaments and loose ends in the model of van Gestel52,106.
The inter-filament interactions between two 1D filaments are treated using a model similar to the
2-helix chain model proposed by Skolnick103 and others57,89 which uses ZB parameters for describing
the inter-residue interactions between two independent α-helical protein chains. In general, the
Hamiltonian for an Ly × N strip lattice that includes inter-filament interactions can be written,
using the 1D Hamiltonian, Eq. (5.6), by changing the spin and lattice-gas variables ti → tji and
ni → nji , respectively, as
−βHAstrip = −
Ly∑
j=1
βHfil(j) (5.25)
+ F
N∑
i=1
Ly−1∑
j=1
δ(tji , 1)δ(t
j+1
i , 1)n
j
in
j+1
i
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Figure 5.5: (a) Graphical illustration of Eq. (5.26) on a 2 × N strip lattice. A black dot
indicates that a vertex is occupied by a sheet protein, a white square indicates solvent. Solid
red lines indicate interactions between proteins along the x-axis, while dotted black lines are
interactions between two sheet proteins on the y-axis. Dashed-dotted green lines indicate a
boundary for a nucleus, which is the dimer (nc = 2) positioned on the y-axis. Dashed blue
lines indicate no interaction between connected vertices. Double solid lines are sheet-solvent
interfaces. (b) Front-view (y-z plane) of an aggregate of Aβ(1-40) proteins. (c) Side-view (x-y
plane) of Aβ(1-40) proteins illustrating the inter-filament interactions9.
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where the notation Hfil(j) refers to the jth filament. For Aβ(1-40), we take Ly = 2, illustrated in
Fig. 5.5(b) and (c). F parametrizes the interaction energy between two sheet-linked proteins which
have the same ith index. In our treatment F > 0, the proto-fibrils and fibrils are more stable than
single filaments.
On the other hand it is known that nucleation does not occur in a truly 1D system123, so we
consider a similar model for aggregates that positions the nucleus along the y-axis as shown in
Fig. 5.5(a). From this point of view the orientations of proteins in the nucleus are perpendicular to
the direction of propagation (x-axis) of the fibrils, and the nucleus is now a multi-layer, quasi-1D
structure on a Ly ×NT ladder. This characterization of the nucleus corresponds with the findings
of Zhang and Muthukumar123 that the nucleus contains at least two layers of β-sheet. The nuclei
will assemble into proto-fibrils that grow longer on the quasi-1D lattice. An effective Hamiltonian
for quasi-1D aggregation including the multi-layer nucleus term can be written
−βHBstrip = −
Ly∑
j=1
βHpp(j)−
Ly−1∑
j=1
βHy(j)− βHnuc (5.26)
−βHy(j) =
NT∑
i=1
{
F δ(tji , 1) +K −R1χ(tji , tj+1i )
}
njin
j+1
i
−
NT∑
i=1
R1χ(n
j
i , n
j+1
i )
[
δ(tji , 1)n
j
i + δ(t
j+1
i , 1)n
j+1
i
]
−βHnuc = −
NT−1∑
i=1
A
Ly∏
j=1
χ(nji , n
j
i+1)
Ly−1∏
j=1
δ(nji , n
j+1
i ) (5.27)
where the term −βHpp(j) given by Eq. (7) is, upon changing the spin and lattice-gas variables
ti → tji and ni → nji , respectively, the effective Hamiltonian for the jth 1D filament in the x-
direction, one for each layer of the strip lattice. In the y-direction we write analogous interactions,
−βHy, similar to that in the x-direction, except we introduce F to represent interactions between
two sheet proteins. Also included in the y-direction is the nucleus term containing the parameter
A, which has the same meaning of surface energy as before.
For both cases the total number of proteins on a strip lattice is then Nstrip ≡
∑NT
i=1
∑Ly
j=1 n
j
i so
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that the grand partition function is
QA(B)strip =
∑
{t},{n}
exp
(
−βHA(B)strip + βµPCNstrip
)
(5.28)
where the sums over {t}, {n} are for all i and j, and A, B refers to the effective Hamiltonians given by
Eqs. (5.25) or (5.26), respectively. The grand partition function is solved as QA(B)strip = Tr
(
T
A(B)
strip
)N
where TA(B)strip is now the transfer matrix that relates nearest-neighbor spin variables t
j
i , t
j
i+1, t
j+1
i ,
tj+1i+1 and lattice-gas variables n
j
i , n
j
i+1, n
j+1
i , n
j+1
i+1 . Just as in Section 5.3.2, in the thermodynamic
limit NT →∞,
(LyNT )
−1
lnQA(B)strip = lnλA(B)1 (5.29)
where λA(B)1 is the largest eigenvalue of T
A(B)
strip . In general, the dimension of the transfer matrix
TAstrip is (q + 1)ncLy × (q + 1)ncLy and has (q + 1)ncLy number of eigenvalues, whereas the transfer
matrix TBstrip is (q + 1)Ly × (q + 1)Ly and has (q + 1)Ly number of eigenvalues.
The normalized average number of sheet proteins for either case A or B is calculated by substi-
tuting Eq. (5.28) into Eq. (5.21) and dividing by LyNT . Additionally, the normalized number of
sheet interactions in the y-direction is given by
〈θy〉 ≡ Ly
Ly − 1
∂
∂F
lnλ
A(B)
1 (5.30)
for either case A or B. Additionally, the number of aggregates on the strip, 〈γ〉, is found by substi-
tuting Eq. (5.29) into Eq. (5.18) and normalizing with respect to LyNT . 〈ψ〉 now yields the total
polymerization of proteins on the strip lattice, but it does not yield the correct number of proteins
in aggregates. Additionally, 〈ν〉 is now the number of sheet-coil or sheet-solvent boundaries, and
does not yield simply the number of sheet segments. Thus, the lengths of aggregates and the lengths
of sheet segments are no longer well-defined for the strip models. These quantities could be defined
with a more sophisticated description of aggregates on the strip lattice, for example, by introducing
more parameters. For now we try to use a minimum number of parameters and focus on the number
Chapter 5: Investigation of Protein Aggregation 5.4 Protofibrils and Fibrils
108
Figure 5.6: The protein coverage φ is plotted against the number aggregates, 〈γ〉, in (a) for
model A and (b) for model B. The total number of sheet proteins in aggregates, 〈θ〉, is plotted
in (c) for model A and (d) for model B. Dotted green circles in (a) and (b) are the results of
the 1D model for 〈γ〉, whereas in (c) and (d) dotted green circles denote the results of the 1D
model for 〈θ〉. In all cases, P1 = 0.25kBT , K = 1kBT , A = 1kBT , R1 = 1kBT . In all plots,
the case F = 0kBT are solid black lines, F = 1kBT are dashed red lines, and F = 3kBT are
dashed-dotted blue lines.
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of aggregates and the number of sheet proteins in aggregates implied by Eqs. (5.25) and (5.26), both
of which are experimentally measurable properties.
In Fig. 5.6 we compare qualitatively the results of the Ly = 2 strip models discussed above for
F = 1kBT and 3kBT inter-filament interactions with those of two non-interacting filaments, i.e.,
F = 0kBT . Additionally, we are comparing nucleation on the x-axis (case A), with nucleation on the
y-axis (case B). We also plot results from the 1D model for the same model parameters. Fig. 5.6(a)
and (b) shows number of aggregates, 〈γ〉, vs. protein coverage for cases A and B, respectively, with
nc = 2. In Fig. 5.6(a), as φ increases, the number of aggregates increases from zero and reaches a
maximum, then decreases toward zero at maximum protein coverage. Case A yields the results of
the 1D model when F = 0kBT . Overall, increasing F rapidly suppresses the number of aggregates.
In case B, the location of the maximum number of aggregates occurs at lower protein coverage when
compared with the 1D model when F = 0kBT . Also, increasing F seems to decrease the numbers
of aggregates more slowly for case B when compared with case A for the same model parameters.
There are also fewer aggregates in case B when compared to case A.
The number of sheet proteins in filaments, 〈θ〉, is plotted in Fig. 5.6 (c) and (d) for cases A and
B, respectively. As protein coverage increases the number of sheet proteins in aggregates increases,
more rapidly for increasing F . Both models A and B yield essentially the same results for the
number of sheet proteins in aggregates for non-zero cases of F . When F = 0kBT , model A predict
more sheet proteins in aggregates at low protein coverage when compared to model B, while at high
protein coverage model B contains more sheet proteins in aggregates than model A. Thus, overall
increasing interchain interaction, F , seems to increase the numbers of sheet proteins, but also seems
to decrease the numbers of aggregates. This means the number of sheet proteins in aggregates
increases rapidly with F , a fact consistent with increasing sheet content. This must mean that the
size of aggregates and the length of sheet segments increase with F .
5.5 Comparison to Experiment
Of course, the most important test of a model is whether it can yield results in agreement with
experimental observations. In this section, we compare model predictions with the experimental
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results on Aβ(1-40) in Ref.10 and on Curli fibrils in Ref.11. In their work, Terzi et al.10 used CD
spectroscopy, titration calorimetry, and analytical centrifugation to analyze the self-association of
Aβ(1-40). In aqueous solutions, they showed that Aβ(1-40) exhibited a reversible, concentration-
dependent sheet-coil transition. Using CD spectroscopy, they obtained the fraction of sheet proteins
in aggregates, taken at different concentrations. For our purposes, since the stable oligomer of Aβ(1-
40) could be the dimer9, we use nc = 2 in Eq. (5.26) and calculate Eq. (5.21). We also tried to use
the nc = 2 1D model described by Eq. (5.6), which did not produce an acceptable fit. The strip
model with dimers does produce a good fit for Aβ(1-40) aggregates, and is thus consistent with
experimental results.9,13
To work with experimental concentration, c, we must also specify the other chemical potential
contributions in Eq. (5.3) for Aβ(1-40): µST , µSR and µPV . We then calculate µPC from Eq. (5.3)
using the experimental concentrations, and then insert µPC into Eq. (5.28), from which relevant
thermodynamical properties are obtainable. Additionally, in our calculations a 1 mM reference was
used in computing the contributions to the solution chemical potential from the experimental con-
centrations. For Aβ(1-40), we have µST +µSR ≈ −29 kcal/mol71,73. In Ref.71, µPV for hemoglobin
was found to be approximately 0.75 ∗ (µST + µSR). We use a similar result for µPV for Aβ(1-40),
but in reality µPV could be larger since Aβ(1-40) aggregates may be more flexible than hemoglobin
aggregates. We substitute Eq. (5.26) into Eq. (5.28), then Eq. (5.28) into Eqs. (5.17) and (5.21), and
normalize both quantities with respect to by LyNT . Eq. (5.17) divided by Eq. (5.21), 〈θ〉/〈Np〉, the
β-sheet fraction, is used as our fitting function. The results are plotted in Fig. 5.7(a). We calculate
as a measure of the quality of the fit the quantity η/Nd ≡
√∑
k (〈θk〉 − θk)2/Nd, where 〈θk〉 is
the theoretical value at the kth concentration, θk is the experimental value, and Nd is the number
of data points in the experiment10. The fit yields reasonable free energies at room temperature,
P1 ≈ K ≈ A ≈ 0 kcal/mol, R1 = 0.35 kcal/mol, and F = 16.4 kcal/mol, and overall a good fit with
η/Nd=0.007.
With nc = 2, the fitted parameters of our model suggest that Aβ(1-40) aggregates will grow
easily as indicated by A ≈ 0 kcal/mol, and with F = 16.4 kcal/mol, the proteins in aggregates are
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Figure 5.7: In (a), the fraction of sheet proteins in Aβ(1-40) aggregates, 〈θ〉/〈Np〉, is fitted
to the results of the Terzi et al. experiment10. In (b), the fraction of sheet proteins in Curli
fibrils is fitted to the scaled results of the Hammer et al. experiment11. For the Terzi data,
fit parameters were P1 ≈ K ≈ A ≈ 0 kcal/mol, R1 = 0.35 kcal/mol, and F = 16.4 kcal/mol.
For the Hammer data, P1 = 7.26 kcal/mol, K = 2.2 kcal/mol, R1 ≈ 0 kcal/mol, and A = 1.2
kcal/mol. In (a) we used case B of the strip models with nc = 2 and Eq. (5.21) as the fit
function, whereas in (b) we used the 1D model with nc = 2 for aggregation and Eq. (5.19) as
the fit function. In both cases q = 2, and Eq. (5.19) is divided by 〈Np〉 for (a) the strip model
and (b) the 1D model, respectively.
strongly favored to be in the sheet state and bonded with a neighbor in the y-direction. With K ≈ 0
kcal/mol, the aggregates are dominated by sheet structure, and very little coil structure. A fitting
value of R1 = 0.35 kcal/mol suggests that the proteins in aggregates must first overcome an energy
barrier before converting from the coil state to the sheet state. Aggregates that form propagate in
the x-direction, and the propagation is primarily driven by interactions between sheet proteins in
the y-direction rather than directly by the interactions along the x-direction as indicated by P1 ≈ 0
kcal/mol. Thus, once nuclei that are dominated by sheet structure form, aggregates will grow in the
x-direction.
Hammer, et al.11 studied fibrils called Curli. These non-branching, β-rich fibrils are produced
by enteric bacteria, such as E. Coli, and are composed of multiple types of proteins. The major
subunit is the CsgA protein which is nucleated into fibrils by another protein, CsgB. Since our model
contains only identical proteins, we assume no difference between CsgA, and others, in Curli fibrils.
We test our model on the experiment carried out by Hammer, et al., where aggregates of different
concentrations of CsgB were detected by Thioflavin T, and TEM analysis at various concentrations
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revealed the ultrastructure of aggregates at the steady state11,127. Since the experiments used
Thioflaven T, which binds to fibrils128, we scale the florescence data with respect to the fluorescence
signal of the highest concentration examined (c0 = 43µM in their experiments). Here we plot the
relative β-sheet content, not the absolute as with the Terzi data, and divide the number of sheet
proteins in filaments, 〈θ〉, by 〈θ〉0, which is set to equal the fluorescence signal at c0. The 1D
model for aggregation produced an acceptable fit, but the size of a critical nucleus for Curli fibrils
is not currently known, so we choose nc = 2 and substitute Eq. (5.6) into Eq. (5.9). Then plugging
Eq. (5.9) into Eqs. (5.17) and (5.21), we use as our fit function 〈θ〉/〈Np〉. The data points for different
concentrations of CsgB and the theoretical fit are plotted in Fig. 5.7(b). At room temperature, we
find for CsgB µST + µSR ≈ −32 kcal/mol and µPV ≈ −25 kcal/mol. The fitting parameters for the
Hammer data were P1 = 7.26 kcal/mol, K = 2.2 kcal/mol, R1 ≈ 0 kcal/mol, and A = 1.2 kcal/mol,
and overall a good fit with η/Nd=0.008, where Nd is the number of Curli fibril data points.
For Curli fibrils, the fitting value of A = 1.2 kcal/mol suggests that nuclei will form after small
assemblies overcome an energy barrier. Since K = 2.2 kcal/mol, proteins tend to form aggregates.
Additionally, P1 = 7.26 kcal/mol provides strong attraction between sheet proteins, thus monomers
in the aggregate will preferentially convert to the sheet state over the coil state. With R1 ≈ 0
kcal/mol, sheet proteins aggregate without overcoming an energy barrier and can covert easily from
coil. Thus, the model predicts that the transition from CsgB monomers to Curli fibrils is largely
determined by interactions between sheet proteins, and the fibrils largely contain β-structure.
5.6 Helix-Sheet-Coil Aggregates
In this section, we study protein aggregation based on a 3-state (e.g., helix-sheet-coil) 1D lattice-gas
model. The lattice-gas Hamiltonian for aggregates containing helix, sheet, or coil conformations is
Chapter 5: Investigation of Protein Aggregation 5.6 Helix-Sheet-Coil Aggregates
113
written similarly to Eqs. (5.6-5.8), except we add interaction terms for helical proteins as given by
−βHfil =
NT−1∑
i=1
{P1δ(ti, 1) + P2δ(ti, 2) +K}nini+1
−
NT−1∑
i=1
R1 χ(ni, ni+1) [δ(ti, 1)ni + δ(ti+1, 1)ni+1]
−
NT−1∑
i=1
R0 χ(ni, ni+1) [δ(ti, 2)ni + δ(ti+1, 2)ni+1]
−
NT−1∑
i=1
R(ti, ti+1)χ(ti, ti+1)nini+1 − βHncps (5.31)
−βHncps = −
NT−nc−1∑
i=1
Aχ(ni, ni+nc)
i+nc−1∏
j=i+1
δ(nj , 1) (5.32)
where NT is the size of the lattice, and the notation for R(ti, ti+1) was discussed in Section 5.2.
After substituting Eq. (5.32) into Eq. (5.31), then plugging into Eq. (5.9), we may define relevant
thermodynamical quantities as
〈νj〉 ≡ 1
2
∂
∂Rj
lnQ (5.33)
〈θi〉 ≡ ∂
∂Pi
lnQ (5.34)
where 〈θi〉 refers to the fraction of sheet, i = 1, or helix, i = 2, and j = 0, 1, 2 in 〈νj〉 refers to
helix-coil or helix-solvent interfaces (referred to as helix-coil/solvent interfaces), sheet-coil or sheet-
solvent interfaces (sheet-coil/solvent interfaces), or helix-sheet interfaces, respectively. With these
definitions, the number of helix segments is (〈ν0〉 + 〈ν2〉)/2, and the number of sheet segments is
(〈ν1〉+ 〈ν2〉)/2. In Fig. 5.8 we imposed periodic boundary conditions and computed phase plots for
these quantities in the thermodynamic limit. In general, the 3-state model yields richer behaviors
than the 2-state model, because helical proteins may also participate in the binding of aggregates. We
plot the number of sheet proteins in filaments, 〈θ1〉, and the number of helical proteins in filaments,
〈θ2〉 vs. φ and s1 in Fig. 5.8(a), and vs. φ and s2 in Fig. 5.8(b). Additionally, si ≡ exp(Pi) for
i = 1, 2 and the protein coverage φ is given by Eq. (5.24).
In Fig. 5.8(a), coil proteins dominate at low φ (left side of the figure). At high φ, and for s1 ∼ 2.5
and greater, sheet aggregates dominate (top right corner). Helical proteins dominate at high φ and
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Figure 5.8: (a) Normalized 〈θ1〉 at a particular (s1, φ) may vary from zero (white color) to
one (solid red color). Additionally, contour lines specify the value of 〈θ2〉 at a particular (φ,
s1). (b) 〈θ1〉 and 〈θ2〉 with the same identifications as in (a) except each quantity is evaluated
at a particular (φ, s2). A dotted line indicates equal populations of solvent and proteins in
aggregates, a dashed line in both plots indicates sheet-coil/helix transitions, 〈θ1〉=0.5, with
the remaining proteins either helix or coil, and a black contour line labeled 0.5 in both plots
indicates helix-coil/sheet transitions, with 〈θ2〉=0.5, and the remaining proteins either sheet
or coil. A dashed-dotted line in both plots indicates equal fractions of helix and sheet, i.e.
〈θ1〉=〈θ2〉. Both 〈θ1〉 and 〈θ2〉 have been normalized with respect to system size NT . In all
cases, nc = 2, and unless otherwise stated K = 2kBT , P1 = 1kBT , P2 = 1kBT , R1 = 1kBT ,
R2 = 0.5kBT , R3 = 0kBT and A = 1kBT .
s1 < 2.5 (lower right corner). The locations of equal parts helix and sheet proteins in filaments
at medium to high protein coverage occurs when s1 ≈ s2 ≈ e, that is, when the sheet and helix
interaction energies are roughly the same magnitude. As φ decreases the helix/sheet curve occurs
for s1 > s2 with s1 slowly increasing. The sheet-coil/helix transition curve is roughly a circular
arc centered about the top right corner, that is, φ ≈ 1 and s1 ≈ 10. The curves represented by
〈θ1〉 = 0.5, 〈θ2〉 = 0.5, and the helix/sheet curve, 〈θ1〉=〈θ2〉, almost merge to a point at the φ = 1
boundary. A transition to majority helical proteins occurs only when sheet protein interactions are
weaker than attractive helical protein interactions, that is s1 < s2.
In Fig. 5.8(b), coil proteins dominate at low φ (left side of the figure). At high φ, and for s2 < 2.5,
sheet aggregates dominate (lower right corner). Helical proteins dominate at high φ and s2 > 2.5
(upper right corner). Just as in Fig. 5.8(a), the curves represented by 〈θ1〉 = 0.5, 〈θ2〉 = 0.5, and
the 〈θ1〉=〈θ2〉 curve, seem to converge to a point at the φ = 1 boundary. The remaining features of
Fig. 5.8(b) are similar to those found in Fig. 5.8(a) when Fig. 5.8(b) is viewed as an upside-down
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inversion of Fig. 5.8(a). For example, the sheet/helix curve, 〈θ1〉=〈θ2〉, is the same curve in both
plots, just inverted.
5.7 Discussion and Conclusions
We have found for the 2-state models with attractive interactions between sheet proteins two regimes:
small, largely unstructured aggregates at low protein concentrations, and long sheet dominated
filaments at high protein concentrations. The transition from one regime to the other is largely
concentration driven, but with the inclusion of nuclei at low concentrations, we found in Fig. 5.3(a-
b) and (e-f) that fewer filaments form as the size of the nuclei increases. At high concentration, the
number of proteins in filaments, and those in the filaments that are sheet, are largely independent
of nc. We also proposed in addition to the 1D model for aggregation, a quasi-1D model that more
realistically captures the nucleation process, where the nuclei structure contains at least two layers
of protein that is perpendicular to the direction of propagation of the aggregate, thus the nuclei is a
quasi-1D structure. When using the same fit parameters, the number of aggregates showed a strong
dependence on F , where increasing F suppressed the number of aggregates in both strip models,
but more significantly for two-filament model when compared to the quasi-1D nuclei model.
We tested the predictions with the 2-state (coil-sheet) model, where the fraction of sheet proteins
in aggregates, 〈θ〉/〈Np〉, was used to compare to the experimental results of Aβ(1-40) using the strip
model for fibrils, and the results of Curli fibrils using the 1D model for fibrils. Fits of both data sets
yielded very good agreement. Each of these proteins aggregate into amyloid fibrils through different
pathways, thus our model could potentially be applied to a variety of pathways in which amyloid
fibrils are formed at different concentrations.
For the 3-state model, we found transitions between three regions: sheet dominated regions
when helical conformation interactions are weak, helical dominated regions when sheet conformation
interactions are weak, and coil aggregates dominate when helical and sheet conformation interactions
are weak. In reality, for protein fibrils only the first of the three cases is experimentally relevant. Our
model results primarily differ from those of the recent WSME model for aggregation100, which is a
peptide bond based model, since it does not consider interactions between helix and coil proteins,
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only interactions between sheet proteins. By using Potts models in a grand canonical ensemble, our
approach to aggregation is quite general and could allow the possibility for helix and coil proteins
to participate in aggregation. The Potts model has the advantage over other simpler models for
aggregation because it allows for more conformational states to be considered for proteins, a feature
which may prove useful as future experiments involving these characteristics become accessible.
In conclusion, we have developed statistical mechanical approaches to describe the aggregation
of proteins into fibrils in equilibrium. Protein folding and aggregation involve a large number of de-
grees of freedom, thus it is important to make simplifications when possible. The 1D and quasi-1D
statistical mechanical models proposed here have a few parameters and are exactly solvable. For
some peptides responsible for neurodegenerative diseases, such as Aβ, it is not yet clear whether
small oligomers and nuclei are thermodynamically stable, but here we assumed that assemblies from
nuclei to fibrils are thermodynamically stable. Calculated thermodynamic quantities mimic certain
measurable properties of amyloid fibrils, such as the number of aggregates, the number of sheet seg-
ments, and the average lengths of filaments and sheet segments. In order to further test our models,
experiments such as AFM measurements of fibril lengths, as was done by van Raaij106 et al., CD
spectra of the sheet content at different concentrations, like in the Terzi data10, and also the ThT
experiments as in the work of Hammer et al.11, should be carried out for various protein species.
Additionally, proteins that are known to exhibit more than just 2-state folding ought to be further
studied. The 3-state model presented here has the power to capture a more complicated aggregation
phenomena where conformations such as helix (and others) may play a role when protein monomers
join larger aggregates. With more experimental data, we will be able to draw effectively quantitative
comparisons between proteins that aggregate and compile a table of parameters based on our model.
We would like to thank J. van Gestel and F. Ferrone for stimulating discussions.
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CHAPTER 6
A KINETIC STUDY OF AMYLOID
FORMATION
6.1 Introduction
In this chapter, we consider the kinetics of amyloid fibril formation. Many experimental techniques
have been developed to study and characterize the kinetic processes involved in the self-assembly of
amyloid proteins into fibrils. The results of experiments involving amyloid formation in vitro have
been used to formulate hypotheses about the pathological process, and treatment of diseases caused
by amyloid proteins117,122,129–136. However, experiments often report differing, and sometimes con-
flicting, results, especially during the early times in the aggregation process, before β-amyloid fibrils
have formed. For example, dye-binding assays137–139 and turbidity140 are popular experimental
methods of measuring the time delay before the first fibrils can be detected. These methods can also
be used in determining the amount of the initial mass converted to fibrils at different times. Dyes
like thioflaven T (ThT) and Congo red may only bind to aggregates that contain some amount of
β-sheet content- mainly fibrils, with some exceptions41,141,142. These dyes may be indifferent toward
β-amyloid oligomers143,144, which lack significant β-sheet content. Since the oligomers, and possibly
other types of aggregate species such filaments or protofilaments, depending on how much β-content
they have, are not detected by these experiments, they are often hypothesized as existing only in
very small concentrations. The rate-limited nucleus, then, is regarded as the aggregate with the
highest energy. Nuclei concentrations should be extremely small, and they may take a long time to
form. The time delay in the formation of nuclei is associated with the lag-phase of the ThT, and is
denoted tlag. ThT experiments have consistently showed that the lag-time depends strongly on the
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initial concentration of amyloid protein, and the size of the critical nucleus, nc. These results have
led researchers to formulate the hypothesis that amyloid proteins aggregate in accordance with a
nucleated polymerization (NP) mechanism in vitro.21 Only after nuclei form can these small aggre-
gates grow larger, eventually forming fibrils. The concentration of monomers when fibrils may form
is often referred to as the critical fibril concentration.
Oosawa and Asakura were the first to propose the NP model. In the absence of pre-formed seed
material or secondary nucleation pathways, the model contains several essential features: (1) the
lag-time exists for oligomeric nucleus to form, (2) the concentration of amyloid proteins monomers
must exceed the critical fibril concentration for fibrils to form, and (3) the lag-time depends strongly
on the initial amount of protein concentration present21,145. The equation for this relationship can
be written as
ln t1/2 = A−
(
nc + 1
2
)
lnmtot (6.1)
where A is a constant, and mtot is the initial mass of amyloid protein monomers. The time for fibril
reactions to reach 50% is referred to as the half-time, and is easy to measure experimentally (the
equation could just as well be written using tlag).
However, other experiments show amyloid-β oligomers are present when fibrils are not24,25. Data
from FlAsH fluorescence26, atomic force-microscopy (AFM)146, ion mobility coupled with mass
spectrometry147, and other experiments24,25,148 all provide evidence for non-vanishing oligomer
concentrations below the critical fibril concentration26. These facts stand in contrast to the NP
model for the aggregation of amyloid proteins into fibrils. In fact, experiments with Sup35 prions
conducted by Serio et al. led researchers to propose an alternative mechanism, referred to as the
nucleated conformational conversion (NCC) hypothesis117, wherein quickly-forming oligomers un-
dergo a slow conformational transition from a largely unstructured aggregate to β-sheet dominated
fibril26,117. The same mechanism for nuclei formation has been proposed for other amyloid proteins,
including Aβ(1-40)26, Huntington protein149, and islet amyloid polypeptide150. The rate-limiting
step for conformationally-created nuclei can be accelerated by adding fibril-like seeds151. Overall,
this process can be thought of in terms of a free-energy barrier, separating unstructured oligomers
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and structured fibril regimes26. Only once the unstructured oligomers begin the conformational
transition- that is, once they cross the free-energy barrier- can they grow larger and eventually
become highly ordered fibrils.
Adding to these complications are the large number of possible aggregation and fragmentation
reactions that determine whether fibrils grow longer, or whether they break up into smaller aggre-
gates. For example, a fibril could break into two or more identically sized fragments, or a fibril
could lose a monomer at one end. The effect of fragmentation has been shown to speed up the rate-
limited step of nucleus formation, and hence fibril growth120. To date, most NP kinetics models
for amyloid formation assume that the rates of elongation and fragmentation of aggregates–k+ and
k−, respectively– have no size dependency, and are unrelated to any other properties the amyloid
proteins or aggregates may possess21,22,120,152,153. These rates are usually regarded as single val-
ued. In the NP model, the aggregation and fragmentation rate constants describe only the simplest
elongation and shrinkage mechanisms: monomer addition, where a protein could join an aggregate
at one end and "lock" into place by converting to sheet, or subtraction, where a protein could be
removed from either end of the aggregate21,154. Extensions of the NP model have been made to
include the breaking of actin filaments, and more recently to include amyloid fibrils, where a fibril
could fragment at any location along the axis of growth120,155. Furthermore, secondary nucleation
pathways can be included152. In the Knowles120 model, and other models for protein aggregation
that include fragmentation, all of fragmentation reactions involving fibrils are considered equally
likely, and are quantified by a rate constant, k−. The values of rate constants k+ and k− determine
not only the mass of protein in fibrils as a function of time, but also the average lengths of the
fibrils in time–two quantities that are readily measured in experiments156–158. Understanding which
aggregation or fragmentation reactions contribute to the growth or shrinkage of fibrils, respectively,
is crucial for accurately predicting quantities such as the total mass of protein in fibrils, the average
lengths, and the size distributions of fibrils as a function of time.
In the sections to follow, we introduce a model for amyloidogensis in which the formation of
a nucleus is the result of a slow conformational transition of an nc-mer, where kn is the rate of
Chapter 6: A Kinetic Study Of Amyloid Formation 6.1 Introduction
120
formation of nuclei. We imagine the nucleus as the oligomer capable of reaching the peak of the
rate-limiting free-energy barrier, discussed in the NCC hypothesis. Additionally, we require that the
aggregates smaller than the critical nucleus will not contribute to either growth or fragmentation
processes, as other models have done. We focus first on understanding the size dependent aggregation
and fragmentation rates. The assumption that aggregates smaller than the critical nuclei can be
ignored may not be true. In Chapter 7 we will extend our approach, and suggest a model that
may be able to capture both the lag-time observed by ThT data, as well as the small oligomers
that could undergo conformational transitions. Since experiments and simulations have shown that
the pathways to fibrils could be sequence dependent13,47, we consider in our description of fibril
formation a variety of fibril elongation and fragmentation mechanisms. These include, but are not
limited to, monomer addition and subtraction from the fibril ends. Moreover, it is entirely reasonable
that for proteins and aggregates in solution, collisions between monomers and aggregates of varying
shapes and sizes will occur, and some of these collisions could yield larger aggregates, while others
could result in aggregates breaking apart159. We contend that the pathways for amyloid proteins
to aggregate into fibrils would be better captured by a model that includes many aggregation steps,
including dimer-dimer, hexamer-hexamer, and other types of merging. The former examples are
possible pathways for Aβ(1-40) and Aβ(1-42) amyloid fibril formation, respectively. In addition,
the rates for aggregation or fragmentation steps could depend on the size of the aggregates, which
may render some aggregation or fragmentation reactions more likely than others. For example,
monomer addition is often considered as the most favorable pathway for protein aggregates to grow
larger. Using classical coagulation theory, we show that when proteins and aggregates are diffusing
in solvent, the monomer addition mechanism is the most probable growth pathway. However, this
theory also says that other pathways, such as fibril merging or breaking, can contribute to the overall
growth or shrinkage of the fibrils, respectively.
6.2 Systems Studied
We consider a system containing a fixed initial amount of monomeric amyloid proteins, mtot, that
are well mixed with solvent. The proteins are freely mobile in the solution and the system has a fixed
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volume, V . According to the law of mass-action, the reaction rate between any protein monomers
or aggregates is proportional to the product of the reactant concentrations. In this mean-field
description, we consider the possible aggregation pathways, from dimers, trimers, . . . , oligomers,
. . . , proto-fibrils, up through fibrils. We contend that the system is sufficiently dilute so that
any other higher-order interactions between monomers and aggregates can be ignored, aside from
conformationally-induced nucleation events. A monomer is defined as a protein that has no restricted
structure, and can interact with surrounding solvent. However, we consider only interactions between
proteins that may be responsible for the formation, elongation, or breaking of aggregates. An N -mer
aggregate is then defined as a linear array, or chain, of N monomers, which could range in size from
oligomers up to fibrils. Each monomer in an aggregate may form bonds with other neighboring
proteins in the same aggregate, where all of bonds are considered to be short-ranged in nature only.
6.2.1 Critical nuclei
As we have discussed, smaller aggregates and oligomers contain far less β-structure than proto-fibrils
and especially fibrils. The smallest thermodynamically stable aggregate in our formulation is the
critical nucleus containing nc number of proteins. We assume that nuclei formation occurs via the
NCC mechanism, that is we think of the critical nucleus as the smallest aggregate that can undergo
a conformational shift, and possibly grow to become a fibril. This nucleation scenario is illustrated
in Fig. (6.1). Additionally, we assume that the concentrations of aggregates smaller than nc will
not be thermodynamically stable, so we neglect their contributions in our kinetic formulation. The
kinetic reaction for the conformationally induced production, or disassembly, of critical nuclei can
be described by the following expression21
ncC1
kn

k∗
Cnc (6.2)
where Cr refers to the aggregate of size r proteins, kn is the nucleus formation rate constant, and
k∗ is the nucleus disassembly rate constant.
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6.2.2 Fibril formation pathways
Becker-Döring kinetics
According to the NP model, the pathways for protein aggregates to grow or shrink in size are
monomer addition and monomer subtraction, respectively. For any aggregate of size N ≥ nc,
monomer addition and subtraction reactions can be written as
CN + C1
k+

k−
CN+1. (6.3)
where k+ and k− are the monomer addition and subtraction rate constants, respectively. Reactions
of this type are referred to as Becker-Döring kinetics74,160. By imposing the law of mass action, the
mass flux, Jr(t), can be defined as the net rate of clusters of size r growing to size r + 1 at a time t
as
Jr(t) = k+cr(t)c1(t)− k−cr+1(t) (6.4)
where {cr(t)}∞r=1 are the concentrations of all allowed clusters at any time t. The mass-action
equations governing the time evolution of aggregates of any size can then be written as
dcr(t)
dt
= Jr−1(t)− Jr(t) (6.5)
where the RHS of the equation describes every possible way to construct the aggregate of size
r. When nuclei production and disassembly reactions are considered along side the Becker-Döring
kinetics for N -mers, we are describing the classical Oosawa-Asakura NP model for the nucleation
and growth processes for protein polymerization21, which can be written is
dcr(t)
dt
= Jr−1(t)− Jr(t) + 1
2
(knc1(t)
nc + k∗cnc) δr,nc , (6.6)
where the Kronecker delta δr,nc is equal to one when r = nc and equal to zero otherwise. We
assumed that the nucleus production rate was proportional to the monomer concentration raised
to the nc power21. To reduce the number of parameters in our kinetic description, we set k∗ = 0.
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The NP model for protein polymerization contained the feature discussed in the Introduction: the
half-time, t1/2, scaled with the initial mass concentration, mtot, i.e., Eq. (6.1). Many proteins have
been found to exhibit the scaling described in the NP model. Examples include CgsA protein with
nc = 2, Aβ(1 − 40), also with nc = 2, and Apo-CII with nc = 5, among other proteins involved in
the formation of amyloid aggregates120,161.
Figure 6.1: (a) A small aggregate of size nc may not contain enough bulk contact energy
to be thermodynamically stable, but the aggregate could undergo a conformational transition
from an unstable (blue) to a stable aggregate (black). (b) The Becker-Döring type kinetics of
monomer addition and subtraction pathways. (c) Illustrating the Smoluchowski aggregation
and fragmentation pathways. The Becker-Döring kinetics is a special case of Smoluchowski
kinetics.
Smoluchowski kinetics
Becker-Döring type kinetics is just one type of reversible reactions that can involve protein monomers
and aggregates. While it could be the case that monomer addition and subtraction reactions domi-
nate the changes in aggregate sizes, other types of growth and fragmentation mechanisms may also
contribute. By generalizing the Becker-Döring approach, we can account for all possible ways of
forming an aggregate containing r proteins. Now, any two aggregates of sizes r and s could join to
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form a larger aggregate, which can be described the rate constant ar,s. Alternatively, an aggregate of
size r+s could break into two composite pieces of sizes r and s, respectively, which can be described
by the rate constant br+s. The expression for these types of reactions can be written as
Cr + Cs
ar,s

br+s
Cr+s (6.7)
and referred to as generalized Smoluchowski kinetics74,162 as illustrated in Fig. (6.1c). The aggre-
gation and fragmentation rate constants, ar,s and br+s respectively, are referred to as kernels. The
kernels are symmetric, that is ar,s = as,r and br+s = bs+r. In the same manner as before, by impos-
ing the law of mass action, the mass flux from cluster distributions cr(t) and cs(t) going to cr+s(t)
can be written as
Wr,s(t) = ar,scr(t)cs(t)− br+scr+s(t) (6.8)
where cr(t) = 0 if r < nc except for r = 1. If nc ≥ 2, W1,1(t) = 0. By including the conformationally
induced nucleation reaction with Smoluchowski kinetics, the corresponding mass-action equations
for the evolution of an aggregate of size r, where r ≥ nc, can be written as
dcr(t)
dt
=
1
2
r−1∑
s=1
Ws,r−s(t)−
∞∑
s=1
Wr,s(t) +
1
2
(knc1(t)
nc + k∗cnc) δr,nc (6.9)
where the factor of two arises because the first term in Eq. (6.9) counts every way to construct the
aggregate of size r twice. The first two terms describe all possible ways to construct the aggregate of
size r. The rate constants kn and k∗ were defined above. The Knowles model for protein aggregation
combines the forward and backward reactions of the Oosawa model, with the fragmentation reactions
of the Smoluchowski model120,163. The resulting equations for the evolution of cluster sizes cr(t) in
the Knowles model are
dcr(t)
dt
= 2k+c1(t) [cr−1(t)− cr(t)]− k−(r − 1)cr(t) + 2k−
∞∑
i=j+1
cr(t) + knc1(t)
ncδr,nc(6.10)
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where k+ is the monomer addition rate constant, k− is the rate constant of any type of breaking of
an aggregate into two pieces, regardless of the sizes of the fragments. In their model, kn is the rate
constant for the nucleation of critical aggregates. Knowles, et al, and others have showed that strong
fragmentation can act as an effective secondary nucleation mechanism, whereby fragmenting aggre-
gates can act as seeds that speed up elongation of fibrils during early times of aggregation120. Elon-
gation may only occur via monomer addition. For the case of strong fragmentation, t1/2 ∼ m−1/2tot ,
otherwise t1/2 ∼ m−(nc+1)/2tot as in the NP model. Since the Knowles model is well-studied164–166,
we compare with it our results obtained for the Smoluchowski model of protein aggregation.
Eqs. (6.6), (6.9), and (6.10) all admit an integral of motion, namely the total mass of all clusters
in the system, mtot, is constant for all times t, and can be written as
mtot =
∞∑
k=1
kck(t). (6.11)
The equation for the evolution of the monomer concentration, c1(t), in Eqs. (6.6), (6.9), and (6.10)
can thus be written using Eq. (6.11) as
dc1(t)
dt
= −
∞∑
j=nc
j
dcj(t)
dt
. (6.12)
In Eqs. (6.6), (6.9), and (6.10), assuming ar,s = k+ and br+s = k− can be very useful approx-
imations that make these equations easier to solve, and also the number of parameters needed to
capture the aggregation and fragmentation processes can be kept to a minimum. However, in reality
the physics should play a role in determining ar,s and br+s. The size, shape, and even the conforma-
tion of monomers and aggregates may influence the rates. With Becker-Döring and Smoluchowski
kinetics, we can consider the asymptotic behavior of the aggregate concentrations cr(t), and derive
expressions relating the fragmentation rates with size-dependent aggregation rates. In the next sec-
tion, we show that once an aggregation kernel is determined, the the fragmentation kernel can be
determined, and the equations Eqs. (6.6) and (6.9) are solvable for size dependent kernels.
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6.3 Size Dependent Kernels ar,s and br+s
6.3.1 Asymptotic dynamics
To find aggregation and fragmentation kernels for protein aggregates, we may consider the long-time
dynamics of these systems. Two asymptotic states of the system described by Eqs. (6.6), (6.9), and
(6.10) are usually of interest:
1. The system reaches a steady state, where in Eqs. (6.4) and (6.8), all of the cr(t)’s do not change
in time so that Jr(t) = J and Wr,s(t) = W , respectively, for all r and t, where J and W are
constants.
2. The system reaches equilibrium, where in where in Eqs. (6.4) and (6.8) the forward reaction
exactly balances the backwards reaction, i.e., Jr(t) = 0 and Wr,s(t) = 0, respectively, for all r
and t.
If we assume that our protein systems will eventually tend toward thermodynamic equilibrium, we
many invoke detailed balance, i.e. case (ii), where the Smoluchowski mass flux, Eq. (6.8), can be
written as
ar,sρrρs = br+sρr+s (6.13)
where ρi is the equilibrium concentration for the aggregate containing i monomers. The equilibrium
concentrations described by ρi can be expressed in terms of partition functions, and an equilibrium
dissociation constant K.
6.3.2 Aggregates at equilibrium
To derive an expression for equilibrium dissociation constant K and find an expression for ρi, ag-
gregates that have reached equilibrium are considered first. The dissociation equilibrium constant
for monomers and aggregates involved in the reactions given by expressions (6.3) and (6.7) can be
written as
K =
ρrρs
ρr+s
=
(Zr/V )(Zs/V )
(Zr+s/V )
=
br+s
ar,s
(6.14)
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where V is the volume of the system, and Zr is the partition function of an aggregate of size r 71,72,74.
Now, only ar,s and the partition functions need to be determined. As an example, ZN for an N -mer
aggregate can be written as
ZN = ZtransQin (6.15)
where Ztrans is the contribution from translational motion of the aggregate, and Qin is the contri-
bution due to internal motion and interactions between proteins in the aggregate. Qin contains the
contributions from rotational degrees of freedom for proteins in the aggregate, as well as collective
vibrations of the aggregate itself. If the aggregates are regarded as being linear chains, the contri-
bution due to the vibrations has a simple dependence on N 72,167–169 and ZN can be written as170
ZN = Dq
NNnV (6.16)
where D is a composite factor, qNV is the contribution of an infinite aggregate, and DNn takes into
account the finite effects of the aggregate (i.e., boundary effects). The parameter n depends on the
exact description of the proteins in aggregates as well as the collective properties. It can be shown
that n typically ranges between 4 and 6170. By plugging Eq. (6.16) into Eq. (6.14) and simplifying,
we have
br+s
ar,s
= D
(
rs
r + s
)n
. (6.17)
Now we are left only with the problem of determining the aggregation kernel ar,s.
6.3.3 Protein Diffusion
If the motions of monomers and aggregates in solvent are assumed to be controlled by diffusion
alone, results from coagulation theory159,171 may be used to write the aggregation rates as
ai,j = 4pi (Di +Dj)
Ri +Rj
2
gi,je
−∆G/kBT (6.18)
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where Di is the diffusion coefficient for a cluster of radius i, and is equal to Di = kBT/6piiη where
η is the viscosity of the solvent. Ri is the radius of the sphere of influence of the aggregate of radius
i, which represents the maximum spatial separation two aggregates could be from each other and
still stick together. gi,j is a geometric factor, and ∆G is the free energy barrier for the association
of two clusters. To simplify this expression, we assume that Ri is on the order of the aggregate’s
hydrodynamic radius171. Further, we assume e−∆G/kBT remains close to a constant value so that
it can be absorbed into ai,j . A simplified expression for ai,j can then be written as
ai,j =
4kBT
3η
(i−1 + j−1). (6.19)
Eq. (6.19) can be re-expressed in terms of r, the number of proteins in the aggregate, and the fractal
dimension of the aggregate, Df , as
ar,s ∼ kp
(
r−1/Df + s−1/Df
)
(6.20)
= kP
(
r−1/Df + s−1/Df
)
(6.21)
where kP is now just a proportionally constant. The fractal dimension can be thought of as a measure
of the compactness of the aggregate. For spherical monomers, Df = 3. Eq. (6.21) is referred to
as the fractal diffusion kernel. Choosing Df = 3 in Eq. (6.21) is probably an oversimplification
because amyloid fibrils are not spherical entities, rather they are linear, non-branching structures.
It is interesting to note that in de Gennes’ reptation theory172 for entangled polymers, the diffusion
constant D ∼ M−2, where M is the molecular mass of the entangled polymers. Additionally,
Df ≈ 2.56 has been found for antibody aggregates173,174.
It is important to note that many kernels could be used for studying protein aggregation159,170,171,175–179.
In our model, it was assumed that protein monomers and aggregates diffuse in solvent. However,
for amyloid proteins in vivo, such as Aβ, protein aggregation may occur in a crowded environment
with many other biological molecules. In future studies, we will consider aggregation and fragmen-
tation kernels that can take into account the effects of crowding on the motion of proteins. For
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Figure 6.2: Two examples illustrating the size dependencies of aggregation rate constants. (a)
Hill aggregation kernel for polymer diffusion given by Eq. (6.22), and (b) the fractal diffusion
kernel given by Eq. (6.21). In both cases the kernels were normalized for illustrative purposes.
The plots illustrate that both kernels exhibit symmetry in indices r and s. The cut off size for
aggregates was set to 200 and Df = 3 was used in Eq. (6.21).
comparison, we also analyze Hill’s polymer diffusion model170. When many proteins are present,
the size-dependent aggregation rates for diffusing polymers in Hill’s model can be written as
ar,s = kH
s ln r + r ln s
rs(r + s)
(6.22)
where kH is a constant of proportionality167,170.
The fragmentation kernel br+s for either the fractal diffusion model, or Hill’s model, can now be
written by using detailed balance and the results from equilibrium. From Eqs. (6.17) and (6.21) or
(6.22), we have
br+s = kM
(
rs
r + s
)n (
r−1/Df + s−1/Df
)
, fractal diffusion kernel (6.23)
= kB
(
rs
r + s
)n
s ln r + r ln s
rs(r + s)
, Hill kernel (6.24)
where kB and kM are constant proportionality factors.
The aggregation kernels, Eqs. (6.21) and (6.22), are plotted in Fig. 6.2(a) and (b), respectively.
The aggregation kernel for the Hill model, Eq. (6.22), is also plotted in Fig. (6.3). In both aggregation
kernels, monomer addition is predicted to be the favored pathway for small aggregates to grow larger,
but this elongation mechanism weakens as the system size grows larger. The weakening effect is much
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Figure 6.3: (a) The Hill kernel fragmentation kernel, Eq. (6.24). The cut-off length for
aggregates was set to 100. (b) Illustrating the effect of varying the parameter n in Eq. (6.24),
where r + s = 100 for all r and s. Like with the aggregation kernels, the fragmentation kernel
exhibit symmetry in indices r and s.
more pronounced in the Hill aggregation kernel. Additionally, the fractal diffusion kernel allows for
the merging of any two aggregates. However, smaller aggregates are more likely to merge with larger
ones than larger with larger. When aggregates grow large in size, the overall effect of merging on
aggregate size progressively becomes weaker. In the Hill kernel, Eq. (6.22), large aggregate merging
is possible, but it is far less likely when compared to the same effect in the fractal diffusion kernel.
In Fig. 6.3(a) and (b), we plot the Hill fragmentation kernel. The plots of br+s appear Gaussian,
where br+s reaches a maximum when both r and s reach some cut-off size for a finite system. It is
clear from the plots that aggregates are more likely to break in the middle, and they become even
more likely to break as overall aggregate sizes grow larger. Monomer subtraction is the least likely
scenario for aggregate shrinkage. Additionally, the effect of varying n is shown in Fig. 6.3(b), where
increasing n has the effect of reducing the overall ability of the aggregate to break into any two
pieces, while progressively favoring breaking nearer to the center of the aggregate.
6.4 Results
In this section, Eqs. (6.9) and (6.10) are solved together with Eq. (6.12) in each case, and some
quantities that can be compared with experiments are obtained. We first study the constant kernel
formulations for both the Knowles and Smoluchowski models, then consider size-dependent kernels
for the Smoluchowski approach. The moment generating function, Mn(t), for the set {ck(t)}∞k=1 can
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be defined as
Mn(t) ≡
∞∑
k=nc
knck(t) (6.25)
so that the number of proteins in aggregates, P (t) = M0(t), and the mass of aggregates, M(t) =
M1(t), are given by
P (t) =
∞∑
k=nc
ck(t) (6.26)
M(t) =
∞∑
k=nc
kck(t) (6.27)
and the average length of aggregates, L(t), can be written as
L(t) =
M(t)
P (t)
. (6.28)
Other quantities, such as the fluctuation in the number of proteins in aggregates, are easily derived
by using Eq. (6.25).
6.4.1 Constant kernel results
The Knowles model, Eq. (6.10), is often solved in terms of P (t) andM(t), where in some cases exact
expressions are attainable. In our approach, we solve the equations for aggregate concentrations
described by Eqs. (6.9) and (6.10) numerically. Numerical solutions require that a cut-off size be
introduced so that integration of the coupled set of differential equations in both models is tractable.
Thus, in the Knowles and Smoluchowski models, the maximum size of an aggregate is denoted λc.
If conservation of mass is to be retained, we must truncate Eqs. (6.9) and (6.10) so that mass-loss
cannot occur, therefore we impose the following condition to the set of concentrations {ck(t)}∞k=1 in
each model,
Wr,s(t) = 0 if r + s > λc in Eq. (6.9) (6.29)
cr(t) = 0 if r + 1 > λc in Eq. (6.10) (6.30)
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Figure 6.4: In (a) the mass in aggregates M(t) for the Knowles model is fit to the results of
Hammer, et. al, for three different initial mass concentrations of CgsB: 70, 35, and 17.5 µM
from top to bottom, respectively. Experimental data points are shown as red dots in the figure.
In (b), we plot M(t) for the Smoluchowski model is fit to the same data sets. The parameters
used in each case are k+ = 2.65 · 104 M−1s−1, k− = 9 · 10−8 s−1, and kn = 4.62 · 10−4 M−1s−1.
The blue curves fit the initial mass of 35µM, and the black curves fit the initial mass of 17.5µM
of CgsB.
for all times. Once the set of concentrations {ck(t)}∞k=1 is computed, the mass and lengths of
aggregates can be calculated.
In Fig. (6.4), we fit the mass,M(t), to ThT fluorescence data from Hammer et. al. for Curli fibrils
using three different initial mass concentrations. The fluorescence signal was scaled in accordance
with the initial amount of protein used. Additionally, the critical nucleus size for Curli fibrils is
regarded as nc = 211,12,161. Only the 70µM data set was used for fitting the rate constants k+, k−,
and kn. Both the Smoluchowski and Knowles models fit the 70µM and 35µM data sets quite well,
but the fits are not as good for the 17.5µM data set. Overall, the Knowles model has been shown
to reliably fit a variety of ThT data for many different proteins120,161 with different critical nucleus
sizes. However, the Smoluchowski model has not been as extensively studied for protein aggregation,
except for a few cases 171,174.
It may not be clear from the mass plots in Fig. 6.4 that there are significant differences between the
predictions of the Knowles and Smoluchowski models. However, since the ThT signal is proportional
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Figure 6.5: In (a) the number of aggregates P (t) for the Knowles model shown using the fit
parameters in Fig. 6.4(a) for the three different initial mass concentrations of CgsB: 70, 35, and
17.5 µM from top to bottom, respectively. In (b), we plot P (t) for the Smoluchowski model
using the same fit parameters as in Fig. 6.4(b). (c), The average lengths, L(t), is plotted for
the Knowles model and (d), L(t) is plotted for the Smoluchowski model. The parameters used
in all plots were k+ = 2.65 · 104 M−1s−1, k− = 9 · 10−8 s−1, and kn = 4.62 · 10−4 M−1s−1.
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to the mass of protein in fibrils, and not the fibril sizes, a flattening in the ThT signal does not imply
the fibrils have necessarily stopped growing longer or shorter. In other words, just fitting the mass
of fibrils, M(t), to ThT curves is not enough to establish which model, if any, is the better model for
protein aggregation. Thus, we turn our attention to the time evolutions of the number of aggregates
and the aggregate average lengths. In Fig. (6.5) we plot Eq. (6.26) for both Smoluchowski and
Knowles models for constant kernels using our fits to the ThT curves for Curli fibrils. For all cases
of initial mass concentration, the number of aggregates in the Knowles model initially is very small for
early times, but once the nucleation barrier is overcome, aggregate numbers increase almost linearly.
In general, for higher initial mass concentrations, more aggregates are present at all times studied.
Comparing the total number of aggregates, P (t), in the Knowles model to P (t) in the Smoluchowski
model shows that significant differences are now apparent between the two models. For smaller mass
concentrations, there are more aggregates present at early times, but as time progresses, these roles
seem to reverse: there are more aggregates for higher initial mass concentrations when compared to
lower mass concentrations. Interestingly, as the initial mass increases in the Smoluchowski model,
the number of aggregates, P (t), exhibits a sigmoidal-like curve, in contrast to the effective linear
growth in the number of fibrils in the Knowles model at higher times. This must mean then that
the average lengths in the Smoluchowski model will converge towards a constant value, whereas in
the Knowles model the average lengths will become shorter for the time scales studied here.
To illustrate these effects, we plot in Fig. 6.5(c) and (d) the average lengths of aggregates, L(t),
that is given by Eq. (6.28) for both Smoluchowski and Knowles models. In both cases, we use
the parameters that best fit M(t) to the Curli ThT data12. The plots illustrate the fact that in
both models the higher the initial mass concentration, the longer the fibrils may initially grow.
At some time t the average length of fibrils, L(t), reaches a maximum value, and then starts to
decrease as time moves forward. The curves are also more strongly peaked for greater initial mass
concentration, where the peak broadens and decreases in maximum amplitude as the initial mass is
decreased. For all initial mass concentrations, mtot, considered in the Knowles model, the average
length of fibrils, L(t), decreases to only a fraction of its peak value as time progresses, eventually
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Figure 6.6: The mass contributions rcr(t) for all r and t for the Knowles (top) and Smolu-
chowski (bottom) models, respectively. In both plots, the blue curve represents the average
length of fibrils, L(t). Fit parameters in each case are k+ = 2.65 ·104 M−1s−1, k− = 9 ·10−8 s−1,
kn = 4.62 · 10−4 M−1s−1, and initial mass concentration mtot = 35µM. In both figures, the in-
set plot illustrates the fit (dashed, green curve) of M(t) to the ThT fluorescence data from
Hammer et al. for mtot 12. The dashed blue curve in each inset plot represents the monomer
concentration.
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trending toward a common value once the system nears equilibrium. The peaks in the length curves
must mean that the aggregates initially are few and over-shoot a stable average length, but as their
numbers increase and monomers become scarce, the aggregates fragment, and their average lengths
eventually approach a stable value near equilibrium. However, for the Smoluchowski model, clearly
the effect of fragmentation is weakened at large times and the average aggregate length of fibrils,
L(t), does not decrease as significantly as in the Knowles model. Additionally, the average fibril
lengths lengths in the Smoluchowski model are longer than in the Knowles model, particularly at
larger time scales. As is known, the fragmentation reactions can speed up the formation of small
aggregates in both models for early times, but the many additional growth pathways studied in the
Smoluchowski model seems to counter-balance the breaking effect at greater times. To summarize,
we observe for large times, the Knowles model predicts that more and more aggregates will form,
and the lengths of these aggregates get shorter and shorter. For large times in the Smoluchowski
model, the number of aggregates flattens out, as does the average lengths of these aggregates. For
a better look at the size distribution, we turn attention to a contour plot presented in Fig. (6.6).
In Fig. 6.6, we plot each mass contribution rcr(t) for all r and t for both models using the initial
concentration of 35µM for the Curli fibrils. In Fig. 6.6(a), the fibril mass, M(t), for the Knowles
model at early times is initially spread out over many clusters sizes, but for longer times the overall
fibril mass contributions become highly clustered around the average length value, 〈L〉 ≈ 300, thus
fluctuations about the average length are relatively modest. In Fig. 6.6(b) overall the system size in
the Smoluchowski model is significantly larger than for the Knowles model, where at long times the
fibril mass, M(t), in the Smoluchowski model is spread out amongst many cluster sizes, and that
the fluctuation in mass (not shown) is quite large when compared to the Knowles model. Therefore,
for the parameters used in the fit, fragmentation in the Smoluchowski model does not play as a
significant role at later times when compared to the Knowles model, and that many cluster sizes
contribute to the total fibril mass as compared to the Knowles model.
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Figure 6.7: The mass contributions rcr(t) for all r and t for the Hill aggregation and fragmen-
tation kernels given by Eqs. (6.22) and (6.24). The blue curve represents the average length of
fibrils, L(t). The inset plot illustrates the fit (solid, red curve) of M(t) to the ThT fluorescence
data from Hammer et al.12. The dashed blue curve in each inset plot represents the monomer
concentration. Fit parameters in each case are k+ = 2.65 · 104 M−1s−1, k− = 9 · 10−8 s−1,
kn = 4.62 · 10−4 M−1s−1, and initial mass concentration mtot = 35µM.
6.4.2 Size-dependent kernel results
The results of the Knowles and Smoluchowski models for constant kernels illustrate the fact that
either model can predict the ThT curves quite accurately, but they also predict very different average
length distributions. Which model fits the average lengths of fibrils the best? For this analysis, size-
dependent kernels become necessary since the rates determine the properties of the aggregates that
can be measured. The question then is which aggregation and fragmentation kernels should used in
the Smoluchowski kinetics predictions for the average lengths, L(t).
To study the effects of size-dependent kernels on the length distributions, the Hill kernels given
by Eqs. (6.22) and (6.24) were inserted into Eq. (6.9) and (6.11), and solved for the aggregate
concentrations cr(t). M(t) was computed and compared with with the mtot = 70µM ThT data set
for the Curli fibrils. The fit parameters were then used to compute the mass contribution rcr(t)
for all r and t. The M(t) fit, the ThT data set, and the mass contributions are all displayed in
Fig. 6.7. The fit of M(t) to the data, while it may not be obvious by looking at the plots, is actually
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found to be somewhat better than both the fits predicted by the Smoluchowski and Knowles models
(using the same chi-square minimization procedure in all three fits). However, the Hill model yields
drastically different rests for the mass in fibrils as well as the average length of fibrils. In fact, L(t)
reaches a maximum value of just under six total proteins in length, which then drops off to just
under five in length at greater times. Additionally, the mass in the aggregates clusters is mostly
found in aggregate sizes that are on the order of the average length for later times. Clearly this
choice of kernel for the Smoluchowski model is not suitable for fitting the average lengths of fibrils.
The fractal aggregation and fragmentation kernels can be used to reliably fit average length
data. The average length of β-lactoglobulin (β-LAC) fibrils at acidic pH were measured using an
using atomic force microscope (AFM) at different incubation times180. The initial mass of protein
used was 10 g/L and nc = 4. The experiment showed that, starting from a monomeric solution,
the proteins assembled into fibrils and steadily grew longer until peaking at 1.6 µm in length at 8
hours. The fibrils then steadily declined in length– the average length was about 0.8µm at 20 hours.
After 20 hours it appeared that the fibrils were only slightly shrinking in average length, though
there were only a few measurements made after 20 hours. The experimental results for L(t) for the
β-LAC fibrils are plotted in Fig. 6.8. In order to compare the model predictions of L(t) with the
AFM results, the measured lengths must be converted to number of proteins, r, in the fibrils. A
simple conversion is r = 2×L/d, where L is the measured value of L in nanometers, and d = 1.5nm
is a rough estimate of the length between to two neighboring sheet-conformed proteins in a fibril.
Additionally, the factor of two refers to two identical protofibrils aligned in register that make up a
fibril.
The average length of fibrils, L(t), was computed for the Smoluchowski kinetics using the fractal
diffusion kernel, i.e., Eq. (6.9) solved using Eqs. (6.21) and (6.23). The comparison of L(t) with
the β-LAC length measurements in Fig. 6.8 shows good agreement between theory and experiment.
Also illustrated in Fig. 6.8 is the predicted fraction of protein mass found in fibrils. In addition to
the constants kP , kM , and the nucleation formation rate kn, the fractal dimension Df was used as
a fit parameter for the average length data, and was found to be Df ≈ 1/2. Fractal dimensions for
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Figure 6.8: The comparison of L(t) (top) to the experimentally determined average lengths
of β-LAC fibrils. The data points are red dots. M(t) (bottom) is plotted for the β-LAC fibrils.
The fit parameters used were kP = 465 M−1s−1, kM = 6 · 10−13 s−1, kn = 13.4 M−1s−1, and
Df ≈ 1/2.
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other protein aggregates have been found to be Df ≈ 2.0 − 2.7174,181,182. However, these values
were determined for proteins that mainly self-assemble into spherical aggregates that are tightly
packed. For amyloid fibrils, the aggregates are long, and rod-like in shape, thus we might expect
that Df ∼ 1, but the interpretation should not be that the fibrils are loosely packed. In fact, the
proteins in the fibrils are most likely sheet-conformed, and stack tightly with neighboring proteins
along an axis of growth. Additionally, the kernels in other studies of aggregates place too much
emphasis on aggregate merging174, whereas amyloid fibrils are thought to grow mainly through
monomer addition.
We have shown that the diffusion kernel can reliably fit the AFM data for the β-LAC fibrils. In
addition, the Knowles model has been shown to need an adjustment to the constant fragmentation
rates to fit the same data for β-LAC fibrils122,180. If the rate of breaking, k−, in Eq. (6.10) is assumed
to possess a size dependence ∼ rλ, where r is the size of the aggregate, then using λ = 3 allows the
Knowles model accurately predict the average lengths of the fibrils. Moreover, the constant kernel
Knowles model cannot be used to accurately predict the average length of β-LAC fibrils180.
6.5 Concluding Remarks
In this Chapter, the kinetics of protein aggregation was studied using several mass-action models
that describe the evolution of aggregate concentrations cr(t). The NP and Knowles models have
been well-studied in the literature. However, the Smoluchowski model for protein aggregation has
received very little attention. The Knowles model and our proposed Smoluchowski model for protein
aggregation both have been shown to fit ThT curves reliably, where each model has the feature that
aggregate breaking can act as a feedback loop, where the fragments can act as seeds, and could
range in size from the critical nucleus, or larger. However, when turning attention to the model
predictions for L(t), the models predict very different results when compared to each other. For
example, the aggregates described by the Smoluchowski model with constant kernels were found to
be larger than those predicted by the Knowles model. Additionally, the average lengths of aggregates
in the Smoluchowski and Knowles models both exhibited a maximum average length at some time t,
which then decreased for later times. The Smoluchowski model predicted that the aggregates would
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shrink down in size at later times, but not nearly as quickly as those aggregates described by the
Knowles model. Comparing the average length of aggregates predicted by the Smoluchowski model
with size-dependent kernels to the AFM measurements of β-LAC fibrils showed that the theoretical
model and the experimental results were in agreement.
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CHAPTER 7
FUTURE DIRECTIONS AND
CONCLUSIONS
7.1 Closing Remarks
In this thesis, we illustrated the complexity of the protein folding problem, as well as the the
challenges involved in understand amyloid protein aggregation. The modeling approaches presented
in each chapter have mostly focused on a few characteristics of proteins and aggregates, including
the bonding between residues in the folding model, and those between proteins in the aggregation
model, as well as the conformational states of proteins and aggregates. The use of transfer matrices
and lattice models, then, were used to systematically solve for the partition function for each system,
from which quantities could be obtained and compared with experiments. However, the approaches
taken in each chapter also demonstrate the difficulty in modeling complex biological processes, and
clearly much research remains to be done in protein folding and aggregation before cures for diseases
such as Alzheimer’s disease, and many others, can be found.
The application of statistical mechanics and kinetics, as we have shown in this thesis, can be used
to formulate a general framework for studying systems that exhibit layers of complexity. We list
several goals and directions for future research, using the models presented Chapters 3-6 as starting
points for approaching more complex phenomena associated with protein folding and aggregation.
• Since the current statistical mechanical models for folding and aggregation are similar to
those used in condensed matter theory, we could apply perturbative techniques to study the
aggregation of a few protein chains and the effects of inter-chain interactions on them. In this
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approach, we must start with the residue as the basic unit, rather than the whole protein, as
was done in Chapters 4-6. Then, a statistical mechanical model for protein dimers, starting
from inter and intra-residue interactions, can describe the folding of constituent proteins that
may occur in order for assembly to take place. This model could also describe the conditions
that cause or influence aggregation when many chains are present. The same procedure used
in formulating a model for dimers can be extended to study oligomers, and comparisons can
be made with simplified models for fibril formation that rely only on the average state of the
proteins. Additionally, by studying small assemblies, we can gain insight into the formation of
the critical nuclei, which are thought to range from 2 to 12 proteins in size. Current models,
including ours, assume/infer the size of the nuclei, but a more sophisticated approach should
predict these sizes. The challenges here are mainly computational, as the dimension of the
transfer matrices involved grow very rapidly. However, it is the authors opinion that these
challenges can be overcome in the near future as computational technology continues to get
better.
• The powerful idea known as Renormalization Group (RG) theory could be applied to protein
folding aggregation. With this technique we could study how interactions on the residue level
scale upward to systems that contain many thousands of proteins (e.g. fibrils). The RG idea
is essentially a prescription for coarse-graining interactions, and therefore could have great
potential in understanding amyloid proteins. Additionally, with these techniques, the types of
phase transitions that aggregate systems exhibit could be characterized and compared with
other models.
• Monte Carlo/Glauber dynamics can be used to investigate the rates for when proteins join
aggregates. Using the LR Potts Hamiltonian, in principle one can follow the thinking of
Glauber to derive time-dependent equations for some average properties of Ising and Potts
models, similar to the mass-action approach in Chapter 6, but with this approach, we start
with an equilibrium Hamiltonian and derive some kinetics results. It is important to study the
rate of each aggregation step because we want to know how fast a neurodegenerative disease
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Figure 7.1: A simple mechanism for oligomer formation and conformational conversion into
fibrils. The coil proteins are labeled X, while the sheet proteins are labelled Y. Protein aggregates
of either conformation may grow longer by monomer addition. Additionally, for simplicity in
illustrating the model, it is assumed that aggregates shrink by monomer subtraction at the
ends. The Smoluchowski equations could also be applied for a variety of aggregation and
fragmentation pathways between X and Y systems.
evolves and also because rates are often the quantities that experimentalists measure. Another
goal for such a study is whether we can slow down the aggregation processes. For these types
of problems, future research into the kinetic studies could provide a more complete picture of
the aggregation processes from the point of view of kinetics of protein folding and aggregation
using Hamiltonians as well as non-equilbrium approaches.
• Including the effects of crowders in both folding and aggregation models. In vivo, amyloid
proteins are in close proximity with many other biological molecules, thus their properties in
crowded environments such as cells could be very different when compared with in vitro amyloid
proteins, where the crowding effects can be eliminated. Additionally, solvent interactions could
play greater roles in the statistical mechanical approaches presented in this thesis. While in
Chapter 5, we included an inter-facial interaction between proteins and solvent. However, more
precise details of these interaction could potentially be included in a more advanced model.
Perhaps the most immediate application of the ideas presented in this thesis could be the for-
mulation and application of a simple model for the NCC mechanism, where oligomers are thought
to assemble rapidly, followed by a slow conformation transition and grow into β-rich fibrils. In this
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model, two types of proteins could be involved, i.e., coil and sheet. For example, cXr (t) are the
size-dependent concentrations of coil proteins at any time, while cYr are the size-dependent concen-
trations of sheet proteins at any time. The kinetics of these two types of conformationally different
proteins can be studied, where X and Y type aggregates must compete for available monomers in
order to grow longer. In this model, the X type of proteins could grow into off-pathway aggregates.
On the other hand, some of these aggregates could undergo a transition from coil to sheet when
their sizes are on the order of the critical nucleus. Fibrils may then grow very long and contain large
amounts of β-structure. A very simple model for this type of ‘competitive aggregation’ is illustrated
in Fig. 7.1. The mass-action equations governing the evolution of the concentrations for X and Y
types can be written using Becker-Döring or Smoluchowski kinetics, and the Oosawa nucleus term.
For example, using the Knowles model for the Y -type proteins and aggregates, the mass-action
equations governing the kinetics of the X and Y types can be written as
dcXr (t)
dt
= 2kX+
[
cXr−1(t)− cXr (t)
]− 2kX− [cXr (t)− cXr+1(t)]− knc1(t)ncδr,nc
dcYr (t)
dt
= 2kY+c1(t)
[
cYr−1(t)− cYr (t)
]− kY−(r − 1)cYr (t) + 2kY− ∞∑
i=j+1
cYr (t) + knc1(t)
ncδr,nc
dc1(t)
dt
= −
λc∑
r=2
r
dcXr (t)
dt
−
λb∑
r=nc
r
dcYr (t)
dt
(7.1)
where the cut-off’s λc and λb represent the maximum size of X and Y aggregates. These equations
are easily solved numerically, and an example of the mass in aggregates is shown in Fig. 7.2.
In Fig. 7.2, the oligomers may grow may grow to the size of the critical nucleus, λc = nc, and
convert into sheet, or shrink by monomer subtraction. The plot clearly shows an oligomer phase,
followed by a transition phase where the oligomers either disassociate, or convert to Y -type nuclei.
Eventually, the the aggregates mostly become Y -type fibrils. These results should be compared
with those of Kelly26, which show a very similar FlAsH florescence curve for the mass in oligomers
and fibrils. The X-Y model could possibly even be extended to an X-Y -Z model. The Z-type
specie could represent a chaperone protein, thus one could study the kinetics of chaperone-assisted
aggregation.
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Figure 7.2: Predicted masses of X (purple) and Y (yellow) type aggregates. Monomers
are also plotted (blue). The concentrations of Y -type aggregates were determined using the
Knowles model, described in Chapter 6. The X-types were assumed to grow from dimers up to
critical oligomers that contain nc = 5 number of proteins. These X-type critical oligomers may
then undergo a conformational transition to Y -type critical nuclei. Y -type critical nuclei may
proceed to grow into amyloid fibrils.
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Every day we learn more about protein folding and aggregation and their relationships to diseases.
The ultimate goal of this thesis was to simplify some of the complexities of these phenomena and
their relationships with disease, and to look forward to a future where we may finally find cures.
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