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Tema ovog rada su pseudoslucˇajni brojevi, odnosno slucˇajni brojevi koje generiraju
racˇunalni algoritmi.
Slucˇajni brojevi imaju sˇiroku primjenu u raznim podrucˇjima, od simulacija, numericˇke
analize, programiranja, pa sve do upotrebe u rekreacijske svrhe, odnosno igrara na srec´u.
Tradicionalne metode za generiranje slucˇajnih brojeva, kao sˇto su bacanje kocke, ili pomo-
c´u kola ruleta, su jako spore i neprakticˇne. Stoga ih mijenjaju racˇunala. Medutim, kako su
racˇunala deterministicˇki strojevi, brojevi koje oni generiraju ne mogu biti stvarno slucˇajni.
Za pocˇetak dat c´u osnovni pogled na slucˇajnost i generiranje slucˇajnih brojeva na svima
razumljivom jeziku. Opisat c´u i prve primitivne algoritme za generiranje slucˇajnih brojeva.
Rad se sastoji od dva dijela. U prvom dijelu c´u dati detaljnu matematicˇku analizu
jednog od najkvalitetnijih generatora pseudoslucˇajnih brojeva, poznatog pod imenom xor-
shift generator. Takoder, izlozˇit c´u i osnove generatora koji se, vjerojatno, najvisˇe koristi,
Mersenne Twister.
Drugi dio rada su statisticˇki testovi slucˇajnosti koji ispituju kvalitetu generatora slu-
cˇajnih brojeva. Slucˇajni brojevi koje generiraju generatori moraju biti nepredvidivi i ne-
zavisni. Cilj testova je otkriti pravilnosti u dobivenim nizovima. Dat c´u detaljan pregled
testova sadrzˇanih u paketu TestU01, softverskoj biblioteci koja sadrzˇi skup razlicˇitih em-
pirijskih testova slucˇajnosti za generatore slucˇajnih brojeva. Takoder, dat c´u samo kratak




Slucˇajnost i slucˇajni brojevi
1.1 Slucˇajnost
Slucˇajnost je nedostatak uzorka, pravila ili predvidivosti dogadaja. Slucˇajan niz doga-
daja, simbola ili koraka nema redoslijeda i ne slijedi nikakav razuman uzorak. Individualni
slucˇajni dogadaji su po definiciji nepredvidivi, ali u dosta slucˇajeva frekvencija razlicˇitih
ishoda nakon velikog broja dogadaja mozˇe biti predvidena. Na primjer, kada bacamo dvije
igracˇe kocke, rezultat svakog pojedinog bacanja je nepredvidiv, ali suma brojeva na obje
kocke jednaka 7 c´e se pojavljivati dva puta cˇesˇc´e nego suma brojeva na obje kocke jed-
naka 4.
Koncept slucˇajnosti potjecˇe josˇ iz anticˇkih vremena kada su ljudi bacali kocku kako
bi prorekli sudbinu, a to je s vremenom evoluiralo u igre slucˇajnosti. Kinezi su prije 3000
godina vjerojatno bili prvi ljudi koji su formalizirali izglede i sˇanse. Grcˇki filozofi su disku-
tirali o slucˇajnosti, ali ne u kvantitativnoj formi. Tek u 16. stoljec´u talijanski matematicˇari
zapocˇinju sa formaliziranjem sˇansi u razlicˇitim igrama na srec´u. Otkric´e infinitezimalnog
racˇuna donosi pozitivan utjecaj na formalno proucˇavanje slucˇajnosti. 1888. godine John
Venn je u svojoj knjizi The Logic of Chance napisao poglavlje The conception of ran-
domness u kojem je dao svoj pogled na slucˇajnost znamenki broja pi, koristec´i ih kako bi
konstruirao slucˇajnu sˇetnju u dvije dimenzije.
1.2 Pseudoslucˇajnost
Pseudoslucˇajan proces je proces koji izgleda kao slucˇajan, no on to nije. Pseudoslucˇajni
nizovi uglavnom posjeduju statisticˇku slucˇajnost, a generirani su u potpunosti determi-
nisticˇkim procesima. Takav proces mozˇemo laksˇe izvrsˇiti nego stvarni slucˇajni proces i
mozˇemo ga ponovno koristiti kako bismo dobili potpuno isti niz vrijednosti, sˇto je korisno
za testiranja.
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Generiranje slucˇajnih brojeva ima velike primjene, no o tome visˇe kasnije. Prije mo-
dernog racˇunarstva, znanstvenici koji su trebali slucˇajne brojeve generirali su ih pomoc´u
kocke, karata, kola ruleta i slicˇno, ili pomoc´u tablica slucˇajnih brojeva. Prvi pokusˇaj
pruzˇanja ”zalihe“ slucˇajnih brojeva bio je 1927. godine, kada je Cambridge University
Press objavio tablicu 41,600 slucˇajnih brojeva koje je dobio L. H. C. Tippett. Kasnije, 1947.
godine, RAND Corporation je generirao slucˇajne brojeve elektronicˇkom simulacijom kola
ruleta, a rezultati su objavljeni 1955. pod nazivom A Million Random Digits with 100,000
Normal Deviates. John von Neumann je pionir kompjuterskih generiranja slucˇajnih bro-
jeva. 1949. godine, Derrick Henry Lehmer je izmislio linearni kongruentni generator koji
je dugo vremena bio najvisˇe korisˇten generator pseudoslucˇajnih brojeva. Danas, vec´ina ge-
neratora u upotrebi je zasnovana na linearnoj rekurziji. Napretkom racˇunarstva, algoritmi
koji generiraju pseudoslucˇajne brojeve zamijenili su tablice slucˇajnih brojeva, a generatori
pravih slucˇajnih brojeva se koriste vrlo rijetko.
1.3 Generiranje slucˇajnih brojeva
Generiranje slucˇajnih brojeva je generiranje niza brojeva ili simbola koji ne mogu una-
prijed biti predvideni. Razlicˇite potrebe za slucˇajnosˇc´u dovele su do nekoliko razlicˇitih
metoda generiranja slucˇajnih podataka. Neke od metoda postoje josˇ iz anticˇkih vremena,
poput bacanja kocke ili novcˇic´a, mijesˇanje karata i mnoge druge. Zbog mehanicˇke prirode
ovih metoda, generiranje velikog broja slucˇajnih brojeva zahtijeva puno posla i vremena.
Stoga su se nekada rezultati spremali i objavljivali u obliku tablica slucˇajnih brojeva. Da-
nas, s napretkom racˇunarstva i algoritama za generiranje slucˇajnih brojeva, upravo oni
postaju glavni izvor slucˇajnih brojeva.
Postoji visˇe razlicˇitih racˇunalnih metoda generiranja slucˇajnih brojeva. Medutim, mno-
gima nedostaje svojstvo stvarne slucˇajnosti dobivenih nizova, iako neki mogu uspjesˇno
proc´i statisticˇke testove slucˇajnosti koji mjere koliko su rezultati predvidivi. S druge strane,
postoje i posebno dizajnirani, kriptografski sigurni, algoritmi bazirani na Yarrow algoritmu
i slicˇnima.
Dvije su osnovne metode generiranja slucˇajnih brojeva. Prva metoda koristi neke
fizicˇke fenomene za koje znamo da su slucˇajni i mjeri moguc´a odstupanja u procesu. Takve
algoritme nazivamo pravi generatori slucˇajnih brojeva (eng. True Random Number Gene-
rators, ili krac´e TRNG). Druga metoda koristi racˇunalne algoritme koji mogu producirati
duge nizove naizgled slucˇajnih rezultata, koji su zapravo u potpunosti odredeni pocˇetnom
vrijednosˇc´u koju nazivamo kljucˇ ili sjeme. Ovakav tip algoritama nazivamo generatori
pseudoslucˇajnih brojeva (eng. Pseudo-Random Number Generators, ili krac´e PRNG).
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1.3.1 Generatori pseudoslucˇajnih brojeva (PRNGs)
PRNG su algoritmi koji koriste matematicˇke formule kako bi generirali niz naizgled
slucˇajnih brojeva. Dobiveni nizovi nisu slucˇajni jer su dobiveni deterministicˇkim proce-
som i u potpunosti su odredeni pocˇetnog vrijednosti algoritma, tzv. sjemenom ili kljucˇem.
PNRG algoritam pokrec´emo njegovim pocˇetnim stanjem, sjemenom. Dobiveni niz c´e svaki
put biti identicˇan kada algoritam inicijaliziramo istim sjemenom. Vec´ina algoritama gene-
rira nizove s dobrim statisticˇkim svojstvima, no ovako dobiveni nizovi su periodicˇki, tj.
nakon nekog vremena brojevi se ponavljaju.
John von Neumann je 1946. godine dao prvi PRNG poznat kao metoda srednjeg kva-
drata. Algoritam funkcionira vrlo jednostavno: uzmi neki broj, kvadriraj ga, te uzmi sred-
nje znamenke kao slucˇajan broj. Taj broj koristimo kao sjeme za sljedec´u iteraciju algo-
ritma. Na primjer, kvadriranjem broja 1111 dobivamo broj 1234321 kojeg mozˇemo zapisati
kao 01234321. Kvadriranjem 4-bitnog broja smo dobili 8-bitni broj, te je nasˇ slucˇajan broj
2343. Koristec´i 2343 kao sjeme za sljedec´u iteraciju, dobivamo broj 4896 i tako dalje. Von
Neumann je koristio desetoznamenkaste brojeve, no princip je isti. Problem ove metode je
da se sve sekvence nakon nekog vremena ponavljaju, a neke cˇak i jako brzo, poput 0000.
Von Neumann je bio svjestan ovog problema, ali postupak je bio dovoljno dobar za njegove
potrebe.
Jedan od najstarijih i najpoznatijih generatora pseudoslucˇajnih brojeva je linearni kon-
gruentni generator (LCG). Generator je definiran rekurzivnom relacijom:
Xn+1 = (aXn + c) mod m
pri cˇemu je X niz pseudoslucˇajnih vrijednosti, a:
m, m > 0 – modul
a, 0 < a < m – multiplikator
c, 0 ≤ c < m – inkrement
X0, 0 ≤ X0 < m – sjeme, pocˇetna vrijednost
su vrijednosti koje specificiraju generator.
Period linearno kongruentnih generatora je najvisˇe m, a za neke izbore pocˇetnih vrijed-
nosti period je i puno krac´i.
1997. godine dolazi do izuma Mersenne Twister algoritma koji je rijesˇio vec´inu mana
prijasˇnjih generatora. Mersenne Twister ima period od 219937 − 1 iteracija i radio je brzˇe
nego svi dotadasˇnji generatori. S vremenom su razvijeni i WELL generatori koji su po-
boljsˇanja Mersenne Twister algoritma. 2003. godine George Marsaglia uvodi xorshift ge-
neratore koji su takoder zasnovani na linearnog rekurziji. Ovakvi algoritmi su jako brzi i
uspjesˇno prolaze komplicirane statisticˇke testove.
Mane pseudoslucˇajnih generatora su deterministicˇnost i periodicˇnost, no njihova velika
prednost je brzina generiranja slucˇajnih brojeva.
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1.3.2 Pravi generatori slucˇajnih brojeva (TRNGs)
Generatori stvarno slucˇajnih brojeva izvode slucˇajnost iz fizicˇkih fenomena i uvode
je u racˇunalo. Fizicˇki fenomeni mogu biti vrlo jednostavni, poput varijacije u pokretima
racˇunalnog misˇa ili vrijeme izmedu pritiska dvije tipke na tipkovnici. U praksi, ovakvi
izvori slucˇajnosti pokazali su se kao losˇi. Atmosferski sˇum, termalni sˇum, mnogi elek-
tromagnetski i kvantni fenomeni, poput kozmicˇke radijacije ili radioaktivnog raspadanja
mjerenog u kratkim vremenskim okvirima su dobri izvori prirodne entropije.
Ovakvi generatori su nedeterministicˇki i nisu periodicˇki. No, generiranje slucˇajnih
brojeva je dosta sporije obzirom na generiranje pomoc´u PRNG-a.
1.4 Primjene slucˇajnih brojeva
Slucˇajni brojevi imaju primjene u razlicˇitim podrucˇjima.
• Simulacije. Kada se racˇunalo koristi za simuliranje prirodnih fenomena, slucˇajni
brojevi su potrebni da stvari ucˇine realnijima. Simulacije mogu biti razlicˇite, od
proucˇavanja nuklearne fizike (slucˇajno sudaranje cˇestica) do razlicˇitih operacijskih
istrazˇivanja (na primjer, ljudi dolaze na aerodrom u slucˇajnim intervalima).
• Uzimanje uzoraka. Cˇesto je neprakticˇno proc´i kroz sve uzorke, ali korisˇtenje slucˇaj-
nih uzoraka pruzˇa uvid u tipicˇno ponasˇanje.
• Numericˇka analiza. Razlicˇite napredne tehnike rjesˇavanja slozˇenih numericˇkih pro-
blema osmisˇljene su pomoc´u slucˇajnih brojeva. Na ovu temu napisano je nekoliko
knjiga.
• Programiranje. Slucˇajne vrijednosti su dobar izvor podataka za testiranje efikasnosti
racˇunalnih algoritama.
• Odlucˇivanje. Navodno, mnogi menadzˇeri donose odluke bacanjem novcˇic´a ili pikado
strelica. Takoder, neki profesori odabiru zadatke za ispite na slucˇajan nacˇin. Ponekad
je potrebno donijeti potpuno slucˇajnu odluku.
• Estetika. Malo slucˇajnosti u racˇunalno generiranoj grafici i glazbi ponekad daje
ugodniji kontekst.
• Rekreacija. Bacanje kocke, mijesˇanje karata, okretanje kola ruleta i slicˇno. Iz ovih
tradicionalnih korisˇtenja slucˇajnih brojeva dosˇlo je do naziva Monte Carlo algoritam,
izraza koji oznacˇava algoritam koji koristi slucˇajne brojeve.
Poglavlje 2
Algoritmi za generiranje slucˇajnih
brojeva
2.1 xorshift
Ovo je klasa jednostavnih, jako brzih generatora slucˇajnih brojeva iz [3], s periodima
2k − 1 za k = 32, 64, 96, 128, 160, 192, koji prilicˇno uspjesˇno prolaze testove slucˇajnosti.
2.1.1 Uvod
xorshift generator slucˇajnih brojeva (xorshift RNG) producira niz od 232 − 1 cijelih
brojeva x ili niz od 264 − 1 parova x, y, ili niz od 296 − 1 trojki x, y, z, itd. Slucˇajni brojevi se
generiraju po principu ponavljanja jednostavne operacije: ekskluzivno-ili (xor) racˇunalne
rijecˇi s pomakom te iste rijecˇi. U C-u, to je jednostavna operacija yˆ(y<<a) za pomak
ulijevo, odnosno yˆ(y>>a) za pomak udesno. U Fortranu to mozˇemo zapisati kao
ieor(y, ishft(y,a))
s negativnim a za pomak udesno, odnosno pozitivnim a za pomak ulijevo.
Kombiniranjem ovakvih xorshift operacija s razlicˇitim pomacima i argumentima do-
bivamo jako brze i jednostavne generatore pseudoslucˇajnih brojeva koji dosta uspjesˇno
prolaze testove slucˇajnosti. Da bismo dobili ideju o brzini i efikasnosti xorshift operacija,
pogledajmo kako izgleda osnovni dio C procedure koja, sa samo tri xorshift operacije po
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Ovakva procedura je ekstremno brza, tipicˇno 200 milijuna brojeva po sekundi, a dobi-
veni niz slucˇajnih cijelih brojeva prolazi sve testove slucˇajnosti, posebno zahtjevne testove
(vidjeti u [4]) i testove iz skupa testova Diehard, koji c´e biti opisan kasnije.
U ovom poglavlju dana je teorija koja je u pozadini razlicˇitih xorshift generatora slucˇaj-
nih brojeva s periodima do 2160. Moguc´e je postic´i i dosta vec´e periode drugim metodama
koje c´emo samo spomenuti na kraju poglavlja.
2.1.2 Teorija
Matematicˇki model za vec´inu generatora slucˇajnih brojeva mozˇe se svesti na sljedec´u
formu: imamo skup sjemena Z koji se sastoji od uredenih m-torki (x1, x2, . . . , xm) i bijek-
tivne funkcije f () na Z. Najcˇesˇc´e je Z skup cijelih brojeva, ali za bolje generatore on mozˇe
biti i skup uredenih parova, trojki, itd. Ako z odaberemo uniformno i slucˇajno iz skupa Z,
tada je izlaz algoritma niz f (z), f 2(z), f 3(z), . . ., pri cˇemu f 2(z) znacˇi f ( f (z)), itd. Kako je f
bijekcija nad Z, tada je i vrijednost f (z) uniformna na Z, kao i f 2(z). Naravno, svi elementi
niza f (z), f 2(z), . . . su uniformno distribuirani nad Z, ali nisu neovisni.
Za xorshift generatore slucˇajnih brojeva, skup sjemena Z je skup 1×n binarnih vektora
β = (b1, b2, . . . , bn), iskljucˇujuc´i nul-vektor. Najcˇesˇc´e je n jednak 32, 64, 96 i slicˇno, tako
da elementi mogu biti dobiveni koristec´i 32-bitne racˇunalne rijecˇi. Elementi vektora β su
iz polja 0, 1. Za nasˇ xorshift RNG, trebamo invertibilnu funkciju nad Z, a za to c´emo
koristiti linearan operator nad prostorom binarnih vektora, karakteriziran nesingularnom
n× n binarnom matricom T . Ako je vektor β izabran uniformno slucˇajno iz skupa sjemena
Z, tada je i niz βT, βT 2, βT 3, . . ., takoder uniformno distribuiran nad Z.
Teorem 2.1.1. Da bi nesingularna n×n binarna matrica T davala sve moguc´e ne-nul 1×n
binarne vektore u nizu βT, βT 2, . . . , za svaki pocˇetni ne-nul 1 × n binarni vektor β, nuzˇan
i dovoljan uvjet je da matrica T ima red 2n − 1, u grupi svih nesingularnih n × n binarnih
matrica.
Dokaz. Nuzˇnost: Ako je period od βT, βT 2, . . . jednak k = 2n − 1, tada je βT k = β za svaki
1 × n binarni vektor β, pa mora biti T k = I. Ako je T j = I za neki j < k, tada je period od
βT, βT 2, . . ., strogo manji od 2n − 1.
Dovoljnost: Ako je red matrice T jednak k = 2n − 1, tada su matrice T,T 2,T 3, . . . ,T k
nesingularne i razlicˇite. Pomoc´u karakteristicˇnog polinoma od T i Euklidovog algoritma,
svaka od njih mozˇe biti reprezentirana polinomom u T stupnja strogo manjeg od n. Kako
ima tocˇno k = 2n − 1 ne-nul polinoma u T stupnja strogo manjeg od n, tada oni svi moraju
biti razlicˇite nesingularne matrice T,T 2, . . . ,T k. Posebno, ako je polinom u T singularna
matrica, tada se mozˇe reducirati, pomoc´u karakteristicˇnog polinoma od T , do nul matrice.
Slijedi da period niza βT, βT 2, . . . mora biti k = 2n − 1, jer da je βT j = β za neki ne-nul
vektor β i za j < k, to bi znacˇilo da je T j + I singularna. 
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2.1.3 Primjena na xorshift RNG
Za binarni vektor y, operacija yT je u racˇunalnom smislu skupa, osim u slucˇaju ako
matrica T ima posebnu formu. Neka je L n × n binarna matrica koja odgovara pomaku
ulijevo za jedno mjesto vektora y, tj. L ima sve vrijednosti nula, osim jedinica na donjoj
sporednoj dijagonali. Tada, uz
T = I + La,
linearna transformacija yT odgovara xorshift operaciji u C-u, yˆ(y<<a), tj. zbrajanju mo-
dulo 2, binarnog vektora y s a puta ulijevo pomaknutom verzijom samoga sebe. Slicˇno,
ako je R matrica koja odgovara pomaku udesno za jedno mjesto (L transponirano), tada
xorshift operaciju yˆ(y>>b) mozˇemo zapisati kao yT , za
T = I + Rb.
Matrice I + La i I + Rb dimenzija n × n su nesingularne. Npr., ocˇito je Ln = 0 i stoga je
konacˇan niz I + La + L2a + L3a + · · · jednak inverzu od (I + La). Ocˇiti kandidat za matricu
reda 2n − 1 je
T = (I + La)(I + Rb).
Nazˇalost, kada je n jednak 32 ili 64, ni za jedan izbor brojeva a i b matrica T nec´e imati
trazˇeni red. (Preliminarni test za kandidate je kvadrirati matricu T n puta. Ako rezultat nije
T , tada T ne mozˇe imati red 2n − 1.)
No, ako je matrica
T = (I + La)(I + Rb)(I + Lc),
postoji mnogo odabira parametara a, b, c tako da matrica T ima red 2n − 1, za n = 32 ili
n = 64. Imamo 81 uredenih trojki (a, b, c), a < c, za koje je 32 × 32 binarna matrica
T = (I + La)(I + Rb)(I + Rc) reda 232 − 1. To su trojke:
( 1, 3, 10) ( 1, 5, 16) ( 1, 5, 19) ( 1, 9, 29) ( 1, 11, 6) ( 1, 11, 16)
( 1, 19, 3) ( 1, 21, 20) ( 1, 27, 27) ( 2, 5, 15) ( 2, 5, 21) ( 2, 7, 7)
( 2, 7, 9) ( 2, 7, 25) ( 2, 9, 15) ( 2, 15, 17) ( 2, 15, 25) ( 2, 21, 9)
( 3, 1, 14) ( 3, 3, 26) ( 3, 3, 28) ( 3, 3, 29) ( 3, 5, 20) ( 3, 5, 22)
( 3, 5, 25) ( 3, 7, 29) ( 3, 13, 7) ( 3, 23, 25) ( 3, 25, 24) ( 3, 27, 11)
( 4, 3, 17) ( 4, 3, 27) ( 4, 5, 15) ( 5, 3, 21) ( 5, 7, 22) ( 5, 9, 7)
( 5, 9, 28) ( 5, 9, 31) ( 5, 13, 6) ( 5, 15, 17) ( 5, 17, 13) ( 5, 21, 12)
( 5, 27, 8) ( 5, 27, 21) ( 5, 27, 25) ( 5, 27, 28) ( 6, 1, 11) ( 6, 3, 17)
( 6, 17, 9) ( 6, 21, 7) ( 6, 21, 13) ( 7, 1, 9) ( 7, 1, 18) ( 7, 1, 25)
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( 7, 13, 25) ( 7, 17, 21) ( 7, 25, 12) ( 7, 25, 20) ( 8, 7, 23) ( 8, 9, 23)
( 9, 5, 1) ( 9, 5, 25) ( 9, 11, 19) ( 9, 21, 16) (10, 9, 21) (10, 9, 25)
(11, 7, 12) (11, 7, 16) (11, 17, 13) (11, 21, 13) (12, 9, 23) (13, 3, 17)
(13, 3, 27) (13, 5, 19) (13, 17, 15) (14, 1, 15) (14, 13, 15) (15, 1, 29)
(17, 15, 20) (17, 15, 23) (17, 15, 26)
Za ovih 81 uredenih trojki, trojke (c, b, a), takoder, daju puni red za T . Dakle, ima ih
ukupno 162. Nadalje, mozˇemo dobiti josˇ 162 puna perioda ako T transponiramo. Koristec´i
trojke (a, b, c) za formiranje matrice
T = (I + Ra)(I + Lb)(I + Rc),
dobivamo ukupno 324 razlicˇite moguc´nosti. Na kraju, za svaku od 324 matrice T oblika
T = (I + La)(I + Rb)(I + Lc) ili T = (I + Ra)(I + Lb)(I + Rc),
odgovarajuc´e matrice
T = (I + La)(I + Lc)(I + Rb) i T = (I + Ra)(I + Rc)(I + Lb),
takoder, imaju period 232 − 1. Sve skupa imamo 648 razlicˇitih izbora.
Ukratko, za svaku od 81 uredenih trojki (a, b, c), a < c, svaka od ovih 8 linija C koda









Za 64-bitne cijele brojeve, sljedec´ih 275 uredenih trojki (a, b, c), a < c, daju matrice
T = (I + La)(I + Rb)(I + Lc)
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reda 264 − 1:
( 1, 1, 54) ( 1, 1, 55) ( 1, 3, 45) ( 1, 7, 9) ( 1, 7, 44) ( 1, 7, 46)
( 1, 9, 50) ( 1, 11, 35) ( 1, 11, 50) ( 1, 13, 45) ( 1, 15, 4) ( 1, 15, 63)
( 1, 19, 6) ( 1, 19, 16) ( 1, 23, 14) ( 1, 23, 29) ( 1, 29, 34) ( 1, 35, 5)
( 1, 35, 11) ( 1, 35, 34) ( 1, 45, 37) ( 1, 51, 13) ( 1, 53, 3) ( 1, 59, 14)
( 2, 13, 23) ( 2, 31, 51) ( 2, 31, 53) ( 2, 43, 27) ( 2, 47, 49) ( 3, 1, 11)
( 3, 5, 21) ( 3, 13, 59) ( 3, 21, 31) ( 3, 25, 20) ( 3, 25, 31) ( 3, 25, 56)
( 3, 29, 40) ( 3, 29, 47) ( 3, 29, 49) ( 3, 35, 14) ( 3, 37, 17) ( 3, 43, 4)
( 3, 43, 6) ( 3, 43, 11) ( 3, 51, 16) ( 3, 53, 7) ( 3, 61, 17) ( 3, 61, 26)
( 4, 7, 19) ( 4, 9, 13) ( 4, 15, 51) ( 4, 15, 53) ( 4, 29, 45) ( 4, 29, 49)
( 4, 31, 33) ( 4, 35, 15) ( 4, 35, 21) ( 4, 37, 11) ( 4, 37, 21) ( 4, 41, 19)
( 4, 41, 45) ( 4, 43, 21) ( 4, 43, 31) ( 4, 53, 7) ( 5, 9, 23) ( 5, 11, 54)
( 5, 15, 27) ( 5, 17, 11) ( 5, 23, 36) ( 5, 33, 29) ( 5, 41, 20) ( 5, 45, 16)
( 5, 47, 23) ( 5, 53, 20) ( 5, 59, 33) ( 5, 59, 35) ( 5, 59, 63) ( 6, 1, 17)
( 6, 3, 49) ( 6, 17, 47) ( 6, 23, 27) ( 6, 27, 7) ( 6, 43, 21) ( 6, 49, 29)
( 6, 55, 17) ( 7, 5, 41) ( 7, 5, 47) ( 7, 5, 55) ( 7, 7, 20) ( 7, 9, 38)
( 7, 11, 10) ( 7, 11, 35) ( 7, 13, 58) ( 7, 19, 17) ( 7, 19, 54) ( 7, 23, 8)
( 7, 25, 58) ( 7, 27, 59) ( 7, 33, 8) ( 7, 41, 40) ( 7, 43, 28) ( 7, 51, 24)
( 7, 57, 12) ( 8, 5, 59) ( 8, 9, 25) ( 8, 13, 25) ( 8, 13, 61) ( 8, 15, 21)
( 8, 25, 59) ( 8, 29, 19) ( 8, 31, 17) ( 8, 37, 21) ( 8, 51, 21) ( 9, 1, 27)
( 9, 5, 36) ( 9, 5, 43) ( 9, 7, 18) ( 9, 19, 18) ( 9, 21, 11) ( 9, 21, 20)
( 9, 21, 40) ( 9, 23, 57) ( 9, 27, 10) ( 9, 29, 12) ( 9, 29, 37) ( 9, 37, 31)
( 9, 41, 45) (10, 7, 33) (10, 27, 59) (10, 53, 13) (11, 5, 32) (11, 5, 34)
(11, 5, 43) (11, 5, 45) (11, 9, 14) (11, 9, 34) (11, 13, 40) (11, 15, 37)
(11, 23, 42) (11, 23, 56) (11, 25, 48) (11, 27, 26) (11, 29, 14) (11, 31, 18)
(11, 53, 23) (12, 1, 31) (12, 3, 13) (12, 3, 49) (12, 7, 13) (12, 11, 47)
(12, 25, 27) (12, 39, 49) (12, 43, 19) (13, 3, 40) (13, 3, 53) (13, 7, 17)
(13, 9, 15) (13, 9, 50) (13, 13, 19) (13, 17, 43) (13, 19, 28) (13, 19, 47)
(13, 21, 18) (13, 21, 49) (13, 29, 35) (13, 35, 30) (13, 35, 38) (13, 47, 23)
(13, 51, 21) (14, 13, 17) (14, 15, 19) (14, 23, 33) (14, 31, 45) (14, 47, 15)
(15, 1, 19) (15, 5, 37) (15, 13, 28) (15, 13, 52) (15, 17, 27) (15, 19, 63)
(15, 21, 46) (15, 23, 23) (15, 45, 17) (15, 47, 16) (15, 49, 26) (16, 5, 17)
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(16, 7, 39) (16, 11, 19) (16, 11, 27) (16, 13, 55) (16, 21, 35) (16, 25, 43)
(16, 27, 53) (16, 47, 17) (17, 15, 58) (17, 23, 29) (17, 23, 51) (17, 23, 52)
(17, 27, 22) (17, 45, 22) (17, 47, 28) (17, 47, 29) (17, 47, 54) (18, 1, 25)
(18, 3, 43) (18, 19, 19) (18, 25, 21) (18, 41, 23) (19, 7, 36) (19, 7, 55)
(19, 13, 37) (19, 15, 46) (19, 21, 52) (19, 25, 20) (19, 41, 21) (19, 43, 27)
(20, 1, 31) (20, 5, 29) (21, 1, 27) (21, 9, 29) (21, 13, 52) (21, 15, 28)
(21, 15, 29) (21, 17, 24) (21, 17, 30) (21, 17, 48) (21, 21, 32) (21, 21, 34)
(21, 21, 37) (21, 21, 38) (21, 21, 40) (21, 21, 41) (21, 21, 43) (21, 41, 23)
(22, 3, 39) (23, 9, 38) (23, 9, 48) (23, 9, 57) (23, 13, 38) (23, 13, 58)
(23, 13, 61) (23, 17, 25) (23, 17, 54) (23, 17, 56) (23, 17, 62) (23, 41, 34)
(23, 41, 51) (24, 9, 35) (24, 11, 29) (24, 25, 25) (24, 31, 35) (25, 7, 46)
(25, 7, 49) (25, 9, 39) (25, 11, 57) (25, 13, 29) (25, 13, 39) (25, 13, 62)
(25, 15, 47) (25, 21, 44) (25, 27, 27) (25, 27, 53) (25, 33, 36) (25, 39, 54)
(28, 9, 55) (28, 11, 53) (29, 27, 37) (31, 1, 51) (31, 25, 37) (31, 27, 35)
(33, 31, 43) (33, 31, 55) (43, 21, 46) (49, 15, 61) (55, 9, 56)
Kao i u slucˇaju 32-bitnih cijelih brojeva, odabir bilo koje od 275 uredenih trojki brojeva
(a, b, c) za 64-bitne nizove i odabir bilo koje od ranije spomenutih 8 linija C koda daju
xorshift RNG s periodom 264 − 1, tj. imamo ukupno 8 × 275 = 2200 razlicˇitih izbora.
Slijedi jednostavna 32-bitna xorshift procedura u C-u koja uzima 32-bitno sjeme y:
unsigned long xor(){
static unsigned long y=2463534242;
yˆ=(y<<13); y=(y>>17); return (yˆ=(y<<5)); }
Ova procedura koristi izbor (a, b, c) = (13, 17, 5) koji prolazi skoro sve testove slucˇajnosti,
osim binarnog rang testa iz skupa Diehard.
Za C kompajlere koji koriste 64-bita, procedura za RNG s periodom 264−1 i 64-bitnim
sjemenom x izgleda ovako:
unsigned long long xor64(){
static unsigned long long x=88172645463325252LL;
xˆ=(x<<13); xˆ=(x>>7); return (xˆ=(x<<17)); }
2.1.4 Binarni vektorski prostori dimenzija n = 96, 128, 160, . . .
Dok je prikladno koristiti 32-bitne racˇunalne rijecˇi za reprezentiranje elemenata vektor-
skog prostora dimenzija 32, odnosno dimenzije 64 za kompajlere koji prihvac´aju 64-bitne
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cijele brojeve, za dobivanje duljih xorshift perioda potrebna je metoda za reprezentiranje
elemenata vektorskih prostora vec´ih dimenzija. Dobar pristup ovom problemu je na vek-
tore dimenzije 1×96 gledati kao 32-bitne komponente (x, y, z) ili vektore dimenzije 1×128
prikazati kao 32-bitne komponente (x, y, z,w), itd. Pitanje je kako odabrati matricu T koja
definira linearne transformacije na takvom vektorskom prostoru.







0 0 AI 0 C0 I B
 , T =

0 0 0 A
I 0 0 C
0 I 0 D
0 0 I B
 .
Tada je, na primjer,
(x, y, z)T = (y, z, xA + yC + zB)
i potrebno je pronac´i 32 × 32 matrice A, B,C tako da su 32-bitne operacije xA, yC, zB
jednostavne i da T ima red 296−1 u grupi 96×96 nesingularnih binarnih matrica. Pokazuje
se da se puni period 264 − 1, 296 − 1, odnosno 2128 − 1, ostvaruje jednostavnim odabirom
A = (I + La)(I + Rb) i B = (I + Rc),
dok su svi ostali blokovi 0. Tako bi, za prikladne odabire trojki (a, b, c), ove matrice reda
264 − 1, 296 − 1, odnosno 2128 − 1, izgledale ovako:
(
0 (I + La)(I + Rb)
I (I + Rc)
)
,
0 0 (I + L
a)(I + Rb)
I 0 0
0 I (I + Rc)
 ,

0 0 0 (I + La)(I + Rb)
I 0 0 0
0 I 0 0
0 0 I (I + Rc)
 .
Neki od moguc´ih izbora trojki (a, b, c) su:
za n = 64, (10, 13, 10), (8, 9, 22), (2, 7, 3), (23, 3, 24);
za n = 96, (10, 5, 26), (13, 19, 3), (1, 17, 2), (10, 1, 26);
za n = 128, (5, 14, 1), (15, 4, 21), (23, 24, 3), (5, 12, 29).
U svakom slucˇaju, red blokovske matrice T je 2n − 1. Slijede osnovni dijelovi C procedura
za generiranje nizova perioda 264 − 1, 296 − 1 i 2128 − 1:
t=(xˆ(x<<a)); x=y; return y=(yˆ(y>>c))ˆ(tˆ(t>>b));
t=(xˆ(x<<a)); x=y; y=z; return z=(zˆ(z>>c))ˆ(tˆ(t>>b));
t=(xˆ(x<<a)); x=y; y=z; z=w; return w=(wˆ(w>>c))ˆ(tˆ(t>>b));
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Sljedec´i primjer daje xorshift RNG s periodom 2160−1, koristec´i istu shemu pridruzˇivanja,
uz odabir parametara
(a, b, c) = (2, 1, 4), (7, 13, 6), (1, 1, 20).
t=(xˆ(x>>a));
x=y; y=z; z=w; w=v;
return v=(vˆ(v>>c))ˆ(tˆ(t>>b));
Po potrebi, duge periode mozˇemo, takoder, ostvariti i ako za zadnji stupac blok-matrice
odaberemo I + La, I + Rb, I + Lc, I + Rd. C kod za ovaj slucˇaj s periodima 296 − 1, odnosno








Sve gornje procedure vrac´aju 32-bitni cijeli broj, iako (stvarno) te procedure kreiraju niz
parova (x, y), trojki (x, y, z) ili cˇetvorki (x, y, z,w) s maksimalnim periodom, 2n − 1, nad
binarnim poljem vektora dimenzije n = 64, 96, 128. Za svaki od gornjih izbora parametara,
dobiveni xorshift generatori slucˇajnih brojeva prolaze sve Diehard testove i iznimno su brzi,
mogu izbaciti oko 200 milijuna slucˇajnih brojeva u sekundi.
2.1.5 Zakljucˇak
Mnosˇtvo jednostavnih i brzih generatora slucˇajnih brojeva mozˇe se dobiti kombinira-
njem xorshift operacija na razlicˇite nacˇine. Usprkos jednostavnosti ovih algoritama, dobi-
veni nizovi slucˇajnih brojeva jako uspjesˇno prolaze testove slucˇajnosti. Od stotine ranije
opisanih izbora vrijednosti (a, b, c), najjednostavnija je C operacija
xˆ=(x<<a); xˆ=(x>>b); xˆ=(x<<c);
za dobivanje nizova 32-bitnih vrijednosti perioda 232 − 1 ili nizova 64-bitnih vrijednosti
perioda 264 − 1.
Prema modernim standardima, period 232 − 1 se smatra malim. S utrosˇkom josˇ jako
malo racˇunalnog vremena, xorshift operacije mogu davati nizove parova (x, y) s periodom
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264 − 1, trojki (x, y, z) s periodom 296 − 1, cˇetvorki (x, y, z,w) s periodom 2128 − 1 ili petorki
(x, y, z,w, v) s periodom 2160 − 1. Prosˇirenje na vec´e k-torke brojeva je izvedivo, ali os-
novna ideja — izracˇunaj novu vrijednost kao funkciju prethodnih k vrijednosti, te pridruzˇi
x = y; y = z; z = w; itd., postaje manje efikasna od metode kada k prethodno generi-
ranih vrijednosti cˇuvamo u cirkularnoj tablici. Pomoc´u takvih tablica, pomnozˇi s prije-
nosom (eng. multiply-with-carry, ili krac´e MWC) i dodatno pomnozˇi s prijenosom (eng.
complimentary-multiply-with-carry, ili krac´e CMWC) metode dostizˇu periode do 2131102.
Te metode su poblizˇe objasˇnjene u [2].
Usporedimo xorshift RNG s periodom 2128 − 1 s MWC RNG algoritmom slicˇnog peri-
oda. Prvo, xorshift algoritam:
unsigned long xor128(){





t=(xˆ(x<<11)); x=y; y=z; z=w;
return( w=(wˆ(w>>19))ˆ(tˆ(t>>8)) ); }
MWC algoritam:
unsigned long mwc(){




unsigned long long t;
t=916905990LL*x+c; x=y; y=z; c=(t>>32);
return z=(t&0xffffffff); }
MWC generator slucˇajnih brojeva generira niz
xn = axn−3 + c mod b,
uz a = 916905990, b = 232. Algoritam cˇuva prethodne tri vrijednosti x, y, z i trenutnu
vrijednost c, formira t = ax + c u 64 bita, te na kraju pridruzˇuje x = y, y = z. Nova
vrijednost varijable c su gornja 32 bita od t, dok je nova varijabla z donja 32 bita. Period je
(ab3 − 1)/2 ≈ 2125.
Obje procedure prolaze sve testove iz skupa testova Diehard. Takoder, obje procedure
koriste svega par instrukcija u C-u. xorshift RNG cˇuva zadnje 4 vrijednosti, dok MWC
cˇuva zadnje tri vrijednosti i zadnju vrijednost varijable c.
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Sjeme za xor128 su cˇetiri 32-bitna cijela broja x, y, z,w, koji nisu svi 0, a sjeme za
MWC su tri 32-bitna cijela broja x, y, z, uz pocˇetni c < a, iskljucˇujuc´i x = y = z = c = 0
i x = y = z = b − 1, c = a − 1. Algoritam xor128() je puno brzˇi od algoritma mwc().
Na racˇunalu brzine 1800MHz, poziv xor128() treba 4.4 nanosekunde (visˇe od 220 milijona
brojeva po sekundi), dok mwc() treba 21 nanosekundu (48 milijuna brojeva po sekundi).
Ako zˇelimo RNG s jako dugim periodima, to mozˇemo ostvariti pomoc´u MWC ili
CMWC metoda koje ostvaruju period do 2131102, ali zahtijevaju odrzˇavanja tablice zadnjih
k vrijednosti, s time da je velicˇina k u tisuc´ama. No, ako nije potreban preveliki period,
2160, 2128, 296 ili manje, onda je dobar jedan od xorshift RNG koji pamti svega par zadnjih
vrijednosti.
2.2 Mersenne Twister (MT19937)
2.2.1 Uvod
Mersenne Twister je uniformni generator pseudoslucˇajnih brojeva objavljen u [5]. Za
dobar izbor parametara, algoritam dostizˇe period velicˇine 219937 − 1 i 623-dimenzionalnu
ekvidistribuciju do 32-bitne preciznosti, a koristi samo 624 rijecˇi. Ovaj algoritam prolazi
nekoliko strogih statisticˇkih testova, ukljucˇujuc´i Diehard testove. Njegova brzina je uspo-
rediva s ostalim modernim generatorima slucˇajnih brojeva.
Definicija 2.2.1. Za niz realnih brojeva {s1, s2, s3, . . .} kazˇemo da je ekvidistribuiran na
intervalu [a, b] ako za svaki podinterval [c, d] ⊂ [a, b] vrijedi:
lim
n→∞




b − a .
Izraz |{s1, . . . , sn} ∩ [c, d]| oznacˇava broj elemenata niza koji se nalaze u intervalu [c, d].
Definicija 2.2.2. Za pseudoslucˇajan niz xi w-bitnih cijelih brojeva perioda P kazˇemo je
k-distribuiran na v-bitnu preciznost ako vrijedi sljedec´e. Neka je truncv(x) broj dobiven od
vodec´ih v bitova od x i neka imamo P kv-bitnih vektora
(truncv(xi), truncv(xi+1), . . . , truncv(xi+k−1)), (0 ≤ i < P).
Tada se svaka od 2kv moguc´ih kombinacija bitova pojavljuje jednak broj puta u periodu,
osim kombinacije kada su sve vrijednosti nula, koja se pojavljuje jedan puta manje.
Za svaki v = 1, 2, . . . ,w s k(v) oznacˇimo maksimalan broj tako da je niz k(v)-distribui-
ran na v-bitnu preciznost.
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2.2.2 MT algoritam
U ovom dijelu, masna slova poput x i a, oznacˇavat c´e vektore racˇunalnih rijecˇi, w-
dimenzionalne vektore nad poljem F2 = {0, 1}, pri cˇemu je w je velicˇina racˇunalne rijecˇi.
MT algoritam generira niz vektora koji su uniformno distribuirani pseudoslucˇajni bro-
jevi izmedu 0 i 2w − 1. Dijeljenjem s 2w − 1, svaki vektor postaje realan broj iz intervala
[0, 1].
Algoritam je baziran na sljedec´oj linearnoj rekurzivnoj relaciji:
xk+n B xk+m ⊕ (xuk |xlk+1)A, k = 0, 1, . . . , (2.1)
pri cˇemu cijeli broj n oznacˇava stupanj rekurzije, r oznacˇava mjesto razdvajanja rijecˇi (0 ≤
r ≤ w − 1), za m vrijedi 1 ≤ m ≤ n i A je matrica dimenzija w × w s elementima iz F2.
Zadaje se sjeme algoritma x0, x1, . . . xn−1, a algoritam generira xn pomoc´u gornje rekurzije
s k = 0. Povec´avanjem k na 1, 2, . . . , generiraju se xn+1, xn+2, . . .. Na desnoj strani rekurzije,
xuk znacˇi gornjih w − r bitova od xk, a xlk+1 znacˇi donjih r bitova od xk+1. Dakle, ako je
x = (xw−1, xw−2, . . . , x0), tada je, po definiciji, xu (w − r)-bitni vektor (xw−1, . . . , xr), a xl je
r-bitni vektor (xr−1, . . . , x0). Stoga (xuk |xlk+1) oznacˇava obicˇnu konkatenaciju, vektor velicˇine
w dobiven od w − r gornjih bitova od xk i r donjih bitova od xk+1. Nakon toga, dobiveni
vektor pomnozˇimo matricom A. Za kraj, dobivenom vektoru dodamo vektor xk+m i tako
generiramo sljedec´i vektor xk+n, s tim da ⊕ oznacˇava zbrajanje po bitovima modulo 2.





aw−1 aw−2 . . . . . . a0

.
Za ovakvu matricu A, racˇunanje xA mozˇemo ostvariti korisˇtenjem samo bitovnih operacija:
xA =
shiftright(x) ako je x0 = 0,shiftright(x) ⊕ a ako je x0 = 1,
pri cˇemu je
a = (aw−1, aw−2, . . . , a0)
i
x = (xw−1, xw−2, . . . , x0).
Takoder, xuk i x
l
k+1 iz formule (2.1) mogu biti izracˇunate pomoc´u bitovnih AND operacija.
Stoga, racˇunanje cijele rekurzije (2.1) mozˇe biti realizirano pomoc´u bitovnog pomaka i
bitovnih XOR, OR i AND operacija.
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Da bismo poboljsˇali k-distribuiranost na v-bitnu preciznost, svaku generiranu rijecˇ
mnozˇimo s w × w invertibilnom matricom T (Matsumoto i Kurita je nazivaju ”tempering
matrix“). Za tempering matricu x 7→ z = xT , koristimo sljedec´e transformacije:
y Bx ⊕ (x  u) (2.2)
y By ⊕ ((y  s) AND b) (2.3)
y By ⊕ ((y  t) AND c) (2.4)
z By ⊕ (y  l) (2.5)
Varijable l, s, t i u su cijeli brojevi, b i c su odgovarajuc´e bitovne maske velicˇine rijecˇi,
x  u oznacˇava pomak udesno za u bitova, a x  u pomak ulijevo za u bitova.
Za ostvarivanje rekurzije (2.1), dovoljno je uzeti polje od n rijecˇi. Neka je x[0 : n − 1]
polje od n nenegativnih cijelih brojeva velicˇine racˇunalne rijecˇi, i cjelobrojna varijabla, te
u, ll i a nenegativne cjelobrojne konstante velicˇine rijecˇi.
0. korak
u← 1 . . . 1︸︷︷︸
w−r
0 . . . 0︸︷︷︸
r
(bitovna maska za gornjih w − r bitova)
ll ← 0 . . . 0︸︷︷︸
w−r
1 . . . 1︸︷︷︸
r
(bitovna maska za donjih r bitova)
a← aw−1aw−2 . . . a1a0 (zadnji redak matrice A)
1. korak
i← 0
x[0], x[1], . . . , x[n − 1]← bilo koje ne-nul pocˇetne vrijednosti
2. korak
y← (x[i] AND u) OR (x[(i + 1) mod n] AND ll) (racˇunanje (xui |xli+1))
3. korak
x[i]← x[(i + m) mod n] XOR (y  1)
XOR
0 ako je najmanje znacˇajan bit od y = 0a ako je najmanje znacˇajan bit od y = 1
U ovom koraku, druga operacija XOR predstavlja mnozˇenje vektora y matricom A,
a prvi XOR je operacija ⊕ iz rekurzije (2.1).
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4. korak (racˇunanje x[i]T )
y← x[i]
y← y XOR (y  u)
y← y XOR ((y  s) AND b)
y← y XOR ((y  t) AND c)
y← y XOR (y  l)
rezultat je y
5. korak
i← (i + 1) mod n
6. korak
Vrati se na 2. korak.
U algoritmu postoje dvije vrste parametara:
(1) parametri perioda: cjelobrojni parametri w (velicˇina racˇunalne rijecˇi), n (stupanj re-
kurzivnosti), m (srednja rijecˇ), r (mjesto razdvajanja rijecˇi) i vektor parametara a (tj.
matrica A);
(2) ”tempering“ parametri za k-distribuciju do v-bitne preciznosti: cjelobrojni parametri
l, u, s, t i vektorski parametri b, c.
Izbor parametara koji donosi najbolje rezultate, tj. algoritam MT19937, je sljedec´i:
• (w, n,m, r) = (32, 624, 397, 31)
• a = 9908B0DF16
• u = 11
• s = 7, b = 9D2C568016
• t = 15, c = EFC6000016





TestU01 [1] je biblioteka softvera implementirana u ANSI C jeziku, koja nudi kolek-
ciju metoda za empirijsko statisticˇko testiranje uniformnih generatora slucˇajnih brojeva
(RNG). Sadrzˇi generalnu implementaciju klasicˇnih statisticˇkih testova za RNG, kao i neke
druge testove opisane u ovom poglavlju, ukljucˇujuc´i i neke originalne. Preddefinirani tes-
tovi namijenjeni su za nizove uniformnih slucˇajnih brojeva iz intervala (0, 1), te za nizove
bitova.
3.1.1 Uvod
Kao sˇto je vec´ recˇeno, brojevi koje generiraju algoritamski generatori su deterministicˇki
i periodicˇki. Stoga je jasno da oni ne daju neovisne slucˇajne brojeve u matematicˇkom
smislu i da oni ne mogu proc´i sve moguc´e statisticˇke testove uniformnosti i nezavisnosti.
Medutim, neki generatori imaju duge periode i pokazuju se vrlo dobrima na statisticˇkim
testovima.
Dobri RNG nisu dizajnirani tako da se isprobava proizvoljan algoritam koji se mije-
nja na temelju empirijskih testova, sve dok ne prode sve testove. Dizajn algoritma mora
sadrzˇavati detaljnu matematicˇku analizu perioda i uniformnosti vektora uzastopnih vrijed-
nosti koje algoritam generira. Medutim, nakon sˇto je algoritam implementiran, on mora
biti i empirijski testiran. Statisticˇki testovi su, takoder, potrebni i za generatore pravih
slucˇajnih brojeva (TRNG).
Osim TestU01, jedan od najpoznatijih javnih paketa za statisticˇko testiranje RNGa je
Diehard skup testova. Diehard testovi se nec´e detaljno obradivati u ovome radu, ali c´u dati
pregled testova sadrzˇanih u paketu.
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3.1.2 Kriterij kvalitete generatora slucˇajnih brojeva
Generatori slucˇajnih brojeva za opc´u primjenu dizajnirani su tako da je njihov izlaz niz
koji je dobra imitacija niza neovisnih uniformnih slucˇajnih varijabli, uglavnom nad realnim
intervalom (0, 1) ili nad binarnim skupom {0, 1}. U prvom slucˇaju, relevantna hipoteza
HA0 koju treba testirati kazˇe da su uzastopne izlazne varijable RNG-a, npr. uo, u1, u2, . . .,
neovisne slucˇajne varijable s uniformnom distribucijom na intervalu (0, 1), tj. U(0, 1). U
drugom slucˇaju, hipotezaHB0 kazˇe da imamo niz neovisnih slucˇajnih bitova, od kojih svaki
bit poprima vrijednost 0 ili 1 s jednakim vjerojatnostima i neovisno jedan o drugome.
Ova dva slucˇaja su jako povezana, jer svaki unaprijed zadan niz bitova (npr. niz bitova
formiran uzastopnim bitovima od u0, ili formiran koristec´i svaki drugi bit, ili po prvih 5
bitova svakog ui, itd.) mora biti niz neovisnih slucˇajnih bitova. Tako da statisticˇki testovi
za nizove bitova mogu biti indirektno korisˇteni za testiranje nul-hipotezeHA0 .
U slucˇaju U(0, 1), hipotezaHA0 je ekvivalentna tome da je za svaki cijeli broj t > 0, vek-
tor (u0, . . . , ut−1) uniformno distribuiran nad t-dimenzionalnom jedinicˇnom kockom (0, 1)t.
To ne mozˇe biti ispunjeno za algoritamske RNG, jer ti vektori poprimaju svoje vrijednosti
iz konacˇnog skupa ψt svih t-dimenzionalnih vektora od t uzastopnih vrijednosti koji taj
generator daje, za sve moguc´e izbore sjemena. Kardinalnost ovoga skupa ne mozˇe prijec´i
broj dopustivih sjemena za RNG. Pretpostavljajuc´i da je sjeme odabrano nasumicˇno, vek-
tori su generirani u ψt aproksimirajuc´i uniformnu distribuciju na (0, 1)t. Ovo sugerira da ψt
mora biti ravnomjerno distribuiran na jedinicˇnoj kocki.
Za niz bitova, nul-hipotezaHB0 ne mozˇe biti formalno istinita cˇim duljina niza, t, prelazi
broj bitova, b, generatorovog stanja, jer broj razlicˇitih nizova bitova koje generator izbacuje
ne mozˇe prijec´i 2b. Za t > b, dio od ukupno 2t nizova od t bitova koji mozˇemo posjetiti je
najvisˇe 2b−t. Cilj je biti siguran da su nizovi koje mozˇemo posjetiti uniformno porazbacani
u skupu svih 2t moguc´ih nizova.
Drugacˇiji kriteriji koriste se za RNG u kriptografske i slicˇne svrhe. Za te svrhe, bitna
je i nepredvidljivost brojeva koji se generiraju.
3.1.3 Statisticˇko testiranje
Statisticˇki test za RNG je definiran testnom statistikom Y , koja je funkcija konacˇnog
broja izlaznih realnih brojeva un (ili konacˇnog broja bitova, ako se radi o generatorima bi-
tova), a cˇija je distribucija pod hipotezom H0 poznata ili mozˇe biti dobro aproksimirana
(H0 mozˇe biti HA0 ili HB0 ). Broj razlicˇitih testova je prakticˇki beskonacˇan i svaki test de-
tektira drugacˇiji tip problema s RNG-om. Niti jedan univerzalan test, ili skup testova, ne
mozˇe garantirati da je generator koji prode test u potpunosti pouzdan, za sve vrste simula-
cija. Statisticˇki testovi ne mogu dokazati da je RNG bez gresˇke, ali oni mogu povec´ati nasˇe
povjerenje u njega. Sa sigurnosˇc´u mozˇemo rec´i da niti jedan RNG ne mozˇe uspjesˇno proc´i
sve statisticˇke testove. U susˇtini, razlika izmedu dobrih i losˇih generatora slucˇajnih brojeva
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je ta da losˇi generatori padaju na vrlo jednostavnim testovima, dok dobri generatori padnu
samo na vrlo slozˇenim testovima.
Idealno bi bilo, za testiranje generatora za neku simulaciju, da Y imitira slucˇajnu varija-
blu koja odgovara problemu, tako da na testu mozˇemo lako uocˇiti losˇ odnos izmedu RNG-a
i simulacije problema. Medutim, to nije basˇ prakticˇno, jer ne mozˇe biti primijenjeno za
testiranje generatora koji c´e se koristiti u softverskim paketima sˇire namjene. Iskustvo s
empirijskim testovima je pokazalo da generatori s jako dugim periodima, dobrom struk-
turom njihovog skupa ψt i koji su bazirani na rekurzijama koje nisu jednostavne, dobro
prolaze zahtjevnije testove. S druge strane, generatori s kratkim periodima ili losˇom struk-
turom padaju na standardnim statisticˇkim testovima. Glavni razlog statisticˇke slabosti je
jednostavna struktura nekih generatora koja omoguc´ava brzo generiranje brojeva. Potrebni
su prakticˇni alati za otkrivanje svih tih gresˇaka, a paket TestU01 sadrzˇi mnoge empirijske
testove upravo za te svrhe.
Klasicˇni statisticˇki udzˇbenici uglavnom govore da za testiranje hipoteze moramo odre-
diti podrucˇje odbijanja R cˇija vjerojatnost pod H0 odgovara nivou testiranja (npr. 0.05 ili
0.01), te odbijamo hipotezu H0 ako i samo ako Y ∈ R. Ova procedura je pogodna kada
imamo malu fiksiranu velicˇinu uzorka, ali pri testiranju RNG velicˇina uzorka je jako ve-
lika i mozˇe se po potrebi i povec´avati. Stoga, umjesto odabira nivoa testiranja i podrucˇja
odbijanja, jednostavno racˇunamo p-vrijednost testa definiranu s:
p = P[Y ≥ y | H0]
Ako Y ima neprekidnu distribuciju, tada je p U(0, 1) slucˇajna varijabla pod hipotezom
H0. Za neke testove, na p mozˇemo gledati kao na mjeru uniformnosti, u smislu da c´e
vrijednost biti blizu 1 ako generator daje vrijednosti pretjerane uniformnosti, odnosno blizu
0 u suprotnoj situaciji.
Ako je p-vrijednost ekstremno mala (npr. manja od 10−10), ocˇito je da RNG pada na
testu. S druge strane, ako vrijednost nije blizu 0 ili 1, test nije detektirao nikakav problem.
Ako je p-vrijednost sumnjiva, ali ne kazˇe jasno da mora biti odbijena (npr. p = 0.002), tada
se test mozˇe ponoviti visˇe puta na disjunktnim izlaznim nizovima istog generatora, sve dok
pogresˇka ne postane, ili ocˇita, ili dok se sumnja ne otkloni. Ovaj pristup je moguc´ zato jer
nema ogranicˇenja na duljinu podataka koje generira RNG. Kada se primjenjuje nekoliko
testova na zadanom generatoru, znaju se dogoditi p-vrijednosti manje od 0.01 ili vec´e od
0.99, iako RNG radi ispravno po testu (te vrijednosti se pojavljuju u 2% vremena). U
tom slucˇaju, sumnjive vrijednosti se ne pojavljuju sistematicˇno, osim ako stvarno nemamo
srec´e. Pad na testu uglavnom ovisi o strukturi skupa ψt, a rijetko o tome koji dio cijelog
izlaznog niza se testira. Sˇtovisˇe, kada generator odlucˇno pada na testu, p-vrijednost testa
uglavnom konvergira prema 0 ili 1 eksponencijalno brzo, kao funkcija velicˇine testnog
uzorka (velicˇina testnog uzorka se povec´ava). Stoga, sumnjive p-vrijednosti mogu biti
odlucˇene povec´avanjem uzorka kojeg se testira.
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U slucˇaju kada Y ima diskretnu distribuciju pod hipotezom H0, treba biti pazˇljiv pri
definiranju p-vrijednosti. U tom slucˇaju razlikuje se desna p-vrijednost
pR = P[Y ≥ y | H0]
i lijeva p-vrijednost
pL = P[Y ≤ y | H0].
HipotezuH0 se odbija kada je jedna od ove dvije vrijednosti blizu 0.
Nekoliko autora se zalagalo za primjene testa na dva nivoa za testiranje RNG-a, (vidjeti
[9, 13, 14, 16]). Ideja je generirati N nezavisnih kopija od Y , nazovimo ih Y1, . . . ,YN ,
primjenjujuc´i prvotni test N puta na disjunktnim podnizovima izlaza generatora. Neka
je F teorijska funkcija distribucije od Y , pod hipotezom H0. Ako je F neprekidna, tada
su transformacije U1 = F(Y1), . . . ,UN = F(YN) nezavisne i identicˇno distribuirane U(0, 1)
slucˇajne varijable pod hipotezomH0. Jedan nacˇin izvodenja testa na dva nivoa je usporediti
empirijske distribucije dobivenih U j s uniformnim distribucijama, pomoc´u tzv. goodness-
of-fit (GOF) testa, poput Kolmogorov–Smirnovljeva testa, Anderson–Darlingova testa i
slicˇno.
Ako su U(1), . . . ,U(N) poredane u rastuc´em poretku, tada su Kolmogorov–Smirnovljeve
(KS) testne statistike D+N ,D
−
N i DN definirane s:
D+N = max1≤ j≤N
( j/N − U( j)),
D−N = max1≤ j≤N
(U( j) − ( j − 1)/N),
DN = max(D+N ,D
+
N),
a Anderson–Darlingova (AD) testna statistika je:






(2 j − 1) ln(U( j)) + (2N + 1 − 2 j) ln(1 − U( j))
}
.
Kao i dosad, izracˇuna se p-vrijednost GOF testne statistike i hipoteza H0 se odbacuje ako
je p-vrijednost previsˇe ekstremna.
Postoji i mnogo testova koji moguc´e ishode particioniraju u konacˇan niz kategorija.
Test neovisno generira n takvih ishoda, prebroji se koliko ishoda upada u koju od katego-
rija i primijeni χ2 test za usporedbu dobivenih vrijednosti s ocˇekivanim brojem za svaku
kategoriju pod hipotezomH0.
Takoder, postoji beskonacˇno testova uniformnosti i nezavisnosti za RNG. Odabir tes-
tova koji c´e se koristiti je, uglavnom, subjektivna odluka. Medutim, neki od izbora su vrlo
prirodni, a dio testova je motiviran vazˇnim podrucˇjima primjene generatora.
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U nastavku slijedi pregled glavnih empirijskih testova korisˇtenih i implementiranih u
TestU01. Podijeljeni su u dvije glavne kategorije: testovi koji testiraju hipotezu HA0 za
nizove realnih brojeva u intervalu (0, 1) i testovi koji testiraju hipotezuHB0 za nizove bitova.
Svaka kategorija je dalje podijeljena na podkategorije.
3.1.4 Testovi za nizove realnih brojeva u (0, 1)
3.1.4.1 Testovi na nizu duljine n
Mjerenje globalne uniformnosti. Za niz u1, u2, . . . , un iz intervala (0, 1) zˇelimo testirati
hipotezu HA0 . Prva ideja je izracˇunati empirijsku distribuciju niza u1, u2, . . . , un te uspore-
diti je s U(0, 1) distribucijom, koristec´i Kolmogorov–Smirnovljev (KS) ili neki slicˇni test.
Josˇ jednostavnije je izracˇunati srednju vrijednost i varijancu uzorka, te usporediti ih s te-
orijskim vrijednostima 1/2 i 1/12. Samo c´e jako losˇi RNG pasti na testovima koji mjere
uniformnost na globalnom nivou. Testovi na dva nivoa s velikim N i malim n mogu otkriti
moguc´nost da generator na neko vrijeme zaglavi u podrucˇju gdje je srednja vrijednost i
varijanca vec´a, odnosno manja od prosjecˇne.
Mjerenje grupiranja. Druga klasa testova mjeri grupiranje brojeva u1, u2, . . . , un. Bro-
jeve poredamo rastuc´e i racˇunamo preklapajuc´e m-razmake
gm,i = u(i+m) − u(i)
izmedu cˇlanova sortiranog niza u(1), u(2), . . . , u(n), pri cˇemu je u(0) = 0 i
u(n+i) = 1 + u(i−1)





gdje je h neka glatka funkcija, npr. h(x) = x2 ili h(x) = log(x). Ovako testiranje empirijske
distribucije brojeva ui je drugacˇije nego KS test, a testiranjem se pokusˇava utvrditi jesu li
brojevi grupiraniji nego bi trebali biti. Na primjer, ako su brojevi grupirani u grupe od 3 do
5 vrijednosti koje su jako blizu jedna drugoj, KS test to nec´e otkriti, ali 3-razmak test hoc´e.
Run i gap testovi. Run i gap testovi poblizˇe gledaju lokalnu anatomiju niza, pokusˇavajuc´i
detektirati ponavljajuc´e uzorke. Za gap test, odabiremo skup A ∈ (0, 1) s Lebesgueovom
mjerom p (najcˇesˇc´e je A = [a, b] interval, pa je p = b − a). Test broji broj koraka (razmak,
tzv. gap size) izmedu dva uzastopna posjeta skupu A. Neka je X j broj razmaka velicˇine
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j, za j ≥ 0. Test usporeduje frekvencije X0, X1, . . . s njihovim ocˇekivanim vrijednostima
pod HA0 , koristec´i χ2 test. Generator cˇiji posjeti skupu A su grupirani u vremenu (npr.
generator ulazi i izlazi iz A neko vrijeme, pa zatim odlazi iz A na dugi period, itd.) padaju
na ovom testu. Run test provjera drugacˇiji tip uzoraka; on skuplja duljine svih rastuc´ih (ili
padajuc´ih) podnizova, broji koliko ih ima za svaku duljinu podniza, te racˇuna modificiranu
χ2 statistiku baziranu na tim brojacˇima.
3.1.4.2 Testovi bazirani na n podnizova duljine t
Particioniranje jedinicˇne hiperkocke i brojanje pogodaka po c´eliji. Prisjetimo se da
za RNG koji daje niz realnih brojeva u intervalu (0, 1), hipotezaHA0 je ekvivalentna tome da
za sve n ≥ 0 i t > 0, vektor izlaznih vrijednosti (un, . . . , un+t−1) ima uniformnu distribuciju
na t-dimenzionalnoj jedinicˇnoj hiperkocki (0, 1)t. Prirodni pristup testiranju uniformnosti
je particionirati jedinicˇnu hiperkocku (0, 1)t na k dijelova (c´elija) volumena p0, . . . , pk−1.
Najcˇesˇc´e je




ali ne uvijek. Zatim se generira n tocˇaka
ui = (uti, . . . , uti+t−1) ∈ (0, 1)t,
za i = 0, . . . , n − 1, i izracˇuna broj tocˇaka X j koje su upale u c´eliju j, za j = 0, . . . , k − 1.
PodHA0 , vektor (X0, . . . , Xk−1) ima multinomnu distribuciju s parametrima (n, p0, . . . , pk−1).
Bilo koja mjera udaljenosti izmedu vrijednosti X j i njihovih ocˇekivanja λ j = np j mozˇe
posluzˇiti kao testna statistika Y . Opisat c´emo posebne slucˇajeve i varijante testova ovoga
tipa.
Serijski testovi. Jednostavan nacˇin za particioniranje hiperkocke (0, 1)t na k = dt
c´elija volumena 1/k je podjela intervala (0, 1) na d jednakih dijelova, za neki cijeli broj
d > 1. Tada je p j = 1/k, za sve j. Testovi koji mjere ukupan raskorak izmedu zbrojeva X j
i njihovih ocˇekivanja λ = n/k se opc´enito nazivaju serijski testovi uniformnosti.




(X j − λ)2
λ
,
koja ima priblizˇno χ2 distribuciju s k − 1 stupnjeva slobode kada je n/k dovoljno velik.






pri cˇemu je fn,k realna funkcija ovisna o n i k. Ove statistike imaju asimptotski χ2 distribu-
ciju s k − 1 stupnjeva slobode kada n→ ∞, za fiksirani k, pod hipotezomHA0 .
Kolizija, prazne c´elije i slicˇno. TestU01 podrzˇava razlicˇite odabire za fn,k. Na pri-
mjer, broj c´elija Nb koje sadrzˇe tocˇno b tocˇaka (za b ≥ 0), broj c´elija Wb koji sadrzˇe barem
b tocˇaka (za b ≥ 1) i broj kolizija C, tj. broj koji kazˇe koliko puta je tocˇka upala u c´eliju
koja vec´ ima jednu ili visˇe tocˇaka. Ove statistike su povezane s
N0 = k −W1 = k − n +C, Wb = Nb + . . . + Nn i C = W2 + . . . + Wn.
Njih je poblizˇe proucˇavao i usporedivao L’Ecuyer i dao je dobre aproksimacije njihovih
distribucija pod hipotezomHA0 .
U svakom od slucˇajeva, testna statistika je mjera grupiranosti – smanjuje se kada su
tocˇke podjednako distribuirane izmedu c´elija. Broj kolizija C cˇesto je najsnazˇnija testna
statistika medu spomenutima, za dobru detekciju tipicˇnih problema u RNG, prvenstveno
zbog toga sˇto dopusˇta k  n.
Preklapajuc´e verzije. Postoje i preklapajuc´e verzije serijskih testova, pri kojima su
tocˇke definirane s ui = (ui, . . . , ui+t−1) za i = 0, . . . , n − 1. Marsaglia i Zaman u [18]
preklapajuc´e serijske testove nazivaju ”monkey tests“ – oni gledaju na generator kao na
majmuna koji tipka nasumicˇne znakove iz abecede od d znakova. Test broji koliko se puta
svaka rijecˇ od t znakova pojavljuje u nizu kojeg je napisao majmun. Oni koriste statistiku
N0 i nazivaju odgovarajuc´i test OPSO za t = 2, OTSO za t = 3 i OQSO za t = 4. Kada je
d = 4 i t oko 10, test nazivaju DNA test.
Druge metode particioniranja jedinicˇne hiperkocke. Osim podjela jedinicˇne hiper-
kocke (0, 1)t na k = dt c´elija jednakih velicˇina, kao pri serijskim testovima, postoje i drugi
nacˇini particioniranja hiperkocke na k dijelova (c´elija) i mapiranja vektora brojevima c´elija.
Drugi bi nacˇin bio pronac´i koja od t! permutacija od t objekata c´e preslozˇiti koordinate vek-
tora ui u rastuc´em poretku. Broj moguc´ih permutacija oznacˇimo s k = t! i neka je X j broj
vektora ui koji su preslozˇeni permutacijom j, za j = 0, . . . , k − 1. Vektor (X0, . . . , Xk−1)
ponovno ima multinomnu distribuciju s parametrima (n, 1/k, . . . , 1/k) i sve testne statistike
Y definirane ranije se mogu primijeniti. Ovo okruzˇenje pogodno je za testiranje RNG koji
c´e se koristiti za mijesˇanje sˇpila karata za racˇunalne igre ili kockarske aparate. Tada, koli-
zijski test primijenjen na permutacije, mozˇe detektirati ako se odredena permutacija karata
pojavljuje cˇesˇc´e nego ostale. Knuth u [13] preporucˇa korisˇtenje χ2 statistike za testiranje
jesu li sve permutacije jednako vjerojatne, ali broj kolizija C je, uglavnom, osjetljiviji i
dozvoljava testove s vec´im t.
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Test argmax koristi drugacˇije mapiranje. On definira X j kao broj vektora ui cˇija je
najvec´a koordinata na j-tom mjestu. Na ovaj nacˇin testira se je li lokacija maksimuma
podjednako distribuirana medu koordinatama.
Alternative prebrojavanju
Fokusiranje na jednu c´eliju. CAT test je varijacija kolizijskog testa pri kojem se
kolizije broje samo u jednoj c´eliji. U originalnoj verziji, c´elije su odredene kao u prek-
lapajuc´im serijskim testovima, ali princip funkcionira i bez preklapanja, kao i za pro-
izvoljnu particiju. Pod hipotezom HA0 , za veliki n, broj tocˇaka Y u ciljanoj c´eliji ima
priblizˇno Poissonovu distribuciju sa srednjom vrijednosti λ, jednakoj broju generiranih
tocˇaka pomnozˇenom s volumenom ciljane c´elije, uz pretpostavku da su tocˇke u parovima
asimptotski neovisne kada n → ∞. Kada su tocˇke neovisne, Y ima binomnu distribuciju.
Ovaj test mozˇe biti jak samo ako se ciljana c´elija cˇesto posjec´uje ili ako je λ dovoljno velik,
a ciljana c´elija je rijetko posjec´ena, zbog posebne slabosti generatora.
Matsumoto i Kurita su u [20] predlozˇili vrlo slicˇan test s t = 1, ali na dva nivoa: treba
generirati n0 brojeva u intervalu (0, 1) i prebrojiti koliko ih upada u dani interval [α, β],
nazovimo ga Y . Postupak treba ponoviti n puta i usporediti distribucije n realizacija za Y s
binomnom distribucijom s parametrima n0 i p = β − α, koristec´i χ2 test.
Vremenski razmaci izmedu posjeta c´elijama. Umjesto prebrojavanja posjeta sva-
koj c´eliji u particiji, mogu se ispitati detaljnije informacije. Na primjer, mozˇe se gledati
razmak (broj koraka) izmedu dva uzastopna posjeta istoj c´eliji, raditi to za svaku c´eliju
i na kraju izracˇunati odgovarajuc´u funkciju svih tih razmaka kao testnu statistiku. Ovo
kombinira gap test i multinomni test baziran na particiji hiperkocke. Maurer [21] je uveo
poseban slucˇaj ovog tipa testa i predlazˇio srednju vrijednost logaritama svih razmaka kao
testnu statistiku.
Birthday spacings. Interesantna verzija serijskih testova je tzv. birthday spacing test,
opisan na sljedec´i nacˇin. Generira se n tocˇaka u k c´elija, kao i za serijski test. Neka su
I1 ≤ I2 ≤ . . . ≤ In brojevi c´elija u koje upadaju generirane tocˇake, sortirani u rastuc´em
poretku. Test racˇuna razmake I j+1 − I j, za 1 ≤ j < n, i prebrojava broj kolizija Y izmedu
tih razmaka. Pod hipotezomHA0 , Y je priblizˇno Poissonova slucˇajna varijabla sa srednjom
vrijednosti λ = n3/(4k). Ako se test ponovi N puta, racˇuna se suma N vrijednosti Y (ukupan
broj kolizija) i usporeduje se s Poissonovom slucˇajnom varijablom sa srednjom vrijednosti
Nλ, da bi se dobila p-vrijednost. Ova procedura je, uglavnom, osjetljivija od primjene χ2
testa za brojanje kolizija.
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Opravdanje za ovaj test je da neki tipovi RNG generiraju tocˇke u c´elije s pravilnim
razmacima. To se posebno dogada za sve LCG (linearne kongurentne generatore) kada je
t ≥ 2.
Bliski parovi tocˇaka u prostoru. Ponovno, n tocˇaka u1, . . . ,un razbacuje se neovisno i
uniformno po jedinicˇnoj hiperkocki, ali sada se gledaju udaljenosti izmedu tocˇaka. Udalje-
nost se mjeri u Lp normi ‖.‖op na jedinicˇnom torusu (0, 1)t, dobivenom identificiranjem (u
parovima) suprotnih strana jedinicˇne hiperkocke, tako da su tocˇke na suprotnim stranama
blizu jedna drugoj.
Udaljenost izmedu dvije tocˇke ui i u j je definirana s Dn,i, j = ‖ui − u j‖op, pri cˇemu je:
‖x‖op =
[min(|x1|, 1 − |x1|)p + · · · + min(|xt|, 1 − |xt|)p]1/p ako je 1 ≤ p < ∞,max(min(|x1|, 1 − |x1|), . . . ,min(|xt|, 1 − |xt|)) ako je p = ∞,
za x = (x1, . . . , xt) ∈ [−1, 1]t. Razlog korisˇtenja torusa je da bi se rijesˇio problem granicˇnog
efekta – laksˇe je dobiti dobru aproksimaciju relevantne distribucije pod hipotezomHA0 .
3.1.4.3 Testovi koji generiraju n podnizova slucˇajne duljine
Testovi u ovoj kategoriji stvaraju podnizove generirajuc´i brojeve u j sve dok se neki
dogadaj ne dogodi, a potreban broj brojeva u j je slucˇajan. Na primjer, u tzv. coupon collec-
tor testu particionira se interval (0, 1) na d dijelova jednakih velicˇina i broji koliko slucˇajnih
brojeva u j treba generirati da bi se dobio barem po jedan u svakoj particiji. Racˇunaju se
frekvencije razlicˇitih brojacˇa i usporeduju se s teorijskim frekvencijama pomoc´u χ2 testa.
Ovo mozˇe biti ostvareno i s proizvoljnom particijom od (0, 1)t na k dijelova jednakih volu-
mena.
3.1.5 Testovi za nizove slucˇajnih bitova
U ovom dijelu, pretpostavljamo da generator izbacuje bitove b0, b1, b2, . . ., te zˇelimo
testirati nul-hipotezu koja kazˇe da su bitovi bi neovisni i da poprimaju vrijednosti 0 ili
1 s jednakom vjerojatnosˇc´u. Ovi bitovi mogu doc´i iz bilo kojeg izvora. Posebno, oni
mogu biti izvucˇeni iz niza realnih brojeva u intervalu (0, 1), uzimajuc´i dio bitova svakog
broja. Standardna procedura pri TestU01 je uzeti bitove r + 1, . . . , r + s iz svakog broja, tj.
preskocˇiti prvih r bitova, te uzeti sljedec´ih s bitova, za neke cijele brojeve r ≥ 0 i s ≥ 1.
Izvucˇeni bitovi spajaju se u dugi niz. Vrijednosti r i s su parametri testa.
3.1.5.1 Jedan dugi niz bitova duljine n
Testovi na binarnim nizovima su prvenstveno dizajnirani za podrucˇje kriptografije, gdje
su visoka entropija i slozˇenost kljucˇni zahtjevi. Maurerov test, spomenut ranije, je entropij-
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ski test. Isto tako, binarne verzije multinomnih testova u osnovi spadaju medu entropijske
testove.
Linearna slozˇenost. Jedan od nacˇina za testiranje slozˇenosti je ispitati kako se linearna
slozˇenost Ll prvih l bitova niza povec´ava, kao funkcija varijable l. Linearna slozˇenost Ll je
definirana kao najmanji stupanj linearne rekurzije koju zadovoljava niz. Ll je neopadajuc´a
funkcija od l i povec´ava se u cjelobrojnim skokovima za odredene vrijednosti od l. TestU01
racˇuna Ll Berlekamp–Masseyevim algoritmom (vidjeti [6, 19]) u vremenskoj slozˇenosti
O(n2 log n). Ako cijeli binarni niz slijedi linearnu rekurziju stupnja k  n, tada c´e se Ll
prestati povec´avati kada je l = k, te c´e test pasti.
Proucˇavana su dva nacˇina testiranja razvoja Ll. Jump complexity test racˇuna broj J sko-
kova linearne slozˇenosti. Pod hipotezom HB0 i za veliki n, J je otprilike normalno distri-
buirana sa srednjom vrijednosti i varijancom opisanom u [7, 22, 24]. Jump size test racˇuna
koliko ima skokova svakog raspona i usporeduje te frekvencije s teorijskom distribucijom
(geometrijska distribucija s parametrom 1/2) pomoc´u χ2 testa.
Lempel–Ziv slozˇenost. Slozˇenost, takoder, mozˇe biti testirana racˇunanjem broja W razli-
cˇitih uzoraka bitova koji se pojavljuju u stringu. Taj broj mjeri stlacˇljivost niza po Lempel–
Ziv kompresijskom algoritmu [25]. Prema Kirschenhoferu i drugima [12], pod hipotezom
HB0 i za velike n, W je priblizˇno normalno distribuirana sa srednjom vrijednosti n/ log2 n
i varijancom 0.266n/(log2 n)
3. Medutim, ove aproksimacije srednje vrijednosti i varijance
nisu previsˇe precizne ni za n velicˇine 224. TestU01 implementacija koristi bolje aproksi-
macije, dobivene simulacijom i provjerene razlicˇitim tipovima pouzdanih RNG-ova. Ovaj
test nije previsˇe osjetljiv, generatori koji padnu na ovom testu, padaju i na mnogim drugim
testovima.
Autokorelacije. Autokorelacija ili serijalna korelacija je naziv za korelaciju slucˇajnih






pri cˇemu ⊕ oznacˇava xor operaciju (ili zbrajanje modulo 2), definira zanimljiv statisticˇki
test [8]. Pod hipotezom HB0 , Al ima binomnu distribuciju s parametrima (n − l, 1/2), koja
je priblizˇno normalna kada je n − l velik.
Run i gap testovi. Binarni verzija run testa mozˇe biti definirana na sljedec´i nacˇin. Svaki
binarni niz ima blok jedinica, pa blok nula, pa blok jedinica i tako dalje (analogno vrijedi
ako niz zapocˇinje nulom). Pamtimo duljine svih blokova jedinica i svih blokova nula, dok
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ne skupimo ukupno 2n blokova (n svakoga tipa). Potrebna duljina niza za dobivanje 2n
blokova je slucˇajna. Racˇunamo broj svih blokova jedinica duljine j i broj svih blokova nula
duljine j, za j = 1, . . . , k, za neki cijeli broj k i primijenimo χ2 test na ovih 2k vrijednosti.
Vjerojatnost da bilo koji blok ima duljinu j je 2− j, tako da unaprijed znamo ocˇekivani broj
blokova svake duljine. Takoder, blokove nula mozˇemo promatrati kao razmake izmedu
pojavljivanja jedinica (i obratno). Taj test je verzija gap testa za binarne nizove.
3.1.5.2 Testovi na n nizova bitova duljine m
Particioniranje skupa m-bitnih nizova i brojanje pogodaka u podskupovima. Sada
razmatramo testove koji pokusˇavaju otkriti zavisnosti u nizovima bitova duljine m, u smislu
jesu li neke od 2m razlicˇitih moguc´nosti visˇe vjerojatne od drugih. Svi ovi testovi u osnovi
(indirektno) sadrzˇe sljedec´i obrazac: treba regrupirati 2m moguc´nosti za sve nizove bitova
u, recimo, k kategorija, prebrojiti koliko od n nizova upada u svaku kategoriju, te usporediti
rezultate s ocˇekivanjima.
Serijski testovi. Verzija serijskog testa za nizove bitova radi na sljedec´i nacˇin: treba
oznacˇiti moguc´e m-bitne nizove od 0 do k − 1 = 2m − 1 i neka je X j broj pojavljivanja niza
j medu n nizova. Mozˇe se koristiti isti skup testnih statistika kao i ranije (χ2, entropija, ko-
lizije, itd.). Za preklapajuc´u verziju, n bitova stavlja se u krug i svaki blok od m uzastopnih
nizova na krugu odreduje jednu c´eliju. U ovom slucˇaju, test treba samo n bitova. Teorijska
distribucija je priblizˇno ista kao i za obicˇan m-dimenzionalni preklapajuc´i test sa d = 2 i
t = m.
CAT test i testovi koji pamte razmake izmedu posjeta stanjima, takoder, imaju svoje
binarne verzije, pri kojima su c´elije zamijenjene m-bitnim nizovima, konstruirane sa ili bez
preklapanja. Maurerov test, spomenut ranije, definiran je upravo za opisano okruzˇenje.
Maurer je dokazao da je njegov test univerzalan, u smislu da mozˇe detektirati bilo koji
tip statisticˇkog defekta na binarnim nizovima, kada testni parametri i velicˇina uzorka na
prikladan nacˇin tezˇe u beskonacˇnost. Medutim, test je u praksi uglavnom manje osjetljiv
od kolizijskog testa na usporedivoj velicˇini uzorka.
Rang binarne matrice. Snazˇan test za detektiranje linearnih zavisnosti izmedu blo-
kova bitova je matricˇni rang test (vidjeti [16, 17]): treba napuniti binarnu matricu k × l, red
po red, nizom bitova duljine m = k× l, te izracˇunati rang R dobivene matrice (broj linearno
nezavisnih redaka). Postupak se ponavlja n puta i usporeduje se empirijska distribucija n
realizacija od R s njezinom teorijskom distribucijom pod hipotezomHB0 , pomoc´u χ2 testa.
Za dovoljno velik m, nizovi bitova koji slijede linearnu rekurziju past c´e na ovom testu,
upravo zbog linearnih zavisnosti.
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Najdulji tok jedinica. Test nazvan longest head run test [10, 11] je varijanta run
testa koji gleda duljinu Y najduljeg podniza uzastopnih jedinica u nizu duljine m. Postupak
se ponavlja n puta i empirijska distribucija n realizacija od Y se usporeduje s teorijskom
distribucijom pomoc´u χ2 testa.
Hammingove tezˇine. Za mjerenje grupiranja nula i jedinica u nizu bitova, mozˇe se
ispitati distribucija Hammingovih tezˇina disjunktnih podnizova duljine m. Opc´enito, Ham-
mingova tezˇina niza je broj elemenata niza koji su razlicˇiti od nul simbola korisˇtene abe-
cede. Test Hammingovih tezˇina u TestU01 generira n nepreklapajuc´ih blokova od m bitova
i racˇuna Hammingovu tezˇinu svakog bloka, nazovimo je Hi, za blok i. Pod hipotezomHB0 ,
vrijednosti Hi su nezavisne i identicˇno distribuirane binomne slucˇajne varijable s parame-
trima (m, 1/2). Neka je X j broj blokova koji imaju Hammingovu tezˇinu j, za j = 0, . . . ,m.
Prvi test usporeduje distribucije od X j s njihovim teorijskim distribucijama. Drugi test





koja, ako je m dovoljno velik, priblizˇno ima χ2 distribuciju s n stupnjeva slobode pod hi-
potezomHB0 . Za m = n, ovaj test se degenerira do monobitnog testa [23], koji jednostavno







(Hi − m/2)(Hi+1 − m/2).
Pod hipotezomHB0 i za veliki n, pˆ1
√
n − 1 ima priblizˇno standardnu normalnu distribuciju.
Ovaj nacˇin testira samo linearnu ovisnost izmedu Hammingovih tezˇina. L’Ecuyer i Simard
u [15] predlazˇu drugacˇiji test neovisnosti koji koristi 2n blokova velicˇine m bitova. Po-
novno, neka je Hi Hammingova tezˇina bloka i. Parovi (Hi,Hi+1), za i = 1, 3, . . . , 2n − 1,
mogu poprimiti (m + 1)2 moguc´ih vrijednosti. Ovaj test racˇuna broj ponavljanja svake od
moguc´nosti i usporeduje te brojeve s njihovim teorijskim ocˇekivanjima pomoc´u χ2 testa.
Test slucˇajne sˇetnje. Iz niza bitova duljine l definira se slucˇajna sˇetnja po cijelim
brojevima na sljedec´i nacˇin. Sˇetnja pocˇinje na 0, a u koraku j ide za jedan ulijevo ako je
b j = 0, odnosno, za jedan udesno ako je b j = 1. Ako definiramo S 0 = 0 i S k =
∑k
j=1(2b j−1)











ako je k + y paran broj
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i pk,y = 0 inacˇe. U nastavku pretpostavljamo da je l paran i definiramo statistike:
H = l/2 + S l/2,




I [S 2k−1 > 0] ,








I [S k−2S k < 0] ,
pri cˇemu I oznacˇava karakteristicˇnu funkciju. H je broj koraka udesno, M je maksimalna
vrijednost dosegnuta sˇetnjom, J je dio vremena proveden na desnoj strani od pocˇetne, Py
je vrijeme prvog prolaska kroz y, R je broj povratka na 0 i C je broj promjena predznaka.
Teorijske vjerojatnosti ovih statistika pod hipotezomHB0 su sljedec´e:










= pl,y + pl,y+1, 0 ≤ y ≤ l,















= 2pl−1,2y+1, 0 ≤ y ≤ (l − 1)/2.
Test slucˇajnih sˇetnji implementiran u TestU01 uzima dva parna cijela broja m > m0 > 0
za parametre i generira n slucˇajnih sˇetnji duljine m. Za svaki l iz {m0,m0 + 2, . . . ,m}, test
racˇuna n vrijednosti statistika H, . . . ,C definiranih iznad i usporeduje njihove empirijske
distribucije s odgovarajuc´im teorijskim distribucijama pomoc´u χ2 testa.
Bliski parovi. Imamo sljedec´u analogiju testa bliskih parova za binarne nizove. Svaka od
n tocˇaka u t dimenzija odredena je nizom bitova duljine m = st, pri cˇemu svaka koordinata
ima s bitova. Najcˇesˇc´e, svaki takav blok od s bitova se dobiva jednim pozivom generatora
i ekstrahiranjem s bitova iz izlazne vrijednosti. Udaljenost izmedu dvije tocˇke Xi i X j je
definirana s 2−bi, j , pri cˇemu je bi, j maksimalna vrijednost od b, a b je broj prvih bitova koji
su isti u binarnoj ekspanziji svake koordinate za Xi i X j. Ovo znacˇi: ako je jedinicˇna hiper-
kocka particionirana na 2tb kubicˇnih kocki dijeljenjem svake osi na 2b jednakih dijelova,
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minimalna udaljenost izmedu bilo koje dvije tocˇke. Za dani par tocˇaka je
P[bi, j ≥ b] = 2−tb.
Imamo da vrijedi D ≤ 2−b, ako i samo ako je
− log2 D = max1≤i< j≤n bi, j ≥ b,











Ako se poklapaju u tocˇno b = − log2 D bitova, tada su lijeva i desna p-vrijednost pL = qb i
pR = 1 − qb−1. Ako je N > 1, test na dva nivoa racˇuna minimum od N kopija od D i koristi
to kao testnu statistiku, a p-vrijednost je dobivena iz
P
[
min {D1,D2, . . . ,DN} ≤ 2−b
]
≈ 1 − (1 − qb)N .
3.1.6 Primjer testiranja nekih poznatih generatora
U ovom dijelu dat c´u rezultate primjene testova iz paketa TestU01 na neke poznate
generatore slucˇajnih brojeva. U paketu testova TestU01 postoji 6 preddefiniranih skupova
testova, tri za nizove slucˇajnih brojeva u intervalu (0, 1), te tri za nizove bitova. Opisat c´u
samo skupove testova iz prve skupine.
To su skupovi testova SmallCrush, Crush i BigCrush, cˇija vremena izvrsˇavanja za tes-
tiranje generatora poput MT19937, na procesoru AMD Athlon 64 (2.4 GHz), iznose 14
sekundi, 1 sat, odnosno 5.5 sati. Za testiranje generatora, preporucˇuje se zapocˇeti sa Smal-
lCrush skupom. Ako je sve u redu, mozˇe se nastaviti s Crush, odnosno BigCrush skupom
testova. U trenutnoj verziji, Crush koristi otprilike 235 slucˇajnih brojeva i primjenjuje 96
statisticˇkih testova. BigCrush koristi oko 238 slucˇajnih brojeva i primjenjuje 106 testova.
Testovi koji se koristi su ranije opisani testovi, uz neke dodatne.
Tablica 3.1.6 prikazuje rezultate testiranja odabranih generatora slucˇajnih brojeva. Za
svaki generator, stupac log2 ρ je vrijednost logaritma po bazi dva od perioda ρ. Stupci t-32
i t-64 su procesorska vremena potrebna za generiranje 108 slucˇajnih brojeva na 32-bitnom
procesoru Intel Pentium (2.8 GHz), odnosno 64-bitnom procesoru AMD Athlon 64 (2.4
GHz). Zadnja tri stupca predstavljaju broj statisticˇkih testova za koje je p-vrijednost izvan
intervala [10−10, 1 − 10−10], tj. broj testova na kojima je generator pao. Crtica (–) znacˇi
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da se skup testova nije primjenjivao na pojedini generator (uglavnom zato sˇto je generator
padao na prethodnim testovima). Takoder, neke vrijednosti imaju i broj u zagradama. Taj
broj je broj testova cˇija p-vrijednost upada u interval (10−10, 10−4] ∪ [1 − 10−4, 1 − 10−10).
Njih mozˇemo smatrati sumnjivim p-vrijednostima.
Rezultati testiranja poznatih RNG
Small Big
Generator log2 ρ t-32 t-64 Crush Crush Crush
LCG(224, 16598013, 12820163) 24 3.9 0.66 14 – –
LCG(231, 65539, 0) 29 3.3 0.65 14 125 (6) –
Java.util.Random 47 6.3 0.76 1 9 (3) 21 (1)
LCG(248, 44485709377909, 0) 46 4.1 0.65 5 24 (5) –
LCG(259, 1313, 0) 57 4.2 0.76 1 10 (1) 17 (5)
LCG(263, 519, 1) 63 4.2 0.75 0 5 8
LCG(231 − 1, 742938285, 0) 31 19.0 4.0 2 42 (5) –
LCG(231 − 1, 950706376, 0) 31 20.0 4.0 2 42 (4) –
LCG(1012 − 11, 427419669081, 0) 39.9 87.0 25.0 1 22 (2) 34 (1)
Unix-random-32 37 4.7 1.6 5 (2) 101 (3) –
Unix-random-64 45 4.7 1.5 4 (1) 57 (6) –
Unix-random-128 61 4.7 1.5 2 13 19 (3)
Unix-random-256 93 4.7 1.5 1 (1) 8 11 (1)
MT19937 19937 4.3 1.6 0 2 2
WELL1024a 1024 4.0 1.1 0 4 4
WELL19937a 19937 4.3 1.3 0 2 (1) 2
LFSR113 113 4.0 1.0 0 6 6
LFSR258 258 6.0 1.2 0 6 6
Marsa-xor32 (13, 17, 5) 32 3.2 0.7 5 59 (10) –
Marsa-xor64 (13, 7, 17) 64 4.0 0.8 1 8 (1) 7
Matlab-rand 1492 27.0 8.4 0 5 8 (1)
Matlab-LCG-Xor 64 3.7 0.8 0 3 5 (1)
KISS93 95 3.8 0.9 0 1 1
KISS99 123 4.0 1.1 0 0 0
Tablica 3.1: Rezultati testiranja poznatih RNG
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3.2 Diehard testovi
Diehard testovi su skup statisticˇkih testova za mjerenje kvalitete generatora slucˇajnih
brojeva. Razvio ih je George Marsaglia i objavio prvi puta 1995. godine. Diehard testovi
su se cˇesto spominjali kroz ovaj rad, tako da c´u u ovom dijelu rada dati samo osnovni uvid
u testove sadrzˇane u Diehard skupu testova.
3.2.1 Birthday spacing test
Odabire se m rodendana u godini od n dana. Napravi se lista intervala izmedu roden-
dana. Ako je j broj vrijednosti koje se pojavljuju visˇe od jednom u toj listi, tada j ima
asimptotsku Poissonovu distribuciju sa srednjom vrijednosti m3/(4n). Iskustvo je pokazalo
da n mora biti poprilicˇno velik, n ≥ 218, da bi se rezultati mogli usporediti s Poissonovom
distribucijom koja ima istu srednju vrijednost. Ovaj test koristi n = 224 i m = 29. Uzima se
uzorak od 500 j-ova i pomoc´u χ2 GOF testa dobiva p-vrijednost. Prvi test koristi bitove od
1 do 24, drugi bitove od 2 do 25, i tako dalje, do devetog testa koji koristi bitove od 9 do
32. Svaki skup bitova daje p-vrijednost, te se za usporedbu koristi KS test (Kolmogorov–
Smirnovljev test).
3.2.2 Preklapajuc´i 5-permutation test ili OPERM5 test
Test gleda niz od milijun 32-bitnih slucˇajnih cijelih brojeva. Svaki skup od 5 uzastopnih
brojeva mozˇe biti u jednom od 120 stanja, za 5! moguc´ih rasporeda 5 brojeva. Promatra
se na tisuc´e stanja, te se racˇunaju kumulativne sume broja pojavljivanja svakog od stanja.
Svako od 120 stanja trebalo bi se pojaviti sa statisticˇki jednakom vjerojatnosˇc´u. Ova verzija
koristi milijun cijelih brojeva, dva puta.
3.2.3 Binarni rang test 31 × 31 matrica
Pri ovom testu koristi se 31 bit od 31 slucˇajnog broja za formiranje 31 × 31 binarne
matrice nad poljem {0, 1}, te se odredi rang matrice. Rang mozˇe biti od 0 do 31, ali rangovi
manji od 28 su rijetki, te se brojevi njihova pojavljivanja zbrajaju. Racˇunaju se rangovi
40,000 ovakvih slucˇajnih matrica, te se koristi χ2 test na zbroju broja matrica ranga 31, 30,
29 i manjeg od 29.
3.2.4 Binarni rang test 32 × 32 matrica
Formira se 32 × 32 binarna matrica cˇiji retci su 32-bitni slucˇajni brojevi. Ponovno se
odreduje rang, koji mozˇe biti od 0 do 32. Rangovi manji od 29 su rijetki, te se njihova
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pojavljivanja zbrajaju. Racˇunaju se rangovi 40,000 ovakvih slucˇajnih matrica, te se koristi
χ2 test na zbroju matrica ranga 32, 31, 30 i manjeg od 30.
3.2.5 Binarni rang test 6 × 8 matrica
Iz svakog od 6 slucˇajnih 32-bitnih cijelih brojeva odabiremo 1 byte, te od njih formi-
ramo 6× 8 binarnu matricu te racˇunamo njezin rang. Rang mozˇe biti od 0 do 6, ali rangovi
0, 1, 2, 3 su rijetki te se njihova pojavljivanja zbrajaju s brojem matrica ranka 4. Racˇunaju
se rangovi 100,000 ovakvih matrica, te se koristi χ2 test na zbrojeve matrica ranga 6, 5 i
manjeg od 5.
3.2.6 Bitstream test
Na izlaz algoritma kojeg testiramo gledamo kao na tok (eng. stream) bitova. Nazovimo
te bitove b1, b2, . . . Promotrimo abecedu od dva znaka, 0 i 1, te gledajmo na tok bitova kao
na preklapajuc´e rijecˇi od 20 znakova. Neka je b1b2 . . . b20 prva rijecˇ, b2b3 . . . b21 druga rijecˇ
i tako dalje. Bitstream test prebrojava broj rijecˇi od 20 znakova (20 bitova) koje nedostaju
u nizu od 221 preklapajuc´ih rijecˇi od 20 znakova. Postoji 220 razlicˇitih rijecˇi od 20 znakova.
Za stvarno slucˇajan niz od 221 + 19 bitova, broj j rijecˇi koje nedostaju bi trebao biti vrlo
blizu normalne distribucije sa srednjom vrijednosti 141909 i standardnom devijacijom (σ)
428. Test se ponavlja 20 puta.
3.2.7 OPSO, OQSO i DNA testovi
OPSO je skrac´enica za overlapping-pairs-sparse-occupancy. OPSO test razmatra rijecˇi
od 2 znaka nad abecedom od 1024 znaka. Svaki znak je odreden pomoc´u 10 bitova 32-
bitnog cijelog broja iz niza kojeg testiramo. OPSO generira 221 preklapajuc´ih rijecˇi od 2
slova i racˇuna broj rijecˇi koje nedostaju, tj. rijecˇi od dva slova koje se ne pojavljuju kroz
cijeli niz. Taj broj bi trebao biti vrlo blizu normalne distribucije sa srednjom vrijednosti
141909 i σ = 290. Stoga bi varijabla (missingwords−141909)/290 trebala biti standardna
normalna slucˇajna varijabla.
OQSO znacˇi overlapping-quadruples-sparse-occupancy. OQSO test je slicˇan prethod-
nom, samo sˇto on razmatra rijecˇi od 4 znaka iz abecede od 32 znaka. Svaki znak je odreden
pomoc´u 5 uzastopnih bitova 32-bitnog slucˇajnog broja. Srednja vrijednost broja rijecˇi koje
nedostaju u nizu od 221 rijecˇi od 4 znaka je ponovno 141909, sa σ = 295.
DNA test promatra abecedu od 4 znaka: C, G, A, T. Svaki znak je odreden pomoc´u
dva bita iz niza slucˇajnih cijelih brojeva koje testiramo. Test razmatra rijecˇi od 10 znakova,
imamo 220 moguc´ih rijecˇi, te je srednja vrijednost broja rijecˇi koje nedostaju u nizu od 221
preklapajuc´ih rijecˇi od 10 znakova opet jednaka 141909. Standardna devijacija (σ) iznosi
339, a ona je odredena OQSO simulacijama.
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3.2.8 Test brojanja jedinica u toku bytova
Izlaz algoritma kojeg testiramo promatramo kao tok (eng. stream) bytova (po 4 od
svakog 32-bitnog cijelog broja). Svaki byte mozˇe sadrzˇavati od 0 do 8 jedinica, sa vjero-
jatnostima 1, 8, 28, 56, 70, 56, 28, 8, 1 povrh 256. Neka tok bytova daje niz preklapajuc´ih
rijecˇi od 5 znakova, pri cˇemu svaki znak mozˇe biti A, B, C, D ili E. Znakovi su odredeni
brojem jedinica u bytu: 0, 1 ili 2 daje A, 3 daje B, 4 daje C, 5 daje D, te 6, 7 ili 8 daje E. Na
problem mozˇemo gledati kao na majmuna (monkey tests) koji udara 5 tipaka na tipkovnici
s razlicˇitim vjerojatnostima (37, 56, 70, 56, 37 povrh 256). Postoji 55 moguc´ih rijecˇi od
5 znakova, a iz niza od 256,000 preklapajuc´ih rijecˇi od 5 znakova racˇunamo frekvencije
svake rijecˇi.
3.2.9 Test brojanja jedinica u jednom bytu
Izlaz algoritma kojeg testiramo promatramo kao tok 32-bitnih cijelih brojeva. Iz svakog
cijelog broja odaberemo jedan byte, npr. prvih 8 bitova. Test je slicˇan prethodnom.
Svaki byte mozˇe sadrzˇavati od 0 do 8 jedinica, s vjerojatnostima 1, 8, 28, 56, 70, 56,
28, 8, 1 povrh 256. Odabrani bytovi uzastopnih cijelih brojeva cˇine niz preklapajuc´ih rijecˇi
od 5 znakova, pri cˇemu svaki znak mozˇe biti A, B, C, D ili E. Znakovi su odredeni brojem
jedinica u bytu, na isti nacˇin kao u prethodnom testu, te je ostatak testa isti.
3.2.10 Parking lot test
Na kvadratno parkiralisˇte sa 100 × 100 mjesta nasumicˇno se parkira automobil u kva-
dratic´ velicˇine 1 × 1, pokusˇavajuc´i pritom ne parkirati na vec´ zauzeto mjesto. Ako se
pokusˇa parkirati na vec´ zauzeto mjesto, automobil se ponovno pokusˇava parkirati na no-
voj, nasumicˇnoj lokaciji. Svaki pokusˇaj rezultira, ili sudarom, ili uspjehom i povec´anjem
broja parkiranih automobila. Oznacˇimo s n broj pokusˇaja parkiranja, a s k broj uspjesˇnih
parkiranja. Za n = 12000 pokusˇaja, simulacije pokazuju da bi k trebao biti u prosjeku
3523, sa σ = 21.9 i vrlo blizu normalne distribucije. Stoga bi (k − 3523)/21.9 trebala biti
standardna normalna slucˇajna varijabla, koja konverzijom u uniformnu varijablu sluzˇi kao
ulaz za KS test baziran na uzorku od 10.
3.2.11 Test minimalne udaljenosti
Test 100 puta ponavlja sljedec´e: odabere se n = 8000 slucˇajnih tocˇaka u kvadratu stra-
nice 10000. Pronade se d, najmanja udaljenost izmedu (n2 − n)/2 parova tocˇaka. Ako
su tocˇke uistinu nezavisne i uniformne, tada bi d2, tj. kvadrat najmanje udaljenosti, tre-
bao biti vrlo blizu eksponencijalne distribucije sa srednjom vrijednosti 0.995. Stoga bi
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1 − exp(−d2/0.995) trebala biti uniformna slucˇajna varijabla na [0, 1) i KS test na 100
vrijednosti sluzˇi kao test uniformnosti slucˇajnih tocˇaka u kvadratu.
3.2.12 Test 3D sfere
Odabere se 4000 slucˇajnih tocˇaka iz kocke sa stranicom 1000. Oko svake tocˇke napravi
se sfera dovoljno velika da uhvati sljedec´u najblizˇu tocˇku. Tada bi volumen najmanje sfere
trebao biti eksponencijalno distribuiran sa srednjom vrijednosti 120pi/3. Test 3D sfere
generira 4000 ovakvih sfera 20 puta. Svaki najmanji radijus vodi do uniformne slucˇajne
varijable sa srednjom vrijednosti 1 − exp(r3/30), te se radi KS test na 20 p-vrijednosti.
3.2.13 Runs test
Test broji uspone i padove uniformnih varijabli na intervalu [0, 1). Na primjer, niz
0.123, 0.357, 0.789, 0.425, 0.224, 0.416, 0.95 ima uspon duljine 3, pad duljine 2, te po-
novno uspon duljine (najmanje) 2. Poznata je matrica kovarijanci za uspone i padove.
Usponi i padovi se racˇunaju za nizove duljine 10000, a postupak se ponavlja 10 puta.
3.2.14 Craps test
Igra se 200000 partija craps-a, pronalazi se broj pobjeda i potreban broj bacanja da se
zavrsˇi svaka partija. Broj pobjeda bi trebao biti normalna slucˇajna varijabla sa srednjom
vrijednosti 200000p i varijancom 200000p(1− p), za p = 244/495. Broj bacanja potreban
da se zavrsˇi svaka partija mozˇe biti od 1 do beskonacˇno, ali zbroj slucˇajeva kada je potrebno
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Sazˇetak
U danasˇnje vrijeme algoritmi za generiranje slucˇajnih brojeva postaju glavni izvor
slucˇajnih brojeva, no oni su deterministicˇki i periodicˇki. Da bi algoritam bio prihvat-
ljiv u nekim osjetljivim podrucˇjima poput kriptografije, gdje je nepredvidivost generira-
nih brojeva kljucˇni zahtjev, on mora proc´i stroge testove slucˇajnosti. Ne postoji algoritam
koji mozˇe proc´i basˇ sve testove slucˇajnosti. Isto tako, ako algoritam prode sve testove
slucˇajnosti, to ne znacˇi da je on bez gresˇke. Prolazak testova slucˇajnost mozˇe samo pojacˇati
nasˇe povjerenje u pojedini algoritam.
Jedino generatori slucˇajnih brojeva koji koriste fenomene iz prirode mogu generirati
stvarne slucˇajne brojeve, ali je njihova brzina generacije nedovoljna za danasˇnje potrebe.
Medutim, u praksi se najcˇesˇc´e koristi hibridni pristup, tj. koristi se pseudoslucˇajni generator
cˇije se sjeme odreduje pomoc´u generatora stvarnih slucˇajnih brojeva.

Summary
In modern times, algorithms for generating random numbers are becoming the main source
of random numbers. However, they are deterministic and periodic. An algorithm must
pass strict tests of randomness in order to be acceptable for cryptographic and similar
purposes, as unpredictability of generated numbers is the main requirement. There is no
such algorithm that can pass all tests of randomness, but passing a number of tests can boost
our faith in a certain algorithm. Also, if an algorithm has passed all tests of randomness,
that does not mean it is flawless.
Only random number generators that use some physical phenomenon can generate true
random numbers. But, those generators are so slow that they cannot be used for modern
purposes. In practice, hybrid approach has shown the best results, where the seed for a
pseudorandom number generator is determined with a true random number generator.
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