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On the Folkman–Lawrence Topological Representation Theorem for
Oriented Matroids of Rank 3
JU¨RGEN BOKOWSKI, SUSANNE MOCK AND ILEANA STREINU†
We present a new direct proof of the Folkman–Lawrence topological representation theorem for
oriented matroids of rank 3.
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1. INTRODUCTION
Oriented matroids capture combinatorial properties of finite vector configurations and ori-
ented hyperplane arrangements. However, not all oriented matroids have a vector or hyper-
plane model. It is a remarkable result, due to Folkman and Lawrence [9], that each oriented
matroid has a topological representation as an oriented pseudosphere arrangement, even a
piecewise linear one, cf. Edmonds and Mandel [7]. Other authors [3, 15] have later simpli-
fied or complemented the original proof, but all use fundamentally the same approach: the
face lattice (tope) formalism for oriented matroids and a shelling order to carry through the
construction.
Finding a reasonably direct proof in rank 3, one that would rely on the structural simplicity
of the planar case, has been posed as an open problem in the research monograph [3, Exer-
cise 6.3]. In this article we provide such a proof. Unlike the previous ones, ours is based on
hyperline sequences, an equivalent axiomatization for oriented matroids which is particularly
natural in rank 3. We construct a piecewise linear pseudocircle arrangement on the S2 sphere,
compatible with a given rank 3 oriented matroid induced by hyperline sequences.
Hyperline sequences were first used in 1978 by Bokowski [1] (see [2] for an early reference
and [4] for a more comprehensive exposition). Independently, Goodman and Pollack [12]
introduced the rank 3 affine version known as clusters of stars or local sequences and
Streinu [23] characterized them with a simple set of axioms. Hyperline sequences are a
compact representation for oriented matroids and thus amenable to computer applications
(see [5]). Their axioms allow for simpler proofs, a fact exploited in [21] for applications to
visibility problems in computational geometry. Because the key facts about this formalism
are scattered through the literature and have never been completely presented, in the format
needed for our proof, as a unified axiomatic system for oriented matroids, we will devote a
substantial part of this paper to them.
Our proof technique is based on a series of simple reductions and an inductive construc-
tion. We start with the most general setting (degeneracies included). The reductions transform
the sequences from degenerate to uniform, from arbitrarily oriented and arbitrary labeled to
a convenient normal form. The normalized sequences are then used to produce a piecewise
linear affine pseudoline arrangement. To obtain the oriented, degenerate spherical arrange-
ment, the reduction steps are now performed in reverse order: the pseudolines are oriented,
relabeled, projected radially onto the sphere and then the arrangement is perturbed to put back
the original degeneracies.
We use the oriented matroid axioms explicitly in performing the inductive construction, but
in a rather unexpected way: they are essentially needed only for the proof of the base case
(n ≤ 5), on which the inductive step then relies.
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We remark that there exist other constructions for pseudoline arrangements, such as those
producing wiring diagrams from allowable sequences [12], sweeping [8] or starting from a
matroid and questioning its orientability [6]. They are all based on the same idea: first finding
a total ordering of the vertices of the arrangement (co-circuits). This is essentially a simplified
version of a shelling order in rank 3. To the best of our knowledge, no other direct inductive
proofs, where pseudolines are added one at a time, have been proposed.
This paper is organized as follows. Sections 2 and 3 are devoted to the hyperline sequence
formalism. Section 4 contains the main result.
The following polar dual pairs of ordered geometric sets can be represented by a matrix:
vector configurations and arrangements of oriented central planes, arrangements of oriented
great circles and configurations of points on the 2-sphere, arrangements of oriented lines and
configurations of signed points. In Section 2 we extract combinatorial properties of these geo-
metrical objects as the oriented matroid induced by a set of hyperline sequences. In Section 3
we generalize this concept in two ways. The first one is topological: we define oriented ma-
troids as a topological invariant of oriented great pseudocircle arrangements. The second is
combinatorial: we define oriented matroids induced by abstract hyperline sequences satisfy-
ing a single axiom, the well-definedness of an alternating and anti-symmetric abstract sign of
determinant function. The two concepts will turn out to be cryptomorphic. In proving this in
Section 4 we provide the desired rank 3 version of the Folkman–Lawrence topological repre-
sentation theorem for oriented matroids. We add a proof in Section 5 that oriented matroids
induced by hyperline sequences are in one-to-one correspondence with oriented matroids de-
fined by chirotopes.
Throughout this paper we will work only with rank 3 oriented matroids.
2. HYPERLINE SEQUENCES FROM LINEAR CONFIGURATIONS AND ARRANGEMENTS
In this section we define hyperline sequences as combinatorial abstractions arising from
diverse finite collections of geometric objects, such as vector configurations and arrangements
of oriented central planes, arrangements of oriented great circles and configurations of points
on the 2-sphere, arrangements of oriented lines and configurations of signed points.
2.1. Configurations and arrangements. We consider a non-degenerate vector configuration
in R3, i.e., a finite ordered set Vn = {v1, . . . , vn} ⊂ R3, n ≥ 3, vi 6= 0, i = 1, . . . , n, such
that the one-dimensional subspaces generated by vi , i = 1, . . . , n, are pairwise different and
such that the corresponding n × 3 matrix M with vi as its i th row vector has rank 3. The
vector configuration will be viewed as a representative of the equivalence class of matrices
cln(M) := {M ′ |M ′ = D M, D = diag(λ1, λ2, . . . , λn), λi > 0, i = 1, . . . , n}.
We introduce additional configurations and arrangements representing geometrically the
class of matrices cln(M). It is useful to think simultaneously of all of them and to pick the
most convenient model for a particular application.
A vector configuration Vn induces an arrangement of oriented central planes
Hn = {h1, . . . , hn}, via the concept of polar duality. The unoriented plane of hi is given
as the zero space {x = (x1, x2, x3) ∈ R3 | hi (x) = 0} of a linear homogeneous func-
tion hi (x) = vi1 x1 + vi2 x2 + vi3 x3, vi = (vi1 , vi2 , vi3) 6= 0. The positive and negative
sides of an oriented central plane are the two induced half-spaces h+i : {x | hi (x) > 0} and
h−i : {x | hi (x) < 0}.
An arrangement of oriented central planes Hn induces an arrangement of oriented great
circles Cn = {c1, . . . , cn} on the 2-sphere and vice versa. An oriented central plane cuts the
unit sphere S2 in R3 along a great circle which we consider to be parameterized and oriented
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FIGURE 1. An equivalence class of matrices and geometric representatives.
such that, when looking from the outside, the positive half-space lies to its left when the
parameter increases.
A vector v 6= 0, v ∈ R3 induces a directed line lv : {αv|α ∈ R} through the origin,
which intersects the sphere in two antipodal points sv (in the direction of v) and sv (in the
opposite direction). A vector configuration Vn induces a configuration of points on the sphere,
Sn = {s1, s2, . . . , sn}, where si = svi , i = 1, . . . , n. Each point p on the sphere has an
associated antipodal point p.
We carry over the previous polar dual pairs to the affine plane T , viewed as a plane tangent
to the 2-sphere. We assume that vi , i ∈ {1, . . . , n} is neither parallel nor orthogonal to the
plane T .
The great circle parallel to T defines two open hemispheres. One of them, called the upper
hemisphere, contains the tangent point of T . An oriented great circle ci induces an oriented
half-circle in this upper hemisphere which projects to an oriented straight line lT (ci ) in the
plane T via radial projection, and vice versa, any oriented straight line in T defines an ori-
ented great circle on S2. An arrangement of oriented great circles induces an arrangement of
oriented lines LTn = {l1, . . . , ln}, where li := lT (ci ), in the affine plane.
The same transition from the sphere S2 to the plane T leads from a point configuration on
the sphere to a signed point configuration in the affine plane. We define spT (si ) to be a pair
of a signed index and a point pi ∈ T obtained via radial projection from si , as follows. A
point si on the upper hemisphere maps to the pair spT (si ) = (i, pi ), i ∈ {1, . . . , n}, and a
point si on the lower hemisphere maps to a pair (i, pi ) and pi := pi ∈ T . We obtain from
Sn = {s1, . . . , sn} a signed point configuration PTn = {sp1, . . . , spn}, with spi := spT (si ),
and vice versa.
We use En = {1, . . . , n}, endowed with the natural order, to denote the index set of geo-
metric objects such as vectors, planes, great circles and points on the sphere, lines and points
in the Euclidian plane, or of a finite ordered set of abstract elements. The associated signed
index set En = {1, . . . , n, 1, . . . , n} makes it possible to denote orientations or signs of these
elements. The s 7→ s operator is required to be an involution: s = s, ∀s ∈ En .
All ordered sets Vn, Hn,Cn, Sn, LTn , PTn above can be viewed as geometric representations
of the same equivalence class of matrices cln(M), see Figure 1. We can reorient the elements.
The reorientation classes are the equivalence classes with respect to reorienting subsets such
as vector configurations or central plane arrangements, great circle arrangements or pairs of
604 J. Bokowski et al.
1
{5}
{2, 4}
{2, 4}
{3}
{3}
{5}
FIGURE 2. A hyperline sequence over E5.
antipodal points on the 2-sphere, line arrangements or point sets in the plane. These reorienta-
tion classes are obtained when the numbers λi 6= 0 can be negative as well. The reorientation
of a vector vi is the vector vi = −vi and the reorientation of an oriented central plane is
the change of the sign of its normal vector. The reorientation of an oriented great circle or
of an oriented line means replacing it by the same object with the reversed orientation. The
reorientation of a signed point (i, pi ), i ∈ En , is the signed point (i, pi ), pi = pi . The reori-
entation of an index i is its replacement by i . The relabelling of an ordered set is given by a
permutation of its elements.
2.2. Hyperline sequences of configurations and arrangements. We now extract combina-
torial information from all the geometric sets defined above. We will work only with signed
subsets q ⊂ En which do not simultaneously contain both an element i and its negation i .
If q ⊂ En , we define q = {s|s ∈ q}. The unsigned support supp(q) ⊂ En of q ⊂ En is
obtained by ignoring all the signs in q . A signed partition of En is a signed set I = I+ ∪ I−
with I+, I− ∈ En , I+ ∪ I− = En .
DEFINITION 2.1. A hyperline sequence hsi over En, i ∈ En , with half-period length ki is a
pair hsi = (i, pii ), where pii is a double infinite sequence pii = (q ij ) j∈Z with q ij ⊂ En \ {i, i},
q ij = q ij+ki , ∀ j ∈ Z , supp
(⋃
j∈Z q ij
) = En \ supp({i}), where the unsigned supports of
q i1, . . . , q
i
ki are mutually disjoint. We consider hsi = (i, pii ) and hsi = (i, pii ) to be equivalent
when pii is obtained from pii by reversing the order.
The name hyperline for a subspace of codimension 2 is justified by the concept in higher
dimensions. In the particular case when all the q ij ’s are one-element subsets, the sequence is
said to be in general position, simple or uniform, and we replace the sets q ij with their ele-
ments. In this case, any half-period of pii is a signed permutation of En \ supp({i}). In general
we have an additional ordered partition into pairwise disjoint subsets of the signed elements.
An infinite sequence pii in a hyperline sequence hsi = (i, pii ) can be represented by any
half-period, i.e., by any ki consecutive signed sets q it+1, . . . , q
i
t+ki , q
i
t+ j ⊂ En \ {i, i}, t ∈ Z .
EXAMPLE 2.1. (1,pi1)= (1, (. . . , {3}, {2, 4}, {5}, {3}, {2, 4}, {5}, . . .)) is a hyperline
sequence over E5, E5 = {1, . . . , 5}, with half-period length k1 = 3, see Figure 2.
We obtain the normalized representation hsr = (r, pir ) of a hyperline sequence hsi = (i, pii )
by first choosing (r, pir ) := (i, pii ) if i ∈ En or (r, pir ) := (i , reverse (pii )) if i ∈ En , and
afterwards choosing the half-period of pir starting with the set qrj ⊂ En containing the smallest
positive element.
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EXAMPLE 2.2. The normalized representation of the hyperline sequence in the previous
example is (1, ({2, 4}, {3}, {5})). From now on, we will use the more convenient notation
(1 : {2, 4}, {3}, {5}).
To a signed point configuration PTn = {(i, pi ) | i ∈ I } (obtained from a vector configuration
as described above) we associate a set H S(PTn ) = {hs1, . . . , hsn} of n hyperline sequences
hsi = (i, pii ) over En . The sequence pii , denoted by a half-period q i1, q i2, . . . , q iki , with q ij ⊂
En \ {i, i}, corresponds to the signed point (i, pi ) ∈ PTn . It is obtained by rotating an oriented
line in counterclockwise (ccw), or in clockwise (cw), order around pi if i ∈ En , or if i ∈ En ,
respectively, and looking at the successive positions where it coincides with lines defined by
pairs of points (pi , p j ) with p j 6= pi . When PTn is not in general position, several points may
become simultaneously collinear with the rotating line, and they are recorded as a set q ik . If the
point p j of the signed point ( j, p j ) is encountered by the rotating line in positive direction
from pi , it will be recorded as the index j , otherwise as the negated index j . The whole
sequence is recorded in the order induced by the rotating line, and an arbitrary half-period is
chosen to represent it.
DEFINITION 2.2. The rank 3 oriented matroid induced by hyperline sequences associ-
ated to a signed point configuration PTn = {(i, pi )|i ∈ I }, where I is a signed partition
of En , is H S(PTn ) = {hsi = (i, pii ) | i ∈ I } as described above. We identify H S(PTn )
with {(i, pii ) | i ∈ I }.
Note that if the orientation of the plane T is reversed, all the sequences are reversed. The
identification in the previous definition makes the notion of hyperline sequences independent
of the chosen orientation of the plane T .
REMARK. When we start with a set of vectors Vn and two admissible tangent planes T
and T ′, by radial projection we obtain two sets of signed planar points PTn and PT
′
n . The
reader can verify that our definition ensures that the resulting hyperline sequences H S(PTn )
and H S(PT ′n ) will coincide. This allows for a definition of hyperline sequences associated to
any of the previously considered geometric ordered sets: vectors, oriented central planes, etc.
Consider an arrangement C = {c1, . . . , cn} of n oriented great circles on the sphere S2. To
each circle ci associate a hyperline sequence by recording the points of intersection (ordered
according to the orientation of the circle ci ) with the remaining oriented circles. An index j
is recorded as positive (resp. negative) when the circle c j crosses ci from left to right (resp.,
right to left).
An arrangement of oriented lines LTn = {l1, . . . , ln} induces a set of n hyperline sequences
H S(LTn ): for each line li , record the points of intersection with the other lines (ordered ac-
cording to the orientation of the line). Each element j is signed: positive if line l j crosses li
from left to right, negative otherwise.
EXAMPLE 2.3. For the arrangement of oriented great circles in Figure 3, we have the fol-
lowing induced set of normalized representations of hyperline sequences H S(C5). We obtain
the same set of normalized representations H S(M) of hyperline sequences for M ,
H S(C5) = H S(M) =

1 : {2}, {3}, {5}, {4}
2 : {1}, {3, 4}, {5}
3 : {1}, {5}, {2, 4}
4 : {1}, {2, 3}, {5}
5 : {1}, {4}, {2}, {3}
 M =

1 1 1
0 −4 1
0 1 0
0 0 1
1 0 0
 .
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FIGURE 3. Arrangement C5 of oriented great circles on the 2-sphere.
3. HYPERLINE SEQUENCES AND PSEUDOLINE ARRANGEMENTS
We start by describing a useful representation of great circle and affine line arrangements,
which smooths the transition from lines to pseudolines.
Standard representation for great circle and line arrangements. Choose an oriented great
circle ci of the oriented great circle arrangement on the sphere S2. Orient the plane spanned by
ci so that its positive side lies to the left when walking around the circle in the given direction
and looking from the outside. Let A be the oriented plane and A+ and A− its two induced
open half-spaces. Do an orthogonal projection from the closed hemisphere S2∩(A+∪A) onto
A. The resulting planar picture (an oriented circle with oriented arcs inside) will be called the
standard representation of the oriented great circle arrangement Cn with equator ci . From the
standard representation we can always recover the whole oriented great circle arrangement on
the sphere: do the orthogonal projection in reverse onto the closure of the hemisphere S2∩A+,
to obtain oriented half-circles, then by taking antipodal points, complete them to great circles.
According to Section 2 the standard representation of the oriented great circle arrangement
Cn = {c1, . . . , cn} with equator ci can also be viewed as a representation for an oriented
line arrangement LTn−1 = {l1, . . . , ln} \ {li } with n − 1 elements. If we forget all orientations
and extend T to its projective plane, the standard representation also corresponds to an ar-
rangement of n projective lines, the i th element being the line at infinity of T . The standard
representation with antipodal points on the circle ci identified defines a cell decomposition
of the projective plane induced by the n lines. Note that in the projective setting any pair of
lines cross exactly once. We will use the standard representation in two ways: as the projective
model, for the cell decomposition properties and incidence properties of its lines, and as the
sphere model (as the double covering of the projective plane), for oriented objects.
A pseudoline in the projective plane is the image of a projective line under a homeomorphic
transformation of the projective plane. A pseudoline arrangementA in the projective plane is
a finite ordered set of pseudolines, each pair of which crosses exactly once. We exclude the
case when all pseudolines have one point in common. This concept goes back to Levi [20].
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FIGURE 4. Homeomorphic image of the front half-sphere of Figure 2.
Let GT be the group of homeomorphic transformations of the projective plane of T . For an
arrangement A we have the equivalence class of arrangements cl(A) := {A′|A′ = tA, t ∈
GT }. We always consider pseudoline arrangements A as representatives of their equivalence
class cl(A).
We now come back to the sphere S2 as a double covering of the projective plane. As we use
the transition from the standard representation back to the sphere as before, the pseudolines
become centrally symmetric simple closed curves on the sphere which we call pseudocircles.
Any pair of pseudocircles crosses in a pair of antipodal points on the sphere (i.e., exactly once
in the projective sense). But now we can introduce orientations for all elements to obtain an
arrangement of oriented pseudocircles. By abuse of terminology, we will refer to our object
as an arrangement of oriented pseudolines when we want to emphasize the incidence proper-
ties inherited from the projective setting and the orientations from the spherical setting. The
standard representation has the advantage of showing both of these properties.
DEFINITION 3.1. The oriented matroid associated to an arrangement of n oriented pseu-
dolines is its equivalence class with respect to homeomorphic transformations of the projective
plane.
The oriented pseudoline arrangement is called simple, uniform or in general position, if no
more than two pseudolines cross at a point.
EXAMPLE 3.1. The class of uniform oriented pseudoline arrangements with five elements
contains exactly one element, up to reorientation and up to relabeling. Start with line 1 as
the line at infinity. The next three pseudolines form an interior triangle. The insertion of the
last pseudoline at pseudoline 1 is unique up to symmetry. The remaining possibilities all lead
to the same equivalence class, that of the arrangement of five lines extending the sides of a
regular 5-gon.
EXAMPLE 3.2. In Figure 4 we have depicted a standard representation of a non-uniform
example, a homeomorphic image of the front half-sphere of Figure 3.
The rule to create a set of hyperline sequences H S(Ln) from an arrangement of oriented
lines Ln = {l1, . . . , ln} can be carried over in the same way to any arrangement P Ln =
{pl1, . . . , pln} of oriented pseudolines. Since there are oriented pseudoline arrangements
for which there is no oriented line arrangement within the class of homeomorphic trans-
formations for n ≥ 9, we obtain in the pseudoline case a strictly more general concept,
|{H S(Ln)|∀Ln}| < |{H S(P Ln)|∀P Ln}| for n ≥ 9.
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We extend the concept of oriented matroids induced by hyperline sequences in another way.
Hyperline sequences of configurations and arrangements of the last section store the signs of
determinants of 3 × 3 submatrices of the matrix M of a corresponding vector configuration
Vn = {v1, . . . , vn} ⊂ R3, n ≥ 3, vi 6= 0, i = 1, . . . , n. This is an invariant for all matrices
M ′ ∈ cln(M). Let i, j, k be three distinct signed indices in En . Let [i, j, k] be the determinant
of the submatrix of M with row vectors vi , v j , vk . If j and k appear within the same set q ik
of pii , we have sign [i, j, k] = 0. If j and k occur in this order in some half-period of pii ,
we have sign [i, j, k] = +1, and sign [i, j, k] = −1 otherwise. The sign of the determinant
χ(i jk) := sign [i, j, k] is independent of the chosen half-periods and compatible by alter-
nation χ(i jk) = χ( jki) = χ(ki j) = −χ(ik j) = −χ(k ji) = −χ( j ik) and anti-symmetry
χ(i jk) = −χ(i jk).
Given an abstract set of hyperline sequences, let us choose its corresponding normalized
form and define χ : E3n → {−1, 0,+1}, (partially) by: χ(i jk) := 0, if j and k appear within
the same set qs of pii , for i in En, j, k in En , j 6= k, χ(i jk) := +1, if j and k occur in this
order in pii , and χ(i jk) := −1, if j and k occur in the reversed order in pii .
Extending this partial definition of χ by alternation and anti-symmetry, the value of χ(i jk)
for 0 < i < j < k is obtained either directly, by the above rule applied to each of the three
hyperline sequences, or via alternation and anti-symmetry. When these three values for χ(i jk)
are compatible in all cases, we say that the set of hyperline sequences admit an abstract sign
of determinant function.
DEFINITION 3.2. A rank 3 oriented matroid with n elements given by hyperline sequences
is a set of hyperline sequences {(i, pii ) | i ∈ I } over En which admit an abstract sign of deter-
minant function. The oriented matroid is uniform when all hyperline sequences are uniform.
THEOREM 3.3. The hyperline sequences H S(P Ln) of an oriented pseudoline arrange-
ment P Ln admit an abstract sign of determinant function.
PROOF. When we restrict the oriented pseudoline arrangement to three elements, the
corresponding oriented pseudoline arrangement can be represented by three oriented lines.
Hyperline sequences of oriented lines admit an abstract sign of determinant function. 2
4. THE TOPOLOGICAL REPRESENTATION THEOREM
The following theorem shows that rank 3 oriented matroids given by hyperline sequences
constitute a topological invariant with respect to the group of homeomorphic transformations
of the projective plane. For each rank 3 oriented matroid given by hyperline sequences H S
we can find an oriented pseudoline arrangement P Ln which induces it, H S = H S(P Ln).
It will be clear from our construction that the oriented pseudoline arrangement represents a
whole equivalence class with respect to homeomorphic images, each element of which leads
back to the given hyperline sequences.
Similarly, it can be seen easily that mapping the oriented pseudoline arrangement via The-
orem 3.3 to its hyperline sequences can be carried over to the whole equivalence class with
respect to homeomorphic images.
The resulting map followed by our construction of the next theorem leads back to a rep-
resentative of the equivalence class we started with. This can be seen via induction on the
number of elements.
When we start in the following construction with a polygon as a representative for the
projective plane, we see that we can carry on with our construction having convex polygons
as cells all the time when some of which are subdivided by straight line segments.
Folkman–Lawrence representation for oriented matroids 609
THEOREM 4.1 (FOLKMAN–LAWRENCE TOPOLOGICAL REPRESENTATION THEOREM).
There is a one-to-one correspondence between rank 3 oriented matroids given by hyperline
sequences and the equivalence classes of oriented pseudoline arrangements.
PROOF. We start with a rank 3 oriented matroid with n elements given by hyperline se-
quences H S in normalized form. We are going to construct an arrangement of oriented pseu-
dolines with line 1 being the line at infinity. We first prove the uniform case by induction,
showing that if an arrangement of n − 1 oriented pseudolines has been constructed, it is pos-
sible to insert the nth oriented pseudoline in a manner compatible with the given hyperline
sequences.
We start the induction for n ≤ 5. Let H S be a uniform rank 3 oriented matroid with five
elements given by hyperline sequences. How many such different oriented matroids can we
find? After relabeling and reorientation (in order to obtain 1: 2, 3, 4, 5 as the first hyperline
sequence), we can assume that the abstract sign of determinant function yields positive values
for the following 3-tuples 123, 124, 125, 134, 135, 145.
All possible extensions admitting an abstract sign of determinant function turn out to be the
following:
1 : 2, 3, 4, 5
2 : 1, 3, 4, 5
3 : 1, 2, 4, 5
4 : 1, 2, 3, 5
5 : 1, 2, 3, 4


1 : 2, 3, 4, 5
2 : 1, 3, 4, 5
3 : 1, 2, 5, 4
4 : 1, 2, 5, 3
5 : 1, 2, 4, 3


1 : 2, 3, 4, 5
2 : 1, 4, 3, 5
3 : 1, 4, 2, 5
4 : 1, 3, 2, 5
5 : 1, 2, 3, 4


1 : 2, 3, 4, 5
2 : 1, 3, 5, 4
3 : 1, 2, 5, 4
4 : 1, 5, 2, 3
5 : 1, 4, 2, 3

relabeling: (1)(2, 5, 4, 3) (1)(2, 3, 4, 5) (1)(2, 4)(3, 5)
reorientation 2, 3, 4 3, 4, 5 4, 5
1 : 2, 3, 4, 5
2 : 1, 5, 4, 3
3 : 1, 5, 4, 2
4 : 1, 5, 3, 2
5 : 1, 4, 3, 2


1 : 2, 3, 4, 5
2 : 1, 5, 4, 3
3 : 1, 4, 5, 2
4 : 1, 3, 5, 2
5 : 1, 3, 4, 2


1 : 2, 3, 4, 5
2 : 1, 5, 3, 4
3 : 1, 5, 2, 4
4 : 1, 5, 2, 3
5 : 1, 4, 3, 2


1 : 2, 3, 4, 5
2 : 1, 4, 5, 3
3 : 1, 4, 5, 2
4 : 1, 3, 2, 5
5 : 1, 3, 2, 4
 .
(1)(2, 5, 4, 3) (1)(2, 3, 4, 5) (1)(2, 4)(3, 5)
2, 3, 4, 5 5 2 2, 3
The last seven cases are equal to the first one when applying first the given relabelings and
afterwards the given reorientations. In particular, we have that each of the last four cases
differs from the corresponding upper one just by a suitable reorientation. This implies that
up to reorientations and up to relabelings, we have just one example which matches the
corresponding oriented pseudoline arrangement, compare Example 3.1. The theorem is true
for n ≤ 5. 2
REMARK. It is noteworthy that the axiom concerning the abstract sign of determinant func-
tion is used later only in the case when we come back to this assertion.
We apply induction to obtain an arrangement P Ln−1 of n − 1 oriented pseudolines with
pseudoline 1 as the line at infinity, whose set of normalized hyperline sequences is obtained
by removing the element n from each sequence and deleting the nth sequence. Using the
position of element n in each of the original hyperline sequences, mark n − 1 points, labelled
with unordered pairs of indices (i, n), i = 1, . . . , n − 1 (denoted for simplicity as ni) on
the existing pseudolines 1, . . . , n − 1 (see Figure 5). The nth hyperline sequence defines an
ordering of these points n : 1, k1, k2, . . . , kn−2. Here and in what follows we understandthe
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FIGURE 5. Essential step of the induction.
index j modulo (n − 1) and k0 = 1. To prove the inductive step, it suffices to show that the
following three conditions hold.
(1) We can join any two consecutive points nk j and nk j+1, j = 0, . . . , n − 2 with a pseu-
doline segment such that the open segment does not meet any of the already existing
pseudolines.
(2) The resulting curve K obtained from all these segments together with the already exist-
ing pseudolines form a pseudoline arrangement P Ln , i.e., K is a simple closed curve
which crosses each pseudoline j, j ≤ n − 1 at nj , and nowhere else.
(3) The nth pseudoline has a unique orientation.
PROOF OF (1). We show that any two consecutive points nk j , nk j+1, j = 0, . . . , n − 2
belong to the same cell of the arrangement P Ln−1, i.e., they are not separated by any of the
existing pseudolines i, i 6= 1, k j , k j+1.
Consider two consecutive points nk j , nk j+1 for an index j = 0, . . . , n − 2 and a pseudo-
line i 6= 1, k j , k j+1. Applying the induction hypothesis to the restriction of H S to the set of
five, resp. four, elements {1, k j , k j+1, i, n} (extensions up to four and five elements are even
unique) implies a unique corresponding oriented pseudoline arrangement P L5, resp. P L4,
up to a homeomorphic transformation of the projective plane. We have four elements, e.g.,
in the special case j = 0, because k0 = 1. The i th pseudoline does not separate the points
nk j , nk j+1. Therefore any two consecutive points nk j , nk j+1, j = 0, . . . , n − 2 of the ar-
rangement P Ln−1 are not separated by any of the existing pseudolines i, i 6= 1, k j , k j+1.
This implies that we can connect two consecutive points nk j , nk j+1 by a pseudoline segment
without crossing any of the existing pseudolines.
PROOF OF (2). We consider two consecutive points nk j , nk j+1, j = 0, . . . , n − 2 and we
pick a point np j on the open pseudoline segment nk j , nk j+1, as constructed above. We show
that all points nki , i ∈ { j+2, . . . , n−2} are separated from point np j by the pseudoline k j+1
and in a similar way that all points nki , i ∈ {1, . . . , j − 1} are separated from point np j by
pseudoline k j . The argument in both cases is the same, so we prove only the first case (see
Figure 5). We restrict the hyperline sequences to the set {1, k j , k j+1, i, n} (the cases 1 = k0
and kn−1 = 1 are included) in which we find a unique corresponding pseudoline arrangement
which uses the open pseudoline segment from nk j to nk j+1. The separation property holds,
and it carries over to the arrangement with n−1 elements. This implies that the closed curveK
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above consisting of all pseudoline segments has no self-intersections, and it crosses all other
n − 1 pseudolines just once.
PROOF OF (3). On each oriented pseudoline i ∈ {1, . . . , n − 1}, we put an arrow Ani at
point ni pointing to the right side, or to the left side, of pseudoline i if the sign of element
n in the i th hyperline sequence is positive, or negative, respectively. We show that for any
two consecutive points nk j , nk j+1, j = 0, . . . , n − 2, the corresponding arrows Ank j , Ank j+1
are compatible, i.e., the induced orientation of pseudoline n by Ank j coincides with that of
Ank j+1 . We restrict the hyperline sequences to the set {1, k j , k j+1, n}. Applying the induc-
tion hypothesis for each j shows that we have in each case a unique corresponding oriented
pseudoline arrangement with the desired property. This implies a unique orientation of the nth
pseudoline in the globally constructed pseudoline arrangement. This concludes the proof by
induction that a new pseudoline can be inserted in the uniform case. 2
The non-uniform case is also proven inductively, by eliminating a degeneracy at a time until
we obtain the uniform case. Denote by q i (t) the set containing element t in the i th hyperline
sequence of H S, and q i (s) < q i (t) says that q i (s) lies in the chosen half-period left of q i (t).
We start with a set of hyperline sequences H S in normalized form and relabel and reori-
ent them so that line 1 is the line at infinity and the first degeneracy contains the elements
2, 3, . . . , k. In the nth hyperline sequence the sign of each element i ∈ {1, . . . , k} is positive
and the sets qn(i), i ∈ {1, . . . , k} are pairwise different. Relabel the elements i ∈ {2, . . . , k}
such that qn(1) < qn(2) < · · · < qn(k). We construct from the given hyperline sequence H S
a new one H S′ with a reduced degeneracy. We change the position of element 2 in the first
hyperline sequence such that q ′1(2) < q ′1(k), q ′1(2) := {2}, and q ′1(k) := {3, 4, . . . , k}. The
remaining changes in H S′ compared with H S are consequences.
1 : {2 · · · i · · · k} · · · q1(n)
2 : {1, 3 · · · k} · · · q2(n) · · ·
.
.
.
i : {1 · · · i − 1, i + 1 · · · k} · · · qi (n) · · ·
.
.
.
k : {1, 2, 3 · · · k − 1} · · · qk (n) · · ·
.
.
.
n : qn(1) · · · qn(2) · · · qn(k) · · ·

7→

1 : {2}, q1(2) \ {2} · · · q1(n)
2 : {1}, {k}, {k − 1} · · · {3} · · · q2(n) · · ·
.
.
.
i : qi (1) \ {2}, {2} · · · qi (n) · · ·
.
.
.
k : qk (1) \ {2}, {2} · · · qk (n) · · ·
.
.
.
n : qn(1) · · · qn(2) · · · qn(k) · · ·

.
After a finite sequence of changes H S1, H S2, . . . , H Si := H S, H Si+1 := H S′, . . . , H Sz
we end up with a uniform oriented matroid with hyperline sequences H Sz . In the uniform
case we find a corresponding oriented pseudoline arrangement. We go back all the steps from
H Si+1 to H Si , i ∈ {z − 1, . . . , 1}. The corresponding changes of the oriented pseudoline
arrangements are evident (see Figure 6). Of course, we have to perform in reverse order all
the previous reorientations and relabelings.
COROLLARY 4.2. There is a one-to-one correspondence between the reorientation classes
of rank 3 oriented matroids given by hyperline sequences and those of oriented pseudoline
arrangements.
4.1. Reorientation class invariant based on hyperline sequences. The unoriented pseudo-
line arrangement A(M) characterizes the reorientation class of an oriented matroidM. We
also provide a corresponding characterization in the hyperline sequence terminology. By iden-
tifying each unsigned hyperline sequence with its reversed one, we see that such an induced
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FIGURE 6. Inductive step for the pseudoline arrangements.
set of unsigned hyperline sequences I(M) of a rank 3 oriented matroidM is an invariant of
its reorientation class. The unique construction in Theorem 4.1 of the unoriented pseudoline
arrangement uses only the ordering of the unsigned sequences.
COROLLARY 4.3. The reorientation class of a rank 3 oriented matroidM is characterized
by both the unoriented pseudoline arrangement A(M) and the invariant of a set of hyperline
sequences I(M).
For the following invariant I(M) we reconstruct a representative of its reorientation class:
I(M) =

1 : {2, 3}, {4, 5}, {6, 7}
2 : {1, 3}, {5, 7}, {4, 6}
3 : {1, 2}, {7}, {5, 6}, {4}
4 : {1, 5}, {7}, {6, 2}, {3}
5 : {1, 4}, {3, 6}, {2, 7}
6 : {1, 7}, {3, 5}, {2, 4}
7 : {1, 6}, {4}, {2, 5}, {3}


1 : {2, 3}, {4, 5}, {6, 7}
2 : {1, 3}, {5, 7}, {4, 6}
3 : {1, 2}, {7}, {5, 6}, {4}
− − −−−−−−−−−−−−
4 : {1, 5}, {7}, {6, 2}, {3}
5 : {1, 4}, {3, 6}, {2, 7}
6 : {1, 7}, {3, 5}, {2, 4}
7 : {1, 6}, {4}, {2, 5}, {3}

.
We keep the half-periods in the first two hyperlines and we insert the signs (written as over-
bars) from hyperline 1.
The half-periods of hyperlines 3, 4, 5, 6, 7 are not necessarily kept. We consider hyperline 3
later since the set {2, 3} in hyperline 1 plays a special role. The signs (written on the right-hand
side) determine whether to keep, or to reverse, the order in hyperlines 4, 5, 6, 7, respectively.
Compare signs in hyperline 2 with those of the actual hyperline.
1 : {2, 3}, {4, 5}, {6, 7}
2 : {1, 3}, {5, 7}, {4, 6}
3 : {1, 2}, {7}, {5, 6}, {4}
− − −−−−−−−−−−−−−−
4 : {1, 5}, {7}, {6, 2}, {3}
5 : {1, 4}, {3, 6}, {2, 7}
6 : {1, 7}, {3, 5}, {2, 4}
7 : {1, 6}, {4}, {2, 5}, {3}

χ(2, 4, 7) = −1, χ(2, 5, 6) = +1
χ(2, 4, 7) = −1, order kept
χ(2, 5, 6) = −1, reversed order
χ(2, 5, 6) = −1, reversed order
χ(2, 4, 7) = −1, order kept.
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We next determine the signs within the first sets in hyperlines 4, 5, 6, 7 from hyperline 2.
1 : {2, 3}, {4, 5}, {6, 7}
2 : {1, 3}, {5, 7}, {4, 6}
3 : {1, 2}, {7}, {5, 6}, {4}
− − −−−−−−−−−−−−−−
4 : {1, 5}, {7}, {6, 2}, {3}
5 : {1, 4}, {2, 7}, {3, 6}
6 : {1, 7}, {2, 4}, {3, 5}
7 : {1, 6}, {4}, {2, 5}, {3}

.
We determine the signs within the first set in hyperline 2 from hyperline 4. χ(3, 4, 5) = −1
from hyperline 4 implies that the order of the half-period of hyperline 3 is kept. Finally, we
obtain the signs within the first set of hyperline 3 from hyperline 2.
1 : {2, 3}, {4, 5}, {6, 7}
2 : {1, 3}, {5, 7}, {4, 6}
3 : {1, 2}, {7}, {5, 6}, {4}
4 : {1, 5}, {7}, {6, 2}, {3}
5 : {1, 4}, {2, 7}, {3, 6}
6 : {1, 7}, {2, 4}, {3, 5}
7 : {1, 6}, {4}, {2, 5}, {3}

.
5. CHIROTOPES AND HYPERLINE SEQUENCES
Oriented matroids can be introduced via other axiomatic systems, such as chirotopes. In this
section we show that the sets of hyperline sequences admiting an abstract sign of determinant
function and the chirotopes define the same class of objects, thus establishing the equivalence
(not formally proven elsewhere) between these two systems of axioms.
DEFINITION 5.1. A chirotope of rank 3 with n elements is an alternating and anti-symmetric
map χ : En3 → {−1, 0,+1} such that for pairwise different elements i, j, k, l,m M :=
{χ(i, j, k) ·χ(i, l,m),−χ(i, j, l) ·χ(i, k,m), χ(i, j,m) ·χ(i, k, l)} = {0} or {−1,+1} ⊂ M.
The map −χ for which all signs are negated is identified with χ, and we require that for each
element i, there is at least one pair ( j, k) with χ(i, j, k) 6= 0.
THEOREM 5.2. There is a one-to-one correspondence between rank 3 oriented matroids
given by hyperline sequences and those defined by chirotopes.
PROOF. Let the rank 3 oriented matroid with n elements be given by hyperline sequences.
We will show that the abstract sign of determinant function fulfills the chirotope condition:
∀i, j, k, l,m, pairwise different,
M := {χ(i, j, k) · χ(i, l,m),−χ(i, j, l) · χ(i, k,m), χ(i, j,m) · χ(i, k, l)} = {0}
or {−1,+1} ⊂ M,
which is invariant under permuting the elements j, k, l,m and reorienting all its five elements
i, j, k, l,m. When considering the i th hyperline sequence, we can assume that the elements
j, k, l,m occur in that order. When the elements belong pairwise to different qs , this implies
χ(i, j, k) = χ(i, l,m) = χ(i, j, l) = χ(i, k,m) = χ(i, j,m) = χ(i, k, l) = 1. When all the
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elements belong to the same qs, we have χ(i, j, k) = χ(i, l,m) = χ(i, j, l) = χ(i, k,m) =
χ(i, j,m) = χ(i, k, l) = 0. We use q(t) for the set containing element t , and q(s) < q(t)
says that q(s) lies in the chosen half-period left of q(t). The remaining cases are now q( j) <
q(k) < q(l) = q(m), q( j) < q(k) = q(l) < q(m), q( j) = q(k) < q(l) < q(m), q( j) <
q(k) = q(l) = q(m), q( j) = q(k) = q(l) < q(m), and q( j) = q(k) < q(l) = q(m). We
easily see that the chirotope condition holds in all these cases.
To prove the other direction, let the chirotope be given. We have to show that we can con-
struct an oriented matroid induced by a set of hyperline sequences. The abstract sign of de-
terminant function in the sense of Section 3 will be the function χ of the chirotope. During
the construction process, we confirm that all images of χ are compatible with the hyperline
sequence structure. For the given element i we have at least one pair (a, b) ∈ En2 with
χ(i, a, b) = 1. We start to construct a half-period of the i th hyperline by sorting these two
elements in the correct order beginning with a ∈ En followed by b ∈ En . Now we use in-
duction. Using for the next element k 6∈ q(a) k or k depends on χ(i, k, a). Using for the next
element k ∈ q(a) k or k depends on χ(i, k, b). The first element k not belonging to q(a) and
q(b) gets its unique position by χ(i, k, b). For additional insertions we have to show compat-
ibility. Assume that k − 1 elements have been sorted already in the correct way, forming the
ordered sets q1 < q2 < · · · < qt , t ≥ 3. We consider all signs χ(i, k, x). We insert the kth
element which was not used so far. We observe first that χ(i, k, x) is the same for all x ∈ qs
for some s. We show this for qs 6= q(a). Otherwise q(b) can be used instead. For x1, x2 ∈ qs
we have χ(i, x1, x2) = 0 and χ(i, a, x1) = χ(i, a, x2) = 1. The chirotope property gives
us either χ(i, k, x1) = χ(i, k, x2) = 0, i.e., k ∈ qs or χ(i, k, x1) = χ(i, k, x2) 6= 0. The
sorting of the elements x ∈ En in the i th half-period is a sorting of its classes q(x). Assuming
q(a) < q(x) < q(y) and q(a) < q(y) < q(z), a, x, y, z ∈ En , we have χ(i, a, x) = 1,
χ(i, y, z) = 1, χ(i, a, y) = 1, χ(i, a, z) = 1, χ(i, x, y) = 1. The chirotope property im-
plies q(x) < q(z), i.e., the ordering is always compatible: for k = x we find that there
is a smallest upper bound or no upper bound, for k = z we find that there is a largest
lower bound and thus insert k in the sequence. For all i we can construct the correspond-
ing half-period in accordance with the chirotope function which serves as the abstract sign of
determinant function. 2
6. CONCLUSION
In higher dimensions, the existing proofs of the Folkman–Lawrence representation theorem
can also be greatly simplified using our inductive approach based on hyperline sequences.
But even in the uniform case, the proof has to use topological results that would go beyond
the elementary character of this paper, and the non-uniform case is even more involved. The
hyperline sequences, as a model for oriented matroids, need a slightly lengthier description in
the general non-uniform case. To keep the results in this note as elementary as possible, we
defer the higher dimensional case to another article.
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