Abstract-Nonnegative matrix factorization (NMF) is useful to find basis information of nonnegative data. Currently, multiplicative updates are a simple and popular way to find the factorization. However, for the common NMF approach of minimizing the Euclidean distance between approximate and true values, no proof has shown that multiplicative updates converge to a stationary point of the NMF optimization problem. Stationarity is important as it is a necessary condition of a local minimum. This paper discusses the difficulty of proving the convergence. We propose slight modifications of existing updates and prove their convergence. Techniques invented in this paper may be applied to prove the convergence for other bound-constrained optimization problems.
I. INTRODUCTION
N ONNEGATIVE matrix factorization (NMF) is useful to find basis information of nonnegative data [1] , [2] . Given an data matrix with and a predetermined positive integer , NMF finds two nonnegative matrices and so that
If each column of represents an object, this method approximates it by a linear combination of "basis" columns in .
NMF has been applied to many application areas. A recent NMF survey is [3] . A common way to find and is by minimizing the Euclidean distance between and subject to (1) Each nonnegative inequality is a "bound constraint," as it relates to only a single variable. We also note that where is the Frobenius norm. A popular approach to solve the NMF optimization problems(1) is a multiplicative update algorithm by Lee and Seung [4] . Though some papers such as [5] pointed out its possible slow convergence, this method is popular due to the simplicity. Lee and Seung [4] proved that the update causes the function value to be nonincreasing, but there is no proof yet showing that any limit point is stationary. While optimization problems here may be nonconvex and finding a global minimum is difficult, the stationarity is still important-it is a necessary condition of a local minimum. Therefore, existing multiplicative update algorithms lack sound optimization properties. Gonzales and Zhang [6] presented numerical examples showing that Lee and Seung's algorithm in [4] fails to approach a stationary point. However, due to possible numerical inaccuracy, we think either a convergence proof or a nonconvergence example is desired. Other work which has touched the convergence issues includes [3] and [7] . This paper conducts a detailed study about the convergence properties of multiplicative update methods.
Besides multiplicative updates, other methods are available to minimize the NMF problem (1) . Some examples are [3] , [5] , and [8] . These approaches may be more efficient, but are also more complicated.
The main difficulty of proving the convergence of multiplicative updates comes from the nonnegativity constraints. Though multiplicative updates are close to standard fixed-point methods, existing fixed-point proofs mainly deal with unconstrained situations. Section II reviews Lee and Seung's algorithm for (1) and discusses difficulties of proving the convergence. Section III proposes a modified algorithm, which has the same computational complexity per iteration. For this modified procedure, Section IV then proves that any limit point is stationary. We also show that iterations are in a closed and bounded set, so at least one limit point exists.
Another NMF formulation minimizes the (generalized) Kullback-Leibler divergence between and subject to (2) Lee and Seung also proposed a multiplicative algorithm to minimize (2) . By transforming (2) to another form, Finesso and Spreij [9] successfully analyzed the convergence property. Multiplicative updates for (2) are close to expectation-maximization (EM) algorithm in maximum likelihood, so their analysis is quite different from ours for (1) . Section VI investigates the difference. The same section also discusses possible future issues, and gives conclusions of this paper. This procedure is not well defined if denominators in (3) or (4) are zero. Moreover, the initial point is a concern; some use positive matrices, but some merely consider nonnegative ones. Lin [5] discusses conditions so the procedure is well defined.
Theorem 1 [5, Th. 1] : If has neither zero column nor row, and and , , then and We hope that any limit point of is stationary as a local minimum must be a stationary point. By definition is a stationary point of (1) if it satisfies the Karush-Kuhn-Tucker (KKT) optimality condition (e.g., [10] ). For all , , , and (5) where (6) are, respectively, partial derivatives to elements in and . Lee and Seung [4] proved the following properties. 1) The function value is nonincreasing after every update (7) 2) If and , , then the first inequality in (7) is strict. Similarly, the second inequality is strict under conditions on . Several papers such as [5] and [6] pointed out that such properties do not imply the convergence to a stationary point. (8) 3) If we have the continuity of and , then (9) causes a contradiction. Clearly, this framework cannot be directly used here because of the following two difficulties.
1) Though Theorem 1 proves that and , it is unclear if and or not. Hence, in (8), an update from a limit point to may not be well defined.
2) If
, we must prove . This KKT condition is due to nonnegative constraints. The previous framework does not reveal how to have this result. Gonzales and Zhang [6] numerically showed that Algorithm 1 may fail to converge to a stationary point. However, Lin [5] stated that due to possible numerical inaccuracy, a mathematical example is desired before drawing conclusions. Thus, the convergence issue remains open. In Section III, we will slightly modify Algorithm 1 so that the two difficulties are conquered. Then, any limit point is stationary.
Computational complexity is another concern as we hope that our modifications are not more time consuming. Here, we analyze the cost of Algorithm 1. Lin [5] indicated that in (3) one should calculate but not as . Hence, the main cost is on calculating and in (3) and (4), each of which takes operations. Therefore, the complexity of Algorithm 1 is iterations Some implementations of the multiplicative updates normalize at each iteration so that 's column sums or 's row sums are ones. This normalization does not change the function value as for any for any positive diagonal matrix , . We will consider this operation in our proposed algorithm.
III. MODIFIED MULTIPLICATIVE UPDATE
Lee and Seung [4] mentioned that the two update rules (3) and (4) are the same as (10) (11) The algorithm is thus a gradient-descent method. For updating is referred to as the step size. The two difficulties raised in Section II can be reinterpreted as follows.
1) The denominator of the step size may be zero.
2) If , numerator of the step size is zero, and the gradient , is not changed. Hence, one cannot use the strategy (8) for proving fixed-point convergence. Therefore, we propose modifying the step size to where if if (12) Both and are predefined small positive numbers. Similarly, we can define . The modified algorithm is as the following.
Algorithm 2:
A modified algorithm for minimizing (1) 1) Given and . Initialize , for all , , , and . 
b) Normalize and to and , respectively, so that 's column sum is one. If the whole column is zero, then this as well as the corresponding row in are unchanged.
We denote and as intermediate matrices before normalization. Following [9] , we impose the normalization operation in order to prove that is in a bounded set (see Theorem 8) .
This modified algorithm requires the following extra operations: 1) calculate (or ); 2) calculate (or ); 3) add .
All are less than , so the complexity per iteration remains the same. The use of follows from some NMF papers (e.g., [11] and [12] ), which includes this factor to avoid division by zero. This is also related to penalty terms added to the objective function. We discuss this aspect in more detail in Section VI.
The new algorithm is well defined without requiring any condition on . One could even start from only nonnegative matrices:
and . 
Moreover, one of the two inequalities is strict. At this stage, one may think that we will use (9) to finish the convergence proof. Instead, we show that and converge to the same point. With this property, the convergence proof is easier than using (9). (31) With (34), taking the limit of the previous inequality we have a contradiction to (35). Now, we are ready to prove that at any limit point , the matrix satisfies KKT optimality conditions. Therefore an inequality contradicting (39).
The main convergence statement is Theorem 7. Theorem 7: Any limit point of the sequence generated by Algorithm 2 is a stationary point of (1) .
Proof: Theorem 6 implies the optimality condition on . Using Theorem 5
We can then use the same proof in Theorem 6 to have the optimality condition on . The remaining task is to prove that at least one limit point exists.
Theorem 8: The sequence has at least one limit point.
Proof: It suffices to prove that , , are in a compact (i.e., closed and bounded) set. Since is normalized to have column sum one (or zero for exceptional situations), we only need to show that is bounded. If this result is wrong, there is a component and an infinite index set such that 1 (40) and exists (41) 1 More formally, we have a subsequence so that lim H ! 1 first.
From that, a sub-subsequence satisfies H < H . Then, a further subsequence satisfies (41). an inequality contradicting (40). Thus, is bounded. Therefore, is in a compact set, so there is at least one convergent subsequence.
V. EXPERIMENTS
Though the modified algorithm has the same computational complexity per iteration, it is important to check its practical performance. We implemented both original and modified multiplicative updates in MATLAB. We set in Algorithm 2 and give the code in Section B of the Appendix. Clearly, our modifications can be easily implemented.
We consider the following three image problems used in [5] and [13] 3) natural image data set [11] . Details of these sets and settings are in [13] . For the original multiplicative updates, we also normalize and after each iteration. We compare objective values and number of iterations after running 25 and 50 s. Experiments were conducted on an Intel Xeon 2.8-GHz computer. Table I reports the average results of using the following two random initial points:
where is the normal distribution. Clearly, the modified algorithm is slower as the objective value is higher and the number of iterations is smaller. However, the difference between two objective values is rather small. Hence, in practice, if one would like to safely use multiplicative update algorithms, our modification is a possible choice.
VI. DISCUSSION AND CONCLUSIONS
Earlier work such as [11] and [12] adds penalty terms to increase the sparsity of and (44) Then, the update rule (3) becomes For this formulation, the penalty parameter can be directly used in Algorithm 2. The update rule is the same as (13), but involves an additional term . Section I mentioned that [9] addressed the convergence of minimizing the KL divergence formula (2) . Here, we discuss the difference between their and our work. In [9] , and are reparameterized to two other matrix variables. Multiplicative update rules are also reformulated accordingly. In contrast, we keep working on and , but slightly modify the update rule. Then, [9] nicely proves the global convergence of the two new matrix variables. Since we try to specifically control the step size, our modified update rules help the numerical stability. The analysis in [9] does not have such a property. In fact, for the analysis, they define , which may cause problems in practical implementations.
Gonzales and Zhang [6] proposed a method to accelerate Lee and Seung's multiplicative updates. Instead of using they consider where . Thus, they use a larger step size along the negative gradient direction. This modification causes problems in proving Lemma A. Hence, we cannot directly extend Theorem 3 to prove the strict decrease of function values. How to analyze the convergence of Gonzales and Zhang's method is an interesting future research issue.
In summary, this paper has the following two main contributions.
1) Under minor modifications, any limit point of [4] 's multiplicative update algorithms is a stationary point. 2) Though bound constraints introduce difficulties in proving the convergence, we invent a technique to control the step size. For multiplicative update algorithms to solve other bound-constrained problems, we may apply the same approach to prove the convergence. 
