To investigate the behavior of a response y over a speci ed region of interest by tting a secondorder response surface, standard ridge analysis provides a way of following the locus of, for example, a maximum response, moving outward from the origin of the predictor variable space. Because this approach does not require one to view the tted regression surface as a whole, this important technique may be applied even when visualization of the surface is dif cult in several dimensions. The ridge trace view enables practitioners to assess and understand the typically complex interplay between the input variables as the response improves. To explore a subspace de ned by a linear restriction on the predictors, a situation discussed infrequently in the literature and never in the context of mixture experiments, we show how a modi cation of ridge regression can be used generally to investigate second-order mixture surfaces with many ingredients, particularly when the experimental mixture space is itself limited by further linear equalities in addition to the mixture requirement. In some cases, the ridge origin need not be moved into the mixture space to achieve the desired results, and any form of the second-orde r tted model, whether of Scheffé type, Kronecker type, or something in between, can be accommodated .
INTRODUCTION
Ridge analysis was rst introduced in the context of general response surface methodology by A. E. Hoerl (1959 Hoerl ( , 1962 Hoerl ( , 1964 . It was further investigated by Draper (1963) , who proved results that Hoerl had suggested without proof, and was then extended by Myers and Carter (1973) for the socalled "dual response" (DR) problem. Related work has been done by Del Castillo, Fan, and Semple (1997, 1999) and Semple (1997) . R. W. Hoerl (1985) provided a wide-ranging discussion.
Only one application of ridge analysis to mixture problems has appeared. Typically, q nonnegative fractional ingredients x 1 1 x 2 1 : : : 1 x q must satisfy the mixture restriction
(or some linear restriction that can essentially be reduced to that form). In that one application, by R. W. Hoerl (1987) , ridge analysis was applied by rst invoking a transformation that moved from the q-dimensional origin 401 01 : : : 1 05 to the centroid 4 5 of the 4q ƒ 15-dimensional mixture space. Our ridge paths could also begin from such a centroid, but, as we show later, ridge analysis can proceed in a mixture space around any point without preliminary transformation. We also show that additional linear equalities in the mixture ingredients are easily incorporated into a very general method that leads to great exibility in applying ridge analysis techniques to mixture problems. When linear inequalities are also involved, we can examine the ridge traces and easily determine whether the ridges pass into and/or out of the regions de ned by the inequalities by checking the coordinate values of the xs on the paths. When any ingredient value becomes negative or exceeds the applicable inequalities, a path has gone outside the region and is then of no interest unless it returns.
A MOTIVATING EXPERIMENT
The pharmaceutical mixture example of Anik and Sukumar (1981) is an excellent example of a mixture problem that entails additional linear equalities and inequalities on the mixture ingredients and thus might pro t from this ridge analysis. This work was also motivated by our desire to simplify the application of ridge analysis to mixture problems. Thanks to the help of the reviewers, the method is now very general in its application. Anik and Sukumar (1981) conducted a study of ve ingredients, one of which, x 5 , was held constant at .10 (10% of the mixture), so that the remaining ingredients, x 1 1 x 2 1 x 3 , and x 4 , were constrained by the requirement that
show in Sec. 4.2.) The essence of our method is that the ridge paths are obtained directly (and more easily) without any such additional steps. Anik and Sukumar wanted to examine various combinations of the four ingredients, to t a quadratic model to a response variable y (solubility), and to seek the maximum response. Each of the four ingredients was restricted to a range within 601 17, as shown in Table 1 . Hence the authors decided to use an experimental design based on the "extreme vertices" of the restricted region (see Table 1 ). This excellent method was rst suggested by McLean and Anderson (1966) , and Anik and Sukumar (1981) aimed to show how useful the method can be. To implement it, one generates the extreme points (or "corners") of the region and then selects the design points from vertices, edge (one-dimensional) centroids, face (twodimensional) centroids, and so on. The last of these groups is the single point represented by the overall centroid, calculated by averaging all vertices. The method has various subtleties (which we do not describe; see McLean and Anderson 1966 or Cornell 1990 ) because the number of extreme vertices (and, consequently, of the various centroids) depends on the speci c ranges of the x's, which determine the consequent region shape. Anik and Sukumar (1981) were led to use the speci c 14-point experimental design shown in Table 1 .
The experimental design of Anik and Sukumar requires additional explanation to avoid potential confusion. Figure 1 Anik and Sukumar (1981) Together superimposed as they would be seen in a birds-eye view from the x 3 D 090 vertex. We further note that for each pentagon, two pairs of vertices are quite close together. Consequently, Anik and Sukumar (1981, p. 898) 
via least squares using the data in Table 1 (see Scheffé 1958 Scheffé , 1963 . A discussion of the various equivalent second-order model forms that can be tted in a mixture problem was given by Prescott, Dean, Draper, and Lewis (2002) . For purposes of interpretation, it does not matter which of the several alternative possible models is tted, because the resulting response contours will be identical in every case. The ridge paths are exactly the same if other choices are made; in fact, Anik and Sukumar (1981) tted a model containing a constant term, one of several possibilities. The equation resulting from tting (2) by least squares is
Note that the nonlinear blending term x 2 x 4 is missing in (3). When the Scheffé model is used with the design of Table 1 , the resulting X 0 X matrix is singular. Regression of the x 2 x 4 column onto the remaining X columns produces an exact t on the columns x 1 1 x 2 1 x 1 x 3 1 x 1 x 4 , and x 2 x 3 . After rearrangement of terms and factorization, the exact t equation can be written as
For every data point in Table 1 , either the rst or the second factor of (4) is 0. Because x 2 x 4 enters the surface t in the last position of the terms mentioned earlier, we chose to eliminate it. The contours of the tted response surface and the associated ridge paths are not affected by which term is eliminated, but substitution of speci c numbers into the formulas of Section 3 will change appropriately. Overall, however, the tted model is less exible than it could have been with a better choice of design.
We explore the ridges of this surface in two ways, both covered by the theory in Section 3. First, we seek the ridges that emanate from a selected "focal point" of the space restricted by (1). Later, we add boundary restrictions called for by the exploration. 
RIDGE ANALYSIS WITH MULTIPLE LINEAR RESTRICTIONS, INCLUDING APPLICATIONS TO MIXTURE EXPERIMENTS

Ridge Analysis: Basic Method
In its original, unrestricted form (Hoerl 1959 (Hoerl , 1962 (Hoerl , 1964 , ridge analysis was used on a second-order tted response to obtain a set of paths going outward from the origin 4x 1 1 x 2 1 : : : 1 x q 5 D 401 01 : : : 1 05 of the factor space. Two of these paths provided the maximum response (path of steepest ascent) and the minimum response (path of steepest descent) on spheres of increasing radius R, beginning at the origin. Other paths, in which the response was neither a maximum nor a minimum, but was locally (on the sphere) stationary, could also be found. These other paths, which might be of interest in practical problems, for example, if they provide good, but not optimum, response values at lower cost, typically do not start at the origin, but appear suddenly when certain radii values (which depend on the speci c response surface under study) are attained.
The basic ridge analysis method proceeds as follows. Suppose that the tted second-order surface is written as 
is symmetric. Then (5) is the matrix format for the secondorder tted equation
The stationary values of (7), subject to being on a sphere centered at the origin,
are obtained by considering the Lagrangian function
Differentiating (9) with respect to x (which can be achieved by differentiating with respect to x 1 1 x 2 1 : : : 1 x q in turn and rewriting these equations in matrix form) gives
Setting (10) equal to a zero vector leads to
We can now select a value for ‹. If 4B ƒ ‹ I5 ƒ1 exists, which will happen as long as ‹ is not an eigenvalue of B, then we obtain a solution x for a stationary point of O y,
and can then nd the radius R, from (8), associated with the solution x from (12). Both R and x are functions of ‹. The theory of Draper (1963) tells us that if we select values of ‹ from Cˆdownward, then we shall be on the "maximum O y" path. Values of ‹ from ƒˆupward yield the "minimum O y" path. Intermediate paths lie in the ranges of ‹ between the eigenvalues of B.
We next discuss how these methods can be widened in general to facilitate, among other applications, their use in mixture experiments.
Ridge Analysis Around a Selected Focus
Ridge analysis can be started from any selected "focal point," or "focus," which we denote here by f. ( In mixture experiments, for example, f could be chosen as a central point, perhaps even the exact centroid, of some prede ned restricted region in which the experimental runs were con ned.) When
Note that if f were an unconstrained mixture region centroid with all coordinates identical-that is, if f D 41=q,
In this special case, the focus need not be moved at all, because the restriction is now x 0 x D R 2 C 1=q, essentially a rede nition of the radius value. The physical meaning of this is that any sphere centered at the origin 401 01 : : : 1 05 eventually expands so that its intersection with the mixture space is a subsphere centered at the mixture space centroid. (For a diagram, see Draper and Pukelsheim 2000, p. 135.)
Adding Linear Restrictions
Suppose that we wish to perform ridge analysis subject to a set of linear restrictions of the form
where A is a given m q matrix of linearly independent rows, normalized so that the sum of squares of each row is 1, and c is a given m 1 vector. For example, if we were investigating a mixture problem with ingredients 4x 1 1 x 2 1 : : : 1 x q 5 restricted by 
where all 's were prespeci ed and
(m D 2), and so on. (Of course, any set of noncontradictory, linearly independent linear restrictions can be adopted. We are not con ned only to mixtures where the components add to 1, although mixtures are our emphasis here.) The dimension m of A must be such that m < q in general. When m D q, we are reduced to a single point in the x-space, and all paths coalesce into a single point. Note that, because f must lie in the restricted space, Af D c. Under conditions (13) and (15), we now consider the Lagrangian function
where ‹ and the elements 4ˆ11ˆ21 : : : 1ˆm5 formingˆ0 are Lagrangian multipliers. Differentiation with respect to x leads to ¡G ¡x
and setting (20) equal to a zero vector implies that
For many given values of ‹ (the speci c choices are discussed later), we can write a solution for x as
This x must satisfy (15), which implies that
whereupon
This leads to the following solution sequence:
1. Choose values of ‹ appropriate for the desired path (explained later).
2. Solve (24) forˆ. 3. Obtain x from (22). 4. Evaluate R 2 as in (13).
Then the point x will be on the desired path of stationary values and will lie on a sphere of radius R. The question is now whether the chosen value of ‹ places us on the maximum path, the minimum path, or some intermediate path.
Determining the Ridge Paths Under Linear Restrictions
In the unrestricted ridge analysis described in Section 3.1, the matrix of second derivatives,
is key in determining which path is selected. The eigenvalues of B, that is, the values that result from solving
form the dividing points for the various paths of stationary values. In general, there are q eigenvalues and 2q paths (see Draper 1963) . Those eigenvalues are not appropriate for the restricted problem, however; instead, we need the eigenvalues of a lower-dimension matrix that makes allowance for the linear restrictions. We recall that, with m restrictions as in (15), A is a given m q matrix with m linearly independent rows of length q, normalized to make the sum of squares of each row equal to l. Let T be a 4q ƒ m5 q matrix each of whose 4q ƒ m5 rows is orthogonal to every row of A, and such that TT 0 D I qƒm . That is, the columns of 
under the restrictions (15). Consider the inverse of Q, which is of the form
AA 0 is nonsingular because of our assumption after (15) that the restrictions are linearly independent. We verify (29) by writing
as a result of conditions (27). It follows that Q ƒ1 Q D I also, because the inverse is unique.
Thus, using x D Q ƒ1 z, with z from (28) and Q ƒ1 from (29), the rst quadratic portion of the Lagrangian function (19) is
after reduction. From the result (33), if we set B D I as a special case and apply (27), then we obtain, for the second quadratic portion of (19),
Differentiating the transformed version of (19) twice with respect to v, and noting that constants and terms linear in v drop out, we obtain
in place of (25). Note that the size of this square matrix (35) is 4q ƒ m5, not q, because T is 4q ƒ m5 q. We see that when ‹ is such that (35) is positive de nite, we have a minimum, whereas if (35) is negative de nite, we have a maximum. If (35) is inde nite, intermediate stationary values are indicated. In fact, the theory at this point is a complete parallel of that of Draper (1963 As in the unrestricted case, when ‹ D OE i exactly for i D 11 21 : : : 1 q ƒ m, R is in nite (see Draper 1963) .
Note that we do not need these eigenvalues to obtain the paths, but only to distinguish among paths. For the loci of maximum O y and minimum O y, the eigenvalues are not necessary, because choosing ‹ values decreasing fromˆgives the path of maximum O y, whereas using values increasing from ƒˆgives the path of minimum O y. However, knowing the eigenvalues helps us select appropriate ‹ values for intermediate paths.
We now apply these results to the mixture problem described by Anik and Sukumar (1981) .
GENERALIZED RIDGE ANALYSIS OF THE EXPERIMENT
The foregoing section describes, in a very general context, the calculation details necessary to nd the ridge paths as they stream from a selected focus. [The important sequence of (repetitive) operations for this lies below (24).] We now apply this theory to the Anik and Sukumar (1981) 1 (38)
The First Set of Ridge Paths
We choose the centroid of the points 1-6 in Table 1 as the focus f of the ridge system, namely f D 40211 0211 0041 0445 0 . The distances from f to the six points 11 21 : : : 1 6 of Table 1 are 0966, 0763, 0703, 0773, 0703, and 0804 ; these values will give some comparative perspective to the R values in Table 2 
The reasoning behind this calculation is explained in Section 3. The rows of T consist of the rst-, second-, and third-order orthogonal polynomials, normalized so that the sum of the squared elements in each row equals 1. (See, e.g., Draper and Smith 1998, p. 466 .) The three rows of T are orthogonal to one another, the sum of their squares equals 1, and are all orthogonal to Other ‹ values between the eigenvalues will deliver four more paths, B, C, D, and E, of stationary values of O y (see Draper 1963) . Table 2 shows a selected representative set of values of ‹ (which we choose initially), of 4x 1 1 x 2 1 x 3 1 x 4 5 on the paths designated, and of the resultant R and O y values, derived from the calculations given in Section 3. Path A, the maximum O y path, begins at the selected focus f , where R D 0 and O y D 6027, and moves quickly (see the x 3 values) to the x 3 D 008 boundary and beyond, whereas the values of x 1 , x 2 , and x 4 change only slowly. This clearly shows the importance of variable x 3 and, unless the range of x 3 can be extended past the x 3 D 008 value, indicates that further exploration of the tted surface needs to be carried out on the x 3 D 008 face of the restricted region. Figure 2 , derived from the path A details in Table 2 , shows how the coordinates x 1 1 x 2 1 x 3 , and x 4 and the predicted maximum response value O y change versus R. Such a diagram could also be drawn for any of the ridge paths that we provide and is considered by many scientists to be the best way to view the ridge results. It enables practitioners to assess and understand the typically complex interplay between the mixture ingredients as the response improves. It also permits the addition of a "cost" curve for the ingredients, or of any other curves measuring selected qualities of the changing mixture. For reasons of space, however, we provide only this one example, because it duplicates the information in the corresponding table. We recall that closed-form expressions for the dependency of x i and O y on R are not available. However, numerical computer calculations are feasible, and these provided the details for constructing the smooth lines of Figure 2 . Alternatively, a satisfactory working diagram can be obtained by plotting the values given in Table 2 .
Intermediate paths B and C have no points of practical interest. The x 1 values are negative from the eigenvalue ‹ D 46087 until about ‹ D 4105, where the x 3 value reaches a minimum of about x 3 D 0358, well above the x 3 upper limit for the experimental region. The minimum R value of about 0379 is attained at about ‹ D 40.
Intermediate paths D and E are also of no practical interest, having negative x 1 and x 4 values throughout. Their minimum radius lies beyond the range of R shown in Figure 2 .
The minimum O y path F begins, like path A at the selected focus f , where ‹ D ƒˆ1 R D 0, and O y D 6027. As might be anticipated from the behavior of path A, path E goes quickly to the (opposite) x 3 D 0 boundary, after which it is of no practical interest because x 3 must be nonnegative. Table 2 gives selected ‹ values, to a point where the predicted O y has turned negative.
The Second Set of Ridge Paths
Because we are interested in maximizing O y, we now explore the surface on the x 3 D 008 plane. (Had we been interested in minimizing O y, we would have gone to the x 3 D 0 plane instead.) The theory of Section 3 can again be applied, but now with the addition of the linear equality x 3 D 008. This means that (39) Figure 1(b) . The design points 2, 4, and 6 from Table 1 lie on this pentagon, and we choose f D 402031 02031 0081 04135 0 , their centroid. This point lies at distances R D 02531 0241, and 0241 from points 21 4, and 6, and these numbers can be compared with the values of R that we see on the ridge paths shown in Table 3 . We recall that x 3 D 008 throughout , and we show the paths in Figure 3 . The maximum O y path crosses the x 4 D 030 boundary when ‹ is about 65095. As in all steepest ascent studies when a boundary is met, one must now move along this boundary. We postpone this for the moment to discuss the other three ridge traces. Neither path B nor path C lies within the restricted region, and their details are not given. The minimum O y path D moves downward until x 1 is about 016 and then turns, crossing the x 2 D 010 boundary at roughly this x 1 D 016 level; see Figure 3 .
The Third Set of Ridge Paths
To move along the boundary x 4 D 030, we designate a new focus f and a new matrix T. The endpoints of the restricted region along the boundary are the corner points 40401 0121 0081 0305, near design point 6 in Table 1, We see that by a triple application of the ridge analysis technique, we have come to the predicted maximum response in the restricted region, improving from O y D 8009 in Table 2 to O y D 11082 in Table 3 to O y D 12081 in Table 4 .
SUMMARY AND DISCUSSION
Ridge analysis, due to A. E. Hoerl (1959 Hoerl ( , 1962 Hoerl ( , 1964 , can be applied to response surfaces, most usefully those of secondorder, to provide a curved direction of steepest ascent for O y in the space of the predictor variables x 1 1 x 2 1 : : : 1 x q . It is also possible to determine a path of steepest descent or paths of intermediate stationary values, by nding the stationary values of the tted response O y on a sphere of radius R, and following the solutions as R expands. This technique is especially useful on surfaces where q is large, in which case geometrical visualization is often dif cult. In this article the technique is extended in a general way to mixture response surfaces. The focus from which the curved paths emanate can be freely chosen, and any linear equality restrictions, including the usual mixture restriction x 1 C x 2 C ¢ ¢ ¢ C x q D 1, can be incorporated into the analysis. In an illustration using data from Anik and Sukumar (1981) , this technique is applied in three stages to take account of tightening restrictions on the best path caused by factor space limitations, and to nd the point in that space of maximum predicted response. An advantage of this method is that there is no need to change the initial x-coordinate system, nor to use pseudocomponents, in any of the resulting calculations.
We now brie y discuss points that arise in connection with this work:
1. The exact choice of focus f is not a crucial feature of the restricted steepest ascent/descent procedure we have described. After the rst stage in our example, one might have argued that because the path of maximum O y entered the x 3 D 008 face of the restricted region at 402051 01961 0081 04195, we should start again there. However, steepest ascent is a very exible procedure, and a rigid method for choosing f would be inappropriate. Choosing some central point of the region is always safe, barring pathologic examples.
2. The formulas that we have given also can be applied to steepest ascent subject to linear restrictions when the model is 
The choice of ‹ 2 601ˆ7 gives the straight-line steepest-ascent direction, and ‹ 2 6ƒˆ1 07 gives the steepest-descent direction. Note that when there are no linear conditions on x, A D 0, and x ƒ f is proportional to b as required. 3. A reviewer pointed out that a move to a selected focus f could be accompanied by changing to pseudocomponents, if desired. This would involve a preliminary transformation of the form z D ux ƒ v, which might improve conditioning for the design used.
4. In our example, the paths of intermediate stationary values were of no practical interest; in other examples, they may well be. As a reviewer pointed out, "a secondary maximum : : : that would give us near-optimal properties : : : may be in a very distant location in design space : : : [and] could have other advantages in terms of cost, ease of operation, safety, etc. [and might improve] additional responses." We fully agree, but add that, because of the mixture restrictions, such locations often fall outside permissible operating conditions. Certainly, these other paths need to be examined in all cases.
5. A reviewer questioned whether the stage-by-stage following of the optimum O y path to and along boundaries of the restricted region necessarily leads to the overall optimum. As a speci c check of the example of Table 4 , which gives the maximum O y D 12081 value at the true vertex 40401 0121 0081 0305, we calculated the predicted response values at all 10 true vertices of the restricted region. Among these 10 O y values, the second largest is 12.63 and occurs at the vertex 40401 0101 0081 0325, the vertex closest to the maximum. More generally, it would be possible to use the methods of this article on any selected subregion, including the faces of the bounding polyhedron. In cases where boundaries cut off the path of the maximum ridge quickly, and where secondary paths begin within the restricted region, it would be possible for the true restricted maximum to lie on another path. In our example, there are no secondary paths within the restricted region, so this cannot occur.
6. The contours of Figure 3 are drawn here only to show the paths, and thereby display what the method achieves. One does not actually need the contours, as examination of the coordinates in Tables 2, 3 , and 4 makes clear. This would be especially important in a high-dimensional mixture space, where contours could be drawn only in sections.
