Abstract-This paper discusses cooperative stabilization control of rigid formations via an event-based approach. We first design a centralized event-based formation control system, in which a central event controller determines the next triggering time and broadcasts the event signal to all the agents for control input update. We then build on this approach to propose a distributed event control strategy, in which each agent can use its local event trigger and local information to update the control input at its own event time. For both cases, the triggering condition, event function and triggering behavior are discussed in detail, and the exponential convergence of the event-based formation system is guaranteed.
equipped with digital sensors or microprocessors [9] , [10] . Furthermore, by using an event-triggered mechanism to update the controller input, instead of using a continuous updating strategy as discussed in e.g. [3] , [6] [7] [8] , the formation system can save resources in processors and thus can reduce much of the computation/actuation burden for each agent. Due to these favourable properties, event-based control has been studied extensively in recent years for linear and nonlinear systems [11] [12] [13] [14] , and especially for networked control systems [15] [16] [17] [18] . Examples of successful applications of the event-based control strategy on distributed control systems and networked control systems have been reported in e.g. [19] [20] [21] . We refer the readers to the recent survey papers [22] [23] [24] [25] which provide comprehensive and excellent reviews on event-based control for networked coordination and multi-agent systems.
Event-based control strategies in multi-agent formation systems have recently attracted increasing attention in the control community. Some recent attempts at applying event-triggered schemes in stabilizing multi-agent formations are reported in e.g., [26] [27] [28] [29] . However, these papers [26] [27] [28] [29] have focused on the event-triggered consensus-based formation control approach, in which the proposed event-based formation control schemes cannot be applied to stabilization control of rigid formation shapes. We note that event-based rigid formation control has been discussed briefly as an example of teamtriggered network coordination in [30] . However, no thorough results have been reported in the literature to achieve cooperative rigid formation control with feasible and simple event-based solutions. This paper is a first contribution to advance the event-based control strategy to the design and implementation of rigid formation control systems.
Some preliminary results have been presented in conference contributions [31] and [32] . Compared to [31] and [32] , this paper proposes new control methodologies to design eventbased controllers as well as event-triggering functions. The event controller presented in [31] is a preliminary one, which only updates parts of the control input and the control is not necessarily piecewise constant. This limitation is removed in the control design in this paper. Also, the complicated controllers in [32] have been simplified. Moreover, and centrally to the novelty of the paper, we will focus on the design of distributed controllers based on novel event-triggering functions to achieve the cooperative formation task, while the event controllers in both [31] and [32] are centralized. We prove that Zeno behavior is excluded in the distributed eventbased formation control system by proving a positive lower bound of the inter-event triggering time. We also notice that a decentralized event-triggered control was recently proposed in [33] to achieve rigid formation tracking control. The triggering strategy in [33] requires each agent to update the control input both at its own triggering time and its neighbors' triggering arXiv:1901.03656v1 [cs.SY] 11 Jan 2019 times, which increases the communication burden within the network. Furthermore, the triggering condition discussed in [33] adopts the position information in the event function design, which results in very complicated control functions and may limit their practical applications.
In this paper, we will provide a thorough study of rigid formation stabilization control with cooperative event-based approaches. To be specific, we will propose two feasible eventbased control schemes (a centralized triggering scheme and a distributed triggering scheme) that aim to stabilize a general rigid formation shape. In this paper, by a careful design of the triggering condition and event function, the aforementioned communication requirements and controller complexity in e.g., [31] [32] [33] are avoided. For all cases, the triggering condition, event function and triggering behavior are discussed in detail. One of the key results in the controller performance analysis with both centralized and distributed event-based controllers is an exponential stability of the rigid formation system. The exponential stability of the formation control system has important consequences relating to robustness issues in undirected rigid formations, as discussed in the recent papers [34] , [35] .
The rest of this paper is organized as follows. In Section II, preliminary concepts on graph theory and rigidity theory are introduced. In Section III, we propose a centralized event-based formation controller and discuss the convergence property and the exclusion of the Zeno behavior. Section IV builds on the centralized scheme of Section III to develop a distributed event-based controller design, and presents detailed analysis of the triggering behavior and its feasibility. In Section V, some simulations are provided to demonstrate the controller performance. Finally, Section VI concludes this paper.
II. PRELIMINARIES A. Notations
The notations used in this paper are fairly standard. R n denotes the n-dimensional Euclidean space. R m×n denotes the set of m × n real matrices. A matrix or vector transpose is denoted by a superscript T . The rank, image and null space of a matrix M are denoted by rank(M ), Im(M ) and ker(M ), respectively. The notation M denotes the induced 2-norm of a matrix M or the 2-norm of a vector M , and M F denotes the Frobenius norm for a matrix M . Note that there holds M ≤ M F for any matrix M (see [36, Chapter 5] ). We use diag{x} to denote a diagonal matrix with the vector x on its diagonal, and span{v 1 , v 2 , · · · , v k } to denote the subspace spanned by a set of vectors v 1 , v 2 , · · · , v k . The symbol I n denotes the n×n identity matrix, and 1 n denotes an n-tuple column vector of all ones. The notation ⊗ represents the Kronecker product.
B. Basic concepts on graph theory
Consider an undirected graph with m edges and n vertices, denoted by G = (V, E) with vertex set V = {1, 2, · · · , n} and edge set E ⊂ V × V. The neighbor set N i of node i is defined as N i := {j ∈ V : (i, j) ∈ E}. The matrix relating the nodes to the edges is called the incidence matrix H = {h ij } ∈ R m×n , whose entries are defined as (with arbitrary edge orientations for the undirected formations considered here)
, the i-th edge sinks at node j −1, the i-th edge leaves node j 0, otherwise An important matrix representation of a graph G is the Laplacian matrix L(G), which is defined as L(G) = H T H. For a connected undirected graph, one has rank(L) = n − 1 and ker(L) = ker(H) = span{1 n }. Note that for the rigid formation modelled by an undirected graph as considered in this paper, the orientation of each edge for writing the incidence matrix can be defined arbitrarily; the graph Laplacian matrix L(G) for the undirected graph is always the same regardless of what edge orientations are chosen (i.e., is orientationindependent) and the stability analysis remains unchanged.
C. Basic concepts on rigidity theory
dm×dn , one can construct the relative position vector as an image ofH from the position vector p:
where
being the relative position vector for the vertex pair defined by the k-th edge.
Using the same ordering of the edge set E as in the definition of H, the rigidity function r G (p) : R dn → R m associated with the framework (G, p) is given as:
where the k-th component in r G (p), p i − p j 2 , corresponds to the squared length of the relative position vector z k which connects the vertices i and j.
The rigidity of frameworks is then defined as follows.
where K is the complete graph with the same vertices as G.
In the following, the set of all frameworks (G, p) which satisfies the distance constraints is referred to as the set of target formations. Let d kij denote the desired distance in the target formation which links agents i and j. We further define
to denote the squared distance error for edge k. Note that we will also use e k and d k occasionally for notational convenience if no confusion is expected. Define the distance square error vector e = [e 1 , e 2 , · · · , e m ] T . One useful tool to characterize the rigidity property of a framework is the rigidity matrix R ∈ R m×dn , which is defined as
It is not difficult to see that each row of the rigidity matrix R takes the following form
Each edge gives rise to a row of R, and, if an edge links vertices i and j, then the nonzero entries of the corresponding row of R are in the columns from di − (d − 1) to di and from dj − (d − 1) to dj. The equation (1) shows that the relative position vector lies in the image ofH. Thus one can redefine the rigidity function, g G (z) : (1) and (4), one can obtain the following simple form for the rigidity matrix
The rigidity matrix will be used to determine the infinitesimal rigidity of the framework, as shown in the following definition.
Specifically, if the framework is infinitesimally rigid in R 2 (resp. R 3 ) and has exactly 2n − 3 (resp. 3n − 6) edges, then it is called a minimally and infinitesimally rigid framework. Fig.  1 shows several examples on rigid and nonrigid formations. In this paper we focus on the stabilization problem of minimally and infinitesimally rigid formations. 1 From the definition of infinitesimal rigidity, one can easily prove the following lemma: Lemma 1. If the framework (G, p) is minimally and infinitesimally rigid in the d-dimensional space, then the matrix
T is positive definite.
Another useful observation shows that there exists a smooth function which maps the distance set of a minimally rigid framework to the distance set of its corresponding framework modeled by a complete graph.
Lemma 2. Let r G (q) be the rigidity function for a given infinitesimally minimally rigid framework (G, q) with agents' position vector q. Further letrḠ(q) denote the rigidity function for an associated framework (Ḡ, q), in which the vertex set remains the same as (G, q) but the underlying graph is a complete one (i.e. there exist n(n − 1)/2 edges which link any vertex pairs). Then there exists a continuously differentiable function π : r G (q) → R n(n−1)/2 for whichrḠ(q) = π(r G (q)) holds locally.
Lemma 2 indicates that all the edge distances in the framework (Ḡ, q) modeled by a complete graph can be expressed locally in terms of the edge distances of a corresponding 1 With some complexity of calculation, the results extend to non-minimally rigid formations (see [34] , [39] ). minimally infinitesimally rigid framework (G, q) via some smooth functions. The proof of the above Lemma is omitted here and can be found in [34] . We emphasize that Lemma 2 is important for later analysis of a distance error system (a definition of the term will be given in Section III-A). Lemma 2 (together with Lemma 3 given later) will enable us to obtain a self-contained distance error system so that a Lyapunov argument can be applied for convergence analysis.
D. Problem statement
The rigid formation control problem is formulated as follows.
Problem. Consider a group of n agents in d-dimensional space modeled by single integratorṡ
Design a distributed control u i ∈ R n for each agent i in terms of p i − p j , j ∈ N i with event-based control update such that ||p i − p j || converges to the desired distance d kij which forms a minimally and infinitesimally rigid formation.
In this paper, we will aim to propose two feasible eventbased control strategies (a centralized triggering approach and a distributed triggering approach) to solve this formation control problem.
III. EVENT-BASED CONTROLLER DESIGN: CENTRALIZED CASE
This section focuses on the design of feasible event-based formation controllers, by assuming that a centralized processor is available for collecting the global information and broadcasting the triggering signal to all the agents such that their control inputs can be updated. The results in this section extend the event-based formation control reported in [31] by proposing an alternative approach for the event function design, which also simplifies the event-based controllers proposed in [32] , [33] . Furthermore, the novel idea used for designing a simpler event function in this section will be useful for designing a feasible distributed version of an event-based formation control system, which will be reported in the next section.
A. Centralized event controller design
We propose the following general form of event-based formation control systeṁ
for t ∈ [t h , t h+1 ), where h = 0, 1, 2, · · · and t h is the h-th triggering time for updating new information in the controller. 2 The control law is an obvious variant of the standard law for non-event-based formation shape control [3] , [39] . Evidently, the control input takes piecewise constant values in each time interval. In this section, we allow the switching times t h to be determined by a central controller. In a compact form, the above position system can be written aṡ
Denote a vector δ i (t) as
for t ∈ [t h , t h+1 ). Then the formation control system (9) can be equivalently stated aṡ
Define a vector
which enables one to rewrite the compact form of the position system asṗ
To deal with the position system with the event-triggered controller (9), we instead analyze the distance error system. By noting thatė(t) = 2R(t)ṗ(t), the distance error system with the event-triggered controller (9) can be derived aṡ
Note that all the entries of R(t) and e(t) contain the real-time values of p(t), and all the entries R(p(t h )) and e(t h ) contain the piecewise-constant values p(t h ) during the time interval
The new form of the position system (14) also implies that the compact form of the distance error system can be written asė
Consider the function V = (16) . Similarly to the analysis in [31] , we define a sub-level set B(ρ) = {e : V (e) ≤ ρ} for some suitably small ρ, such that when e ∈ B(ρ) the formation is infinitesimally minimally rigid and R(p(t))R(p(t))
T is positive definite. Before giving the main proof, we record the following key result on the entries of the matrix R(p(t))R(p(t)) T .
Lemma 3. When the formation shape is close to the desired one such that the distance error e is in the set B(ρ), the entries of the matrix R(p(t))R(p(t)) T are continuously differentiable functions of e.
This lemma enables one to discuss the self-contained distance error system (16) and thus a Lyapunov argument can be applied to show the convergence of the distance errors. The proof of Lemma 3 can be found in [34] or [41] and will not be presented here. From Lemma 3, one can show thaṫ
If we enforce the norm of δ(t) to satisfy
and choose the parameter γ to satisfy 0 < γ < 1, then we can guarantee thatV
This indicates that events are triggered when
The event time t h is defined to satisfy f (t h ) = 0 for h = 0, 1, 2, · · · . For the time interval t ∈ [t h , t h+1 ), the control input is chosen as u(t) = u(t h ) until the next event is triggered. Furthermore, every time when an event is triggered, the event vector δ will be reset to zero. We also show two key properties of the formation control system (9) with the above event function (20) .
Lemma 4. The formation centroid remains constant under the control of (9) with the event function (20) .
Proof. Denote byp(t) ∈ R d the center of the mass of the formation, i.e.,p(t)
Note that ker(H) = span{1 n } and therefore ker(H) = span{1 n ⊗ I d }. Thusṗ(t) = 0, which indicates that the formation centroid remains constant.
The following lemma concerns the coordinate frame requirement and enables each agent to use its local coordinate frame to implement the control law, which is favourable for networked formation control systems in e.g. GPS denied environments.
Lemma 5. To implement the controller (9) with the eventbased control update condition in (20) , each agent can use its own local coordinate frame which does not need to be aligned with a global coordinate frame.
The proof for the above lemma is omitted here, as it follows similar steps as in [41, Lemma 4] . Note that Lemma 5 implies the event-based formation system (9) guarantees the SE(N ) invariance of the controller, which is a nice property to enable convenient implementation for networked control systems without coordinate alignment for each individual agent [42] .
We now arrive at the following main result of this section.
Theorem 1. Suppose the target formation is infinitesimally and minimally rigid and the initial formation shape is close to the target one. By using the above controller (9) and the event-triggering function (20) , all the agents will reach the desired formation shape locally exponentially fast.
Proof. The above analysis relating to Eq. (17)- (20) establishes boundedness of e(t) sinceV is nonpositive. Now we show the exponential convergence of e(t) to zero will occur from a ball around the origin, which is equivalent to the desired formation shape being reached exponentially fast. According to Lemma 1, letλ min denote the smallest eigenvalue of
λ(M (e)) > 0). Note thatλ min exists because the set B(ρ) is a compact set with respect to e and the eigenvalues of a matrix are continuous functions of the matrix elements. By recalling (19) , there further holdṡ
Thus one concludes
with the exponential decaying rate no less than κ = 2(1 − γ)λ min .
Note that the convergence of the inter-agent distance error of itself does not directly guarantee the convergence of agents' positions p(t) to some fixed points, even though it does guarantee convergence to a correct formation shape. This is because that the desired equilibrium corresponding to the correct rigid shape is not a single point, but is a set of equilibrium points induced by rotational and translation invariance (for a detailed discussion to this subtle point, see [43, Chapter 5] ). A sufficient condition for this strong convergence to a stationary formation is guaranteed by the exponential convergence, which was proved above. To sum up, one has the following lemma on the convergence of the position system (10) as a consequence of Theorem 1.
Lemma 6. The event-triggered control law (9) and the event function (20) guarantee the convergence of p(t) to a fixed point.
Remark 1. We remark that the above Theorem 1 (as well as the subsequent results in later sections) concerns a local convergence. This is because the rigid formation shape control system is nonlinear and typically exhibits multiple equilibria, which include the ones corresponding to correct formation shapes and those that do not correspond to correct shapes. It has been shown in [8] by using the tool of Morse theory that multiple equilibria, including incorrect equilibria, are a consequence of any formation shape control algorithm which evolves in a steepest descent direction of a smooth cost function that is invariant under translations and rotations. A recent paper [44] [45] ). We note that local convergence is still valuable in practice, if one assumes that initial shapes are close to the target ones (which is a very common assumption in most rigidity-based formation control works; see e.g., [1] , [3] , [6] , [39] , [41] , [46] , [47] ).
B. Exclusion of Zeno behavior
In this section, we will analyze the exclusion of possible Zeno triggering behavior of the event-based formation control system (9) . The following presents a formal definition of Zeno triggering (which is also termed Zeno execution in the hybrid system study [48] ). Generally speaking, Zeno-triggering of an event controller means that it triggers an infinite number of events in a finite time period, which is an undesirable triggering behavior. Therefore, it is important to exclude the possibility of Zeno behavior in an event-based system. In the following we will show that the event-triggered system (9) does not exhibit Zeno behavior.
Note that the triggering function (20) involves the evolution of the term R(t)
T e(t), whose derivative is calculated as
According to the construction of the vector δ(t) in (13), there also holdsδ(
Before presenting the proof, we first show a useful bound.
Lemma 7. The following bound holds:
Proof. We first show a trick to bound the term Ż (t)e(t) by deriving an alternative expression forŻ(t)e(t):
where E(t) is defined as a diagonal matrix in the form E(t) = diag{e 1 (t), e 2 (t), · · · , e m (t)}. Note that z(t) =Hp(t) and thusż(t) =Hṗ(t). Then one has
where we have used the following facts
The first inequality in (26) is thus proved. The second inequality in (26) is due to the fact that e(t) ≤ e(0) , ∀t > 0 shown in (23) .
We now show that the Zeno triggering does not occur in the formation control system (9) with the triggering function (20) by proving a positive lower bound on the inter-event time interval.
Theorem 2. The inter-event time interval {t h+1 −t h } is lower bounded by a positive value τ
in whichλ max denotes the largest eigenvalue of R T R(e) when e(p) is in the set B(ρ) (i.e.λ max = max
and γ is the triggering parameter designed in (20) which satisfies γ ∈ (0, 1). Thus, Zeno triggering will not occur for the rigid formation control system (9) with the triggering function (20) .
Proof. We show that the growth of δ from 0 to the triggering threshold value γ R T e needs to take a positive time interval.
To show this, the relative growth rate on δ(t) / R(t) T e(t) is considered. The following proof is inspired by the one used in [49] . In the following derivation, we omit the argument of time t but it should be clear that each state variable and vector is considered as a function of t.
R T e (appealing to Lemma 7)
where α is defined in (30) . Note thatλ max always exists and is finite (i.e. upper bounded) because the set B(ρ) is a compact set with respect to e and the eigenvalues of a matrix are continuous functions of the matrix elements. Thus, α defined in (30) exists, which is positive and upper bounded. If we denote δ R T e by y we have the estimateẏ(t) ≤ α(1 + y(t)) 2 . By the comparison principle there holds y(t) ≤ φ(t, φ 0 ) where φ(t, φ 0 ) is the solution ofφ = α(1 +φ) 2 with initial condition φ(0, φ 0 ) = φ 0 .
Solving the differential equation for φ in the time interval t ∈ [t h , t h+1 ) yields φ(τ, 0) = τ α 1−τ α . The inter-execution time interval is thus bounded by the time it takes for φ to evolve from 0 to γ. Solving the above equation, one obtains a positive lower bound for the inter-event time interval τ = γ α(1+γ) . Thus, Zeno behavior is excluded for the formation control system (9). The proof is completed.
Remark 2. We review several event-triggered formation strategies reported in the literature and highlight the advantages of the event-triggered approach proposed in this section. In [31] , the triggering function is based on the information of the distance error e only, which cannot guarantee a pure piecewise-constant update of the formation control input. The event function designed in [32] is based on the information of the relative position z, while the event function designed [33] is based on the absolute position p. It is noted that event functions and triggering conditions such as those in [32] and [33] are very complicated, which may limit their practical applications. The event function (20) designed in this section involves the term R T e, in which the information of the relative position z (involved in the entries of the rigidity matrix R) and of the distance error e has been included. Such an event triggering function greatly reduces the controller complexity while at the same time also maintains the discrete-time update nature of the control input.
IV. EVENT-BASED CONTROLLER DESIGN: DISTRIBUTED CASE

A. Distributed event controller design
In this section we will further show how to design a distributed event-triggered formation controller in the sense that each agent can use only local measurements in terms of relative positions with respect to its neighbors to determine the next triggering time and control update value. Denote the event time for each agent i as t i 0 , t i 1 , · · · , t i h , · · · . The dynamical system for agent i to achieve the desired inter-agent distances is now rewritten aṡ
and we aim to design a distributed event function with feasible triggering condition such that the control input for agent i is updated at its own event times
h , · · · based on local information. 3 We consider the same Lyapunov function candidate as the one in Section III, but calculate the derivative as follows:
e(t) T R(t)(R(t) T e(t) + δ(t)) = − e(t) T R(t)R(t) T e(t) − e T R(t)δ(t)
where {R(t) T e(t)} i ∈ R d is a vector block taken from the (di − d + 1)th to the (di)th entries of the vector R(t) T e(t), and δ i (t) is a vector block taken from the (di − d + 1)th to the (di)th entries of the vector δ(t). According to the definition of the rigidity matrix in (5), it is obvious that {R(t) T e(t)} i only involves local information of agent i in terms of relative position vectors z kij and distance errors e kij with j ∈ N i . Based on this, the control input for agent i is designed aṡ
Note that there holds
and we can restate (34) 
3 Again, Filippov solutions [40] are envisaged for the differential equation (32) with switching controls at every event updating instant.
By using the inequality {R(t)
T e(t)
T e(t)} i 2 with a i ∈ (0, 1), the above inequality (33) onV can be further developed aṡ
If we enforce the norm of δ i (t) to satisfy
with γ i ∈ (0, 1), we can guaranteė
This implies that one can design a local triggering function for agent i as
and the event time t ) until the next event for agent i is triggered. Furthermore, every time an event is triggered for agent i, the local event vector δ i will be reset to zero. Note that the condition a i ∈ (0, 1) will also be justified in later analysis in Lemma 10.
The convergence result with the distributed event-based formation controller and triggering function is summarized as follows.
Theorem 3. Suppose that the target formation is infinitesimally and minimally rigid and the initial formation shape is close to the target one. By using the above controller (34) and the distributed event function (38) , all the agents will reach the desired formation shape locally exponentially fast.
Proof. The analysis is similar to Theorem 1 and we omit several steps here. Based on the derivation in Eqs. (33)- (38), one can conclude that
with the exponential rate no less than κ = 2ζ minλmin where
2 . The exponential convergence of e(t) implies that the above local event-triggered controller (34) also guarantees the convergence of p to a fixed point, by which one can conclude a similar result to the one in Lemma 6.
For the formation system with the distributed event-based controller, an analogous result to Lemma 5 on coordinate frame requirement is as follows.
Lemma 8.
To implement the distributed formation controller (34), each agent can use its own local coordinate frame to measure the relative positions to its neighbors and a global coordinate frame is not required. Furthermore, to detect the distributed event condition (36), a local coordinate frame is sufficient which is not required to be aligned with the global coordinate frame.
Proof. The proof of the first statement on the distributed controller (34) follows similar steps as in [41, Lemma 4] and is omitted here. We then prove the second statement on the event condition (36) . Suppose agent i's position in a global coordinate frame is measured as p T e(t)} i which are functions of the relative position vector z, and thus event detection using (38) remains unchanged regardless of what coordinate frames are used. Since Q i and ϑ i are chosen arbitrarily, the above analysis concludes that the detection of the local event condition (38) is independent of a global coordinate basis, which implies that agent i's local coordinate frame is sufficient to implement (36).
The above lemma indicates that the distributed event-based controller (34) and distributed event function (38) still guarantee the SE(N ) invariance property and enable a convenient implementation for the proposed formation control system without coordinate alignment for each individual agent.
Differently to Lemma 4, we show that the distributed eventbased controller proposed in this section cannot guarantee a fixed formation centroid.
Lemma 9. The position of the formation centroid is not guaranteed to be fixed when the distributed event-based controller (34) and event function (38) are applied.
Proof. The dynamics for the formation centroid can be derived asṗ
However, due to the asymmetric update of each agent's control input by using the local event function (38) to determine a local triggering time, one cannot decompose the vectorṗ(t) into terms involvingH and a single distance error vector as in (21) . Thusṗ(t) is not guaranteed to be zero and there exist motions for the formation centroid when the distributed eventbased controller (34) is applied.
Remark 3. We note a key property of the distributed eventbased controller (34) and (38) proposed in this section. It is obvious from (34) and (38) that each agent i updates its own control input by using only local information in terms of relative positions of its neighbors (which can be measured by agent i's local coordinate system), and is not affected by the control input updates from its neighbors. Thus, such local event-triggered approach does not require any communication between any two agents.
B. Triggering behavior analysis
This subsection aims to analyze some properties of the distributed event-triggered control strategy proposed above. Generally speaking, singular triggering means no more triggering exists after a feasible triggering event, and continuous triggering means that events are triggered continuously. For the definitions of singular triggering and continuous triggering, we refer the reader to [50] . The following lemma shows the triggering feasibility with the local and distributed event-based controller (34) by excluding these two cases. [50] . First note that due to a i ∈ (0, 1), there holds a i (2 − a i ) ∈ (0, 1) and because γ i ∈ (0, 1), there further holds γ i a i (2 − a i ) ∈ (0, 1). For notational convenience, define
From ( 
We first prove the statement on non-singular triggering. According to the definition of the event-triggering function (38), local events for agent i can only occur either when {R(t) T e(t)} i equals χ i or when
T R(t)) e(t) 2 , whereλ max is the largest eigenvalue of R(t) T R(t) which is bounded for any e ∈ B(ρ). Also note that e(t) 2 decays exponentially fast to zero as proved in Theorem 3. This implies that {R(t)
T e(t)} i will eventually decrease to χ i . By assuming that {R(t T e(t i h+1 )} i = 0. The second statement can be proved by using similar arguments to those above, and by observing that {R(t)
T e(t)} i evolves continuously and a local event is triggered if and only if (38) is satisfied.
In the following we will further discuss the possibility of the Zeno behavior in the distributed event-based formation system (34) . • At least one agent does not exhibit Zeno triggering behavior.
• In addition, if there exists > 0 such that {R(t)
T e(t)} i 2 ≥ e(t) 2 for all i = 1, 2, · · · , n and t ≥ 0, then there exists a common positive lower bound for any inter-event time interval for each agent. In this case, no agent will exhibit Zeno triggering behavior.
Proof. Note that δ i (t) 2 ≤ δ(t) 2 for any i. In addition, there exists an agent i * such that {R(t)
T e(t)} i * 2 ≥ 1 m {R(t) T e(t)} 2 . Then one has
By recalling the proof in Theorem 2, we can conclude that the inter-event interval for agent i * is bounded from below by a time τ i * that satisfies
So that
> 0. The first statement is proved. We then prove the second statement. Denoteλ max as the maximum of λ max (R T R(e)) for all e ∈ B(ρ). Since B(ρ) is a compact set,λ max exists and is bounded. Then there holds {R(t) T e(t)} 2 ≤λ max e(t) 2 . One can further show
By following a similar argument to that above and using the analysis in the proof of Theorem 2, a lower bound on the inter-event intervalτ i for each agent can be calculated as
The proof is completed.
Remark 4. The first part of Theorem 4 is motivated by [51, Theorem 4] , which guarantees the exclusion of Zeno behavior for at least one agent. To improve the result for all the agents, we propose a condition in the second part of Theorem 4. The above results in Theorem 4 on the distributed event-based controller are more conservative than the centralized case. The condition on the existence of > 0 essentially guarantees that {R(t) T e(t)} i cannot be zero at any finite time, and will be zero if and only if t = ∞. By a similar analysis from event-based multi-agent consensus dynamics in [52] , one can show that if {R(t)
T e(t)} i = 0 at some finite time instant t, then agent i will exhibit a Zeno triggering and the timê t is a Zeno time for agent i. However, we have performed many simulations with different rigid formation shapes and observed that in most cases {R(t)
T e(t)} i is non-zero. We conjecture that this may be due to the infinitesimal rigidity of the formation shape. In the next subsection however, we will provide a simple modification of the distributed controller to remove the condition on .
C. A modified distributed event function
The event function (38) for agent i involves the comparison of two terms, i.e. δ i (t) 2 and γ i a i (2 − a i ) {R(t) T e(t)} i 2 . As noted above, the existence of > 0 can guarantee {R(t)
T e(t)} i = 0 for any finite time t. To remove this condition in Theorem 4, and motivated by [11] , we propose the following modified event function by including an exponential decay term:
where v i > 0, θ i > 0 are parameters that can be adjusted in the design to control the formation convergence speed. Note that v i exp(−θ i t) is always positive and converges to zero when t → ∞. Thus, even if {R(t) T e(t)} i exhibits a crossingzero scenario at some finite time instant, the addition of this decay term guarantees a positive threshold value in the event function which avoids the case of comparing δ i (t)
2 to a zero threshold.
The main result in this subsection is to show that the above modified event function ensures Zeno-free triggering for all agents, and also drives the formation shape to reach the target one.
Theorem 5. By using the proposed distributed event-based formation controller (34) and the modified distributed event function (46) , all the agents will reach the desired formation shape locally exponentially fast and no agent will exhibit Zenotriggering behavior.
Proof. We consider the same Lyapunov function as used in Theorem 1 and Theorem 3 and follow similar steps as above. The triggering condition from the modified event function (46) yieldṡ
which follows thaṫ
where ζ min is defined as the same to the notation in Theorem
2 ). For notational convenience, we define κ = 2ζ minλmin (also the same to Theorem 3). By the well-known comparison principle [53, Chapter 3.4] , it further follows that
which implies that V (t) → 0 as t → ∞, or equivalently, e(t) → 0, as t → ∞.
In the following analysis showing exclusion of Zeno behavior we let t ∈ [t i h , t i h+1 ). We first show a sufficient condition to guarantee f i (t) ≤ 0 when f i (t) is defined in (46) . Note that f i (t) ≤ 0 can be equivalently stated as
where i is defined in (40) . Note that
Thus, a sufficient condition to guarantee the above inequality (50) (and the inequality f i (t) ≤ 0) is
Note that from (13) there
where Q ij (t) := e kij (t) ⊗ I d + 2z kij (t)z kij (t) T , and t j h = arg max h {t j h |t j h ≤ t, j ∈ N i }. By a straightforward argument similar to Lemma 10, it can be shown that agent i will not exhibit singular triggering, which indicates α i cannot be zero for all time intervals. Also note that α i is upper bounded by a positive constant which implies that 
We note the solution τ i h to (54) always exists and is positive. Thus, no agents will exhibit Zeno-triggering behavior with the modified event function (46).
Remark 5.
In the modified event function (46), a positive and exponential decay term v i exp(−θ i t) is included which guarantees that, even if {R(t)
T e(t)} i becomes zero at some finite time, the inter-event time interval at any finite time is positive and thus Zeno triggering is excluded. A more general strategy for designing a Zeno-free event function is to include a positive L p signal in the event function (46). zero values at any finite time and Zeno-triggering is excluded. Furthermore, the distance error system shown in Fig. 6 also demonstrates almost the same convergence property as shown in Fig. 3 .
Lastly, we show simulations with the same formation shape by using the modified event triggering function (46) . The exponential decay term is chosen as v i exp(−θ i t) = exp(−10t) with v i = 1 and θ i = 10 for each agent. Fig. 7 shows event-triggering times for each agent as well as the convergence of each distance error. As can be observed from Fig. 7 , Zeno-triggering is strictly excluded with the modified event function (46) , while the convergence of the distance error system behaves almost the same to Fig. 3 and Fig. 6 . It should be noted that in comparison with the controller performance and simulation examples discussed in [31] [32] [33] , the proposed event-based rigid formation controllers in this paper demonstrate equal or even better performance, while complicated controllers and unnecessary assumptions in [31] [32] [33] are avoided.
VI. CONCLUSIONS
In this paper we have discussed in detail the design of feasible event-based controllers to stabilize rigid formation shapes. A centralized event-based formation control is proposed first, which guarantees the exponential convergence of distance errors and also excludes the existence of Zeno triggering. Due to a careful design of the triggering error and event function, the controllers are much simpler and require much less computation/measurement resources, compared with the results reported in [31] [32] [33] . We then further propose a distributed event-based controller such that each agent can trigger a local event to update its control input based on only local measurement. The event feasibility and triggering behavior have been discussed in detail, which also guarantees Zeno-free behavior for the event-based formation system and exponential convergence of the distance error system. A modified distributed event function is proposed, by which the Zeno triggering is strictly excluded for each individual agent. A future topic is to explore possible extensions of the current results on single-integrator models to the double-integrator rigid formation system [54] with event-based control strategy to enable velocity consensus and rigid flocking behavior. 
