Abstract-A new general bilinear relationship is found between continuous and discrete generalized singular perturbation (GSP) reduced-order models. This result is applied to the problem of deriving discrete analogs of continuous singular perturbation and direct truncation model reduction and leads to a new definition of discrete "Nyquist" model reduction. Also, "unit circle" bilinear transformations are used to relate several known facts about continuous and discrete balanced model reduction and incorporate them into a symmetrical, unified framework.
I. INTRODUCTION
Model reduction may be achieved by a two-step process: 1) identification of a dominant and a nondominant subsystem of the high-order system and 2) elimination of the nondominant subsystem. The identification step may be performed using methods such as modal techniques [3] , cost decomposition [18] , matching of Markov parameters [20] , or balancing [ 151. For continuous-time systems, the elimination step may be carried out by either the singular perturbation technique [12], [16] , [17] or direct truncation [15] . For discrete systems, a singular perturbation elimination algorithm of Fernando and Nicholson [7] may be used. Liu and Anderson [14] have shown that the continuous and discrete singular perturbation methods are related by a particular bilinear transformation. However, a similar bilinear transformation relating discrete and continuous truncation methods has not been reported.
The paper is organized as follows. The method of generalized singular perturbation (GSP) model reduction for both continuous and discrete-time systems is outlined in Section 11. In Section I11
an outline of the bilinear mapping relating continuous and discrete systems is presented. The main results of this paper are presented in Section IV, where it is shown that continuous and discrete GSP reduced-order models may be related by a general bilinear transformation. The theory is very general and allows all of the continuous and discrete elimination methods to be connected in an elegant, symmetrical manner. The full power of this result is evident when it is applied to balanced systems. The particular consequences of this result for the singular perturbation and truncation elimination methods are explored, and a new definition of discrete Nyquist elimination is made.
GSP MODEL REDUCTION

A. Continuous Systems
Consider an nth order, continuous, minimal, stable, linear time invariant system S (A, B , C , D ) 02119-8. 1995, and August 22, 1995. ing, University of Melbourne, Parkville VIC 3052, Australia.
For the purposes of deriving kth order GSP reduced-order models from this system, the matrices A. B , and C may be partitioned according to where A11 E R k x k , and the other matrices of (2) have consistent dimensions. Fernando and Nicholson [6] show that the system S ( A , B , C, D ) may be approximated by a kth order, GSP system S (A(s,),B(s,),G(s,),D(s,) ) [6] , [14] with the transfer function matrix (3) where
and so E C is the GSP parameter.
full and reduced-order models is defined as
The (additive) error system transfer function matrix between the (4) Note that at 5 = s o , E ( s , so)ls=s, = em"' (Om', is the zero matrix
The Thus, for practical purposes, it is necessary to restrict attention to models derived using so E !R.
B. Discrete Systems GSP may also be used on discrete models to derive reduced-order models [14] . Consider an nth order, discrete, minimal, stable, linear 
To derive reduced-order models the discrete system matrices are partitioned according to where A 1 1 E R k X k and the other matrices of (6) 
where
and zo E C is the GSP parameter.
Defining the discrete error function as 
A thorough analysis of such transformations is presented in [13j, whereas the following is relevant to the present discussion. Transformation (9) induces the following relationships between the matrices of the continuous and discrete models:
discrete to continuous-
Similarly, for the corresponding inverse transformation The selection of the parameters a, p, y, 5 along with the sampling frequency, w,: is critical in determining the comparitive performance of related continuous and discrete models. Indeed, it is possible that properties of related systems, such as step responses, will not correspond. However, this paper is primarily concerned with general properties of bilinear transformations rather than parameter selection issues.
I v . BILINEAR TRANSFORMATION OF GSP SYSTEMS
A. Main Result
In this section we introduce a general theorem involving pairs of GSP reduced-order models related by general bilinear transformatlons.
Theorem 1: Consider the nth-order continuous system, S, and the corresponding discrete system, 3, obtained from S via (11). GSP reduced-order models S and 5 may be derived from these systems using so and zo for the continuous and discrete systems, respectively. If so and Z, are related by the following equivalent expressions:
then and 3 are also related by (11). (Note that (13a) and (13b) are obtained by substituting so for s and zo for z into (9) and ( l l ) , respectively.) IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 41, NO. 4, APRIL 1996 Proof of Theorem 1: We need to show that
G(-,-a -y z a -y z , 1
To begin, it is straightforward to skow that the GSP reducedorder transfer functions G (s,s,) and F ( z , z , ) of (3) and (7) 
(where both-M and P are assumed to be invertible) with M-' = y ( d n -yL4)-',N = y -' I , , Q = -I,, and P = leads, after further algebraic manipulations, to L.H.S. of (14)
Therefore n u 2 = a6 -Py for the general bilinear transformation. This is the reason for including c in (10) and (12). The addition of n eliminates the possibility of a sign mismatch between the continuous and discrete reduced-order transfer functions when evaluated at corresponding frequencies. Continuing on from above we have L.H.S. of (14) B + D = R.H.S. of (14). Q.E.D. transformation of the full-order system, then GSP reduction of the discrete system or ii) GSP of the continuous system, followed by bilinear transformation. Similarly a continuous reduced-order model may be derived from a discrete system via two corresponding processes. 
B. Discrete Singular Perturbation and Truncation
In the following discussion we propose a new method of model reduction for discrete systems, "Nyquist elimination," which is analogous to the method of truncation for continuous systems. This result follows directly from Theorem 1 and may be used to clarify some inconsistencies in the theory of model reduction as discussed in [8] and [14] .
Two particular choices of the continuous GSP parameter so are so = 0 and so -+ 00 which are equivalent to the elimination methods of continuous singular perturbation [8] continuous truncation is bilinearly related to the zo = -1 GSP system and not to the discrete truncation system. These considerations lead to the following new definition.
Dejinition 1: The "discrete Nyquist elimination" model reduction algorithm is defined as discrete GSP model reduction with zo = -1.
The choice of the name "Nyquist" is suggested by an investigation of the frequency response of the discrete error system & ( e J w T , -1).
From Section 11-B the frequency response of this error system has a zero when eJwt = -1. This occurs when w = TIT = ws 12 which corresponds to the Nyquist frequency. (Note that a full discussion of the zero behavior of continuous singular perturbation methods and continuous truncation is presented in [SI.) 
C. Error Bounds for Balanced Systems
We now turn our attention to GSP of stable systems which are balanced [lS] . In particular we prove two general error bounds for systems derived from balanced high-order models using GSP Using (22) , the product of the Grammians is PQ = PQ. Therefore the Hankel singular values of the continuous and discrete models are the same.
Proof ofLemma I :
Q.E.D. Next, general error bounds for continuous and discrete GSP reduced-order models are derived. These results are not new. However, they are not widely known at the present time and serve as an excellent example of the generality of Theorem 1. For the following results the original full-order systems G ( s ) and F ( z ) are each assumed to be stable, minimal, and balanced with Hankel singular values o1 > o2 >,...,> LTk > u~+ I >,...,> on and 61 > a2 >,...,> Erc>&lc+l >,...,> E,, respectively. A preliminary result, initially derived by Al-Saggaf and Franklin [2] , is the error bound PI, and [W n The second set of results, which build upon (23), were initially derived by Heuberger [lo] and are given by
In the following proof, it is shown how (24) can be derived by combining the result (23) with Theorem 1 and the propemes of unit circle transformations.
Proofuf(24a): Equation (23) states an epor bound for the z 4 CO system derived from a balanced system F ( z ) . A transformation is now constructed which links this discrete system to reduced-order continuous systems derived from G ( s ) using s o 2 0. From (13b), setting to + 00 gives so = -6/y. Next choose any values for the four parameters a , p, 5, and y such that the resulting bilinear transformation is: i) a unit circle transformation (in this case so = E/y2, for z, + CO) and ii) stability preserving ( E > 0). The latter constraint in turn implies that the real parameter so 2 0. For the given continuous full-order system, G( s) (which is balanced, minimal, and stable), the so-constructed bilinear transformation establishes a corresponding full-order, minimal, and stable discrete system, F ( z ) , with identical Hankel singular values g, = a,, VJ = 1 , 2 , . . , n.
Direct truncation of this latter system (i.e., GS_P with z,, + 00) provides a reduced-order discrete GSP system, E( z , z o ) , with error bound given by (23). Using the same bilinear transformation, the corresponding continuous time GSP system, G(s, so), is obtained from Theorem 1. The continuous error system bound (24a) follows from Lemma 1.
Q . E . D . Proof of (24): The unit circle transformation of (19) maps systems with so 2 0 to systems with parameter lzol 2 1. Theorem 1 and Lemma 1 ensure that pairs of continuous and discrete reducedorder systems have the same error bounds.
Q . E . D .
The error bounds of (24) suggest that GSP systems derived using GSP parameters other than 0, 00 (continuous), and f l (discrete) are suitable for model and controller reduction problems. Balanced GSP model reduction using general so > 0 has been investigated in [lo] and [19] , and the consequences for controller reduction have been investigated in [5] and [19] .
V. CONCLUSION
The main new result presented in this paper is Theorem 1 which relates pairs of continuous and discrete GSP reduced-order models by bilinear transformations. A new term, o, is added to the bilinear matrix transformation equations to give appropriate symmetry for the proof of Theorem 1. This Theorem is used as a starting point for the investigation of singular perturbation and truncation reducedorder models which results in a new definition of discrete Nyquist elimination model reduction. In Section IV-C, we explore the consequences of Theorem 1 for balanced systems. Here the use of unit circle bilinear transformations allows the unification of continuous and discrete balanced model reduction into a unified, symmetrical framework.
L. V. Costa
Abstract-In this paper we present new sufficient conditions for the existence of a mean-square stabilizing solution for a set of coupled algebraic Riccati equations which arises from the study of quadratic optimal control of discrete-time linear systems with Markov switching parameters. The conditions are derived under the assumptions of meansquare stabilizability and on the unobservable modes of the system and compared with existing results. This is in part due to the fact that a great number of dynamic systems are inherently vulnerable to abrupt changes in their structures caused by, for instance, component failures or repairs, sudden environmental disturbances, changing subsystem interconnections, abrupt variation of the operation point of a nonlinear plant, etc. In this paper we address the question of the existence of mean-square strong and stabilizing solutions (see Definitions 4 and 5 below) for a set of discrete-time coupled algebraic Riccati equations (CARE) which arises on the quadratic optimal control problem of Markovian jump linear systems (MJLS) (see, for instance, [SI, 1111, and [14] ). The notion of a strong solution for algebraic Riccati equations (ARE) has been introduced in the literature in [2] and also analyzed in [16] and [18] . Proprieties of the solution of the algebraic Riccati equation (ARE) assuming only stabilizability have been obtained using this concept, in contrast with the more classical results of closed-loop asymptotical stability under the assumptions of stabilizability and detectability.
It has been proven (cf. [SI) that under the assumptions of meansquare stabilizability and mean-square detectability (Definitions 1 and 2 below) there exists a unique positive semidefinite solution to CARE which also provides a set of feedback gain matrices that stabilize the MJLS in the mean-square sense, a result that mirrors its deterministic counterpart. This problem has also been studied in 1111 and [14] , and conditions have been derived under the assumptions of mean-square stabilizability and stochastic observability in [l 11 , and mean-square stabilizability and (deterministic) observability in [14] . In this paper we shall assume mean-square stabilizability to show the existence of a mean-square strong solution (Theorem 1) for the CARE, a result that parallels its deterministic counterpart (see [2] , [16], or [18] ). Next we use this result to derive a new sufficient condition for the existence of a mean-square stabilizing solution for CARE by introducing some additional hypothesis on the unobservable modes of the system (Theorem 2). Strengthening the hypothesis to observability and detectability, we obtain uniqueness of the positive semidefinite solution (Theorem 3). These conditions are compared with those presented in [SI, [ l l ] , and 1141.
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