Introduction
Anthropogenic climate change is one of the most difficult policy problems that humanity faces today. The costs and benefits of mitigating carbon emissions are highly uncertain. The relevant pollutants are globally mixing, which creates an enormous collective action problem. Finally, the process of climate change unfolds over several decades. Because the impacts of climate change manifest themselves as gradual changes in the distribution of weather outcomes, it can be difficult for individuals to observe whether climate change is occurring. In addition, climate change is a one-time event, and individuals cannot possibly draw on prior experience to guide their perceptions. However, public support and understanding are vital to the successful creation and implementation of climate change mitigation and adaptation policies.
A natural proxy for understanding climate change is a short-run weather event. Indeed, Hansen, Sato and Ruedy (2012) describe the effect of climate change as changing the weights on a pair of dice that determine short-run realizations of weather. We estimate the effect of unusually extreme weather conditions on salience of climate change. We proxy for salience using a search intensity index created by Google for the terms "climate change" and "global warming". We control for a wide variety of fixed effects to account for spurious geographic and seasonal relationships and broad temporal trends. Our results are remarkably robust and suggest that short-run weather phenomena do in fact affect the extent to which people think about climate change.
Furthermore, we demonstrate that the effects of weather extend beyond search behavior to the voting records of U.S. Congressional members. Examining within-member variation in support for 215 environmental votes tracked by the League of Conservation Voters between 2004 and 2011, we find evidence that voting on environmental issues is correlated with recent extreme weather in a representative's home state. Reassuringly, the correlation between weather and voting does not extend to votes unrelated to the environment. Although the effect is modest in size, our results suggest that that search intensity may provide a useful proxy for voter and legislator concerns and demonstrates an important link between unusual weather and important action on environmental policy.
Our work relates to several other papers. A series of papers attempt to estimate the extent to which individuals respond to short-run weather in forming their beliefs about climate change. Deryugina (forthcoming) uses an annual Gallup poll to determine whether individuals respond to weather fluctuations by Bayesian updating their expectations about climate change.
She finds that while short-term weather fluctuations do not affect individuals' beliefs, longer spells of unusually warm weather do have an impact. She also examines heterogeneity by political affiliation and finds that the effect is confined largely to conservative respondents. Hamilton
and Stampone (forthcoming) analyze a series of polls of New Hampshire residents. Interestingly, they find that political independents are the only subgroup that respond to recent weather cues in forming their opinions regarding climate change. Owen, Conover, Videras and Wu (2012) find that respondents to a pair of surveys in August 2009 and October 2007 are more likely to support environmentally-protective policy if their state experienced a heat wave or drought during the most recent summer. They also find that people who regularly access more sources of news information are less responsive to weather cues. Egan and Mullin (2012) also find evidence of a response.
A separate literature demonstrates the value of internet search data in modeling economic behavior. Choi and Varian (2009) demonstrate that Google Insights data can be used to predict demand for automobiles, retail sales, home sales, and travel behavior. After several papers demonstrated the efficacy of using Google searches to predict flu outbreaks, Google itself established the Google Flu Trends tool.
1 . Most relevant to our analysis is Kahn and Kotchen (2010) .
They find that when a state's unemployment rate increases, Google search activity for "global warming" decreases and search activity for "unemployment" increases. That is, concerns about economic conditions "crowd out" attention to the issue of climate change. Our paper approaches the climate attention problem from the opposite direction. Instead of measuring factors that decrease the relative importance of climate change, we examine the extent to which weather signals increase its salience. Our analysis suggests a revealed preference approach to determine how weather affects the allocation of limited attention.
Our paper makes two contributions. Previous studies of climate beliefs and weather use surveys waves that are either infrequent or limited to a specific geographic location. In contrast, search intensity is reported weekly for each state -higher frequency reporting provides us much more identifying variation with which to estimate the relationship between weather and search intensity flexibly and to better control for unobserved heterogeneity that might be correlated with both weather and search activity.
Our empirical results suggest this flexibility is important in several dimensions. First, the variation in the data allows us to simultaneously estimate the effects of temperature, precipitation and snowfall. For instance, given a response to an unusually warm winter, we can estimate the relative contributions of warmer-than-average temperatures separately from the effect of a lack of snow. Second, we find evidence that the search intensity responds asymmetrically to temperature and snowfall. Third, the effects of weather on search intensity vary by season. For instance, in the winter, unusually cold and warm weather are both correlated with increased search. Finally, we find that the effect of weather varies substantially by state characteristics.
In particular, we find evidence that the response to weather is correlated with a state's economic exposure to weather dependent industries. For example, the response of states for which agriculture (or winter tourism) represents a large share of the economy is different than states with little agriculture (or less winter tourism). We provide the first evidence that states with climate-sensitive economies respond more to weather cues than states without such concerns and that the response is more strongly correlated with weather shocks that affect the local economy.
Our second contribution to is to provide an important link between weather and search behavior to observable actions related to the environment -specifically, the voting behavior of members of the U.S. Congress on environmental issues. Previous work has focused on individual attitudes as the explanatory variable of interest, but has not established a link between weather and tangible changes in behavior. Our work fills an important gap in this sense. Controlling for member fixed effects, we find that U.S. congressional members are more likely to take a proenvironment stance on issues and votes when their home state experiences unusual weather and search intensity in their home-state is high. Reassuringly, the effects are specific to environmental legislation -we do not find similar effects of weather or search intensity on non-environmental legislation. Although the effects we estimate are modest in size (as would be expected) and may not affect the ultimate outcome of the vote, our results suggest that extreme local weather is one of many factors that legislators may consider when voting on environmental issues. Furthermore, our results suggest that search intensity may provide a useful proxy for the salience of issues to voters.
Our paper proceeds as follows. Section 2 describes the data and econometric approach.
Section 3 presents the empirical results related to weather and search intensity. Section 4 explores possible heterogeneity in the results based on economic factors and political affiliation.
Finally, Section 5 examines the relationship between extreme weather, individual search behavior and voting of members of Congress on environmental issues. In the Appendix, we demonstrate the robustness of our results to a number of different specifications.
Methodology

Data
Search intensity data Our proxy for climate change salience uses the Google Insights search index. This tool is outlined in Stephens-Davidowitz (2011) . Essentially, Google Insights tracks the relative frequency with which a given search term is used. In most of our specifications, we use the index for searches of ("global warming"+"climate change") at the state-week level.
The index is constructed to allow for accurate comparisons across periods and locations; that is, a given search term is scaled by the overall level of search activity in each state. Weather data Our weather data comes from the National Climatic Data Center (NCDC).
The NCDC collects daily weather station data for over 10,000 U.S. weather stations. The typical station records minimum and maximum daily temperature, precipitation and in some cases, snowfall, snow depth and other meteorologic variables. For purposes of this paper, we limit our analysis to 6,624 stations with data on minimum and maximum temperatures from 
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We present summary statistics of the weather and search variables in Tables 1 and 2 In Table 2 , we divide our sample by season. Relative to the 10-year baseline, winter has been slightly colder than normal, while spring, summer, and fall have been slightly warmer.
The standard deviation of the temperature variable is of the same order of magnitude for all seasons, and suggests that there is considerable variation around the mean. As one would expect, snowfall and snow depth are most variable in the winter, somewhat less variable in the spring and fall, and quite tightly distributed in the summer.
Empirical Approach
In essence, we want to identify the effect of unusual short-run weather on the relevance of climate change in the eye of the general public, using the Google search intensity index outlined above as a proxy for salience. We take a largely agnostic stance on the mechanisms underlying a possible relationship. Weather could affect search intensity through channels such as personal experience, exposure to news coverage of extreme weather, or interactions with friends and family.
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We simultaneously estimate effects for the maximum temperature, precipitation, snowfall, and snow depth. Table 3 presents basic correlations among the explanatory variables. As one would expect, deviations in temperature, snowfall, and snow depth are correlated with one another. However, the frequency of our panel provides sufficient independent variation to estimate the coefficients on each precisely.
The base specification for state s, week w, month m, year y can be expressed as:
where j indexes the four weather variables, DEV j s,wmy is the deviation from the historical mean for measure j, β j is the effect of measure j on the climate change search intensity index, and α ym and γ sm are fixed effects. In our main specification, we relax the linearity of the relationship of the index on the deviation variables by allowing for asymmetric effects depending on the sign of the deviation:
where N EGDEV j = I(DEV j < 0) * |DEV j | and P OSDEV j = I(DEV j > 0) * |DEV j |. Thus, the coefficients {β nj , β pj } are the effect of the magnitude of negative / positive deviation from the 10-year weather baseline on search intensity.
We graphically illustrate the basic idea behind our empirical strategy. December, relative search activity is halved contemporaneously with during a series of weeks with unusually high snowfall. However, as snowfall becomes more scarce in late January and February, search activity increases again.
A first potential concern with our analysis that Google searchers may not be representative of the general public. Past analyses such as Choi and Varian (2009) To address these concerns, we employ a variety of fixed effects to control for such possible sources of bias. In our preferred specification, we include year-month fixed effects and statemonth of year fixed effects. The variation identifying our primary estimates controls for broad national trends during a given month, and monthly seasonality at the state level. For a given January week in Iowa, we consider the covariance in how unusual search and weather are among all January weeks in Iowa, controlling for nationwide means in that specific month. The yearmonth effects capture changes in nationwide attitudes toward climate change, average internet penetration, and changes in the makeup of internet users over time. The state-month of year effects control for seasonality in weather deviations and climate change search intensity.
Finally, one might be concerned that search activity by climate skeptics could contaminate the interpretation of our coefficients. In Figure 4 , we compare the national time-series of our primary search with one that nets out several potential skeptical searches. As is clear from the figure, these searches comprise a very small fraction of the total searches. The window indicated in the figure does display some skeptical search activity: it corresponds to the "Climategate" incident. Our results are robust to omitting this period.
Weather and Search Intensity Results
The results from the base specification are presented in Table 4 . The first column is a simple specification in which climate-related search intensity is modeled as a linear function of deviations from historical weather patterns. Perhaps surprisingly, in the aggregate, higher temperatures (relative to the baseline) are associated with lower search intensity. The coefficient on snowfall is as expected, in that unusually low snowfall is related to more climate change searches.
We relax the initial specification in two ways. First, we allow the coefficients to vary by season of the year in columns (2) -(5) of Table 4 . This allows the effects of unusual weather on search intensity to have the different magnitude or sign across seasons. For example, unusually warm weather in the winter might be far more noticeable in the winter than in the spring.
We find the effects vary considerably by season. While lower temperatures are still negatively related to search in the winter, the opposite is true in the summer. The effect of unusually low snow depth is now statistically significant in the winter and fall, but not in the spring (or summer).
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Second, we allow the effect of weather to vary asymmetrically with respect to positive and negative deviations from the 10-year baseline. Although results from Table 4 provide evidence that short-run weather shocks are correlated with search intensity, if search intensity responds differently positive and negative deviations from the baseline, our specifications in Table 4 may mask the true effect. The bias would be particularly pronounced if search intensity is a function of the absolute deviation of weather from the long run average. To this end, Table 5 presents results that allow positive and negative weather deviations to have asymmetric linear effects on search intensity. To be clear, our specification regresses search intensity on the absolute value of positive and negative deviations. If the coefficients for the positive and the negative deviation in snowfall are both positive, then the relationship between snowfall and search intensity is "V"-shaped.
For ease of comparison, column (1) is identical to column (1) in Table 4 . Column (2) presents the asymmetric estimates when data from all seasons are pooled. Both positive and negative deviations from the long-run average are positively associated with search intensity. The negative coefficient from column (1) is driven by the fact that the search-inducing effect of a negative deviation dominates the effect of a positive deviation. Search intensity seems to respond weakly to unusually dry weather. The coefficients on snowfall and snow depth especially illustrate the importance of allowing for asymmetric effects. We find little affect of abundant snowfall and snow depth on climate searches. This is not a surprising result: it is unclear why normal weather should result in more search activity than unusually snowy weather. This flexibility also isolates the effect of a lack of snow. The coefficients on negative deviations in snowfall and snow depth are roughly four times larger than their counterparts in column (1), and the coefficient on snow depth is now statistically significant.
We again run separate regressions for each season; the estimates are presented in columns (3)-(6). We interpret the magnitude of the coefficients in the following manner. The search index is simply the number of searches involving climate change or global warming as a share of total search activity, scaled by some unknown coefficient. We assume that climate-related searches are a small proportion of total search activity. Thus, a 10% increase in the search index corresponds to a 10% increase in climate-related searches. We will consider the effect of weather shocks on the mean week in percentage terms. For instance, in the winter, the mean search index if 0.4302. An increase of 0.043 in the winter would correspond to a 10% increase in climate-related search over the mean week.
As before, we find substantial variation in the effect of abnormal weather across seasons. In the winter, search intensity responds positively to both unusually cold and warm weather. In particular, a winter week that is 4
• C colder than normal (1 standard deviation of our temperature variable) would result in an increase in the search index of 0.066, or a 15.3% increase in cliamte-related search activity relative to the mean week. Similarly, a week that is 4
• C warmer than normal would result in an increase in the search index of 0.022, or about 5.1%. Much of the effect of warm winter weather operates through a lack of snowfall. Indeed, a winter week that has less snowfall than average by only 1cm (roughly 1 standard deviation) is also associated with an increase of roughly 0.026 (6.0%) in the search index; a week in which the average snow depth is lower than usual by 1 standard deviation (roughly 7cm each day) is associated with an increase of 0.056 (13.0%) in the search intensity. These magnitudes suggest that weather shocks are actually responsible for fairly large movements in climate-related search activity relative to the mean week.
Search also responds somewhat to both unusually wet and dry weather. Altogether, a week with unusually warm weather and little snow would result in a modest, but significant short-run change in search intensity. In a later section, we consider the persistence of these effects in the medium-run. In many cases, it turns out that the medium-run effect is larger than the short-run effect.
Responses during other seasons demonstrate different patterns. In the spring, weather does not actually seem to have much of an impact: none of the coefficients are statistically significant.
This confirms a main result of Deryugina (forthcoming), who finds that beliefs elicited in a March survey are not affected by very short-run weather deviations. In the summer, search responds strongly to extremely hot temperatures, but not too cool temperatures. Positive deviations in snowfall (albeit rare) are associated with more search, while negative deviations in precipitation are associated with less search. Finally, in the fall search increases with unusually low snowfall and snow depth. This is consistent with search responding to steadily warm fall weather that delays the first snowfall or a heat wave that results in unexpectedly extreme temperatures.
Persistence
The results from the main specification provide evidence that people respond contemporaneously to the current weather. However, we might suspect that these effects are persistent; that is, along with today's weather, a prolonged heat wave or lack of snowfall could also affect today's search intensity. Indeed, Deryugina (forthcoming) finds longer periods of unusual weather to have a bigger impact than short-run deviations. We examine the medium-run effects of weather on search intensity across seasons. We augment our main specification with four weeks of lags on the weather variables. Because snow depth has an inherently dynamic component that is a function of recent snowfall and temperatures, we omit it from the dynamic specification. The results are presented in Table 6 . The p-values at the bottom of each column are from F-tests that the sum of the contemporaneous effect and all included lags is equal to zero.
Like contemporaneous variables, we find that the effect of weather on search intensity varies in its persistence across measures and seasons. In the winter, the effect of a negative deviation in snowfall is somewhat persistent, with individually significant coefficients for the last 2 weeks of snowfall. This is also true of negative deviations in maximum temperature. The effect of positive deviations in maximum temperature do not exhibit a consistence sign. Although warm weather today increases search intensity, warm weather in the two weeks prior has a negative effect. However, warm weather three and four weeks ago more than offset this. The overall effect of a warm week is that it will increase search activity over the subsequent month.
In the spring, find little evidence of medium-run persistence. In the summer, a warm week has a large and statistically significant and positive effect on search activity contemporaneously and for the following two weeks. This is true in the fall, except that the main effects are felt a couple of weeks in the future. Unusually low snowfall in the fall has a persistent effect akin to that observed in the winter.
The dynamic decompositions provide additional insight into the main effects. It appears that the lagged effects partially reflect the fluid nature of the seasons. For instance, although unusually warm weather in the fall is not significant contemporaneously, lagged warm weather is. This suggests that a heat wave at the end of the summer could have an effect on search intensity that spills over into the fall. Such dynamics demonstrate the importance of analyzing response to weather throughout the entire year.
National and local weather
Our main specifications include year-month and state-month of year fixed effects. The impact of weather on search has been identified off of within-state variation, controlling for state-specific seasonality and nationwide variation for the month. This is our preferred specification because it allows us to effectively compare observations with similar local conditions, while controlling for broad trends in weather and search intensity. However, we present the results using other sets of fixed effects in Table 7 .
Although the coefficients do change in magnitude across the specifications, they are remarkably robust. By comparing magnitudes, we can explore the relative importance of local and national variation in weather. Internet searches related to climate change may be driven by a combination of local and national weather. In addition, weather is likely to be correlated in the cross-section. If there is a heatwave in Iowa, it is likely that Ohio will be experiencing unusually hot weather as well. In this case, part of the search response in Iowa will be due to personal experience with the unusual weather and local media coverage. However, some of the response will also be due to interactions with family and friends in Ohio and regional or national news coverage of the broader heatwave. Our preferred specification includes year-month fixed effects and does not exploit national variation in weather. By comparing estimates with different sets of fixed effects, we can gauge the relative importance of local versus national trends.
In Column 4, we reproduce our preferred specification, with year-month fixed effects. These control for short-run nationwide events, such as a major heatwave or drought. Relative to the specification in column 3 which only include year fixed effects, the coefficients on the temperature deviation variables fall in magnitude by roughly 20%. This suggests that a part of our estimated weather-search effect may be driven by spillovers from national events and trends.
As we move through the columns, we add various richer combinations of fixed effects. We present our most flexible specification in Column 7. Here we allow for unobservables at the year-week and state-week of year level. Even after netting out all national variation in search intensity and weather, we get very similar results to our preferred specification.
In Figure 5 , we plot the year-week fixed effects from Column 7 Looking at Panel B, it is clear that Hurricane Katrina happened in a week that was unusually warm across the county, while Climategate (coincidentally) was followed by an unusually cold week. Controlling for such correlations, ensures that we do not pick up search activity driven by contemporaneous nationwide news coverage and weather events.
Finally, our main specification uses state-level variation in weather and search intensity.
Because the weather stations are not weighted by nearby population or search activity, we may measure weather with measurement error. In the case of small states such as Rhode Island, a state-level analysis might be a reasonable aggregation; however, a state like California is climatically, politically, and economically diverse. Luckily, the Google Insights tool also reports search intensity at the city level for major U.S. metropolitan areas. As a check, we also perform our analysis on the 25 largest U.S. cities as grouped by Google Insights. Table 8 presents estimates from regressions that include year-month and city-month of year fixed effects; that is, they are analogous to our preferred state-level estimates from Table 5 . The results reveal that the city-level relationships are quite similar to those found at the state level. That is, even when we restrict our data to a set of metropolitan areas, the relationship between weather and search intensity holds.
Heterogeneous Response to Weather
Finally, we separate states by their economic reliance on two weatehr-sensitive industries: farming and winter tourism. 7 We posit that internet search related to climate change may be more driven by weather that affects the local economy. As noted in a recent Denver Post column, "...it has become somewhat predictable that with the first sign of a lack of natural snow, climate change articles and stories start to appear. In many ways, it's to be expected. It's hard to understand how the weather changes the way it does and why things can look so different from year to year." 8 We also identify states with strong preferences for the environment using the average League of Conservation Voters score of the state's congressional delegation as a proxy.
States falling into each of these categories are likely to systematically differ across other characteristics as well; these results should be interpreted as descriptive. However, there is substantial, but not complete, overlap across these three different dimensions. This overlap gives us some 7 We identify farming-states as states with more than 1% of gross state product (GSP) that comes from farming (i.e., NAICS industry 104) based on data from the Bureau of Economics Analysis. Ski-states in the top quartile of the number of ski areas operating in 2010-2011, as reported by the National Ski Areas Association.
8 Source:"Skiing won't be greatest loss after climate change", Rob Katz, Dec. 12, 2012. confidence that these categorizations are not completely driven by unobserved characteristics.
We examine the economic makeup of states to probe potential interactions between weather and the political economy of the climate debate. During past legislative efforts to reduce carbon emissions such as the Waxman-Markey bill, a major opponent of the legislation was the set of coal-producing states. These states were concerned that pricing carbon would have a deleterious effect on their states' economies. We hypothesize that there may be an opposing effect in states whose industries may be adversely affected by a lack of climate policy. Differential responses to weather in terms of search intensity would be suggest potential for such an effect.
In Table 9 , we allow for heterogeneous responses based on whether farming accounts for more than 1% of GSP on average in our sample years. One striking difference is that farming states respond more strongly to negative temperature deviations in winter and spring months. 9 In contrast, search intensity in non-farm states is negatively correlated with negative temperature deviations in the spring. This is consistent with a story in which states depending on agriculture are particularly sensitive to late frost. The effect of hot summer temperatures on search appears to be driven by non-farm states. With respect to precipitation, positive deviations in winter, spring, and autumn snowfall reduce search intensity in farm states, but not in non-farm states.
These differences are statistically significant, and could be driven by the effect of snowpack on water availability. Interestingly, there is little difference in response to rainfall.
We also examine ski states, which we define as those in the top quartile in terms of number of ski areas. Indeed, the significantly different coefficients are snow-related. The significant coefficient on snow depth in the full sample is entirely driven by ski states. Ski states respond to negative deviations in snow depth in fall and winter (i.e., ski season) with increases in search intensity. In contrast, the response of non-ski states is not significantly different from zero. The response to unusually low snowfall, which is less relevant to ski slopes conditional on snow depth, (1996) , Kalt and Zupan (1984) ) to identify members of Congress who tend to take pro-or anti-environmental stances.
We use a linear probability model and regress pro-environment voting as a function of weather in a member's home state. Based on the results in the previous section, we focus on positive and negative deviations of maximum temperature and snowfall. 11 All specifications include congressional member fixed effects. Consequently, identification comes from within-member variation -we test whether member i's vote on environmental vote v is correlated with anomalous weather conditions in their home state s at a similar point in time t.
where j denotes each weather variable and N EGDEV j s,t and P OSDEV j s,t represent positive and negative deviations from the 10-year baseline.
As a second approach, we use search intensity as a summary statistic for the weather variables. Since the weather variables are correlated, using search intensity rather than the set of weather variables gives us substantially more power with which to estimate the effects of interest. The primary concern with search intensity entering directly into (3) in place of the weather variables is reverse causality. If internet searches related to climate change are partially driven by actions taken by Congress or by the voting of particular members, a positive correlation between search intensity and Congressional voting may simply reflect constituents interest in the position taken by their representative. To address this concern, we project search intensity in a state onto four lags of the local climate deviations for temperature, precipitation, snowfall and snow depth. Consequently, the "second-stage" only relies on variation in search intensity correlated with lagged weather variables. One concern with these results is that the timing of votes may be endogenous. All of our previous results condition on an environmental vote being held -for endogeneity to spuriously drive our results, Congress would have to schedule favored environmental votes in weeks following extreme weather and unfavored environmental votes in other weeks. Because we only include year-month and member fixed effects, our identification strategy would be vulnerable to such a phenomenon. Although we cannot observe whether a particular environmental vote is preferred for other reasons, we can examine whether the timing of environmental votes seems to follow extreme weather overall. We regress contemporaneous and one-week lagged weather deviations on an indicator for whether an LCV vote occurred, controlling for year-month and state fixed effects. The idea is to compare weeks within a calendar month, and see if LCV votes happen following weeks with more extreme weather. We do not find evidence that this is the case. Given this finding, reverse causality would only be problematic if those environmental votes that are inherently more favored overall also tend to be scheduled after especially extreme weeks of weather.
A second concern are other factors that might drive a spurious relationship between the timing of votes and unusual weather. For example, if public sentiment in a state (or nationally)
is shifting from one party to another at the same time as unusual weather, the results in Table   12 above may simply reflect a spurious correlation between the two. Although the specifications with month-year fixed effects subsume the effect of national weather as well as trends in national political preferences, it is still possible that local weather is spuriously correlated with changing political preferences at the state-level and hence, within-member voting on environmental legislation.
As a test for this type of spurious correlation, we examine voting data from the American Conservative Union (ACU). Similar to the LCV, the ACU tracks "a wide range of issues before If general political preferences are shifting at the same time as unusual weather, we should expect that the weather-correlated variation in search intensity would be correlated with voting on non-environmental votes tracked by the ACU. We replicate the specifications in columns (4) through (6) of Table 12 using Congressional member voting on non-environmental issues tracked by the ACU. Table 13 presents the results -columns (1) through (3) use all of the non-environmental votes tracked by the ACU; columns (4) through (6) use only the nonenvironmental votes tracked by the ACU that occur in the same week as the environmental votes tracked by the LCV. We do not find the weather-correlated component of search intensity 12 http://conservative.org/legislative-ratings/ to be closely correlated with taking liberal or conservative positions on votes unrelated to the environment, even when restricting the set of votes to those occurring in the same week as the LCV votes. This suggests that our results are not being driven by changes in general voter preferences that are spuriously correlated with unusual weather.
Finally, in Table 14 we test whether the strength of the correlation between search intensity and voting behavior differs by the characteristics of the Congressional member. We interact the weather-correlated component of search intensity with whether the member of Congress is a Democrat, a member of the Senate, and with the member's LCV score over the [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] period. In four of the six specifications, we find that the correlation between anomalous weather in a member's home state and voting on environmental legislation is stronger in the House than the Senate. This possibly reflects the benefit of the six-year terms in the Senate, which may make Senators less responsive to short-lived changes in constituent interests. We find that the magnitude of the effect also differs by political affiliation. The correlation between voting and home-state search intensity is significantly stronger for Democrats. In columns (4) through (6), we estimate interaction terms separately by ten-percentage point bins of LCV ratings.
With the inclusion of member-fixed effects, the coefficients on the interaction terms reflect the correlation between voting and home-state search intensity, conditional on a member's average level of support for environmental legislation. Thus, positive values indicate that a member is more likely to take a pro-environment stance when home-state search intensity is high and less likely to take a pro-environment stance when home-state search intensity is low. We find no strong evidence of correlation between voting and home-state search intensity for members with LCV ratings below 50 percent, but find a positive and significant relationship for members that take a pro-environment stance more than half the time. Unsurprisingly, the correlation diminishes for members with very high LCV ratings -these members almost always vote in favor of environment legislation.
It is important to qualify the results above in two respects. First, the correlation between voting and search intensity reflects the voting of individuals members, conditional on the actual legislation brought to a vote. While we find that members of Congress (and in particular, Democrats) are more likely to vote in favor of environmental regulation when home-state relative search intensity for global warming or climate change tends to be high, we cannot assess whether this implies discrete changes in the passage of legislation or the changes in the content of legislation brought to a vote. Most of the votes tracked by the LCV were passed or defeated with substantial support; in these cases, the vote of a single member is unlikely to be marginal ex-ante and members of Congress may have more latitude to take a position contrary to the position of their party. Only 15 percent of the votes tracked by LCV were passed (or defeated)
by less than a five percentage point margin. Members (and caucuses) may behave differently for votes close to passage or defeat. We nonetheless feel that the observed relationship to marginal voting behavior is meaningful. The relationship illustrates that abnormal weather or high search intensity are related to important, observable behavior on environmental issues. Although the political economy of the legislative process makes it unlikely that the marginal effect of an individual Congressional member would translate into discrete changes in policy, our results suggest that search activity may be a useful proxy for constituent concern and the salience of particular policy issues.
Second, while we identify an effect of abnormal weather on pro-environment voting, it is beyond the scope of our existing data to map a clear causal chain from weather and search activity to legislative action. As the previous literature ( Kahn (2002) , Levitt (1996) , Kalt and Zupan (1984) ) notes, many factors drive the voting of legislators, from ideological preferences and interactions with concerned constituents to longer-run concerns about re-election and the ability to generate campaign contributions. That said, the short run nature of our identifying variation does suggest that the effect is not entirely driven by consistent ideological preferences or a desire to demonstrate a consistent pro-environment stance to voters.
Conclusion
Anthropogenic climate change remains a societal threat and major policy challenge. Public This paper tests the extent to which the salience of climate change is affected by such shortrun weather deviations. We use Google Insights search data to proxy for salience, which allows us to perform our analysis at the state-week level. We find that search intensity does indeed respond to weather deviations. Further, the high temporal resolution of our data allows us to provide a number of novel insights. First, the effect of weather on search intensity varies substantially across the seasons. 
Notes: *** p<0.01, ** p<0.05, * p<0.1. Standard errors are clustered at the state level. Appendix: Robustness to missing data
As noted earlier in the paper, the algorithm that Google Insights uses to distribute data publicly induces a censoring problem. There is no suitable instrument that varies at the week-state level that we could use for an exclusion restriction in a selection model. Hence, we carefully analyze the patterns of missing observations and rerun our main specification on several subsamples.
First, Figure A1 shows year-by-year maps depicting the number of weeks of missing data in each of the lower 48 states. After the first couple of lower search volume years, the missing observations are largely confined to the northern Rocky Mountain states (which are sparsely populated). The most severe case is Wyoming, which never appears in our sample.
In Table A1 , we restrict our sample to state-years in which there are no missing observations.
That is, this sample consists only of the state-years on the maps that appear in the lightest shade of red. For conveniences, the corresponding columns from Table 5 are interspersed: these are the columns in which "Full sample" is labeled "Y". The results are broadly similar; the main exception is that the effect of an unusually warm winter week is no longer significant. However, the effect of unusually little snow remains.
In Table A2, 
(8) 
(8) Appendix: Significance of differences in effects -Farm, Ski and Green States 
