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Resumen
El presente trabajo trata del estudio de la estabilidad casi segura de los sistemas lineales de salto Markoviano en
tiempo discreto (MJLS1). Primero, se introduce la estabilidad de los sistemas lineales en tiempo discreto (MJLS
con un solo modo) mediante el exponente de Lyapunov. Luego se aborda la extensio´n de dicha teorı´a al caso
general: se hace uso de una variante del teorema ergo´dico de Birkhoff para revisar la igualdad (4.6) para el
exponente de Lyapunov descrita en [6], a partir de esto se obtiene la caracterizacio´n de la estabilidad casi segura
de los MJLS.
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Abstract
The present work deals with the study of the almost sure stability of discrete-time Markov jump linear systems
(MJLS). First, the stability of linear systems in discrete time (MJLS with a single mode) is introduced by the
Lyapunov exponent. Then the extension of this theory to the general case is approached: a variant of Birkhoff’s
ergodic theorem is used to revise the equality (4.6) for the Lyapunov exponent described in [6], from this we obtain
the characterization of the almost sure stability of the MJLS.
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1. Introduccio´n. Consideremos el sistema de ecuaciones en diferencias
(1.1) x(k + 1) = Ax(k), k ≥ 0,
donde x(k) ∈ Rd y A es una matriz cuadrada de orden d. Recordemos que el sistema (1.1) es asinto´ticamente
estable si para cualquier estado inicial x(0) ∈ Rd, l´ımk→∞ x(k) = 0. La estabilidad de este sistema se puede
caracterizar mediante el radio espectral de la matriz del sistema, ρ(A):
(1.1) es asinto´ticamente estable si y solo si ρ(A) < 1.
Este resultado puede hallarse en el Resultado 1.3.9 de [9].
A partir de la fo´rmula del radio espectral, ρ(A) = l´ımk→∞ ‖Ak‖1/k, y de la continuidad y monotonı´a de la











= ln ρ(A) < 0⇔ ρ(A) < 1.
Por lo tanto, se puede reescribir la caracterizacio´n anterior:




ln ‖Ak‖ < 0,
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ln ‖Ak‖ es conocido como exponente de Lyapunov para el sistema (1.1).
Nuestro objetivo consiste en estudiar un problema ma´s general conocido como sistema lineal de salto Marko-
viano en tiempo discreto el cual se describe mediante la dina´mica
(1.2) x(k + 1) = Aθ(k)x(k), k ≥ 0,
donde x(k) es un vector en Rd, {θ(k)}k≥0 es una cadena de Markov con espacio de estados
S = {1, 2, . . . , N}, N, definida sobre un espacio de probabilidad (Ω,F ,P). Para el sistema (1.2) y cada ins-
tante k ≥ 0: el vector x(k) se denomina variable de estado del sistema, la matriz cuadrada Aθ(k) indica el modo
de operacio´n del sistema. Note que hay una cantidad finita o enumerable de modos de operacio´n; y que a partir
del instante k = 1, en adelante, x(k) es de naturaleza estoca´stica pues los modos de operacio´n se esta´n interca-
lando aleatoriamente, de acuerdo a la dina´mica de transicio´n de la cadena de Markov. Es por ello que este modelo
matema´tico es u´til para estudiar procesos que esta´n sujetos a cambios estoca´sticos en su dina´mica (modo de opera-
cio´n) pues cuando estas variaciones en el tiempo van afectando significativamente el comportamiento del sistema,
bajo las hipo´tesis adecuadas, podemos cuantificar las probabilidades de los distintos escenarios posibles. Ejemplos
de procesos de este tipo ocurren en sistemas econo´micos, sistemas de control de aeronaves, control de receptores
centrales te´rmicos solares, sistemas manipuladores robo´ticos, grandes estructuras flexibles para estaciones espacia-
les, etc., donde los cambios abruptos pueden deberse a perturbaciones ambientales abruptas, fallos o reparaciones
de componentes, cambios en las interconexiones de los subsistemas, cambios abruptos en el punto de funciona-
miento de una instalacio´n no lineal, etc. Un ejemplo que se puede revisar en la literatura es el problema de control
de receptores centrales te´rmicos solares descrito en [10]. Nuestro propo´sito se centra en estudiar la estabilidad de
los sistemas del tipo (1.2), como estos sistemas son de naturaleza estoca´stica hablar de estabilidad significa que
casi todos los escenarios posibles, que son sistemas del tipo (1.1), son (asinto´ticamente) estables. Este concepto
de estabilidad es conocido como estabilidad casi segura, y es la ma´s de´bil de las estabilidades usuales definidas
para los sistemas (1.2). En la siguiente seccio´n veremos que bajo ciertas hipo´tesis para los para´metros del sistema
(1.2) se obtiene una caracterizacio´n parcial de su estabilidad casi segura, como analogı´a de la caracterizacio´n ya
conocida para el sistema (1.1).
2. La estabilidad casi segura de los sistemas lineales de salto Markoviano en tiempo discreto. Conside-
remos el sistema
(2.1) x(k + 1) = Aθ(k)x(k), k ≥ 0
y la funcio´n ln : [0,+∞]→ [−∞,+∞] extendida de modo que se preserve como biyeccio´n creciente,
ln(x) =
 −∞ x = 0ln(x) x ∈ ]0,+∞[
+∞ x = +∞
Asumimos las siguientes hipo´tesis:
G := sup
i∈S
‖Ai‖ < +∞,(2.2) ∑
i∈S
| ln ‖Ai‖|pii < +∞,(2.3)
y la cadena de Markov {θ(k)}k≥0 irreducible, ergo´dica, con matriz de transicio´n P y u´nica distribucio´n invariante
pi. Entonces, si θ(0) ∼ pi la cadena {θ(k)}k≥0 es estacionaria y de (2.3) se tiene que la cadena definida por
f(θ(k)) = ln ‖Aθ(k)‖
verifica las hipo´tesis del teorema ergo´dico de Birkhoff para cadenas de Markov (ver Ejemplo 7.2.2 de [4]).
Definicio´n 1. Decimos que el sistema (2.1) es casi seguramente estable (CSE) si para todas las condiciones








Nuestra definicio´n de estabilidad casi segura nos dice que hay convergencia al origen independientemente de
las condiciones iniciales. Cuando la cadena de Markov {θ(k)}k≥0 es irreducible el Lema 2.3 de [6] muestra que
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para cualquier vector de estado inicial x0 ∈ Rd. Esto motiva la siguiente definicio´n.





Epi{ln ‖Aθ(k−1) . . . Aθ(0)‖}.
Este es el ma´s grande exponente de Lyapunov que se puede definir para el sistema (2.1) y por el comentario
previo cuando la cadena es irreducible permitira´ caracterizar la estabilidad casi segura. La prueba del siguiente
lema que garantiza la buena definicio´n del exponente de Lyapunov consiste en usar la propiedad subaditiva de la
sucesio´n
ak = Epi{ln ‖Aθ(k−1) . . . Aθ(0)‖},
y seguir sin cambio alguno los mismos pasos del Lema 4.5 de [6].





Epi{ln ‖Aθ(k−1) . . . Aθ(0)‖}.
El siguiente lema nos da una forma pra´ctica del exponente de Lyapunov para facilitar su aplicacio´n (Esta es la
igualdad 4.6 de [6]).
Lema 2. El exponente de Lyapunov αpi se puede expresar




ln ‖Aθ(k−1) . . . Aθ(0)‖ Ppi − c.s.
Demostracio´n: La prueba sigue los mismos lineamientos dados en el Lema 4.5 de [6]. Para cada l ≥ 1
definimos la cadena
θl(k) = (θ((k + 1)l − 1), . . . , θ(kl)), k ≥ 0;
la cual es Markoviana (con matriz de transicio´n P˜ l asociada a P ), de tiempo homoge´neo, irreducible, con distri-
bucio´n inicial igual a su u´nica distribucio´n invariante pil (asociada a P y pi), y por lo tanto es estacionaria y todos
sus estados son recurrentes positivos.
Adema´s, definimos el evento
A := {ω ∈ Ω: ∃k ≥ 1/ Aθ(k−1,ω) . . . Aθ(0,ω) = 0}.
i) Si Ppi(A) > 0. De la prueba de la buena definicio´n del exponente de Lyapunov (lema 1) para este caso se
tiene αpi = −∞. Por otro lado, para algu´n l0 ≥ 1 se cumple
Ppi
(
ω ∈ Ω: Aθ(l0−1,ω) . . . Aθ(0,ω) = 0
)
> 0,
ası´ existe un estado j0 = (jl0−1, . . . , j0) de la cadena θ
l0 tal que Ajl0−1 . . . Aj0 = 0. Como j
0 es recurrente
positivo se obtiene que con Ppi-casi seguramente,
Aθ(k−1) . . . Aθ(0) = 0





ln ‖Aθ(k−1) . . . Aθ(0)‖ = −∞.
ii) Si Ppi(A) = 0. Entonces con Ppi-casi seguramente se tiene queAθ(k−1) . . . Aθ(0) 6= 0 para cualquier k ≥ 1,
y por lo tanto
ln ‖Aθ(k−1) . . . Aθ(0)‖ >∞.
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Sea l ≥ 1, k = pl + q con 0 ≤ q < l, luego
1
k
ln ‖Aθ(k−1) . . . Aθ(0)‖ = 1
k
ln ‖Aθ(k−1) . . . Aθ(pl)‖+ 1
k































ln ‖Aθ((n+1)l−1) . . . Aθ(nl)‖
)
(5)
La cadena de Markov θl(n) = (θ((n+ 1)l− 1), . . . , θ(nl)), n ≥ 0, es estacionaria y verifica las hipo´tesis del





ln ‖Aθ((n+1)l−1) . . . Aθ(nl)‖ → Epil{ln ‖Aθ(m−1) . . . Aθ(0)‖}
en L1 y Ppil -casi seguramente; ma´s au´n, la esperanza y convergencia casi seguramente son las mismas para la






ln ‖Aθ(k−1) . . . Aθ(0)‖ ≤ 0 + 1
l
Epi{ln ‖Aθ(l−1) . . . Aθ(0)‖}.









Epi{ln ‖Aθ(l−1) . . . Aθ(0)‖} = αpi.(2.6)






ln ‖Aθ(n)‖ − 1
k
ln ‖Aθ(k−1) . . . Aθ(0)‖.





ln ‖Aθ(n)‖ → Epi{ln ‖Aθ(0)‖}








ln ‖Aθ(k−1) . . . Aθ(0)‖;(2.7)
y, como Epiγk = Epi{ln ‖Aθ(0)‖} − 1kEpi{ln ‖Aθ(k−1) . . . Aθ(0)‖}, tambie´n se tiene que
l´ım inf
k
Epiγk = Epi{ln ‖Aθ(0)‖} − αpi.(2.8)
De este u´ltimo par de lı´mites, (2.7) y (2.8), y aplicando el lema de Fatou a la sucesio´n γk se sigue




















ln ‖Aθ(k−1) . . . Aθ(0)‖
}
.(2.9)
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Por lo tanto, de (2.6) y (2.9), se cumple que Ppi-casi seguramente




ln ‖Aθ(k−1) . . . Aθ(0)‖.
A continuacio´n se establece una caracterizacio´n parcial de la estabilidad casi segura del sistema (2.1).
Teorema 1. El exponente de Lyapunov caracteriza la estabilidad del sistema (2.1):
i) Si αpi < 0 entonces (2.1) es casi seguramente estable.
ii) Si αpi > 0 entonces (2.1) no es casi seguramente estable.





ln ‖Aθ(k−1) . . . Aθ(0)‖ = αpi < 0 Ppi − c.s.







ln ‖Aθ(k−1) . . . Aθ(0)‖
}
< c Ppi − c.s.,
de donde Ppi-casi seguramente
‖Aθ(k−1) . . . Aθ(0)‖ ≤ ekc ∀ k ≥ k0,
entonces, para cualquier x(0) ∈ Rd se tiene que Ppi-casi seguramente
l´ım sup
k≥k0
‖x(k)‖ = l´ım sup
k≥k0
‖Aθ(k−1) . . . Aθ(0)x(0)‖ ≤ l´ım sup
k≥k0
ekc‖x(0)‖ = 0.
Por lo tanto, se verfica (2.4) y el sistema (2.1) es casi seguramente estable.
ii) Probaremos el contrarecı´proco. Por hipo´tesis, en particular para el sistema (2.1) se verifica (2.4), lo cual





‖Aθ(k−1) . . . Aθ(0)‖ = 0
)
= 1.
Para esta u´ltima afirmacio´n basta poner x(0) = ei ∈ Rd con i = 1, . . . , d, y darse cuenta que esto implica que,
Ppi-casi seguramente, cada vector columna de Aθ(k−1) . . . Aθ(0) converge a cero, cuando k →∞.
Ası´, Ppi-casi seguramente,
‖Aθ(k−1) . . . Aθ(0)‖ < 1, ∀k ≥ k0,





ln ‖Aθ(k−1) . . . Aθ(0)‖ ≤ ln 1 = 0.
Por lo tanto αpi ≤ 0.
Ejemplo 1. Sea {θ(k)}k≥0 una cadena de Markov que toma solo dos estados, irreducible, recurrente y con



















Notemos que A1A2 = A2A1 = 0. Como en la prueba del lema 2 definimos la siguiente cadena de Markov
θ˜(k) = (θ(2k + 1), θ(2k)), k ≥ 0, con espacio de estados
{1˜ = (1, 1), 2˜ = (1, 2), 3˜ = (2, 1), 4˜ = (2, 2)},
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y matriz de transicio´n
P˜ =

0,25 0,25 0,25 0,25
0,25 0,25 0,25 0,25
0,25 0,25 0,25 0,25
0,25 0,25 0,25 0,25
 .
Por lo tanto, la cadena es irreducible, recurrente positiva, y tiene distribucio´n invariante
p˜i = (0,25, 0,25, 0,25, 0,25).
Ası´, como el estado 2˜ = (1, 2) es recurrente positivo, Pp˜i-casi seguramente este estado aparece en una secuen-
cia (θ(k − 1), . . . , θ(0)) para k suficientemente grande. Luego, Pp˜i-casi seguramente
ln ‖Aθ(k−1) . . . Aθ(0)‖ = −∞ para k suficientemente grande. Ası´ se consigue αpi = −∞ < 0 y el sistema es
Ppi-casi seguramente. Observe que cada modo de operacio´n es inestable pues ρ(A1) = ρ(A2) = 2 ≥ 1, es decir,
la estabilidad del sistema de salto Markoviano no implica la estabilidad de los sistemas invariantes asociados a
un solo modo de operacio´n. Para una mayor discusio´n de esta anomalı´a ver el Ejemplo 2.9.4 de [5] donde se hace
un estudio de sistemas con modos de operacio´n ma´s gene´ricos aunque sin dependencia para las transiciones entre
estos.
Ahora, se tiene un tipo de estabilidad casi segura ma´s fuerte que nos dice que la convergencia al origen es de
orden exponencial. Aquı´ se muestra su relacio´n con la estabilidad casi segura.
Definicio´n 3. Decimos que el sistema (2.1) es casi segura exponencialmente estable (CSEE) si para todas las







ln ‖x(k)‖ ≤ −γ
)
= 1.
Esta´ definicio´n aparece en el artı´culo [2]. No difı´cil mostrar que si el sistema (2.1) es CSEE entonces tambie´n
es CSE, sin embargo, el recı´proco no es cierto en general como lo muestra el siguiente ejemplo.
Ejemplo 2. Cuando la cadena de Markov {θ(k) : k ≥ 0} toma valores en un espacio de estados numerable,
los conceptos de CSEE y CSE no son equivalentes. De hecho, considere el sistema (2.1) con d = 1,
Pi,i+1 = 1 y Ai =
i
i+ 1




|x0| → 0 c.s.,
cuando k →∞, para cualesquiera condiciones iniciales θ0 ∼ µ, µ distribucio´n enN, x0 ∈ Rd, es decir, el sistema
es CSE. Sin embargo, cuando x0 = 1 y θ0 = 1 se tiene que
1
k










es decir, el sistema no es CSEE.
Es importante hacer notar que dado del comportamiento de un sistema (1.1), uno esperarı´a que se pueda
obtener una caracterizacio´n de la estabilidad casi segura de un sistema (2.1) por medio del exponente de Lyapunov,
lo cual nos lo dice parcialmente el Teorema 1. Siendo ma´s acertados en nuestra intuicio´n uno debe esperar que el
exponente de Lyapunov caracterize la estabilidad exponencial casi segura, lo cual esta´ guardado en la discusio´n
hecha en [7]. La prueba de esta caracterizacio´n explota la idea de construir una cadena de Markov como se hizo en
el Lema 2, esto puede hallarse en [2] donde adema´s disen˜an un algoritmo para testear la estabilidad exponencial
casi segura.
3. Conclusiones. De nuestro trabajo se concluye que el exponente de Lyapunov permite caracterizar la es-
tabilidad casi segura (CSE) para los sistemas lineales de salto Markoviano solo determinando el signo que este
toma. Sin embargo, se tiene que la caracterizacio´n es completa cuando se considera la estabilidad exponencial casi
segura (CSEE).
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