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Introduction
In this paper we use two complementary Italian data sources (the 1995 Istat Survey on Family Budgets -SFB -and the 1995 Bank of Italy Survey on Household Income and Wealth-SHIW) to generate household-speci…c expenditure (non-durable and total) and savings measures in the Bank of Italy SHIW sample that contains relatively high-quality income data, but relatively low-quality, recall-based expenditure data.
We show that food expenditure data are of comparable quality and informational content across the two surveys, once heaping, rounding and time averaging are properly accounted for. For other expenditure de…nitions (non-durable and total) there are major di¤erences across the two surveys. We make the identifying assumption that the diary-based expenditure data provided in the Istat survey is at worst a¤ected by classical (zero-mean) measurement error.
As emphasized in the econometric literature (Arellano and Meghir, 1992) , matching data sets is problem-speci…c. In our case, the problem is to use detailed expenditure information from a household survey to impute it into another survey that has better income and wealth data. Our aim is to construct economically meaningful de…nitions of savings at the household level -these will be used to generate mean and median age pro…les controlling for key demographic variables. Given the availability of reliable expenditure information in one of the two surveys, however, we can depart from the standard complementary data sets practice of reduced form estimation and rely on structural estimation of an inverse Engel curve on Istat SFB data to impute non-durable and total expenditure to Bank of Italy SHIW observations. The paper is organized as follows. Section 2 provides a description of the key features of the two surveys and highlights the need for a reliable non-durable expenditure measure in SHIW. Section 3 introduces our Engel-curve-based data matching approach and discusses some statistical methods that we use: Rosenbaum and Rubin's propensity score adjustment as well as Heijtan and Rubin's coarse data correction procedure. Section 4 provides evidence on the presence of heaping and rounding problems in SHIW and on the comparability of food and non-durable expenditure information across the two surveys, once heaping and rounding have been taken into account. In Section 5 we use non-parametric and semi-parametric techniques to establish that a linear double-log speci…cation is an adequate representation for the inverse Engel curve in the SFB data. We also present parametric estimates that con…rm the importance of allowing for simultaneity in estimation. Section 7 describes the prediction/matching exercise and shows how its results change the saving rate age pro…le in SHIW. 
Data Description
The two major sources of information on household income and consumption in Italy are the heavily used Bank of Italy Survey of Household Income and Wealth (SHIW-documented in Brandolini and Cannari, 1994) and the recently released ISTAT Survey on Family Budgets (SFB). The former has been run every second year since 1987, whereas the latter is run every year (and is available to researchers from 1985). A comparison of the income data is in Brandolini (1998) , that suggests that better quality data are to found in SHIW.
As far as consumption is concerned, the Istat SFB follows the standard international procedure of exploiting both information from recall questions for more durable items bought in the quarter prior to the interview and diary-based records of purchases carried out within a twenty-day period. The SHIW instead contains questions on purchases of speci…c durable items, and asks the average monthly expenditure on food and on non-durable items (excluding rent and housing maintenance) over the previous year. In this paper we want to improve on (recall question-based) consumption information in SHIW by using diary-based information from SFB.
We gained access to the fully disaggregate version of the SFB and were able to construct expenditure items in SFB that are fully comparable to the Bank of Italy de…nition used in SHIW. We also re-coded a number of relevant variables to make de…nitions comparable across the two surveys (see Rosati (1998) for further details).
In Tables 2.1, 2.2 and 2.3 we present descriptive statistics for the two samples (SHIW for Bank of Italy; SFB for Istat). Similar tables can be obtained if sampling weights are used, but results are very close.
A …rst comparison based on tables 2.1, 2.2 reveals minor discrepancies for food consumption (SFB mean and median are 3% and 10% below the corresponding SHIW statistics -the variance is instead lower in SHIW, and so is the overall range). The picture is quite di¤erent for non-durable expenditure: mean and median are much (20-25% )higher in SFB compared to SHIW; variability is also higher in SFB, as for food. The comparison looks promising for income, but we know the SFB data is heavily corrected to achieve this result. There are two key reasons to doubt the SHIW non-durable consumption data. First, is the extreme di¢culty of the question. The exact wording is: "What was your family's average monthly expenditure in 1995 for all consumption items? Consider all expenses, including food, but excluding those for: housing maintenance; mortgage installments; purchases of valuables, automobiles, home durables and furniture; housing rent; insurance premiums". This question is then followed by a similar food question ("What was your family's average monthly expenditure for food alone? Consider expenses on all food items in grocery stores or similar food stores and expenses on meals normally consumed out ") and by detailed questions on the other items excluded from non-durable consumption. Second, is the evidence on saving rates computed on the basis of this question. Not only are saving rates unreasonably high (the aggregate saving rate is 23.4%, versus the national accounts equivalent of 16.7% in 1995), but their age pro…le strongly contradicts what one might expect from theory and evidence for other countries. As shown in Figure 2 .1 individual saving rates monotonically increase from 5% to 18% between the ages of 25 and 60, and then stay above 15% for all ages above 60. It is hard to understand why so much saving should take place in old age.
A further problem with the SHIW consumption data appears when we plot histograms for food and non-durable expenditure. In Figures 2.2-2.5 we plot the histograms for food and for non-durable expenditure in SFB and in SHIW: it is apparent that in the SHIW data there is major heaping and rounding taking place at multiples of 500 and 1000. This is a typical problem with recall data, that makes a direct matching of the two surveys di¢cult.
The Method
In this paper we assume that the SFB expenditure data is at worst a¤ected by classical measurement error. As for SHIW data, we shall argue that food data is of similar quality, once heaping and rounding are taken into account, while total non-durable expenditure is seriously de…cient. We therefore use the SFB information on non-durable expenditure to predict non-durable expenditure in the SHIW sample by adopting a statistical matching technique.
There are a number of methods for statistical matching in the literature (see Baldini, 1998, ² surveys should be random samples from the same population ² there is a common set of conditioning variables.
In our case, the …rst condition is met by design, after allowance is made for sampling and response di¤erences. The second condition is also satis…ed (after some recoding, see Rosati (1999) : The two surveys share information on household composition, region of residence, age and education of the head, i.e. on valid conditioning variables for the problem under investigation (consumption and savings). It would therefore be possible to use the common reduced form methods suggested by Angrist and Krueger (1992) and Arellano and Meghir (1992) .
However, reduced form regressions fail to use information contained in endogenous variables. In our case, we have reliable information on both food and total non-durable expenditure in one of the two surveys, the SFB (and, we shall argue, useful information on food expenditure in the other survey, the SHIW). We therefore estimate a structural relation on SFB data: an inverse Engel curve conditional upon a number of observable household characteristics that are recorded in both surveys. We use information on the quality of the housing stock as additional instruments (that also exist in SHIW). The fact that Engel curve estimation is a well established practice in the economic literature helps us evaluate economically the success of our matching procedure (see Deaton and Muellbauer (1980) , e.g., for further details on Engel curves and their economic interpretation). Our structural matching exercise is based upon the following system of equations:
where the …rst equation explains the logarithm of non-durable expenditure as a function of demographic characteristics, X, and of wealth indicators, Z, in agreement with the standard intertemporal optimization model for consumption. The second equation is an Engel curve, relating food consumption to total non-durable expenditure (the budget) and to demographic characteristics. Simultaneity implies that ln nd correlates with the equation error, ". We follow standard practice and decompose the equation error in the reduced form error term for ln nd, v, and a residual term, u, that is orthogonal to ln nd, X and v.
The standard common reduced form approach uses estimates of the …rst equation based on one sample (SFB in our case) to predict ln nd in the other (SHIW). We instead exploit the SFB data to jointly estimate the whole system (3.1) and then use SHIW information on ln f ood, X and Z to predict ln nd in SHIW. The extra information we use should in principle improve on the statistical quality of the match.
Our method requires inverting the Engel curve, i.e. treating ln f ood as an explanatory variable in the speci…cation:
where allowance must be made for correlation between ln f ood and the equation error. To obtain consistent estimates of ® and¯we can take an instrumental variables/2SLS approach and use the Z as additional instruments. This is equivalent to estimating in the SFB sample a transformation of ®;¯; ¼ 1 and ¼ 2 by applying OLS to the equation:
The …nal step involves using these parameter estimates to predict ln nd in SHIW, conditional upon X, Z and ln f ood. However, we have seen that the SHIW observed measure of food is a¤ected by severe rounding and heaping problems. A correction is required before (3.3) can be used to predict ln nd in SHIW.
Correcting for sampling di¤erences
We saw above that the descriptive statistics of some conditioning variables (such as region, education, age etc.) di¤er across the two surveys, and that this di¤erence does not disappear when we use sampling weights. This is not surprising because the Bank of Italy survey uses a coarser strati…cation scheme that does not depend on household size, as discussed in Brugiavini (1996) , and because response rates are di¤erent across the two surveys. It is therefore necessary to rely on other methods to weigh observations in the two samples, with a view to checking whether the resulting sample density functions of the variables of interest (expenditure, say) are consistent with the hypothesis that they are random draws from the same population.
We account for di¤erences in the composition with respect to some observable characteristics z using the following weighting procedure which builds on Dehejia and Wahba (1999) .
Let Y denote expenditure, our variable of interest: let its cumulative marginal distribution in the two survey be denoted by F Y jSF B and F Y jSHIW . Di¤erences between F zjSF B and F zjSHIW , the cumulative distribution functions of z in the two samples, can be controlled for by choosing as reference population the one described by the Istat (SFB) sample and comparing the expenditure distribution in this population, F Y jSF B , to
that is the conditional expenditure distribution for Bank of Italy integrated with respect to F zjSF B . This expression de…nes the weighting function:
whose role is to down-weigh (up-weigh) those households in the Bank of Italy SHIW sample exhibiting characteristics z over represented (under represented) with respect to the reference population (SFB). Applying Bayes theorem, the weights can also be written as
where e (z) is the propensity score as de…ned by Rosenbaum and Rubin (1983) , that is the conditional probability of observing characteristics z in the population represented by the Istat SFB sample. Notice that if the two groups were balanced with respect to z, then the propensity score would not depend on z, !(z) would be constant over households and the considered distribution function for the Bank of Italy SHIW sample would collapse to the standard one. See Heckman, Ichimura, Smith, Todd (1998) for a review of propensity score based estimators to control for systematic di¤erences with respect to observable characteristics between di¤erent groups. We replace ! (z) by its sample counterpart assuming a logistic speci…cation for e(z) depending on a large number of demographic indicators and their interactions; F Y jSF B is then estimated by the empirical distribution function while the corresponding estimate for the Bank of Italy SHIW sample is obtained by the ratio
Correcting for heaping and rounding errors
In what follows, we assume that the diary-based expenditure data provided in the SFB are at worst a¤ected by classical (zero-mean) measurement error. This identifying assumption allows us to prove that food expenditure can be described by the same parametric distribution across the two data sets, once we account for the stochastic nature of the coarsening process in SHIW data. We also show that the two surveys are of di¤erent data quality with respect to total non durable expenditure.
Our estimation procedure can be summarized by the following two steps:
² We at …rst specify a suitable parametric family depending on the unknown parameter # both for food and non durable expenditure in the SFB sample. We adopt the Kolmogorov metric as a minimum distance criterium, choosing the distribution that minimizes the uniform norm of the di¤erence between empirical and …tted cumulative density functions within a large class of parametric families.
² We maintain the same parametric speci…cation for (food and non durable) expenditure in the SHIW sample and estimate # using the maximum likelihood technique suggested by Heitjan and Rubin (1990) to account for heaping and rounding problems. 1 Following Heitjan and Rubin (1990) , assume that the random variable of interest Y ¤ (expenditure in our case) is distributed according to a density f (y ¤ ; #) which is a function of the parameter of interest #. If Y ¤ was available, inference about # could be drawn directly by standard methods; suppose instead we observe only a subset of the complete data sample space in which the true unobservable data lie. In other words, instead of observing Y ¤ directly, we only observe a coarse version Y of the variable Y ¤ .
Assume that the degree of coarseness can be summarized by a random variable G whose conditional distribution given Y ¤ depends on°, the parameter of the incompleteness mechanism. This means that the observed variable Y can be expressed as a function of the pair (Y ¤ ; G) or, more formally, that the conditional distribution of Y given the true unobserved data and the value of the coarsening function is degenerate, that is
Let H(y) be the inverse image of y with respect to this application, that is the set of couples (y ¤ ; g) consistent with y. In what follows we assume the variable G is not directly observed, but can at best be inferred from the observed value y. Therefore, the likelihood function for the parameters (#;°) in the SHIW sample can be written as
The relevant parameter # is estimated for SFB data simply specifying the likelihood function based on f (y ¤ ; #).
In our analysis we adopt the following parametric speci…cation for
which de…nes the family of Generalized Gamma distributions 2 . This includes the Weibull distribution (# 2 = 1), the Half Normal distribution (# 2 = 1=2, # 3 = 2), the ordinary Gamma distributions (# 3 = 1) and, as a limiting special case when # 2 ! 1, the Lognormal distribution. The associated distribution function can be expressed as
is the incomplete gamma function ratio. See Johnson, Kotz and Balakrishnan (1994) for further details.
We also assume there are three possible types of rounding error: the reported value, y, can be the multiple of 1000, 500 or 100 nearest to the true value y ¤ (in the sequel we shall denote these three types as A1, A2 e A3). It follows that:
As already said, the variable G identi…es the type of rounding; assume G to be continuous and let g¸1 )
; so that g¸1 implies rounding to the nearest multiple of 1000, 0 · g < 1 implies rounding to the nearest multiple of 500, and g < 0 implies rounding to the nearest multiple of 100. If we de…ne:
it follows that
> :
The likelihood function (3.4) is then speci…ed according to the assumptions above, and allows the rounding process to be a function of exogenous observable characteristics, namely age, education and region. It is in fact possible that response care depends on both recall ability and the shadow value of leisure, that will di¤er across households. Given that G is a continuous variable, the assumed functional form for its conditional distribution is the normal linear regression
where z is the vector of observable characteristics mentioned above. In this sense, this model can be thought as a generalization of the normal selection model proposed in the econometric literature: if°1 = 0 the coarsening mechanism is ignorable, which corresponds to exogenous selection. 3 4. Data analysis.
We report in . On the assumption that sampling di¤erences are adequately captured by our propensity score estimates, the remaining di¤erences between the sample distributions of expenditure re ‡ect solely the di¤erent nature of measurement error across the two surveys.
From a comparison of 2.3 with 4.1 and 2.5 and 4.2 we draw the conclusion that the propensity score adjustment makes very little di¤erence to the shape of the histograms. This we take as evidence that correcting for sample di¤erences may not be required.
Inspection of Figures 2.3 and 2.5 reveals instead that the SHIW expenditure data su¤er from severe heaping and rounding problems. For non-durable expenditure, there are spikes at all multiples of half a million (particularly at Lit 1, 1.5, 2, 2.5, 3 million), even though other spikes are found at Lit 0.8, 1.2 and 1.8 million. For food, there is a spike at Lit 1 million; smaller spikes are also found at Lit. 0.5, 1.5 and 2 million, even though all multiples of 0.1 million are well represented on the left of 0.9 million.
The maximum likelihood estimates for SFB food expenditure are presented in Table 4 .2 4 while the corresponding estimates for SHIW are presented in Table  Table 4 The adopted speci…cation for the heaping function (3.6) allows us to establish that the stochastic nature of the coarsening mechanism cannot be ignored in drawing inferences about the parameter of interest #. Maximum likelihood estimates of the parameter°support the idea that the reported expenditure is not coarsened at random 5 ; a higher expenditure level increases the probability of large rounding errors (°1 is positive and signi…cantly di¤erent from zero) and respondents with a college degree or beyond retirement age are also more likely to round o¤ numbers.
A formal test of parameter equality across the two samples fails to reject the dummies. 5 If observations were coarsened at random, the likelihood inference for # would be drawn treating the reported expenditures as if they were simple grouped data. See Heitjan and Rubin (1991) on how to extend the notion of missing at random to more complicated incomplete data problems. null: the ML test statistic of joint parameter equality (H 0 : # SF B = # SHIW ) takes a value of 4.47 that compares to a critical value of 7.82 (= Â 2 3 (0:95)). When we perform a similar exercise on total non-durable expenditure, we still …nd that a generalized Gamma provides an adequate …t. The actual parameter estimates for SFB and SHIW are reported in Tables 4.4 and 4.5 respectively. It's worth noting that the parameter estimates of the coarsening function are poorly determined in this case. A formal test of the gamma function parameter equality across the two samples strongly rejects the null.
On the basis of the above, we conclude that the food data are of comparable quality and information content across the two surveys, once heaping and rounding are accounted for. A di¤erent conclusion must be drawn for non-durable expenditure.
We create multiple imputations of food and non-durable expenditure for the Bank of Italy SHIW sample implementing an acceptance-rejection procedure based on the …tted model. Since by applying Bayes theorem we have:
for each unit we draw a couple (y ¤ ; g) from the estimated distribution f (y ¤ ; g; b #; b°) until (y ¤ ; g) 2 H(y), that is until the generated couple is consistent with the observed value y. We then impute y ¤ as the true value of the observed expenditure y.
The average histograms of 100 imputations are shown in 
Estimates of the inverse Engel Curve
In this section we present non-parametric, semi-parametric and parametric estimates for the inverse Engel curve (3.2) using SFB data. Even though in prediction we use (3.3), speci…cation (3.2) is easier to interpret and to relate to economic theory and standard econometric practice.
We …rst show that a non-parametric version of (3.2) that fails to condition upon demographics is close to a straight line, and its slope is everywhere less than one. Conditioning upon a set of demographic characteristics is more easily done in a semiparametric context. In that context we can also tackle issue of potential simultaneity bias, by instrumenting the ln(f ood) term consistently with (3.1). The semi-parametric OLS-equivalent is close to linear, and its slope is less than unity. The semi-parametric IV estimates are very close to a straight line with slope in the 1.5 region.
On the basis of these results, we go on to estimate parametrically a double log speci…cation for (3.2). This gives us an idea of the …t of the equation and of the quality of the chosen instruments. On both counts we …nd that the speci…cation is quite good, and thus suitable for predicting on the SHIW sample.
Non-parametric estimates
We present non-parametric estimates for both the curve (in double log form) and its derivative (i.e.: the inverse elasticity), obtained by applying to the SFB data the local polynomial …tting techniques described in Fan and Gijbels (1996) .
Let m(x) be the regression function for (log-) non durable expenditure given the value x of (log-) food expenditure and let m (j) (x) its j th -derivative. Even if its functional form is unknown, m(x) can always be locally approximated by a polynomial of suitable degree using a Taylor series expansion. Assume that the (p + 1) th derivative of m(x) at x 0 , say m (p+1) (x 0 ), exists; then, for x in a neighborhood of x 0 ,
This polynomial is then …tted locally as a weighted least squares regression problem minimizing the loss function
where K(:) denotes a kernel function assigning a weight to each observation and h is a bandwidth. If h is small, the local linear …tting process depends heavily on those observations that are closest to x 0 and tends to give a less smooth estimate; in this sense, as h becomes closer to zero the estimator tends towards interpolation of the data. On the other hand, a larger h tends to weigh the observations more equally and as h increases the estimate tends towards the ordinary least squares line through the data. Expression (5.1) suggests that an estimator for m (j) (x 0 ), j¸0, is c m (j) (x 0 ) = j! b j ; the whole curve is then obtained running the above described procedure with x 0 varying in an appropriate domain for (log-)food expenditure in the SFB sample.
In what follows we present results from a local polynomial …tting of order three for the SFB regression function and its derivative using the Epanechnikov kernel K(x) = 0:75(1 ¡ x 2 ) + and di¤erent values of the bandwidth h 6 . Figure 5 .1 shows that the inverse Engel curve is close to linear over the chosen range (that is de…ned to include all points between the …rst and the 99th percentile), while Figure 5 .2 reveals that the average derivative lies mostly in the .5-.98 interval 7 . This latter …nding would imply that food is a luxury if we could 6 It can be shown that this kernel is optimal in the sense that it minimizes the asymptotic mean squared error of the resulting polynomial estimator. 7 Ideal theoretical choices for the h parameter are easy to obtain even if they are not always readily usable, since they depend on unknown quantities. Our conclusions are robust with respect to a wide range of di¤erent values of h. We therefore present graphs relative to an optimal bandwidth obtained by a cross validation method, as suggested in the literature. disregard the less than perfect …t of the regression function. We shall argue in the sequel that this …nding is also attributable to simultaneity bias. 8 
Semi-parametric estimates
The non-parametric evidence obtained suggests that the statistical relation between ln nd and ln f ood may be close to linear. However, what interests us is the relation conditional upon demographic characteristics as in (3.2) . Further, we want to take into account the likely correlation between the explanatory variable ln f ood and the error term.
Non-parametric analysis conditional upon a number of variables is notoriously di¢cult (this is known as the curse of dimensionality). A simple way out is to resort to semi-parametric estimation instead. Also, in a semiparametric context the instrumental variables estimator can be easily implemented, as discussed in Blundell, Duncan and Pendakur (1998) (see also Newey, Powell and Vella 1999).
We consider a small set of demographic variables (a 3rd-degree polynomial in #household members; a 2nd degree polynomial in age of the head; a set of ratios of #household members within age range to total #household members) that enter linearly in the inverse Engel curve:
We allow for the potential correlation between ln(f ood) and the error term by using an augmented regression technique. We assume the following linear conditional model:
where the z are additional instruments (we use total and per-capita housing surface as instruments). We know that in the fully linear model these are valid instruments, in the sense that the oderidentifying restrictions implied by them are not rejected. We add linearly to the …rst equation the estimated residual,» i , and its square, and estimate the resulting augmented regression by a local polynomial of order 1. is close to linearity both when we don't and we do allow for simultaneity. The slope of the inverse Engel curve is less than one in the former case, it is larger than one in the latter case. 
Parametric estimates
In Table 5 .1 we present OLS estimates of a double-log speci…cation. As we have seen above, the non-parametric and semi-parametric estimates of the inverse Engel curve support the view that a double-log linear speci…cation is adequate. Given that our goal is prediction parametric estimation is preferable. It also allows us to control for a large number of social-demographic indicators, thus gaining precision.
The demographic indicators we use as controls are: region of residence, household composition indicators, education, sex and age of the head, and their interactions. A spline function of age is also interacted with the ln(f ood) variable, to allow for an age-dependent elasticity (the cuto¤ points for the age groups are 27, 41, 61 and 71). In Table 5 .1 we present OLS estimates of the inverse Engel curve. The …t of the equation is good (63.49% of the variance is explained by the model), and the key parameter (the coe¢cient on ln(f ood)) is precisely estimated at .707. If there was a perfect …t, this would imply that for households whose head Even if we consider that the R 2 is less than one, we obtain an implied elasticity in the .9 region, much higher than normally found. Similar inference can be drawn for other age groups (the reciprocals of the point estimates for households in age group 1, ranging 27-40, is 1.52; for age group 2, ranging 41-60, 1.38; and for age groups 3 and 4 -61-70 and beyond -is 1.29) 9 . This counter-intuitive evidence may be due to simultaneity problems: …rst, food expenditure is a component of total non-durable expenditure; secondly, food and other non-durable expenditure are jointly determined and re ‡ect the overall standard of living for each household (they both depend, via the marginal utility of wealth, on total lifetime resources available to the household).
We therefore estimate the inverse Engel curve by Instrumental Variables: we treat ln(Food Expenditure) and its interactions with age-group dummies as endogenous and we use as additional instruments two variables that capture the quality of housing available to the consumers (these are the total surface of the house and the per-capita surface) as well as their interaction with the same agegroup dummies. The idea is that these variables correlate with the long-term standard of living the household can a¤ord, i.e. that they belong in the …rst In Table 5 .2 we present estimation results. Even though the estimated standard errors of the estimates are larger than those shown in Table 5 .1, inference can still be drawn with good con…dence. The estimated elasticity of food is 0.40 for the youngest, 0.41 for group 1, 0.46 for group 2, 0.48 for groups 3 and 4. These estimates are fully consistent with the notion that food is a necessity 10 .
Standard goodness of …t measures do not apply in the Instrumental Variables context. However, IV estimates can be obtained by the two stage least squares procedure: the endogenous regressors are replaced by their …tted values from regressions on the full instruments set. The equation is then estimated by OLS, and its coe¢cient of determination is the generalized R 2 (GR2) statistic of Pesaran and Smith (1994) . In our case GR2 is 41.53%, suggesting that the overall equation …t is quite good 11 .
A formal test of instruments validity fails to reject the null (the Sargan criterion is 7.71 and is distributed as a chi-squared statistic with 5 degrees of freedom under the null of instruments validity). A Hausman test strongly rejects the null of equality of OLS and IV coe¢cients, while an F test also rejects the null that the same ln(f ood) coe¢cient applies to all age groups (its p-value is .0036).
Predictions
We have argued above that the Istat SFB data set contains reliable information on expenditure items. In particular, we have constructed food and total non-durable expenditure aggregates that are diary-based and are de…ned in a way that is fully comparable to the Bank of Italy SHIW corresponding items. Also, we have shown that the type of rounding and heaping errors typical of recall questions can be dealt with in estimation, and that the underlying density function is statistically the same for food expenditure, but di¤ers markedly for total non-durable expenditure. Finally, we have seen that an inverse Engel curve can be successfully estimated on the SFB data, and the key estimated parameters are in line with what is normally found in other diary-based household data sets. On the basis of the evidence so far presented, we shall use statistical matching methods to generate a new measure of non-durable expenditure for the SHIW sample. Given the availability of good expenditure data in the SFB, it seems natural to use for this purpose estimates of an (inverse) Engel curve (estimated according to the (3.3) speci…cation). We …rst create a household-speci…c estimate of food consumption for all data points in the Bank of Italy SHIW sample generating random drawings from the estimated Gamma distribution on the SFB data set and keeping the …rst m that fall within the admissible region for household h. This imputed value we denote as f ood ¤ j (where index j denotes the j ¡ th imputation).
It is worth stressing that our problem is not a standard prediction problem, because we do not observe over the prediction sample a key explanatory variable, ln(f ood), but only its imputed value, ln(f ood) ¤ . Even if this is an unbiased predictor, it does not necessarily correlate with the equation error in the same way as ln(f ood). For this reason we shall compare our structural form prediction results with the robust, but potentially less e¢cient, standard reduced form predictions that rely only upon estimated of the …rst equation in (3.1).
To be more speci…c, we estimate by OLS on the SFB sample the following two equations:
where (6.1) is the reduced form equation used in the standard matching problem (as in Angrist and Kruger (1992) , and Arellano and Meghir (1992)), whereas (6.2) is the structural form equation corresponding to the inverse Engel curves discussed in the previous section. Predictions for the SHIW sample are based upon common information on X and Z in the former method, and the prediction error variance is computed in the standard way. Predictions for the SHIW sample based upon (6.2) are less straightforward: for each household in SHIW we use the common information on X and Z and the m (= 100) di¤erent imputations for ln(f ood). The prediction error variance must take into account the multiple imputation nature of the exercise, as detailed in the Appendix.
The former method neglects information on food expenditure (when we estimate equation (6.1) we obtain R 2 = :4156), is robust to potential misspeci…cation in the imputation procedure and is una¤ected by imputation variability. The latter method is potentially more e¢cient (when we estimate equation (6.2) we obtain R 2 = :6412) but it relies on our ability to correctly predict food expendi-ture in the SHIW sample and its precision is a¤ected by the random nature of the imputation procedure.
We shall show how the imputations based on (6.1) and (6.2) di¤er. In both cases, we construct the following approximation to the saving rate:
where rent is actual rent paid by tenants and imputed rent for home-owners. Our de…nition treats rent as a pre-committed item of expenditure, that can be taken as …xed in the short run. Also, it implicitly includes in saving total spending in durable goods, and is therefore an upper bound for actual saving. 12 A saving measure like (6.3) can be constructed on National Accounts data, by taking logarithms of the arithmetic averages of income and expenditure, if we are prepared to include in rent some other items of housing expenditure. In 1995 the saving rate thus de…ned was 23%. The corresponding statistic in the SHIW data (using the arithmetic averages of reported income, rent and expenditure on non-durable goods) is 47%, an implausibly large number. In fact, the extremely high saving rates implied by the survey have been noted in the literature, and help motivate this paper.
In Table 6 .1 we show how the saving rate (6.3) varies across the population according to our choice for d ln nd . In the last column we report the distribution of saving rates based upon observed expenditure. The median is 32%, and the mean is 34%. This compares to the 47% reported above, and suggests that there is less variability in expenditure than in income in the survey.
We can compare these numbers with those obtained when we take imputed measures for d ln nd . If we follow the standard reduced form (RF) procedure, we …nd a median saving rate of 13.6% and a mean saving rate of 8.6%. The structural form (SF) procedure produces even lower …gures (6.6% and 5.6% respectively). As noted in Brandolini and Cannari (1984) , income also su¤ers from underreporting in SHIW, and this makes a straight comparison with national accounts data di¢cult.
In Table 6 .1 we also report standard errors for the mean saving rate, based upon prediction error variances. With the RF method the prediction error variance is the sum of the variance of the disturbance and the variance of the parameter estimates, as usual. With the SF method a third variance component comes 12 Our measure is not de…ned for those households whose income net of rent is negative or zero. In our sample this is a relatively rare occurrence (approximately 1% of the whole sample). An alternative that copes well with negative income observations is proposed by Attanasio (1998) : income¡consumption consumption , where in our case consumption = c nd + rent. It is a monotonic transformation of the standard measure for all observations with positive income, and it conveys interesting information for the remaining observations. into play re ‡ecting the variability induced by the imputation procedure (see the Appendix for further details). The standard errors are of comparable magnitude, but the SF standard error is larger than the RF standard error, indicating that imputation variance is of non-negligible magnitude. The predicted mean saving rates are signi…cantly di¤erent from each other, as long as their covariance is null or positive. In …gure 6.1 we show the cumulative density functions for the saving rate corresponding to the observed and the two predicted measures of ln(nd). The observed cdf lies entirely at the right of the other two, largely because it is based on much lower values for non-durable expenditure. The reduced form and structural form cdf's of the saving rates are close to each other and cross twice, partly re ‡ecting the higher variance of the reduced form saving rate. It is worth noting that the reduced form saving rate is much more skewed, with a relatively fat tail at the left of the support (large negative values).
Much of the literature on savings is interested in the age pro…le of the saving rate, as the leading economic theory (the life-cycle model of consumption) predicts a hump-shaped age pro…le for individual households. It is well known that crosssection pro…les do not correct for cohort e¤ects, and therefore may provide a misleading picture of the true underlying age pro…le for each cohort. However, the cross section plot of our di¤erent measures may still be interesting if we believe cohort e¤ects to be una¤ected in imputation.
In Figure 6 .2 we show age plots of observed and imputed saving rates obtained by grouping households in three-year head-age bands. Both predicted measures are consistently below the measure based on observed expenditure, but the age pro…le is most steeply ascending with the reduced form imputation. Some of the most striking di¤erences that occur at early and late ages may be due to sampling variability (sample sizes are relatively small for ages up to 30 and above 75) but the di¤erence in underlying patterns is likely to re ‡ect the di¤erent information used by the two models. 
Conclusions
In this paper we compare food and non-durable expenditure data across two Italian surveys: the widely-used, recall-questions-based Survey of Household Income and Wealth (SHIW) and the newly released diary-based Survey of Family Budgets (SFB). The former contains excellent income and wealth information, but only a few, broad consumption questions; the latter contains detailed records on consumption, but little (if any) income and no wealth information. The two surveys share information on social and demographic household characteristics. Household-level saving rates based on SHIW information are extremely high for all ages, peaking around or even after retirement age. In this paper we have argued that they are questionable because of the non-standard nature of recall measurement error and that a matching technique should be used to generate predictions for total non-durable expenditure in SHIW, and hence for the saving rate.
In a …rst step we have analyzed the nature of the recall error process. When we compare marginal densities for food expenditure and total non-durable expenditure, modelling the heaping and rounding process as a function of observed characteristics and the true expenditure level, we …nd that:
-the SHIW reported food expenditure measure is comparable to the SFB measure once heaping and rounding errors are taken into account Figure 6 .2: Age pro…les for the saving rate -the SHIW reported non-durable expenditure measure is instead more seriously a¤ected by recall error.
On the basis of the above, we have argued that it makes sense to use inverse Engel curve estimates from the SFB to generate an imputation for non-durable expenditure in SHIW. We show that on the SFB sample the non-parametric and semi-parametric double-log Engel curve regressions are very close to straight lines whether we do or do not condition on demographics. We therefore estimate them parametrically by OLS and IV and show to what extent these estimates agree with standard …ndings on consumer behavior.
We …nally have discussed and assessed the relative merits of two prediction techniques: the standard reduced form method that makes no use of food information in the SFB sample and a structural form method that uses food records from both SFB and SHIW samples. This latter method exploits information on reduced form variables and from imputations on SHIW food consumption that are consistent with the estimated heaping and rounding process. Even though more information is used in estimation, the overall precision of the structural form predictions is potentially reduced because of imputation errors. We show that saving rates based on either method are on average much lower than saving rates based on raw data and that their estimated standard errors are of comparable magnitude.
The key di¤erence lies in the way they vary with age: the reduced form method generates a markedly upward sloping age pro…le for the saving rate that is hard are the within imputation and the between imputation sources of variability, respectively, and (m+1)=m is an adjustment for …nite m. The variance for predicted non durable expenditure (8.2) allows to compute the asymptotic standard errors of our approximation for the saving rate de…ned in (6.3). Interval estimation and signi…cance tests are based on the statement
where t ½ is the t reference distribution with ½ = (m ¡ 1)
degrees of freedom (see Little and Rubin, 1987 , for more details).
