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Abstract 
Many algorithms have been investigated extensively for decades to solve the user equilibrium (UE) assignment 
problem, and new algorithms are actively proposed even in this new century. The first objective of this study is to 
compare the performance of the proposed algorithms on several practical networks and demonstrate their 
characteristics empirically. At earlier stages of iteration, every algorithm shows a fairly similar performance of 
convergence with regard to the calculation time, but at later stages of iteration, advanced algorithms exhibit faster 
performance. The use of some of these fast algorithms results in the convergence error reaching the maximum limit 
of arithmetic precision of the computer, which means that a virtually exact solution can be achieved. The second 
objective of this study is to investigate the convergence error and seek an appropriate convergence criterion for the 
UE assignment in practice. We found that the difference between the temporal and exact solutions for the link flow 
(i.e., convergence error of the link flow) is nearly proportional to the duality gap of the mathematical optimization 
problem equivalent to the UE traffic assignment problem. This means that the convergence error of a link flow can 
possibly be estimated from the duality gap. 
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1. Introduction 
Traffic assignment is the final stage of travel demand forecasting, and it has critical importance when 
evaluating the transportation policies in a study region. The calculated outputs include the traffic volume 
and travel time for each link in the network based on an origin-destination (OD) demand matrix, the 
network data, and the link performance functions. Several evaluation measures such as the total travel 
time, user benefit, and environmental emissions are computed using the output of the traffic assignment. 
Several transport policies (or scenarios) are compared using these evaluation measures, and the use of the 
appropriate traffic assignment model has a critical impact on producing reasonable outputs and providing 
proper policy sensitivity.  
Various kinds of traffic assignment models have been proposed and analyzed. The basic and standard 
traffic assignment model used most commonly today is the user equilibrium (UE) assignment model. The 
concept of the UE assignment model was originally proposed by Wardrop (1952) and formulated 
mathematically as a convex-optimization problem by Beckmann et al. (1956). Its algorithm has been 
investigated heavily for decades and new algorithms for this model are actively proposed by many 
researchers even in this new century. The Frank-Wolfe algorithm (LeBlanc et al. 1975) is a classic but is 
still used often because of its simplicity. However, it is well known that the Frank-Wolfe algorithm is 
quite slow. Many faster algorithms such as PARTAN (LeBlanc et al. 1985; Florian et al. 1987; Arezki and 
Van Vliet 1990), modified Frank-Wolfe algorithm (Fukushima 1985), Large Combination of extreme 
points for the Frank-Wolfe algorithm (Lee and Nee 2001), Aggregated Simplicial Decomposition (ASD) 
(Lawphongpanich and Hearn 1984; Hearn et al. 1987), Disaggregate Simplicial Decomposition (DSD) 
(Larsson and Patriksson 1992; Jayakrishnan et al. 1994; Florian 2009) followed the Frank-Wolfe 
algorithm. Recently, Bar-Gera (1999, 2002) developed the innovative Origin-based Algorithm (OBA), 
and other researchers have proposed several novel methods (Dial 2006; Gentile 2009; Nie 2010, 2011; 
Bar-Gera 2010). 
In this study, we have two research motivations with regard to these academic innovations. The first 
motivation is that extensive and systematic comparisons of the UE algorithms should be needed. 
Practitioners want to know which algorithm, including the recent ones, will suit their computation. 
Although several papers have provided some comparison of the algorithms, they have several limitations 
as mentioned below.  
xMany papers employed the Frank-Wolfe algorithm as the benchmark method, but it is too slow 
compared with recent fast algorithms. There is limited experience on the comparison of fast algorithms, 
and this area should be investigated more extensively. 
xComputational experience on toy networks such as lattice networks or Sioux-Falls are often reported, 
but more computational experiences on large-scale networks are needed. 
xThe original codes for advanced algorithms are complex and are often not open source. Therefore, 
comparisons are sometimes based on an executable program or commercial software. However, the 
performance of algorithms is partly dependent on the skills of the programmer, language of the code, 
and compiler software. Thus a comparison in a fair environment, which employs the same 
programming platform and same machine for all algorithms, is needed. 
Algorithm comparisons that consider the above issues are greatly needed and will be highly useful. 
This is our first research motivation. 
Our second motivation is that the convergence criteria of the UE should be carefully set and the choice 
of criteria should be more extensively examined. All algorithms for the UE are based on iterative 
computation, and we have to stop the computation to obtain solutions within a reasonable time frame. The 
chosen stopping criterion determines the precision of the solution, and practitioners want to know the 
suitable criterion. Several convergence criteria have been described in textbooks, and many of them use 
447 Shin-ichi Inoue and Takuya Maruyama /  Procedia - Social and Behavioral Sciences  43 ( 2012 )  445 – 456 
the difference between the temporal solution and previous solution (i.e., the oscillation of the temporal 
solution). Although this measure is intuitive and easy to calculate, the oscillation does not mean the 
difference between the temporal and exact solutions. It would be natural to consider that the convergence 
error should be measured by the difference between the temporal and exact solutions rather than the 
difference between the temporal and previous solutions. Therefore, it would be useful to guess the 
difference between the temporal and exact solutions using the difference between the temporal and 
previous solutions.  
The duality gap concept is another approach for choosing the convergence criteria. When the UE 
traffic assignment problem can be formulated and solved as an equivalent mathematical optimization 
problem, the duality gap is defined, and it can be used to measure the convergence because the gap 
decreases as the convergence approaches, reaching zero at the exact solution. Although the duality gap is 
not intuitive and it is difficult to realize what the gap itself implies, estimating the convergence error of a 
link from the duality gap is another interesting research topic.  
Despite its practical importance, the convergence issues are not well investigated in academic research. 
To the best of our knowledge, the only exception is Boyce et al. (2004), and we tried to contribute to this 
research field by extending their study. 
This study has the following two objectives: 
xTo compare the performances of algorithms for the UE model, including advanced ones, on several 
practical networks and demonstrate their characteristics empirically. 
xTo investigate the convergence error and convergence criteria of the UE model and examine what 
will be the suitable criteria in practice.  
In this study, we focus on the most standard traffic assignment model: the static deterministic user 
equilibrium model with fixed demand and separable cost function. This basic model assumes a 
deterministic route choice (e.g., choice of minimum cost), static congestion, fixed demand (e.g., OD 
demand will not change due to transportation policy), and a monotonously increasing cost function only 
depending on the flow of the link itself. However, the model can be extended to consider a stochastic 
route choice, dynamic (or semi-dynamic) congestion, and elastic demand. The results obtained in this 
study could be the starting point of future analysis for these extended models. 
The paper is organized as follows. Section 2 summarizes the algorithms and the convergence measure 
used in this study. Then, Section 3 show the computational results for comparing the algorithms and 
discuss the issues of convergence with empirical examination. Finally, Section 5 concludes this paper. 
2. Algorithms and convergence measure for user equilibrium traffic assignment problem 
2.1. Algorithms 
In this paper, we compare the results from the following 11 algorithms: 
Frank-Wolfe algorithm: This was proposed by LeBlanc et al. (1975). This algorithm is useful as a 
benchmark because it is well known and still used by many practitioners. 
Aggregated Simplicial Decomposition (ASD) algorithm: This was proposed by Lawphongpanich 
and Hearn (1984) and Hearn et al. (1987). In the ASD algorithm, the link flow solution vector is 
expressed as a combination of several extreme points in the feasible link flow space, i.e., all-or-nothing 
flow patterns, and the algorithm updates the solution by iterating the “column generation” phase and 
“restricted master problem” phase. The column generation phase performs all-or-nothing traffic loading 
to find an additional proper extreme point. The restricted master problem phase attempts to decrease the 
objective function of the mathematical optimization problem by improving the weights of the extreme 
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points. Several methods can be adopted to solve the restricted master problem, and here, we utilized the 
Goldfarb-Idnani method (Goldfarb and Idnani, 1983) because of its high efficiency. 
Disaggregated Simplicial Decomposition (DSD) algorithm: This was first proposed by Larsson and 
Patriksson (1992) and investigated further by Jayakrishnan et al. (1994) and Florian (2009). In the DSD 
algorithm, the link flow solution is expressed as a combination of extreme points of the feasible path flow 
space. The algorithm updates the solution by iterating the “column generation” phase, which add a 
temporal shortest path to the set of extreme points, and the “restricted master problem” phase, which 
optimizes the weights of the extreme points. The DSD algorithm is also referred to as the “path-based 
algorithm” because optimizing the weight of the extreme points is equivalent to re-assigning the path flow 
between path alternatives. To solve the restricted master problem, Larsson and Patriksson (1992) adopted 
the reduced gradient method, Jayakrishnan et al. (1994) employed the reduced Newton method, and 
Florian (2009) used the gradient projection method. Here, we refer to these methods as DSD/PG, 
DSD/PN, and DSD/GP, respectively. 
Bar-Gera’s algorithm or Origin Based Algorithm (OBA): This was proposed by Bar-Gera (1999, 
2002). The key point of this algorithm is the “restricted subnetwork” or “bush”, which (1) is a subset of 
the whole network, (2) spans from a specified origin node to every other node, and (3) does not contain 
any directed cycles. The algorithm maintains an origin-specified link flow running on each bush and 
iterates alternately between improving the bush and updating the flow on the bush. The reduced Newton 
method is adopted to optimize the approach proportion of the flow at each node on a bush. Though Bar-
Gera named the algorithm “Origin Based Algorithm,” we refer to it as “Bar-Gera’s algorithm” because 
“origin based” is a rather generic concept and it is possible that many other algorithms exist that use an 
origin-specified link flow. Nie (2011) proposed a more suitable approximation of the second-order 
derivative of an objective function with respect to the approach proportion, and we employed this 
improvement. 
Nie’s algorithm: This was proposed by Nie (2010). It is a variant of Bar-Gera’s algorithm. While Bar-
Gera (2002) ignored the influence of changing the approach proportion at a certain node on the link cost 
and the derivative of the upper stream, Nie (2010) considered this influence and recalculated the flow, 
cost, and the derivative of the links of the upper stream after every update of the approach proportion at 
each node. This may increase computation time, but the Newton approximation may possibly be more 
accurate.
Linear User Cost Equilibrium (LUCE): This was proposed by Gentile (2009). It is quite similar to 
Bar-Gera’s algorithm. To update the approach proportion, LUCE employed the Lagrangean dualization 
while Bar-Gera utilized the reduced Newton method. Additionally, LUCE is formulated as a destination-
based problem instead of an origin-based one because Gentile argued that a destination-specified bush is 
more intuitive than an origin-specified one. In this study, we reformulated and implemented LUCE as an 
origin-based problem. 
Algorithm B: This was proposed by Dial (2006). It also maintains the origin-specified link flow on the 
bush. However, instead of optimizing the approach proportion, Algorithm B simply makes the flow shift 
between the minimum cost path and maximum cost path on the bush. It is very easy to find the maximum 
cost path on a bush because a bush is acyclic. 
Improved Algorithm B: This is proposed here by us. In the original Algorithm B, the procedure for 
improving a bush is inefficient and somewhat insufficient, as Nie (2010) pointed out. We combine the 
procedure for improving a bush presented by Bar-Gera and the procedure for updating the flow presented 
by Dial. 
Traffic Assignment by Paired Alternative Segments (TAPAS): This was proposed by Bar-Gera 
(2010). The highlight of TAPAS is the concept of Paired Alternative Segments (PAS), which includes a 
couple of local path segments diverging at a certain node and merging at another node. The diverging 
449 Shin-ichi Inoue and Takuya Maruyama /  Procedia - Social and Behavioral Sciences  43 ( 2012 )  445 – 456 
node and merging node are not restricted to the origin node or destination. The algorithm uses an origin-
specified link flow, and it iterates alternately the procedure for finding all essential PASs and the 
procedure for shifting the flow between two segments within each PAS to equilibrate the costs of the 
paired segments. 
2.2. Convergence measure 
In the following section, we analyze the relationship between the level of convergence and the 
computation time. To evaluate the level of convergence, we employ the duality gap of the mathematical 
optimization problem equivalent to the UE traffic assignment problem. The duality gap (DG) is defined 
as follows: 
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where 
ax  is the temporal solution of the flow of link a ,  aa xt  is the cost of link a  under temporal 
solution 
ax ,  xkrsc  is the cost of path k  under temporal solution vector { }ax x , rsq  is the OD demand 
between OD pair rs , and  1at  is the reverse function of the link cost function. 
PZ  is the objective function of the equivalent mathematical optimization problem, and DZ  is the 
objective function of the dual problem corresponding to the optimization problem. According to the weak 
duality principle, 
DP ZZ t , and therefore, 0tDG . According to the strong duality principle, the duality 
gap is equal to zero if and only if the solution is optimal.  
The duality gap can be also interpreted as a summation of the excess cost (difference between temporal 
path cost and minimum OD cost) of every trip.  
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The duality gap will decrease, if not monotonously, as the solution gets closer to equilibrium. These 
properties of the duality gap are very convenient for measuring the convergence level. 
3. Computational results  
3.1. Computation environment settings 
Computational experiments were performed under the following environment: 
xCPU: Intel Core i7 860, 2.80 GHz, 4 Core (however, traffic assignment programs are single 
threading), hyper-threading disabled, turbo boost disabled 
xRAM: 3 GB 
xOS: Microsoft Windows XP Professional (32 bit) SP3 
xResolution of timer: 1/64 second 
xProgramming language: C++ 
xCompiler: Borland C++ 5.5.1 
All codes were written by the authors, and all algorithms were implemented using a C++ class library 
constructed by the authors for network analysis. Computation of the floating point real number conformed 
to IEEE 754 extended double precision, which provides 19 decimal digits of arithmetic precision. 
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3.2. Test problems 
Data sets of 10 regions, listed in Table 1, were used for the experiments. Six of the regions, excluding 
the 4 Japanese regions, were kindly published on Dr. Hillel Bar-Gera’s website (http://www.bgu.ac.il/ 
~bargera/tntp/). 
Table 1. Test problems and their characteristics 
Name of Region # of links # of nodes # of zones 
# of valid OD 
pairs* 
Total trips
(excl. intra zone) 
Barcelona, Spain 2,522 930 110 7,922 184,680 
Winnipeg, Canada 2,836 1,040 147 4,344 64,775 
Chicago, U.S. (sketch network) 2,950 933 387 93,135 1,137,493 
Seien region, Japan 3,376 1,196 186 21,655 1,414,811 
Oyama-Tochigi, Japan 4,248 1,528 136 3,158 859,671 
Nagoya, Japan 11,649 3,865 481 105,225 9,718,603 
Tokyo, Japan 22,266 8,168 568 127,777 17,169,761 
Berlin, Germany 28,376 12,981 865 49,688 168,222 
Philadelphia, U.S. 40,003 13,389 1,525 1,149,795 14,336,062 
Chicago, U.S. (regional network) 39,018 12,979 1,790 2,296,227 1,315,989 
*valid OD pair: OD pair with positive demand, excl. intra zonal pair.  
3.3. Algorithm comparison 
Computation results are shown in Figs. 1–5. The horizontal axis of these graphs denotes the 
calculation time in the logarithmic scale. The vertical axis denotes the duality gap in the logarithmic scale. 
At earlier stages of convergence, the advanced algorithms (algorithms except Frank-Wolfe) show 
fairly similar performance to the Frank-Wolfe algorithm, or sometimes quite slower performance in terms 
of the convergence rate with regard to the calculation time. This is because recent advanced algorithms 
require more calculation time for each iteration even though they demonstrate a faster convergence rate 
with regard to the iteration count. This means that the Frank-Wolfe algorithm is fairly good if high 
convergence precision is not needed. At well-converged stages, the advanced algorithms perform much 
faster. For some of those fast algorithms, convergence error can reach the level of the arithmetic precision 
of the computer, which means that a virtually exact solution can be achieved. TAPAS is particularly 
found to perform best in all cases.  
For the Frank-Wolfe algorithm, the convergence error is roughly in inverse proportion to the 
calculation time regardless of the convergence degree. Thus, to reduce the convergence error by half, the 
calculation time should be doubled. This means it is difficult to obtain a highly precise solution using the 
Frank-Wolfe algorithm, even on tiny networks. The ASD algorithm initially performs quite similarly to 
the Frank-Wolfe algorithm. However, once it achieves a certain convergence level, it suddenly drops to a 
very high convergence level. We guess that the drop is generated when all essential extreme points are 
generated. DSD/RG, DSD/RN, and DSD/PG perform extremely similarly for the small to medium size 
networks. This is because most OD pairs have only one or two path alternatives and all the methods work 
the same way to make the flow shift between the two alternatives. For a larger network, many OD pairs 
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have more than three path alternatives at later stages; thus, DSD/RG, DSD/RN, and DSD/PG may 
perform differently from each other. 
For Bar-Gera’s algorithm and LUCE, the duality gap sometimes oscillates. If examined closely, the 
objective function of the primal problem decreases sufficiently while the objective function of the dual 
problem oscillates and does not increase sufficiently. Further analysis is needed to explain the reason for 
this phenomenon. Nie’s algorithm converges more smoothly than Bar-Gera’s algorithm, though Nie’s 
algorithm consumes more calculation time. TAPAS converges fastest for any networks of any scale, and 
TAPAS consumes more calculation time for the first iteration. This is because an enormous number of 
PASs are found during the first iteration. 
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Fig. 1.  Computation results (left: Barcelona, right: Winnipeg) 
1E-11
1E-10
1E-09
1E-08
1E-07
1E-06
1E-05
1E-04
1E-03
1E-02
1E-01
1E+00
1E+01
1E+02
1E+03
1E+04
1E+05
1E+06
1E+07
1E+08
0.01 0.1 1 10 100 1,000 10,000
D
ua
lit
y 
ga
p 
(m
in
)
Calculation time (s)
Frank-Wolfe algorithm
ASD
DSD/RG
DSD/RN
DSD/PG
Bar-Gera's algorithm
Nie's algorithm
LUCE
Algorithm B
Improved Algorithm B
TAPAS
Fig. 2.  Computation results (left: Chicago sketch network, right: Seien region) 
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Fig. 3.  Computation results (left: Oyama-Tochigi, right: Nagoya) 
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Fig. 4.  Computation results (left: Tokyo, right: Berlin) 
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Fig. 5.  Computation results (left: Philadelphia, right: Chicago regional network) 
3.4. Convergence criterion issue 
For any algorithm, infinite iterations are needed to obtain the optimal solution of a UE traffic 
assignment model. However, in practice, we must accept an imperfect solution containing convergence 
error because we necessarily truncate the iteration to a finite number. Thus, it is very important to 
carefully choose the criterion for truncating the computation. 
To discuss the criterion for truncating the calculation, we should ideally evaluate the difference 
between a temporal solution and exact solution. For example, the distance between a temporal solution 
and exact solution can be defined by the following two measures: 
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   2anan xxxx                                                    (5) 
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where  nx  is the temporal link flow vector after the n-th iteration and x  is the exact solution of the link 
flow.  
However, we cannot know the exact solution in advance and therefore cannot evaluate the degree of 
convergence using the distance between the temporal solution and exact solution. In many textbooks, the 
oscillations of the link flow (i.e., the difference between the temporal solution and previous solution), 
such as those given by the following equations, are used as a measure of convergence. 
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These are popular convergence measures because they are quite intuitive and easy to calculate. 
However, such oscillations do not represent a convergence error of the solution. An algorithm that causes 
mild fluctuations can mistakenly seem to present a fast convergence.  
Figs. 6 and 7 show the relationship between the oscillation of the link flow (eq. 8) and the convergence 
error of the link flow (eq. 6) when using the various algorithms. Both axes of the graphs are in the 
logarithmic scale. Exact solutions for eq. (6) are obtained in advance by TAPAS (although they are not 
the exact solution in a strict sense, they are virtually exact because the duality gaps reach the limit of 
arithmetic precision.). Figs. 6 and 7 indicate that the convergence error is fairly proportional to the  
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Fig. 6.  Relationship between oscillation of link flow solution and convergence error of link flow (left: Frank-Wolfe 
algorithm, right: DSD/PG) 
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oscillation of the solution though the proportionality coefficients are instable and undergo fluctuation as 
iteration proceeds. Additionally, proportionality coefficients vary with the algorithms. The proportionality 
coefficients are approximately 1 to 100 when using the Frank-Wolfe algorithm, 10 to 100 when using the 
DSD algorithm and Algorithm B, and 0.03 to 10 when using TAPAS. 
As mentioned in the above section, the duality gap has a useful property; the duality gap decreases as 
convergence proceeds and reaches zero if and only if an exact solution is obtained. Thus, it would be very 
convenient if the convergence error of the link flow could be estimated indirectly from the duality gap.  
Figs. 8 and 9 show the relationship between the convergence error of the link flow and the relative gap. 
The relative gap is determined by the proportion of the duality gap to total travel cost. 
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Fig. 8.  Relationship between relative gap and convergence error of link flow (left: Frank-Wolfe algorithm, right: 
DSD/PG)
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Figs. 8 and 9 indicate that the convergence error is nearly in proportion to the relative gap. The 
convergence error can be estimated at approximately 610  times the relative gap when the Frank-Wolfe 
algorithm is used. However, the convergence error will be 610  to 1010  times the relative gap when 
advanced algorithms such as TAPAS are used and the proportionality coefficients vary more widely. 
Thus, we guess that it may be possible to estimate the convergence error of a solution from the relative 
gap of the optimization problem. However, further analysis is needed to obtain a more clear relationship 
between the convergence error and the duality gap or relative gap. We suppose the relationship may 
depend on the algorithm, characteristics of the network, travel cost function, OD demand pattern, level of 
congestion, and so on.  
4. Conclusions 
The performances of the recent advanced algorithms for solving the UE traffic assignment problem are 
compared using fair and practical conditions. The use of some of these advanced algorithms results in the 
convergence error reaching the limit of arithmetic precision of the computer. TAPAS is particularly found 
to perform best in all cases. 
Additionally, the proportionality between the convergence error of the link flow solution and the 
relative gap of the numerical optimization problem is revealed. Possibly, the relative gap will be applied 
as a convergence measure for the UE solution using these results after further study. 
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