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a b s t r a c t
The cartesian product of a graph G with K2 is called a prism over G. We extend known
conditions for hamiltonicity and pancyclicity of the prism over a graph G to the cartesian
product of G with paths, cycles, cliques and general graphs. In particular we give results
involving cubic graphs and almost claw-free graphs.
We also prove the following: Let G and H be two connected graphs. Let both G and H
have a 2-factor. If ∆(G) ≤ g ′(H) and ∆(H) ≤ g ′(G) (we denote by g ′(F) the length of a
shortest cycle in a 2-factor of a graph F taken over all 2-factorization of F ), then GH is
hamiltonian.
© 2009 Published by Elsevier B.V.
1. Introduction
Thewell-known Barnette conjecture states that all simple 4-polytopes are hamiltonian. In order to attack the conjecture,
Barnette and Rosenfeld in [1] proved that the prism over a simple 3-polytope is hamiltonian. The most general result of this
kind was proved by Paulraja in [10]. (A more simple proof of this result was given in [3].)
Theorem 1.1 ([10]). The prism over any 3-connected cubic graph is hamiltonian.
The study of prisms motivated interest in the cartesian product of a graph with either a clique or a cycle. In [1] the
following two results are proved.
Theorem 1.2 ([1]). If G is a connected graph, then GKn is hamiltonian for ∆(G) ≤ n.
Theorem 1.3 ([1]). If G is a connected graph, then GC4 is hamiltonian for ∆(G) ≤ 4.
The sharpness example for Theorem 1.2 is given by the graph K1,rKn (for n < r) which is nonhamiltonian.
Note that the statement of Theorem 1.3 was made in the following geometrical context: the five-dimensional polytope
obtained by taking the prism over the prism of any 3-polytope is always hamiltonian while for any integer k, there are
4-polytopes for which the k-fold prism is not hamiltonian.
In the paper motivated by previous results we deal with sufficient conditions for hamiltonicity and pancyclicity of
cartesian products of a graph with a cycle, path and a general graph. However we first start with some definitions.
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Fig. 1. Cartesian product of two paths with a hamiltonian cycle.
2. Some basic definitions
We introduce here some basic definitions and notations that we will use throughout the paper. Further specific
definitions and concepts are introduced at places of their first appearance. Note that we consider finite simple undirected
graphs G = (V , E) only. For terminology not defined here we refer to [2].
The graph K1,r is called a star and denoted Sr . In particular, the graph K1,3 is called a claw. The vertex of degree r in a star
is called its center. We say that a vertex is a claw-free vertex if it is not the center of a claw.
For integers t and swe mean by Pt the path on t vertices and by Cs the cycle on s vertices.
Let G and H be two graphs. The cartesian product of G and H is denoted by GH . Note that it is defined as the graph with
vertex set V (G) × V (H) and the edge {(u1, v1), (u2, v2)} is present in the product whenever u1 = u2 and v1v2 ∈ E(H) or
symmetrically v1 = v2 and u1u2 ∈ E(G).
A branch vertex of G is a vertex vwith dG(v) ≥ 3. A vertex of degree 1 in G is called end-vertex of G. An end-vertex is called
pendant, if its (only) neighbor is a branch vertex. We denote the number of pendant neighbors of a branch vertex u in G by
dpG(u) and the number of its non-pendant neighbors by d
np
G (u) (thus dG(u) = dpG(u)+ dnpG (u)). By an outer branch vertex in a
graph Gwe mean a branch vertex uwith dnpG (u) = 1. The other branch vertices of G are called inner.
We say that G is a k-pendant graph if every vertex u of G has at most k pendant neighbors (but u can have some other
neighbors which are not pendant), i.e. dpG(u) ≤ k.
By a prism over a graph G we mean the graph GK2. By a generalized prism over a graph G we mean a graph GKt , GCt
or GPt .
3. Basic proof tools
In this section hamiltonian cycles for particular generalized prisms are introduced. They will be used in subsequent
sections in proofs of given theorems.
We consider generalized prisms of the following types: P`Pt , C`Pt and P`Ct (`, t can be independently odd or even).
We denote the vertices of GH shortly by vij = (vi, vj)where vi ∈ G and vj ∈ H .
Lemma 3.1. Let G = P`Pt . If
(i) t ≥ 2 is even and ` ≥ 3 is odd, then G has a hamiltonian cycle C`,t = v11v21 . . . v`1
v`2v`−1,2v`−1,3v`3 . . . v`iv`−1,iv`−1,i+1v`,i+1 . . . v`t
v`−1,tv`−2,tv`−2,t−1v`−2,t−2 . . . v`−2,2v`−3,2
v`−3,3 . . . v`−3,tv`−4,t . . .
v`−j,t . . . v`−j,2v`−j−1,2 . . . v`−j−1,tv`−j−2,t . . . v1tv1,t−1 . . . v11,
(ii) t ≥ 2 is even and ` ≥ 2 is even, then G has a hamiltonian cycle C`,t = v11v21 . . . v`1v`2 . . . v`,t
v`−1,tv`−1,t−1 . . . v`−1,2v`−2,2v`−2,3 . . . v`−2,t . . .
v`−j,t . . . v`−j,2v`−j−1,2 . . . v`−j−1,tv`−j−2,t . . . v1,tv1,t−1 . . . v11 (see Fig. 1),
(iii) t ≥ 3 is odd and ` ≥ 3 is odd, then G has no hamiltonian cycle, but G has a cycle omitting one vertex only,
(iv) t ≥ 3 is odd and ` ≥ 2 is even, then G has a hamiltonian cycle diagonally symmetric to the hamiltonian cycle given in (i).
Lemma 3.2. Let G = P`Ct . If
(i) t ≥ 2 is arbitrary and ` ≥ 3 is odd, then G has a hamiltonian cycle C`,t = v11v21 . . . v`1v`2 . . . v`,t
v`−1,tv`−1,t−1 . . . v`−1,2v`−2,2v`−2,3 . . . v`−2,t . . .
v`−j,t . . . v`−j,2v`−j−1,2 . . . v`−j−1,tv`−j−2,t . . . v1,t . . . v12v13 . . . v1tv11,
(ii) t ≥ 2 is arbitrary and ` ≥ 2 is even, then G has a hamiltonian cycle C`,t = v11v21 . . . v`1v`2 . . . v`,t
v`−1,tv`−1,t−1 . . . v`−1,2v`−2,2v`−2,3 . . . v`−2,t . . .
v`−j,t . . . v`−j,2v`−j−1,2 . . . v`−j−1,tv`−j−2,t . . . v1,t . . . v11.
Lemma 3.3. Let G = C`Pt . If
(i) t ≥ 2 is arbitrary and ` ≥ 4 is even, then G has a hamiltonian cycle C`,t = v11v12 . . . v1tv2t . . . v21
vj1vj2 . . . vj,tvj+1,t . . . vj+1,1 . . . v11,
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(ii) t ≥ 2 is even and ` ≥ 3 is odd, then G has a hamiltonian cycle as P`Pt ,
(iii) t ≥ 3 is odd and ` ≥ 3 is odd, then G has a hamiltonian cycle C`,t = v11v21v31v32v33 . . . v3tv4tv4,t−1 . . . v41 . . .
vj1vj2 . . . vj,tvj+1,t . . . vj+1,1 . . .
v1tv2tv2,t−1v1,t−1 . . . v1iv2iv2,i−1v1,i−1 . . . v11.
The path of type vi,1vi,2 . . . vi,t in a generalized prism is called a vertical line (of the vertex vi,1) whereas v1,jv2,j . . . v`,j is
a horizontal line (of the vertex v1,j). We define analogously a vertical or horizontal cycle.
Lemma 3.4. Every vertical line or cycle in any generalized prism considered in Lemmas 3.1 and 3.2 is incident with at least
1
2 (t − 2) edges of the given hamiltonian cycle. Moreover for any two consecutive edges in a vertical line or cycle at least one is
used by any given hamiltonian cycle.
Wewill also use the following definition to construct cycles from those that are defined in the previous lemmas. Let C and
C ′ be two cycles in a graph G. Assume that there are edges e = uu′ and f = vv′ in G such that u, v ∈ V (C), u′, v′ ∈ V (C ′),
uv ∈ E(C) and u′v′ ∈ E(C ′). We shall call e and f joining edges and uv and u′v′ free edges of cycles C and C ′. In this case
we mean by a join of cycles C and C ′ through edges e and f the cycle C ′′ with vertex set V (C ′′) = V (C) ∪ V (C ′) and edge set
E(C ′′) = ((E(C)∪E(C ′))\{uv, u′v′})∪{e, f }. Note that in the previous definitionwe allow u or u′ to be identical with v or v′.
The following concept is basic in the context of study of the hamiltonicity of prisms over a graph. A graph G is called a
cactus if it is connected, has at least 2 vertices, all cycles of G are vertex-disjoint. A cactus of maximum degree k is called a
k-cactus. A cactus is called even if all of its cycles are of even length. The cycles in a cactus are called its leaves. We later on
extend this concept and also show a relationship between a coloring of the edges of a graph (cactus) and hamiltonian cycles
in generalized prisms.
Note that the existence of a cactus as a subgraph in a graph G can be formulated as a particular covering (or factorization)
of G into paths and/or cycles. Let us mention papers [8,9] in this context.
The necessary and sufficient condition for hamiltonicity of the prismover a connected graphwas given by Paulraja in [10].
His characterization is based on the concept of a SEEP-subgraph (see Section 6).
4. Cartesian products with cycles
We extend Theorem 1.3 to the following.
Theorem 4.1. Let G be a connected graph. Then GCn is hamiltonian for ∆(G) ≤ n.
This result is sharp analogously as the result of Theorem 1.2. This can be seen by the cartesian product of the star Sr with
Cn, since SrCn has no hamiltonian cycle for n < r .
Proof. We use an algorithm based on a recursive construction of a spanning tree of G. We start with the vertical cycle of an
initially chosen vertex v0. We cover it by a hamiltonian cycle. We set T0 to be a subgraph of Gwith V (T0) = {v0}.
We now repeat for t = 1, 2, . . . the following until we reach a hamiltonian cycle in GCn. Let vi be a vertex of G − Ti−1
such that vi is in the neighborhood of V (Ti−1) (i.e. there is a neighbor of vi in Gwhich is in Ti−1). We cover the vertical cycle
of vi by a hamiltonian cycle and we join this cycle with a covering cycle of Ti−1Cn. Note that each vertical cycle is joined at
most n times to the rest of the resulting hamiltonian cycle. 
5. Cartesian products with paths
We further deal with cartesian products of a graph with paths, i.e. we consider GPt for t ≥ 4 even and t ≥ 3 odd. We
give some sufficient conditions for GPt to be hamiltonian.
Obviously, ifGP2 is hamiltonian, thenGPt is also hamiltonian for t even. Thus it is possible to extend the results dealing
with hamiltonicity of prisms over particular classes of graphs to the product GPt where t is even, e.g. the results from [6]
for the class of line graphs and some other graph classes.
Notice that the case when t is odd is not ‘‘obvious’’ since P2q+1P2r+1 is clearly nonhamiltonian. Thus wemust ‘‘exclude’’
paths on odd number of vertices in G.
We shall prove the following basic lemma. Note that it holds also for t = 2.
Lemma 5.1. Let t be an even integer, t ≥ 4. Let H be a 2-pendant cactus with ∆(H) ≤ 12 (t + 2) such that H has at most one
branch vertex with exactly two pendant neighbors. Then HPt is hamiltonian.
Proof. First note that a cactus H satisfying hypothesis of lemma contains a spanning tree T with the same properties,
i.e. ∆(T ) ≤ 12 (t + 2) and T has at most one branch vertex with exactly two pendant neighbors. (We get T by removing
one edge from every cycle of H .)
A cycle in TPt is said to be a covering cycle if it covers some P`Pt according to the method of Lemma 3.1 or if it is
obtained recursively by the join of such cycles. Notice that such a cycle does not cover necessarily all the vertices of TPt .
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The proof is constructive and exhibits a hamiltonian cycle in TPt for t even, t ≥ 4, by increasing step by step a covering
cycle. A vertex of TPt is said to be coveredwhen it belongs to the cycle that is progressively constructed.
Let i = 0 and G0 = T0 = T . We first find a path P in Ti based on three cases.
We distinguish three cases.
Case 1. We first examine the case when the spanning tree Ti has no pendant vertex. Consider a path P in Ti between some
two leaves of Ti.
Case 2. Ti contains at least one pendant vertex and not a branch vertex with exactly two pendant neighbors. Then do the
following:
Consider a path P in Ti between some two leaves of Ti that are both pendant vertices or at least one, if there is only one
pendant vertex. Moreover choose P such that no vertex interior to P has a pendant neighbor.
Case 3. Ti contains a branch vertex uwith exactly two pendant neighbors u′, u′′.
Then let P = u′uu′′.
Cover PPt in all the cases by a covering cycle C described in Lemma 3.1, depending on the parity of number of vertices of P .
It is easily seen that no component is a singleton vertex and each branch vertexwith 2-pendant neighbors is in a separate
component.
After constructing P and the appropriate cycle in PPt we set i := i + 1, Gi = Gi−1 − P and Ti to be any component of Gi.
We repeat the process of constructing a covering cycle recursively for any component Ti of Gi−1 − P .
We end up by the previous construction with a path factor in T in which each component has at least 2 vertices and
appropriate 2-factor in TPt . Using the join operation we get a hamiltonian cycle in TPt .
The construction above is correct since it consists of repeating join operation at vertical lines of neighboring vertices.
The vertical line of every vertex contains at least 12 (t − 2) free edges according to Lemma 3.4 and there will be at most
∆(T )− 2 ≤ 12 (t + 2)− 2 = 12 (t − 2) join operations along the vertical line. 
We proceed with some applications of the previous lemma.
Clearly if G has a spanning connected subgraph satisfying the assumption of Lemma 5.1, then GPt is hamiltonian.
We have also the following.
Theorem 5.2. Let G be a connected graph. If G has a spanning connected subgraph H with ∆(H) ≤ 12 (t + 3) such that H has
a 2-factor, then GPt is hamiltonian for any integer t ≥ 3.
Proof. The proof of this theorem is quite analogous to that of Lemma 5.1 and is as follows.
Let C1, C2, . . . , Cp be the cycles of a 2-factor of H in an arbitrary order. For every Ci construct a covering cycle in CiPt
given by Lemma 3.3. Now join the cycles in a 2-factor in HPt using the tree-like structure of appropriate cycles in H .
The construction is correct since the vertical line of every vertex in H contains at least 12 (t − 1) free edges. 
The bound on the maximum degree is possible to improve if we assume t even and the existence of an even factor in G.
Theorem 5.3. Let G be a connected graph. If G has a spanning connected subgraph H with ∆(H) ≤ t + 1 such that H has an
even 2-factor, then GPt is hamiltonian for any even integer t ≥ 2.
The proof of Theorem 5.3 is analogous to the proof of the previous theorem and is therefore omitted. In the proof we
make use of the fact that the cycles in the 2-factor are even and we consequently apply Lemma 3.3.
We have by the well-known Petersen theorem that a bridgeless cubic graph has a 1-factor (a perfect matching). The
complement of this 1-factor is a 2-factor. Thus we have the following corollary (of Theorem 5.2).
Corollary 5.4. Let G be a bridgeless cubic graph and t ≥ 3 an integer. Then GPt is hamiltonian.
The previous Corollary is an extension of Theorem 1.1.
We now discuss the existence of 1-pendant spanning trees in graphs belonging to some particular graph classes in
relationship with Lemma 5.1. It is known for some classes of graphs that they admit a spanning 3-tree (a spanning tree
with maximum degree 3). Let us mention the class of claw-free graphs and of graphs which are squares of a graph. It is
not difficult to get the existence of a spanning 1-pendant 3-tree for these two classes of graphs. This fact implies that the
generalized prism GPt over such graphs is hamiltonian for even t ≥ 4. It was proved in [6] that the hamiltonicity property
is true even for t = 2 for the class of line graphs (a subclass of claw-free graphs) and for squares of graphs.
The existence of a 1-pendant spanning 3-tree is possible to prove also for a connected almost claw-free graph. The class
of almost claw-free graphs was introduced in [11] as an extension of the class of claw-free graphs. We say that a graph is
almost claw-free if the set of claw centers is independent and the neighborhood of claw-centers is 2-dominated. Thus we get
the following result.
Theorem 5.5. Let G be a connected almost claw-free graph. Let t ≥ 4 be an even integer. Then GPt is hamiltonian.
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Proof. We show that an almost claw-free graph admits a 1-pendant spanning 3-tree. The theorem follows then from
Lemma 5.1.
First note that in an almost claw-free graph the set of claw-centers forms an independent set and that such a graph
is K1,5-free (see e.g. [11]). It was proved in [4] that a connected almost claw-free graph admits a 2-walk. Moreover it was
proved there that in an almost claw-free graph there is a 2-walk visiting every locally connected vertex (i.e. a vertex whose
neighborhood induces a connected graph) exactly once. Thus an almost claw-free graph has a spanning 3-tree such that any
locally connected vertex is of degree 2 in it. (For more information about the relationship between walks and k-trees see
e.g. [6].) We show here that it admits even a 1-pendant spanning 3-tree.
Assume thatw is a 2-pendant vertex in a spanning 3-tree T of G. Let z and v be its pendant neighbors and y the remaining
neighbor. Assume at first that w is a claw-free vertex. Thus at least one of the edges zy, zv, vy is in G. According to this we
set T ′ to be either T − wy+ yz or T − vw + zv or T − wy+ yv. T ′ has therefore fewer 2-pendant vertices than T .
Therefore we have thatw is not a claw-free vertex. We now have that z, y and v are all claw-free. If any of these vertices
dominates the other two, then at least one of the edges zy, zv, vy is in G and we can modify T to T ′ as before. Thus we have
that one of the dominating vertices in 〈N(w)〉, say b, is none of z, v, y. By symmetry we can assume that it dominates v.
Moreover b is a claw-free vertex (by the property of almost claw-free graphs).
Let first b be a locally connected vertex of G. Then dT (b) = 2. We set T ′ = T + bv. If b is not locally connected (the
neighborhood of b now consists of two cliques), then since wb, vb and zb or yb are edges of G we have at least one of the
edges vz or vy in G. Analogously as in previous cases we modify T to T ′. Note that it is possible that after this modification b
is now 2-pendant with degree 3 (i.e. the number of 2-pendant vertices of T and T ′ is the same). But b is claw-free, therefore
it is possible to replace T ′ by T ′′ with fewer 2-pendant vertices as in the first case considered. 
We note that it is not known whether GP2 is hamiltonian for an almost claw-free graph G.
We now turn our attention to the pancyclicity, in particular weak pancyclicity, of generalized prisms. It was proved in [5]
that the prism over a 3-connected cubic graph is vertex even pancyclic, i.e. for every vertex v there are cycles of all even
lengths ranging from 4 to n and containing v.
Theorem 5.6 ([5]). If G is a 3-connected cubic graph, then the prism GK2 is vertex even pancyclic.
The proof of Theorem 5.6 uses the result of Theorem 1.1.
We now extend in an analogous way Lemma 5.1 and get sufficient conditions for pancyclism in generalized prisms and
corresponding corollaries.
Lemma 5.7. Let t be an even integer, t ≥ 4. Let H be a 1-pendant cactus with ∆(H) ≤ 12 (t + 2). Then HPt is vertex even
pancyclic.
Proof. We start with this obvious claim (its proof is by induction).
Claim. The product PtP2 (t ≥ 2 even) admits cycles of all even lengths ranging from 4 to 2t containing any prescribed
vertex.
For the proof of our lemma consider firstly an arbitrary 1-pendant cactus F of G.
Consider a vertex v in F . Assume first that v in F is such that a component F ′ of F − v is a 1-pendant cactus (v can be also
on a cycle of F ). Let v′ be a neighbor of v in F . Obviously, F ′ is a 1-pendant cactus of maximum degree ∆(F ′) ≤ ∆(F).
Thus by Lemma 5.1 it is hamiltonian. Using Lemma 3.4 we get in F cycles of all even lengths ranging from |V (F ′)| to
|V (F ′)| + t = |V (F)| (by joining the particular cycles in F ′ and vv′Pt ) and containing any vertex in F ′.
Thus v in F is such that a component F ′ of F − v is a 2-pendant cactus of maximum degree ∆(F ′) ≤ ∆(F). Then F ′ is
hamiltonian by Lemma 5.1. Using Lemma 3.4 and a join of cycles as before we get all the needed cycles.
Now consider a fixed vertex u in a given 1-pendant cactusH satisfying the hypothesis of the Lemma. By removing step by
step pendant vertices or vertices of a leave from H we get even cycles of all lengths between 4 and V (H) using the previous
considerations. 
The previous lemma has the following consequence. Let G be a graph with a spanning subgraph H satisfying the
hypothesis of Lemma 5.7. Then GPt is vertex even pancyclic.
We will next give some additional results in the following section using the same basic tools as that introduced in
Section 3. In particular we discuss hamiltonicity of generalized prisms GPt when t is odd. We also discuss the concept
of (bi)coloring commonly used for checking hamiltonicity of prisms (see e.g. [10]).
6. Extensions
In this section we first discuss the product GPt for t odd. As mentioned in the introduction, the product P`Pt has no
hamiltonian cycle. Using similar method as in the proof of Lemma 5.1 we can get the following results.
Lemma 6.1. Let t be an odd integer, t ≥ 3. Let H be a 1-pendant cactus with∆(H) ≤ 12 (t+ 2) such that H admits an even path
factor. Then HPt is hamiltonian.
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Obviously the following holds. Let G be a graph admitting a spanning subgraph with properties given in the hypothesis
of Lemma 6.1. Then GPt is hamiltonian for any t ≥ 3.
Note that by Lemma 3.1 the product P`Pt has a cycle omitting one vertex only. Thus we get under the assumption of
Lemma 6.1 the following result.
Theorem 6.2. Let t be an odd integer, t ≥ 3. Let T be a 1-pendant tree with∆(T ) ≤ 12 (t + 2) such that T admits a path factor
such that each path in it is nontrivial (i.e. of nonzero length). Let s be the number of odd components (i.e. with odd number of
vertices) of this factor. Then TPt has a cycle omitting at most s vertices.
We turn our attention to the coloring used for proving hamiltonicity of GK2. The following complete characterization
of graphs having hamiltonian prism is due to Paulraja.
Theorem 6.3 ([10]). Let G be a graph. The cartesian product GK2 is hamiltonian if and only if G has an SEEP-subgraph.
The definition of an SEEP-subgraph is technical and is as follows.
First, an EP-subgraph of a graph G is a graph H with the following properties
(i) H is a connected spanning subgraph of G,
(ii) ∆(H) ≤ 4, and
(iii) H = E ∪ P , where E is an edge-disjoint union of cycles, P is a vertex-disjoint union of paths, such that no vertex of a
path of P is of degree 4 in H , and E and P are edge-disjoint.
Now let H ′ be a multigraph obtained from an EP-subgraph H of G by duplicating the edges of the paths of P . If H ′ admits
an even cycle decomposition, then we call the corresponding EP-subgraph H of G an EEP-subgraph. If H is an EEP-subgraph,
then it is possible to bicolor alternately by blue and yellow the edges of the even cycles of H ′.
An EEP-subgraph H of G is an SEEP-subgraph of G if H ′ with the bicoloring admits an eulerian tour using the following
rules: We can start at arbitrary vertex of the component. If we use an edge of one color to reach a vertex, then we must use
another edge of the same color, if present, to leave the vertex.
Theorem 6.4. Let G be a graph admitting an SEEP-subgraph H = E ∪ P with P = ∅.
Then GPt is hamiltonian for any t ≥ 3.
Proof. Let HC be the part of H ′ of an SEEP-subgraph H admitting the even cycle decomposition. We give a construction of a
hamiltonian cycle inHCPt . Consider an eulerian tour S inHC obtained by traversal rules froma bicoloring ofHC .We keep the
coloring of edges in S, i.e. S is a sequence of edges colored blue B and yellow Y . We now give the covering paths for specific
subsequences S ′ of S (see also Section 3). Let S ′ = BYB. Then P`,t = v1tv2tv2,t−1 . . . v21v31v32 . . . v3,tv4,t . Let S ′ = BYY . . . YB
with the number of Y ’s odd. Then
P`,t = v1tv2tv2,t−1 . . . v21v31v32 . . . v3,t−1v4,t−1
v4,t−2 . . . v4,1v5,1 . . .
vi,1vi,2 . . . vi,t−1vi+1,t−1vi+1,t−2 . . . vi+1,1vi+2,1 . . .
v`−1,1v`−1,2 . . . v`−1,tv`,t .
Let S ′ = BYY . . . YBwith the number of Y ’s even. Then
P`,t = v1tv2tv2,t−1 . . . v21v31v32 . . . v3,t−1v4,t−1
v4,t−2 . . . v4,1v5,1 . . .
vi,1vi,2 . . . vi,t−1vi+1,t−1vi+1,t−2 . . . vi+1,1vi+2,1 . . .
v`−4,t−1v`−3,t−1v`−2,t−1v`−2,t−2v`−3,t−2v`−3,t−3v`−2,t−3 . . .
v`−2,jv`−3,jv`−3,j−1v`− 2, j− 1 . . .
v`−1,1v`−1,2 . . . v`−1,tv`,t .
For S ′ = YBB . . . BY we define
P`,t = v11v21v22v23 . . . v2tv3tv4t . . . v`−1,tv`−1,t−1v`−1,t−2 . . .
v`−1,2v`−1,1v`,1.
The last covering path works for the any odd or even number of B’s in S ′.
Following the traversal rules, we always cover the cartesian product of the maximal monoton subsequence of one color
with Pt by the covering path given above. This gives a hamiltonian cycle in HCPt . 
Note that the previous Theorem can be modified in such a way that we assume each path in P to be on an even number
of vertices and with an appropriate bound on the maximum degree.
Finallywe give the following result involving a condition for hamiltonicity of the cartesian product of two general graphs.
We denote by g ′(F) the length of the shortest cycle in a 2-factor of a graph F taken over all possible 2-factorization of F .
Theorem 6.5. Let G and H be two connected graphs. Let both G and H have a 2-factor. If ∆(G) ≤ g ′(H) and ∆(H) ≤ g ′(G),
then GH is hamiltonian.
The previous theorem is an extension of Theorems 1.3 and 4.1.
The proof is by induction on the number of cycles in a 2-factor of H and uses analogous techniques as the proof of
Lemma 5.1 and Theorem 5.2 and is therefore omitted.
R. Čada et al. / Discrete Mathematics 309 (2009) 6337–6343 6343
It was proved in [7] that a bridgeless cubic graph has a 2-factor such that each cycle of it has at least 4 vertices. Thus we
get the following.
Corollary 6.6. The cartesian product of two bridgeless cubic graphs is hamiltonian.
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