The present paper investigates performance of neuro-fuzzy (NF) and wavelet-neurofuzzy (WNF)conjunction models in short-and long-term forecasts of air temperature. A NF and two WNF models were developed and validated using daily air temperature data collected at two coastal stations in Iran, namely, Ahwaz and Izeh. The comparison of ANFIS and WANFIS models indicated that the conjunction models performed better than the single ANFIS model especially in forecasting weekly and monthly air temperatures. The coefficient of determination (R 2 ), the root mean square error (RMSE) and adjusted coefficient of efficiency (E 1 ) were used as comparison criteria. For the Ahwaz and Izeh stations, the WANFIS model increased the accuracy of single ANFIS model by 23-13% (Ahwaz) and 21-8% (Izeh) with respect to RMSE in forecasting one-week and onemonth ahead maximum air temperatures, respectively.
INTRODUCTION
Predictions of air temperature are of importance in land characterization systems as well as hydrological and ecological models (e.g. Benavides et al. 2007 ). In such model applications, air temperature is used as input parameter to estimate other processes, such as evapotranspiration, soil decomposition, plant productivity, etc. (Dodson and Marks, 1997) . Accurate predictions of air temperatureare also required for determining land site suitability for agricultural and forest crops, for producing estimates of soil surface temperature and for avoiding undesirable impacts of temperature variations (see e.g. Hudson and Wackernagel, 1994; George, 2001; Ustaoglu et al. 2008) .
A number of attempts have been made to model air temperature variations (e.g. Bartos and Janosi, 2006; Kiraly and Janosi, 2002; Benth and Saltyte-Benth, 2004; Gyure et al. 2007; Alfaro et al. 2004; Guan et al. 2008) , which have emphasized the need for accurate models addressing nonlinearity in the air temperature variability.Artificial Intelligence (AI) approaches, which have been successfully used in a wide range of scientific applications, may provide a viable alternative for resolving this problem.Applications of AI techniques to hydrometeorological problems have rangedfrom the downscaling of temperature and precipitation (Schoof and Pryor 2001) ,predicting summer rainfall (Hartmann et al., 2008) ,and drought forecasting (Moridet al., a2007) ,and modeling evaporation/evapotranspiration (Shiri and Kisi, 2011a; Shiri et al., 2014a) , through to wind and sea water level forecasting , and groundwater modeling .
Applications of AI to air temperature prediction problemsinclude the following: Tatli and Sen (1999) The adaptive neuro-fuzzy inference system (ANFIS) [referred to as NF] was firstly introduced by Jang (1993) ; Jang and Sun (1995); Jang et al. (1997) , and since then applied to various engineering problems. For instance, Kisi et al (2013) applied NF techniques for modeling dew point temperatures, and introduced a NF-based modelwith geographic inputs for estimating long term air temperature variability.
In the last decade, wavelet transform has become anotherwidely applied technique for analyzing variations, periodicities, and trends in time series. For example, Smith et al. (1998) used a discrete wavelet transform (DWT) for quantifying streamflow variability. Lu (2002) applied wavelet transform for decomposition of inter-decadal and inter-annual components of rainfall data during the wet season. Xingang et al. (2003) investigated the rainfall spectrum and its evolution over inter-decadal time scale using wavelet analysis. Coulibaly and Burn (2004) used wavelet analysis to identify and describe variability in annual Canadian streamflows and to gain insights into the dynamical link between the streamflows and the dominant modes of climate variability in the Northern Hemisphere. Labat (2005) reviewed the most recent wavelet applications in the field of earth sciences and illustrated new wavelet analysis methods in the field of hydrology. Labat et al. (2005) demonstrated that the application of new wavelet indicators (combined continuous and multi-resolution analysis, wavelet entropy, wavelet coherence, wavelet cross-correlation) leads to several improvements in the analysis of global hydrological signal (ENSO, SOI, NAO, SAO) fluctuations and of their mutual time varying relationships. Partal and Kisi (2007) proposed a new wavelet-neuro-fuzzy conjunction model, for precipitation forecasting. Zhou et al. (2008) proposed a wavelet predictor-corrector model for the simulation and prediction of the monthly discharge time series. Shiri and Kisi (2010) introduced a wavelet-NF modeling strategy for simulating river discharge. introduced wavelet-NF and wavelet-genetic programming approaches for modeling daily rainfall. Kisi and Shiri (2012) applied WNF models for predicting groundwater level fluctuations.
To the best of the authors'knowledge, the application of NF and coupling it with wavelet is a novel application for predicting air temperature.
MATERIALS AND METHODS

Used Data
The daily average air temperature datafrom two automated coastal weather stations in Iran, namely, Ahwaz (latitude N, longitude E, altitude 22.5m), and Izeh (latitude N, longitude E, altitude 767 m) were used in the study. The stations are operated by the Khozestan Meteorological Organization. The data consisting of daily maximum, minimum and mean air temperature values (which will be referred to as T max , T min and T mean hereafter) and covering the period from April 2001 to March2009 were analyzed here. Table 1 shows the daily statistical parameters of the used data. For each station, the first six years' worth of data (75% of the whole data set) were used to calibrate the models, and the remaining two-year periods (25% of the whole data set) were reserved for testing issue. 
where ψ a,b (t) = the successive wavelet, a = the scale or frequency (dilation) factor, b = the time factor (corresponded to a temporal translation of mother wavelet) ; R = the domain of real numbers.
If ψ a,b (t) satisfies Equation (1), for the time series f(t) ∈ L 2 (R) or finite energy signal, successive wavelet transform of f(t) is defined as (2) where ψ -(t) = complex conjugate functions of ψ (t). It can be seen from Equation (2) that the wavelet transform is the decomposition of f(t) under different resolution levels (scales). In other words, to filter wave for f(t) with different filters is the essence of wavelet transform.
The successive wavelet is often discrete in real applications.
integer numbers. Discrete wavelet transform of f(t) can be written as (3)
The most common (and simplest) choice for the parameters a 0 and b 0 is 2nd and 1st time steps, respectively. This power of two logarithmic scaling of the time and scale is known as dyadic grid arrangement and is the simplest and most efficient case for practical purposes (Mallat 1989) . Equation (3) becomes a binary wavelet transform when a 0 = 2, b 0 = 1: (4) The characteristics of the original time series in frequency domain (a or j) and time domain (b or k) at the same time are reflected by W ψ f (a,b) or W ψ f (j,k). When the frequency resolution of wavelet transform is low, but the time domain resolution is high,a or j becomes small. When the frequency resolution of wavelet transform is high, but the time domain resolution is low, a or j becomes large (Wang and Ding 2003) .
For a discrete time series f(t), where occurs at different time t (i.e., here integer time steps are used), the DWT can be defined as (5) where W ψ f (j,k) is wavelet coefficient for the discrete wavelet of scale a = 2 j , b = 2 j k.
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DWT operates two sets of functions viewed as high-pass and low-pass filters. The original time series are passed through the high-pass and low-pass filters and separated at different scales. The time series is decomposed into one comprising its trend (the approximation) and one comprising the high frequencies and the fast events (the detail). In the present study, the detail coefficients and approximation (A) sub-time series are obtained using Equation (5). Jang (1993) introduced architecture and a learning procedure for the fuzzy inference systems (FIS) that uses a neural network learning algorithm for constructing a set of fuzzy if-then rules with appropriate membership functions (MFs) from the specified input-output pairs. This procedure is called an adaptive neuro-fuzzy inference system (ANFIS). ANFIS learning employs two methods for updating membership function parameters: 1) back propagation for all parameters (a steepest descent method); and 2) a hybrid method consisting of back propagation for the parameters associated with the input membership and least squares estimation for the parameters associated with the output MFs. The ANFIS system of interest here is functionally equivalent to the Sugeno first-order fuzzy model (Jang et al., 1997) .
2.3.Adaptive Neuro-Fuzzy Inference System (ANFIS)
As a simple example, assume a fuzzy inference system having two inputs x and y and one output f. The first-order Sugeno fuzzy model, a typical rule set with two fuzzy If-Then rules, can be given as:
Rule 1: If x is A 1 and y is B 1 , then
Rule 2: If x is A 2 and y is B 2 , then
where A 1 , A 2 and B 1 , B 2 are the MFs for inputs x and y, respectively, p 1 , q 1 , r 1 and p 2 , q 2 , r 2 are the parameters of the output function. Here the output f is the weighted average of the individual rule outputs and is itself a crisp value. The node functions are described next. The output of the i th node in layer l is denoted as O l,i . Every node i in Layer 1 is an adaptive node with node O l,i = A i (x), for i = 1, 2, or O l,i = B i-2 (y), for i = 3, 4, where x (or y) is the input to the i th node and A i (or B i-2 ) is a linguistic label (such as 'low' or 'high') associated with this node. The MFs for A and B are generally described by generalized bell functions, e.g. (8) where {a i , b i , c i } is the parameter set. In fact, any continuous and piecewise differentiable functions, such as commonly used triangular-shaped membership functions, are also qualified candidates for node functions in this layer (Jang, 1993) . Parameters in this layer are called premise parameters. The outputs of this layer are the membership values of the premise part. Layer 2 consists of the nodes labelled P,which multiply incoming signals and send the product out. For instance,
Each node output represents the firing strength of a rule. The nodes labelled N calculates the ratio of the i th rule's firing strength to the sum of all rules' firing strengths in Layer 3, Thus, an adaptive network which is functionally equivalent to a Sugeno first-order fuzzy inference system is built.
Wavelet-neuro-fuzzy (WNF) Model
The Wavelet-ANFIS models were obtained by combining two methods, DWT and ANFIS. The wavelet-ANFIS model [WNF hereafter ] is an ANFIS model, which uses as input the sub-time series components of the original data produced using DWT. For the WNF model inputs, the original time series are decomposed into a certain number of sub-time series components (Ds) by Mallat DWT algorithm (Mallat, 1989) . Each component plays different role in the original time series and the behavior of each sub-time series is distinct (Wang and Ding, 2003) . The WNF model is constructed in which the Ds of original input time series are inputs of the ANFIS and the original output time series are outputs of the ANFIS.
Statistical Measures
Three statistical evaluation criteria were used to assess the model performance: (1) the coefficient of determination (); (2) the root mean square error (RMSE) and (3) the adjusted coefficient of efficiency (E 1 ), expressions for which are presented below: 
whereT io is the air temperature value observed at the i th time step,T ie is the corresponding simulated air temperature value, n is number of time steps and T m is the mean of observational air temperature values and T -m is the mean of predicted air temperature values. The R 2 coefficient ranges between 0 and 1, with higher values indicating better model performance. Legates and McCabe (1999) argue that the Pearson correlation coefficient (R) or the coefficient of determination (R 2 ) alone should not be applied as a fitness measure and it is appropriate to apply other measures (e.g. RMSE or E 1 ) in addition to the application of correlation coefficients.RMSE describes the average magnitude of the errors by giving more weight on large errors and can give a good insight about the applied models. The E 1 index measures the absolute differences between the observed and corresponding simulated values relative to the absolute variability in the observed data (with respect to the mean value).
RESULTS AND DISCUSSIONS 3.1. ANFIS Models
The paper aims at representation of 1-day, 7-day and 30-day ahead forecasting of daily maximum, minimum and meanair temperature values by using ANFIS and Wavelet-neuro-fuzzy conjunction models.In the first part of the study, several input combinations were tried by using ANFISto predict air temperature values at each of the weather stations. The inputs present the previously recorded maximum, minimum and mean air temperature values and the output layer nodes corresponds to the maximum, minimum and mean air temperatures at 1-day, 1-week and 1-month prediction intervals. Thus, the following combinations of input data were evaluated:
, T i-3 , T i-2 , T i-1 , T i Where T n represents the air temperature value at the time n. It is noted that these input combinations were constructed for each data set of the maximum, minimum and mean air temperature values separately and ANFIS was applied to predict maximum, minimum and mean air temperature values for the following day (i+1), following week (i+7), and following month (i+30).
Fuzzy membership functions can take many forms, but triangular MFs are usually selected for practical applications (Russel and Campbell, 1996) . In selecting the number of MFs, a modeler should avoid using a large number of MFs or parameters to save time and computational effort (Keskinet al., 2004) . Here, three or four MFs were used for predicting air temperatures.The statistical parameters for each ANFISmodel during the test period are given in Table 2 . As seen from the table, the triple-input ANFIS model surpasses the other applied ANFIS models for predicting maximum, minimum and mean air temperature. Increasing the input variables beyond T i-2 decreases the accuracy. Once the superiority of input combination (iii) was demonstrated, this combination was applied for predicting air temperatures 1-week and 1-month ahead. Table3 represents statisticsfor triple-input ANFIS models [corresponding to input combination (iii)]. The results of daily predictions were reproduced in Table3 for easy comparability of the obtained results. The Table clearly shows that increasing the forecast horizon from one-day to one-week and further one-month decreases the model accuracy to great extent so that the one-month predictionsdemonstrate relatively high error and low accuracy (RMSE as well as R 2 and E 1 values in the table). Table2. Testing statistics of ANFIS models for 1-day ahead prediction-Ahwaz Station
3.2.WNFmodels
For theWNF conjunction model, the original data were sub-divided into training and testing periods. For the 1-day and 1-month T mean prediction, the hybrid WNF models demonstrate the decrease of the RMSE from 1.672 o C to 1.211 o C and from 5.632 o C to 5.552 o C, respectively. Similar accuracy improvements are clearly observed when the WNF models are applied to the data from the Izeh Station.Application of wavelet and its conjunction with ANFIS improves the model accuracy for 1-week and 1-month forecasts to great extent. Similarly to the single ANFIS models, in the case of T max prediction, increasing the prediction interval from 1-day to 1-month decreases the prediction accuracy: the R 2 and E 1 decrease from 0.975 to 0.937 and from 84.1 to 54.7, respectively, and the RMSE increases from 1.922 o C to 5.610 o C. It is clear from Table 4 that the WNF models generally produce better predictions for the 1-day, 1-week and 1-month ahead T min values than the T max and T mean .Figure3 depicts the observed and forecasted air temperature values from the Ahwaz Station during the test period (for the optimal models). The scatterplots clearly show that forecasting 1-day ahead gives the best results with good Sepideh Karimi, Ozgur Kisi, Jalal Shiri and Oleg Makarynskyy 169
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CONCLUSIONS
In this paper, the abilities of ANFIS and WNFmodels were investigated to predict air temperatures. The data from two weather stations in Khozestan Province (South Western Iran) were used for training and testing of the introduced models.
In the first part of the study, the original time series of air temperature were applied as input variables to ANFISmodel for predicting air temperature. In the second part of the study, the air temperature data were decomposed into several simple time-series using a discrete wavelet transform and the effective sub series were used as input to the ANFIS model to forecast one-day, one-week and one-month ahead air temperatures.
The comparison of single ANFIS and Wavelet-ANFIS orWNFmodels revealed that the wavelet conjunction model performed better than the ANFIS model especially in forecasting weekly and monthly air temperatures.
For the Ahwaz and Izeh stations, the RMSE values were decreased by 23-13% and 21-8% using the Wavelet-ANFIS conjunction model compared with the single ANFIS model in forecasting one-week ahead maximum air temperatures, respectively.
