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Abstract In this research, Repetitive Group Sampling (RGS) plans are developed for the Weibull and
generalized exponential distributions. To design the proposed plans, the median of a life-time is first used
as the quality parameter. Then, a decision-making framework is developed, based on first and second
type errors. Next, based on acceptable and limiting quality level criteria, tables are obtained to select the
parameters of the proposed decision-making framework. The advantages of the proposed method over
single sampling plans are discussed at the end.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY license.1. Introduction
Inmanufacturing environments, acceptance-sampling plans
provide decision rules for sentencing a produced or purchased
lot, or batch of items. In general, one can classify the rich
literature of the acceptance-sampling procedures into the
following six broad categories.
1. Determining the parameters of acceptance sampling plans
by optimizing a loss function. In this regard, Moskowitz and
Tang [1] proposed acceptance-sampling plans based on the
Taguchi loss function and Bayesian approach. Ferrell and
Chhoker [2] proposed a method to determine economically
optimal acceptance sampling plans. Their approach was
based on the Taguchi loss function to quantify deviations
between a quality characteristic and its target level.
2. Using process capability indices to design acceptance-
sampling plans. In this category, Pearn and Wu [3] intro-
duced a variables sampling plan for unilateral processes,
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doi:10.1016/j.scient.2012.02.012based on one-sided process capability indices, to deal with
lot sentencing problems with a very low fraction of defec-
tives. Their sampling plan was developed based on exact
sampling distribution rather than approximation. Pearn and
Wu [4] proposed a variables sampling plan, based on a pro-
cess capability index, to handle processes requiring very low
Part Per Million (PPM) fractions of defectives with process
loss consideration.
3. Employing the sequential decision-making approach to
develop an acceptance-sampling plan. In this class, Niaki and
Fallahnezhad [5] used the concept of Bayesian inferences
to design an optimal sampling plan. They formulated the
problem into a stochastic dynamic programming model to
minimize the ratio of the total discounted system cost to the
discounted system correct choice probability.
4. The idea of the continuous sampling plan is another
approach to design acceptance sampling plans. Bourke [6]
proposed a continuous sampling plan, based on the use
of sums of run-lengths of conforming items, for deciding
when to switch between the phases of sampling inspection
and 100% inspection. Bourke [7] proposed switching rules
based on a cumulative sum of the observed run-lengths
of conforming items between successive defective items.
Klassen [8] proposed a credit-based acceptance sampling
system where the credit of the producer was defined as the
total number of items accepted since the last rejection.
5. The lot-by-lot acceptance sampling scheme has been widely
used in the area of quality control for inspection purposes.
evier B.V. Open access under CC BY license.
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θm : Median life of product
θ0m : Median life of product under the null hypothesis
θ1m : Median life of product under an alternative
hypothesis
θw : pth percentiles life of Weibull distribution
θg : pth percentiles life of general exponential distri-
bution
r : Number of testers
p : Probability of product failure
p1m : Probability of product failure corresponding to
consumer’s risk
p2m : Probability of product failure corresponding to
producer’s risk
r1 : Median ratio at consumer’s risk
r2 : Median ratio at producer’s risk
t0 : Experiment time
a : Termination ratio
α : Probability of type-I error
β : Probability of type-II error
pa : Probability of accepting batch
pr : Probability of rejecting the batch.
In this scheme, a few items are selected from the lot and
used in the test for a pre-specified experiment time. A lot
is accepted if the number of failures/defectives is less than
the specified number of failures before the experiment time,
otherwise the lot is rejected. Many authors in the literature
developed the lot-by-lot acceptance sampling plans (see for
example [9–18]).
6. Repetitive Group Sampling (RGS) is another approach
to designing acceptance sampling plans. Sherman [19]
proposed a new type of sampling plan for the inspection
of quality characteristics of attributes called the Repetitive
Group Sampling (RGS) plan. Balamurali and Jun [20]
and Balamurali et al. [21] introduced the concept of
Repetitive Group Sampling (RGS) for variables inspection.
They discussed the advantages of the variables RGS plan
over the variables single sampling plan, variables double
sampling plan, and attributes RGS plan.
In this paper, a new Repetitive Group Sampling (RGS)
approach is introduced based on themedian of product lifetime.
In this approach, a default distribution for the life-time of a
product is first assumed. Then, by equating consumer’s risk to
the probability of type-II error, and also, by equating producer’s
risk to the probability of type-I error, the optimal values of
the parameters of the proposed acceptance sampling plan are
determined. Next, by collecting observations on product life-
time, the probability distribution of the life-time is determined,
and the average sample number and the probability of
accepting the product are obtained.
The rest of the paper is organized as follows. A brief back-
ground on the concept of repetitive group acceptance sampling
plans, along with the proposed RGS for the Weibull and gen-
eralized exponential distributions of product lifetime, come in
Section 2. Section 3 contains simulation experiments used
to obtain plan parameters. Comparative analyses come in
Section 4. The conclusion is given in Section 5 including a de-
scription of typical applications of the proposed methodology.
The following notations are used in the rest of the paper.2. The ordinary repetitive group acceptance sampling plan
Since the plan is intended to be used for Weibull and
generalized exponential distributions of product lifetime,
which are skewed, the median will be used as the quality
parameter. According to Gupta [10], the median represents a
better quality parameter than themean for skeweddistribution.
Let {θm;m ∈ (w, g)} (w for the Weibul and g for general
exponential distribution) be themedian life of a certain product.
We want to formulate the null and alternative hypotheses, H0 :
θm ≥ θ0m andH1 : θm < θ0m, where θ0m is the specifiedmedian life
of the product. The submitted product is considered to be good
if the null hypothesis is accepted, on the basis of information
obtained from the sample selected from an infinite lot, and
rejected if the sample information does not support it. These
hypotheses can be tested using the following proposed plan:
Step 1. Take a random sample of size n from a lot and put it to a
life test for a fixed experiment time, t0.
Step 2. If the number of failures, D, is smaller than, or equal to,
c1, accept H0 : θm ≥ θ0m and declare that the product is good.
Truncate the test, accept H1 : θm < θ0m, and declare that the
product is bad as soon as the number of failures exceeds c2,
where c2 ≥ c1.
Step 3. If c1 < D ≤ c2, go to Step-1 and repeat the experiment.
There are three parameters of the above mentioned plan,
namely, n, c1, and c2. The proposed plan is an extension of
the ordinary acceptance sampling plan. This plan reduces to an
ordinary acceptance sampling plan if c1 = c2.
Now, suppose that the lifetime of a submitted product
follows eitherWeibull or generalized exponential distributions,
with known or unknown shape parameters. The cumulative
distribution function (cdf) of the Weibull distribution is given
by:
F(t; λ, κ) = 1− exp(−(t/λ)κ), t ≥ 0, (1)
where κ is the shape parameter and λ is the scale parameter.
The cdf of the generalized exponential distribution is given by:
F(t; λ, δ) = (1− exp(−t/λ))δ , (2)
where δ is the shape parameter andλ is the scale parameter. It is
important to note that the cdf of both distributions depends on
t/λ. If the shape parameters are unknown, it can be estimated
from the previous failure time data. The qth percentile life of
Weibull and generalized exponential distributions are given as:
θw = λ [ln(q)]1/κ , (3)
θg = −λ ln

1− (q)1/δ . (4)
Note that the median life of Weibull and generalized exponen-
tial distributions are given in Eqs. (5) and (6), respectively.
θw = λ [ln(2)]1/κ , (5)
θg = −λ ln

1− (1/2)1/δ . (6)
In order to use the cdfs in Eqs. (1) and (2) to find the
parameters of the proposed plan, it would be convenient to
write the experiment time, t0, in terms of the experiment
termination ratio, a, and specified values of the median life, θ0m,
i.e. t0 = aθ0m. The operating characteristics function for the
repetitive group plan given by Sherman [19], is:
PA(p) = papa + pr ; 0 < p < 1, (7)
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the batch, respectively.
For the Ordinary Repetitive Acceptance Sampling Plans
(ORASP), we have two plan parameters, namely, acceptance
number, c , and sample size, n. According to Aslam and Jun [22],
as the lot size is large enough and the decision regarding the
submitted lot is to declare it either good or bad, the use of a
binomial distribution to find the probability of acceptance and
rejection in the repetitive sampling case is strongly supported.
The probability of acceptance for ORASP at the first sample is
given by:
Pa = Pr(D ≤ c1|p) =
c1
i=0

n
i

pi(1− p)n−i, (8)
and the probability of rejection at the first sample is given by:
Pr = Pr(D > c2|p) = 1−
c2
i=0

n
i

pi(1− p)n−i. (9)
Hence, the lot acceptance sampling based on ORASP is:
PA(p)
=
c1
i=0

n
i

pi(1− p)n−i
1−
c2
i=0

n
i

pi(1− p)n−i +
c1
i=0

n
i

pi(1− p)n−i
. (10)
As a result, the probability of failure, p, in cases of Weibull and
generalized exponential distributions, are given in Eqs. (11) and
(12), respectively:
pw = 1− exp
−aκ θm/θ0mκ ln(2) , (11)
pg =

1− e−a ln

1− (1/2)1/δ θg
θ0g
δ
. (12)
Moreover, the average sample number of ORASP [21] is given
by:
ASN = n
1−
c2
i=0
c(n, i)pi(1− p)n−i +
c1
i=0
c(n, i)pi(1− p)n−i
.
(13)
Expressing the quality level of the product in terms of the
ratio of its median life to the specified median life, θm/θ0m,
and also letting r1 be the median ratio at consumer’s risk,
{p1m;m ∈ (w, g)}, the probability of failure corresponding
to consumer’s risk at median ratio 1, r2 the median ratio
corresponding to producer’s risk, and {p2m;m ∈ (w, g)} the
probability of failure at producer’s risk, the parameters of
the proposed plans are found, such that the following two
inequalities are satisfied, simultaneously:
PA(p2m) ≥ 1− α, (14)
PA(p1m) ≤ β. (15)
In the next section, numerical experiments are used to
obtain plan parameters, based on some specified values of
testers, the termination and median ratios, and the consumer
and producer’s risks. The plan parameters can be found for any
other values and shape parameters. A program is available for
interested readers upon request.3. Optimization experiments
Two values of the shape parameter (2 and 3) are consid-
ered for the ORASP of both Weibull and generalized exponen-
tial distributions. Before the optimization process, we specify
the number of testers (r = 5, 10), the termination ratio (a =
0.5, 1.0), the median ratio (θm/θ0m = 1/2, 1/4, 1/6, 1/8), the
consumer’s risk (β = 0.01, 0.05, 0.10, 0.25), and the pro-
ducer’s risk (α = 0.05).
The plan parameters of the Weibull distribution for the
shape parameters of 2 and 3 are placed in Tables 1 and 2,
respectively. From these tables, it can be seen that, as the shape
parameter increases from 2 to 3, the sample size, as well as the
ASN , increases by keeping all other specified values at constant
levels. It is also observed that, as the termination ratio increases
from 0.5 to 1.0, by keeping all other specified values constant,
decreasing trends in sample size and ASN are observed. While
there is no specific trend in the probability of acceptance, it
normally increases as themedian ratio increases from2 to 8. It is
also observed that as themedian ratio increases from 2 to 8, the
sample size and ASN decrease. Note also that for a median ratio
larger than two, for all cases of consumer’s risk and termination
ratio, the value of c1 = 0 and c2 = 1. The same trends in Tables 3
and 4 for the generalized exponential distribution are observed.
4. Comparative study
In this section, we will compare the results of the proposed
plan with those of existing plans. First, we make comparisons
between sample sizes for ORASP and single acceptance
sampling plans, when the lifetime of the product follows the
Weibull distribution, with shape parameter 2, for the same
specified values of β = 0.25, a = 0.5, 1.0, and median ratios
of 1/2, 1/4, 1/6, 1/8. We calculated the sample size using the
single acceptance sampling plan for the Weibull distribution,
and placed the values of both sample sizes in Table 5. From this
table, we can see that the proposed plan provides less sample
sizes for all values of the median ratio compared to the single
acceptance sampling plans. For example,when themedian ratio
is 1/2, the sample size from the proposed ORASP is 13, and the
sample size for the single acceptance sampling case is 32. The
results in Table 6 also show that less sample sizes are required
when the proposed ORASP is compared with the generalized
exponential distribution, when the shape parameter is 2.
5. Applications to industry
In this section, wewill give some examples of industrial uses
of the proposed plans.
5.1. Example-1
Suppose amanufacturerwants to adopt the proposedORASP
to test a submitted lot for a given ratio of the truemedian to the
specifiedmedian life (θm/θ0m), whenβ = 0.25 andα = 0.05. He
wants to run this experiment 500 h,where the specifiedmedian
life is 1000 h. The lifetime of the product is known to follow
the Weibull distribution with an unknown shape parameter.
To estimate the shape parameter of the Weibull distribution,
he collects the failure data from 10 products of previous
lots as: 507, 720, 892, 949, 1031, 1175, 1206, 1428, 1538 and
2083. Then, the Maximum Likelihood Estimate (MLE) of the
shape parameter is obtained by κ = 2.883. Assuming κ = 3,
the plan parameters from Table 2 are c1 = 0, c2 = 1 and
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β θm/θ
0
m a = 0.5 a = 1.0
c1 c2 n pa, ASN c1 c2 n pa, ASN
0.25 2 0 2 13 0.9730, 29.0 0 2 4 0.9724, 10.7
4 0 1 11 0.9933, 15.9 0 1 3 0.9941, 4.8
6 ↑ ↑ ↑ 0.9987, 15.9 ↑ ↑ ↑ 0.9986, 4.8
8 ↑ ↑ ↑ 0.9996, 15.9 ↑ ↑ ↑ 0.9996, 4.8
0.10 2 1 3 26 0.9682, 38.4 1 3 8 0.9600, 11.9
4 0 1 15 0.9871, 19.0 0 1 4 0.9880, 5.3
6 ↑ ↑ ↑ 0.9975, 19.0 ↑ ↑ ↑ 0.9977, 5.3
8 ↑ ↑ ↑ 0.9992, 19.0 ↑ ↑ ↑ 0.9993, 5.3
0.05 2 0 3 22 0.9679, 44.4 0 3 6 0.9797, 16.7
4 0 1 19 0.9789, 21.9 0 1 5 0.9799, 5.9
6 ↑ ↑ ↑ 0.9959, 21.9 ↑ ↑ ↑ 0.9962, 5.9
8 ↑ ↑ ↑ 0.9987, 21.9 ↑ ↑ ↑ 0.9988, 5.9
0.01 2 0 4 31 0.9658, 54.7 1 4 9 0.9664, 17.9
4 0 1 27 0.9563, 28.3 0 1 7 0.9575, 7.4
6 ↑ ↑ ↑ 0.9916, 28.3 ↑ ↑ ↑ 0.9919, 7.4
8 ↑ ↑ ↑ 0.9974, 28.3 ↑ ↑ ↑ 0.9975, 7.4
The upward arrow (↑) indicates the same value as the cell above.Table 2: ORASP for the Weibull distribution (κ = 3).
β θm/θ
0
m a = 0.5 a = 1.0
c1 c2 n pa, ASN c1 c2 n pa, ASN
0.25 2 0 1 21 0.9740, 30.4 0 1 3 0.9753, 4.8
4 ↑ ↑ ↑ 0.9996, 30.4 ↑ ↑ ↑ 0.9996, 4.8
6 ↑ ↑ ↑ 1.0000, 30.4 ↑ ↑ ↑ 1.0000, 4.8
8 ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑
0.10 2 1 2 48 0.9836, 56.1 0 1 4 0.9504, 5.3
4 0 1 30 0.9992, 37.6 ↑ ↑ ↑ 0.9993, 5.3
6 ↑ ↑ ↑ 0.9999, 37.6 ↑ ↑ ↑ 0.9999, 5.3
8 ↑ ↑ ↑ 1.0000, 37.6 ↑ ↑ ↑ 1.0000, 5.3
0.05 2 0 2 40 0.9860, 58.2 0 2 6 0.9844, 8.9
4 0 1 37 0.9988, 42.8 0 1 5 0.9988, 5.9
6 ↑ ↑ ↑ 0.9999, 42.8 ↑ ↑ ↑ 0.9999, 5.9
8 ↑ ↑ ↑ 1.0000, 42.8 ↑ ↑ ↑ 1.0000, 5.9
0.01 2 0 2 55 0.9622, 64.4 0 2 7 0.9724, 9.0
4 0 1 54 0.9973, 56.6 0 1 7 0.9975, 7.4
6 ↑ ↑ ↑ 0.9999, 56.6 ↑ ↑ ↑ 0.9998, 7.4
8 ↑ ↑ ↑ 1.0000, 56.6 ↑ ↑ ↑ 1.0000, 7.4
The upward arrow (↑) indicates the same value as the cell above.Table 3: ORASP for the generalized exponential distribution (GED) (δ = 2).
β θm/θ
0
m a = 0.5 a = 1.0
c1 c2 n pa, ASN c1 c2 n pa, ASN
0.25 2 1 3 16 0.9692, 28.4 1 3 6 0.9686, 13.2
4 0 1 8 0.9877, 11.8 0 1 3 0.9829, 4.8
6 ↑ ↑ ↑ 0.9974, 11.8 ↑ ↑ ↑ 0.9962, 4.8
8 ↑ ↑ ↑ 0.9991, 11.8 ↑ ↑ ↑ 0.9987, 4.8
0.10 2 0 3 14 0.9641, 37.3 1 4 8 0.9732, 20.1
4 0 1 11 0.9756, 14.1 0 1 4 0.9656, 5.3
6 ↑ ↑ ↑ 0.9949, 14.1 ↑ ↑ ↑ 0.9923, 5.3
8 ↑ ↑ ↑ 0.9983, 14.1 ↑ ↑ ↑ 0.9974, 5.3
0.05 2 1 4 24 0.9552, 39.0 0 4 7 0.9700, 29.9
4 0 1 14 0.9594, 16.2 1 2 8 0.9840, 9.0
6 ↑ ↑ ↑ 0.9914, 16.2 0 1 5 0.9871, 5.9
8 ↑ ↑ ↑ 0.9972, 16.2 ↑ ↑ ↑ 0.9957, 5.9
0.01 2 0 5 24 0.9711, 60.5 0 5 9 0.9672, 35.2
4 0 2 21 0.9873, 24.5 1 2 11 0.9572, 11.3
6 0 1 20 0.9820, 21.0 0 1 7 0.9727, 7.4
8 ↑ ↑ ↑ 0.9941, 21.0 ↑ ↑ ↑ 0.9908, 7.4
The upward arrow (↑) indicates the same value as the cell above.
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β θm/θ
0
m δq = 0.5 δq = 1.0
c1 c2 n pa, ASN c1 c2 n pa, ASN
0.25 2 1 2 18 0.9743, 23.6 0 2 4 0.9702, 10.7
4 0 1 11 0.9981, 15.8 0 1 3 0.9961, 4.8
6 ↑ ↑ ↑ 0.9998, 15.8 ↑ ↑ ↑ 0.9995, 4.8
8 ↑ ↑ ↑ 1.0000, 15.8 ↑ ↑ ↑ 0.9999, 4.8
0.10 2 0 2 17 0.9654, 28.9 1 3 8 0.9564, 11.9
4 0 1 15 0.9964, 18.8 0 1 4 0.9921, 5.3
6 ↑ ↑ ↑ 0.9996, 18.8 ↑ ↑ ↑ 0.9991, 5.3
8 ↑ ↑ ↑ 0.9999, 18.8 ↑ ↑ ↑ 0.9998, 5.3
0.05 2 1 3 30 0.9740, 38.7 0 3 6 0.9975, 16.7
4 0 1 18 0.9948, 21.0 0 1 5 0.9868, 5.9
6 ↑ ↑ ↑ 0.9995, 21.0 ↑ ↑ ↑ 0.9984, 5.9
8 ↑ ↑ ↑ 0.9999, 21.0 ↑ ↑ ↑ 0.9997, 5.9
0.01 2 0 3 28 0.9608, 40.2 0 4 9 0.9619, 17.9
4 0 1 27 0.9879, 28.2 0 1 7 0.9720, 7.4
6 ↑ ↑ ↑ 0.9987, 28.2 ↑ ↑ ↑ 0.9966, 7.4
8 ↑ ↑ ↑ 0.9998, 28.2 ↑ ↑ ↑ 0.9993, 7.4
The upward arrow (↑) indicates the same value as the cell above.Table 5: Comparison of ordinary plans (κ = 2, β = 0.25) (the Weibull
distribution).
β θm/θ
0
m a = 0.5 a = 1.0
Single
plan
Proposed
plan
Single
plan
Proposed
plan
0.25 2 32 13 12 4
4 17 11 5 3
6 8 11 2 3
8 8 11 2 3
n = 21. This plan is implemented so as to select 21 sample sizes
from the lot and put them to the test for 500 h. The decision is
to accept the lot if no failure occurs within 500 h and to reject
it if 1 or more failures occur within 500 h. In this case, there is
no need for repetition.
5.2. Example-2
Suppose an experimenter wants to adopt ORASP to decide
about acceptance or rejection of a submitted lot of products. The
specified median life of the product is θ0m = 1000 and the test
duration is 1000 h. Producer’s risk is α = 0.05 and consumer’s
risk is β = 0.25, at θm/θ0m = 2. Now, we consider the data set
given by Wood [23] on failure time in hours of software. (The
data represents the time from the beginning of the execution
of the software until software failure is experienced.) We have
the values of 519, 968, 1430, 1893, 2490, 3058, 3625, 4422,
and 5218. Aslam et al. [16] showed that the generalized
exponential distribution provides a good fit to this software
data; accordingly, the maximum likelihood estimators of δ and
λ are 2.65 and 0.6547, respectively. Assuming δ = 3, the plan
parameters fromTable 4 are c1 = 0, c2 = 4 and n = 9. This plan
is implemented as: select 9 items from the lot and put them to
the test for 1000 h. The lot of the product will be accepted if no
failures occur and rejected if more than 4 failures occur. We see
from the software data that two failures at 519 and 968 occur
before the experiment time. Therefore, the number of failures
is between 0 and 4 (i.e., 0 < D ≤ 4), and the experiment should
be repeated.Table 6: Comparison of ordinary plans δ = 2, β = 0.25 (GED distribution).
β θm/θ
0
m a = 0.5 a = 1.0
Single
plan
Proposed
plan
Single
plan
Proposed
plan
0.25 2 29 16 16 6
4 12 8 5 3
6 12 8 5 3
8 6 8 2 3
6. Concluding remarks
In this research, a new RGS plan was proposed, which
showedabetter performance than the variables single sampling
plan at good quality levels. At each stage of the proposed
method, three actions are possible: accept the product, reject
the product, or continue sampling. The parameters of the
decision-making model were determined, based on both
acceptable and limiting quality levels. Moreover, consumer’s
and producer’s risks were directly considered in the model,
ensuring protection against them. Further, it has been shown
that the variable RGS plans have a lower average sample
number compared to single sampling plans.
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