This paper describes a system implemented in SICStus Prolog for automatically checking left termination of logic programs. Given a program and query, the system answers either that the query terminates or that there may be non-termination. The system can use any norm of a wide family of norms. It can handle automatically most of the examples found in the literature on termination of logic programs, and about half of the programs in the benchmarks of 5]. The algorithm employed by the system consists of three main parts: instantiation analysis (i.e., rigidity analysis), constraint inference, and construction of the query-mapping pairs associated with the program and query. Each of these parts generalizes earlier work related to termination analysis.
Introduction
Termination analysis of logic programs has been the focus of intensive research in recent years. Systems for automatic termination analysis are proposed, for example, in 15, 20, 22] . Methodologies and techniques for proving termination are discussed in 2, 3, 11] . In this paper, we describe an implementation of a system for automatic analysis of left termination. We also summarize the results of using the system to analyze about 90 programs. More than 80% of those programs could be handled successfully by the system.
As in other systems, termination is shown by exploiting information about constraints among argument sizes of predicates. In earlier work 15, 20, 22] on automatic termination analysis, several types of norms for measuring argument sizes have been proposed. Our system uses a more general norm than those used earlier and for that reason (as well as others) it can handle programs that could not be handled previously. Using a more general norm, makes it harder to determine which argument positions are rigid 1 during top-down evaluation. In this paper, we describe how to do that and, hence, generalize the earlier work of 16], since we use a more general norm than the one used in 16].
Our system also uses an algorithm for inferring monotonicity and equality constraints. The particular algorithm used is an improvement of the one described in 4]. In Section 5, we describe how the algorithm is di erent from that of 4]. In terms of the practical e ect, it should be noted that in the case of quicksort, for example, the new algorithm can prove the constraints required for showing termination while the algorithm of 4] could not do that. The inferred constraints can also be used for determining which argument positions are rigid during top-down evaluation (see Lemma 6.1). We believe that this is the rst time that constraints have been used for this purpose.
The system also uses an improved version of the algorithm of 18]. The original algorithm of 18] was based on a rather simplistic abstraction of a logic program as a datalog program with relations that could be in nite (this type of abstraction was proposed in 17]). The problem with this type of abstraction is that it loses too much valuable information about the original logic program and, in particular, one has to assume that every variable in the head of a rule also appears in the body. We use an improved version of 18] in which this restriction is removed.
The paper is organized as follows. In Sections 2, 3, 4, 5, and 6 we describe the new theoretical contributions of our work. Section 7 considers some of the more applied issues concerning the implementation of the system. In Section 8, we summarize the experimental results of using the system. Finally, it should be noted that the type of termination we consider is termination of the computation of all answers using Prolog's computation rule; that is, termination is the same as niteness of the SLD-tree constructed according to Prolog's computation rule. Even if one is interested only in a single answer, it is important to know that computation of all answers terminates. The query we solved may be backtracked into and it is crucial that there will be termination also in that case (cf. 14], p. 38).
Symbolic Norms
Di erent well-founded orderings may be de ned (cf. 10]) to show termination. In our case, the order on terms is de ned by means of comparing their sizes. Formally, we de ne for each ground term a norm, which is a nonnegative integer; note that di erent terms may have the same norm and, hence, are considered equal.
De nition 2.1 (Linear Norms) A linear norm of a ground term f(T 1 ; : : :T n ) is de ned recursively as follows kf(T 1 ; : : :T n )k = c + n X i=1 a i kT i k where c and a 1 ; : : :; a n are non-negative integers that depend only on f=n.
Note that the de nition also applies, as a special case, to constants (which are zero-arity function symbols As an example, consider the list-size norm de ned for list terms as
k HjT]k = 1 + kTk that is, c = 1, a 1 = 0 and a 2 = 1, while for all other functors the norm is 0. In this case, the norm is a positive integer exactly for lists that have a nite positive length, regardless of whether the elements of those lists are ground or not. Thus, all nite lists are instantiated enough with respect to the list-size norm. The term-size norm is de ned for a functor f of arity n by setting each a i to 1 and c to n. According to the term-size norm, a list is instantiated enough only if it is ground. Instantiated-enough terms are essentially rigid terms in the terminology of 16, 8] ; that is, terms that cannot change their sizes due to further uni cations.
Instantiation Analysis
The goal of instantiation analysis is to determine which argument positions of each atom in the success set are instantiated enough and which are not. Only argument positions that are instantiated enough can be used in termination analysis. Instantiation analysis is a generalization of groundness analysis, which has already been investigated in many papers (e.g., 7, 6] ). Our instantiation analysis is based on a bottom-up abstract interpretation.
For atoms built from the symbols of a given program and a countable set of variables, we de ne an abstraction function as follows. 
The Weighted Rule Graph
With each rule of the program we associate a weighted rule graph, which extracts the information about argument norms that is in the rule. These graphs are used both in the main algorithm and in the constraint inference.
De nition An augmented weighted rule graph for a rule r is the same as the basic weighted rule graph of r, except that it also has arcs that are not labeled.
(We use the terminology \arcs" and \labeled arcs" to distinguish between the two types of arcs.) Arcs are introduced during the inference of constraints and during the creation of query-mapping pairs, as will be described later. 2 When traversing a path, an edge can be traversed in both directions and its weight is zero. An arc can be traversed only in the direction of the arrow and its weight is 1. A weighted arc with a label w can be traversed in both directions; in the direction of the arrow its weight is w and in the opposite direction its weight is ?w. A path has a positive weight if the sum of the weights along the path is a linear expressions in which the coe cients are non-negative and the constant term is positive. A path has zero weight if it only has edges and weighted arcs (but no arcs) and the sum of the weights along the path is zero. 2 De nition 4.4 (Inferred Edges and Arcs) Let G be an augmented weighted rule graph. We infer a new edge between nodes u and v if there is a zero-weight path between these nodes. We infer a new arc from node u to node v if there is a positive-weight path from u to v. 2 Figure 1 , Part C, is obtained from Part B by adding all the inferred arcs (and removing all the weights of the original arcs to improve readability). Note that if, before the inference is done, we remove the weights from Part B, then the top horizontal arc in Part C (shown with a thick line) will not be inferred (but the other arcs will be inferred).
Inference of Constraints
Our termination analysis employs monotonicity and equality constraints 4].
Given distinct argument positions i and j of some predicate p, a monotonicity constraint l(i; j) means that the norm of the ith argument of p is less than the norm of the jth argument of p; similarly, an equality constraint eq(i; j) means that the ith and jth arguments of p have equal norms. In many cases, termination can be proved only after inferring some constraints among argument sizes. Other papers 15, 20, 24, 25] on automatic termination analysis use a single conjunction of linear constraints for each predicate. We use monotonicity and equality constraints, which are more restricted than linear inequalities, but we derive a disjunction of conjunctions of such constraints for each predicate. Therefore, we are able to infer constraints that cannot be inferred by any other method for automatic termination (while the same is true, of course, in the opposite direction). From a practical point of view, the constraints we use are much more e ective than those used by other systems, as will be discussed in Section 8. Moreover, our method can be generalized to include also linear constraints, while other methods can only work with a single conjunction of constraints for each predicate.
The inference process starts with an empty disjunction for each predicate and is done bottom-up. First, we will describe how a single rule r is handled in a single step of the bottom-up inference. For each atom A in the body of r, we choose one conjunction from the current disjunction for the predicate of A (if the disjunction is empty, then rule r cannot be used in the current bottom-up step). Note that for each choice, a di erent conjunction may be derived from r. Now, we derive a new conjunction of constraints for the head predicate of r as follows. 1. We construct the weighted rule graph G of r. has either an arc or a weighted arc from the jth argument position of the head to the ith argument position of the head, then l(i; j) is in C. Note that C may be empty. An empty conjunction is the same as true; that is, it is always satis ed. In a single bottom-up inference step, the new disjunction inferred for a predicate p consists of all the conjunctions inferred, as described above, from all the rules that have p in their heads. The e ect of a single bottom-up inference step can be described as an immediate inference operator, denoted as I P . Note that I P is a monotonic operator and its xpoint can be computed in a nite number of bottom-up steps.
The inference process described above is di erent from the one in 4], since it uses the weights available from the basic weighted rule graph. Therefore, the above inference is more powerful; for example, it can infer the constraints needed to show termination of quicksort, while the inference process of 4] cannot do that.
We will now describe how the above inference can be couched in the general framework of abstract interpretations. Technically, we describe a conjunction of constraints as an ordered pair of the form (p=n; list), where p is the predicate name, n is the arity, and list is a list of the constraints in the conjunction. A disjunction of conjunctions is just a set of such pairs (where all the pairs are for the same predicate).
For atoms built from the symbols of a given program and a countable set of variables, we de ne an abstraction function as follows. The value of for an atom A includes an equality constraint eq(i; j) if the ith and jth argument positions of A have the same symbolic norm, and it includes a monotonicity constraint l(i; j) if the di erence between the symbolic norms of the jth argument position and the ith argument position is a linear expression in which the coe cients are non-negative and the constant term is positive. For example, with either the term-size or list-size norm, we get the following. 1 Consider a logic program P. Let T P be the immediate consequence operator on the extended Herbrand base for P and let I P be the immediate inference operator described above. Then (lfp(T P )) lfp(I P ):
The Left Termination Test
The left termination test consists of generating query-mapping pairs and applying the termination test of 18] to those pairs. A generated query-mapping pair describes the head of a rule and one of the subgoals in that rule; there could be several query-mapping pairs for the same head and subgoal. Technically, a query-mapping pair is a graph with edges, arcs and nodes for the argument positions of the head and the subgoal. Nodes are either black or white, where black means \instantiated enough" and white means \not instantiated enough." Essentially, a query-mapping pair provides information about the head and the subgoal as it may exist in the SLD tree.
We use the following terminology. An instantiation pattern for a predicate p is an atom of p with either ie or nie in each argument position. Let i 1 and i 2 be two instantiation patterns for a predicate p. We say that i 1 subsumes i 2 if there is no argument position that is instantiated enough according to i 2 , but not according to i 1 . The instantiation patterns obtained in the instantiation analysis of Section 3 are called bottom-up instantiation patterns. It should be emphasized that part of the problem of generating query-mapping pairs is to determine the top-down instantiation patterns of predicates.
A query pattern for a predicate p consists of an instantiation pattern for p and a conjunction of constraints for p. Initially, the only query pattern is the one obtained from the query. However, query-mapping pairs generate new query patterns.
Lemma 6.1 When some nodes of an augmented weighted rule graph are already black, then other nodes can also be blackened according to the following rules.
If node v is black (i.e., instantiated enough) and there is either a positive-weight or a zero-weight path from v to some other node u, then u is also instantiated enough. We say that a variable is instantiated enough in G if it appears in the symbolic norm of some argument position that corresponds to a black node of G. A node can be blackened if all the variables in its symbolic norm are instantiated enough.
Consider a rule r with head H and subgoals S 1 ; : : :; S n , and let Q be a query pattern for the head predicate of r. We will now describe how to generate a query-mapping pair for H and S i (1 i n) with respect to the query pattern Q. In certain places in the following description, choices between several alternatives can be made. In principle, all choices should be pursued, since each choice leads to another query-mapping pair. The querymapping pair is constructed in two stages. In the rst stage, we create an augmented weighted rule graph G as follows.
1. Initially, G is the basic weighted rule graph of r and all its nodes are white. 2. Blacken the nodes of the head that are instantiated enough according to the query pattern, and add arcs and edges for the constraints that appear in the query pattern. Choose a bottom-up instantiation pattern for S j that subsumes the black nodes of S j , and blacken the nodes of S j according to that pattern.
Infer new black nodes, according to Lemma 6.1.
In the second stage, we create from G a query-mapping pair for H and S i as follows. First, we convert all weighted arcs to arcs by deleting their labels. Second, we delete all nodes, except those corresponding to argument positions of either H or S i . Third, we delete all edges and arcs, except for edges that connect existing nodes and arcs that connect existing black nodes. 2 The result is a query-mapping pair. When the query-mapping pair is restricted just to the nodes of S i (and to the arcs and edges connecting those nodes), the result is a new query pattern that should be used with appropriate rules to create more query-mapping pairs. Once all query-mapping pairs are generated, as described above, the rest of the termination test is as described in 18]. Essentially, it consists of composing query-mapping pairs (in order to create new query-mapping pairs) and checking that every circular variant of every query-mapping pair has a forward positive cycle (see 18] for a detailed description). In summary, the main di erences from 18] are as follows.
A basic weighted rule graph is used instead of an unweighted rule graph.
There is no longer a restriction that every variable in the head of a rule must also appear in the body. Instead, we generate querymapping pairs using the instantiation patterns that were obtained from the instantiation analysis of Section 3. Lemma 6.1 is used to infer new black nodes. The termination test of 18] is both a necessary and su cient condition in the realm of datalog programs with (possibly) in nite EDB and IDB relations, and some monotonicity and equality constraints that are given for the EDB relations. We deal with real logic programs that have function symbols and, therefore, it is impossible to have a necessary and su cient condition that can be e ectively tested. However, it is still possible to prove the following \weak inverse" of the above theorem. Theorem 6.3 Suppose that some circular variant of a query-mapping pair m does not have a forward positive cycle. Then we can construct a logic program P and a query q, such that
The query q matches the query pattern that was used to generate the query-mapping pair,
A top-down evaluation of the query q with respect to program P does not terminate, and 2 In fact, we can further strengthen the termination test by keeping arcs even if they do not connect pairs of black nodes; details will be given in the full paper.
There is a portion of some branch of the SLD tree that satis es all the constraints of the query-mapping pair m (and possibly more).
For a proof, see 12] .
The worst-case running time of the termination test (including the instantiation analysis and the constraint inference) is exponential in the maximal arity of predicates, the maximal number of variables in each clause, and the maximal number of subgoals in each clause. If these numbers are bounded by a relatively small constant, we can expect the algorithm to behave reasonably and be linear in the length of the program.
Implementation Issues
The system has been implemented in SICStus Prolog. The aim was to get a working prototype, leaving issues of e ciency for the future. Due to the use of some of the special features of Prolog (e.g., findall, alternating between freezing and melting of variables, etc.), the code is relatively short|about 3100 lines. Some of the practical issues that had to be addressed in the implementation are discussed in the following sections.
Prede ned and Control Predicates
Prede ned predicates can be handled if their instantiation patterns are supplied to the system (recall that the instantiation patterns depend on the norm). In the current implementation, the instantiation patterns of most prede ned predicates are already included in the system. Constraints of prede ned predicates may also be included, but this is not necessary. Operator declarations that appear in a given program are asserted as facts of the system.
Control predicates have to be dealt with in a special way, since they are not part of the declarative semantics of logic programs. Cuts are simply ignored. Of course, if the semantics of cut is needed to show termination, then our system will not be able to determine that the given program terminates.
Other control predicates are handled by transforming the given program into a new program that does not have those control predicates, such that if termination can be shown for the new program, then the original program also terminates.
If a negated subgoal appears in a clause, say A :? B; C; n+ D; E; F:
then the above clause is replaced with the following two clauses:
A :? B; C; D: A :? B; C; E; F:
If several negations appear in the same clause, they can be handled by repeated application of the above transformation. Disjunction, \if-then" and \if-then-else" are handled in an analoguous way.
A Version for Big Programs
The larger the program is, the longer it takes to perform instantiation analysis and constraint inference. Usually, the constraint inference takes more time than the instantiation analysis. In order to handle some of the big programs we have encountered, we developed a version of the system that works as follows. First, the system uses the results of the instantiation analysis in order to infer the subqueries that will be created from the original query. Second, termination is shown only for subqueries of recursive predicates. Third, if constraint inference is necessary to show termination of a subquery, then it is done only for the predicates on which the given subquery depends.
Modules
In order to handle large programs, there is the possibility to handle a program that consists of several modules one module at a time. When a module is analyzed, the results of the analysis are put in a le. These results can be used later when analyzing a module that depends on modules that were analyzed previously. In other words, predicates that are used but not dened in the module that is currently being analyzed are treated as prede ned predicates. Breaking a program into modules is also useful when termination of some predicates cannot be shown by the system. In this case, we may assume responsibility for showing termination of these predicates and treat them as prede ned predicates in order to show termination of other predicates of the given program.
Choosing a Norm
When experimenting with the system we have found that in most cases the term-size norm is su cient for showing termination and, in several cases, the list-size norm is required. We also found some cases for which neither norm could be used to show termination. One such case is the program associative. This program rewrites terms with an associative operator into some normal form and, therefore, we need a norm that gives more weight to the left argument of the operator than to the right one. In general, the user has to supply the exact linear norm to be used. It may be possible to determine automatically the required norm by using the methods of 8, 9] . This section sums up the results of applying our system to about 90 programs we found in papers on termination 11, 15, 3], in 5] and some other places. We could deal with almost all the examples from the literature on termination. 5] has some programs that are more complex than those usually found in the literature on termination and our system could handle more than half of them. It is interesting to note that among the 90 programs we analyzed, we found 6 programs that actually do not terminate if all answers are sought. As pointed out by 14], if the query de ned by such a program is backtracked into, then the computation may not terminate. The detailed results are given in the tables in the appendix of 13]|we could not give them here because of space limitations.
We could handle easily all the examples in the survey of 11] on termination, including the mutually recursive bool. In contrast to other work, our system can handle mutual recursion naturally, without any special treatment, such as transformations for eliminating mutual recursion, etc. With the exception of the program perm, our system can handle all the examples in 15] that Pl umer can handle as well as the program mult, which he cannot handle due to the inherent limitation of the linear constraints that he uses. As for the program perm, we cannot handle it, since showing termination requires the knowledge that in the predicate append the sum of the sizes of the rst and second arguments is equal to the size of the third argument. However, linear constraints involving more than two arguments can be added to our framework rather naturally and easily; when it is done, termination of perm will be easy to show.
We also applied our system to the examples in 3], a paper that does not deal with automatic termination analysis, but develops a theoretical basis for studying termination of logic programs as well as Prolog programs. Our system can handle all the examples of 3], except two. One is the permutation program taken from 15]. The second is the map-coloring program taken from 21]. We can handle this program, using a general norm, after a simple transformation that di erentiates between the upper-level list constructor and the lower-level list constructor. In 3], there is also a termination analysis of two program schemas. Our system can do this analysis automatically by using the feature of handling modules.
Out of the 24 programs in the benchmark collection of 5] (which was originally used for purposes other than termination analysis), our system could handle 14 (58%) programs. However, the following remarks should be made. The programs b and hanoi could be handled only after arithmetic operations were transformed into successor notation. The program boyer has numerical loops that cannot be handled by our system. If the version for big programs is used and these loops are assumed to terminate, then termination can be shown automatically by our system. In the program mmatrix, the system reports the possibility of non-termination for the predicate trans m and, indeed, trans m( ]; L) goes into an in nite loop. If the predicate trans m is assumed to terminate, the termination of the whole program can be shown automatically. For 4 programs it was clear that our system could not handle them, while for 3 of the larger programs it ran into memory problems.
Some further examples our system could handle correctly are the programming examples 9.5.1{4 from 19], Ackermann's function, 8 queens, quicksort with di erence lists from 21], computation of Hu man codes, associative (see section 7.4), game from 2], the Yale shooting problem from 1] and the credit-evaluation expert system from 21]. The last example, with 57 clauses, is the biggest example we could handle thus far.
