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Capítulo 1 
 
 
INTRODUCCIÓN 
 
 
El sector eléctrico colombiano, reflejando una tendencia mundial, está siendo 
sometido a una continua reestructuración regulatoria y de mercado. El objetivo de 
esta reestructuración es su adecuación a un nuevo escenario competitivo, en el cual la 
inversión en la expansión del sistema será un factor de gran importancia debido a la 
permanente necesidad de acondicionar la estructura del sistema eléctrico de tal forma 
que permita mantener la integridad operativa del sistema sin afectar la  libre 
competencia entre vendedores y compradores de energía eléctrica. 
 
Esta tendencia hacia ambientes competitivos ha motivado la investigación en procura 
de plantear  alternativas técnicas y económicas que den solución a los distintos 
problemas que han surgido dentro de este nuevo esquema. Gran parte de estos 
problemas tienen su origen en un planeamiento de la expansión de largo plazo, 
desarrollado para un sistema eléctrico donde no se considera la opción de mercado 
abierto de energía. Por esto, la solución de muchos de estos nuevos problemas  pasa 
por la solución de los problemas del planeamiento de la transmisión y de la 
generación de energía, y a su vez, el problema de planeamiento de la transmisión 
debe evolucionar,  pasando del planeamiento estático al dinámico. Es precisamente el 
planeamiento dinámico el objeto de estudio del presente trabajo.  
 
El planeamiento de la expansión de los sistemas de transmisión de potencia eléctrica 
tiene como propósito determinar la red de transmisión que debe ser construida para 
un escenario futuro de tal forma que minimice la inversión, la operación, la 
administración, el mantenimiento y las pérdidas de energía, y que permita abastecer 
de energía eléctrica a todos los usuarios.  
 
El planeamiento de la expansión de la transmisión puede tomar varias formas, las 
cuales tienen el siguiente orden prioritario: el planeamiento estático,  el cual 
determina que y donde  instalar los nuevos elementos de la red, el planeamiento 
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dinámico que, además de lo anterior, define cuando deben ser instalados dichos 
elementos, y los dos anteriores en ambientes competitivos o de mercado abierto, que 
deben definir además la estructura y los equipos necesarios para favorecer 
económicamente a todos los agentes que participan en el mercado de electricidad.  
 
Matemáticamente, el planeamiento de la expansión es un problema de optimización 
que debe ser solucionado usando métodos de programación no lineal entera–mixta 
PNLEM. Esto significa que es un problema que involucra funciones no lineales y que 
algunas de las variables son números reales (potencias por las líneas, ángulos del 
voltaje, etc) y otras son números enteros (número de líneas o transformadores que 
deben ser adicionados). Si a esto se agrega el hecho de que generalmente los sistemas 
de transmisión de potencia eléctrica son de gran tamaño, podemos tener configurado 
un problema de alta complejidad matemática. 
 
En planeamiento de sistemas de transmisión, un problema de gran tamaño (elevado 
número de nodos y de circuitos candidatos) no necesariamente es sinónimo de 
complejo o difícil. En realidad, la complejidad de un sistema está determinada en 
parte por el tamaño del sistema, por el número de nodos aislados que éste presenta y 
por la cantidad de nuevos elementos que deben ser incorporados. Lógicamente, esta 
última información no está disponible aunque se pueden encontrar indicadores de 
complejidad para los sistemas eléctricos. De acuerdo con lo anterior, un sistema de 
tamaño mediano puede resultar mucho más difícil de resolver que un sistema de 
tamaño grande.    
 
Desde hace mucho tiempo, este problema ha incentivado la búsqueda de métodos que 
permitan su solución. Gracias a este trabajo permanente se han explorado diversas 
metodologías de solución que han llevado a la conclusión de que no es posible 
encontrar la solución óptima del problema PNLEM para un sistema de transmisión de 
gran tamaño en tiempos de cómputo aceptables. Esto debido al gran esfuerzo 
computacional requerido. En vista de lo anterior, y ante la necesidad de planear los 
sistemas de transmisión, se ha renunciado a encontrar la solución óptima del 
problema y en su lugar, se están explorando técnicas que permitan encontrar una 
solución de excelente calidad  en tiempos de cómputo razonables. 
Estas técnicas combinan métodos exactos con métodos heurísticos y han permitido 
encontrar soluciones a los problemas de planeamiento de la expansión de los sistemas 
reales de gran tamaño.  
 
Las primeras aproximaciones a la solución óptima del problema de la expansión de la 
transmisión se basaron en la combinación de versiones relajadas del flujo de carga 
DC y de la técnica de programación lineal que determina la solución óptima continua 
del plan de expansión. La solución relajada del modelo DC (transportes),  considera 
la cantidad de líneas/transformadores que deben ser adicionados como una variable 
continua y no como una variable entera. Esta idea básica puede integrarse a un 
algoritmo heurístico para encontrar una solución entera para el problema, tal y como 
se realizó en [20].  Esta metodología, sin embargo, fué probada para el caso de un 
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único escenario futuro (planeamiento estático). Posteriormente se combinó la 
programación lineal con la dinámica, sin embargo, su aplicación fué restringida a 
sistemas pequeños por el gran esfuerzo computacional que se requería. Luego  fueron 
propuestos los métodos heurísticos constructivos basados en análisis de sensibilidad 
[29] tal como mínimo esfuerzo [27] y mínimo corte de carga [19] entre otros. En la 
actualidad existe una gran variedad de técnicas que van desde la técnica matemática 
de descomposición de Benders combinada con Branch & Bound [24,33], hasta 
técnicas combinatoriales de optimización como los algorítmos genéticos 
[6,11,16,17,19,32,35], evolutivos, meméticos, GRASP, búsqueda Tabú [16,18] y 
Simulated Annealing [16,31] entre otros. 
 
Cuando el sistema de potencia que se desea planear es de mediana complejidad 
(pocos nodos, poco enmallado, un número de líneas candidatas razonable y, 
principalmente, una solución óptima que requiere de pocas adiciones) las técnicas 
matemáticas de optimización, tal como la descomposición de Benders combinado con 
Branch and Bound o Balas, nos permiten obtener la solución óptima del problema 
estático. Sin embargo, cuando el sistema es de gran tamaño o de alta complejidad 
(elevado número de nodos, bastante enmallado y/o con muchas líneas candidatas, 
gran parte de las cuales conforman la solución óptima) éstas técnicas matemáticas son 
inadecuadas para la obtención de la solución debido al gran número de posibles 
soluciones, que en términos matemáticos se denomina explosión combinatorial. 
 
En problemas de alta complejidad, se debe recurrir frecuentemente a las técnicas 
combinatoriales en procura de una solución “de buena calidad”, así no corresponda a 
la solución óptima. 
 
En éstas técnicas se renuncia, teóricamente, a encontrar la solución óptima con el fin 
de encontrar convergencia y que se obtenga una o varias soluciones subóptimas, 
dentro de las cuales puede eventualmente encontrarse la óptima. Algunas 
metodologías conducen a mejores resultados que otras (soluciones de mejor calidad) 
para ciertos tipos de problemas, lo que estimula la investigación y profundización en 
la implementación de dichas técnicas a problemas reales de gran tamaño.  
 
En el caso particular del planeamiento estático de sistemas eléctricos de potencia de 
gran tamaño, los algorítmos genéticos, los métodos híbridos, GRASP, simulated 
annealing y la búsqueda Tabú han mostrado ser eficientes y adecuados en la 
obtención de excelentes soluciones. También se han empleado los métodos anteriores 
combinados entre sí, dando origen a los denominados algoritmos híbridos [16]. 
 
Actualmente se continúa trabajando en la búsqueda de metodologías que permitan 
resolver el problema del planeamiento estático de la expansión  de la transmisión 
usando como técnicas de solución los algorítmos genéticos, las técnicas evolutivas 
(meméticos), búsqueda tabú, GRASP y simulated annealing, sin abandonar los 
intentos de solución usando descomposición de Benders con Branch and Bound o 
Balas. De todas maneras, aunque se requiere explorar nuevos métodos de solución 
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para el problema de planeamiento estático, es necesario avanzar hacia el 
planeamiento dinámico en el cual no se realiza el plan de expansión para un único 
escenario futuro sino que se consideran varios escenarios a lo largo del intervalo de 
tiempo de interés. Del éxito que se tenga en la exploración de técnicas de solución 
para el problema dinámico, dependerá en gran medida la solución de una gran 
diversidad de nuevos problemas que han surgido en sistemas que operan en 
condiciones de mercado abierto. 
 
Este  trabajo presenta una nueva metodología para realizar el planeamiento dinámico 
de la expansión de sistemas eléctricos que pueda ser útil dentro del marco de la nueva 
realidad del sector. El texto está estructurado de la siguiente forma: En el capítulo 2 
se describe el problema del planeamiento de sistemas de transmisión, se presentan 
conceptos de planeamiento estático y dinámico, y se formula el problema de 
planeamiento dinámico de la expansión de la transmisión, el cual debe definir no solo 
la localización, tipo y cantidad sino también, el instante en que deben realizarse las 
inversiones, de modo que el sistema se ajuste en forma optimizada al crecimiento 
continuo de la oferta y la demanda de energía. Se parte del modelo estático (una sola 
etapa)  y se formula el planeamiento dinámico en múltiples etapas utilizando para 
esto modelos clásicos de representación de redes de transmisión: modelo de 
transportes, modelo de flujo de carga DC y modelos híbridos.   
 
En el capítulo 3, se describen los algoritmos heurísticos constructivos utilizados en la 
generación de la población inicial para el problema de planeamiento dinámico. 
Inicialmente se presentan los métodos reportados en la literatura especializada, y que 
se utilizan frecuentemente para obtener la población inicial para el problema de 
planeamiento estático: algoritmo heurístico constructivo de mínimo esfuerzo, de 
mínimo corte de carga, de cortes, y de Garver modificado y adaptado para sistemas 
de gran tamaño. Se presentan también tres nuevos métodos de obtención de la 
población inicial, basados en el modelo híbrido, aplicados también al problema de 
planeamiento estático. Se muestran las pruebas realizadas y los resultados obtenidos 
para el caso estático, y finalmente, se presenta el algoritmo utilizado en la obtención 
de la población inicial para el problema de planeamiento dinámico.  
 
En el capítulo 4, se describe la técnica combinatorial de solución propuesta: El 
algoritmo genético. Se presentan sus conceptos básicos, sus operadores estándar y sus 
operadores especiales. Se describe el algoritmo propuesto y se presentan otros 
algoritmos utilizados en la solución del problema del planeamiento dinámico. 
 
En el capítulo 5, se muestran los resultados experimentales obtenidos con los sistemas 
de prueba utilizados. En este trabajo se seleccionaron como sistemas de prueba el 
sistema colombiano 2005-2009-2012 de 171 nodos y 244 líneas candidatas, 
simplificado para el análisis a 93 nodos y 155 líneas candidatas, y el sistema Norte-
Nordeste brasilero 2002-2008 de 87 nodos y 183 líneas candidatas. Inicialmente se 
describen los detalles de implementación computacional y se analiza la calidad de los 
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resultados obtenidos. Finalmente se presenta un análisis comparativo de los 
resultados obtenidos usando planeamiento estático y dinámico. 
 
Las conclusiones del trabajo se presentan en el capítulo 6. 
 
En el apéndice A, se presentan los datos de los sistemas de prueba. En el apéndice B 
se anexan los artículos que fueron desarrollados durante la ejecución de la presente 
tesis de maestría. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Capítulo 2 
 
 
MODELOS Y TÉCNICAS DE SOLUCIÓN 
PARA EL PROBLEMA DE PLANEAMIENTO 
DE SISTEMAS DE TRANSMISIÓN 
 
  
2.1 INTRODUCCIÓN 
 
 
El problema de la expansión de las capacidades de generación y de transmisión de los 
sistemas de energía eléctrica constituye un problema de optimización de gran 
complejidad en función de diversos factores entre los cuales se destacan los 
siguientes: 
 
 
1. Es necesario considerar una visión a largo plazo para que los inversionistas se 
puedan beneficiar de las economías de escala que son usuales en los equipos de 
transmisión, y que pueden también estar presentes en algunas inversiones de 
generación, tales como las centrales hidroeléctricas. Adicionalmente a esto, el 
tiempo necesario para la construcción de sistemas de generación de gran tamaño, 
como en el caso de grandes centrales hidroeléctricas, hace que sea necesario 
decidir sobre su construcción mucho antes de que estas se vuelvan necesarias para 
el sistema. 
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2. Las inversiones en transmisión y en generación presentan dependencias 
temporales y espaciales que requieren ser analizadas en forma simultánea en el 
espacio y en el tiempo. Así mismo es necesario analizar, simultáneamente, todo el 
sistema en un horizonte de largo plazo. 
 
3. Se requiere analizar simultáneamente las características técnicas, económicas y 
ambientales de las inversiones. 
 
4. Existen incertidumbres asociadas a los valores previstos para el comportamiento 
de la demanda, de los recursos hídricos (responsables del 66% de la producción 
nacional de energía eléctrica [UPME, Plan de Expansión, referencia Generación 
Transmisión, 1999]) y del costo y disponibilidad de otras fuentes primarias de 
energía (gas natural, carbón, derivados del petróleo y fuentes alternativas) en el 
horizonte de planeamiento. 
 
Considerando los aspectos anteriores dentro del planeamiento de la transmisión y 
generación de energía eléctrica, este resulta ser un problema de optimización de 
difícil solución en función del elevado número de variables (contínuas y enteras), del 
tipo de variables (técnicas y económicas) y del número de restricciones (lineales y no 
lineales), el cual ha sido tradicionalmente simplificado a través del desacoplamiento 
entre el planeamiento de la transmisión y de la generación, siendo necesario resolver 
el segundo antes que el primero, utilizando en éste una representación aproximada de 
las inversiones en la transmisión. Otra simplificación que se utiliza es la de no 
involucrar variables económicas relacionadas con mercado de energía en el modelo 
de planeamiento de la expansión del sistema eléctrico y en su lugar usar índices o 
valores puntuales. De otro lado, los sistemas de transmisión han sido tradicionalmente 
planeados usando modelos estáticos que analizan solo un horizonte de planeamiento y 
consideran que todas las inversiones son realizadas en el mismo instante de tiempo. 
 
Como se puede deducir, el problema de planeamiento está aún siendo estudiado 
conservando el desacople entre el planeamiento de la generación y de la transmisión. 
Adicionalmente, el estudio del planeamiento estático no está aún concluido y se 
siguen presentando nuevas alternativas para su solución, sin embargo, la 
implementación de esquemas no regulados exige avanzar hacia un nuevo tipo de 
planeamiento integrado que maneje de forma acoplada la expansión de la capacidad 
en generación y transmisión, los costos de operación en generación y transmisión y 
los aspectos económicos relacionados con el mercado de electricidad.  
 
De manera similar a lo que ocurre con las empresas involucradas en la industria de la 
electricidad, en el ámbito académico se están produciendo cambios rápidos y 
dramáticos que están conduciendo al desarrollo de trabajos de alto nivel técnico pero 
de bajo nivel en el aspecto económico o trabajos bien sustentados en los aspectos 
económicos pero construidos sobre una base técnica deficiente. Se hace necesario 
entonces proponer metodologías que permitan incorporar los aspectos económicos a 
revaluados modelos de planeamiento de la generación y la transmisión que actuen de 
 8 
forma acoplada y que además permitan involucrar el tiempo como una nueva 
variable, lo que nos conduce necesariamente al planeamiento dinámico de la 
expansión. El presente trabajo pretende aportar avances hacia un planeamiento 
integrado que considere multiples etapas en el horizonte de interés. 
 
 
 
2.2    MODELAMIENTO DEL PROBLEMA ESTÁTICO 
 
 
El problema de planeamiento estático de la expansión de los sistemas de  transmisión  
de energía eléctrica es una simplificación del problema dinámico para el cual, se 
considera un único horizonte de planeamiento. En este caso, se debe determinar la 
localización y el tipo de inversión que debe ser realizada para que el valor presente  
del costo total de operación e inversión sea mínimo para el período de tiempo 
considerado. En el planeamiento estático se asume que todas las inversiones se 
realizan en el mismo instante del tiempo y al comienzo del horizonte de 
planeamiento.  
 
El problema de planeamiento de la expansión de las capacidades de generación y 
transmisión de los sistemas de energía eléctrica puede ser representado por el 
siguiente problema de optimización: 
 
hyFxE
bxAas
ydxczMin
³+
³
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donde x representa las variables de inversión (decisiones respecto a las capacidades 
de generación y transmisión); c(x) representa el costo asociado a las decisiones de 
inversión; A(x) ³ b representa las restricciones asociadas a las decisiones de inversión 
(restricciones financieras, cronograma de construcciones, límites físicos de 
instalación, etc.); y representa las variables de operación del sistema (decisiones 
respecto al nivel de generación en barras, corte de carga, flujos en las líneas y 
transformadores, etc.); d(y) representa el costo asociado a las decisiones de operación; 
E(x)+F(y)  ³ h representa las restricciones asociadas a las decisiones de operación 
(que dependen a su vez de las decisiones de inversión realizadas). 
 
A través de la formulación del problema dada en (2.1) y utilizando definiciones 
adecuadas para la función objetivo z = c(x)+d(y) y para las restricciones A(x) ³ b y 
E(x)+F(y) ³ h, es posible representar una variada gama de problemas de expansión de 
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capacidades, desde el problema de planeamiento estático de la transmisión  [16,33] 
hasta el planeamiento dinámico integrado al sistema eléctrico [11,24]. 
 
En esta parte del trabajo, se utilizará la expresión (2.1) para formular el problema de 
planeamiento estático de las capacidades de expansión de la generación y transmisión 
de energía eléctrica, que tiene como objetivo definir la cantidad y la localización de 
las nuevas inversiones. A partir de (2.1) se presentarán tres modelos clásicos para  el 
problema estático: el modelo DC, el modelo de transportes y el modelo híbrido. 
 
 
 
2.2.1 Modelo DC 
 
 
Este modelo permite formular el problema del planeamiento estático de las 
capacidades de expansión de la generación y la transmisión en la forma de un 
problema de Programación No Lineal Entero Mixto PNLEM  que pertenece al 
conjunto de problemas denominados NP-completo de difícil solución que presentan 
el fenómeno  de explosión combinatorial a causa de las gran cantidad de caminos 
candidatos que generalmente tienen. Adicionalmente, en cada camino o rama pueden 
existir 0, 1, 2 ó n  circuitos en paralelo lo que aumenta el número de opciones a ser 
evaluadas. A continuación se presenta la formulación correspondiente a este modelo: 
 
 
 
Descripción de las variables de la formulación: 
 
cij       Costo de adicionar un circuito en la rama  i – j. 
xij       Nueva susceptancia a ser instalada en la rama i–j. 
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B(.)     Matriz de susceptancias. 
q         Ángulos en las tensiones nodales. 
g°        Vector de susceptancias iniciales de las ramas. 
g°ij        Susceptancia inicial de la rama (i-j) Î W. 
nij        Número de circuitos adicionados en la rama i–j, nij =xij/gij, donde  gij es la  
           susceptancia  nominal de un circuito conectado entre los nodos i-j. 
W  Conjunto de todas las ramas definidas por las líneas existentes y las alternativas 
          de expansión. 
fijmax   Relación:   fijmax/gijo, donde  fij max  es el flujo máximo permitido en el circuito 
           i-j. 
d        Vector de demandas nodales. 
g        Vector de generaciones nodales. 
gmax   Vector de máxima capacidad de generación nodal. 
r        Vector de generadores ficticios o artificiales. 
a    Parámetro de penalización asociado con la potencia no servida, causada por las 
           limitaciones en la capacidad de transmisión. 
  
 
La formulación del modelo DC, al igual que la de otros modelos, no garantiza la 
conectividad de la red cuando se realiza la adición de un solo circuito. Por lo tanto, la 
red resultante puede ser una red desconectada.   
 
Para un conjunto de xkij dados, esto es, cuando se escoge o se determina una propuesta 
de inversión o configuración, la formulación (2.2) se reduce a un simple problema de 
programación lineal cuya única finalidad es verificar si la inversión propuesta 
produce un corte de carga igual a cero. Puede observarse que el problema (2.2) 
siempre es factible debido a la presencia del factor  S ai ri  en la función objetivo. 
 
En esta formulación se tienen variables continuas de operación tales como los flujos 
en las líneas y transformadores, los niveles de generación y de demanda, y la 
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diferencia angular entre nodos. También existen variables de inversión enteras, como 
el número de circuitos candidatos a ser adicionados. 
 
El problema (2.2), denominado modelo DC, es considerado como un modelo ideal 
para ser utilizado en planeamiento de sistemas de transmisión. Este modelo lleva en 
cuenta las dos leyes de Kirchhoff para la descripción del sistema eléctrico, la 
capacidad de transmisión de las líneas existentes o candidatas y la capacidad de los 
generadores. A través del modelo DC se resuelve únicamente el problema de potencia 
activa, el cual antecede al problema de planeamiento de potencia reactiva, que 
constituye un problema de planeamiento óptimo de localización de generadores de 
potencia reactiva en los nodos del sistema. 
 
El modelo presentado en (2.2) está ligeramente modificado en relación con el modelo 
DC convencional. Así, por ejemplo, se adicionó el término   S ai ri   en la función 
objetivo para facilitar el proceso de solución. Cuando se selecciona un valor de a 
relativamente grande, en la solución final todos los  ri  son iguales a cero, es decir, es 
servida toda la demanda del sistema. Un valor pequeño de a puede conducir a una 
solución final donde algunos  ri  pueden resultar diferentes de cero, es decir, no se 
satisface toda la demanda nodal dando origen a un valor de Potencia No Servida, 
PNS.  Para el caso en que todos los ri  resultan iguales a cero, la solución obtenida es 
exactamente igual en la formulación original y  en la modificada.  
 
La gran ventaja de adicionar un segundo término a la función objetivo es que el 
problema transformado es siempre factible, pues las sobrecargas en el sistema, que 
eventualmente aparecen en el proceso de solución, son compensadas por los 
generadores artificiales o ficticios conectados en todas las barras de carga. Por lo 
tanto, es importante llevar en cuenta el concepto de factibilidad de este problema de 
planeamiento. Así, para una determinada propuesta de inversión xk  (una 
configuración) el problema (2.2) es simplemente un problema de programación lineal 
(PL). Si una solución presenta corte de carga (r ¹ 0), entonces la propuesta de 
inversión es infactible para la formulación original pero es factible para la 
formulación (2.2). Por lo tanto, un algoritmo eficiente que resuelva (2.2) debe 
entregar una solución final sin corte de carga para que esa solución sea equivalente a 
la formulación original. Durante el proceso de solución, la formulación (2.2) 
encontrará soluciones “infactibles”, sin embargo, estas permitirán un mejor 
desenvolvimiento del mecanismo de trancisiones y permitirán salir más fácilmente de 
soluciones óptimas locales como se mostrará más adelante. 
 
Si en el problema de planeamiento (2.2), se especifica una propuesta de inversión nk = 
nijk, el problema resultante es simplemente un problema de mínimo corte de carga. 
Así, una vez definida una alternativa de inversión, el problema (2.2) se reduce a un 
problema de programación lineal y puede ser resuelto por cualquier técnica eficiente 
de PL. El algoritmo de PL, con una alternativa de inversión definida  nijk  ®  xijk , 
resuelve el siguiente problema: 
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El sistema (2.3) es un PL con valores de xijk conocidos o determinados para una 
alternativa de inversión. Por lo tanto, para un xk seleccionado, la solución obtenida 
por un algoritmo de PL aplicado al sistema (2.3) indicará simplemente si el sistema 
presenta corte de carga (infactible) o no (factible) en relación a la formulación 
original. Esta idea básica ha sido utilizada para desarrollar algoritmos usando 
Simulated Annealing [31], Genéticos [11,15,16,19,24], Búsqueda Tabu [18] e 
Híbridos [16] para resolver el problema de planeamiento de la expansión de las 
capacidades de transmisión y generación.  
 
Encontrar la solución óptima para el problema de planeamiento estático de un sistema 
eléctrico de gran tamaño y complejidad , usando la formulación (2.2), todavía 
representa un desafío, porque no existe en la actualidad una técnica de solución 
(algoritmo) con esa capacidad.   
 
 
 
2.2.2 Modelo de Transportes 
 
 
El modelo de transportes fue formulado por Garver [20] y ha sido ampliamente 
utilizado, siendo la primera propuesta para el planeamiento de redes de transmisión 
de energía eléctrica que utilizó Programación Lineal PL. Esta metodología consiste 
básicamente en resolver de manera aproximada, una versión relajada del modelo DC. 
En el modelo de Garver, conocido como modelo de transportes, solamente se 
considera la primera ley de Kirchhoff y las capacidades de transmisión de las líneas. 
En este no se considera la segunda ley de Kirchhoff.   
 
 
El planeamiento de una red generalmente presenta dos problemas: no es convexa y 
presenta líneas sobrecargadas. En estas condiciones es prácticamente imposible 
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resolver un flujo de carga AC. Para resolver este problema fue propuesta una nueva 
metodología, formulando un algoritmo basado en un modelo simplificado de la red. 
Así, el modelo de transportes asume la siguiente forma: 
 
 
 
 
En (2.4), S es la matriz de incidencia nodo-rama, ¦ij es el flujo de potencia en la rama 
i-j, nij es el número de circuitos adicionados en la rama i-j  y  nij°  es el número de 
circuitos existentes en la rama i-j, en la configuración inicial. 
 
El modelo de transportes es una relajación del modelo DC pues no involucra el 
conjunto de restricciones correspondientes a la segunda ley de Kirchhoff, y por lo 
tanto, una de las desventajas del modelo de transportes es que su solución (así sea 
óptima) puede ser una solución inadecuada desde el punto de vista del modelo DC, 
pues para éste, la solución del modelo de transportes podría presentar un corte de 
carga inadecuado. La ventaja del modelo de transportes, representado en la 
formulación (2.4), es que es un problema lineal entero mixto (PLEM) que puede ser 
más fácil de resolver. A pesar de ser una formulación relajada, Garver [20], utilizó un 
algoritmo aproximado para resolverlo.  Este algoritmo propuesto por Garver fue 
ampliamente aceptado en su momento, ya que no existían algoritmos mejores para 
resolver el problema de planeamiento de la transmisión. En la actualidad, este modelo 
y la técnica de solución propuesta por Garver, sigue siendo utilizado como elemento 
de apoyo, dentro del proceso de búsqueda de la solución del problema de 
planeamiento, tanto en los algoritmos principales como en algoritmos previos de 
construcción de configuraciones iniciales (inicializadores). En el presente trabajo se 
utilizó dentro de los denominados programas inicializadores. 
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2.2.3 Modelo Híbrido 
 
 
Este modelo es una combinación del modelo de transportes y del modelo DC. En 
este, se pretenden resolver las desventajas de la solución del modelo de transportes.  
Para este propósito, se adicionan parcialmente las restricciones correspondientes a la 
segunda ley de Kirchhoff, esto es, son consideradas como parte de la formulación del 
problema aquellas restricciones de la segunda ley de Kirchhoff  correspondientes a 
las líneas/transformadores existentes y eliminadas las restricciones correspondientes a 
nuevos caminos o ramas. La formulación así definida es conocida como modelo 
híbrido y fue introducida por el propio Garver. Así, el modelo híbrido asume la 
siguiente forma: 
 
 
En donde 
 
W1    Representa el conjunto de ramas donde ya existen líneas en la configuración  
         básica. 
 
W2    Representa el conjunto de ramas candidatas en caminos donde no existen líneas  
        en la configuración inicial. 
 
B1    Es la matriz de susceptancias para las ramas que pertenecen a W1. 
 
S2    Es la matriz de incidencia de ramas para los caminos que pertenecen a W2. 
 
¦      Es el vector de flujos por las ramas que pertenecen a  W2. 
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2.3 MODELAMIENTO DEL PROBLEMA DINÁMICO 
 
 
En el planeamiento dinámico integrado, las decisiones sobre las inversiones en  
generación y transmisión son realizadas simultáneamente, a lo largo de los años que 
constituyen el horizonte de planeamiento. A partir de las informaciones referentes a 
los valores de la demanda previstos para cada año, junto con las capacidades 
instaladas y candidatas de generación y transmisión (con sus respectivos costos de 
operación e instalación), se determina donde y cuantos nuevos equipos deben ser 
instalados y también se determina cuando deben ser realizadas las nuevas inversiones 
de modo que el valor presente o futuro del costo total de operación y expansión del 
sistema eléctrico sea minimizado. 
   
En la formulación del problema de optimización correspondiente, el continuo 
crecimiento de la demanda y de la generación a lo largo del tiempo, es aproximado a 
aumentos discretos que ocurren en años específicos, los cuales van a definir las 
diferentes etapas representadas. En cada etapa del horizonte de planeamiento, se 
asume que el sistema permanece inalterado, como se muestra en la figura 2.1. 
 
Figura 2.1:   Etapas del planeamiento dinámico 
 
La función objetivo de este problema de optimización presenta una parte relacionada 
con la inversión, representada por c(x) y otra relacionada con la operación, 
representada como d(y). En la figura 2.2, se tiene una representación en el tiempo de 
los costos involucrados en la expansión de la capacidad y de la operación del sistema. 
El año t0 sirve de base para el cálculo de los valores presentes de los costos de 
inversión y de operación y, en nuestro caso, asumiremos que es el límite inferior del 
horizonte de planeamiento. El año tT es el límite superior de dicho horizonte. 
Finalmente, se considera que los equipos vinculados a las inversiones de la etapa  k 
deben estar disponibles para operar a partir del instante tk.  
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La parte de la función objetivo, v, relacionada con la inversión corresponde a la 
sumatoria del valor presente de los recursos necesarios para la construcción de las 
unidades generadores, líneas de transmisión y transformadores en las diferentes 
etapas consideradas. Esto se representa como c1(x), c2(x), ...,cT(x) en la figura 2.2. La 
parte de  v relacionada con la operación corresponde a la sumatoria del valor presente 
de los costos anuales de operación del sistema a lo largo de todo el horizonte 
considerado. Esto se representa como d1(y), d2(y), ...,dT(y) en la figura 2.2.  
Figura 2.2: Determinación del valor presente – problema dinámico 
 
Considerando una tasa de descuento anual I, los valores presentes de los costos de 
inversión y de operación, para el año base t0, están dados por: 
 
Para simplificar la notación, se ha definido un factor de descuento para convertir en 
valor presente el costo de inversión de la etapa t, el cual será representado como dinvt 
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y un factor de descuento para convertir el valor presente del costo de operación de la 
etapa t, el cual será representado por dopert. 
 
De forma análoga a lo que ocurre en el planeamiento estático, las expresiones en (2.6) 
consideran que el desembolso de la inversión será realizado en el inicio de su primer 
año de operación. De la misma manera, los pagos anuales referentes a la operación 
del sistema son iguales y calculados como si fuesen realizados al inicio de cada año.  
 
El problema de planeamiento dinámico integrado de la expansión de las capacidades 
de generación y de transmisión puede ser formulado usando el modelo de transportes, 
el modelo DC y el modelo híbrido. 
 
 
 
2.3.1 Modelo DC 
 
 
Cuando la red de transmisión existente y las líneas y transformadores candidatos son 
representados por el modelo DC, el problema de planeamiento dinámico de la 
expansión asume la siguiente forma: 
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Descripción de las variables de la formulación: 
 
n  Valor presente del costo de expansión (generación y transmisión) y operación  
 del sistema. 
 
dinvt   Factor de descuento para encontrar el valor presente de inversión para la etapa t. 
 
dopert  Factor de descuento alterado para encontrar el valor presente de la operación  
          para la etapa t. 
 
cij      Costo del circuito del camino  i–j. 
 
nijt     Número de circuitos adicionados en la rama i-j en la etapa t. 
 
Ci     Costo de instalación del generador candidato en el nodo i. 
 
Nit     Número de generadores adicionados en el nodo i y en la etapa  t. 
 
OCit   Costo anual de operación del generador candidato i en la etapa t. 
 
Git     Potencia activa del generador candidato del nodo i en la etapa t. 
 
ocjt   Costo anual de operación del generador existente en el nodo j  para la etapa  t. 
 
gjt        Potencia activa del generador existente en el nodo i y en la etapa t. 
 
a   Factor para compatibilizar unidades de costo con corte de carga. 
 
rt       Vector de cortes de carga en las barras para la etapa t. 
 
Bt       Matriz de susceptancias de la red inicial y de los circuitos candidatos en la  
         etapa t. 
 
Gt      Vector de inyecciones de potencia activa de los generadores candidatos en 
          la etapa t. 
 
g t      Vector de inyecciones de potencia activa de los generadores existentes en  
          la etapa t. 
 
qit       Ángulo del voltaje del nodo i en la etapa t. 
 
d t       Vector de demanda para la etapa t. 
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En el sistema (2.7) las variables de inversión están representados por el número de 
generadores Ni y  por el número de circuitos (líneas de transmisión y 
transformadores) nij que deben ser instalados.  Las variables de operación están 
representadas por la inyección de potencias activa de los generadores existentes, gj, y 
candidatos, Gi, así como por los ángulos de los voltajes, qij. Las variables rk de 
generación artificial, no necesariamente deben ser iguales a cero y pueden ser 
interpretados como costos por una demanda no atendida. 
 
En el planeamiento dinámico el horizonte de planeamiento debe ser dividido en 
períodos, por ejemplo anuales, y en ese contexto se debe determinar los equipos que 
deben ser instalados en cada período de planeamiento. Al considerar una rata de 
descuento anual I, los valores presentes de los costos de inversión y operación para el 
año base to son los dados en la función objetivo v de la formulación (2.7). 
 
El  problema de planeamiento dinámico formulado en (2.7) es un problema de 
programación no lineal entera mixta (PNLEM) y es considerado como un modelo 
ideal para ser utilizado en planeamiento de sistemas de transmisión. De forma similar 
que el modelo DC usado en planeamiento estático, este modelo lleva en cuenta las 
dos leyes de Kirchhoff en el balance de potencia activa, para la descripción del 
sistema eléctrico y la capacidad de transmisión de las líneas existentes o candidatas. 
 
El modelo presentado en (2.7) está ligeramente modificado en relación con el modelo 
DC convencional ya que en el se adiciona el término  S ai rit   en la función objetivo 
para facilitar el proceso de solución. Cuando se selecciona un valor de a 
relativamente grande, en la solución final todos los  ri  son iguales a cero, es decir, es 
servida toda la demanda del sistema. Un valor pequeño de a puede conducir a una 
solución final donde algunos  rit  pueden resultar diferentes de cero, es decir, no se 
satisface toda la demanda nodal dando origen a un valor de Potencia No Servida, 
PNS.  Para el caso en que todos los rit  resultan iguales a cero, la solución obtenida es 
exactamente igual en la formulación original y  en la modificada.  
 
De manera similar con el modelo DC utilizado para el planeamiento estático, la gran 
ventaja de adicionar un segundo término a la función objetivo es que el problema 
transformado es siempre factible, pues las sobrecargas en el sistema, que 
eventualmente aparecen en el proceso de solución, son compensadas por los 
generadores artificiales o ficticios conectados en todas las barras de carga. Por lo 
tanto, es importante llevar en cuenta el concepto de factibilidad de este problema de 
planeamiento. Así, para una determinada propuesta de inversión xk(t)  (una 
configuración) el problema (2.7) es simplemente un problema de programación lineal 
(PL). Si una solución presenta corte de carga (rt ¹ 0), entonces la propuesta de 
inversión es infactible para la formulación original pero es factible para la 
formulación (2.7). Por lo tanto, un algoritmo eficiente que resuelva (2.7) debe 
entregar una solución final sin corte de carga para que esa solución sea equivalente a 
la formulación original. Durante el proceso de solución, la formulación (2.7) 
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encontrará soluciones “infactibles”, sin embargo, estas permitirán un mejor desarrollo 
del mecanismo de transiciones y permitirán salir más fácilmente de soluciones 
óptimas locales. 
 
Si en el problema de planeamiento (2.7), se especifica una propuesta de inversión nk(t) 
= nijk(t), el problema resultante es simplemente un problema de mínimo corte de carga. 
Así, una vez definida una alternativa de inversión, el problema (2.7) se reduce a un 
problema de programación lineal y puede ser resuelto por cualquier técnica eficiente 
de PL.  
 
 
 
2.3.2 Modelo de transportes 
 
 
Cuando la red de transmisión existente y las líneas y transformadores candidatos se 
representan usando el modelo de transportes, el problema de planeamiento dinámico 
de la expansión de la generación y transmisión asume la siguiente forma: 
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La descripción de las variables de la formulación es la misma que se indicó para el 
modelo DC descrito en 2.3.1, adicionando: 
 
¦ t    Vector de flujos de potencia activa en las ramas para la etapa t. 
 
¦ij t   Flujo de potencia activa para la rama i-j en la etapa t. 
 
Las variables que aparecen en la formulación con una línea dibujada debajo o encima 
de su símbolo, representan los límites inferior y superior respectivamente de dichas 
variables, valores estos que son determinados por su capacidad física o por las 
características de los elementos.  
 
El problema de planeamiento dinámico de la expansión formulado con el modelo de 
transportes es un problema convexo de programación lineal entera mixta (PLEM). 
Esta formulación permite resolver el problema de la expansión de sistemas eléctricos 
que presentan redes conexas y no conexas. 
 
 
 
 
2.3.3 Modelo híbrido 
 
 
Cuando la red de transmisión existente y las líneas y transformadores candidatos se 
representan usando el modelo híbrido, el problema de planeamiento dinámico de la 
expansión de la generación y transmisión asume la forma mostrada en (2.9). 
 
 
De manera similar a lo que ocurre en la formulación del problema de planeamiento 
estático, este modelo es una combinación del modelo de transportes y del modelo DC 
utilizados en planeamiento dinámico. En este, se pretenden resolver las desventajas 
de la solución del modelo de transportes y al mismo tiempo conservar las 
características deseables de dicho modelo como es el hecho de constituir un problema 
de programación lineal entera mixta (PLEM).  Para este propósito, se adicionan 
parcialmente las restricciones correspondientes a la segunda ley de Kirchhoff, esto es, 
son consideradas como parte de la formulación del problema aquellas restricciones de 
la segunda ley de Kirchhoff  correspondientes a las líneas/transformadores existentes 
y eliminadas las restricciones correspondientes a nuevos caminos o ramas. La 
formulación así definida es conocida como modelo híbrido y fue introducida por el 
propio Garver. Así, el modelo híbrido asume la siguiente forma: 
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La descripción de las variables de la formulación anterior es similar a la descrita para 
el modelo DC con las siguientes diferencias: 
 
W1    Representa el conjunto de ramas donde ya existen líneas en la configuración  
         básica. 
 
W1    Representa el conjunto de ramas candidatas en caminos donde no existen líneas  
        en la configuración inicial. 
 
B0    Es la matriz de susceptancias para las ramas que pertenecen a W0. 
 
S1    Es la matriz de incidencia de ramas para los caminos que pertenecen a W1. 
 
q t    Vector de ángulos de fase de los voltajes de las barras existentes en la red  
        inicial y en la etapa t. 
 
¦ t    Vector de flujos de potencia activa en las ramas candidatas y en la etapa t. 
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2.4 TÉCNICAS USADAS EN LA SOLUCIÓN DEL PROBLEMA 
ESTÁTICO 
 
 
 
El problema de planeamiento de la expansión de la generación y transmisión de 
energía eléctrica considerando un solo período de planeamiento es denominado 
planeamiento estático y se caracteriza porque no determina  el instante del tiempo en 
que deben ser realizadas las inversiones. Este tipo de problema ha sido ampliamente 
estudiado y existen muchos trabajos sobre el en la literatura especializada. A 
continuación se hará un breve análisis de los diferentes métodos propuestos para la 
solución de este problema.   
 
 
 
2.4.1 Algoritmos Heurísticos Constructivos  
 
 
Existen diversos métodos aproximados que determinan planes de expansión de redes 
de transmisión a largo plazo.  El primer método aproximado que  apareció fue el de 
Garver [20]; en este método se propone un algoritmo aproximado para encontrar una 
buena configuración y no necesariamente la configuración óptima. El algoritmo de 
Garver encuentra una solución factible para el modelo de transportes.  Estos métodos 
generalmente son de fácil implementación  y requieren de poco esfuerzo 
computacional; con relación a la calidad de la respuesta. 
 
Además del método de Garver existe el método de Villanasa [38], que es una 
modificación del método de Garver.   En éste se trabaja la red de transmisión usando 
un modelo híbrido.  También cabe destacar la metodología de mínimo esfuerzo 
usando el modelo DC [27] y el método de mínimo corte de carga, basado en un 
programa lineal especializado que también usa el modelo DC [29]; metodologías 
éstas empleadas en el planeamiento de los sistemas de transmisión  en las empresas 
de energía eléctrica. Los algoritmos de Villanasa, mínimo esfuerzo,  y mínimo corte 
de carga, encuentran soluciones factibles para el modelo DC. 
 
 
2.4.1.1  Algoritmo heurístico constructivo de Garver 
 
 
El algoritmo de Garver [20] es un proceso llamado paso a paso en donde para cada 
iteración el algoritmo toma una decisión de adicionar un elemento a la configuración 
actual.  En cada paso del algoritmo de Garver se resuelve el sistema (2.4), sin 
considerar los generadores artificiales en la formulación, usando programación lineal. 
En cada paso se adiciona al sistema, el circuito candidato que tiene el mayor flujo de 
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potencia en la solución del PL. El proceso termina cuando la solución del PL indica 
que no se requieren más circuitos y que el sistema está operando adecuadamente para 
el modelo de transportes.    
 
Una ventaja de la metodología de Garver es la simplicidad en la implementación del 
algoritmo pues este exige solamente soluciones sucesivas de programación lineal.  La 
mayor limitación de esta metodología es que  no garantiza la obtención de la solución 
óptima del sistema. Por lo tanto, la metodología de Garver, en esencia, es de 
naturaleza  heurística. 
 
 
2.4.1.2  Algoritmo heurístico constructivo de Villanasa –Garver 
 
 
La metodología propuesta por Villanasa-Garver [38] es una extensión de la 
metodología de Garver [20], en la cual se adiciona la segunda ley de Kirchhorff a la 
red existente en la formulación (2.4), tomando la forma presentada en (2.5) pero sin 
considerar los generadores artificiales de esta formulación.  
 
En este algoritmo, en cada paso se resuelve un PL cuya solución indica un conjunto 
de líneas (generalmente) fraccionarias que deben ser adicionadas al sistema. En este 
caso, el algoritmo selecciona el circuito candidato que lleva mayor flujo de potencia 
como en el algoritmo de Garver. Este nuevo circuito adicionado es incorporado a la 
red existente y considerado como parte de esta red en la solución de los próximos 
problemas de PL. En otras palabras, todo circuito adicionado pasa a satisfacer la 
segunda ley de Kirchhoff en las siguientes iteraciones. Esta estrategia permite que la 
solución final encontrada por el algoritmo Villanasa-Garver sea factible para el 
modelo DC.   
 
Esta metodología tampoco garantiza la optimalidad de la solución obtenida para el 
modelo DC. 
 
 
2.4.1.3   Algoritmo heurístico constructivo de mínimo esfuerzo 
 
 
Esta metodología [27] es formulada usando el modelo DC.  Esta metodología  realiza 
también un plan de expansión en modo paso a paso, esto es, para una configuración 
de red dada, los circuitos son adicionados de uno en uno o en pequeños grupos. El 
criterio para la adición del próximo circuito es determinado por un análisis de 
sensibilidad, denominado de mínimo esfuerzo. 
 
En esta metodología, la dificultad producida por la posible existencia de nodos 
desconectados en la red inicial, es resuelta superponiendo a la configuración del 
sistema, una “red ficticia”  constituida por enlaces con susceptacias  iguales a, por 
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ejemplo, 10-4 veces los valores nominales, colocados en todas las ramas donde es 
permitida la construcción de líneas nuevas.  La baja capacidad de transmisión de la 
“red ficticia” no permite que sus enlaces sean utilizados cuando es posible transportar  
la  potencia  por  la  red  real. 
 
El algoritmo de mínimo esfuerzo resuelve en cada paso el PL mostrado en (2.3), sin 
considerar en él las restricciones de capacidad de transmisión y, por lo tanto, las 
líneas de la red real y ficticia pueden sobrecargarse y el corte de carga será siempre 
cero. Si existen líneas sobrecargadas, entonces se identifica la línea más interesante 
que debe ser adicionada al sistema usando el siguiente criterio de desempeño (o 
indicador de sensibilidad): 
 
( ) )10.2(
2
1 2***
ijjiijZ gqq D--=D  
 
 
En donde Dgij es la variación de la susceptancia  de un circuito en la rama ij. 
 
En cada paso del proceso de planeamiento se adiciona al sistema aquel circuito que 
produce un mayor impacto en la distribución de flujos de la red, esto es, aquel que 
presenta mayor valor de |DZij|. 
 
Esta metodología tiene como ventajas su rapidez y su característica de presentar 
soluciones de buena calidad.  Su desventaja es que no garantiza la optimalidad de la 
solución  y, a veces, puede conducir a soluciones muy alejadas del óptimo global, 
pues no existe forma de determinar que tan lejos se encuentra la solución encontrada 
de la solución óptima. 
 
La metodología de mínimo esfuerzo fue utilizada con éxito en aplicaciones prácticas 
en los sistemas eléctricos brasileros. Basados en esta metodología fue desarrollado un 
programa de computador denominado SINTRA (síntesis de transmisión) en la 
Universidad de Campinas en Brasil, como resultado de un convenio con la empresa 
ELECTROBRÁS del Brasil. 
 
 
2.4.1.4   Algoritmo heurístico constructivo de mínimo corte de carga  
 
 
El algoritmo de Mínimo  Corte de carga  (MCC) [29], usado en planeamiento de 
sistemas de transmisión, es un algoritmo heurístico de tipo constructivo que en cada 
paso del algoritmo realiza la adición de un circuito a la configuración base de forma 
similar al algoritmo de mínimo esfuerzo, pero con un indicador de sensibilidad 
diferente.  Este algoritmo es también del tipo paso a paso, pues en cada iteración debe 
decidir la adición de un circuito a la configuración base hasta que el sistema opere 
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adecuadamente, esto es sin corte de carga. Así, en cada paso, este algoritmo resuelve 
el sistema (2.3). 
 
En cada iteración del algoritmo de mínimo corte de carga se realiza la adición de un 
circuito y este circuito es seleccionado de acuerdo a un índice de desempeño o índice 
de sensibilidad. 
 
El índice de sensibilidad que permite encontrar al circuito más atractivo para ser 
adicionado es determinado por la siguiente relación: 
 
 
                                          ISmcc = (pi - pj)(qi -  qj)                                                 (2.11) 
 
 
En donde pj es el mutiplicador de  Lagrange de la j-ésima restricción del sistema de 
ecuaciones  Bq + g + r = d  y  los  qj son los ángulos de fase de los voltajes de nodo 
obtenidos al resolver la formulación (2.2)  para la configuración actual usando un 
algoritmo de programación lineal. 
 
El índice de sensibilidad es un indicador del impacto que produciría la adición de un 
circuito en el corte de carga de un sistema si el circuito fuese efectivamente 
adicionado al sistema eléctrico. Así, aquel circuito que posee el índice de sensibilidad 
de mayor valor debe ser adicionado a la configuración base, pues es el mejor 
candidato  para producir una mayor disminución del  corte de carga del sistema. En 
este algoritmo también se utiliza una red ficticia para que sea posible calcular (2.11) 
para los nodos aislados.  
 
Este algoritmo constructivo [29], tiene la misma estructura del algoritmo del mínimo 
esfuerzo y su solución se obtiene aplicando las siguientes dos fases: 
 
 
FASE I:  Adición de circuitos 
 
 
1. Define la configuración base del sistema eléctrico y los circuitos candidatos a ser 
adicionados. 
 
2. Calcula el corte de carga del sistema, para la configuración base actual, usando un 
algoritmo de programación lineal.  Si no existe corte de carga,  pasa a la Fase II  
en caso contrario, calcula el índice de sensibilidad usando (2.11) y construye una 
lista ordenada de los circuitos en orden descendiente al valor de su índice  ISmcc. 
 
3. Adiciona el primer circuito de la lista ordenada a la configuración actual, 
obteniendo así una nueva configuración base.  Regresa al paso 2. 
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FASE II: Retiro de circuitos 
 
En esta fase, se intentan retirar circuitos adicionados que resultan ser superfluos.  
Ordenar en forma de lista, por costo, los circuitos adicionados.  Intentar retirar cada 
circuito uno por uno, verificando que su eliminación no produzca sobrecarga.  Si un 
circuito puede ser retirado, se debe generar nuevamente la lista hasta que no sea 
posible retirar ningún circuito adicionado. 
 
 
 
2.4.2 Métodos de Optimización Clásica 
 
 
En la década de los 80, se dió inicio una nueva fase investigativa en el propósito de 
resolver la formulación (2.2) de manera óptima. La principal  herramienta encontrada 
fue la técnica de descomposición matemática.  El objetivo principal era el de 
encontrar la solución óptima del problema de planeamiento de  la transmisión usando 
el modelo DC, esto es, resolver la formulación (2.2), lo que significa resolver un 
problema  PNLEM.   
 
En esta perspectiva, la metodología más utilizada fue la técnica de descomposición de 
Benders la cual explora una descomposición natural del problema de planeamiento de 
la expansión  de los sistemas de planeación subdividiéndolo en dos partes: 
 
· Subproblema de inversión  en el que se escoge un plan de expansión candidato 
y se calculan los costos de inversión asociados al mismo. 
 
·  Subproblema de operación  donde es probado el plan de expansión candidato 
en términos de una adecuada atención de la demanda. 
 
La optimización global se obtiene a través de una solución iterativa de las soluciones 
separadas de los subproblemas de operación e inversión.. 
 
Los primeros investigadores en emplear los esquemas de descomposición matemática 
fueron los miembros del centro de investigación eléctrica CEPEL en Brasil; estos 
usaron descomposición de Benders para resolver el problema de planeamiento usando 
el modelo de transportes y el modelo DC, separadamente. 
 
En un trabajo posterior realizado en la Universidad de Stanford en 1985,  el mismo 
grupo de investigadores presentó los resultados teóricos de un trabajo que utilizaba 
descomposición de Benders generalizada para problemas de planeamiento. 
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En esta investigación se presentó un análisis teórico sobre los problemas de 
convexidad y sobre las características de los cortes de Benders. 
 
Retomando la investigación anterior, un grupo de investigadores de Unicamp  [33] 
propuso la utilización de un esquema de descomposición jerarquizado  compuesto por 
tres fases: la primera fase resuelve el problema de planeamiento de la transmisión 
usando descomposición de Benders en el cual el subproblema de operación se 
resuelve utilizado el modelo de transportes, relajando la restricciones de integralidad 
de las variables de inversión.  En la segunda fase la red es modelada utilizando un 
modelo híbrido. Finalmente en la última fase se utiliza el modelo DC y se resuelve el 
subproblema de operación usando un algoritmo de programación lineal y el 
subproblema de inversión es solucionado usando un algoritmo de enumeración 
implícita [34]. 
 
Posteriormente aparecieron otros trabajos en los cuales se emplea una esquema de 
descomposición jerarquizado compuesto de dos fases, en los cuales se propone un 
método heurístico  que aprovecha la descomposición natural del problema en 
subproblemas de operación e inversión. El subproblema de inversión es resuelto 
empleando un algoritmo heurístico. 
 
Con estas metodologías de descomposición se encontraron las soluciones óptimas 
globales de sistemas de pequeño y mediano tamaño, como es el caso del sistema 
Garver de 6 nodos y 15 líneas y el sistema Sur brasilero de 46 nodos y 79 líneas.  
Para sistemas de gran tamaño, como el caso del sistema Norte-Nordeste brasilero de 
87 nodos y 183 líneas la metodología de descomposición no converge debido al 
elevado número de alternativas que se presentan en la última fase del proceso en 
donde se tiene que resolver un problema de programación entera. 
 
Ya que estas metodologías de descomposición mostraron ser inadecuadas  para 
resolver sistemas de gran tamaño como el sistema Norte–Nordeste brasilero, se dio 
inicio a una nueva fase de investigaciones relacionadas con los métodos de 
optimización combinatorial, cuyas características  fundamentales son las de poder 
resolver problemas de gran tamaño, obtener soluciones muy próximas al óptimo 
global  y obtener soluciones en tiempos de computo razonables. 
 
 
 
2.4.3 Métodos de Optimización  Combinatorial 
 
 
Resolver un problema de optimización combinatorial consiste en determinar la 
“mejor” o la solución “óptima” entre un gran número de soluciones alternativas.   Se 
asume que la calidad de una solución es cuantificable y que puede ser comparada con 
otra solución;  además de esto, el conjunto de soluciones es finito. 
 29 
 
En las últimas décadas surgieron una gran cantidad de problemas complejos en 
diversas áreas tales como:  Ciencias Matemáticas, Ciencias de la Computación, 
Ingeniería , etc. 
 
Entre todos los problemas de optimización combinatorial, el problema del cartero 
viajante es probablemente el más conocido. En este problema el cartero inicia un 
recorrido en una ciudad, visita cada una de las ciudades de una lista y regresa a la 
ciudad de partida, de tal manera que la ruta recorrida sea mínima.  La importancia de 
este problema radica en que combina las características críticas de grandes problemas 
de optimización combinatorial. 
 
Una consecuencia directa de la propiedad  “NP–completo” es que la solución óptima 
no puede ser  obtenida en tiempo de computo razonables. Grandes problemas “NP- 
completo” pueden ser, sin embargo, resueltos con algoritmos apropiados, esto es, se 
puede seleccionar entre dos opciones: una que permite obtener el óptimo global  con 
la desventaja de requerir tiempos de computo impracticables,  y otra que permite 
obtiener soluciones subóptimas en tiempos de computación razonables. 
 
La primera opción, da origen a una primera clase de algoritmos de optimización.  
Ejemplos bien conocidos son  los métodos de enumeración usando planos de corte 
(“branch and bound”, entre otros) o técnicas de programación dinámica.  La  segunda 
opción, constituye una clase de algoritmos de aproximación, también frecuentemente 
denominados algoritmos heurísticos, tales como algoritmos de búsqueda local  y 
algoritmos aleatorios.   La división entre estas dos clases de algoritmos no esta muy 
bien definida.  Algunos tipos de algoritmos pueden ser empleados con ambos 
propósitos; por ejemplo, reglas de limitación heurística de “branch and bound”  
pueden ser fácilmente transferidas a un algoritmo aproximado. 
 
Aparte de esto,  se distinguen en ambas clases los  algoritmos generales  y algoritmos 
especializados.   Los primeros, se aplican a una gran variedad de problemas y por 
tanto pueden ser llamados algoritmos independientes del problema. Los segundos, 
emplean información específica y su aplicación es por consiguiente limitada a un 
conjunto restricto de problemas.  Los algoritmos especializados, requieren de la 
construcción de un nuevo algoritmo para cada tipo de problema de optimización 
combinatorial.  Algoritmos tales como:  “simulated annealing”, genéticos y búsqueda 
tabu son algoritmos generales de alta calidad, a pesar de que en las implementaciones 
prácticas  esto algoritmos se comportan como algoritmos de aproximación.   
 
Los algoritmos descritos están siendo empleados en la solución de sistemas de gran 
tamaño;  existen reportes de resultados muy satisfactorios en la mayoría de las 
aplicaciones. 
 
 El algoritmo de “simulated annealing” se fundamenta en conceptos descritos en 
mecánica estadística .  En el proceso físico el material es llevado a una temperatura 
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elevada para luego ser enfriado de manera lenta de tal manera que la estructura del 
material al final del proceso resulte perfecta.  El algoritmo genético es una técnica de 
búsqueda basada en la mecánica de selección natural de las especies.  El algoritmo de 
búsqueda tabú,  se basa en las reglas generadas usando inteligencia artificial; en este, 
se cuenta con un esquema de búsqueda local para explorar el espacio de soluciones. 
 
Cuando un método exacto tiene capacidad para resolver un problema de 
optimización, este siempre deberá ser empleado ya que garantiza la obtención de la 
solución óptima.   El gran incoveniente que puede surgir es el requerimiento de un 
gran esfuerzo computacional.   En los casos en que no existe una metodología exacta, 
generalmente se  recurre a los métodos heurísticos los cuales encuentran soluciones 
de buena calidad en tiempos de computación relativamente pequeños (dependiendo 
de la calidad de la respuesta que se desea obtener). 
 
En este trabajo se aplicó la metodología de optimización combinatorial denominada 
algoritmo genético para la solución del problema de planeamiento dinámico de la 
expansión de las capacidades de transmisión a largo plazo, con excelentes resultados. 
 
 
 
2.5 TÉCNICAS USADAS EN LA SOLUCIÓN DEL PROBLEMA 
DINÁMICO 
 
 
El problema de planeamiento de la expansión de la generación y transmisión de 
energía eléctrica, considerando múltiples períodos de planeamiento, es denominado 
planeamiento dinámico y se diferencia del planeamiento estático porque  determina  
el instante del tiempo en que deben ser realizadas las inversiones en nuevos equipos. 
Este tipo de problema no ha sido tan ampliamente estudiado como el estático y 
existen muy pocos trabajos relacionados en la literatura especializada. A continuación 
se hará un breve análisis de los métodos que pueden ser aplicados en la solución de 
este problema.   
 
 
 
2.5.1 Métodos de Optimización Clásica 
 
 
En principio, todos los métodos aplicados a la solución del planeamiento estático  son 
aplicables al problema de planeamiento dinámico. Sin embargo, dado que la 
complejidad del problema se incrementa al dividir en varias etapas el horizonte de 
planeamiento, tendrán mayor posibilidad de éxito aquellas metodologías que han 
mostrado buen comportamiento en el caso estático. 
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A pesar de estar limitado a sistemas de pequeño y mediano tamaño, la técnica de 
descomposición de Benders ha mostrado ser eficiente en la obtención de la solución 
óptima en el problema de planeamiento de la expansión de sistemas eléctricos. En la 
literatura especializada encontramos un buen trabajo de investigación [24] de reciente 
publicación  (julio de 2000) en el cual se aplica esta técnica de solución al problema 
de planeamiento dinámico de la expansión de un sistema de 5 nodos, con tres etapas 
en el horizonte de planeamiento, y del sistema sur brasilero con dos etapas en el 
horizonte de planeamiento. 
 
Cuando el problema de planeamiento dinámico se resuelve utilizando la metodología 
de descomposición de Benders, se tiene un subproblema de inversión, que involucra 
todas las variables de inversión, y varios subproblemas de operación, uno para cada 
etapa considerada, como se muestra en la figura (2.3). 
   
 
Figura 2.3:  Descomposición del problema de planeamiento dinámico 
 
Cada uno de los subproblemas de operación de la figura (2.3) interactúa con el 
subproblema de inversión de la siguiente manera: 
 
· Inversión ® operación:  El subproblema de operación de la etapa t recibe del 
subproblema de inversión las informaciones pertinentes respecto al plan de 
inversión que está siendo probado. En el caso del planeamiento dinámico de la 
expansión de la transmisión, recibe el valor del número de circuitos nuevos que 
deben ser adicionados y su localización en cada etapa del período de 
planeamiento: (nijk)t. 
 
· Operación ® inversión:  El subproblema de operación de la etapa t informa al 
subproblema de inversión las necesidades de inversiones, por intermedio de 
factores de sensibilidad, por ejemplo, los (pijk)t, y del valor previsto para el costo 
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de operación (wk)t. Estas informaciones son utilizadas para determinar el corte de 
Benders que debe realizarse en el subproblema de inversión, relativo a las 
necesidades constatadas para la etapa t, durante la iteración k del proceso.  
  
La solución óptima del problema de planeamiento en múltiples etapas se obtiene 
cuando en el proceso iterativo no se produce ningún corte de Benders adicional.   
 
Del mismo modo que en el planeamiento estático de la expansión, el planeamiento 
dinámico, formulado a través de las expresiones (2.7), (2.8) y (2.9) (modelo DC, de 
transportes e híbrido respectivamente), también encuentra solución usando este 
método de descomposición matemática. 
 
Aunque esta metodología es eficiente y permite encontrar la solución óptima, su 
principal desventaja es que no converge en sistemas eléctricos de potencia de gran 
tamaño. 
 
 
 
2.5.2 Métodos de Optimización Combinatorial 
 
 
De forma similar a lo que ocurre en el planeamiento estático, aquellos problemas que 
presentan un gran número de soluciones alternativas no pueden resolverse utilizando 
técnicas de solución exacta, ya que requieren de un gran esfuerzo computacional. En 
la práctica, simplemente no convergen. En estos casos las técnicas de optimización 
combinatorial han mostrado ser muy eficientes, ya que permiten encontrar soluciones 
de muy alta calidad en tiempos de cómputo razonables. En la literatura especializada 
no existe actualmente ningún trabajo que aplique estas metodologías  al problema de 
planeamiento dinámico de la expansión de los sistemas eléctricos y este es el 
principal propósito del presente trabajo. 
 
Dentro de los métodos de optimización combinatorial, los algoritmos generales, tales 
como “Simulated Annealing”, búsqueda tabu, genéticos, meméticos y en general, las 
técnicas evolutivas, han mostrado un excelente desempeño en la búsqueda de la 
solución del problema de planeamiento estático de sistemas eléctricos de gran tamaño 
[17,18,19] y seguramente presentarán el mismo desempeño al ser aplicados al 
problema de planeamiento dinámico. El presente trabajo tiene como objetivo explorar 
el desempeño de los Algoritmos Genéticos  en la búsqueda de la solución del 
problema dinámico. 
 
 
Otras técnicas de optimización aplicadas en el problema estático, tales como los  
algoritmos heurísticos constructivos, no son aplicables en el caso del planeamiento 
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dinámico de sistemas grandes, pero sirven para generar “buenas” configuraciones, 
útiles en la construcción de la población inicial de los algoritmos evolutivos. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Capítulo 3 
 
 
MÉTODOS USADOS EN LA GENERACION 
DE LA POBLACION  INICIAL  
 
  
 
3.1 INTRODUCCIÓN 
 
 
El algoritmo genético es una técnica de solución que hace parte de las denominadas 
técnicas evolutivas. Una característica común de éstas técnicas es que requieren de 
una población (conjunto de soluciones posibles) para su funcionamiento. Dentro del 
proceso evolutivo, la población existente es modificada aplicando diversos 
mecanismos (que dependen de cada método) para obtener una nueva población, la 
cual debe presentar mejores soluciones que su antecesora. Las poblaciones son 
alteradas continuamente hasta que se cumple un criterio de parada preseleccionado. 
Puesto que toda población es generada a partir de otra ya existente, todo proceso que 
utilice técnicas evolutivas requiere de una población inicial.   
   
El método más comunmente utilizado en la generación de la población inicial es el 
método de inicialización aleatoria de los individuos. Sin embargo, siempre que pueda 
aprovecharse algún conocimiento inicial respecto al problema, este debe ser utilizado. 
Si además se cuenta con técnicas de fácil aplicación y de ejecución rápida, que 
permitan obtener soluciones aproximadas relativamente buenas, estas pueden ser 
usadas como inicializadores del algoritmo genético.  En problemas que involucran 
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restricciones, debe tenerse cuidado de no generar individuos (soluciones) inválidos en 
la etapa de inicialización.  
 
Hacer evolucionar una población generada inicialmente de manera aleatoria, hasta 
obtener una solución muy cercana a la solución óptima, es una buena prueba para 
medir el desempeño del algoritmo genético implementado, ya que teóricamente las 
características esenciales y críticas de la solución final deben ser consecuencia del 
proceso evolutivo y no de las características de los métodos utilizados para generar la 
población inicial, como ocurre en sistemas de pequeño y mediano tamaño.  En el caso 
de sistemas de gran tamaño, las pruebas realizadas en este y en otros trabajos han 
mostrado que la existencia de una población inicial, construida con soluciones de 
buena calidad, es esencial para el buen desempeño del algoritmo por las razones que 
serán expuestas más adelante. 
 
En el caso del planeamiento de la expansión de la transmisión, la población inicial 
puede generarse de dos maneras. La primera corresponde a una forma aleatoria, en la 
cual se controla el número de posiciones (ramas) que adoptarán valores diferentes de 
cero.  También se genera aleatoriamente el número de líneas en paralelo que existirán 
en cada una de estas ramas. De todas maneras, el número aleatorio de líneas 
generado, debe estar entre cero y el valor máximo permitido por rama. Típicamente, 
el número de ramas diferentes de cero en la configuración final se encuentra entre el 
15% y el 20% del total de ramas candidatas, por lo tanto, en la generación aleatoria, 
son asignados valores distintos de cero al 30%-40% de las posiciones. La 
inicialización aleatoria es frecuentemente utilizada en sistemas pequeños, como el 
sistema Garver, apéndice A parte A.1, y sistemas de mediano tamaño, sistema sur 
brasilero, apéndice A parte A.2. En los sistemas pequeños y medianos se llega, con 
alguna frecuencia, a la solución óptima del sistema, si la población inicial se 
construye con  configuraciones generadas aleatoriamente. 
 
En sistemas de gran tamaño, como el sistema colombiano apéndice A parte A.4, y el 
sistema norte-nordeste brasilero, apéndice A parte A.3, la inicialización aleatoria 
muestra ser muy poco efectiva. Si se inicia el proceso con configuraciones generadas 
aleatoriamente, este puede quedar fácilmente atrapado en óptimos locales y presentar 
gran dificultad para pasar a regiones de mejor calidad.  
 
En el caso de sistemas de gran tamaño, es conveniente construir la población inicial 
usando métodos aproximados. A continuación se describen brevemente las técnicas 
aproximadas más conocidas para generar configuraciones iniciales, usadas en el 
problema  del planeamiento estático y dinámico de la expansión de las capacidades de 
transmisión y generación. También se presentan tres algoritmos heurísticos basados 
en el modelo híbrido, implementados en la ejecución de este trabajo. Finalmente, se 
compararán los resultados entregados por los algoritmos inicializadores con las 
mejores soluciones conocidas para los distintos sistemas de prueba, o con sus 
soluciones óptimas cuando estas se conocen,  para mostrar la efectividad de estos 
algoritmos en la búsqueda de buenas soluciones y, lo que es más importante, en su 
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capacidad de identificar circuitos que resultan ser imprescindibles en la solución 
óptima del problema de planeamiento estático o dinámico. En todo caso, las 
soluciones encontradas son soluciones subóptimas para el modelo DC.  
 
 
3.2 MÉTODOS BÁSICOS DE GENERACIÓN DE LA 
POBLACIÓN INICIAL 
 
3.2.1 Método de Garver 
El modelo formulado por Garver [20], es también conocido como modelo de 
transportes. Este fue el primer método propuesto, aplicable a redes de transmisión, en 
el cual se aplicó programación lineal. Esta metodología consiste básicamente en 
resolver el modelo DC relajando la integralidad de las variables de inversión y la 
segunda ley de Kirchhoff. Relajar la integralidad significa permitir que las variables 
enteras (discretas) del problema puedan ser tratadas como variables reales 
(contínuas) durante el proceso de solución. En el caso particular del planeamiento de 
la expansión de la transmisión, esto significa permitir que el número de líneas que 
puede tener una rama pueda tener parte entera y parte fraccionaria. La solución del 
PL  permite identificar el circuito más atractivo que debe ser adicionado al sistema.   
La ventaja de la metodología de Garver es la simplicidad de implementación del 
algoritmo, debido a que este solo requiere de soluciones sucesivas que involucran 
programación lineal. Su mayor limitación es que no garantiza la solución óptima del 
sistema planeado. En consecuencia, esta métodología es, en esencia, de naturaleza 
heurística.   
Este método fue aplicado en el presente trabajo usando dos versiones. Los algoritmos 
usados se describen a continuación.   
 
3.2.1.1   Método de Garver: Versión 1   
1. Formular  las ecuaciones de flujo de potencia como un problema de minimización 
y resolverlo para el modelo de transportes usando un algoritmo de PL. 
2. Determinar la cantidad de líneas requeridas en las ramas y construir una 
clasificación para las ramas, de acuerdo a sus flujos de sobrecarga, en orden 
descendiente. 
3. Seleccionar el número de configuraciones (tamaño de la población) a ser 
generadas. 
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4. Para cada configuración, prohibir una rama basados en la clasificación previa.  La 
prohibición consiste en multiplicar el costo de un circuito por un valor grande. 
Este procedimiento permite conformar la configuración k, con la rama k 
prohibida. 
5. Resolver el modelo de transportes, para la configuración k, usando programación 
lineal. 
6. Para la configuración k, hacer una clasificación de las ramas en orden 
descendiente, de acuerdo a sus flujos de sobrecarga. 
7. Adicionar a la configuración k, la primera línea de la lista, diferente de k. 
8. Si existen rutas con sobrecarga, regresar al paso 5, en otro caso ir al paso 9. 
9. Repetir los pasos 4 a 8 para las siguientes configuraciones, hasta generar la 
población inicial.  
10. Realizar una refinación del sistema resultante. Esta consiste en un proceso de 
verificación para remover las líneas adicionadas innecesariamente.  
 
3.2.1.2    Método de Garver: Versión 2 
Es similar a la versión 1. Aquí, el criterio de parada se define en función de la menor 
cantidad de líneas permitidas. Las diferencias con la versión 1 son: 
 
· Para cada configuración, asigna la parte entera del número de líneas requeridas. 
 
· Lista las ramas de acuerdo  a la parte fraccionaria del número de líneas requeridas 
y prohibe la rama correspondiente en cada configuración. Prohibir consiste en 
multiplicar el costo por un factor t. 
 
· Para la configuración k, prohibe la rama k y resuelve el modelo de transportes 
usando programación lineal. 
 
 
3.2.2   Método de mínimo esfuerzo   
El método de mínimo esfuerzo [27] se basa en el hecho de que los flujos de potencia 
en los sistemas de transmisión siguen una ley de mínimo esfuerzo que minimiza el 
producto de la susceptancia de cada rama por el cuadrado del flujo respectivo. Esta 
función de mínimo esfuerzo se utiliza en este trabajo como un índice de 
comportamiento de las líneas. Este índice se calcula utilizando la siguiente expresión: 
iiiz gy D=D
2
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En esta expresión, yi es la diferencia angular existente en la rama i antes de la 
adición, y Dgi  es la susceptancia del circuito adicionado. 
El algoritmo de mínimo esfuerzo es similar al algoritmo de Garver, con las siguientes 
diferencias:   
· Existe un criterio de penalización basado en la reactancia. 
· Las adiciones se realizan en las ramas sobrecargadas y se calcula el índice de 
mínimo esfuerzo, para cada rama del sistema.   
· Las líneas se ordenan de acuerdo a su índice de mínimo esfuerzo.   
· Si la suma de las sobrecargas del sistema es menor a un límite preestablecido en 
el algoritmo, finaliza el proceso. En otro caso, selecciona la primera, segunda o 
tercera rama de la lista,  la adiciona al sistema y repite el proceso. 
 
 
3.2.3  Método de cortes     
Se basa en el concepto circuital de corte, según el cual, la corriente total que entra a 
un subsistema conectado siempre es cero. Un corte puede contener uno o más nodos. 
En nuestro caso, los cortes se definen alrededor de los nodos de generación y carga. 
El algoritmo utilizado es el siguiente: 
 
1. Generar una población inicial (k configuraciones) con el método de Garver. Este 
método se utiliza porque esta basado en el modelo de transportes y, por lo tanto, 
las soluciones finales presentan corte de carga (demanda no atendida) cuando se 
analizan usando el método de flujo de carga DC. 
 
2. Para cada configuración k, ejecutar un flujo de carga DC (un PL). 
 
3. Identificar los nodos de generación y de carga que no despachan o reciben la 
potencia requerida. 
 
4. Generar rutas entre estos nodos y los nodos vecinos conectados. Si existen varios 
nodos conectados a estos, seleccionar uno aleatoriamente. 
 
5. Regresar al paso 2.  
 
 
3.2.4  Método de mínimo corte de carga 
 
En forma similar al método de mínimo esfuerzo, este método [29] selecciona la línea 
a ser adicionada de acuerdo con un índice de sensibilidad. Esto permite encontrar 
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rutas atractivas. El índice de sensibilidad, para este método, se define como:     
     
ISmcc = (pi - pj )(qi - qj ) 
 
En esta expresión,  pj es el multiplicador de Lagrange de la restricción j:  (Bq + g + r 
= d)   y qj es el ángulo del voltaje del nodo j obtenido en el análisis DC. 
     
El algoritmo utilizado es similar al utilizado en el método de mínimo esfuerzo con las 
siguientes diferencias: 
 
· Se calcula el corte de carga (usando programación lineal) y el índice de mínimo 
corte de carga de cada rama del sistema. 
 
· Se realiza una clasificación de las ramas, en orden descendiente, de acuerdo con 
su índice de corte de carga.  
 
· Si el corte de carga (demanda no atendida o potencia no despachada) es menor 
que un límite preestablecido, finaliza el proceso. De otro lado, selecciona la 
primera, segunda o tercera rama de la lista ordenada, la adiciona al sistema y 
repite el proceso. 
 
 
 
3.2.5  Método manual 
 
En este método, se aplica el concepto de ruta sobrecargada (marginalista), 
adicionando una línea en los sitios donde el flujo ha alcanzado el valor de capacidad 
máxima. El algoritmo aplicado es el siguiente: 
 
1. Seleccionar el número de configuraciones a ser generadas 
 
2. Ejecutar un flujo de carga DC. 
 
3. Identificar los sitios donde el flujo de las líneas está en su máximo valor. 
 
4. En la rama más sobrecargada, adicionar un nuevo circuito. Si no existen ramas 
sobrecargadas, ir al paso 6.  
  
5. Regresar al paso 2. 
 
El proceso, en su totalidad, se repite hasta que se generen las k configuraciones, 
prohibiendo líneas en algunas de ellas. 
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En el presente trabajo se utilizaron los métodos anteriores, en forma combinada, para 
generar la población  inicial del problema de planeamiento dinámico de la expansión 
de la transmisión. En el ítem 3.3, se describirán en más detalle, los procedimientos 
utilizados para este propósito, y se describirá  una nueva forma de generar 
configuraciones para la población inicial basandose en el modelo híbrido.    
 
 
 
3.3 FORMAS ESPECIALIZADAS DE GENERACIÓN DE LA 
POBLACIÓN INICIAL 
 
 
Como se mencionó en el numeral 3.2, existen varias formas para determinar la 
población inicial del algoritmo genético (o de cualquier otra técnica evolutiva). En 
este trabajo se utilizaron los métodos de Garver (utilizando dos versiones de este 
método), mínimo esfuerzo, mínimo corte de carga, manual, aleatorio y el método de 
cortes.  Adicionalmente a estos, se implementaron tres algoritmos heurísticos 
constructivos  basados en el modelo híbrido.  Estos tres nuevos algoritmos, 
combinados con los mencionados en el ítem 3.2, fueron utilizados para generar las 
poblaciones iniciales para el planeamiento dinámico de los sistemas colombiano y 
norte-nordeste brasilero. En los tres algoritmos basados en el modelo híbrido, se 
aplicó el siguiente método heurístico constructivo: 
 
1. Considerar la topología inicial como la topología actual. 
 
2. Resolver el modelo matemático de la topología actual usando programación 
lineal, relajando la integralidad de los valores nij. Si todos los valores de  nij  = 0 y 
la función objetivo  n = 0,  entonces finalice el proceso ya que el sistema opera 
adecuadamente, en otro caso, vaya al paso 3. 
 
3. Identificar la ruta más atractiva que, una vez adicionada, toma la mayor cantidad 
de potencia (selección marginalista). Adicione este circuito al sistema simulado y 
actualice la topología actual. 
 
Este algoritmo permite encontrar una topología factible para el modelo híbrido. En 
sistemas de gran tamaño, esta metodología no encuentra la solución óptima, pero 
encuentra topologías, cercanas a la óptima e infactibles para el modelo DC. El 
algoritmo encuentra buenas soluciones y, lo que es más importante, identifica 
circuitos atractivos que luego aparecen en la solución óptima del problema de 
planeamiento dinámico. Las soluciones encontradas son soluciones subóptimas para 
el modelo DC.  
 
El  proceso descrito para los algoritmos híbridos puede ser repetido, prohibiendo cada 
vez las adiciones en una o varias ramas de la topología. Con este procedimiento 
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pueden construirse varias topologías de buena calidad las cuales resultan ser 
significativamente diferentes. En el desarrollo de los tres algoritmos, se toma como 
base la siguiente formulación del modelo híbrido: 
 
                                              min    v = S  cij nij   
    
                                              s.a.     S f + S°  f°  + g = d 
                                                        f° ij  - gij  n°ij (qi - qj ) = 0                                 (3.1)  
                                                       | f° ij | £  fij max n°ij                             
                                                       | f ij | £  fij max nij                              
                                                       0 £ g £ gmax                                                                  
                                                       0 £ nij £ nij max 
 
                                 nij  entero;   f° ij ,    fij  y   q j  irrestrictos 
 
Donde, S°  es la matriz de incidencia nodo-rama del sistema, conformada por los 
nodos y las ramas existentes en la topología inicial,  f°  es el vector de flujos de 
potencia en las ramas existentes en la topología inicial y  f  es el vector de flujos de 
potencia en los circuitos nuevos adicionados cuyos elementos son los flujos  fij. 
 
A continuación se describen más detalladamente los tres algoritmos desarrollados, 
basados en el modelo híbrido formulado en (3.1).  
 
 
3.3.1   Algoritmo Híbrido I  
 
Es posible emplear una primera versión del algoritmo heurístico descrito 
anteriormente para el modelo híbrido, y así obtener una topología factible para este 
modelo. En este caso, en el paso 2, la formulación descrita en (3.1) se resuelve 
aplicando los siguientes cambios: 
 
1. La  relación   S f + S° f° + g = d  (primera ley de Kirchhoff)  es  sustituida  por  la 
      relación  S f + S° f°  + S´ f´  + g   =  d,  donde  S´ es la matriz de incidencia nodo- 
      rama formada por los circuitos adicionados durante  el proceso heurístico,  f´ es el 
      vector de flujos con elementos  f ´ij , los cuales representan los flujos en las ramas 
      i-j adicionadas durante el proceso iterativo. 
2. Se adiciona el conjunto de relaciones  | f´ij | £  fijmax n´ij , donde nij representa el 
número de circuitos adicionados durante el proceso iterativo. 
 
Es importante notar que cada vez que el problema formulado en (3.1) es resuelto, hay 
un vector de flujos  para los circuitos de la topología base y otro vector de flujos para 
los circuitos adicionados en el proceso iterativo y ahora otro vector de flujos para los 
circuitos con valores  nij ¹ 0 en la solución del PL.  También es importante notar que 
el problema (3.1) modificado cambia entre dos iteraciones sucesivas dado que el 
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vector n´ varía con la adición de un circuito, en el elemento n´ij  correspondiente a la 
ruta más atractiva i-j. La matriz  S´ también cambia. 
 
 
3.3.2   Algoritmo Híbrido II 
 
En la versión 2 de este algoritmo, se hacen las siguientes consideraciones a cada 
circuito adicionado durante el proceso iterativo:  (1)  si pertenece a una rama donde 
ya existen circuitos en la configuración base, entonces el nuevo circuito adicionado 
debe cumplir la segunda ley de Kirchhoff,  al igual que los circuitos paralelos que  
existan en esta rama de la topología base y  (2) si pertenece a una nueva rama,  este 
circuito debe cumplir solamente la primera ley de Kirchhoff. Así, la topología 
encontrada bajo esta propuesta es diferente a la encontrada en la versión anterior. 
Supongamos por ejemplo que existe un circuito entre los nodos 25-32 de la topología 
base y que durante el proceso iterativo se adiciona un nuevo circuito en esta rama. En 
el algoritmo híbrido I es posible que el flujo a través de cada uno de los dos circuitos 
sea diferente (uno de ellos cumple sólo la primera ley de Kirchhoff, el otro cumple 
ambas leyes). En el algoritmo híbrido II ambos circuitos deben tener flujos iguales ya 
que los dos deben cumplir la primera y la segunda ley de Kirchhoff.    
   
En este caso, en el paso 2, el modelo híbrido (3.1) se resuelve con los siguientes 
cambios:   
   
En cada iteración se identifica si el circuito a ser adicionado pertenece a una rama en 
que por lo menos exista un circuito en la topología base. Si este es el caso, el 
elemento n°ij se actualiza adicionando un circuito. En otro caso, el elemento  n´ij  es 
actualizado adicionándole un circuito. La actualización de la matriz S´ también es 
necesaria. Es importante notar que la estructura del PL, entre dos iteraciones 
sucesivas, cambia muy poco. Únicamente cambia un elemento de n°ij o de n´ij (y 
también S´).   
 
   
3.3.3   Algoritmo Híbrido III   
   
Es posible usar el algoritmo heurístico basado en el modelo híbrido, de tal forma que 
la topología final sea factible para el modelo de DC. Esta propuesta es conocida como 
el algoritmo Villasana-Garver. En este caso, el paso 2 del modelo híbrido formulado 
en (3.1) se resuelve de la manera siguiente:   
   
1. Durante cada paso, resolver el problema formulado en (3.1) usando programación 
lineal. 
 
2. En cada iteración, identificar la ruta más atractiva i-j  y actualizar el elemento  n°ij 
adicionando un circuito. También es necesario actualizar la matriz S°.   
 
 43 
 
Es importante notar que en cada paso del proceso iterativo, los circuitos existentes en 
la topología base y también aquéllos adicionados durante el proceso iterativo, 
cumplen la segunda ley de Kirchhoff. Por lo tanto, cuando el proceso iterativo 
finaliza, la topología encontrada es factible para el modelo de DC.  
 
    
 
3.4 GENERACIÓN DE LA POBLACIÓN INICIAL EN EL 
PLANEAMIENTO DINÁMICO 
 
 
Con los algoritmos descritos anteriormente, podemos obtener k configuraciones 
iniciales para el problema de planeamiento estático. En el caso de planeamiento 
dinámico, es necesario utilizar un procedimiento que combine o no, las metodologías 
heurísticas mencionadas en los ítems 3.2 y 3.3. En general, podemos generar la 
población inicial para resolver el problema de planeamiento dinámico de la expansión 
de la transmisión de sistemas eléctricos,  de la siguiente manera: 
 
 
1. Seleccionar  aleatoriamente uno de los períodos en que se ha dividido el horizonte 
de planeamiento. Este se denominará período k. 
 
2. Seleccionar uno de los métodos heurísticos y resolver el subproblema estático 
resultante, desde el año cero hasta el último año del período k seleccionado 
aleatoriamente en el paso 1.  
 
3. Tomar el resultado de la planificación estática, hasta el período k, como 
configuración base. 
 
4. Partiendo de la configuración base obtenida hasta el período k, resolver el 
subproblema estático resultante entre el período k y el período k+1. Tomar el 
resultado obtenido para  k+1 como base para resolver el subproblema estático 
hasta k+2. 
 
5. Repetir el paso 4, resolviendo secuencialmente los subproblemas estáticos entre 
períodos consecutivos, hasta llegar al último período de planeamiento. En cada 
caso seleccionar determinística o aleatoriamente el método usado para la 
planificación. 
 
6. A partir de la configuración base obtenida para el período k, retirar circuitos 
aleatoriamente para  obtener la configuración del período k-1. Tomar el  resultado  
obtenido para el período k-1 como base para obtener la configuración de k-2. 
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7. Repetir el paso 6, desplanificando sucesivamente entre períodos consecutivos, 
hasta llegar al año inicial del horizonte de planeamiento.   
 
8. Repetir todo el procedimiento anterior hasta completar todas las configuraciones 
de la población inicial. 
 
Aplicando este procedimiento se construyeron 400 configuraciones iniciales para 
cada uno de los casos de prueba estudiados.  
 
 
 
3.5    PRUEBAS Y RESULTADOS 
 
 
Con el propósito de desarrollar una metodología eficiente que permita generar 
poblaciones iniciales de buena calidad, para solucionar el problema de planeamiento 
dinámico de la expansión de la transmisión de sistemas eléctricos de potencia, se 
implementaron varios programas de computador, los cuales se denominarán en 
adelante inicializadores. Cada uno de estos programas permite encontrar una 
población inicial con k configuraciones para el problema de planeamiento estático, 
utilizando una de las metodologías descritas en los ítems 3.2 y 3.3. Los algoritmos 
implementados se aplican a sistemas eléctricos de prueba para medir su desempeño. 
 
Los resultados obtenidos con estos inicializadores, para el problema de planeamiento 
estático, se comparan con las mejores soluciones conocidas para cada sistema de 
prueba, o con la solución óptima si esta se conoce. Finalmente, con base en los 
resultados obtenidos, se aplica el algoritmo descrito en el ítem 3.4 a los sistemas de 
prueba colombiano 2005-2009-2012 y norte-nordeste brasilero 2002-2008, el cual 
permite conformar la población inicial para el problema de planeamiento dinámico. 
 
 
 
3.5.1 Generación de la Población Inicial en Planeamiento Estático 
 
 
Los algoritmos básicos presentados en el ítem 3.2, han sido suficientemente 
estudiados y aplicados en diversos trabajos reportados en la literatura especializada 
[20,16,17,18,27], y han mostrado tener un buen desempeño en el propósito de obtener 
configuraciones de buena calidad para el problema de planeamiento estático. 
Respecto a estos algoritmos básicos, y únicamente con el propósito de mostrar su 
desempeño, se presentarán los resultados obtenidos al aplicarlos al sistema  
colombiano 2012 de 93 nodos (una  etapa en el horizonte de planeamiento).  
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Respecto a los algoritmos especializados descritos en el ítem 3.3, no existen trabajos 
reportados en la literatura especializada donde hayan sido estudiados y aplicados al 
problema de planeamiento estático de sistemas eléctricos, y, por lo tanto, su 
desempeño será estudiado en forma más amplia, utilizando para esto sistemas de 
pequeña, mediana y gran complejidad.  Para analizar el comportamiento de estos 
algoritmos se tomaron como sistemas de prueba: un sistema pequeño: sistema Garver 
de 6 nodos; un sistema de tamaño y complejidad media: sistema sur brasilero de 46 
nodos, un sistema de gran tamaño y complejidad media: sistema eléctrico colombiano 
2012 de 93 nodos, y un sistema de gran tamaño y gran complejidad: norte-nordeste 
brasilero 2008 de 87 nodos. En todos los casos se considera una sola etapa en el 
horizonte de planeamiento: planeamiento estático. 
 
 
 
3.5.1.1  Aplicación de algoritmos heurísticos  constructivos básicos 
 
 
Los algoritmos heurísticos constructivos básicos presentados en el ítem 3.2, se 
aplicaron en el proceso de generación de las configuraciones iniciales del sistema 
colombiano 2012 de 93 nodos y una sola etapa en el horizonte de planeamiento. Los 
datos de este sistema de prueba son los de las columnas correspondientes al año 2012 
que aparecen en el apéndice A parte A.4. Con el propósito de obtener mayor 
diversidad en el proceso de generación de configuraciones iniciales, se aplicaron los 
algoritmos heurísticos descritos en el ítem 3.2, tanto independientemente como en 
forma combinada.  Se utilizaron las siguientes opciones: 
 
1. Algoritmo heurístico constructivo de Garver, versión 1. 
2. Algoritmo heurístico constructivo de Garver, versión 2. 
3. Algoritmo heurístico constructivo de mínimo esfuerzo. 
4. Algoritmo heurístico constructivo de mínimo corte de carga normalizado. 
5. Algoritmo heurístico constructivo de mínimo corte de carga no normalizado. 
6. Algoritmo heurístico constructivo manual. 
7. Algoritmo heurístico constructivo de Garver, versión 1, en la fase I y algoritmo 
heurístico constructivo de mínimo corte de carga normalizado en la fase II. 
8. Algoritmo heurístico constructivo de Garver, versión 1, en la fase I y algoritmo 
heurístico constructivo de mínimo esfuerzo en la fase II. 
9. Algoritmo heurístico constructivo de Garver, versión 1, en la fase I y algoritmo 
heurístico constructivo de cortes en la fase II. 
10. Algoritmo heurístico constructivo de Garver, versión 1, en la fase I y algoritmo 
heurístico constructivo manual en la fase II. 
11. Algoritmo heurístico constructivo de mínimo esfuerzo combinado con el 
algoritmo heurístico constructivo de Garver, versión I. 
12. Algoritmo heurístico constructivo de cortes combinado con el algoritmo 
heurístico constructivo manual. 
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Con el propósito de determinar la calidad de las configuraciones obtenidas usando 
estas opciones, se resolvió previamente el problema de planeamiento estático de la 
expansión de la transmisión del sistema colombiano 2012 usando algoritmos 
genéticos. Es de anotar que este sistema fue estudiado inicialmente en [6] y, por lo 
tanto, se conocía su mejor solución: costo de inversión en transmisión de 565.1 
millones de dólares sin corte de carga. Este resultado sirvió de referencia para medir 
el desempeño del algoritmo genético implementado en este trabajo. Con el algoritmo 
genético desarrollado, se resolvió el problema de planeamiento estático para el 
sistema colombiano 2012, encontrándose una solución mejor que la reportada en [6]: 
560 millones de dólares sin corte de carga. Adicionalmente se encontraron 7 
alternativas entre 560 y 565 millones de dólares  sin corte de carga, estas alternativas 
presentaron los siguientes costos de inversión en transmisión: 560.69, 560.98, 562.41, 
562.59, 563.39,  564.49 y 564.78 millones de dólares. Los resultados muestran que el 
algoritmo genético implementado presenta un buen desempeño, ya que superó la 
mejor solución conocida para este problema [6] y encontró varias alternativas de 
buena calidad, con costos de inversión similares a ésta. La solución de 560 millones 
de dólares, será utilizada como referencia para medir la calidad de las configuraciones 
generadas con los algoritmos heurísticos constructivos básicos. Es importante anotar 
que estas configuraciones hacen parte del grupo de configuraciones que se utilizaron 
para conformar la población inicial del problema mencionado. A continuación se 
presenta la mejor solución obtenida para el sistema colombiano 2012 de 93 nodos y 
una etapa en el horizonte de planeamiento. Las líneas/transformadores que deben 
adicionarse, se identifican por los números de los nodos entre los que se encuentran 
conectados y por los nombres de los nodos. 
 
     
n43-88 (OCAN-CESA)  = 2        n15-18 (BARB-GTPE) = 1      n30-65 (CGVC-TLUA) = 1 
 
n30-72 (CGVC-VIRG)  =  1       n55-57  (CMA5-CHI5) = 1      n55-84  (CMA5-SJOR)  = 1 
 
n56-57  (SAB5-CHI5)   =  1        n55-62 (CMA5-SAC5) = 1      n27-29 (JUTO-YUMB) = 1 
 
n29-64 (YUMB-MARC) = 1      n50-54 (TERN-SAB2)  = 1      n62-73  (SAC5-VIR5)   = 1 
 
n54-56  (SAB2-SAB5)    = 1       n72-73 (VIRG-VIR5)   = 1      n19-82 (MALE-MAL5) = 2 
 
n82-85 (MAL5-FAC5)   = 1       n68-86 (NDE2-SOG2) = 1       
 
 
Para simplificar la escritura de la solución anterior, utilizaremos los números de las 
líneas que aparecen en el apéndice A parte A.4, en lugar de los números de los nodos, 
de acuerdo con esto, la solución anterior se puede reescribir como: 
 
  2(2)      23(1)     48(1)     49(1)    50(1)    52(1)     53(1)     62(1)     105(1) 
109(1)  132 (1)   133(1)   138(1) 140(1)   141(2)   145(1)   147(1) 
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En esta representación, el número que antecede al paréntesis corresponde al número 
de la línea, y el número que aparece entre paréntesis es la cantidad de líneas que 
deben ser adicionadas en esa posición. 
 
A continuación se presenta un grupo de configuraciones representativas, obtenidas 
con los algoritmos heurísticos constructivos básicos: 
 
 
 
Método 
 
Confi-
guracion 
 
Plan de Expansión 
Ramas en la mejor 
solución 
Garver 
versión 1 
 
1 
  1(1)   50(1)   52(1)   53(1)    62(2)   73(1) 
106(1) 147(1) 
50  52  53  62  147  
  
2 
 1(1)    2(1)    51(1)    52(2)    53(1)   62(1)    
73(1)   89(1)   90(1)  147(1) 
2    52   53   62  147 
  
3 
 1(1)   2(1)     51(1)    52(2)    53(1)   62(1) 
73(1) 106(1) 147(1) 
2   52   53   62   147 
  
4 
  2(2)    51(1)   52(1)   53(1)  73(1)  106(2) 
142(1) 147(1) 
2   52   53   147 
  
5 
   2(2)   50(1)   53(1)   62(1)  73(1)  106(2) 
147(1) 
2   50   53   62   147 
  
6 
  2(1)   52(1)   53(1)  73(1)  106(2)  142(1) 
147(1) 
2   52   53   147 
  
7 
  2(1)   10(1)   52(1)   53(1)   62(1)   73(1) 
106(1) 
2   52   53   62  
Garver 
versión 2 
 
1 
  2(1)    3(1)    52(1)   62(1)   73(1)  106(1) 
147(1) 
2   52   62   147 
  
2 
  2(1)   52(1)   53(1)   62(1)   89(1)   90(1) 
147(1) 
2   52   53   62   147 
  
3 
  2(1)   52(1)   53(1)   62(1)   73(1)  106(1) 
147(1) 
2   52   53   62   147 
  
4 
  1(1)    2(1)    52(1)   62(1)  106(1) 2    52   62 
  
5 
  2(1)   52(1)  57(1)   62(1)   106(1) 2    52   62 
  
6 
  1(1)   2(2)    52(1)   93(1)   106(1) 2    52  
mínimo corte 
de carga 
normalizado 
 
1 
 2(2)  3(2)   23(12)   51(1)   52(1)   62(1) 
72(1)    81(3)    101(1)    105(1)    106(1) 
133(1) 136(1  ) 141(2)    145(1)    147(1) 
2   23   52   62   105 
133   141   145   147 
  
2 
  1(1)   2(2)   3(2)   4(1)   5(1)  7(1)  10(1) 
 23(1)  50(1)  52(1)  62(1)  132(1)  136(1) 
141(2) 145(1) 146(1) 
2 23 50 52 62 141 
145 
mínimo corte de 
carga no 
normalizado 
 
1 
  1(1)   2(1)   3(2)   5(1)   7(1)   9(2)  18(1)  
 23(1)  50(1)  52(1)  115(1)  133(1) 136(1) 
141(1) 145(1) 146(1) 147(1) 
2 23 50 52 133 141 
145 147 
  
2 
 1(1)   2(1)   3(1)   4(1)   5(1)   7(1)   10(1)  
50(1)  52(1)  62(1)  133(1)  136(1)  141(1) 
146(1) 147(2) 
2 50 52 62 133 141 
147 
mínimo esfuerzo  
1 
 1(1)     2(1)  3(1)  5(1)  6(1)  51(1)  52(1)  
 53(1)   62(2)  107(1)   133(1)  136(1) 
141(1) 145(1) 147(1) 
2 52 53 62 133 141 
145 147 
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Método 
 
Confi-
guracion 
 
Plan de Expansión 
Ramas en la mejor 
solución 
mínimo esfuerzo 
(continuación) 
 
2 
23(1)    42(1)    50(1)   52(1)  53(1)   62(1) 
105(1)   107(1)   109(1)   133(1)   136(1) 
137(1)   141(1)   145(1)   147(1) 
23 50 52 53 62 105 
109 133 141 145 147 
  
3 
 2(1)   42(1)   51(1)   52(1)   53(1)   62(1)  
105(1)   107(1)   109(1)   133(1)   136(1) 
137(1)   141(1)   145(1)   147(1) 
2 52 53 62 105 109 
133 141 145 147 
  
4 
  1(1)   2(1)   3(2)   5(1)   6(1)   7(1)  50(1) 
62(2) 133(2) 136(1) 141(1) 146(1) 148(1)  
2 50 62 133 141 
manual  
1 
2(2)   23(1)   42(1)   51(1)   52(1)   53(1) 
 62(1)   105(1 )   107(1)   109(1)   133(1)  
136(1)  137(1)    141(1)    145(1)   147(1) 
2 23 52 53 62 105 
133 141 145 147 
  
2 
  2(1)   23(1)   51(1)   52(1)   53(1)   62(1) 
 105(1)   133(1)   136(1)   141(1)   142(1)  
 145(1)   147(1) 
2 23 52 53 62 105 
133 141 145 147 
FaseI : Garver 
FaseII: mínimo corte 
de carga 
 
1 
  1(1)     2(2)       9(1)   23(1)  50(1)  53(1)  
  57(1)   62(1)      71(1)    72(1)     73(1)  
  81(1)   105(1)   106(1)   116(2)   133(1) 
 141(1)  146(1)   147(1) 
2  23  50  53  62  105  
133  141  147 
  
2 
  1(1)   2(1)      23(1)   51(1)   52(1)   53(1)  
 57(1)   62(1)   72(1)   73(1)   81(1)   89(1) 
 90(1)  105(1) 136(1)  147(1) 
2  23  52  53  62  105  
147 
FaseI : Garver 
FaseII: mínimo 
esfuerzo 
 
1 
 1(1)     2(2)    42(1)    51(1)   52(1)   53(1)  
  62(1)   73(1)   105(1)  106(1)  109(1)  
133(1)  136(1)  141(1)  145(1)  147(1) 
2  52  53  62  105  
109  133  141  145  
147 
  
2 
2(1)     42(1)   51(1)   52(1)   53(1)   62(1)  
90(1)    105(1)    109(1)    133(1)    137(1)  
141(1)  145(1)   147(1) 
2 52  53  62  105  
109  133  141  145  
147 
FaseI : Garver 
FaseII: cortes 
 
1 
   2(2)    5(1)    23(1)   29(1)   43(1)   46(1) 
  47(1)  50(1)   51(1)   52(1)   53(1)   62(1) 
  73(1)   105(1)   106(1)   109(1)   114(1)  
 133(1)  136(1)   147(1) 
2  23  50  52  53  62  
105  109  133  147 
  
2 
 1(1)     2(2)       5(1)     12(1)  23(1)  46(1)  
 47(1)    48(1)    50(1)   51(1)  62(1)  73(1) 
 98(1)    105(1)   106(1)   109(1)   133(1)  
141(1)   145(1)   147(1) 
2  23  48  50  62  105  
109  133  141  145  
147 
FaseI : Garver 
FaseII: manual 
 
1 
 1(1)    2(1)   23(1)    42(1)    51(1)   52(1)  
 53(1)   62(1)    73(1)  89(1)  90(1 ) 105(1) 
133(1)  136(1)  141(1)  147(1) 
2  23  52  53  62  105  
133  141  147 
  
2 
  2(2)     23(1)   50(1)    52(1)  53(1)  62(1) 
 73(1)   105(1)   106(1)   133(1)   136(1)   
141(1)  145(1)   147(1) 
2  23  50  52  53  62  
105  133  141  145  
147 
cortes combinado 
con manual 
 
1 
  2(2)  5(1)   12(1)   23(1)   46(1)   47(1) 
 52(1)  53(1)  62(1)  68(1)  105(1) 109(1) 
114(1)   133(1)   141(1)   145(1)   147(1) 
2  23  52  53  62  105  
109  133  141  144  
147 
 
Observaciones :  
 
· En el método de mínimo corte de carga normalizado, el factor de sensibilidad:  
(pi-pj)(qi-qj) se divide por el costo del circuito i-j. 
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· Con los métodos anteriores se generaron 200 configuraciones, sin embargo, las 
configuraciones no presentadas en la tabla, no identifican ramas nuevas.  
 
· Las configuraciones iniciales obtenidas con el algoritmo heurístico constructivo 
de Garver (versiones 1 y 2) se caracterizan porque presentan bajo costo de 
inversión y alto corte de carga. Esto se debe al criterio de parada utilizado. 
 
· Las configuraciones obtenidas con métodos diferentes al de Garver (versiones 1 y 
2) fueron construidas de tal forma que presentaran bajo corte de carga. 
 
· Cuando se aplica un procedimiento en dos fases significa que las primeras líneas 
son generadas usando un método y las últimas líneas son adicionadas usando otro 
método. En cada caso, el método opera sólo. 
 
· Cuando se combinan dos métodos significa que cada adición es el resultado de 
contrastar las propuestas de los métodos aplicados. 
 
 
Conclusiones: 
 
 
· De las 17 ramas, de la mejor solución que se tiene para este problema, 14 fueron 
identificadas por los algoritmos heurísticos constructivos básicos, esto 
corresponde al 82% de las ramas. 
 
· Una de las configuraciones generadas con el método de mínimo esfuerzo muestra 
11 de las 17 ramas, siendo el algoritmo no combinado, que presenta mejor 
eficiencia. 
 
· La rama 48 sólo fue identificada por el algoritmo de Garver, aplicado en la 
primera fase de la solución, y el algoritmo de cortes, aplicado en la segunda fase. 
 
· Las ramas 49, 138 y 140 no fueron identificadas por ninguno de los métodos 
básicos. Una de estas (140) aparecerá posteriormente cuando se apliquen los 
algoritmos híbridos. 
 
· Las 14 ramas identificadas de la mejor solución conocida para el sistema 
colombiano 2012, se encuentran distribuidas en las topologías generadas con los 
algoritmos heurísticos constructivos básicos. 
    
· Los métodos aplicados se complementan bien, y muestran diversidad en las 
alternativas generadas. Al mismo tiempo, todos identifican con mucha frecuencia 
las ramas de la mejor solución en sus configuraciones. 
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3.5.1.2 Aplicación de algoritmos heurísticos  constructivos especializados 
 
 
Los tres algoritmos heurísticos constructivos descritos en el ítem 3.3, basados en el 
modelo híbrido formulado en (3.1), se aplicaron en el proceso de generación de las 
configuraciones iniciales de 4 sistemas de prueba y para una sola etapa en el 
horizonte de planeamiento. Los datos de estos sistemas de prueba aparecen en el 
apéndice A partes A.1 (sistema Garver de 6 nodos), parte A.2 (sistema sur brasilero 
de 46 nodos), parte A.3 (sistema norte-nordeste brasilero de 87 nodos, columnas 
correspondientes al año 2008) y parte A.4 (sistema colombiano de 93 nodos, 
columnas correspondientes al año 2012). A cada sistema se le aplicaron los 
algoritmos híbridos I, II y III descritos en 3.3. 
 
Con el propósito de determinar la calidad de las configuraciones obtenidas usando 
estos algoritmos, se tomará la mejor solución conocida para cada sistema. A 
continuación se presenta la solución óptima del sistema Garver y las mejores 
soluciones  reportadas en la literatura [16,17,18] de los sistemas sur y norte-nordeste 
brasilero. Para el sistema colombiano 2012, se utilizará la solución de 560 millones 
de dólares que aparece en 3.5.1.1.  Nuevamente, y con el propósito de simplificar la 
escritura de las soluciones, se identifica el número de las ramas y la cantidad de 
circuitos adicionados en los planes de expansión.  
 
 
Solución óptima  del sistema Garver: 
 
11(1)     14 (3) 
 
Costo:  110 
 
 
Mejor solución del sistema sur brasilero de 46 nodos: 
 
 
 46(1)     47(2)     53(1)     58(1)     61(1)     63(1)     65(3)     74(2)     75(2)    78(2) 
 
 Costo:  154.42 millones de dólares 
 
 
Mejor solución del sistema norte-nordeste brasilero de 87 nodos: 
 
 
   1(1)      2(1)      9(4)      15(3)      20(4)      47(1)       52(4)      57(1)      59(4)     61(1) 
 63(6)    65(2)   69(11)     71(6)      73(1)      75(3)       76(2)      81(1)     82(2)     85(1) 
 88(3)    92(1)    95(1)      98(2)      99(2)     108(2)    109(1)    110(3)   113(2)   115(2) 
118(2) 119(2)  122(1)    125(4)    127(1)     133(1)    134(1)    141(1)   142(3)   151(2) 
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 152(3)   153(1)    156(1)    158(1)    161(1)     163(2)    164(1)   168(1) 
 
costo:  2.574.745.000.00  millones de dólares 
 
A continuación se presenta un grupo de configuraciones representativas, obtenidas 
con los algoritmos heurísticos constructivos especializados: 
 
 
 
Sistema de prueba 
 
Algoritmo 
híbrido 
 
Plan de Expansión 
Ramas en la mejor 
solución 
Garver 
de 6 nodos 
 
I 
           9(2)     11(1)     14(1)            11   14  
  
II 
            9(2)     11(1)     14(2)               11    14 
  
III 
            9(2)     11(1)     14(1)            11   14  
sur brasilero de 46 
nodos 
 
I 
  39(1)    42(1)   46(1)   47(2)  53(1)  58(1) 
  61(1)    62(1)   63(1)   64(2)  74(2)  75(1) 
  78(1) 
46  47  53  58  61  63  
74  75  78 
  
II 
  46(1)   47(1)  53(1)  60(1)   61(1)   62(1) 
  68(1)   74(2)  76(1)  78(2) 
46  47  53  61  74    
78 
  
III 
  39(1)    46(1)   47(2)   53(1)  60(1)  61(1) 
  62(1)    68(1)   74(1)   78(2) 
46   47   53    61    74  
78 
colombiano 2012 de 
93 nodos 
 
I 
    2(2)     23(1)      51(1)     52(1)     53(1)   
  62(1)     72(1)    105(1)   109(1)   133(1)  
136(1)    137(1)   141(2)   145(1)   147(1) 
  2   23    52   53    62 
105 109 133 141  
145  147  
  
I 
    1(1)      2(1)     21(1)      23(1)     50(2) 
  53(1)    62(1)     72(1)    105(1)   106(3) 
109(1)   133(1)  136(1)    137(1)   141(1)   
145(1)   147(1) 
  2   23    50   53    62 
105 109 133 141  
145  147  
  
I 
  2(2)     3(1)       21(1)     23(1)      51(1)   
52(1)   62(1)     105(1)   106(3)    109(1)   
133(1)  136(1)    137(1)   141(2)   145(1)   
147(1) 
  2   23    52  62   105 
109 133 141  145  
147  
  
II 
    2(2)     21(1)      23(1)     51(1)     52(1)   
  53(1)     62(1)    101(1)   105(1)   106(3)  
133(1)    136(1)   137(2)   141(1)   145(1) 
147(1) 
  2   23    52   53    62 
105 133 141 145  
147  
  
II 
    1(1)      2(1)    23(1)     42(1)      51(1) 
   52(2)    53(1)   62(2)     72(1)    105(1)  
 106(2)  107(1)  109(1)   133(1)   136(1)    
137(1)   141(2)  145(1)   147(1) 
  2   23    52   53    62 
105 109 133 141  
145  147  
  
II 
    1(1)      2(1)    14(2)     16(5)      18(1) 
   21(1)    22(1)   42(1)     51(1)      52(2)  
   53(1)    62(2)   70(1)     71(1)      72(3) 
   73(4)    74(1)   75(2)     81(6)      82(3)  
   90(3)  105(1)  106(4)  109(1)    139(4) 
 140(3)  141(1)  145(1)  147(1)    
  2   52   53    62 
105 109 140 141  
145  147  
  
III 
    2(2)     23(1)      51(1)     52(1)     53(1)   
  62(1)     72(1)    105(1)   109(1)   133(1)  
136(1)    137(1)   141(2)   145(1)   147(1) 
  2   23    52   53    62 
105 109 133 141  
145  147  
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Sistema de prueba 
 
Algoritmo 
híbrido 
 
Plan de Expansión 
Ramas en la mejor 
solución 
colombiano 2012 de 
93 nodos 
(continuación) 
 
III 
    2(2)     21(1)      23(1)     51(1)     52(1)   
  53(1)    105(1)   106(3)   109(1)  133(1)    
136(1)    137(2)   141(1)   145(1)  147(1) 
  2   23    52   53   
105 109 133 141  
145  147  
norte-nordeste 
brasilero 2008 de 87 
nodos 
 
I 
    1(1)    3(1)   13(1)   15(5)    19(1)  21(1) 
  46(1)   51(1)  52(4)    57(1)   59(3)  61(1) 
  63(6)  69(11)  71(6)   79(2)   82(1)  85(1) 
   88(2)  92(2)   99(1)  110(1)  112(2)   
 113(2)   115(2)   119(1)   125(5)    131(1)  
 132(1)   134(1)   136(3)   137(1)    138(1)   
 142(2)   146(1)   147(1)   154(1)   158(1)   
 160(1)   161(1)   162(1)    163(2)   177(1)  
 182(1) 
1   15  52  57  59  61  
63  69  71  82  85  88  
92  99  110  113  115  
119  125  134   142    
158  161  163      
  
II 
    1(1)   4(1)    7(1)    8(2)    13(3)  15(5) 
  19(1)   20(1)  24(1)    27(2)   42(2)  46(1) 
  51(1)  52(4)  53(1)   57(1)   58(1)  59(3) 
  61(1)  63(6)    67(1)   69(11)  71(5) 79(2)   
 80(2)   82(3)   83(1)   85(5)    88(3)  92(2) 
 98(2)   99(3)   108(1)   110(2)    112(1)   
 113(2)   115(2)   116(1)   118(1)   122(1)   
 125(4)   126(3)   127(1)    131(2)   132(2)  
 134(1)   136(3)   137(1)    138(1)   141(1)  
 142(3)   143(2)   151(1)    153(1)   154(3)  
 161(2)   162(2)   163(2)    179(1)   181(1)  
1   15  20  52  57  59  
61  63  69  71  82  85  
88  92  98  99  108   
110  113  115  118  
122  125  127  134  
141  142  151  153  
161  163    
  
III 
    1(1)    3(1)   13(2)   15(5)    19(1)  21(1) 
  46(1)   48(1)  51(1)  52(4)    57(1)   58(1) 
  59(3)   61(1)  63(6)  67(2)   69(15)  70(1) 
  71(6)   79(2)  82(1)  85(1)   88(2)    92(2) 
   99(1)   110(1)   112(2)   113(2)    115(2)  
 116(2)   119(1)   125(5)    127(1)   131(1)  
 132(1)   134(1)   136(3)   137(1)    138(1)   
 142(2)   143(1)   147(1)   151(1)    152(2)  
 154(1)   158(1)   160(1)   161(1)    162(1)  
 163(2)   176(1)   177(1)   179(1)    182(1)  
1   15  52  57  59  61  
63  69  71  82  85  88  
92  99  110  113  115  
119  125  127  134  
142  151  152  158  
161  163    
 
 
 
Conclusiones: 
 
· Los algoritmos híbridos identifican todas las ramas del sistema Garver. Para el 
caso de este sistema pequeño, los algoritmos híbridos I y II encontraron diferentes 
soluciones (la rama 14 presenta un número diferente de circuitos) siguiendo la 
misma secuencia de adiciones de ramas. El algoritmo híbrido III encontró una 
solución igual a la encontrada por el algoritmo híbrido I pero siguiendo una 
secuencia diferente de adiciones. La figura 3.1 muestra las secuencias de 
adiciones de los tres algoritmos. Esto quiere decir que si existe un criterio de 
parada que suspenda las adiciones en una etapa más temprana del proceso, los tres 
algoritmos encuentran soluciones diferentes. 
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Figura 3.1: Secuencia de adiciones en el sistema Garver 
 
 
· Para el sistema sur brasilero de 46 nodos, los algoritmos híbridos identifican 9 de 
las 10 ramas de la mejor solución. Es importante notar que los tres modelos 
encuentran alternativas diferentes. 
 
· Para el sistema colombiano 2012 de 93 nodos, los algoritmos híbridos identifican 
13 de las 17 ramas de la mejor solución. Entre estas se encuentra una (rama 140) 
que no es identificada por los algoritmos heurísticos constructivos básicos. Sin 
embargo, los algoritmos híbridos no identificaron dos ramas que si fueron 
identificados por estos. Por otro lado, los algoritmos híbridos muestran nuevas 
alternativas que no estaban presentes antes. 
 
· En el sistema norte-nordeste brasilero 2008 de 87 nodos, los algoritmos híbridos 
identificaron 34 de las 48 ramas presentes en la mejor solución conocida para este 
sistema, que es de alta complejidad matemática debido al gran número de 
adiciones presentes en la solución final. Los algoritmos híbridos identificaron 
rutas de transmisión a través de los nodos aislados que tiene este sistema.  
 
· Los algoritmos híbridos muestran buen desempeño en la obtención de buenas 
configuraciones de sistemas de pequeño, mediano y gran tamaño y de 
complejidad pequeña o mediana. El sistema colombiano 2012 es un sistema de 
gran tamaño pero de mediana  complejidad debido a que requiere de “pocas” 
adiciones en su solución final (17 de 155 ramas candidatas que equivale al 11%).  
 
· En sistemas de gran tamaño y gran complejidad, como el norte-nordeste brasilero 
2008, el desempeño de los algoritmos híbridos es un poco menor. En las pruebas 
realizadas se identificaron 34 de las 48 ramas candidatas, que representa 
aproximadamente el 70% de éstas. Sin embargo, la calidad de las configuraciones 
encontradas mejora si se combinan los algoritmos híbridos con los algoritmos 
heurísticos constructivos básicos descritos en el ítem 3.2. 
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3.5.2    Generación de la Población Inicial en Planeamiento Dinámico 
 
 
En el problema de planeamiento estático de la expansión de la transmisión de 
sistemas eléctricos, la combinación de los algoritmos descritos en los ítems 3.2 y 3.3, 
permite obtener poblaciones iniciales de buena calidad. En el planeamiento dinámico, 
el horizonte de planeamiento se divide en etapas, cada una de las cuales tiene la 
apariencia de un problema estático. Sin embargo, las etapas no pueden ser resueltas 
en forma aislada, debido a que solo hay una función objetivo que las relaciona y a que 
existen nuevas restricciones que obligan a que un elemento adicionado en una etapa, 
deba aparecer en la etapa siguiente.  Visto así, el problema dinámico aumenta la 
complejidad del problema que va a ser resuelto, pero, puede aprovechar los 
procedimientos aplicados en las distintas fases de solución del problema de 
planeamiento estático. En consecuencia, para la generación de la población inicial del 
problema dinámico se utilizan los algoritmos descritos en 3.2 y 3.3, siguiendo el 
procedimiento descrito en 3.4. 
 
A manera de ejemplo, se muestra a continuación una de las opciones posibles para 
generar una configuración inicial del sistema eléctrico colombiano 2005-2009-2012 
(tres etapas en el horizonte de planeamiento con generación definida para cada una): 
 
  
1. Seleccionar inicialmente un período del horizonte de planeamiento, por ejemplo, 
el segundo período: año inicial 2005, año final 2009. 
 
2. Seleccionar aleatoria o determinísticamente uno de los algoritmos heurísticos 
constructivos, por ejemplo, el algoritmo de Garver, y resolver el subproblema 
estático resultante desde el año cero: 2002, hasta el año final del período 
seleccionado en el paso 1: 2009. Las proyecciones de demanda y generación para 
el año 2005 son ignoradas en este paso. 
 
3. Sumar las adiciones propuestas por el algoritmo para el año 2009 con los 
elementos de la red existente en el año cero: 2002. Se asume que la red resultante 
está construida en el año 2009. 
 
4. A partir de la red resultante en el paso 3, resolver el subproblema estático para el 
período 2009-2012, usando un algoritmo heurístico contructivo seleccionado 
aleatoria o determinísticamente, por ejemplo, el algoritmo de mínimo esfuerzo. 
En esta solución, el año cero es el 2009 y el año final es el 2012. De esta manera 
queda determinada la configuración para el año 2012.  
 
5. A partir de la configuración base obtenida para el segundo período (paso 3), 
desplanificar para obtener la configuración del primer período. Aleatoria o 
determinísticamente, se puede restar un circuito a algunas de las ramas a las que 
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fueron adicionados elementos para el año 2009. De esta manera queda 
determinada la configuración para el año 2005. 
 
En el ejemplo anterior, se deben resolver dos problemas de planeamiento estático: 
2002-2009  y  2009-2012, y debe realizarse una desplanificación: de 2009 a 2005. El 
primer problema estático se resolvería con el algoritmo heurístico constructivo de 
Garver, y el segundo con el algoritmo de mínimo esfuerzo. La desplanificación puede 
ser aleatoria e involucra únicamente las ramas adicionadas en el planeamiento 2002-
2009 realizado por el algoritmo de Garver. 
 
A continuación se presenta un grupo de configuraciones iniciales, obtenidas 
aplicando el procedimiento descrito en el ítem 3.4 al caso colombiano 2005-2009-
2012. En el plan de expansión, el primer número identifica la rama en la que se 
realizan las adiciones y el número entre paréntesis indica el número de circuitos 
adicionados en dicha rama. 
 
Configuración 
inicial  N° 
Etapa de 
planeamiento 
Sistema colombiano 2005-2009-2012 
Circuitos adicionados en cada etapa 
1 1  21(1)      50(1)    53(1 )     63(1)     72(1)     83(1)  
136(1)   142(1)   145(1) 
 2 
 
  3(1)       23(1)     50(1)     73(1)    106(3)   133(1) 
 3 
 
  2(1)       21(1)     51(1)      62(1)    105(1)   109(1) 
141(1)    147(1) 
2 1   1(1)       2(1)       21(1)     53(1)     136(1)    141(1) 
145(1) 
 2   42(1)    50(1)      62(1)     73(2)      133(1)   
  
 3   23(1)    52(1)      62(1)     83(2)      105(1)     109(1) 
 147(1)       
3 1    1(1)     43(1)      50(1)     62(1)      106(1)     133(1) 
 145(1)    
 2   2(1)      53(1)     105(1)    106(2)    141(1) 
 
 3  52(1)     62(1)    101(1)     137(1)    147(1)   
  
4 1   3(1)      50(1)     53(1)       62(1)     105(1)     106(1) 
 
 2   3(1)      72(1)     106(1)    133(1)    136(1)    141(1) 
 145(1) 
 3   1(1)      52(1)     62(1)       72(1)     109(1)    147(1)  
 
5 1   3(1)      50(1)     53(1)      105(1) 
 
 2   62(1)    72(1)     106(1)    133(1)    136(1)   141(1) 
 145(1) 
 3   2(1)      52(1)     109(1)    137(1)    147(1) 
 
            
    
 
En el capítulo 5, se mostrará la mejor solución obtenida para el sistema colombiano, 
resuelto con planeamiento dinámico, y se hará un análisis de la influencia de la 
población inicial generada en la mejor solución encontrada. 
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Se presentan aquí también, algunas configuraciones iniciales representativas, 
obtenidas con los algoritmos heurísticos para el sistema de prueba norte-nordeste 
brasilero 2002-2008. 
 
 
Configuración 
inicial  N° 
Etapa de 
planeamiento 
Sistema norte-nordeste 2002-2008 
Circuitos adicionados en cada etapa 
 
 
1 
 
 
1 
  4(2)       7(1)       8(2 )     20(1)     22(1)      27(1)  
 53(2)     58(1)     63 (3)    65(1)     66(3)      67(2) 
 69(6)     82(1)     88(1)     110(1)   112(1)   113(1) 
115(1)   118(1)   119(1)   122(2)    141(1)   142(2) 
143(1)   151(1)   154(1)   167(1)    170(1)   171(1)       
  
 
2 
 
  1(1)       9(1)     15(4)     19(1)      52(2)      59(1) 
 61(1)      63(3)    69(4)     71(3)      79(1)      92(1)  
 99(1)    112(1)   115(1)   125(2)    127(1)   131(1)  
132(1)   134(1)   136(1)   137(1)    138(1)   163(1) 
164(1)   168(1)   176(1)   177(1)    181(1)      
 
 
2 
 
 
1 
 
  1(1)       8(1)      22(4)     27(1)      51(2)      52(3) 
 59(2)      63(3)    65(1)     69(6)      71(1)      85(1)  
 88(1)     110(1)  113(1)   115(1)    116(1)   118(1) 
119(1)    122(2)   141(1)   142(2)    153(1)   163(1) 
164(1)    170(1) 
  
 
2 
  7(1)       8(1)       9(1)     27(1)      15(4)      19(1) 
 20(1)      47(1)    56(1)     58(6)      59(2)     61(1)  
 63(4)      69(4)    71(2)     79(2)     110(1)   116(1) 
125(2)    127(1)   132(1)   134(2)    136(2)   137(1) 
163(1)    164(1)   168(1)   176(1)    177(1)   181(1) 
183(1) 
 
 
3 
 
 
1 
  4(1)       5(1)       8(2)      9(1)       20(1)      22(1) 
 51(1)      52(3)    59(2)    63(3)      65(1)      69(6)  
 71(3)      76(1)    88(2)   110(1)    113(1)   115(1) 
116(1)    118(1)   119(1)   122(1)    125(1)   141(1) 
142(2)    154(1)   156(1)   158(1)    161(1)   163(1) 
  
 
2 
   1(1)       9(1)     15(3)    19(1)      20(2)      47(1) 
 52(1)      59(2)    61(1)    63(3)      65(1)      69(4)  
 71(3)      74(1)    79(1)    82(1)      85(1)      88(1) 
 99(1)     112(1)  115(1)  116(1)    118(1)   119(1) 
122(1)    125(1)  127(1)  131(1)    137(1)   163(1) 
164(1)    168(1) 
    
       
   
Se puede concluir que la calidad de las soluciones obtenidas para conformar la 
población inicial del problema de planeamiento dinámico, usando el procedimiento 
descrito en el ítem 3.4, es similar a la de las configuraciones encontradas para el 
problema de planeamiento estático. Esto es corroborado por los resultados que se 
obtienen al resolver el problema de planeamiento dinámico, como se mostrará en el 
capítulo 5. Sin embargo, el procedimiento utilizado no considera las tasas de retorno 
y no efectúa una inicialización para los distintos períodos en forma continua y 
coordinada, por lo tanto, se hace necesario desarrollar trabajos de investigación 
encaminados a la obtención de verdaderos inicializadores dinámicos. Este objetivo 
está fuera del alcance del presente trabajo. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Capítulo 4 
 
 
PLANEAMIENTO DINÁMICO DE LA EX-
PANSIÓN DE SISTEMAS DE TRANSMISIÓN 
USANDO ALGORITMOS GENÉTICOS 
 
  
4.1 INTRODUCCIÓN 
 
 
En este capítulo se presenta la metodología que se utilizará para resolver el problema 
de planeamiento dinámico de la expansión de los sistemas de transmisión de energía 
eléctrica, basada en las ideas fundamentales de los algoritmos genéticos (AG) y de 
algunas adaptaciones adicionales necesarias para incorporar las características 
especificas del problema de planeamiento dinámico.  La metodología propuesta 
permite encontrar soluciones que superan a las obtenidas con diversos métodos, 
cuando el horizonte de planeamiento no se considera subdividido en varios períodos 
de tiempo (planeamiento estático).  
 
El algoritmo genético resuelve adecuadamente los problemas de óptimos locales que 
se presentan en los problemas con gran cantidad de alternativas, pues trabaja con una 
población (conjunto de configuraciones), lo que le permite evaluar simultáneamente 
varias regiones que pueden estar muy distantes entre sí en el espacio de soluciones. 
Esta característica es denominada paralelismo implícito, y es una de las cualidades 
que le dan alto desempeño al método.   El algoritmo genético simula el principio de 
selección natural, presente en la naturaleza, y que conlleva a la supervivencia de los 
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individuos mejor dotados, que compiten con otros individuos por recursos limitados. 
Así, el algoritmo genético parte de una población inicial (conjunto de configuraciones 
iniciales), realiza un proceso de selección de las mejores configuraciones con derecho 
a participar en la generación de nuevos descendientes, realiza recombinación 
(“crossover”) entre estas mejores configuraciones y finalmente, un proceso de 
mutación determina los elementos de la nueva generación.  
 
Los algoritmos genéticos hacen parte de las denominadas técnicas evolutivas, 
originalmente propuestas en los años 50, las cuales tienen una estructura básica 
común: Realizan reproducción, realizan variaciones aleatorias, promueven la 
competición y ejecutan selección de individuos de una población dada. Siempre que 
estos cuatro procesos están presentes, sea en la naturaleza o en una simulación 
computacional, la evolución es el producto resultante. En la simulación 
computacional, los algoritmos genéticos, al igual que las demás técnicas evolutivas, 
simulan un proceso de selección natural para obtener la solución de problemas de 
optimización. En este caso, el problema a ser resuelto hace el papel del medio 
ambiente, y cada individuo de la población está asociado a una solución candidata. 
De esta manera, un individuo va a estar más adaptado al ambiente siempre que 
corresponda a una solución más eficaz para el problema. Con la evolución, se espera 
en cada generación ir obteniendo soluciones candidatas, más y más eficaces, sin 
embargo, no existe garantía de que se obtendrá la solución óptima al final del 
proceso, aunque existe esa posibilidad. En este contexto, un algoritmo genético ejerce 
el papel de un proceso muy potente de búsqueda paralela iterativa, adecuado para 
problemas de optimización caracterizados por una explosión combinatorial de 
posibilidades, ausencia de diferenciabilidad del criterio de optimalidad y 
multimodalidad. En la práctica, todo problema suficientemente complejo o de difícil 
cumplimiento de los requisitos básicos de tratabilidad por herramientas matemáticas 
convencionales se transforma en un candidato para ser resuelto a partir de las técnicas 
evolutivas. 
        
La ausencia de diferenciabilidad del criterio de optimalidad  hace que se procure un  
mecanismo de búsqueda de naturaleza probabilística, pero adecuadamente 
direccionado. Los elementos (soluciones candidatas) que conforman la población 
inicial, generalmente son obtenidos en forma aleatoria, sin embargo, de forma similar 
a lo que ocurre con otros métodos iterativos, la velocidad y la calidad de la respuesta 
están asociadas a una adecuada selección de las condiciones iniciales del problema. 
Un algoritmo genético será más eficiente si se le proporciona una población inicial de 
buena calidad, esto es, si las componentes genéticas óptimas se encuentran dispersas 
en los elementos de la población. Así, por ejemplo, una población de excelente 
calidad, para el problema de planeamiento, sería aquella que tiene todos los circuitos 
de la topología óptima distribuidos en las topologías de la población inicial. De esta 
forma, la recombinación tendría capacidad de juntar todos esos circuitos en una única 
topología. En la práctica, algunos de esos circuitos óptimos no están presentes o son 
prematuramente eliminados juntamente con su respectiva topología. En este caso, la 
mutación tendría que resolver este problema. Es evidente que una población inicial 
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que tiene los circuitos de la configuración óptima distribuidos en los elementos de esa 
población, es mucho más eficiente que una población inicial generada aleatoriamente.  
 
 Conceptos de algoritmos genéticos han sido aplicados en una gran variedad de 
disciplinas, desde las ciencias naturales e ingeniería, hasta en biología y ciencias de la 
computación. Particularmente, los procesos de solución de los problemas de 
optimización son los que están recibiendo más contribuciones de las técnicas 
evolutivas. Por esta razón, los conceptos que serán estudiados en este capítulo, 
estarán orientados a la formulación e implementación de esta metodología en los 
problemas de optimización. 
 
La ventaja más significativa de  la computación evolutiva, es la posibilidad de 
resolver problemas a través de las simples descripciones matemáticas que deben estar 
presentes en la solución, no siendo necesario indicar explícitamente los pasos que se 
deben seguir para obtener el resultado, los cuales serán específicos en cada caso.  De 
esta forma, la computación evolutiva debe ser entendida como un conjunto de 
técnicas y procedimientos genéricos y adaptables, para ser aplicados en la solución de 
problemas complejos, para los cuales otras técnicas conocidas son ineficaces o no son 
aplicables. 
 
En términos históricos, la computación evolutiva abarca una familia de algoritmos 
inspirados en la teoría evolutiva de Darwin [7]. Los primeros libros o tesis sobre 
computación evolutiva, escritos por algunos de los propios pioneros en el área, ya 
incluían demostraciones impresionantes acerca de la capacidad de los algoritmos 
evolutivos (Fogel,1966; Rechenberg,1973; Holland, 1975; De Jong, 1975; Schwefel, 
1975), a pesar de las limitaciones de los equipos de cómputo de la época. 
 
De modo similar a otras iniciativas inspiradas en la  naturaleza, tales como las redes 
neuronales artificiales y los sistemas difusos, la computación evolutiva también pasó 
por un largo período de rechazos e incomprensiones antes de recibir el 
reconocimiento de la comunidad científica. Los progresos verificados en los años 90 
confirmaron su capacidad para resolver problemas de gran complejidad, así como 
también  evidenciaron sus limitaciones.  Una referencia elaborada con el propósito de 
ser completa, didáctica y adecuada para describir el estado del arte de la investigación 
en computación evolutiva es  Evolutiorary Computation, partes 1 y 2 [3,4].  Otros 
trabajos importantes para la profundización en el estudio de estas técnicas, desde 
varios puntos de vista, son las referencias [2,13, 23,26].  
 
Los algoritmos evolutivos, y en particular los genéticos, no deben ser vistos como 
“listos para su uso”, más bien deben ser entendidos como un conjunto de 
procedimientos generales que pueden ser rápidamente adaptados a cada contexto de 
aplicación. 
 
En este capítulo se hará una descripción teórica de los algoritmos genéticos y se 
discutirán sus principios básicos aplicados al problema de planeamiento dinámico de 
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la expansión de la capacidad de transmisión de sistemas eléctricos de gran tamaño, en 
el largo plazo. Para este problema se incluye: 
 
· Representación y codificación del problema de planeamiento 
· Mecanismo generacional: Selección-Recombinación-Mutación 
· Generación de la población inicial para el problema de planeamiento 
· Parámetros de control y criterios de parada 
 
Posteriormente serán presentadas las implementaciones especializadas realizadas en 
los AG, entre estas se incluyen: 
 
· Tasa de mutación variable 
· Tasa de mutación controlada por SA. 
· Selección limitada 
· Implementación de “bloques constructivos” a través de caminos nuevos 
· Formas especializadas de generación de la población inicial 
· Parámetro a variable 
 
Luego, será descrito el algoritmo genético implementado y se presentarán las pruebas 
al método realizadas sobre dos sistemas de gran tamaño: El sistema colombiano 
2005-2009-2012 y el sistema norte-nordeste brasilero 2002-2008. Cabe anotar que 
este último sistema ha sido solucionado en planeamiento estático usando distintas 
técnicas de solución [16,18,31,36],  lo que lo hace un sistema de referencia adecuado 
para medir la eficacia de nuevas metodologías.  
 
 
 
4.2 TEORÍA DE ALGORITMOS GENÉTICOS 
 
 
Los chimpancés y los seres humanos compartimos cerca del 99.5% de nuestra historia 
evolutiva, sin embargo, la mayoría de nosotros pensamos que el chimpancé es un 
fenómeno curioso e irrelevante, mientras que nosotros mismos nos consideramos 
como escalones hacia Dios. Tanto los chimpancés como los seres humanos, los 
lagartos y los hongos, hemos hecho parte de un proceso conocido como selección 
natural, donde está presente la evolución, durante cerca de 3000 millones de años. 
Dentro de cada especie, los individuos más aptos dejan más descendencia que otros, 
de tal manera que los rasgos hereditarios (genes) de aquellos que han tenido más 
éxito en la reproducción llegan a ser más numerosos en la siguiente generación. Esto 
es fundamentalmente la selección natural, la reproducción diferencial de genes no 
sometida al azar. Desde esta perspectiva, los seres humanos, al igual que otras 
especies vivas, somos máquinas de supervivencia, vehículos autómatas programados 
y recipientes que tienen el propósito de preservar y transmitir a otras generaciones 
unas minúsculas moléculas conocidas con el nombre de genes.   
 61 
La historia de la genética es fascinante y su estudio debe ser abordado casi como si se 
tratara de ciencia-ficción. Para entender muchos de los mecanismos y procesos 
involucrados se debe recurrir continuamente a la imaginación. De otro lado, a pesar 
de ser un tema suficientemente estudiado, desde hace varios años, y de los recientes 
avances alcanzados en la investigación del genoma humano,  la genética aún nos 
llena de asombro y pareciera que todavía no nos acostumbramos a ella.    
 
La genética se fundamenta en el concepto de herencia, formulado efectivamente en 
1866, por el monje Agustino Gregor Mendel. En su trabajo, Mendel escogió un 
material adecuado, se concentró en unas pocas características contrastantes, 
desarrollo un programa de cruzamientos controlados, analizó los resultados de forma 
eficiente y sugirió que existían unos factores (hoy conocidos como genes) 
responsables de los fenómenos observados.  Unido al concepto de herencia, aparecen 
los conceptos de selección natural, la cual conlleva la idea de competencia, y la 
necesidad de ocurrencia de algún tipo de variaciones sucesivas en los factores (genes) 
involucrados en la herencia, que permitan conducir al organismo a una mejor 
adaptación al medio (mutación). Otro concepto involucrado en la genética, y que 
resulta de vital importancia en su aplicación en la solución de problemas de 
optimización matemática, es la idea de diversidad. La diversidad está relacionada con 
la existencia, en una misma población, de muchos individuos que poseen factores de 
herencia (genes) altamente diferentes entre sí. De acuerdo con esta idea, la 
coexistencia de los individuos considerados “buenos” con aquellos considerados 
“malos”, dentro de una misma población,  favorece el proceso evolutivo de la 
especie, debido a que en el proceso de reproducción existe un intercambio de material 
genético que puede dar como resultado un individuo muy bien dotado. Lo anterior se 
fundamenta en el principio de que un individuo considerado “malo” puede tener 
dentro de su material genético una determinada característica particular que está 
mejor adaptada que la misma característica en el individuo considerado “bueno”.  En 
el proceso de reproducción, está característica particular podría formar parte del 
material genético intercambiado entre estos dos individuos, en caso de existir 
recombinación entre ellos, y resultar un descendiente mejor adaptado.  
 
Las hipótesis formuladas en la teoría presentada por Darwin [7] en 1859,y las 
hipótesis adicionales vinculadas a la genética, y que conducen al neodarwinismo son 
las siguientes: 
 
· El número de hijos tiende a ser mayor que el número de padres. 
· El número de individuos de una especie permanece aproximadamente constante. 
· De las dos anteriores se concluye que existe una lucha por la supervivencia. 
· Dentro de una misma especie, los individuos presentan diferencias, y la mayoría 
de estas también están presentes en los respectivos padres. 
· Debe existir algún proceso de variación continuada responsable de la introducción 
de las nuevas informaciones, contenidas en los genes de los organismos. 
· No existe un límite para la sucesión de variaciones que pueden ocurrir. 
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· La selección natural es un mecanismo utilizado para la preservación de las nuevas 
informaciones que permite una mejor adaptación al medio ambiente. 
 
A pesar de que la selección natural es un proceso probabilístico, y que su elemento 
primario es el individuo,  su efecto resultante es la evolución de la especie como un 
todo. La especie es el beneficiario final del proceso evolutivo. 
 
En el algoritmo genético, el proceso de optimización se inicia con la selección de una 
población, esto es, un conjunto de soluciones (configuraciones) candidatas. Cada 
configuración es calificada con un valor que corresponde a la función objetivo que 
presenta. Un individuo de la población es representado por un único cromosoma, el 
cual contiene una codificación (genotipo) de una posible solución del problema 
(fenotipo).  Los cromosomas son normalmente implementados en forma de listas de 
atributos o vectores, donde cada atributo es conocido como gene. Los posibles 
valores que un determinado gene puede asumir son denominados alelos. 
 
El proceso de evolución ejecutado en un algoritmo genético corresponde a un 
procedimiento de búsqueda en un espacio de soluciones potenciales para el problema. 
Como enfatiza Michalewicz [26], está búsqueda requiere de un adecuado equilibrio 
entre dos objetivos aparentemente contrapuestos: El aprovechamiento de las mejores 
soluciones y la exploración del espacio de soluciones (explotación vs exploración). 
Dependiendo de como se maneje este compromiso, podemos clasificar las técnicas de 
búsqueda en tres grupos: 
 
· Los métodos de optimización clásicos, como el método del gradiente, que 
aprovechan al máximo la mejor solución en procura de la solución óptima, sin 
realizar una exploración del espacio de búsqueda. 
· Los métodos de búsqueda aleatoria, que exploran el espacio de soluciones, 
ignorando el aprovechamiento de las regiones más promisorias. 
· Los métodos que, como el algoritmo genético,  presentan un balance notable entre 
el aprovechamiento de las mejores soluciones y la exploración del espacio de 
soluciones. 
 
Aunque el algoritmo genético presenta en sus procesos comportamientos no 
determinísticos, no puede ser considerado un método de búsqueda aleatorio, pues 
combina variaciones aleatorias con selección, la cual es direccionada por los valores  
de adecuación (función objetivo) correspondientes a cada individuo.  Otra 
característica importante de los algoritmos genéticos es su paralelismo implícito, lo 
que significa que evalúan simultáneamente varios puntos, tantos como individuos 
tengan en su población, en el espacio de soluciones. El procedimiento de búsqueda, 
es por tanto, multidireccional, a través del mantenimiento de varias soluciones 
candidatas, y procurando un intercambio de información entre las direcciones. 
Aunque no se debe permitir la completa eliminación de los individuos considerados 
“malos”, en general, los individuos considerados “buenos” tienden a sobrevivir, 
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mientras los considerados “malos” tienden a ser eliminados. Para distinguir entre las 
soluciones “buenas” y las “malas”  se debe definir en el proceso una función de 
adaptabilidad (‘fitness’), que simula el papel de la presión ejercida por el medio 
ambiente sobre el individuo. En los procesos de optimización matemática, la 
eliminación completa de los individuos considerados “malos”, después de cada 
generación, conlleva a la homogenización de la población y a una convergencia 
prematura, la cual generalmente conduce al proceso a una solución óptima local. 
Después de que la población se homogeniza, es muy difícil que el método siga 
evolucionando. En este caso se dice que el algoritmo ha quedado “atrapado” en un 
óptimo local. Para superar esta dificultad, en los algoritmos genéticos, el proceso de 
selección debe ser un mecanismo que permita a los individuos “buenos” tener una 
alta probabilidad de supervivencia y a los considerados “malos” una baja 
probabilidad. Como se puede observar, el procedimiento de selección y eliminación 
es un proceso probabilístico y no determinístico. En un proceso de selección con esta 
característica, el número de descendientes que puede tener cada individuo 
(configuración) es estadísticamente proporcional a la calidad de su correspondiente 
función objetivo (‘fitness’) y limitado a un valor máximo. 
 
Terminado el proceso de selección, sobre la  población de descendientes se aplican 
los mecanismos de recombinación y mutación.  La recombinación y la mutación, que 
terminan generando la nueva población, también son de naturaleza probabilística. 
 
Un algoritmo genético está completamente definido después de escoger: Población 
inicial, método de selección, parámetros de control (tamaño de la población, tasa de 
recombinación, tasa de mutación) y criterio de parada. 
 
Siguiendo la estructura básica de un algoritmo evolutivo, podemos describir el 
algoritmo genético como sigue: 
 
· Durante la iteración k, un algoritmo genético mantiene una población de 
soluciones potenciales (individuos, cromosomas, lista de atributos o vectores) 
P(k)  = { x1k, x2k, ... , xnk}. 
 
· cada solución  x1k  es evaluada y produce una medida de su adaptación, o fitness. 
 
· La nueva población ( iteración k+1) se conforma favoreciendo la participación de 
los individuos más adaptados. 
 
· Algunos miembros de la nueva población son modificados, por los mecanismos 
de recombinación y mutación, para formar las nuevas soluciones potenciales. 
 
· El proceso anterior se repite hasta que se alcance un número predeterminado de 
iteraciones, o hasta que se cumpla con un criterio de parada predeterminado. 
 
 64 
Un algoritmo genético para un problema particular debe estar compuesto por los 
siguientes componentes: 
 
· Población inicial 
 
· Mecanismo de codificación 
 
· Parámetros de control 
 
· Función objetivo o función de adaptabilidad (‘fitness’) 
 
· Esquema de selección y operadores genéticos del ciclo generacional. 
 
 
 
4.2.1 Población Inicial 
 
 
Tal como fue presentado en el capítulo 3, se debe disponer de una población inicial 
para solucionar problemas cuando se utilizan técnicas evolutivas, y particularmente, 
para la aplicación de los algoritmos genéticos. Dependiendo del tipo de problema, 
existirán distintas formas de generar los individuos de la población inicial. En los 
problemas de alta complejidad, las características propias del mismo determinan las 
distintas formas, generalmente heurísticas, de generar individuos de buena calidad 
para conformar la población inicial. En sistemas de baja o media complejidad, puede 
generarse la población inicial de manera aleatoria, pero, siempre que pueda 
aprovecharse algún conocimiento inicial respecto al problema, este debe ser utilizado.  
 
Existen dos características que permiten diferenciar una población inicial de otra: la 
calidad y el tamaño.  Estas dos características son determinantes en la solución de 
problemas de alta complejidad. 
 
  
4.2.2 Mecanismos de Codificación del Problema 
 
 
Cada individuo de una población representa un candidato potencial a la solución del 
problema en cuestión. En el algoritmo genético clásico propuesto por Holland (1975), 
las soluciones candidatas son codificadas en arreglos binarios de tamaño fijo. La 
principal motivación para el empleo de la codificación binaria está dada en la teoría 
de los esquemas (schemata theory), utilizada con relativo éxito para explicar porque 
funcionan los algoritmos genéticos. Holland (1992) argumenta que sería beneficioso 
para el desempeño del algoritmo maximizar  el paralelismo implícito inherente al 
algoritmo genético, y muestra que un alfabeto binario maximiza el paralelismo 
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implícito. Sin embargo, en diversas aplicaciones prácticas, la utilización de la 
codificación binaria conduce a un desempeño insatisfactorio. 
En problemas de optimización numérica con parámetros reales, los algoritmos 
genéticos codificados utilizando representación entera  o en punto flotante 
frecuentemente presentan un desempeño superior a los codificados en representación 
binaria. Michalewicz [26] argumenta que la representación binaria presenta bajo 
desempeño cuando es aplicada a problemas numéricos de gran dimensión, y donde se 
requiere alta  precisión. Supongamos por ejemplo, que tenemos un problema con 100 
variables con un dominio en el intervalo [-500,500] y que requerimos de 6 dígitos de 
precisión. En este caso tendríamos un espacio de solución de una dimensión 
aproximada a  101000. En este tipo de problema, un algoritmo genético clásico 
presenta un bajo desempeño. Michalewicz [26] también presenta simulaciones 
computacionales comparando el desempeño de los algoritmos genéticos con 
codificación binaria y con punto flotante, aplicadas  a un problema de control. Los 
resultados presentados muestran una clara superioridad de la codificación de punto 
flotante. 
 
Es claro que la codificación es una de las etapas más críticas en la definición del 
algoritmo genético. Una definición inadecuada de la codificación puede llevar a 
problemas de convergencia prematura del algoritmo genético. La estructura del 
cromosoma debe representar una solución como un todo, y debe ser lo más simple 
posible. 
 
En problemas de optimización restricta, la codificación adoptada puede hacer que los 
individuos modificados por recombinación/mutación resulten inválidos. En estos 
casos, deben adoptarse cuidados especiales en la definición de la codificación, en los 
operadores o en la estructura del algoritmo. 
 
En el problema de planeamiento de sistemas de transmisión, las variables de decisión 
son las líneas o transformadores adicionadas en cada camino candidato y, por lo 
tanto, son variables enteras. En el caso más general, cada variable de decisión puede 
ser representada por 4 dígitos binarios que equivale a poder adicionar hasta 15 líneas 
en cada camino candidato. Así, en el problema de planeamiento de sistemas de  
transmisión el problema de la representación puede ser resuelto de forma muy simple. 
Sin embargo, si consideramos un sistema de gran tamaño como el norte-nordeste 
brasilero, este formato llevaría a representar cada individuo (configuración) de la 
población con un vector de 732 elementos binarios lo que haría que el proceso de 
implementación de la recombinación y la preparación de los vectores para el cálculo 
de la función objetivo volviera muy lento el algoritmo. 
 
 Más adelante serán presentadas ideas alternativas de representación fundamentadas 
en tres ideas básicas: representación binaria, representación por bits independientes y 
representación decimal. 
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4.2.3 Parámetros de Control 
 
    
Las características básicas, así como la eficiencia de un algoritmo genético, son 
determinadas por la definición de los parámetros de control, por la forma de generar 
la población inicial y por el criterio de parada adoptado. En la formulación básica del 
algoritmo, los parámetros de control son: Tamaño de la población, tasa de 
recombinación y tasa de mutación.  
 
El paralelismo implícito característico de los algoritmos genéticos, depende del 
tamaño de la población y del método de códificación utilizado. Por lo tanto, no es 
conveniente utilizar un tamaño de población muy pequeña.  De otro lado, un tamaño 
de población grande reducirá la velocidad de respuesta del algoritmo. En la literatura 
especializada, el valor de este parámetro de control, se encuentra entre 30 y 200. 
 
La tasa de recombinación  y la tasa de mutación, son parámetros que determinan, en 
gran medida, el carácter probabilístico del algoritmo genético, y que finalmente, serán 
determinantes en la evolución de la población.  En la literatura especializada, 
aparecen valores típicos para estos dos parámetros. La tasa de recombinación toma 
valores en el rango [0.5,1] y la tasa de mutación  varía en el rango [0.001,0.050]. 
 
  
 
4.2.4 Función ‘fitness’ 
 
 
La función empleada para atribuir los valores ‘fitness’ a los miembros de la 
población, debe tener buena sensibilidad, de tal forma que permita realizar una buena 
discriminación entre ellos.  Así, por ejemplo, los resultados de la evaluación de una 
función objetivo puede atribuir un valor de 1.09 a un individuo muy bueno y, por otro 
lado, puede asignar un valor de 0.96 a un individuo considerado malo. Si estos 
valores se utilizan durante el proceso de selección de los individuos, que tomarán 
parte de la fase de recombinación, se requeriría mucho tiempo de cálculo para que los 
descendientes del primero influyan más que los del peor individuo.  
 
Para resolver el problema anterior, debe realizarse una normalización, la cual se hace 
alterando la referencia de estas funciones, esto es, restando un valor preestablecido de 
cada una de ellas. De esta manera los individuos buenos participarán en mayor 
porcentaje en la formación de la nueva generación. 
 
El proceso de normalización debe privilegiar las mejores configuraciones. Como 
consecuencia de esto, en el proceso de búsqueda, el algoritmo explorará en las 
regiones del espacio de soluciones correspondientes a las configuraciones que más 
influenciaron. En el caso contrario, si no existe influencia de las mejores soluciones, 
el proceso de búsqueda puede hacerse demasiado lento. 
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Así, si a un individuo bueno se le atribuye un valor de 1.09 y a uno malo un valor de 
0.96, sin normalización se tendría: 
 
 
  
F(x1) 
 
 
F(x2) 
 
D 
 
Valores atribuidos a los individuos 
 
 
1.09 
 
0.96 
 
0.13 
 
 
Participación en la nueva población 
 
 
53% 
 
47% 
 
13% 
    
   
En el ejemplo anterior, podemos realizar un proceso de normalización restando 0.8 de 
cada valor, en este caso se obtiene: 
 
 
  
F(x1) 
 
 
F(x2) 
 
D 
 
Valores atribuidos a los individuos 
 
 
0.29 
 
0.16 
 
0.13 
 
 
Participación en la nueva población 
 
 
64% 
 
36% 
 
81% 
    
 
Se puede observar que el criterio de normalización produce una mejor selectividad, 
resolviendo en parte el problema de valores de funciones muy próximas. Existen otras 
formas de normalización que pueden ser implementadas para resolver este problema. 
 
 
 
4.2.5 Selección de Operadores Genéticos de Ciclo Generacional 
 
 
El mecanismo de selección intenta modelar el mecanismo de supervivencia de los 
individuos mejor dotados de la naturaleza. Así, en el algoritmo genético, una vez 
definida una población, debe determinarse la función objetivo y su equivalente 
‘fitness’ para cada elemento de la población, y aquellos con funciones objetivo de 
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mejor calidad  reciben una mayor ponderación para participar en la generación de los 
elementos de la nueva población. 
 
El esquema más simple de implementación del mecanismo de selección es el 
denominado esquema de selección proporcional.  En este, cada configuración tiene 
una probabilidad de generar un número de descendientes proporcional a la calidad de 
su función objetivo. Así, en un problema de minimización, las configuraciones con 
menor valor de función objetivo participan en la generación de más descendientes y 
aquellas de mayor valor de función objetivo prácticamente no participarán en la 
generación de nuevas configuraciones. 
 
El esquema de selección proporcional se implementa usando el denominado esquema 
de selección de la ruleta. En este, cada configuración (individuo) es colocada en un 
sector circular de la ruleta, proporcional al valor correspondiente de su función 
‘fitness’.  Un proceso aleatorio determina el número de descendientes a que tiene 
derecho cada configuración.  Una vez terminado el proceso de selección, y por tanto, 
conocido ya el número de descendientes a que tiene derecho cada configuración de la 
población actual, se debe implementar la recombinación. 
 
En la formulación original del algoritmo genético, la recombinación es una operación 
fundamental  y crucial, y la mutación es una función secundaria.  Una vez definida la 
selección, se escoge un par de configuraciones que tiene derecho a generar 
descendientes y este par es sometido a un recombinación para generar dos nuevos 
descendientes.  La escogencia de las dos configuraciones que participan de la 
recombinación puede ser aleatoria o sistemática, iniciando la recombinación con 
aquellas configuraciones que tiene derecho a un mayor número de descendientes.  
Existen cuatro tipos de recombinación:  simples, de dos puntos, multipunto y 
uniforme. 
 
En la recombinación simple, se escoge aleatoriamente un punto de recombinación, 
así, el material genético a un lado de este punto es intercambiado.  Si L es el tamaño o 
número de elementos de una configuración, entonces, se escoge aleatoriamente un 
número entre uno y (L–1).   Si  Lp es el número aleatorio seleccionado, entonces las 
dos configuraciones escogidas para recombinación intercambian la  parte 
correspondiente a las primeras Lp posiciones.  Las dos nuevas configuraciones así 
generadas,  son candidatas a ser parte de la nueva población.  En la recombinación de 
dos puntos, son seleccionados de manera aleatoria los dos puntos de recombinación, 
entonces, es intercambiado el material genético contenido entre estos dos puntos.  En 
el proceso de generalización de recombinación se puede implementar el denominado 
recombinación multipunto  y uniforme.  En este último caso, cada elemento (bit) es 
seleccionado de manera aleatoria, comenzando por el primero, y se elige 
aleatoriamente el primer padre que contribuirá  con el primer bit del primer hijo.  
Secuencialmente, el segundo hijo recibe el bit del segundo padre.  Este proceso 
continúa hasta que todos los bits sean atribuidos.  En el problema de planeamiento, la 
recombinación de dos puntos presenta muy buenos resultados.   
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En relación a la operación de recombinación, los algoritmos genéticos definen la 
denominada tasa de recombinación (rc).  Un algoritmo genético general no realiza 
recombinación de todas las configuraciones escogidas.  La tasa de recombinación 
determina probabilísticamente el porcentaje de configuraciones que serán sometidas 
efectivamente a recombinación en este algoritmo.  Así, una parte de las 
configuraciones de la población actual pasa integramente a constituir la lista de 
nuevas configuraciones para la nueva población, sin recombinación.  Por lo tanto, una 
vez escogidas las  dos configuraciones candidatas para recombinación, se genera un 
número aleatorio entre 0 y 1.  Si el número aleatorio generado es mayor que rc  (tasa 
de recombinación) entonces  las dos configuraciones pasan directamente a la lista de 
configuraciones candidatas sin recombinación  y, en caso contrario, se procede al 
recombinación. Típicamente los valores de  rc  varían entre 0.9 y 1.0. 
 
La operación de mutación es el último paso en el proceso de obtención de la nueva 
generación de la población. El proceso de mutación, implica modificar de 0 a 1 ó 
viceversa, un elemento (gene) de una configuración.  Este proceso es controlado por 
un parámetro denominado tasa de mutación (rm).   En algoritmos genéticos simples, 
la mutación es considerada como un operador secundario comparado con la 
recombinación y tiene la finalidad de reestablecer la pérdida y crear diversidad en el 
material genético de la población.  Así, por ejemplo,  si  la posición k de todas las 
configuraciones tiene un valor igual a cero en su representación binaria, y en la 
configuración  óptima el valor correcto en esta posición es 1,  entonces, un 
recombinación no puede generar un 1 en esta posición,  sin embargo, la operación de 
mutación puede resolver esta dificultad.  
 
 
 
4.3 ALGORITMO GENÉTICO BÁSICO APLICADO  AL 
PROBLEMA DE PLANEAMIENTO DINÁMICO 
 
 
Muchos problemas de optimización combinatorial existentes en la práctica, son 
resueltos usando métodos aproximados debido a la gran dificultad existente para 
encontrar la solución óptima. Los métodos combinatoriales, como en el caso de los 
algoritmos genéticos, fueron proyectados para resolver este tipo de problemas. Los 
algoritmos genéticos han sido utilizados con éxito para resolver problemas complejos 
en áreas muy diversas y también en varias aplicaciones de ingeniería eléctrica. 
Matemáticamente, puede considerarse al algoritmo genético, como una técnica de 
optimización combinatorial con una alta probabilidad de encontrar la solución óptima 
de problemas de gran tamaño, complejos y que presentan muchas soluciones óptimas 
locales. 
 
Este es el caso del planeamiento de la expansión de la transmisión de sistemas 
eléctricos de gran tamaño, que debido a las restricciones que involucran variables 
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enteras (el número de líneas y transformadores que pueden ser adicionados  es entero) 
configura un problema combinatorial de difícil solución, debido al elevado número de 
soluciones óptimas locales posibles. Tal es el caso del sistema colombiano 230-500 
KV, reducido a 93 nodos y 155 líneas candidatas y del sistema norte-nordeste 
brasilero, con 89 nodos y 183 líneas candidatas. En el caso colombiano se tienen 
hasta (5+1)155  y en el caso norte-nordeste hasta (11+1)183 soluciones posibles, 
asumiendo que el planeamiento se realiza usando un sólo período de tiempo 
(planeamiento estático). En el  caso colombiano, se tienen aproximadamente 4x10120 
posibles soluciones, considerando un máximo de 5 líneas/transformadores candidatos 
por rama, y en el  caso norte-nordeste brasilero, se tienen aproximadamente 3x10197 
soluciones, considerando un máximo de 11 líneas/trasformadores candidatos por 
rama. Para el caso colombiano, que es menos exigente que el norte-nordeste brasilero, 
si asumimos que contamos con 1000 supercomputadores y que cada uno puede 
evaluar un millón de opciones por segundo, se requerirían aproximadamente 1x10102 
siglos para evaluar todas las posibilidades. Esto nos da una medida de la naturaleza 
combinatorial del problema. Un aspecto que es importante resaltar, es que en ninguno 
de los dos casos se ha considerado la posibilidad de que existan ramas candidatas 
entre todos los nodos. Si se realiza el cálculo, se puede verificar que, considerando 
que existen conexiones entre todos los nodos, para 93 nodos existen mucho más que 
155 líneas candidatas. El conocimiento previo de la configuración del sistema, 
acompañado de informaciones de costos de corredores para las líneas, y de 
restricciones geográficas y ambientales, entre otras, permiten considerar en el 
planeamiento únicamente aquellas ramas candidatas que puedan ser efectivamente 
construidas.  
 
De todas maneras, generalmente existen en todos los países, organismos encargados 
de generar planes preliminares de la expansión de la generación y transmisión los 
cuales sirven como base para estos estudios. En el caso colombiano, este papel es 
desarrollado por el comité asesor de planeamiento de la transmisión CAPT adscrito a 
la Unidad de Planeamiento Minero Energética UPME [37], la cual a su vez hace 
parte del ministerio de minas y energía de Colombia. En el caso brasilero, esta tarea 
la realiza el Comité Coordinador de Planeamiento de la Expansión de los Sistemas 
Eléctricos CCPE, que hace parte del ministerio de minas y energía del Brasil. 
 
Otros aspectos que determinan el tipo y la calidad del algoritmo genético aplicado al 
problema de planeamiento de la expansión de la transmisión son: 
 
· La representación y codificación del problema de planeamiento 
 
· El mecanismo generacional 
 
· La generación de la población inicial 
 
· Los parámetros de control y el criterio de parada 
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4.3.1 Representación y Codificación del Problema 
 
 
4.3.1.1 Representación 
 
 
La función objetivo que se aplica en el problema del planeamiento de la expansión  
de la transmisión tiene una  transformación inicial, pues además de la parte 
correspondiente al costo de los elementos adicionados se incluye otra parte 
correspondiente a la penalización por corte de carga que produce cada configuración.  
Así,  en el algoritmo genético, una configuración (individuo) de la población esta 
constituida únicamente por las variables de inversión  nij  y el efecto de las otras 
variables continuas de operación son consideradas implícitamente en conjunto como 
corte de carga del sistema.  Por lo tanto, desde el punto de vista del algoritmo 
genético las variables que forman una configuración son enteras, esto es el número de 
líneas adicionadas en cada camino candidato.  El valor de la función objetivo 
determina la calidad de la configuración del elemento de una población.  Así, las 
configuraciones con valores de función objetivo o su equivalente ‘fitness’ de mejor 
calidad participan con mayor frecuencia en la generación de los elementos de la 
nueva población.  En la formulación tradicional, los algoritmos genéticos son 
formulados, para propósitos de optimización, en forma de maximización.  La 
transformación de un problema de minimización en un problema equivalente de 
maximización para usar adecuadamente el algoritmo genético no es trivial pues esta 
puede comprometer la selectividad del proceso de selección .  En el problema de 
planeamiento que nos ocupa, la transformación del problema de minimización  a un 
problema de maximización  se realizó usando la siguiente relación: 
 
                                                    min v  Û   max  [K – v] 
 
En donde K es una constante que puede ser fija o variable durante el proceso de 
optimización, y su escogencia se realiza basándose en los valores de las funciones 
objetivo de las configuraciones iniciales o, se puede asumir como el valor 
correspondiente de aquella función objetivo de mayor valor en cada generación.  
 
En el caso en que el algoritmo inicie el proceso con configuraciones obtenidas por 
otros métodos, K  puede ser fijo y asumir un valor cercano al 20% mayor del valor de 
una función objetivo típica de la población inicial.  Cuando la población inicial se 
genera aleatoriamente, K asume un valor variable en cada generación que puede ser 
un 5% mayor que la peor configuración.  Todas estas implementaciones procuran 
mantener la selectividad de los algoritmos genéticos. 
 
Otra forma alternativa de convertir un problema de minimización a uno de 
maximización  es realizar la siguiente transformación: 
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                                        min v  Û   max  [1/v]   
 
 
En este trabajo no se utilizó esta alternativa. 
 
Debemos mencionar que la necesidad de transformar un problema de minimización 
en un problema de maximización, está relacionada con el operador genético de 
selección  y, particularmente, con la selección proporcional u otro tipo de selección 
derivada de ésta. Si el algoritmo genético formulado usa otro tipo de selección, por 
ejemplo, selección basada en juego, entonces no es necesaria esta transformación.  
 
 
4.3.1.2 Codificación del problema 
 
 
El algoritmo genético tradicional utiliza normalmente una codificación en sistema 
binario pues de esta forma permite una mejor implementación de las operaciones de 
recombinación y mutación.  En el problema de planeamiento las variables que forman 
una configuración son enteras y, por lo tanto, la codificación más  obvia consistiría en 
representar la variable entera en sistemas binario.  Sin embargo, analizando el 
problema específico de planeamiento se puede verificar que existen tres formas de 
codificar una configuración:   
 
· Codificación en sistema binario  
 
· Codificación en bits independientes 
 
· Codificación decimal  
 
La figura 4.1 ayuda a  analizar los tres tipos de configuración  
 
Figura 4.1:  Codificación del problema de planeamiento 
 
En la figura 4.1, existe la posibilidad de adicionar hasta 7 líneas entre los nodos k y 
m. Supongamos inicialmente que se han adicionado tres líneas a la configuración 
actual.  La figura 4.2 muestra la codificación de configuración correspondiente a la 
rama k-m  donde se realizaron 5 adiciones.  Las tres formas de codificación 
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representan ventajas y desventajas cuando se consideran los aspectos más importantes 
del proceso. 
 
Un elemento importante que debe ser considerado es el espacio necesario para el 
almacenamiento de la configuración.  En el ejemplo anterior, la codificación 
tradicional en sistema binario requiere de tres celdas binarias,  la representación por 
bits independientes requiere de siete celdas binarias y la representación decimal 
requiere de una celda decimal.  Un problema de gran tamaño como el norte–nordeste 
brasilero,  típicamente permite adicionar más de siete líneas por cada rama candidata,  
existen alrededor de 190 ramas candidatas en una población típica que puede tener 
entre 160 y 200 configuraciones. Si se considera el problema de planeamiento 
dinámico, en el cual el horizonte de planeamiento está dividido en T períodos, el 
tamaño del problema resulta ser mucho mayor. Así, entre las tres alternativas existe 
una gran diferencia en términos de los requisitos de memoria necesaria para el 
almacenamiento de las configuraciones, mostrando la gran ventaja de la codificación 
decimal.  Adicionalmente, las dos primeras formas de codificación requieren de un 
esfuerzo computacional mayor, pues cada configuración debe ser transformada en su 
equivalente decimal para usar la subrutina de programación lineal PL que determina 
el corte de carga correspondiente a cada configuración.   
 
 
Codificación en sistema binario: 
 
· · · 1 0 1 · · · 
 
Codificación en bits independientes: 
 
· · ·  1 1 1 1 1 0 0 · · · 
 
Codificación decimal: 
 
· · · 5 · · · 
 
Figura 4.2: Diferentes formas de codificación 
 
 
En el ejemplo mostrado en la figura 4.2, a la rama k-m se le han adicionado 5 líneas. 
En la codificación en bits independientes, un 1 representa que el interruptor de la 
línea está cerrado y un 0 que se encuentra abierto. 
 
Aunque la representación binaria es muy utilizada en las aplicaciones convencionales 
de algoritmos genéticos hay por lo menos una muy buena razón  para no utilizarla en 
el problema de planeamiento de expansión de la transmisión:  La mutación y la 
recombinación pueden generar descendientes que son muy diferentes a sus 
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configuraciones parientes creando algunas veces comportamientos caóticos  en el 
desarrollo del algoritmo genético. 
 
Esta característica es ilustrada en la figura 4.3.  Antes de la recombinación se tiene 
una configuración con 3 líneas adicionadas al ramal k–m  y una segunda 
configuración con 4 líneas agregadas entre k–m.  Después de la recombinación se ha 
llegado a una configuración con 7 líneas adicionadas al ramal k–m y una segunda 
configuración sin líneas adicionadas.  Después de la mutación se tiene una 
configuración con 7 líneas adicionadas al ramal k–m y una segunda configuración 
con 2 líneas adicionadas. 
Figura 4.3: Efecto de la codificación binaria en la recombinación y la mutación 
 
Otra dificultad asociada a la codificación binaria es denominada Peñasco de 
Hamming,  por ejemplo, los números enteros 3 y 4 se representan  en binario como  
001 y 100 respectivamente; esto significa que para pasar de 3 a 4 (una unidad 
decimal) se requiere que cambien los 3 dígitos binarios (una gran distancia en 
términos de la distancia de Hamming).  Esta característica puede hacer que una 
simple mutación  pueda cambiar el número  000 en 100, lo que implica la adición 
simultanea de 4 circuitos. Por lo tanto, aunque las representaciones binarias proveen 
una forma natural de implementar los mecanismos de mutación y recombinación, la 
representación decimal es más adecuada para el problema del planeamiento. 
 
Un aspecto final, en relación con la codificación, es que en la codificación binaria con 
bits independientes, las operaciones de recombinación y mutación pueden ser 
implementadas, desde el punto computacional, en forma trivial, mientras que en la 
representación decimal, se debe redefinir la operación de mutación. También es 
posible realizar una codificación binaria de forma implícita, esto es, mantener la 
codificación decimal y realizar las operaciones de recombinación y mutación 
simulando la codificación binaria. 
 
Las observaciones llevan a pensar que una codificación decimal asociada a un 
aumento de la tasa de mutación, es equivalente o hasta más eficiente que una 
codificación binaria, en términos de la calidad de las soluciones encontradas y con un 
menor esfuerzo computacional. Manteniendo la codificación decimal, la 
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recombinación es más eficiente desde el punto de vista del propósito de este 
mecanismo, pues en el punto de recombinación realmente se realiza una transferencia 
adecuada de información. En el ejemplo mostrado en la figura 4.3, después de la 
recombinación, 3 líneas deben pasar a la configuración 2, y 4 líneas deben pasar a la 
configuración 1. La mutación simplemente consistiría  en aumentar o disminuir en 
una unidad, el número de líneas para la rama candidata. Esta codificación también 
facilita el trabajo computacional a la hora de evaluar las configuraciones candidatas a 
través de programación lineal.  Se pueden definir mutaciones mayores y así es posible 
definir mutaciones simples, dobles, etc. En este trabajo se utilizó codificación 
decimal con mutación simple.    
 
En resumen, el problema de planeamiento de la expansión es un problema no lineal, 
que involucra variables reales y enteras, no contínuo (y por lo tanto no diferenciable),  
con muchas restricciones y con muchas soluciones posibles. Así, por ejemplo, si 
asumimos que queremos realizar el planeamiento estático de la expansión de la 
transmisión de un sistema de 4 nodos, en el cual pueden existir conexiones entre 
todos los nodos (6 ramas candidatas) y que en cada rama se pueden colocar hasta 5 
circuitos (líneas o transformadores)  en paralelo, resultan 46656 alternativas posibles, 
muchas de las cuales no cumplirán con las restricciones de capacidad propias de los 
elementos del sistema. Si consideramos adicionalmente que la función objetivo es la 
suma del costo de inversión de los elementos nuevos más el costo de penalización 
asociado por la demanda no atendida por la configuración candidata, tendríamos un 
espacio de soluciones similar al presentado en la figura 4.4.  
 
 
Figura 4.4: Espacio de solución para el problema de 4 nodos con 6 ramas candidatas 
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En la figura 4.4, cada configuración candidata está representada con un vector 
(cromosoma) donde se almacena el número de circuitos en paralelo que existen en 
cada rama, utilizando codificación decimal. En la figura se muestra una de las 
configuraciones posibles, la cual tiene 1 línea entre los nodos 1-2,  2 líneas entre los 
nodos 1-3,  1 línea entre los nodos 3-4  y ninguna línea entre los nodos 1-4, 2-3 y 2-4. 
La función objetivo está representada por la altura a la cual se encuentra la 
configuración, en el espacio tridimensional.  De otro lado, una configuración es 
vecina de otra si, entre ellas, existe una diferencia de una línea. Por simplicidad, las 
restricciones se han representado como planos cortantes. La solución óptima 
corresponde al costo de inversión de aquella configuración que no presente corte de 
carga (que atienda toda la demanda futura), que cumpla todas las restricciones y que 
tenga el menor valor de función objetivo. Al pasar de una configuración a otra vecina, 
el valor de la función objetivo no varía en forma contínua sino en forma discreta, 
debido a que se ha retirado o adicionado una línea cuyo costo, y el de penalización 
asociado por potencia no servida, produce un salto en el valor de la función objetivo. 
 
En el caso del planeamiento dinámico, el espacio de soluciones es similar al 
presentado en la figura 4.4 para el planeamiento estático, repetido T veces, siendo T el 
número de períodos en que se ha dividido el horizonte de planeamiento. Existe 
además otra cualidad importante, y es que si en una rama existen k líneas en el 
período t, esa misma rama debe tener k o más líneas, en el período t+1. Esta 
condición genera un conjunto de nuevas restricciones al problema de planeamiento. 
 
 
 
4.3.2 Selección, Recombinación y Mutación 
  
 
 A partir de la generación actual puede obtenerse la siguiente generación 
(descendientes) utilizando tres mecanismos básicos: selección, recombinación, y 
mutación.  
 
La selección modela el concepto de supervivencia de los individuos más fuertes en el 
mundo natural. Basados en el valor de la función objetivo, cada configuración 
(individuo) de una población tiene derecho a una cierta cantidad de descendientes. 
Existen varios criterios de selección, y en el más simple de ellos, cada configuración 
tiene derecho a participar en la reproducción en forma proporcional a su función 
objetivo. Por lo tanto, aquellas configuraciones con mejores funciones objetivo 
aportarán sus genes en una mayor cantidad de descendientes. 
 
Existe en la literatura una gran variedad de tipos de selección. Entre los que más se 
utilizan están: selección proporcional, selección por escalamiento, selección basada 
en ordenamiento y selección por juego. 
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La figura 4.5 muestra las operaciones de recombinación y mutación para dos 
configuraciones de una red simple, usando codificación binaria. En la parte a) de la 
figura se muestran las dos configuraciones (individuos) de la población. Para  
representar las líneas candidatas, se ha utilizado un número de 6 dígitos binarios: 2 
dígitos por ramal. En la configuración a)  el ramal 1-2 tiene dos líneas adicionadas  
(número binario 10), mientras que en la segunda configuración, este mismo ramal 
tiene 3 líneas adicionadas (binario 11). La parte a) de la figura también muestra el 
punto de recombinación.  A través de la operación de recombinación, el lado derecho 
de la primera configuración es trasladado al lado derecho de la segunda configuración 
y viceversa, resultando dos nuevas configuraciones que se muestran  en la parte b) de 
la figura 4.5. La parte c) de la figura 4.5 muestra las configuraciones resultantes 
después de realizado el proceso de mutación.  En este, el mecanismo de mutación 
cambia el estado de un solo bit  (de 0 a 1 ó de 1 a 0). 
 
Se puede observar que como consecuencia de la mutación, la cantidad de circuitos 
entre los nodos 1-3, en ambas configuraciones, pasan de no tener circuitos nuevos a 
tener una configuración con dos circuitos nuevos adicionados. 
 
 
 
Figura 4.5: Recombinación y mutación en sistema binario 
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4.3.3 Parámetros de Control y Criterios de Parada 
 
 
La selección adecuada de los parámetros de control  de un algoritmo genético es un 
aspecto que presenta muchos puntos polémicos entre los especialistas. Estos 
parámetros no pueden ser seleccionados de manera independiente, pues los mismos 
están estrechamente relacionados. 
 
El buen desempeño del algoritmo genético depende en gran medida, de la selección 
de los parámetros de control: tasa de recombinación, tasa de mutación y tamaño de la 
población, adicional a estos, es también importante una adecuada selección del tipo 
de recombinación (simple, doble o multipunto) y la manera en que se realiza la 
mutación. Con relación al tamaño de la población, la literatura especializada  
recomienda una población entre [30-200].   
 
En este trabajo se estudiaron sistemas de gran tamaño, en estos casos se empleó una 
tasa de recombinación de 0.90. En relación con la tasa de mutación, fueron estudiadas 
tasas de mutación constantes entre [1-5]% por cromosoma y tasas de mutación 
controladas por simulated annealing que será explicado más específicamente en el 
ítem 4.4.2.  
 
En relación con el tamaño de la población, fueron analizados distintos casos con un 
tamaño de población entre 120 y 400 configuraciones (cromosomas). 
 
Como criterio de parada se utilizó la combinación de dos criterios simples: El 
primero, por número máximo de generaciones, y el segundo, si durante las últimas k 
generaciones una solución incumbente no mejora. Se aplica el que ocurra primero. En 
este trabajo, se utilizó un número máximo de generaciones de 1000 y un parámetro k 
de 50. Además, se seleccionó como incumbente inicial un valor igual al doble de la 
mejor solución conocida del problema, obtenida usando planeamiento estático. 
También se utilizó un número máximo de líneas en paralelo por rama de 5 para el 
caso colombiano 2005-2009-2012  y de 11 para el caso norte-nordeste brasilero 2002-
2008. 
 
 
 
4.4 IMPLEMENTACIONES ESPECIALIZADAS REALIZADAS 
EN EL ALGORITMO GENÉTICO 
 
 
En el problema de planeamiento dinámico de la expansión de las capacidades de 
transmisión, se toma como base el planeamiento estático aplicado al mismo problema 
[15,16,17,19],  con todos sus mecanismos y parámetros de control, adaptados al 
nuevo problema. Fundamentalmente, el problema de planeamiento dinámico resuelve 
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T  problemas de planeamiento estático, siendo T el número de períodos en que se 
divide el horizonte de planeamiento. Cada período se comporta como un problema de 
planeamiento de gran tamaño conectado con los demás. Todos los períodos tienen 
una formulación similar con sus propias variables de operación y de inversión. Si se 
considera que no existe desplanificación, la formulación general involucra un grupo 
de restricciones que llevan en cuenta que las inversiones realizadas en el período t 
deben ser consideradas en la configuración base para el período t+1.  De todas 
maneras, aunque parece que un problema dinámico equivale a resolver T problemas 
estáticos, esto no es exactamente cierto, ya que todos los períodos se trabajan 
simultáneamente, como un todo, en cada iteración. En lugar de tener T cromosomas  
por configuración (individuo) se tiene un solo cromosoma que lleva en cuenta todos 
los períodos. Similarmente, no existen T funciones objetivo sino una sola que integra 
las inversiones y los cortes de carga existentes en los T períodos.  
  
Además de las modificaciones mencionadas en el algoritmo genético básico, fueron 
realizadas otras implementaciones directamente relacionadas con las características 
específicas del problema de planeamiento dinámico de sistemas de transmisión. Estas 
modificaciones son: 
 
1. Implementación de una tasa de mutación variable 
2. Tasa de mutación controlada por simulated annealing 
3. Selección limitada 
4. “Bloques constructivos” y red inicial no conexa 
5. Parámetro de penalización a variable 
6. Generación de la población inicial usando métodos aproximados 
 
 
4.4.1 Tasa de mutación variable 
 
 
El mecanismo de mutación es fundamental para evitar los óptimos locales 
(convergencia prematura). La necesidad de mutación es mayor en las fases finales del 
proceso, cuando la población tiende a ser más homogénea y dominada por los genes 
más eficientes.  La  mutación introduce variedad dando más dinamismo al proceso, lo 
cual permite explorar nuevas zonas del espacio de soluciones. 
 
Los algoritmos genéticos básicos usan tasas de mutación pequeñas dando un papel 
secundario a este operador. Las nuevas investigaciones realizadas en problemas reales 
muestran la importancia de usar una tasa de mutación más alta, y es más, variable, 
como en el caso de este trabajo. Por ejemplo, para una configuración dada se genera 
un número aleatorio entre 0 y 5, este número aleatorio define la cantidad los puntos 
para la mutación. Luego, para cada punto de mutación, seleccionado también 
aleatoriamente, se implementa  una mutación simple o doble usando representación 
decimal, esto es, se adicionan o se retiran una o dos líneas a la configuración actual 
del sistema. Esta última decisión (adicionar o retirar) permite realizar dos variantes: 
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1. Realizar una decisión aleatoria, verificando que se cumplan los límites de mínima 
y máxima cantidad de líneas permitidas por rama 
 
2. Evaluar el corte de carga (demanda no atendida) de la configuración actual, 
adicionando líneas en caso de existir corte de carga y retirando líneas en caso 
contrario 
 
Lógicamente, la segunda opción requiere de la ejecución de un flujo de carga DC, 
para lo cual puede utilizarse una subrutina de programación lineal PL. 
 
Las implementaciones relacionadas con la mutación, tienen dos objetivos claramente 
diferenciados: 
 
 
1. Producir  cambios bruscos en las configuraciones con el fin de romper la 
homogeneidad de las configuraciones de la población 
 
2. Recuperar la pérdida de material genético, esto es, hacer pequeñas alteraciones en 
las configuraciones con el fin de producir una configuración que no sea posible 
obtener usando recombinación. 
 
En [16] fueron implementados operadores especiales para mejorar el desempeño de 
un  algoritmo genético donde estos realizan una mutación elevada y variable. Estas 
ideas también fueron parcialmente implementadas en este trabajo. 
 
 
4.4.2 Tasa de mutación controlada por simulated annealing 
 
 
Las ideas sobre tasa de mutación variable no hacen parte del algoritmo genético 
básico y, en realidad son ideas tomadas del método de simulated annealing SA. Una 
mutación introduce una información nueva, creando o destruyendo “bloques 
constructivos” en las configuraciones. Así, normalmente se usa la siguiente relación 
para determinar el criterio de mutación [16]: 
 
                                                       P(Dv) = exp(-Dv/T) 
 
En la expresión anterior, Dv es la variación de la función objetivo y T es el parámetro 
temperatura utilizado en simulated annealing que puede ser determinado y 
actualizado usando los mismos criterios usados en [31]. Con este criterio, la mutación 
se implementa de forma aleatoria y luego se determina Dv, simulando la introducción 
de la mutación y usando una subrutina de programación lineal. Si Dv es menor a cero, 
entonces se acepta la mutación, en caso contrario, la mutación se acepta en forma 
probabilística si  Pr(Dv) > P(0,1), esto es, una mutación que hace empeorar la función 
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objetivo se acepta si  Pr(Dv)  es mayor que un número aleatorio generado en el 
intervalo [0,1]. Este mecanismo introduce diversidad en el proceso, especialmente en 
las fases iniciales. Esta estrategia se utilizó en este trabajo, observandose un buen 
comportamiento en el algoritmo implementado. En nuestro caso utilizaremos un 
parámetro de temperatura T igual a 100000 para el caso colombiano, y entre 30000 y 
70000 para el caso norte-nordeste brasilero. 
 
 
4.4.3 Selección limitada 
 
 
Las tasas de reproducción basadas en el valor de la función objetivo de cada 
configuración (criterio de proporcionalidad descrito antes) pueden conducir el 
proceso a una convergencia prematura (mínimos locales). 
 
Como regla general, durante la fase inicial, las generaciones presentan funciones 
objetivo de muy pobre calidad. Si existen algunas configuraciones con mejor función 
objetivo que las demás, estas tienden a reproducirse más que las otras, produciendo 
una homogenización de la población, lo cual hace que el proceso pueda converger 
prematuramente a un óptimo local.  
 
Deben establecerse salvaguardas para evitar este inconveniente, como lo sugiere la 
literatura [23]. Una eficiente salvaguarda consiste en limitar el número de 
descendientes de una cierta configuración a no más del 2 o 3% de la población total, 
independientemente de la calidad de su función objetivo.  Si los sistemas estudiados 
son pequeños, normalmente no se aplica la selección limitada, esto tiene buen efecto 
práctico en el estudio de sistemas grandes. En este trabajo, si la población es de 400 
configuraciones, se limita a 350 el número de configuraciones que pueden aspirar a 
tener descendientes y se limita a 2 ó 3 el número máximo de descendientes que puede 
tener un cromosoma.  Esta estrategia ha sido utilizada con éxito en varios trabajos 
[16,17,19]. 
  
 
4.4.4 Bloques constructivos 
 
 
La habilidad de los algoritmos genéticos de encontrar soluciones óptimas o muy 
cercanas a las óptimas está estrechamente relacionada con la creación y manipulación 
de los denominados “bloques constructivos” como parte de las configuraciones de la 
población. Para clarificar esta propiedad  necesitamos definir el concepto de esquema, 
el cual es simplemente un conjunto de cadenas de datos que presentan los mismos 
bits (genes) en un determinado número de posiciones. Por ejemplo, un esquema es 
una familia de configuraciones que comparten un conjunto de genes comunes. El 
esquema  **000 representa el subconjunto de todos los números binarios de 5 bits  
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que tienen 3 dígitos comunes; por lo tanto las siguientes cadenas de datos pertenecen 
a dicho esquema:  {00000, 01000, 10000, 11000}. 
 
El valor medio de la función de adaptación de un esquema es el valor medio de los 
valores de las funciones objetivo de las configuraciones asociadas a dicho esquema. 
La longitud de definición de un esquema es la distancia entre las dos posiciones fijas 
más distantes. Por ejemplo, el esquema  **101* tiene una longitud de definición de 2 
y el esquema 1*1**0 tiene una longitud de definición  5. 
 
Un bloque constructivo es un esquema que tiene un valor medio de la función de 
adaptación de excelente calidad  y al mismo tiempo una longitud de definición 
pequeña. Por lo tanto, un bloque constructivo es un esquema de excelente calidad y 
tiene esa información en forma concentrada (compacta). 
 
El interés de obtener pequeñas longitudes de definición esta relacionada con el hecho 
de que esquemas con estas características son menos suceptibles de ser destruidos por 
las operaciones de recombinación. Por lo tanto, sus genes tienen mayor probabilidad 
de pasar a las futuras generaciones. En el trabajo actual, además de usar los “bloques 
constructivos” convencionales, este concepto se ha utilizado para implementar  rutas 
de transmisión las cuales  son subconjuntos que contienen líneas de transmisión y 
transformadores cuya adición solo hace más económica la solución, si se agregan al 
mismo tiempo. La referencia [27] muestra algunos beneficios prácticos resultantes de 
la inclusión de estas rutas de transmisión. Adicionalmente, esta característica es útil 
para determinar, en las nuevas generaciones, los sitios de generación/carga, como se 
muestra en la figura 4.6. 
Figura 4.6:  Bloques constructivos. 
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La figura 4.6 muestra una porción de un sistema eléctrico, el cual presenta nodos 
aislados.  En la parte 4.6-(a) aparece una carga de 700 MW, dos puntos probables de 
conexión con la red ya construida, y tres caminos (21-22 y 23) candidatos para que se 
realice esta conexión.  En 4.6-(b) aparece una combinación de adiciones que resuelve 
el problema de alimentación de la carga de 700 MW. En 4.6-(c) se muestra la 
codificación decimal correspondiente a estas adiciones. En estas condiciones pueden 
realizarse las siguientes observaciones: 
 
1. Para pasar de la figura 4.6-(a) a la figura 4.6-(b) debe generarse un “bloque 
constructivo”. 
 
2. Es la combinación de las adiciones en los tres caminos lo que constituye una 
información de excelente calidad y no la información de las adiciones 
individuales. 
 
3. Tanto la recombinación como la mutación pueden destruir el “bloque 
constructivo” de la figura 4.6-(b). 
 
4.  En la figura 4.6-(a), durante el proceso de implementación de las adiciones, no 
tiene sentido adicionar líneas en el camino 23 sin hacer adiciones 
simultáneamente en el camino 21 o en el 22, pues una adición aislada en 23 no 
permite la alimentación de la carga pero si empeora el valor de la función 
objetivo. 
 
5. En la codificación de una configuración, normalmente los caminos 21, 22 y 23 
no ocupan posiciones consecutivas en el vector que representa el cromosoma de 
la configuración. Esta circunstancia favorece la destrucción de este “bloque 
constructivo” durante las operaciones de recombinación y mutación. 
 
6. En los sistemas eléctricos existen muchos subsistemas como los mostrados en la 
figura 4.6.  
 
 
Considerando las observaciones anteriores, en este trabajo se implementaron 
subrutinas que resuelven adecuadamente los problemas antes mencionados y se 
aprovecho al máximo la idea de “bloques constructivos”.  Para esto, un subprograma 
identifica los “bloques constructivos” de las partes del sistema correspondientes a 
nuevos caminos. Un “bloque constructivo”  está constituido por líneas adicionadas en 
nuevos caminos y que son topológicamente adyacentes. Los “bloques constructivos” 
aparecen generalmente alrededor de grandes nodos de carga o de generación.  Cuando 
se usa esta estrategia, una vez determinada la población inicial, el primer paso 
consiste en identificar los elementos de los “bloques constructivos” correspondientes 
a nuevos caminos. Para esto se utilizan apuntadores durante la escritura del algoritmo. 
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La operación de recombinación no destruirá los “bloques constructivos”  pues 
cuando una de las líneas que los conforman, hace parte del segmento de cromosoma 
que será intercambiado, una subrutina identifica las otras líneas del “bloque 
contructivo”  y las transfiere también, así no se encuentren dentro del segmento que 
será intercambiado. De esta manera se garantiza que no existan configuraciones 
donde existan adiciones inadecuadas (líneas que no transmiten potencia porque no 
cierran una trayectoria). 
 
La operación de mutación puede aumentar o disminuir el número de bloques 
constructivos. Si durante el proceso de mutación se elimina una línea de un “bloque 
constructivo” que interrumpe la trayectoria de alimentación de una carga o el 
despacho de un generador, una subrutina identificará las demás líneas de este “bloque 
constructivo”  y también las eliminará. Por el contrario, si durante el proceso de 
mutación se adiciona una línea que hace parte de un camino nuevo, y que no cierra la 
trayectoria de alimentación de una carga o de despacho de un generador, una 
subrutina adicionará las líneas restantes que sean necesarias para cerrar la trayectoria 
(creará un “bloque constructivo”). En este último caso, si existen varias alternativas 
para cerrar la trayectoria, este se creará en forma aleatoria. Otra característica 
implementada durante el proceso de creación de “bloques constructivos”, consiste en 
el  refuerzo de ramas en las trayectorias que se crean, para que no queden en serie 
líneas/tranformadores individuales de diferentes capacidades de transmisión. Por 
ejemplo, si una rama esta conformada por una línea con capacidad de transmisión de 
100 MW y ésta se encuentra en serie con otra rama conformada por un transformador 
de 50 MW de capacidad, en el caso que ambos hagan parte de un “bloque 
constructivo”, deberán colocarse dos transformadores en paralelo por cada línea 
adicionada en la primera rama. De esta manera la trayectoria tendrá en todas las 
ramas la misma capacidad de transmisión. 
 
Pruebas realizadas en sistemas altamente aislados, como el norte-nordeste brasilero 
[16], muestran un aumento del desempeño del algoritmo genético con las 
implementaciones mencionadas. 
 
 
4.4.5 Parámetro a variable 
 
 
El parámetro a que penaliza, en la función objetivo, la demanda no atendida por las 
configuraciones, tiene como propósito volver poco atractivas aquellas alternativas 
que tienen poca inversión en equipos nuevos y que no satisfacen los requerimientos 
de la demanda futura. El problema de planeamiento busca minimizar la inversión en 
elementos nuevos pero satisfaciendo los requerimientos de la demanda proyectada en 
el horizonte de estudio.  
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Por un lado, el parámetro a debe asumir valores grandes para garantizar que el 
proceso finalice con una configuración sin corte de carga (demanda no atendida), 
pero por otro lado, debe evitar en las fases iniciales del proceso, la prematura 
eliminación de configuraciones que presentan corte de carga y que eventualmente 
pueden conducirlo a soluciones muy promisorias. La segunda condición exige la 
utilización de valores del parámetro a pequeños. Además, las configuraciones que 
presentan corte de carga deben tener la posibilidad de sobrevivir durante varias 
generaciones del proceso. Las condiciones anteriores pueden ser cumplidas 
satisfactoriamente si se utiliza un parámetro a variable, esto es, se debe iniciar el 
proceso con un valor bajo de a e ir incrementándolo después de cada generación. Los 
sistemas de prueba muestran una gran mejora en su desempeño cuando se 
implementa esta estrategia. 
 
 
 
4.5    ALGORITMO IMPLEMENTADO 
 
 
Considerando los criterios mencionados anteriormente, fue implementado el siguiente 
algoritmo genético AG:  
 
· Paso 1:  Definir el tamaño de la población  Tp, el número de períodos T en que se 
divide el horizonte de planeamiento y determinar la población inicial utilizando el 
procedimiento presentado en el ítem 3.4.2. Definir también el criterio de parada,  
para esto, establecer el número máximo de generaciones consecutivas kmax en que 
puede permanecer el proceso sin presentar mejora en la incumbente,  y el número 
máximo de generaciones permitidas kstop. k1 contará el número de generaciones en 
que la incumbente (mejor valor de la función objetivo) no mejora, y k2 contará el 
número de generaciones.  
 
· Paso 2:  Para cada configuración (cromosoma) o elemento de la población, 
determinar el valor de la función objetivo (‘fitness’) correspondiente, usando 
programación lineal. Actualizar la incumbente.   
 
· Paso 3:   Si   k1 > kmax  finalice  el  proceso,   pues  se  ha  obtenido  convergencia.  
      Si   k2 > kstop   finalice  el  proceso,  pues  se  ha  alcanzado  el  número máximo de  
      generaciones permitidas. En caso contrario vaya al paso 4. 
 
· Paso 4: Usando el mecanismo de selección proporcional o de torneo combinado 
con la limitación del número de descendientes, determinar el número de 
descendientes correspondientes a cada configuración (cromosoma). 
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· Paso 5:  Realizar recombinación, de manera sistemática,  entre cada par de 
configuraciones seleccionadas para participar en la formación de la nueva 
generación, hasta generar un número de descendientes igual al tamaño de la 
población.  La tasa de recombinación rc controla estadísticamente el número de 
configuraciones que serán cruzadas. 
 
· Paso 6: Implementar la mutación de manera sistemática. Cada configuración 
candidata realiza hasta nm mutaciones (simples o dobles) donde nm es 
proporcional a la tasa de mutación  rm. Determinar si el mecanismo de mutación 
debe adicionar o retirar un circuito utilizando simulated annealing. Regresar al 
paso 2. 
 
 
 
 
 
 
 
 
 
 
 
 
Capítulo 5 
 
 
PRUEBAS  Y  RESULTADOS 
 
  
5.1   INTRODUCCIÓN 
 
 
 
Usando la formulación del modelo DC descrita en (2.7) y considerando en ella 
únicamente las inversiones en  transmisión, se elaboró un programa de computador 
para resolver el problema de planeamiento dinámico de la expansión de las 
capacidades de transmisión de sistemas eléctricos, utilizando el algoritmo genético 
descrito en el capítulo 4. 
 
La implementación computacional fue realizada sobre una plataforma Sun Ultra 5 
utilizando el sistema operativo Solaris 2.7 y un compilador de Fortran 77. El 
programa principal y las subrutinas fueron escritas utilizando lenguaje fortran 77. Los 
modelos DC, de transportes e híbridos, fueron resueltos usando el paquete de 
programación lineal MINOS codificado en fortran 77.   
 
Como sistemas de prueba se seleccionaron dos sistemas eléctricos de gran tamaño: el 
sistema colombiano 230/500 KV reducido a 93 nodos y 155 ramas candidatas con 3 
etapas en el horizonte de planeamiento (2002-2005, 2005-2009, 2009-2012), y el 
sistema norte-nordeste brasilero de 87 nodos  y 183  ramas candidatas con 2 etapas en 
el horizonte de planeamiento (1998-2002, 2002-2008). Los datos y las 
configuraciones de estos dos sistemas se encuentran en el apéndice A, partes A.3 y 
A.4. En las figuras A.3 y A.4 de este apéndice, las líneas continuas representan los 
equipos existentes, para los dos sistemas de prueba, al inicio del horizonte de 
planeamiento y las líneas no continuas representan ramas que no existen en la red 
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inicial, y en las cuales pueden adicionarse nuevos circuitos. Lógicamente, en las 
ramas que existen en la topología inicial, pueden ser adicionados nuevos circuitos, 
siempre que no se sobrepase el límite máximo.   
 
En los dos casos de prueba, se utilizaron bases de datos existentes para el 
planeamiento estático. En el caso colombiano, se tomó como base el plan de 
expansión LP6 de la referencia [6].  A partir de este plan de referencia, se elaboró una 
nueva base de datos reducida a 93 nodos y 155 ramas candidatas, la cual fue utilizada 
en la evaluación del AG aplicado al problema de planeamiento estático. Para el 
estudio del desempeño del AG en planeamiento dinámico, el plan de referencia LP6 
es inadecuado, ya que solo considera una etapa en el horizonte de planeamiento, por 
lo tanto, fue necesario ampliar la base de datos para establecer un plan de referencia 
con 3 etapas en el horizonte de planeamiento. En la determinación de los nuevos 
datos, se tomó como base el Plan de Expansión, Referencia Generación Transmisión 
1998-2010 [37] elaborado por la UPME. A partir de este plan, se estimaron las 
demandas y las generaciones para los años 2005 y 2009. 
 
Una observación importante es que el año final del horizonte de planeamiento, según 
el plan LP6 utilizado en [6], es el año 2010 con una demanda para este año de 14559 
MW, valor que no corresponde con el que aparece en la tabla 9 de la referencia [37] 
(UPME) que muestra las demandas proyectadas para cada año iniciando en 1998 y 
terminando en el 2010. Según la UPME, una demanda de 14559 MW corresponde, 
aproximadamente, a la carga proyectada para el año 2012. La anterior diferencia ha 
sido producida por un cambio en el crecimiento de la demanda. Con el fin de elaborar 
una base de datos consistente con el plan de referencia de la UPME, para los 3 
períodos del horizonte de planeamiento, se tomó el 2002 como año inicial, el 2005 
como año final del primer período, el 2009 como año final del segundo período y el 
2012 como año final del tercer y último período de planeamiento. La base de datos 
resultante se presenta en el apéndice A parte A.4.  En el caso norte-nordeste brasilero 
de 87 nodos y 183 ramas candidatas, este es un sistema ampliamente utilizado en la 
literatura especializada para la prueba de distintas metodologías de solución del 
problema de planeamiento [16,18,31,36], y su información se encuentra disponible 
para elaborar un horizonte de planeamiento con dos períodos. Para estas pruebas, se 
tomó 1998 como año inicial, 2002 como año final del primer período de 
planeamiento y 2008 como año final del segundo y último período de planeamiento. 
La base de datos fue tomada de [16] y se presenta en el apéndice A parte A.3.  
 
De otro lado, para encontrar los valores más adecuados de los parámetros de control y 
del criterio de parada, se aplicó el algoritmo genético desarrollado a los sistemas de 
prueba, tomando inicialmente una sola etapa en el horizonte de planeamiento (en este 
caso el planeamiento dinámico se convierte en estático), referenciando siempre los 
resultados obtenidos, durante el proceso de ajuste, con los mejores resultados 
conocidos para los dos sistemas. Estos ajustes requirieron de la ejecución de muchos 
casos para obtener buenas respuestas. En el caso colombiano, los resultados obtenidos  
superaron la mejor solución conocida [6]. En el caso norte-nordeste brasilero, los 
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resultados fueron similares. Los parámetros de control ajustados para realizar el 
planeamiento estático, se usaron como punto de partida para el planeamiento 
dinámico. Los resultados iniciales obtenidos en el planeamiento dinámico se 
utilizaron, a su vez, como referencia para realizar el ajuste final. Tanto en el caso 
colombiano como en el norte-nordeste brasilero, los resultados obtenidos utilizando 
planeamiento dinámico mejoraron las respuestas de los problemas dadas por el 
planeamiento estático.  
 
Con respecto al desempeño del algoritmo genético, se observó que es determinante la 
generación de una población inicial de buena calidad. En este trabajo se utilizaron las 
técnicas heurísticas constructivas descritas en los ítems 3.2 y en 3.3, con muy buenos 
resultados. Este es el principal aporte de este trabajo al algoritmo genético. 
 
A continuación se presentan las pruebas y resultados obtenidos en los dos sistemas 
analizados. 
 
 
       
5.2   SISTEMA COLOMBIANO 2012 
 
 
Los datos para el sistema analizado aparecen en el apéndice A parte A.4, en las 
columnas correspondientes al año 2012. En la figura A.4 se pueden observar las 
ramas existentes para el año inicial: 2002  y las ramas no existentes en la topología 
inicial, y en las cuales pueden ser adicionados nuevos circuitos en el horizonte de 
planeamiento. En el sistema colombiano, un circuito existente o nuevo, en una rama, 
es un transformador de 230KV/500 KV o una línea de transmisión de 230 KV o 500 
KV. Los condensadores de compensación serie existentes en el sistema se han 
asociado a las líneas de transmisión a las que están conectados.   
 
Para el sistema colombiano se realizó planeamiento estático y dinámico. El 
planeamiento estático está inmerso en el dinámico, y por lo tanto, debe ser el primero 
en estudiarse. Adicionalmente a esto, solo se dispone de resultados en la literatura 
especializada para el problema de planeamiento estático de la expansión de los dos 
sistemas de prueba utilizados. En consecuencia, primero se resolverá el problema 
estático y posteriormente el dinámico.   
 
En este trabajo se aplicó el algoritmo genético descrito en el ítem 4.5, con una 
población inicial generada utilizando los algoritmos heurísticos constructivos básicos 
y especializados descritos en el capítulo 3. Algunas configuraciones iniciales 
representativas  para este sistema  aparecen en las tablas presentadas en los ítems 3.2 
y 3.3. Como se mostró en el capítulo 3, en el caso colombiano 2012, los algoritmos 
heurísticos identificaron 15 de las 17 ramas de la solución de referencia, estando éstas 
distribuidas en las diferentes configuraciones que conforman la población inicial. 
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Puesto que al final del proceso, estas 15 ramas aparecen en la misma configuración 
(mejor solución), es evidente que el algoritmo genético se ha encargado de reunirlas. 
Dentro del algoritmo genético, esta tarea es realizada, fundamentalmente, por los 
mecanismos de selección y recombinación los cuales, al actuar en forma combinada, 
identifican las ramas de mejor calidad y las hacen converger en una sola 
configuración. De otro lado, la tarea de generar las 2 ramas de la solución final, no 
identificadas en la población inicial, le corresponde al mecanismo de mutación, que 
es el único que tiene la posibilidad de generar nuevas ramas. Sin embargo, la 
mutación también puede eventualmente destruir algunas de las 15 ramas de la 
solución de referencia identificadas en la población inicial, por lo que se hace 
necesario que la misma rama esté presente en varias configuraciones, para reducir la 
posibilidad de pérdida de material genético de buena calidad, y también, se requiere 
de un mecanismo de mutación especializado que minimice la posibilidad de destruir 
estas ramas. La primera característica puede ser lograda si se utilizan algoritmos 
heurísticos constructivos eficientes en la etapa de generación de la población inicial. 
La segunda característica puede ser obtenida con la implementación de mecanismos 
de mutación que utilicen tasa de mutación variable y controlada por simulated 
annealing, además de un procedimiento que evalúe el corte de carga de la 
configuración candidata, y acepte una mutación de adición de nuevos circuitos, si el 
corte de carga es grande, o acepte una mutación de eliminación de circuitos, si el 
corte de carga es pequeño. La aceptación o no de la mutación, de una configuración 
candidata, dependerá también del grado de evolución en que se encuentre el proceso. 
Así, si la mutación no conlleva a una nueva configuración que mejore la incumbente 
del problema, su probabilidad de aceptación será alta en las fases iniciales del proceso 
evolutivo, y baja en las fases avanzadas del mismo, de acuerdo con lo mostrado en el 
ítem 4.4.2.   
    
En este algoritmo genético también se aplicó el mecanismo de recombinación de dos 
puntos, descrito en el ítem 4.2.5, debido a que presenta el suficiente grado de 
diversidad para permitir saltar de una región a otra y hacer una mejor exploración del 
espacio de soluciones.  
 
Respecto al mecanismo de selección, se implementó el método de selección por 
juego, en el cual,  la probabilidad que tiene un individuo de la población, de generar 
más descendientes que los demás, está en relación directa con el valor de su función 
objetivo. 
 
De otro lado, el sistema colombiano 2012 puede clasificarse como un sistema de gran 
tamaño y mediana complejidad. La segunda característica la justifica el hecho de no 
presentar regiones con nodos aislados que requieran de la construcción de bloques 
constructivos, y además, la particularidad que presenta la solución final de no requerir 
de muchas adiciones: de las 155 ramas candidatas, este sistema solo necesita de la 
adición de circuitos en 17 ramas, lo que representa aproximadamente el 11%.    
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Finalmente, para el sistema colombiano 2012, se utilizaron los siguientes parámetros 
y criterios: 
 
· Parámetro a = [1200-1400] 
· Tamaño de la población inicial = [200-400] 
· Número máximo de generaciones = [200-600] 
· Número de configuraciones generadas con algoritmos heurísticos constructivos 
básicos y especializados = [100-300] 
· Número de configuraciones generadas aleatoriamente = 100 
· Tasa de recombinación = 0.9 
· Número máximo de circuitos por rama = 5 
· Tasa de mutación variable desde 0.01 hasta 0.03 
· Número máximo de mutaciones por cromosoma = [2-4] 
· Número máximo de descendientes permitidos por individuo = 3 
· Temperatura inicial para  SA  = [30000-100000] 
· Tasa de enfriamiento para SA = 0.997 
· Número de generaciones consecutivas que finalizan el proceso, si la incumbente 
no mejora = 100 
 
 
Con los criterios y parámetros mencionados, el proceso converge fácilmente a 
soluciones de muy buena calidad. Los mejores resultados muestran convergencia 
entre 50 y 150 generaciones, lo que implica que el algoritmo realiza entre 30000 y  
170000 llamadas al algoritmo de PL. 
 
La tabla 5.1 muestra el desempeño del algoritmo genético para el caso 
correspondiente a la mejor solución encontrada. Se puede observar que el algoritmo 
converge en 58 generaciones y que requiere de 67490 llamados al PL. La solución 
encontrada presenta un costo de inversión en transmisión de 560.002 millones de 
dólares, un corte de carga 0.38 MW y las siguientes adiciones de líneas: 
 
 
n43-88 (OCAN-CESA)  = 2        n15-18 (BARB-GTPE) = 1      n30-65 (CGVC-TLUA) = 1 
n30-72 (CGVC-VIRG)  =  1       n55-57  (CMA5-CHI5) = 1      n55-84  (CMA5-SJOR)  = 1 
n56-57  (SAB5-CHI5)   =  1        n55-62 (CMA5-SAC5) = 1      n27-29 (JUTO-YUMB) = 1 
n29-64 (YUMB-MARC) = 1      n50-54 (TERN-SAB2)  = 1      n62-73  (SAC5-VIR5)   = 1 
n54-56  (SAB2-SAB5)    = 1       n72-73 (VIRG-VIR5)   = 1      n19-82 (MALE-MAL5) = 2 
n82-85  (MAL5-FAC5)   = 1       n68-86 (NDE2-SOG2) = 1       
  
 
N° de la generación Inversión  US$ x 106 N° de PL 
1 930.13 1163 
2 913.23 2327 
3 860.71 3522 
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4 672.94 4695 
6 647.23 7010 
27 628.70 31489 
28 623.68 32656 
29 616.88 33815 
30 613.17 34974 
32 599.74 37322 
34 576.75 39682 
47 567.49 54759 
58 560.00 67490 
600 560.00 697069 
Tabla 5.1: Desempeño del algoritmo genético para el mejor caso 
 
El algoritmo genético implementado encontró otras soluciones, algunas de ellas 
cercanas a la solución de 560.002 millones de dólares, que representan alternativas al 
problema de planeamiento. En estos casos, el proceso se inicializó con diferentes 
números aleatorios. La tabla 5.2 muestra un grupo representativo de estas soluciones. 
 
Caso N° Función Objetivo 
US$x106 
Corte de carga (MW) 
1 560.00 0.38 
2 560.69 0.38 
3 560.98 0.39 
4 562.42 0.00 
5 562.59 0.24 
6 563.39 0.00 
7 564.49 2.00 
8 564.78 2.00 
9            565.12* 1.80 
10 566.10 1.82 
11 584.00 0.00 
12 559.73 11.2 
13 568.88 6.10 
14 574.84 8.12 
15 515.50 49.0 
16 520.17 50.0 
Tabla 5.2: Estadísticas del sistema colombiano 2012 
 
* Solución reportada en [6]. 
 
En la tabla 5.2 se puede observar que existen 10 configuraciones de buena calidad 
con inversiones entre 560 y 566.1 millones de dólares, todas ellas alrededor de la 
mejor solución reportada en la literatura [6] de 565 millones de dólares. Es 
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importante llamar la atención sobre este hecho, ya que al planificador del sistema le 
interesa tener un grupo de alternativas de buena calidad, que le permitan luego 
configurar otro problema de localización óptima de inyección de reactivos, para 
resolver el aspecto correspondiente a la potencia reactiva del sistema y a la obtención 
de niveles adecuados de voltajes en los nodos. 
 
Una observación importante, es que si el planeamiento estático de este sistema 
eléctrico se resuelve evaluando todas las posibles soluciones (enumeración explícita), 
y seleccionando posteriormente la de menor costo de inversión, se deben evaluar  
aproximadamente 4x10120 posibles soluciones, lo cual conlleva a tiempos de cómputo 
prohibitivos. El algoritmo genético suministra soluciones de muy buena calidad, entre 
las que eventualmente puede estar la solución óptima, en tiempos de cómputo 
razonables, o lo que es mejor, con un número relativamente reducido de ejecuciones 
de rutinas de programación lineal PL. Puede ser conveniente expresar el desempeño 
en número de PL en lugar de tiempo, ya que este último depende de la velocidad de 
ejecución de cada máquina de cálculo. 
 
  
 
5.3 SISTEMA COLOMBIANO  2005-2009-2012 
 
 
Los datos de este sistema aparecen en el apéndice A parte A.4. La topología inicial y 
las ramas candidatas no existentes en esta topología, son exactamente las mismas del 
problema anterior. A diferencia del sistema colombiano 2012, tenemos ahora dos 
grupos de datos nuevos, correspondientes a la generación y a la demanda estimada 
para dos años intermedios: 2005 y 2009. La figura 5.1 muestra las etapas en que se ha 
dividido el horizonte de planeamiento. 
 
Figura 5.1: Sistema colombiano con 3 etapas de planeamiento 
En la figura 5.1, se tiene una representación en el tiempo de los costos involucrados 
en la expansión de la capacidad del sistema. El año t0 = 2002, sirve de base para el 
cálculo de los valores presentes de los costos de inversión y, en nuestro caso, 
corresponde al límite inferior del horizonte de planeamiento. El año t3 es el límite 
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superior de dicho horizonte. Finalmente, se considera que los equipos vinculados a 
las inversiones de la etapa  k deben estar disponibles para operar a partir del instante 
tk.  
 
En la solución del problema de planeamiento dinámico, se utilizó el algoritmo 
genético descrito en el ítem 4.5 y la formulación descrita en el ítem 2.3.1. La función 
objetivo de este problema de optimización es, para este caso, la sumatoria del valor 
presente de los recursos necesarios para la construcción de líneas de transmisión y 
transformadores en las diferentes etapas consideradas. Esto se representa como c1(x), 
c2(x) y c3(x) en la figura 5.1. En consecuencia, la función objetivo toma la siguiente 
forma: 
 
En esta expresión, cij  es el costo de adicionar un circuito en la rama i-j, nijt es el 
número de circuitos adicionados en la rama i-j en la etapa t, y dinvt  es el factor de 
descuento que permite convertir en valor presente el costo de inversión de la etapa t, 
el cual se calcula como: 
  
En la expresión anterior, I es la tasa de descuento anual, tt-1 es el año inicial del 
período t y to es el año base para el cálculo del valor presente de los costos de 
inversión.  
 
Para este análisis asumiremos una tasa de descuento anual I del 10%, por lo tanto, los 
factores de descuento aplicados a cada etapa son: 
 
 
                                        dinv1  = (1 – 0.1)(2002-2002)  =  1.000 
 
                                        dinv2  = (1 – 0.1)(2005-2002)  =  0.729 
 
                                        dinv3  = (1 – 0.1)(2009-2002)  =  0.478 
 
 
Respecto a la población inicial, ésta fue generada utilizando los algoritmos 
heurísticos constructivos básicos y especializados y el procedimiento descrito en 3.4. 
Algunas configuraciones iniciales representativas  para este sistema aparecen en el 
ítem 3.5.2.     
En este algoritmo genético también se aplicó el mecanismo de recombinación de dos 
puntos, descrito en el ítem 4.2.5 y el mecanismo de selección por juego aplicado a la 
función objetivo que evalúa la inversión en los tres períodos de planeamiento. 
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Comparado con el sistema colombiano 2012, este problema es de mayor tamaño y 
complejidad, ya que el número de ramas candidatas es ahora tres veces mayor: 465 y 
el número de restricciones han aumentado a tres veces las existentes antes más el 
conjunto de nuevas restricciones que aparecen por la condición de que el número de 
circuitos en una rama para el período t, debe ser mayor o igual al número de circuitos 
existentes en el período t-1.     
 
En relación con los parámetros y criterios utilizados en el algoritmo genético 
implementado, estos se ajustaron en los mismos valores usados en el problema 
estático, verificándose un adecuado comportamiento del algoritmo. En consecuencia, 
los parámetros y criterios utilizados fueron:  
 
· Parámetro a = [1200-1400] 
· Tasa de descuento anual  I = 10% 
· Número de períodos de planeamiento = 3 
· Límites de períodos de planeamiento (año): 2002, 2005, 2009, 2012 
· Tamaño de la población inicial = [200-400] 
· Número máximo de generaciones = [200-600] 
· Número de configuraciones generadas con algoritmos heurísticos constructivos 
básicos y especializados = [100-300] 
· Número de configuraciones generadas aleatoriamente = 100 
· Tasa de recombinación = 0.9 
· Número máximo de circuitos por rama = 5 
· Tasa de mutación variable desde 0.01 hasta 0.03 
· Número máximo de mutaciones por cromosoma = [2-4] 
· Número máximo de descendientes permitidos por individuo = 3 
· Temperatura inicial para  SA  = [30000-100000] 
· Tasa de enfriamiento para SA = 0.997 
· Número de generaciones consecutivas que finalizan el proceso, si la incumbente 
no mejora = 100 
 
 
Con los criterios y parámetros mencionados, el proceso converge fácilmente a 
soluciones de muy buena calidad. Los mejores resultados muestran convergencia 
entre 60 y 180 generaciones, lo que implica que el algoritmo realiza entre 140000 y  
440000 llamadas al PL. 
 
La tabla 5.3 muestra el desempeño del algoritmo genético para el caso 
correspondiente a la mejor solución encontrada. Se puede observar que el algoritmo 
converge en 99 generaciones y que requiere de 244407 llamados al PL. La solución 
encontrada tiene un valor presente de costo de inversión en transmisión de 514.40 
millones de dólares, referido al año 2002; un corte de carga de 0.0 MW en el año 
2005, de 0.0 MW en el año 2009 y de 0.2 MW en el año 2012.  
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N° de la generación Inversión  US$ x 106 N° de PL 
1 739.21 2800 
5 734.61 14029 
6 681.88 16816 
8 661.87 22313 
10 646.41 27585 
11 618.30 30041 
12 614.81 32506 
14 606.17 37371 
15 588.70 39732 
16 575.63 42116 
19 556.62 49326 
22 551.77 56345 
24 547.07 60950 
25 544.03 63295 
29 540.05 72540 
31 536.59 77151 
32 534.15 79490 
34 531.33 84167 
36 530.81 88869 
37 529.88 91215 
40 527.15 98499 
41 525.06 100914 
42 524.63 103317 
44 522.71 108266 
45 521.56 110721 
52 520.62 127052 
63 518.82 157017 
84 517.97 205407 
98 516.49 241766 
99 514.40 244407 
600 514.40 779407 
Tabla 5.3: Desempeño del algoritmo genético para el mejor caso dinámico 
                          del sistema colombiano 2005-2009-2012. 
 
 
La solución anterior representa  las  siguientes adiciones de líneas, en los tres 
períodos en que se divide el horizonte de planeamiento: 
Período 1  (2002-2005): 
 
 
n56-81  = 1        n55-57  = 1      n56-57 = 1     n55-62  =  1       n45-81  = 1      n82-85   = 1 
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    42(1)                50(1)            53(1)            62(1)            136(1)           145(1)  
 
        
Período 2  (2005-2009): 
 
 
n56-57   =  1        n27-29  = 1         n62-73  = 1         n72-73   = 1         n19-82  = 1 
 
     53(1)               105(1)              133(1)              140(1)              141(1) 
 
 
Período 3  (2009-2012): 
        
        
n43-88   =  2        n15-18  = 1         n30-65  = 1         n30-72   = 1         n55-84  = 1 
 
n29-64   =  1        n19-82  = 1         n68-86  = 1 
 
 
      2(2)                23(1)                 48(1)                49(1)                 52(1)   
 
   109(1)              141(1)               147(1)        
       
 
Comparando esta solución con todas las configuraciones de la población inicial, 
algunas de las cuales se muestran en el ítem 3.5.2, se puede observar lo siguiente: 
 
 
· Para el período 1 de planeamiento, los algoritmos constructivos no identifican la 
rama 42. Por lo tanto, las configuraciones iniciales tienen distribuidas 5 de las 6 
ramas de la solución. 
 
· Para el período 2 de planeamiento, los algoritmos inicializadores no identifican la 
rama 140. La población inicial tiene distribuidas 4 de 5 ramas de la solución. 
 
· Para el período 3 de planeamiento, los algoritmos heurísticos constructivos no 
identifican las ramas 48 y 49. Por lo tanto, han identificado 6 de las 8 ramas de la 
solución.  
 
· A pesar de que una rama que aparece en los 3 períodos tenga la misma 
denominación, por ejemplo la rama 42, en realidad es tratada como si fueran 3 
ramas diferentes por el algoritmo genético. Así, la rama 42 en el primer período 
será la rama 42(1), en el segundo será la rama 42(2) y en el tercero 42(3). En 
consecuencia, si una rama recibe adiciones en el período t debe ser identificada 
por los algoritmos inicializadores en el período t. De acuerdo con esto, la rama 53 
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debe ser identificada por los algoritmos inicializadores en el 1er y 2o período; la 
rama 141 debe identificarse para los períodos 2 y 3; y la rama 42 debe ser 
identificada en el período 1 y no en el 2, como ocurre en algunas configuraciones 
iniciales. 
 
El algoritmo genético implementado también encontró otras soluciones, algunas de 
ellas cercanas a la solución de 514.4 millones de dólares, que representan alternativas 
al problema de planeamiento dinámico. En estos casos, el proceso se inicializó con 
diferentes números aleatorios. La tabla 5.4 muestra un grupo representativo de estas 
soluciones. 
 
Caso N° Función Objetivo 
US$x106 
Corte de carga (MW) 
1 514.40                 0.2 
2 515.55                 0.0 
3 518.57                 0.7 
4 523.82                 0.0 
5 535.54                 1.1 
6 591.21                 0.0 
7 519.78               19.9 
8 534.04                 5.6 
9 543.76               12.2 
10 553.77                 3.2 
11 519.78               19.9 
12 520.40               19.9 
13 540.93               25.4 
14 541.29               25.4 
15 543.52               25.0 
16 550.28               23.8 
Tabla 5.4: Estadísticas del sistema colombiano 2005-2009-2012 
 
 
En la tabla 5.2 se puede observar que existen 5 configuraciones de buena calidad con 
inversiones entre 514 y 536 millones de dólares. Las soluciones están ordenadas por 
costo de inversión y corte de carga. Inicialmente aparecen las que presentan corte de 
carga inferior a 3 MW, a continuación aparecen ordenadas las que tienen un corte de 
carga entre 3 MW y 20 MW, finalmente aparecen ordenadas las que presentan corte 
de carga mayor a 20 MW. En forma similar a lo ocurrido con el problema de 
planeamiento estático, el algoritmo genético ha encontrado un grupo de alternativas 
de buena calidad, que le permitan luego configurar otro problema de localización 
óptima de inyección de reactivos, para resolver el aspecto correspondiente a la 
potencia reactiva del sistema y a la obtención de niveles adecuados de voltajes en los 
nodos. 
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Si este problema de planeamiento dinámico se resuelve evaluando todas las posibles 
soluciones (enumeración explícita), y seleccionando posteriormente las de menor 
costo de inversión, el esfuerzo computacional supera ampliamente al requerido por el 
problema estático, en el cual se estimó un tiempo de cálculo de 1x10102 siglos, usando 
1000 computadores, cada uno con capacidad para evaluar 1 millón de opciones por 
segundo. Se puede observar en las tablas 5.1 y 5.3 que el sistema colombiano resuelto 
como un problema de planeamiento estático requiere de 67490 llamados al PL, 
mientras que el mismo sistema resuelto como un problema de planeamiento 
dinámico, con 3 etapas en el horizonte de planeamiento, requiere de 244407 llamados 
al PL. Esto quiere decir que el problema dinámico requiere, para este caso, de 3.6 
veces más llamados al algoritmo de programación lineal que el problema estático. 
Siendo un PL del problema dinámico de mayor dimensión que el del estático.  
 
Es importante puntualizar que, a pesar del aumento del tamaño y la complejidad del 
problema, el método encuentra buenas soluciones, de la misma forma que lo hace en 
el problema estático. Esto se debe al buen desempeño que presenta el algoritmo 
genético sumado a la existencia de una población inicial de buena calidad.   
 
 
 
5.4 SISTEMA NORTE-NORDESTE BRASILERO 2002-2008 
 
 
Los datos de este sistema aparecen en el apéndice A parte A.3. La topología inicial y 
las ramas candidatas no existentes en esta topología, aparecen en la figura A.3. Este 
sistema eléctrico presenta dos períodos en el horizonte de planeamiento: 1998-2002 y 
2002-2008. La figura 5.2 muestra las etapas consideradas en el horizonte de 
planeamiento. 
 
Figura 5.2: Sistema norte-nordeste con 2 etapas de planeamiento 
 
En la figura 5.2, se tiene una representación en el tiempo de los costos involucrados 
en la expansión de la capacidad del sistema. El año t0 = 1998, sirve de base para el 
cálculo de los valores presentes de los costos de inversión y, en nuestro caso, 
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corresponde al límite inferior del horizonte de planeamiento. El año t2 es el límite 
superior de dicho horizonte. Finalmente, se considera que los equipos vinculados a 
las inversiones de la etapa  k deben estar disponibles para operar a partir del instante 
tk.  
 
En la solución del problema de planeamiento dinámico, se utilizó el algoritmo 
genético descrito en el ítem 4.5 y la formulación presentada en el ítem 2.3.1. La 
función objetivo de este problema de optimización es, para este caso, la sumatoria del 
valor presente de los recursos necesarios para la construcción de líneas de transmisión 
y transformadores en las 2 etapas consideradas. Esto se representa como c1(x) y c2(x) 
en la figura 5.2. En consecuencia, la función objetivo toma la siguiente forma: 
 
 
En esta expresión, cij  es el costo de adicionar un circuito en la rama i-j, nijt es el 
número de circuitos adicionados en la rama i-j en la etapa t, y dinvt  es el factor de 
descuento definido en la formulación (5.2), que permite convertir en valor presente el 
costo de inversión de la etapa t. 
  
Para este análisis asumiremos a 1998 como el año base para el cálculo del valor 
presente de los costos de inversión, y una tasa de descuento anual I del 10%, por lo 
tanto, los factores de descuento aplicados a cada etapa son: 
 
 
                                        dinv1  = (1 – 0.1)(1998-1998)  =  1.000 
 
                                        dinv2  = (1 – 0.1)(2002-1998)  =  0.6561 
 
 
Respecto a la población inicial, ésta fue generada utilizando los algoritmos 
heurísticos constructivos básicos y especializados y el procedimiento descrito en 3.4. 
Algunas configuraciones iniciales representativas  para este sistema aparecen en el 
ítem 3.5.2. 
     
En este algoritmo genético también se aplicó el mecanismo de recombinación de dos 
puntos, descrito en el ítem 4.2.5 y el mecanismo de selección por juego aplicado a la 
función objetivo que evalúa la inversión en los dos períodos de planeamiento. 
 
Comparado con el sistema colombiano 2005-2009-2012, este problema es de mayor  
complejidad, debido a que presenta las siguientes características:   
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· Gran cantidad de nodos aislados en el horizonte de planeamiento. En la figura A.3 
del apéndice A, se puede observar que únicamente existen en la topología inicial 
cerca de la mitad de los 87 nodos que conforman el sistema.  
 
· Un gran número de ramas candidatas hacen parte de la mejor solución encontrada. 
Esto puede visualizarse en las configuraciones iniciales generadas con los 
métodos heurísticos constructivos (ítem 3.5.2), en las cuales, para el sistema 
colombiano 2005-2009-2012 son identificadas “pocas” ramas, mientras que para 
el sistema norte-nordeste brasilero son identificadas “muchas” ramas. Más 
adelante se calcularán las proporciones exactas. 
 
· Menos ramas, de la mejor solución, son identificadas por los algoritmos 
heurísticos constructivos durante la fase de conformación de la población inicial. 
Por lo tanto, para el caso norte-nordeste brasilero se tiene una población inicial de 
menor calidad que la obtenida para el caso colombiano. 
 
· Necesidad de un subprograma que identifique “bloques constructivos” para 
implementar rutas de transmisión, las cuales, son subconjuntos que contienen 
líneas de transmisión y transformadores cuya adición sólo hace más económica la 
solución, si se adicionan al mismo tiempo. En el ítem 4.4.4 se muestran detalles 
de la forma como éstos operan en el algoritmo genético. 
 
 
Si se compara con el sistema norte-nordeste estático, ya sea que se trate del 2002 o 
del 2008, de los cuales existe abundante información en la literatura especializada, el 
sistema norte-nordeste 2002-2008 tiene el doble de ramas candidatas: 2x183, 
agregado al hecho de que aparece un conjunto de nuevas restricciones impuestas por 
la condición de que el número de circuitos en una rama para el período 2, debe ser 
mayor o igual al número de circuitos existentes en la misma rama para el período 1.     
 
En relación con los parámetros y criterios utilizados en el algoritmo genético 
implementado, estos se ajustaron con valores similares a los utilizados para el sistema 
colombiano 2005-2009-2012, con algunas modificaciones. En las pruebas realizadas 
se observó un adecuado comportamiento del algoritmo. Los parámetros y criterios 
utilizados fueron:  
 
· Parámetro a = [800-1000] 
· Tasa de descuento anual  I = 10% 
· Número de períodos de planeamiento = 2 
· Límites de períodos de planeamiento (año): 1998, 2002, 2008 
· Tamaño de la población inicial = [200-400] 
· Número máximo de generaciones = [200-600] 
· Número de configuraciones generadas con algoritmos heurísticos constructivos 
básicos y especializados = [100-330] 
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· Número de configuraciones generadas aleatoriamente = [70-100] 
· Tasa de recombinación = 0.9 
· Número máximo de circuitos por rama = 14 
· Tasa de mutación variable desde 0.01 hasta 0.03 
· Número máximo de mutaciones por cromosoma = [2-4] 
· Número máximo de descendientes permitidos por individuo = [1-2] 
· Temperatura inicial para  SA  = [30000-100000] 
· Tasa de enfriamiento para SA = 0.997 
· Número de generaciones consecutivas que finalizan el proceso, si la incumbente 
no mejora = 100 
 
Con los criterios y parámetros mencionados, el proceso converge fácilmente a 
soluciones de muy buena calidad. Los mejores resultados muestran convergencia 
entre 80 y 140 generaciones, lo que implica que el algoritmo realiza entre 160000 y  
240000 llamadas al PL. 
 
La tabla 5.5 muestra el desempeño del algoritmo genético para un caso típico durante 
las pruebas iniciales. La tabla 5.6 corresponde al desempeño del algoritmo genético 
para la mejor solución encontrada. Se puede observar que el algoritmo converge en 
50 generaciones y que requiere de 101186 llamados al PL. La solución encontrada 
tiene un valor presente de costo de inversión en transmisión de 2281.74 millones de 
dólares, referido al año 1998; un corte de carga de 0.0 MW en el año 2002, de 0.0 
MW en el año 2008 y las siguientes adiciones de líneas/transformadores: 
 
  
Período 1  (1998-2002): 
 
   
n02-60   =  1       n02-87  = 1        n03-71  = 1        n03-87   = 1        n05-56   = 1      n05-58   =  2         
n05-60   =  1       n06-68  = 1        n13-15  = 3        n14-59   = 1        n15-16   = 2      n15-45   =  1  
n16-44   =  3       n16-61  = 1        n18-50  = 6        n18-74   = 3        n21-57   = 2      n22-58   =  1       
n24-43   =  1       n25-55  = 2        n27-53  = 1        n30-31  =  1        n30-63   = 2      n36-46    =  1       
n40-45   =  1       n41-64  = 2        n42-44  = 1        n43-55  =  1        n43-58   = 1      n48-49    =  1       
n49-50   =  2       n52-59  = 1        n54-58  = 1        n54-63  =  1        n56-57   = 1      n61-64    = 1       
n61-85   =  2       n67-69  = 1        n67-71  = 2        n71-72  =  1        n72-73   = 1      n73-74    = 1       
 
 
      3(1)                 4(1)                 5(1)                  8(1)                19(1)                20(2) 
    21(1)               28(1)               52(3)                58(1)                59(2)                60(1) 
    63(3)               65(1)               69(6)                71(3)                79(2)                 82(1) 
    85(1)               88(2)               95(1)                98(1)                99(2)               110(1)  
   
  113(1)             115(2)             116(1)             118(1)              119(1)               122(1) 
  125(2)             127(1)             133(1)             134(1)              137(1)               141(1) 
  142(2)             151(1)             152(2)             158(1)              161(1)               163(1)    
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Período 2  (2002-2008): 
 
 
n01-02   =  1       n04-05  = 3        n04-81  = 3        n05-58   = 2        n12-15  = 1       n13-14   =  1         
n13-15   =  1       n15-16  = 2        n15-46  = 1        n16-44   = 3        n18-50  = 5       n18-74   =  2       
n22-23   =  1       n22-58  = 1        n23-24  = 1        n25-55    = 1       n35-51  = 1       n36-39    =  1        
n36-46   =  2       n40-45  = 1        n41-64  = 1        n43-55    = 1       n43-58  = 1       n49-50    =  2        
n61-85   =  1       n63-64  = 1        n73-74  = 1       n73-75   =  1        n75-81 =  1        
 
 
      1(1)                9(3)                  15(3)               20(2)               47(1)               51(1) 
    52(1)              59(2)                  61(1)               63(3)               69(5)               71(2)  
    80(1)              82(1)                  83(1)               88(1)             108(1)             109(1) 
  110(2)            113(1)                115(1)             118(1)             119(1)             125(2) 
  142(1)            147(1)                163(1)             164(1)             168(1) 
 
 
Comparando esta solución con todas las configuraciones de la población inicial, 
algunas de las cuales se muestran en el ítem 3.5.2, se puede observar lo siguiente: 
 
 
· Para el período 1 de planeamiento, los algoritmos constructivos no identifican el 
40% de las ramas de la mejor solución. Por lo tanto, las configuraciones iniciales 
tienen distribuidas el 60% de las ramas de la solución. 
 
· Para el período 2 de planeamiento, los algoritmos inicializadores no identifican el 
29% de las ramas de la mejor solución. La población inicial tiene distribuidas el 
71% de las ramas de la solución. 
 
· A pesar de que una rama que aparece en los 2 períodos tenga la misma 
denominación, por ejemplo la rama 9, en realidad es tratada como si fueran 2 
ramas diferentes por el algoritmo genético. Así, la rama 9 en el primer período 
será la rama 9(1) y en el segundo será la rama 9(2).  
 
 
Considerando los dos períodos, los algoritmos inicializadores reconocen, en 
promedio, el 65.5% de las ramas de la solución. Esto muestra una disminución de la 
eficiencia de estos algoritmos en sistemas con muchos nodos desconectados y 
problemas con un alto número de ramas en la solución final. 
 
 
N° de la generación Inversión  US$ x 106 N° de PL 
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1 2825.28              2558 
66 2793.12 168415 
73 2728.39 186547 
76 2703.49 194293 
82 2608.27 209288 
85 2535.15 216939 
89 2517.13 227003 
94 2504.33 239508 
95 2485.52 242008 
106 2437.82 270461 
114 2387.76 290921 
122 2362.66 311566 
128 2343.88 327350 
153 2324.95 392567 
187 2320.33 481400 
200 2320.33 515762 
Tabla 5.5: Desempeño del algoritmo genético para un caso inicial típico del 
                       sistema norte-nordeste brasilero 2002-2008. Corte de carga 0 MW 
 
 
N° de la generación Inversión  US$ x 106 N° de PL 
1 2305.34 1987 
2 2293.07 3971 
22 2292.91 43269 
37 2286.68 74240 
50 2281.74 101186 
150 2281.74 301996 
Tabla 5.6: Desempeño del algoritmo genético para la mejor solución del 
                     sistema norte-nordeste brasilero 2002-2008. Corte de carga 0 MW 
 
 
La tabla 5.5 muestra el comportamiento del algoritmo genético en las fases iniciales 
de implementación. Se puede observar una muy buena evolución, con respuestas que 
son muy buenas, si se compara con la mejor solución reportada en la literatura 
especializada [16,18] para el problema de planeamiento estático norte-nordeste 
brasilero 2008, que es de 2574.74 y que fue encontrada utilizando el método Tabu 
Search. Después de muchas pruebas, de realizar ajustes de parámetros y de 
enriquecer la población inicial con resultados de casos anteriores, se obtuvo la 
solución mostrada en la tabla 5.6. La solución obtenida utilizando planeamiento 
dinámico, supera la mejor solución conocida, usando planeamiento estático, en 
293.00 millones de dólares. 
 
El algoritmo genético implementado también encontró otras soluciones, algunas de 
ellas cercanas a la solución de 2281.74 millones de dólares, que representan 
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alternativas al problema de planeamiento dinámico. En estos casos, el proceso se 
inicializó con diferentes números aleatorios. La tabla 5.7 muestra un grupo 
representativo de estas soluciones. 
 
 
Caso N° Función Objetivo 
US$x106 
Corte de carga (MW) 
1 2281.74 0.0 
2 2283.90 1.0 
3 2293.07 0.0 
4 2297.34 7.2 
5 2305.34 8.9 
6 2250.33 48.0 
Tabla 5.7: Estadísticas del sistema norte-nordeste 2002-2008 
 
En la tabla 5.7 se puede observar que existen 5 configuraciones de buena calidad con 
inversiones entre 2281 y 2306 millones de dólares. Las soluciones están ordenadas 
por costo de inversión. En forma similar a lo ocurrido con el problema de 
planeamiento dinámico del sistema colombiano 2005-2009-2012, el algoritmo 
genético ha encontrado un grupo de alternativas de buena calidad, aunque no en la 
misma proporción, dada la complejidad de este problema. 
 
De otro lado, puede observarse un mayor esfuerzo computacional en este problema, si 
se compara el número de llamados al PL que realiza el algoritmo genético en los dos 
sistemas de prueba. 
 
Es importante puntualizar nuevamente que, a pesar del aumento del tamaño y la 
complejidad del problema, el método encuentra buenas soluciones, de la misma 
forma que lo hace en el problema estático. Esto se debe al buen desempeño que 
presenta el algoritmo genético sumado a la existencia de una población inicial de 
buena calidad.   
 
 
 
5.5   ANÁLISIS COMPARATIVO DE RESULTADOS 
 
  
A continuación se hará un análisis comparativo de resultados para los dos sistemas de 
prueba, con el propósito de determinar que tanto mejora la respuesta, en términos de 
inversión en transmisión, cuando se aplica planeamiento dinámico en lugar de 
planeamiento estático, y cuando se aplica el método de algoritmos genéticos en lugar 
de otros métodos. 
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5.5.1     Sistema Colombiano 
 
 
La figura 5.3  resume los resultados obtenidos para el sistema de prueba colombiano 
2012, utilizando algoritmos genéticos, y planeamiento estático y dinámico. Las 
respuestas mostradas corresponden a: 
 
1. Sistema colombiano 2010, plan de expansión LP6, presentado en la referencia [6] 
y resuelto con algoritmos genéticos para una etapa en el horizonte de 
planeamiento. El año final: 2010 se redefinió en nuestro trabajo como 2012 pero 
se conservaron  los datos de generación y demanda para el año final. Las razones 
para hacer esto fueron expuestas en el ítem 5.1. 
 
2. Sistema colombiano 2012, plan de expansión LP6, presentado en este trabajo y 
resuelto con algoritmos genéticos para una etapa en el horizonte de planeamiento 
(planeamiento estático). 
 
3. Sistema colombiano 2005-2009-2012, plan de expansión LP6 ampliado, 
presentado en este trabajo y resuelto con algoritmos genéticos para 3 etapas en el 
horizonte de planeamiento (planeamiento dinámico). 
 
 
Figura 5.3: Resultados comparativos para el sistema colombiano 2012 
 
Al comparar la mejor solución obtenida usando planeamiento estático, con la mejor 
solución obtenida usando planeamiento dinámico, se puede observar que: 
 
· Las líneas 132 y 138 aparecen en el plan de expansión estático pero no en el 
dinámico. 
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· Las líneas 42 y 136  aparecen en el plan de expansión dinámico pero no en el 
estático. 
 
· Para las líneas que aparecen en ambos planes de expansión, el plan dinámico 
decide cual es el momento más adecuado del tiempo para adicionarlas, de acuerdo 
a las exigencias del sistema.  
 
· En el planeamiento dinámico, las dos líneas de la rama 141 son adicionadas en 
períodos distintos del tiempo. 
 
 
De acuerdo con las observaciones anteriores, se puede concluir que: 
 
 
· A pesar de que la suma de los costos de las líneas 42 y 136 (US$ 46128x103) 
supera al de las líneas 132 y 138 (US$26142x103), éstas son adicionadas en el 
primer período por el planeamiento dinámico. Este sobrecosto inicial puede ser 
asumido por el método, gracias a que puede compensarlo con la reducción de 
costo de las líneas que no son adicionadas en el primer período.  
 
· Las líneas de alto costo, generalmente son desechadas por el planeamiento 
estático, a menos que muestren ser imprescindibles para la operación, sin 
embargo, el factor de descuento puede volverlas atractivas en el planeamiento 
dinámico.  
 
· Se pudo comprobar que el problema de planeamiento dinámico de 3 etapas, 
aplicado al sistema colombiano, encuentra una solución con un valor presente de 
inversión en transmisión (US514.5x106) menor el valor presente de inversión que 
presentan tres planeamientos estáticos consecutivos que utilizan funciones 
objetivo individuales (US541x106). 
 
· El planeamiento dinámico adiciona en cada período las líneas que el sistema 
requiere y que pueden beneficiar también los otros períodos, lo que le permite 
minimizar la inversión total.   
 
· El planeamiento dinámico opera siempre sobre todos los períodos, a diferencia 
del planeamiento estático multietapa que es un planeamiento “hacia adelante” y 
desacoplado que no evalúa el impacto de las adiciones en los demás períodos. 
5.5.2 Sistema Norte-Nordeste Brasilero 
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La figura 5.4  resume los resultados obtenidos para el sistema de prueba norte-
nordeste brasilero 2008, utilizando diferentes métodos de solución, y planeamiento 
estático y dinámico. Las respuestas mostradas corresponden a: 
 
1. Sistema norte-nordeste 2008, tesis de maestría Universidad de Campinas 1984,  
resuelto con el programa SINTRA basado en un algoritmo heurístico iterativo, 
solución obtenida: 3633 millones de dólares. 
 
2. Sistema norte-nordeste 2008, referencia [36], año 1989, resuelto utilizando un 
algoritmo de enumeración implícita, solución obtenida: 2932 millones de dólares. 
 
3. Sistema norte-nordeste 2008, referencia [31], año 1996, resuelto utilizando 
simulated annealing, solución obtenida: 2630 millones de dólares. 
 
4. Sistema norte-nordeste 2008, referencia [16], año 1997, resuelto utilizando 
algoritmo genético, solución obtenida: 2600 millones de dólares. 
 
5. Sistema norte-nordeste 2008, referencia [16], año 2000, resuelto utilizando 
algoritmo híbrido, solución obtenida: 2586 millones de dólares.  
 
6. Sistema norte-nordeste 2008, referencia [18], año 2000, resuelto utilizando Tabu 
Search, solución obtenida: 2574 millones de dólares. 
 
7. Sistema norte-nordeste 2002-2008, correspondiente al sistema 2008 resuelto con 
dos etapas en el horizonte de planeamiento: 1998-2002  y  2002-2008, solución 
obtenida: 2283.9 millones de dólares. 
 
 
Figura 5.4: Resultados comparativos para el sistema norte-nordeste 2008 
Como se puede observar, ha existido un permanente interés en los investigadores, por 
desarrollar metodologías que permitan solucionar el problema de planeamiento de la 
expansión de la transmisión en sistemas eléctricos de gran complejidad. Dentro de 
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este propósito, el sistema de prueba norte-nordeste brasilero 2008 ha servido de 
referencia para medir el desempeño de los diferentes métodos propuestos, debido a su 
tamaño y nivel de complejidad. La figura 5.4 muestra el desempeño y la evolución de 
los métodos desarrollados para solucionar el problema de planeamiento de la 
expansión de la transmisión de sistemas complejos, tomando como referencia las 
respuestas obtenidas por éstos para el sistema de prueba norte-nordeste brasilero 
2008. Encontramos aquí desde los métodos basados en sensibilidad y planeamiento 
estático, hasta las técnicas evolutivas aplicadas a planeamiento estático y dinámico. 
El desarrollo histórico de los métodos de solución muestra una marcada tendencia por 
explorar las técnicas evolutivas y las que incluyen inteligencia artificial y, dentro de 
este contexto, los algoritmos genéticos han sido aplicados con excelentes resultados. 
 
Para el sistema de prueba norte-nordeste 2008, la mejor solución reportada utilizando 
planeamiento estático [18], tiene un costo de inversión de 2574.74 millones de 
dólares y requiere aproximadamente de 155000 llamados al algoritmo de PL. Para el 
mismo sistema el planeamiento dinámico obtiene una solución de 2281.74 millones 
de dólares con 301996 llamados al algoritmo de PL, esto representa 
aproximadamente el doble de ejecuciones del algoritmo de programación lineal 
realizadas por el planeamiento estático. La respuesta obtenida con planeamiento 
dinámico supera en 293 millones de dólares a la respuesta obtenida con planeamiento 
estático, con un esfuerzo computacional mayor. 
 
Si se comparan los circuitos adicionados por las dos soluciones se puede observar que 
el planeamiento dinámico utiliza circuitos y rutas de transmisión que no están 
presentes en la solución entregada por el planeamiento estático. Lo anterior se debe, 
fundamentalmente, a la diferencia existente entre los valores presentes de los costos 
de los circuitos vistos por los dos tipos de planeamiento, y a la característica que 
posee el planeamiento dinámico de poderse ajustar al perfil que presenta la demanda 
y la generación en el horizonte de planeamiento, característica que no tiene el 
planeamiento estático. El planeamiento dinámico saca el máximo provecho de estas 
dos características. 
 
De otro lado, un cambio en el perfil de la demanda y la generación, en el horizonte de 
planeamiento, producirá respuestas diferentes en el planeamiento dinámico y dejará 
invariable el planeamiento estático. Esta característica  amplía el campo de aplicación 
del primero y limita la aplicación del segundo. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
Capítulo 6 
 
 
CONCLUSIONES 
 
  
El problema de planeamiento dinámico de la expansión de la transmisión, es un típico 
problema combinatorial donde el número de posibles configuraciones a ser analizadas 
crece exponencialmente con el tamaño de la red. Este es un tipo de problema de 
programación no lineal entera-mixta PNLEM donde la adición de fracciones de línea 
no son permitidas. Es un problema de difícil solución debido a que el espacio de 
soluciones está representado por una gran cantidad de posibles configuraciones 
candidatas y cuya enumeración es excesivamente grande, llegando a ser 
extraordinariamente alta en los sistemas de gran tamaño. En el problema de 
planeamiento, cada alternativa posible es analizada a través de un PL, lo cual hace 
más lento el proceso de solución del problema. El buen desempeño que presentan las 
técnicas evolutivas y en particular, los algoritmos genéticos, se debe a que no 
exploran todo el espacio de soluciones y en su lugar evalúan un grupo reducido, y de 
buena calidad, del gran número de configuraciones candidatas. 
 
La formulación para el problema de planeamiento dinámico de la expansión del 
sistema de transmisión considera, simultáneamente, los costos de inversión en nuevas 
instalaciones en todos los períodos del horizonte de largo plazo. La demanda y la 
generación han sido discretizadas para permitir representar las variaciones que 
ocurren en el sistema eléctrico a lo largo del tiempo.       
 
El problema de optimización del planeamiento dinámico de la expansión formulado 
es resuelto a través de un algoritmo genético, el cual inicia el proceso de solución con 
una población de configuraciones generada con algoritmos heurísticos constructivos 
básicos y especializados. En la conformación de la población inicial se utilizaron 
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modelos, para el sistema eléctrico, que permiten trabajar con redes no conectadas 
(modelo de transporte y modelos híbridos) los cuales se resuelven usando 
programación lineal. También se utilizó el modelo DC en algunos de los algoritmos 
heurísticos constructivos. En el algoritmo genético se utilizó el modelo DC para 
representar la red de transmisión, el cual es resuelto usando programación lineal.   
 
Puede decirse que este problema de optimización se resuelve en dos fases. En la  
primera fase se genera una población inicial de buena calidad, y en la segunda fase se  
hace evolucionar esta población, usando el método de algoritmos genéticos, hasta 
encontrar en ella configuraciones de alta calidad. En las dos fases es imprescindible el 
uso de programación lineal y modelos matemáticos que representen la red de 
transmisión y puedan ser resueltos usando PL. 
 
El algoritmo genético presenta dos características diferentes. Por un lado es un 
método aleatorio y por otro es un método determinístico. Su característica aleatoria 
está presente en los mecanismos de selección, recombinación y mutación. La 
característica determinística está presente en la evaluación de la función objetivo, en 
la evaluación de la operación de la red de transmisión y, parcialmente, en los 
mecanismos de selección y mutación. Por otra parte, a pesar de que la función de 
optimización no es diferenciable, el proceso de selección que el método aplica, es 
direccionado por los valores  de adecuación (función objetivo) correspondientes a 
cada individuo. 
 
Otra característica importante de los algoritmos genéticos es su paralelismo implícito, 
lo que significa que evalúan simultáneamente varios puntos, tantos como individuos 
tengan en su población, en el espacio de soluciones. El procedimiento de búsqueda, 
es por lo tanto, multidireccional, a través del mantenimiento de varias soluciones 
candidatas, y procurando un intercambio de información entre las direcciones. 
 
De otro lado, para sistemas de gran tamaño y mediana o gran complejidad, no es 
adecuado utilizar poblaciones iniciales generadas aleatoriamente debido al gran 
número de regiones en el espacio de solución, que estos contienen. La formación de 
caminos óptimos es una tarea compleja, tanto más si existen muchos nodos aislados 
como en el sistema norte-nordeste brasilero 2002-2008. En estos casos, el proceso 
puede quedar atrapado en regiones de baja calidad. 
 
Cuando se utilizan los algoritmos heurísticos constructivos básicos, en la 
conformación de la población inicial, se observa que las configuraciones generadas 
conectan adecuadamente las barras aisladas del sistema. Especialmente se observa 
que estos algoritmos identifican líneas importantes que aparecen posteriormente en la 
solución del problema. Estos algoritmos fueron complementados con otros, 
encargados de identificar y retirar líneas superfluas adicionadas y sin capacidad de 
transporte (líneas aisladas que no configuran rutas de transmisión).  De todas 
maneras, estos algoritmos no logran identificar todas las ramas que forman parte de la 
solución final, en este trabajo, este aspecto fue mejorado incluyendo un nuevo grupo 
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de algoritmos heurísticos constructivos basados en el modelo híbrido, los cuales 
identificaron nuevas rutas y ramas de la solución. 
 
Para la formulación matemática utilizada, el crecimiento continuo del sistema es 
discretizado en distintas etapas que representan la evolución del comportamiento del 
sistema eléctrico a lo largo del horizonte de planeamiento. De este modo, se evita 
priorizar inversiones cuyos beneficios se limiten al corto plazo, y se definen las 
inversiones considerando, además del costo inmediato, el impacto causado por los 
equipos sobre el sistema durante toda su vida útil. El hecho de realizar el 
planeamiento de las distintas etapas usando un único problema que las integra en un 
único plan  de expansión, permite que las inversiones para los distintos períodos de 
tiempo, sean determinadas en forma conjunta y coordinada. De esta forma, líneas de 
transmisión de alto costo pueden ser seleccionadas si esto beneficia el plan de 
expansión global.  
 
Aunque este trabajo no lo considera, el planeamiento dinámico de la expansión 
también debe involucrar los costos de operación del sistema y debe realizar 
paralelamente la expansión de la generación, ya que un plan de expansión puede ser 
óptimo desde el punto de vista de la inversión en transmisión pero puede presentar un 
alto costo de operación. La formulación utilizada y el método de algoritmos genéticos 
propuesto fueron elaborados considerando el planeamiento dinámico de la expansión 
de la generación, sin embargo, su efecto en el plan de expansión del sistema será 
objeto de estudio de trabajos posteriores.      
 
Respecto a la aplicabilidad, esta metodología puede ser utilizada junto con otras  
herramientas por la entidad responsable del planeamiento de la expansión de sistemas 
de gran tamaño y gran complejidad, con el fin de poder establecer un plan indicativo 
de la expansión, que pueda ser divulgado junto con otras informaciones, a los agentes 
del sector y así poder guiar sus inversiones en el área.  
 
Cuando el algoritmo genético encuentra una buena solución para el problema de 
planeamiento dinámico de la expansión de la transmisión, una simulación de la 
operación del sistema entregará resultados que representan señales económicas, entre 
las cuales se encuentran las siguientes:  los cortes de carga previstos para el período t; 
el costo marginal nodal de la energía para el período t; la generación prevista, para el 
período t, de los generadores ya instalados; la variación del costo de operación para 
una variación incremental en la capacidad de transmisión de los circuitos, para el 
período t,  y la variación del costo de operación para una variación incremental en la 
susceptancia de los circuitos, para el período t.  Las señales económicas mencionadas 
anteriormente se obtienen resolviendo el modelo DC, que representa la red de 
transmisión  en el período t, usando un  PL.  
 
Además de los algoritmos genéticos existen otros métodos que permiten solucionar el 
problema de planeamiento estático de la expansión en sistemas eléctricos, algunos de 
los cuales no son eficientes en la solución de sistemas de tamaño mediano y grande 
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complejidad. Entre estos se encuentran métodos como GRASP, redes neuronales, 
búsqueda tabu, simulated annealing, descomposición de Benders combinado con 
branch-and-bound y algoritmos basados en sensibilidad. Respecto al problema de 
planeamiento dinámico, solo se han aplicado hasta ahora, los métodos de algoritmos 
genéticos (en este trabajo), para sistemas de gran complejidad, y de descomposición 
de Benders combinado con branch-and-bound  [25] para sistemas de complejidad 
pequeña y media. A este respecto, cabe destacar que este trabajo hace un aporte 
importante a la solución del problema de planeamiento dinámico para sistemas 
eléctricos de baja, mediana y alta complejidad.  
 
Finalmente, este trabajo se ha orientado a la búsqueda de nuevas alternativas de 
solución del problema de planeamiento de la expansión de la transmisión básico, es 
decir, considerando únicamente inversión en transmisión. Esto con el propósito de  
poder establecer comparaciones con los resultados entregados por el planeamiento 
estático, para los sistemas de prueba, usando diversas técnicas. Sin embargo, al 
modelo planteado se le puede incorporar fácilmente generación candidata, costos de 
operación en transmisión y generación, pérdidas en transmisión, seguridad y 
confiabilidad.   
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A.1 Sistema de 06 Barras de Garver
Niveles de Generaion y Carga
Barra Cap. de Generaion Gen. Atual Carga (MW)
1 150 50 80
2 0 0 240
3 360 165 40
4 0 0 160
5 0 0 240
6 600 545 0
Caraterstias de las Lineas
N
o

Linea Lineas Reatania Capaidad Costo
existentes (pu) (MW) 10
3
dol.
1 1-2 1 0.40 100 40
2 1-3 0 0.38 100 38
3 1-4 1 0.60 80 60
4 1-5 1 0.20 100 20
5 1-6 0 0.68 70 68
6 2-3 1 0.20 100 20
7 2-4 1 0.40 100 40
8 2-5 0 0.31 100 31
9 2-6 0 0.30 100 30
10 3-4 0 0.59 82 59
11 3-5 1 0.20 100 20
12 3-6 0 0.48 100 48
13 4-5 0 0.63 75 63
14 4-6 0 0.30 100 30
15 5-6 0 0.61 78 61
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Figura 1: Red de Garver Iniial
A.2 Sistema Sur Brasilero de 46 Barras
Niveles de Generaion y Carga
Barra Cap. de Generaion Gen. Atual Carga (MW)
1 0.0 0.0 0.0
2 0.0 0.0 443.1
3 0.0 0.0 0.0
4 0.0 0.0 300.7
5 0.0 0.0 238.0
6 0.0 0.0 0.0
7 0.0 0.0 0.0
8 0.0 0.0 72.2
9 0.0 0.0 0.0
10 0.0 0.0 0.0
11 0.0 0.0 0.0
12 0.0 0.0 511.9
13 0.0 0.0 185.8
14 1257.0 944.0 0.0
15 0.0 0.0 0.0
16 2000.0 1366.0 0.0
17 1050.0 1000.0 0.0
18 0.0 0.0 0.0
19 1670.0 773.0 0.0
20 0.0 0.0 1091.2
21 0.0 0.0 0.0
22 0.0 0.0 81.9
23 0.0 0.0 458.1
24 0.0 0.0 478.2
25 0.0 0.0 0.0
26 0.0 0.0 231.9
27 220.0 54.0 0.0
28 800.0 730.0 0.0
Niveles de Generaion y Carga - Continuaion
Barra Cap. de Generaion Gen. Atual Carga (MW)
29 0.0 0.0 0.0
30 0.0 0.0 0.0
31 700.0 310.0 0.0
32 500.0 450.0 0.0
33 0.0 0.0 229.1
34 748.0 221.0 0.0
35 0.0 0.0 216.0
36 0.0 0.0 90.1
37 300.0 212.0 0.0
38 0.0 0.0 216.0
39 600.0 221.0 0.0
40 0.0 0.0 262.1
41 0.0 0.0 0.0
42 0.0 0.0 1607.9
43 0.0 0.0 0.0
44 0.0 0.0 79.1
45 0.0 0.0 86.7
46 700.0 599.0 0.0
Caraterstias de las Lineas
N
o

Linea Lineas Reatania Capaidad Costo
existentes (pu) (MW) 10
3
dol.
1 01-07 1 0.0616 270 4349
2 01-02 2 0.1065 270 7076
3 04-09 1 0.0924 270 6217
4 05-09 1 0.1173 270 7732
5 05-08 1 0.1132 270 7480
6 07-08 1 0.1023 270 6823
7 04-05 2 0.0566 270 4046
8 02-05 2 0.0324 270 2581
9 08-13 1 0.1348 240 8793
10 09-14 2 0.1756 220 11267
11 12-14 2 0.0740 270 5106
12 14-18 2 0.1514 240 9803
13 13-18 1 0.1805 220 11570
14 13-20 1 0.1073 270 7126
15 18-20 1 0.1997 200 12732
16 19-21 1 0.0278 1500 32632
17 16-17 1 0.0078 2000 10505
18 17-19 1 0.0061 2000 8715
19 14-26 1 0.1614 220 10409
20 14-22 1 0.0840 270 5712
21 22-26 1 0.0790 270 5409
22 20-23 2 0.0932 270 6268
23 23-24 2 0.0774 270 5308
24 26-27 2 0.0832 270 5662
25 24-34 1 0.1647 220 10611
26 24-33 1 0.1448 240 9399
Caraterstias de las Lineas - Continuaion
N
o

Linea Lineas Reatania Capaidad Costo
existentes (pu) (MW) 10
3
dol.
27 33-34 1 0.1265 270 8288
28 27-36 1 0.0915 270 6167
29 27-38 2 0.2080 200 13237
30 36-37 1 0.1057 270 7025
31 34-35 2 0.0491 270 3591
32 35-38 1 0.1980 200 12631
33 37-39 1 0.0283 270 2329
34 37-40 1 0.1281 270 8389
35 37-42 1 0.2105 200 13388
36 39-42 3 0.2030 200 12934
37 40-42 1 0.0932 270 6268
38 38-42 3 0.0907 270 6116
39 32-43 1 0.0309 1400 35957
40 42-44 1 0.1206 270 7934
41 44-45 1 0.1864 200 11924
42 19-32 1 0.0195 1800 23423
43 46-19 1 0.0222 1800 26365
44 46-16 1 0.0203 1800 24319
45 18-19 1 0.0125 600 8178
46 20-21 1 0.0125 600 8178
47 42-43 1 0.0125 600 8178
48 02-04 0 0.0882 270 5965
49 14-15 0 0.0374 270 2884
50 46-10 0 0.0081 2000 10889
51 04-11 0 0.2246 240 14247
52 05-11 0 0.0915 270 6167
Caraterstias de las Lineas - Continuaion
N
o

Linea Lineas Reatania Capaidad Costo
existentes (pu) (MW) 10
3
dol.
53 46-06 0 0.0128 2000 16005
54 46-03 0 0.0203 1800 24319
55 16-28 0 0.0222 1800 26365
56 16-32 0 0.0311 1400 36213
57 17-32 0 0.0232 1700 27516
58 19-25 0 0.0325 1400 37748
59 21-25 0 0.0174 2000 21121
60 25-32 0 0.0319 1400 37109
61 31-32 0 0.0046 2000 7052
62 28-31 0 0.0053 2000 7819
63 28-30 0 0.0058 2000 8331
64 27-29 0 0.0998 270 6672
65 26-29 0 0.0541 270 3894
66 28-41 0 0.0339 1300 39283
67 28-43 0 0.0406 1200 46701
68 31-41 0 0.0278 1500 32632
69 32-41 0 0.0309 1400 35957
70 41-43 0 0.0139 2000 17284
71 40-45 0 0.2205 180 13994
72 15-16 0 0.0125 600 8178
73 46-11 0 0.0125 600 8178
74 24-25 0 0.0125 600 8178
75 29-30 0 0.0125 600 8178
76 40-41 0 0.0125 600 8178
77 02-03 0 0.0125 600 8178
78 05-06 0 0.0125 600 8178
79 09-10 0 0.0125 600 8178
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Figure 2: Sistema Sur Brasilero
A.3 Sistema Nordeste Brasilero de 87 Barras
Niveles de Generaion y Carga
Barra Generaion en Carga en Generaion en Carga en
2002 (MW) 2002 (MW) 2008 (MW) 2008 (MW)
1 0 1857 0 2747
2 4048 0 4550 0
3 0 0 0 0
4 517 0 6422 0
5 0 0 0 0
6 0 0 0 0
7 0 31 0 31
8 403 0 82 0
9 465 0 465 0
10 538 0 538 0
11 2200 0 2260 0
12 2257 0 4312 0
13 4510 0 5900 0
14 542 0 542 0
15 0 0 0 0
16 0 0 0 0
17 0 0 0 0
18 0 0 0 0
19 0 86 0 125
20 0 125 0 181
21 0 722 0 1044
22 0 291 0 446
23 0 58 0 84
24 0 159 0 230
25 0 1502 0 2273
26 0 47 0 68
27 0 378 0 546
28 0 189 0 273
29 0 47 0 68
Niveles de Generaion y Carga - Continuaion
Barra Generaion en Carga en Generaion en Carga en
2002 (MW) 2002 (MW) 2008 (MW) 2008 (MW)
30 0 189 0 273
31 0 110 0 225
32 0 0 0 0
33 0 0 0 0
34 0 28 0 107
35 1635 0 1531 0
36 0 225 0 325
37 169 0 114 0
38 0 0 0 0
39 0 186 0 269
40 0 1201 0 1738
41 0 520 0 752
42 0 341 0 494
43 0 0 0 0
44 0 4022 0 5819
45 0 0 0 0
46 0 205 0 297
47 0 0 0 0
48 0 347 0 432
49 0 777 0 1124
50 0 5189 0 7628
51 0 290 0 420
52 0 707 0 1024
53 0 0 0 0
54 0 0 0 0
55 0 0 0 0
56 0 0 0 0
57 0 0 0 0
58 0 0 0 0
Niveles de Generaion y Carga - Continuaion
Barra Generaion en Carga en Generaion en Carga en
2002 (MW) 2002 (MW) 2008 (MW) 2008 (MW)
59 0 0 0 0
60 0 0 0 0
61 0 0 0 0
62 0 0 0 0
63 0 0 0 0
64 0 0 0 0
65 0 0 0 0
66 0 0 0 0
67 1242 0 1242 0
68 888 0 888 0
69 902 0 902 0
70 0 0 0 0
71 0 0 0 0
72 0 0 0 0
73 0 0 0 0
74 0 0 0 0
75 0 0 0 0
76 0 0 0 0
77 0 0 0 0
78 0 0 0 0
79 0 0 0 0
80 0 0 0 0
81 0 0 0 0
82 0 0 0 0
83 0 0 0 0
84 0 0 0 0
85 0 487 0 705
86 0 0 0 0
87 0 0 0 0
Caraterstias de las Lineas - Nordeste Brasilero
N
o

Linea Lineas Reatania Capaidad Costo
existentes (pu) (MW) 10
3
dol.
1 01-02 2 0.0374 1000 44056
2 02-04 0 0.0406 1000 48880
3 02-60 0 0.0435 1000 52230
4 02-87 1 0.0259 1000 31192
5 03-71 0 0.0078 3200 92253
6 03-81 0 0.0049 3200 60153
7 03-83 0 0.0043 3200 53253
8 03-87 0 0.0058 1200 21232
9 04-05 1 0.0435 1000 52230
10 04-06 0 0.0487 1000 58260
11 04-32 0 0.0233 300 7510
12 04-60 0 0.0215 1000 26770
13 04-68 0 0.0070 1000 10020
14 04-69 0 0.0162 1000 20740
15 04-81 0 0.0058 1200 21232
16 04-87 1 0.0218 1000 26502
17 05-06 1 0.0241 1000 29852
18 05-38 2 0.0117 600 8926
19 05-56 0 0.0235 1000 29182
20 05-58 0 0.0220 1000 27440
21 05-60 0 0.0261 1000 32130
22 05-68 0 0.0406 1000 48880
23 05-70 0 0.0464 1000 55580
24 05-80 0 0.0058 1200 21232
25 06-07 1 0.0288 1000 35212
26 06-37 1 0.0233 300 7510
27 06-67 0 0.0464 1000 55580
28 06-68 0 0.0476 1000 56920
29 06-70 0 0.0371 1000 44860
30 06-75 0 0.0058 1200 21232
31 07-08 1 0.0234 1000 29048
32 07-53 0 0.0452 1000 54240
33 07-62 0 0.0255 1000 31460
34 08-09 1 0.0186 1000 23420
35 08-12 0 0.0394 1000 47540
36 08-17 0 0.0447 1000 53570
Caraterstias de las Lineas - Continuaion
N
o

Linea Lineas Reatania Capaidad Costo
existentes (pu) (MW) 10
3
dol.
37 08-53 1 0.0365 1200 44190
38 08-62 0 0.0429 1000 51560
39 08-73 0 0.0058 1200 21232
40 09-10 1 0.0046 1000 7340
41 10-11 1 0.0133 1000 17390
42 11-12 1 0.0041 1200 6670
43 11-15 1 0.0297 1200 36284
44 11-17 1 0.0286 1200 35078
45 11-53 1 0.0254 1000 31326
46 12-13 1 0.0046 1200 7340
47 12-15 1 0.0256 1200 31594
48 12-17 1 0.0246 1200 30388
49 12-35 2 0.0117 600 8926
50 12-84 0 0.0058 1200 21232
51 13-14 0 0.0075 1200 10690
52 13-15 0 0.0215 1200 26770
53 13-17 0 0.0232 1200 28780
54 13-45 1 0.0290 1200 35480
55 13-59 1 0.0232 1200 28780
56 14-17 0 0.0232 1200 28780
57 14-45 0 0.0232 1200 28780
58 14-59 0 0.0157 1200 20070
59 15-16 2 0.0197 1200 24760
60 15-45 0 0.0103 1200 13906
61 15-46 1 0.0117 600 8926
62 15-53 0 0.0423 1000 50890
63 16-44 4 0.0117 600 8926
64 16-45 0 0.0220 1200 27440
65 16-61 0 0.0128 1000 16720
66 16-77 0 0.0058 1200 21232
67 17-18 2 0.0170 1200 21678
68 17-59 0 0.0170 1200 21678
69 18-50 4 0.0117 600 8926
70 18-59 1 0.0331 1200 40170
71 18-74 0 0.0058 1200 21232
72 19-20 1 0.0934 170 5885
Caraterstias de las Lineas - Continuaion
N
o

Linea Lineas Reatania Capaidad Costo
existentes (pu) (MW) 10
3
dol.
73 19-22 1 0.1877 170 11165
74 20-21 1 0.0715 300 6960
75 20-21 1 0.1032 170 6435
76 20-38 2 0.1382 300 12840
77 20-56 0 0.0117 600 8926
78 20-66 0 0.2064 170 12210
79 21-57 0 0.0117 600 8926
80 22-23 1 0.1514 170 9130
81 22-37 2 0.2015 170 11935
82 22-58 0 0.0233 300 7510
83 23-24 1 0.1651 170 9900
84 24-25 1 0.2153 170 12705
85 24-43 0 0.0233 300 7510
86 25-26 2 0.1073 300 29636
87 25-26 3 0.1691 170 10120
88 25-55 0 0.0117 600 8926
89 26-27 2 0.1404 300 25500
90 26-27 3 0.2212 170 12760
91 26-29 1 0.1081 170 6710
92 26-54 0 0.0117 600 8926
93 27-28 3 0.0826 170 5335
94 27-35 2 0.1367 300 25000
95 27-53 1 0.0117 600 8926
96 28-35 3 0.1671 170 9900
97 29-30 1 0.0688 170 4510
98 30-31 1 0.0639 170 4235
99 30-63 0 0.0233 300 7510
100 31-34 1 0.1406 170 8525
101 32-33 0 0.1966 170 11660
102 33-67 0 0.0233 300 7510
103 34-39 2 0.1160 170 7150
104 34-39 2 0.2968 80 6335
105 34-41 2 0.0993 170 6215
106 35-46 4 0.2172 170 12705
107 35-47 2 0.1327 170 8085
108 35-51 3 0.1602 170 9625
109 36-39 2 0.1189 170 7315
Caraterstias de las Lineas - Continuaion
N
o

Linea Lineas Reatania Capaidad Costo
existentes (pu) (MW) 10
3
dol.
110 36-46 2 0.0639 170 4235
111 39-42 1 0.0973 170 6105
112 39-86 0 0.0233 300 7510
113 40-45 1 0.0117 600 8926
114 40-46 3 0.0875 170 5500
115 41-64 0 0.0233 300 7510
116 42-44 2 0.0698 170 4565
117 42-85 2 0.0501 170 3465
118 43-55 0 0.0254 1000 31326
119 43-58 0 0.0313 1000 38160
120 44-46 3 0.1671 170 10010
121 47-48 2 0.1966 170 11660
122 48-49 1 0.0757 170 4895
123 48-50 2 0.0256 170 2090
124 48-51 2 0.2163 170 12760
125 49-50 1 0.0835 170 5335
126 51-52 2 0.0560 170 3795
127 52-59 1 0.0117 600 8926
128 53-54 0 0.0270 1000 32120
129 53-70 0 0.0371 1000 44860
130 53-76 0 0.0058 1200 21232
131 53-86 0 0.0389 1000 46870
132 54-55 0 0.0206 1000 25028
133 54-58 0 0.0510 1000 60940
134 54-63 0 0.0203 1000 25430
135 54-70 0 0.0360 1000 43520
136 54-79 0 0.0058 1200 21232
137 56-57 0 0.0122 1000 16050
138 58-78 0 0.0058 1200 21232
139 60-66 0 0.0233 300 7510
140 60-87 0 0.0377 1000 45530
141 61-64 0 0.0186 1000 23420
142 61-85 0 0.0233 300 7510
143 61-86 0 0.0139 1000 18060
144 62-67 0 0.0464 1000 55580
145 62-68 0 0.0557 1000 66300
146 62-72 0 0.0058 1200 21232
Caraterstias de las Lineas - Continuaion
N
o

Linea Lineas Reatania Capaidad Costo
existentes (pu) (MW) 10
3
dol.
147 63-64 0 0.0290 1000 35480
148 65-66 0 0.3146 170 18260
149 65-87 0 0.0233 300 7510
150 67-68 0 0.0290 1000 35480
151 67-69 0 0.0209 1000 26100
152 67-71 0 0.0058 1200 21232
153 68-69 0 0.0139 1000 18060
154 68-83 0 0.0058 1200 21232
155 68-87 0 0.0186 1000 23240
156 69-87 0 0.0139 1000 18060
157 70-82 0 0.0058 1200 21232
158 71-72 0 0.0108 3200 125253
159 71-75 0 0.0108 3200 125253
160 71-83 0 0.0067 3200 80253
161 72-73 0 0.0100 3200 116253
162 72-83 0 0.0130 3200 149253
163 73-74 0 0.0130 3200 149253
164 73-75 0 0.0130 3200 149253
165 73-84 0 0.0092 3200 107253
166 74-84 0 0.0108 3200 125253
167 75-76 0 0.0162 3200 185253
168 75-81 0 0.0113 3200 131253
169 75-82 0 0.0086 3200 101253
170 75-83 0 0.0111 3200 128253
171 76-77 0 0.0130 3200 149253
172 76-82 0 0.0086 3200 101253
173 76-84 0 0.0059 3200 70953
174 77-79 0 0.0151 3200 173253
175 77-84 0 0.0115 3200 132753
176 78-79 0 0.0119 3200 137253
177 78-80 0 0.0051 3200 62253
178 79-82 0 0.0084 3200 98253
179 80-81 0 0.0101 3200 117753
180 80-82 0 0.0108 3200 125253
181 80-83 0 0.0094 3200 110253
182 81-83 0 0.0016 3200 23253
183 82-84 0 0.0135 3200 155253
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Figura 3: Sistema Norte-Nordeste Brasilero
A.4 Sistema Eletrio Colombiano de 93 Barras
Niveles de Generaion y Carga
Barra Generaion en Carga en Generaion en Carga en Generaion en Carga en
2005 (MW) 2005 (MW) 2009 (MW) 2009 (MW) 2012 (Mw) 2012 (Mw)
1 240.00 0.00 240.00 0.00 240.00 0.00
2 0.00 352.90 165.00 406.53 165.00 486.66
3 0.00 393.00 0.00 490.50 0.00 587.08
4 0.00 0.00 0.00 0.00 0.00 0.00
5 40.00 235.00 40.00 293.56 40.00 351.42
6 34.00 0.00 34.00 0.00 34.00 0.00
7 0.00 300.00 0.00 374.26 136.00 448.03
8 100.00 339.00 230.00 423.00 230.00 505.87
9 0.00 348.00 0.00 434.12 0.00 519.69
10 0.00 60.00 0.00 74.21 0.00 88.84
11 80.00 147.00 108.00 183.90 108.00 220.15
12 47.00 0.00 47.00 0.00 47.00 0.00
13 0.00 174.00 0.00 217.26 0.00 260.08
14 0.00 0.00 0.00 0.00 0.00 0.00
15 0.00 377.00 0.00 470.17 0.00 562.84
16 0.00 236.00 0.00 294.00 0.00 351.90
17 35.00 136.00 35.00 169.57 35.00 203.00
18 480.00 36.20 540.00 45.20 540.00 54.10
19 900.00 19.60 1340.00 24.46 1340.00 29.28
20 0.00 202.40 0.00 252.50 45.00 302.27
21 0.00 186.00 0.00 231.70 0.00 277.44
22 200.00 53.00 200.00 66.13 200.00 79.17
23 0.00 203.00 0.00 252.50 0.00 302.27
24 120.00 0.00 150.00 0.00 150.00 0.00
25 86.00 0.00 86.00 0.00 86.00 0.00
26 70.00 0.00 70.00 0.00 70.00 0.00
27 0.00 266.00 0.00 331.40 0.00 396.71
28 0.00 326.00 0.00 406.30 14.00 486.39
29 618.00 339.00 618.00 422.60 618.00 505.96
30 0.00 137.00 0.00 166.70 0.00 199.55
31 189.00 234.00 189.00 327.30 189.00 391.88
32 0.00 126.00 0.00 157.30 0.00 188.33
33 0.00 165.00 0.00 206.53 0.00 247.24
34 0.00 77.50 0.00 96.70 0.00 115.81
35 200.00 172.00 200.00 214.60 200.00 256.86
Niveles de Generaion y Carga - Continuaion
Barra Generaion en Carga en Generaion en Carga en Generaion en Carga en
2005 (MW) 2005 (MW) 2009 (MW) 2009 (MW) 2012 (Mw) 2012 (Mw)
36 0.00 112.00 0.00 140.00 44.00 167.29
37 138.00 118.00 138.00 147.30 138.00 176.30
38 0.00 86.00 15.00 108.40 15.00 129.72
39 0.00 180.00 0.00 224.00 15.00 268.19
40 305.00 0.00 305.00 0.00 305.00 0.00
41 70.00 54.80 100.00 68.40 100.00 81.85
42 0.00 102.00 0.00 127.30 0.00 152.39
43 0.00 35.40 0.00 44.20 0.00 52.90
44 23.00 257.00 23.00 321.30 23.00 384.64
45 950.00 0.00 1208.00 0.00 1208.00 0.00
46 150.00 121.00 150.00 151.70 150.00 181.62
47 0.00 41.15 0.00 51.50 0.00 61.60
48 775.00 600.00 885.00 750.00 885.00 896.26
49 0.00 130.00 0.00 162.00 0.00 193.27
50 240.00 424.00 240.00 528.00 240.00 632.75
51 0.00 128.00 0.00 159.00 0.00 190.45
52 0.00 38.00 0.00 46.50 0.00 55.60
53 280.00 0.00 320.00 0.00 320.00 0.00
54 0.00 76.00 0.00 95.30 0.00 114.19
55 40.00 223.00 40.00 279.00 40.00 333.59
56 0.00 0.00 0.00 0.00 0.00 0.00
57 0.00 226.00 130.00 281.00 130.00 336.94
58 190.00 0.00 190.00 0.00 190.00 0.00
59 160.00 0.00 160.00 0.00 160.00 0.00
60 1191.00 0.00 1216.00 0.00 1216.00 0.00
61 155.00 0.00 155.00 0.00 155.00 0.00
62 0.00 0.00 0.00 0.00 0.00 0.00
63 900.00 35.00 1090.00 44.00 1090.00 52.77
64 0.00 88.00 0.00 110.55 280.00 132.35
65 0.00 132.00 0.00 165.00 0.00 197.58
66 200.00 0.00 300.00 0.00 300.00 0.00
67 474.00 266.00 474.00 332.45 474.00 397.98
68 0.00 0.00 0.00 0.00 0.00 0.00
69 0.00 71.40 0.00 89.00 0.00 106.61
70 30.00 0.00 180.00 0.00 180.00 0.00
71 0.00 315.00 211.00 393.00 424.00 471.21
72 0.00 0.00 0.00 0.00 0.00 0.00
Niveles de Generaion y Carga - Continuaion
Barra Generaion en Carga en Generaion en Carga en Generaion en Carga en
2005 (MW) 2005 (MW) 2009 (MW) 2009 (MW) 2012 (Mw) 2012 (Mw)
73 0.00 0.00 0.00 0.00 0.00 0.00
74 0.00 0.00 0.00 0.00 0.00 0.00
75 0.00 0.00 0.00 0.00 0.00 0.00
76 40.00 0.00 40.00 0.00 40.00 0.00
77 0.00 55.00 0.00 70.00 0.00 82.85
78 0.00 36.65 0.00 45.10 0.00 54.07
79 0.00 98.00 0.00 123.00 300.00 146.87
80 0.00 60.00 0.00 72.00 0.00 88.34
81 0.00 0.00 0.00 0.00 0.00 0.00
82 0.00 0.00 0.00 0.00 0.00 0.00
83 0.00 0.00 0.00 0.00 0.00 0.00
84 0.00 0.00 0.00 0.00 500.00 0.00
85 0.00 0.00 0.00 0.00 0.00 0.00
86 0.00 0.00 300.00 0.00 850.00 0.00
87 0.00 0.00 0.00 0.00 0.00 0.00
88 0.00 0.00 0.00 0.00 300.00 0.00
89 0.00 0.00 0.00 0.00 0.00 0.00
90 0.00 0.00 0.00 0.00 0.00 0.00
91 0.00 0.00 0.00 0.00 0.00 0.00
92 0.00 0.00 0.00 0.00 0.00 0.00
93 0.00 0.00 0.00 0.00 0.00 0.00
Caraterstias de las Lineas - Sistema Colombiano
N
o

Linea Lineas Reatania Capaidad Costo
existentes (pu) (MW) 10
3
dol.
1 52-88 0 0.10 300 34190.0
2 43-88 0 0.18 250 39560.0
3 57-81 0 0.02 550 58890.0
4 73-82 0 0.04 550 97960.0
5 27-89 0 0.03 450 13270.0
6 74-89 0 0.00 550 14570.0
7 73-89 0 0.02 550 66650.0
8 79-83 0 0.05 350 15400.0
9 08-67 0 0.22 250 29200.0
10 39-86 0 0.05 350 9880.0
11 25-28 1 0.06 320 9767.0
12 25-29 1 0.06 320 9882.0
13 13-14 2 0.00 350 3902.0
14 13-20 1 0.02 350 5742.0
15 13-23 1 0.03 350 7007.0
16 14-31 2 0.13 250 18622.0
17 14-18 2 0.15 250 20232.0
18 14-60 2 0.11 300 15977.0
19 02-04 2 0.03 350 6662.0
20 02-09 1 0.01 350 5282.0
21 02-83 1 0.02 570 5972.0
22 09-83 1 0.02 400 5972.0
23 15-18 1 0.04 450 7927.0
24 15-17 1 0.05 320 9422.0
25 15-20 1 0.05 320 9652.0
26 15-76 1 0.04 320 9882.0
27 15-24 1 0.01 350 5282.0
28 37-61 1 0.01 350 4937.0
29 19-61 2 0.11 250 16092.0
30 61-68 1 0.08 250 12412.0
31 37-68 1 0.05 320 9652.0
32 40-68 1 0.13 320 18162.0
33 12-75 1 0.06 320 11492.0
34 24-75 1 0.02 350 5512.0
35 35-36 1 0.21 250 27362.0
36 27-35 1 0.15 250 22072.0
37 35-44 2 0.14 250 20347.0
38 38-68 1 0.04 350 7927.0
Caraterstias de las Lineas - Continuaion
N
o

Linea Lineas Reatania Capaidad Costo
existentes (pu) (MW) 10
3
dol.
39 38-39 1 0.03 350 6317.0
40 27-80 1 0.02 350 7007.0
41 44-80 1 0.10 250 17587.0
42 56-81 1 0.01 550 32858.0
43 45-54 1 0.09 320 13562.0
44 45-50 2 0.01 350 4362.0
45 10-78 1 0.01 350 4937.0
46 07-78 1 0.00 350 4132.0
47 30-64 1 0.15 250 20577.0
48 30-65 1 0.09 250 13677.0
49 30-72 2 0.02 350 5512.0
50 55-57 1 0.02 600 46808.0
51 57-84 1 0.01 600 26658.0
52 55-84 1 0.01 600 26658.0
53 56-57 2 0.02 600 62618.0
54 09-77 1 0.02 350 5857.0
55 77-79 1 0.01 350 5167.0
56 01-59 2 0.02 350 6202.0
57 59-67 2 0.12 250 16667.0
58 08-59 2 0.11 250 15402.0
59 01-03 1 0.10 250 15862.0
60 03-71 1 0.01 450 5167.0
61 03-06 1 0.05 350 9422.0
62 55-62 1 0.03 550 70988.0
63 47-52 1 0.06 350 10572.0
64 51-52 1 0.09 250 12872.0
65 29-31 2 0.10 250 32981.0
66 41-42 1 0.01 350 4707.0
67 40-42 1 0.02 350 5167.0
68 46-53 2 0.10 250 14597.0
69 46-51 1 0.11 250 16322.0
70 69-70 2 0.02 350 6202.0
71 66-69 2 0.12 250 17127.0
72 09-69 2 0.11 350 15747.0
73 60-69 2 0.09 350 13677.0
74 31-32 1 0.03 350 6547.0
75 32-34 1 0.05 350 9767.0
76 16-18 1 0.06 350 10917.0
77 16-23 1 0.02 350 6892.0
Caraterstias de las Lineas - Continuaion
N
o

Linea Lineas Reatania Capaidad Costo
existentes (pu) (MW) 10
3
dol.
78 16-21 1 0.03 350 6892.0
79 31-34 1 0.08 250 12412.0
80 31-33 2 0.02 350 6432.0
81 31-60 2 0.19 250 25982.0
82 31-72 2 0.02 350 6317.0
83 47-54 2 0.10 250 14252.0
84 47-49 2 0.09 250 13562.0
85 18-58 2 0.02 350 5742.0
86 18-20 1 0.05 350 9537.0
87 18-66 2 0.07 350 11377.0
88 18-21 1 0.03 350 7467.0
89 18-22 1 0.02 350 6432.0
90 19-22 1 0.07 350 11722.0
91 04- 5 3 0.00 350 4247.0
92 05- 6 2 0.01 350 4477.0
93 17-23 1 0.09 250 12987.0
94 17-76 1 0.00 350 3902.0
95 12-17 1 0.01 350 4707.0
96 01-71 2 0.08 250 14367.0
97 01-08 1 0.08 250 13217.0
98 01-11 1 0.08 250 12527.0
99 04-36 2 0.09 250 13562.0
100 19-58 1 0.08 320 11722.0
101 27-64 1 0.03 350 6777.0
102 27-28 1 0.02 350 6202.0
103 27-44 1 0.09 250 16322.0
104 26-27 1 0.07 350 10917.0
105 27-29 1 0.02 350 5052.0
106 19-66 1 0.05 350 9307.0
107 73-74 1 0.02 600 58278.0
108 64-65 1 0.07 350 11837.0
109 29-64 1 0.01 350 4362.0
110 04-34 2 0.10 270 14942.0
111 34-70 2 0.04 350 8272.0
112 33-34 1 0.11 320 16322.0
113 08-71 1 0.01 400 4477.0
114 54-63 3 0.05 320 9077.0
115 48-63 1 0.02 350 6317.0
116 67-68 2 0.17 250 22072.0
117 39-68 1 0.01 350 5282.0
Caraterstias de las Lineas - Continuaion
N
o

Linea Lineas Reatania Capaidad Costo
existentes (pu) (MW) 10
3
dol.
118 08-09 1 0.02 350 5972.0
119 79-87 1 0.01 350 4477.0
120 08-87 1 0.01 350 5167.0
121 39-43 1 0.12 250 16552.0
122 41-43 1 0.11 250 16322.0
123 23-24 1 0.03 350 6317.0
124 21-22 1 0.05 350 9882.0
125 26-28 1 0.05 350 9307.0
126 28-29 1 0.03 350 6777.0
127 06-10 1 0.03 350 7582.0
128 33-72 1 0.02 350 6202.0
129 39-40 2 0.10 250 16207.0
130 12-76 1 0.01 350 4707.0
131 48-54 3 0.04 350 8042.0
132 50-54 2 0.09 250 12872.0
133 62-73 1 0.03 750 73158.0
134 49-53 2 0.10 250 14252.0
135 40-41 1 0.02 350 5742.0
136 45-81 1 0.03 450 13270.0
137 64-74 1 0.03 500 13270.0
138 54-56 3 0.03 450 13270.0
139 60-62 3 0.03 450 13270.0
140 72-73 2 0.03 500 13270.0
141 19-82 1 0.03 450 13270.0
142 55-82 1 0.03 550 77498.0
143 62-82 1 0.01 600 30998.0
144 83-85 2 0.03 450 13270.0
145 82-85 1 0.03 700 89898.0
146 19-86 1 0.15 300 20922.0
147 68-86 1 0.04 350 8272.0
148 07-90 2 0.01 350 4247.0
149 03-90 1 0.01 350 4592.0
150 90-91 1 0.03 550 13270.0
151 85-91 1 0.01 600 40298.0
152 11-92 1 0.03 450 13270.0
153 01-93 1 0.03 450 13270.0
154 92-93 1 0.01 600 30068.0
155 91-92 1 0.01 600 27588.0
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Figura 4: Sistema Eletrio Colombiano
