Abstract. A criterion for designing the class of multirate systems for rate-changing is presented. This criterion arises from a model-matching perspective with maximum relative < 2 -error over a general class of inputs and is a natural extension of the standard Chebyshev method for lter design. Using multirate and convex analysis techniques, the criterion is shown to lead to a convex matrix-valued-function approximation problem. An algorithm using convex optimization is proposed to solve the problem. An example illustrates the use of the algorithm and eectiveness over standard lter-design techniques.
Introduction
The problem of designing the multirate system shown in Figure 1 arises when dealing with discrete-time signals at dierent sampling rates. In this paper, we focus on the design of such structures along with a related generalization|the class of systems, M, which are linear, continuous, and satisfy S L M = MS M where S is the shift operator and L 6 = M . We call M a rate-changing system. We explore a criterion for the design of rate-changing systems. Criteria using a specic function class [1] , stochastic inputs [1, 2 , 3 ] , and approximating function methods [4, 5] have been considered for general multirate systems. If little is known about the class of inputs, a general approach i s preferable. In order to address this concern, we explore the`2 operator norm as a criterion for the design of these systems. This error criterion was recently examined for general multirate systems design [6, 7] and has been used for the design of decimators and interpolators [7] ; we analyze its application to rate-changing systems. This error measure also appears in control theory [8] where it is used for control related design; H 1 optimization methods have recently been applied to the design of multirate lter banks [9] . Our design method is dierent and is based upon a modern convex optimization algorithm. Section 2 explores the structure of the problem. We motivate rate-changing systems by presenting two possible applications. Rate-changing systems are then presented in a matrix form. The relation between this matrix system and multirate systems is given. We remark that the general process of representing multirate systems as matrix systems has been studied by many authors [10, 11, 12] . Our analysis establishes the relations between several structures|the matrix form, the commutator form, and the standard form. Section 3 presents a new analysis of a criterion for the design of rate-changing systems. We begin by motivating the selection of an error criterion. The error criterion is shown to be equivalent to the standard Chebyshev criterion [13] for the LTI (linear time-invariant) case. Our approach to nding a design criterion is via the model-matching problem [8] . The model-matching problem gives an error functional which is analyzed in detail.
Sections 4 and 5 show the solution method.
Convex analysis is used to analyze the error functional. A modern convex optimization algorithm is used to solve the resulting problem.
Section 6 provides an example of our method. The example shows the practicality o f the proposed optimization method. Also, it illustrates various concepts needed for understanding the approximation problem. New methods are introduced to deal with transition regions and response weighting for rate-changing systems.
1.1. Notation. Throughout this paper, several common conventions are used (unless otherwise noted). The standard inner product for sequences is hx; yi = Script letters indicate operators (systems); e.g., O. In particular, the time-domain version o f a L TI operator will be denoted by a script letter; for instance, Capital letters are used for the z-transforms of discrete-time sequences; e.g., X = Z f x g .
The Fourier(-Plancherel) transform X(f ) of a sequence x is dened as
We use the variable and context to distinguish Fourier and z-transforms; i.e., X(z) is the ztransform and X(f ) is the Fourier transform. For standard multirate systems nomenclature see [14] .
2. Structure of the Problem 2.1. Motivating Examples. One of the many applications of rate-changing systems is the solution of the resampling problem. This problem occurs when data is sampled at one rate, and the data is needed at another rate. A typical application is conversion between dierent digital audio formats|CD, DAT, and broadcast digital audio [14] . Specically, one has samples fx a (nT )g of an analog signal x a (t), and the samples fx a (nT 0 )g, T 0 = M L T , are desired. The operation of nding the samples at sampling period T 0 from the samples at sampling period T denes a linear operator, A. The following relation holds S L A = AS M where for an arbitrary sequence, x, [S(x)](n) = x(n 1). This relation follows from the fact that if x a (t) is shifted to obtain x a (t M T ) and then sampled, shifts of the original samples are obtained, x a (nT M T ) = x a ((n M )T ) and x a (nT 0 M T ) = x a ( nT 0 LT 0 ) = x a ((n L)T 0 ). Since the ideal resampling operation usually cannot be performed exactly [15] , a system approximating the ideal system must bedesigned.
Another application of rate-changing systems is changing scales in a multiresolution structure [16] . We note that bandlimited resampling can be considered as a special case [16] . For the multiresolution structure, a linear operator B is used to change scales. For the common case of dilation by 2, the operator B satises S B=BS 2 : If the scale change operation, B, is not exactly implementable, then an error criterion should beused to approximate B.
Other applications of rate-changing systems are possible. More general ideas for these frameworks for \sampling" may b e found in [17, 18] where x L;k (n) = x ( Ln + k). Note that
The map x 7 ! x L is denoted P L . When apparent from context, x L;i is abbreviated to x i .
x L;i (or its z-transform) is called the ith L-polyphase component.
Note that the convention of using X for the z-transform of x and X for the z-transform of x was used in the denition|see the section on notation.
Two important properties of P L are
Property (2.2) shows that P L is unitary. Property (2.3) is especially useful since it converts powers of S to a single shift operation. This property is referred to as lifting in the control 6 systems literature [19] and also appears in the mathematical literature in the form of abstract shift operators [20] . 
Some additional useful properties of downsampling, upsampling, and the shift operator are contained in Appendix A. The entire implementation for a rate-changing operator is shown in Figure 3 ; this structure will bereferred to as the matrix form of the rate-changing operator. In the gure, the big arrow ()) indicates a vector output and T is the z-domain representation of the operator M.
We rearrange the system in Figure 3 to a more manageable form. Consider one row of the matrix T shown in Figure 4 (a). Using the noble identities [14] to rearrange Figure 4 Finally, if gcd(L; M ) = 1 the commutator form can berearranged to a commonly recognized form. Since L and M are relatively prime, a rearrangement [21] gives Figure 6 . This structure will becalled the standard form for a rate-changing system with gcd(L; M ) = 1.
The relation between G and H is Figure 6 , then rst \factor" out the g = gcd(L; M ) to get Figure 7 (a). Since the inner three blocks constitute a LTI system, the system simplies to Figure 7 (b). Here, h 0 (n) = h ( g n ).
The commutator form has been introduced for several reasons. First, the commutator form has a natural interpretation in terms of a rate-changing operation. Consider the case when H in the standard form is lowpass with zero group delay and the overall system has no aliasing. Then the lters in the commutator form, fG i g, will be lowpass and have group
The output samples are calculated with period L, where the ith output is calculated by G i mod L . Another reason for introducing the commutator form is that it is simpler than the matrix form. Only L responses have to bespecied rather than LM for the matrix form. Finally, since the commutator form lters operate at the same rate as the input, they provide a straightforward way to analyze transition regions and weighting of aliasing for the system response. More details are given in Section 6.
Relations between the Standard and Matrix
Form. The relations between the matrix form and the standard form for a rate-changing system with gcd(L; M ) = 1 are now detailed. These relations are helpful for analyzing the design problem posed in the next section. We have collected these results together so that they can bereferred to at a later time; detailed examination of the derivations can be skipped.
Let h denote the impulse response of the lter in the standard form, L and M denote the upsampling and downsampling rates respectively, and T(h; L; M ) the resulting z-domain matrix of the matrix form; we write T(h) whenever L and M are obvious from context. Dependence of T(h; L; M ) o n z is not shown to avoid cumbersome notation. We rst demonstrate the linearity of the mapping h 7 ! T(h). Adding two systems in matrix form gives
The same system added in standard form is
where T 3 is the matrix convolution operator in the matrix form corresponding to H 1 + H 2 . Thus, T(h 1 + h 2 ) = T(h 1 ) + T ( h 2 ). Homogeneity is similarly proved; therefore, T(h) is linear in h. Using the same notation, the relation between adjoints can be derived. Taking the adjoint of the standard form, the corresponding impulse response of the lter in the adjoint is h(n) = h ( n ). In matrix form, the adjoint has z-domain matrixT, wheret i;k (n) = t k;i ( n).
The properties derived along with three additional properties are summarized in the following proposition. The proof of property (4) is given in Appendix B; the proof of property (5) is similar. Properties (2), (4), and (5) show that the norm of the system (to bedened in the next section) is unaected by shifts or reversal and conjugation of h; this result is trivial for LTI systems, but is not obvious for multirate systems. Proposition 2.1.
As a nal observation, note from (2.5) that the relation between the impulse responses of the lters in the commutator form and the standard form is linear. Therefore, when convenient, the commutator form coecients are used.
The Squared-Error Criterion for the Problem
We start by motivating the error criterion. For multirate systems, several desirable characteristics of a general error criterion are (1) incorporation of worst case error from all sources, (2) consistency with the standard Chebyshev error criterion for LTI lter design, and (3) applicability t o a general class of inputs.
In order to understand (1), consider the problem of designing a decimate-by-two system.
Suppose that an ideal system M ideal = D 2 H ideal and an approximating system M = D 2 H are specied (where H ideal and H are one-dimensional convolution operators). The dierence M error = M M ideal = D 2 H error , where H error = H H ideal , gives a system producing an error signal. For this system an ideal lter would belowpass with passband [0; f p ], 0 f p 1 with f 0 xed would test the error due to aliasing as well error due to approximation of the passband (ignore for a moment that inputs should bein`2(Z)). For this case an output of [aH error (f 0 ) + bH error (f 0 + 1
2 )](f 2f 0 ) is produced. The term aH error (f 0 ) represents error in the lter response and bH error (f 0 + 1 2 ) represents aliasing error. A natural criterion that arises is to minimize the worst possible error over a set where a and b are constrained. This would lead to an error criterion on the matrix M = H error (f 0 ) H error (f 0 + 1 2 ) . Now the error criterion can be completely specied by considering the error criterion characteristics (2) and (3). The Chebyshev error criterion arises from dealing with the general class of signals`2(Z) [22] . Applying this analysis (to be derived later) gives max f 0 s jH error (f 0 )j 2 + jH error (f 0 + 1 2 )j 2 as the error criterion; i.e., the maximum two norm of the matrix M as f 0 varies.
We now introduce the model-matching problem for general multirate systems. Consider the system in Figure 8 . An approximating multirate system, M, imitates an ideal multirate system, M ideal . The approximating system is assumed to depend on a parameter h (usually a v ector or a matrix) and is indicated by writing M(h). For a nonzero input, x, the relative error is
In order to have a goodapproximating system, consider the maximum relative error, e(h), over all nonzero inputs:
The maximum relative error is the operator norm of M(h) M ideal . The model-matching problem is to minimize e(h) over all h; i.e., ndĥ = arg inf h e(h). In other words, the best operator-norm approximation to M ideal over the class of operators fM(h)g is desired.
For the rate-changing problem, Figure 8 can be concretely represented as Figure 9 . Here, T is the approximating system and T ideal is the ideal system; both T and T ideal are L M matrices.
Substituting in the matrix form of the rate-changing operator, the error functional becomes
since P M and P y L are unitary. The norm in (3.3) can berewritten [8] as
where T error = T T ideal . For clarity, note that the norm of the matrix in (3.4) is the matrix 2-norm.
Using (2.4), write the matrix of the model-matching system, T error , as:
T error (z) = Applying more transformations will give an equivalent form of the problem. We begin by introducing the modulation representation [23] (or alias-component form [14] A valuable property of the modulation representation is the ease of conversion between it and polyphase form. . . . i.e., we are assuming the approximating system has FIR lters. Dene E i;k to be the matrix whose (i; k)-th entry is 1 and has zeros elsewhere. Also, dene
where G mod has (i; the expression for the model-matching problem for rate-changing is obtained:
Here g is the array of lter coecients fg i;k g; observe that the \rows" of g have variable length. Since h is a function of g, h = h(g), we have e g (g) = e(h(g)). We thus drop the subscript and write e(g) for convenience. Now that the model-matching problem is in explicit form, the properties of the error functional, e(g), will be analyzed. The structure of this functional plays a key role in the development of algorithms for solving the model-matching problem. This structure is explored in the next section.
Analysis of the Error Functional
We begin by stating assumptions. First, in anticipation of transition regions in Section 6, we let f range over a closed subset, F , of [0; 1 M ] in (3.14). We assume that the function kG error mod (f)k 2 is continuous on F ; consequently, we replace \ess sup" by \max." Finally, the lters corresponding to the G i are assumed to be complex-coecient and FIR. The resulting error functional is where the dependence of G error mod on both g and f is indicated by G error mod (g; f ). This easily-proven fact is the basis for the solution method in the next section where a memb e r o f t h e class of optimization algorithms called bundle methods is used.
For bundle methods, the subdierential [24] of e(g) is needed. The calculation of the subdierential is done in two steps. First, notation is introduced to simplify the process. Second, the calculation is performed using common convex analysis techniques. The introduction of the notation`rvec' bridges a gap between our notation and that of convex optimization. g can beviewed as a vector, rvec(g), in R n for appropriate n. For simplicity we continue to use g, but realize that for the purposes of convex optimization rvec(g) should beused. This convention should also be used for complex matrices; i.e., a matrix C should beregarded as rvec(C) where`rvec' is dened in a completely analogous manner. Let t bethe algebraic multiplicity o f 1 ( C ). Let C = USV H bethe SVD of C. Also, let U 1 (resp. V 1 ) bethe span of the rst t columns of U (resp. V). Then using (4.7) and (4. where`co' indicates the convex hull of a set. This form, (4.9), is useful for the solution method in Section 5.
Using the chain rule [27] , the fact that G error mod (g; f ) is ane and dierentiable in g, and (4.9), the subdierential of e(g) can now be found. Dene X k (f) = (4.12) i denotes the transpose of the ith row o f in (4.12). Note that @ e ( g) is a subset of R n for appropriate n. This slight abuse of notation claries the usage of @ e ( g) for the optimization algorithm in the next section.
Observe that the convexity of the error function e(g) insures that a local minimum is a global minimum [24] . This simplies the problem considerably since, in general, nding a global optimum is a dicult problem.
Solution Method
In this section we describe our solution method for the problem based on recent advances in convex optimization. We begin by briey sketching the algorithm, and then describe the data needed for the rate-changing problem.
We h a v e implemented in Matlab the algorithm for convex optimization as described in [28] . This method is part of a general class of methods known as bundle methods [29] . These methods optimize by bundling information about the function and its subdierential to obtain descent directions. The method dynamically constructs a piecewise linear approximation, f cp;k , of the function, f , to be optimized: Note that the trust region strategy is implicit. The bundle of information is the two sets fx k g and fs k g. The determination of either`(a)' or`(b)' in steps 2 and 3 in the algorithm is not discussed here. For more details of the algorithm we refer to [28] and the general literature on bundle methods [29] .
We now describe our methods of calculation for the data needed in the algorithm. We specialize to the case gcd(L; M ) = 1|the general case is a straightforward extension.
The rst datum needed is e(g). We calculate on a grid of frequencies ff i g the maximum of 1 (G error mod (g; f i )); this gives a suitable approximation to e(g). Usually the response of the ideal system is given in term of the standard form lter, H. By calculating H(f ) on a grid and using relations (2.5) and (3.7), one can nd the responses fG i g of the commutator form lters.
The other datum calculated is a subgradient a t a g i v en point, g 0 . Suppose 1 (G error mod (g 0 ; f )) obtains its maximum at f 0 . Then calculate any normalized left singular vector, u, and its corresponding normalized right singular vector, v, of G error mod (g 0 ; f 0 ) which belongs to the singular value 1 (G error mod (g 0 ; f 0 )). The formula for rvec(s) in equation (4.12) with 0 = uv H then gives a subgradient in @ e ( g 0 ).
We remark that g is stored as rvec(g) in conjunction with the use of`rvec' for the subgradient. Also, if the lters corresponding to the G i are assumed to bereal coecient FIR, then only the`Re' part of`rvec' is used. Finally, we comment on several aspects of our method. First, the method is globally convergent; this property is shown in [28] . Second, an acceptable convergence rate is observed in practice; this feature is mentioned in [28] and was also observed for all designs done using this algorithm. Third, local convergence of the method might be accelerated using optimization methods tailored to the structure of the problem. Many advances have been made towards this goal [30, 31, 32] .
An Example
We consider the model-matching problem shown in Figure 10 . The output of a ratechanging system with a real coecient, length 51 FIR lter, H, is compared to a ratechanging system with an ideal lter, H ideal . For this problem, L = 2 and M = 5 , so H and H ideal are standard form lters (see Section 2). The parameters for the approximating lter, H, are the vector of lter coecients, h. The h which gives the smallest operator norm for the model-matching system is desired. We apply the methods of Section 5 to solve the problem.
The specied magnitude response of the ideal standard-form lter, H ideal , is shown in Figure 11 The concept of \transition" region for a multirate system for rate-changing is important. A transition region is useful since the designer may not want to specify the response in a particular region. This omission of an ideal response in a particular region may bebecause the designer feels the transition region is a noncritical part of the response or because of a discontinuity in the ideal response. Another reason for using a transition region is that the error made by the system in dierent frequency bands may not beconsidered relevant for application-specic reasons.
A straightforward method of specifying the transition region is via the matrix form of the system; i.e., certain frequencies of the matrix response could be ignored. This method is not simple since the responses of LM lters must be examined. An easier method is to assign a transition region to the commutator form lters. These lters all have the same magnitude responses (for typical designs), and thus transition region assignment is straightforward. In addition, for systems with gcd(L; M ) > 1, the ideal system will usually be specied in terms of the commutator form lters. We can also specify the corresponding transition region of H error since gcd(L; M ) = 1 . In general, for gcd(L; M ) > 1, the standard form is not available, so the transition region must bespecied for the commutator form lters. Because of property (3) from Proposition 2.1, the matrix entries of the matrix form of the system are delayed versions of the LM = 10 polyphase components of H error . Thus, a transition region in the matrix response corresponds to a transition region in the 10 polyphase components of H error . Suppose a transition region of 2 . Weighting can be incorporated into the design in a straightforward manner. By postmultiplying G error mod (g; f ) b y a positive diagonal matrix, the alias components of the G error i are weighted. By weighting the components G error i (f + k M ), k > 0, more than the components G error i (f), aliasing error is given priority over passband approximation. This diagonal weighting requires only a minor modication of the algorithm as stated in Section 5.
We now discuss the results of the algorithm of Section 5 applied to the problem. A transition region was specied with d = 0:02. Figures 13 and 14 and Table 1 show various information about the resulting optimumĥ. Figure 13(a) shows the impulse response,ĥ; note that the response is linear phase. This symmetry can beassumed if the ideal system is linear phase, see Appendix C. Figure 13(b) shows the frequency response of the ideal lter. Figure 14(a) shows N (f) (the normed frequency response) which is dened as N (f) = 1 p M k G error mod (g; f ) k 2 . This response is analogous to the magnitude of the frequency response of a L TI system; i.e., it shows the error of the system for a vector input to the matrix portion of the multirate system at a xed frequency. The maximum of N (f), excluding the transition region, is the error of the system e(h), see (3.4) and (4.1) and related comments. Finally, Figure 14 (b) shows je(h k ) e(ĥ)j at various steps for the algorithm; here, h k is the current point in the optimization. The at regions in Figure 14 (b) correspond to null steps in the optimization. The gure shows the linear rate of convergence of the algorithm. Table 1 shows the coecients of the optimal lter. The error, e(ĥ), at the optimum is 0:029068. Figure 15(a) . The corresponding normed frequency response N (f) is shown in Figure 15(b) as a solid line; for comparison, the optimum system is shown as a dotted line. The error, e(h), for the Chebyshev lter is 0:042598. Thus, our method provides 32 percent improvement o v er this method.
Conclusions
A new design method for rate-changing multirate systems has been presented. This method minimizes the maximum relative error over a general class of inputs. An algorithm for the design of these systems was presented. An example showed the superiority o f the new method over a conventional LTI design method and demonstrated the design of a rate-changing system with a real-coecient lter.
Appendix A. Useful Operator Relations Fact A.1.
These properties may b e found in [33, 34] . on T(h; L; M ). Denoting successive results by t (1) , t (2) , etc., the operations give: We now show that an optimal approximating system of a rate-changing system with a linear-phase lter can beassumed to have a linear-phase lter provided the group delay is adjusted appropriately.
Assume the approximating system has an optimal, length N , standard-form lter with impulse response h a . Assume the ideal system has standard-form lter with impulse response Now assume h i has even symmetry. Then, S N 1 (h i ) = h i since h i is linear phase. Because of (C.2), S N 1 (h a ) is optimal for the problem. S N 1 (h a )(n) can be written h a ((N 1) n).
Because of the convexity of the set of optima [24] , h 0 (n) = 1 2 h a ( n ) + 1
When h i has odd symmetry, using linearity o f T ( ; L ; M ) and (C.2) gives S N 1 (h a ) a s a n optimum for the system. h 0 (n) = 1 2 h a ( n ) 1 List of Figures   Figure 1 . An example of a rate-changing multirate system. 
