We give a survey on the theory of representation-finite and certain minimal representation-infinite algebras. The main goals are the existence of multiplicative bases and of coverings with good properties. Both are attained using ray-categories. As applications we include a proof of a sharper version of the second Brauer-Thrall conjecture and of the fact that there are no gaps in the lengths of the indecomposables.
Introduction
At the conference ICRA 2012 in Bielefeld I gave a talk about the following result: Theorem 1. Let A be an associative algebra over an algebraically closed field. Then there is no gap in the lengths of the indecomposable A-modules of finite dimension.
The proof of this elementary statement uses a generalization of an old result in covering theory and many other facts about mild algebras i.e. algebras such that each proper quotient is representation-finite. A lot of mathematicians contributed to these results which are not as well-known as Gabriels characterization of representation-finite quivers [32] and also not as easy to prove. Thus the organizers asked me to write a survey article about this material which is to some extent already discussed in the reviews of Gabriel [38] and of Riedtmann [68] .
The cornerstone is the article 'Representation-finite algebras and multiplicative bases' [3] which is beautiful but hard to read. However, based on [11, 14, 30, 41] one can now generalize some of the main results and also simplify their proofs. I try to explain this with some details in section 3 after having introduced in section 2 the central concept of [3] : the ray-category attached to a distributive category.
Each mild ray-category has a universal covering with good properties. This is explained in section 4, before we summarize in the next section the results on coverings of the Auslander-Reiten quiver and on Galois coverings and relate them to the coverings of ray-categories. Section 6 contains two classification results.
In the last section we give some interesting consequences of the theory presented before. These include a proof of theorem 1 and a sharper version of Brauer-Thrall 2, a criterion for finite representation type and finally some remarks on the classification of the representation-finite selfinjective algebras.
Most of the time we give no proofs but only precise references and comments that should help to understand a difficult argumentation. However, full proofs are given for the most important applications like theorem 1, Brauer-Thrall 2, the finiteness criterion and representation-finite selfinjective algebras or in situations where the existing proofs are simplified e.g. in sections 3.5, 3.8 and 5.3.
2 Distributive categories and their associated ray-categories
Some definitions, conventions and notations
We will always work over an algebraically closed field k and we will consider only basic algebras so that the length of a module is just the dimension from now on. Since we are using covering theory we consider often a locally bounded category A. This is a k-linear category such that different objects in A are not isomorphic, the endomorphism algebras A(x, x) are all local and for any x the sum of the dimensions of all A(x, y) and A(y, x) are finite. As in the case of an algebra such a category has a uniquely determined locally-finite quiver Q A and there is a presentation of A, i.e. a surjective k-algebra homomorphism φ : kQ A → A such that the kernel I is contained in the ideal generated by all paths of length 2. However, φ and the kernel depend on some choices. We will always assume that Q A is connected, whence countable.
An A-module M is just a covariant k-linear functor from A to the category of k vector spaces. This can also be seen as a representation of Q A that satisfies the relations imposed by I. We denote the category of all modules by A-Mod and the full subcategory of modules with dim M := x∈A dim M (x) < ∞ by A-mod. A full subcategory B of A is called convex if for any x, y in B also all z lying on a path from x to y in Q A belong to B. The quiver of a convex subcategory B of A is a subquiver of Q A and any B-module can be extended by zeros to an A-module. Using this we often consider B-modules as A-modules. A line of length d is a full convex subcategory given by a quiver of Dynkin type A d without relations. A is Schurian if we have dimA(x, y) ≤ 1 for all x and y. If the quiver of A contains no oriented cycle we call A directed.
By definition A is locally representation-finite if for each x there are up to isomorphism only finitely many indecomposable modules U in A-mod with U (x) = 0. A is mild if any proper quotient A/I is locally representationfinite and A is minimal representation-infinite if it is mild but not locally representation-finite.
If a locally bounded category A is finite i.e. if it has only finitely many objects one can take the direct sum B of all A(x, y) and endow it with the multiplication induced by the composition in A. That way the finite locally bounded categories correspond to basic finite dimensional algebras and locally representation-finite reduces to representation-finite and so on.
A base category B is a category with uniquely determined zero morphisms in each B(x, y) such that different objects are not isomorphic, all endomorphisms different from the identity are nilpotent and for each x there are only finitely many morphisms different from zero starting or ending in x. The linearization kB of such a base category is the k-linear category with the same objects as B and kB(x, y) is the quotient of the k-vector space with basis B(x, y) divided by the subspace spanned by the zero morphism. The composition is induced by the composition in B. A B-module is just a kB-module, B is mild if kB is so, B − mod is kB − mod and so on.
Any base category B is given by a quiver Q B and relations. Again we always assume that Q B is connected. The points of Q B are the objects of B and the arrows the irreducible morphisms in B, i.e. the non-zero non-invertible morphisms that are not a composition of non-invertible morphisms. The ( nonlinear ) path category P Q B having as morphisms the paths and additional zero-morphisms admits an obvious full functor to B which is the identity on the objects and the arrows. Thus each base category can be described by a quiver and a stable equivalence relation on its paths. Here an equivalence relation is stable provided it is invariant under left and right multiplication.
We illustrate these lengthy definitions by the following example occurring in Riedtmanns work. We look at the quiver Q shown in figure 1 and the relations R 1 = {βα ∼ γ 2 , αβ ∼ 0} and R 2 = {βα ∼ γ 2 , αβ ∼ αγβ, γ 4 ∼ 0}. For i = 1, 2 let B i be the quotient of the non-linearized path category by the stable equivalence relation generated by R i . Then these two base categories are not isomorphic. However, their linearizations kB i are isomorphic iff the characteristic of k is different from 2.
Distributive categories
A locally bounded category is called distributive provided its lattice of two-sided ideals is distributive. The following two observations of Jans and Kupisch are It is clear that quotients and full subcategories of distributive categories are again distributive. A directed category is distributive iff it is Schurian. Both algebras occurring in the example of Riedtmann are distributive.
Jans introduces in his paper the famous Brauer-Thrall conjectures 1 and 2 for a finite dimensional algebra A. Recall that Brauer-Thrall 1 -abbreviated BT 1 -says that the representation-finite algebras are the only ones with a bound for the dimensions of the indecomposables, whereas Brauer-Thrall 2 says that for a representation-infinite algebra A there are infinitely many dimensions in which one finds infinitely many isomorphism classes of indecomposable Amodules. BT 1 was proven by Roiter in 1968 and there is the long article [64] of Nazarova and Roiter aiming at a proof of BT 2, but the first complete proof is due to Bautista in 1984. It uses many of the results surveyed in this article and I will give later a proof of a more precise version of BT 2 that was proposed by myself at the Luminy-conference in 1982 for a certain type of algebras which includes in fact all minimal representation-infinite algebras as we know now.
We say that A satisfies BT 0 if there is no gap in the lengths of the indecomposable A-modules. The reason why this was not formulated as a conjecture could be that the truth of BT 1 and BT 2 for group algebras in characteristic p follows directly from the special case of p-groups by using Krull-Remak-Schmidt and induction resp. restriction to a p-Sylow-subgroup [48] . However BT 0 is not obvious for group algebras because the behaviour of simple and indecomposable modules under induction and restriction is difficult to control.
Jans proves BT 2 in his paper [50, theorem2.1] for algebras that are not distributive. The truth of BT 0 for these algebras is apparently shown for the first time in [13, section 1] published 2009 in the archive. Shortly after that a stronger statement was proven by Ringel. Namely he defines recursively on the dimension the notion of an accessible module by requiring that all simples are accessible and that a module of dimension d > 1 is accessible provided it is indecomposable and it admits an accessible submodule or quotient of dimension d − 1.
Theorem 2. ( [73] ) If
A is not distributive it has an accessible module in each dimension.
So it remains to prove theorem 1 only for distributive categories. We will see that also in this case there is an accessible module in each dimension where an indecomposable exists at all.
Ray-categories and stem-categories
Throughout this section A denotes a distributive category. By Kupischs result the subbimodules of A(x, y) are linearly ordered with respect to inclusion and they are cyclic over A(x, x) or A(y, y). To a distributive category one can attach two base categories both having the same objects as A: the stem-categoryÂ introduced by Kupisch 1965 in [56, Satz 1.2] and the ray-category A introduced 1985 in [3] .
The set of morphismsÂ(x, y) is the finite set of subbimodules of A(x, y) and the composition is defined by the product of subbimodules. Of course, this composition is associative and the non-zero morphisms inÂ produce in the linearization kÂ a filtered multiplicative basis. This means that each non-zero product of two base vectors is again a base vector and that the basis contains all identities and bases for powers of the radical. Kupisch proves in [56, Satz1.2] that A and the linearization kÂ have 'the same' ideal lattice and he uses the stem-category in his analysis of the structure of representation-finite symmetric algebras ( [56, 58] ) culminating in the proof that these algebras and more generally representation-finite selfinjective algebras have a filtered multiplicative basis ( [60, 59] ).
The definition of the ray-category A is more complicated. For later use we introduce some more definitions and notations. Given a morphism µ in A(x, y) we denote by A µ the subbimodule generated by µ. If A µ is cyclic over A(x, x) from the right resp. over A(y, y) from the left resp. from both sides we call µ cotransit resp. transit resp. bitransit. The orbit of µ under the obvious action of the groups of units in A(x, x) and A(y, y) is the ray µ and A(x, y) is the set of these rays. The map µ → A µ induces a bijection between the sets A(x, y) and A(x, y). The composition inside A is defined in the next proposition where also some properties of A are listed. We include a proof of some non-trivial parts as an illustration.
Proposition 2. ( [3, 1.7,1.13] ) Let A be a distributive category and let µ : x → y and ν : y → z be two morphisms in A. Then the following is true: a) Either νµ belongs to ν rad A(y, y) µ or not. In the first case there are morphisms µ ′ and ν ′ in the rays µ and ν with ν ′ µ ′ = 0 and we define ν µ = 0. In the second case the compositions ν ′ µ ′ of all morphisms in the rays ν and µ form the non-zero ray − → νµ which we take as ν µ.
b) The composition just defined is associative.
c) If I is a two-sided ideal in A then I = { µ|µ ∈ I} is an 'ideal' in A with A/ I ≃ − − → A/I. The map I → I is an isomorphism of the ideal lattices.
d) For each x the endomorphism set A(x, x) is isomorphic to the semigroup H n = {1, α, α 2 , . . . , α n = 0} with n + 1 elements, where n depends on x. Similarly, for all x, y the set A(x, y) is cyclic under the action of A(x, x) from the right or under the action of A(y, y) from the left. e) From ν µ = ν λ µ = 0 it follows that λ is an identity. Similarly, ν 1 = ν 2 follows from µ ν 1 = µ ν 2 = 0 or from ν 1 µ = ν 2 µ = 0.
Proof. a) If νµ ∈ ν radA(y, y) µ we have νµ = νρµ for some nilpotent ρ, whence
∈ ν radA(y, y) µ take any ν ′ ∈ ν and µ ′ ∈ µ. We have to show that A νµ = A ν ′ µ ′ . Assume A ν ′ µ ′ is properly contained in A νµ . Up to duality A(x, z) is cyclic over A(x, x) and we get ν ′ µ ′ = νµρ for some nilpotent ρ. Furthermore we have ν ′ = ανβ and µ ′ = γµδ for some invertible α, β, γ, δ. This leads to ανβγµδ = νµρ and ανβγµ = νβγµζ for some invertible ζ. If µ is cotransit we get νµρ = νµηζδ for some invertible η whence the contradiction νµ ∈ νµ radA(x, x). Thus µ is transit and we obtain νθµ = νκµ with some nilpotent θ and some κ = aid y + λ where λ is nilpotent and a a non-zero scalar. This implies the contradiction νµ ∈ ν radA(y, y) µ. Thus we have A νµ ⊆ A ν ′ µ ′ because the subbimodules are linearly ordered by inclusion. For ν ′ µ ′ ∈ ν ′ radA(y, y) µ ′ we get ν ′′ ∈ ν and µ ′′ ∈ µ with 0 = ν ′′ µ ′′ by the first case, whence A ν ′′ µ ′′ is properly contained in A νµ which is impossible as just shown. Thus we have
Interchanging the roles of the dashed and undashed letters we obtain the wanted equality. b) From a) one gets that ν( µ λ) = 0 iff ν
′ ∈ µ and λ ′ ∈ λ in which case all these products belong to the same ray. The analogous statement holds for ( ν µ) λ = 0 and the associativity follows from the associativity of the composition in A.
e) The first cancellation law is an immediate consequence of part a). The other two laws follow from the first using part d).
Observe that the map µ → A µ induces an equivalence between the categories A andÂ iff the case νµ ∈ ν rad A(y, y) µ = 0 never occurs.
A base category C satisfying the last two properties listed in the proposition is called an abstract ray-category. It is easy to see that the ray-category attached to the ( distributive ) category kC is C again, so that each abstract ray-category comes from a distributive category. In sharp contrast the original distributive category A is in general not equivalent to k A which we define as the standard form A s of A. We call A standard if we have A ≃ A s . For instance we have in Riedtmanns example − − → kB 2 ≃ B 1 . Now the obvious question is why the ray-categories should be better than the stem-categories which are much easier to define. As long as one is 'only' interested in the existence of multiplicative bases the distinction is not so important. But if one wants to get universal coverings with good properties one has to consider ray-categories. This is crucial for the proofs of BT 0 and BT 2. The different behaviour with respect to coverings can already be seen at Riedtmanns example. Whereas B 1 has a nice universal covering without oriented cycles B 2 is its own universal covering. We will make this more precise in section 4.
Let A be a distributive category. For a path v = α n α n−1 . . . α 2 α 1 in Q A of length l(v) = n we set v = α n α n−1 . . . α 2 α 1 . We call v stable if v = 0 and a minimal zero-path if v = 0, but α n α n−1 . . . α 2 = 0 = α n−1 . . . α 2 α 1 . A non-zero morphism µ ∈ A(x, y) is deep resp. profound if it is annihilated by the radicals of A(x, x) and A(y, y) resp. by all irreducible morphisms. A contour is a pair (v, w) of paths with v = w = 0. The contour (w, v) is reverse to (v, w). Two paths v and w are interlaced if they are equivalent under the equivalence relation generated by the relation ∼ defined by v ∼ w iff v = abc and w = adc with b = d = 0 and l(a) + l(c) > 0. A contour (v, w) is essential if v and w are not interlaced and deep if v is deep. It is clear that the 'kernel' of the natural presentation P Q → A is the smallest stable equivalence relation such that each minimal zero-path is equivalent to 0 and v is equivalent to w for each essential contour. Since the spaces A(x, y) and A s (x, y) always have the same finite dimension we get that A is isomorphic to A s iff there is a presentation φ such that all minimal zero-paths and all the differences v − w coming from an essential contour (v, w) are annihilated by φ.
3 The structure of mild k-categories
The main results
In this section we explain the main results from [3] and their proofs, but in their generalized and simplified versions made possible by [11, 14, 30, 41] . In particular by this and the next theorem there are only finitely many isomorphism classes of representation-finite algebras in each dimension. This answers a question asked by Gabriel in [36] . Theorem 4. Let A be a distributive category. a) A is mild resp. locally representation-finite iff A s is so. In that case the Auslander-Reiten quivers are isomorphic. b) If A is mild and if it has a faithful indecomposable it is standard. In particular a minimal representation-infinite algebra is standard.
The central statement is part a) of theorem 3. To describe its proof let Q be the common quiver of A and A. If φ : kQ → A and φ ′ : kQ → A are two presentations of A, the rays of φ(α) and of φ ′ (α) coincide and we call this ray α. One gets all presentations just by all choices of elements in the various rays corresponding to the arrows of Q. As explained at the end of the last paragraph we have to find a presentation φ that annihilates all minimal zero-paths and all the differences v − w coming from essential contours (v, w). Starting from an arbitrary presentation we will achieve this in three steps explained in the sections 3.3 to 3.5.
Step 1: The minimal zero-paths have length 2 and two different ones have no arrow in common, so that by changing the choice for one arrow in each minimal zero-path one can annihilate all of them.
Step 2: There are only three types of non-deep essential contours allowed and they are pairwise disjoint. In char k = 2 there is for each such contour a new choice of one arrow occuring in the contour -but not in a minimal zero-path -such that v − w is annihilated.
Step 3: For each arrow α we multiply the element φ(α) ∈ α chosen before by an appropriate non-zero scalar to annihilate the differences v − w for all contours. The existence of these scalars is equivalent to the vanishing of a certain cohomology group.
The proof of step 3 given on three pages in [3, 8.3 -8.6 ] is very elegant whereas the proofs of the first two steps require a careful local analysis of A affording some endurance which is only at the very end rewarded by the nice structural results one obtains. The main working tool for the proofs of the first two steps is described in the next section: the cleaving diagrams due to Bautista, Larrión and Salmerón [3, section 3].
Cleaving diagrams
A diagram D in a ray-category P is just a covariant functor F : D → P from another ray-category D to P respecting zero-morphisms. Then F is called cleaving iff it satisfies the following two conditions and their duals: a) F µ = 0 iff µ = 0; b) If αǫD(x, y) is irreducible and F µ : F x → F z factors through F α then µ factors already through α. These conditions are very easy to verify.
For any diagram F : D → P the restriction
It follows that P is not locally representation-finite resp. satisfies BT 2 if D does so.
In this article D will always be given by its quiver Q D , that has no oriented cycles, and some relations. Two paths between the same points give always the same morphism, and zero relations are written down explicitely. The diagram F : D → P is then defined by drawing the quiver of D with relations and by writing the morphism F α in P close to each arrow α.
For example let D be the ray-category with the natural numbers 0, 1, . . . as objects and with arrows 2n → 2n + 1 and 2n + 1 ← 2n + 2 for all n or let D k be the full subcategory of D supported by the natural numbers ≤ k where k ≥ 1. Then a cleaving functor from D resp D k to P is called an infinite zigzag resp. a zigzag of length k.
A functor from D resp. D k to P is just an infinite resp. finite sequence of morphisms (ρ 1 , ρ 2 , . . .) in P such that ρ 2i and ρ 2i+1 always have common domain and ρ 2i−1 and ρ 2i common codomain. The functor is cleaving iff none of the ρ i factors through one of its 'neighbored' morphisms. The domain of ρ 1 is called the start of the zigzag. A crown in P is a zig-zag that becomes periodic after n steps, i.e. one has ρ 1 = ρ n+1 for some even n ≥ 4. A zigzag is called low if none of the ρ i is a profound morphism. The ray-category P is zigzag-finite resp. weakly zigzag-finite if in each point only finitely many zigzags resp. low zigzags start. By Königs graph theorem this means that there is no infinite zigzag in P resp. no infinite low zigzag. For instance any mild ray-category is weakly zigzag-finite. In [3, section 3] the cleaving functors are defined for k-linear categories and applied in that context. There the definition and the verification that a given functor is cleaving are much more difficult. Therefore it is important that the whole proof of theorem 3 can be done at the elementary combinatorial level whereas the transfer from A to A is postponed to theorem 4 which is also proved by elementary means. The possibility to proceed like that is already mentioned in [3, section 3.8 c)], but there it would require some non-elementary results from [15, 17] and the proof of theorem 4 even depends on BT 2. 
Zero relations and critical paths
There are two types of minimal zero-paths v = α n α n−1 . . . α 2 α 1 in A. Either v is annihilated by each presentation φ or not in which case we call v a critical path. The proof of this theorem is a relatively easy and short application of the technique of cleaving diagrams. It is sketched in [39, section 13.11] and given with full details in [3, section 4] . Note that for a critical path α 2 α 1 the first ray α 1 is not cotransit, the second not transit. Now for each critical path v the initially given presentation can be changed at one arrow of the path to annihilate v and this can be done for all critical paths at once because of the disjointness theorem. We end up with a presentation φ annihilating all zero-paths.
Commutativity relations and non-deep contours
For a contour C we denote by P (C) the full subcategory of A supported by the points occuring as starting or ending points of arrows in v or w and by Q(C) the quiver of P (C) which is in general not a subquiver of Q. 
Theorem 6. Let A be a distributive category such that A is mild. Then we have: a) ( Structure theorem for non-deep contours ) Any non-deep essential contour of A is equal or reverse to a dumb-bell, a penny-farthing or a diamond.
b) ( Disjointness theorem for non-deep contours ) Two essential non-deep contours sharing a point are equal or reverse.
The proof of part a) given in [3, sections 5 to 7] is complicated especially for the case of diamonds. There is a simpler proof in [14, section 2] using the following obvious strategy. For a non-deep essential contour C = (v, w) we choose paths v = v 1 . . . v n and w = w 1 . . . w m from x to y. Up to duality it suffices to consider the case that v is transit. We also choose a path p = p 1 p 2 . . . p r such that ρ = p generates the radical of A(y, y) and we use the abbreviations α = v 1 ,β = w 1 ,γ = v 2 . . . v n and δ = w 2 . . . w m . Then the contour induces in A the diagram shown in figure 4 .
The proof of part a) is just a careful analysis of the fact that the obvious subdiagram of typeD 5 or some diagrams deduced from it cannot be cleaving if A is mild. Part b) is proved in [14] and originally in [3] under the stronger assumption that the contours share an arrow.
By the definition of a non-deep contour C = (v, w) and because v is bitransit there is always an invertible morphism ξ C with φ(v) = ξ C φ(w) and in case of a penny-farthing C we have ξ C = a
for each penny-farthing. Here we use the fact 2 is invertible in k. All these choices are independent of each other and we set φ ′ (ζ) = φ(ζ) for the remaining arrows. Then all v − w coming from non-deep essential contours are annihilated by φ ′ and so are all zero-paths since we have only changed arrows that are bitransit.
In a penny-farthing where α 1 α n is a zero-path one can find in all characteristics a new presentation annihilating v − w by setting φ
C . All critical paths are still annihilated because α 1 does not lie on a critical path. Thus the only penny-farthings that cause serious trouble in characteristic 2 are those where α 1 α n is a critical path.
Contour functions and cohomology
Let A be a distributive category with ray-category P = A. A contour function is a map c that assigns to each contour (v, w) of A a non-zero scalar such that c(u, w) = c(u, v)c(v, w) and c(sv, sw) = c(v, w) = c(vt, wt) hold whenever this makes sense. A contour function is called exact if there is a function e from the set of arrows of Q P to k * such that c(v, w) = δ(e) := e(α n )e(α n−1 ) . . . e(α 1 )(e(β m )e(β m−1 ) . . . e(β 1 ))
where v and w are the paths α n . . . α 1 and β m . . . β 1 .
The set C(P ) of all contour functions is an abelian group under pointwise multiplication and the set E(P ) of all exact contour functions is a subgroup. As shown in [3, section 8.1], the quotient H(P ) is isomorphic to the second cohomolgy group H 2 ( A, k * ) defined in the next section, but this is irrelevant for us.
Now let φ be a presentation annihilating all zero paths and non-deep contours. Then there is for each contour (v, w) a uniquely determined non-zero scalar c(v, w) such that φ(v) = c(v, w)φ(w) and this defines a contour function. Namely for a non-deep contour we have c(v, w) = 1 and for a deep contour φ(v) and φ(w) are both generators of the one-dimensional socle of the bimodule A(x, y). By the next theorem -called Roiters vanishing theorem in [3] -we have c = δ(e) for some function e : Q 1 → k * and then the new presentation φ ′ with φ ′ (α) = e(α) −1 φ(α) induces the wanted isomorphism k A ≃ A. If A is mild and there are four arrows starting or ending in a point of the quiver then all compositions of irreducible morphisms vanish in A. Thus we can assume in step 3 that at most three arrows start or end in a point.
Theorem 7.
If P is a weakly zigzag-finite ray-category such that at most three arrows start or end at a point of its quiver then we have H(P ) = 0.
I give some details of the proof for two reasons: First, it is in my opinion the most ingenious single argument of the article on multiplicative bases, and second, the above statement is more general than the vanishing theorem proven in [3] only for zigzag-finite ray-categories. This generalization is due to Geiss who observed in its unpublished 'Diplomarbeit' that the proof of [3] still works for weakly zigzag-finite ray-categories. The reader should be warned that we have to change the definitions of [3] slightly to keep the arguments valid.
If the quiver of P is finite and contains no oriented cycle, the proof of the vanishing theorem is easy and it is given in [5] . One considers a source in the quiver and proceeds by induction. This should also work in the general situation, but -to cite A.V.Roiter -the question is: Induction on what?
Well, here are the definitions needed to create a kind of source or sink in a quiver with oriented cycles. A tackle of length n with start in y is just a low zigzag z = (ρ 1 , ρ 2 , . . . , ρ n ) with start in y whose last morphism ρ n is irreducible. The efficiency e(z) of the tackle is the word (d(ρ 1 ), d(ρ 2 ), . . . , d(ρ n )) and we order these words lexikographically. The tackle is efficient if its efficiency is maximal among the efficiencies of the tackles starting in y. If P is mild only finitely many tackles start in a fixed point so that there is always an efficient tackle as soon as there is one. The key lemma reads as follows: Lemma 1. Let P be a ray-category and let z = (ρ 1 , ρ 2 , . . . , ρ n ) be an efficient tackle starting in y. Choose paths r i with r i = ρ i . Suppose that (v = qr n p, w = w m w ′ w 1 ) is an essential contour with paths q, p, w ′ and arrows w 1 , w m . Then p resp. q has length 0 if n is odd resp. even.
Proof. We consider the case n = 5. This will make clear how to treat the general case. Suppose that p is not an identity. Then the sequence z 5 = ( r 1 , . . . , r 4 , q r 5 , w m ) contains no profound morphism and it cannot be a zigzag because then its efficiency is greater than that of z. Since v and w are not interlaced there exists a non-trivial path q 3 such that q 3 r 4 = q r 5 .
Next consider the sequence z 4 = ( r 1 , . . . , r 3 , r 4 p, w 1 ) not containing a profound morphism. Again this cannot be a tackle because then its efficiency is too big. Since v 4 = q 3 r 4 p is interlaced with v it is not interlaced with w and so there is a non-trivial path p 2 with r 3 p 2 = r 4 p.
Similarly we look at z 3 = ( r 1 , . . . , q 3 r 3 , w m ) and z 2 = ( r 1 , r 2 p 2 , w 1 ) and we find non-trivial paths q 1 and p 0 with q 1 r 2 = q 3 r 3 and r 1 p 0 = r 2 p 2 so that finally the sequence z 1 = ( q 1 r 1 , w m ) is a tackle with larger efficiency than z. This contradiction ends the proof of the lemma.
As already said the foregoing lemma is just a slight generalization of [3, 8.4 ]. The point is that the domain of w 1 behaves like a source in the remainig part of the proof of the vanishing theorem. We do not repeat the arguments, but only explain why they are still correct. The section 8.5 remains valid for a weakly zigzag-finite ray-category as is easy to see and we look now at the proof of lemma 8.6 in [3] thereby finishing the proof of theorem 7. The only thing to be modified is the start of the induction. If there is no tackle in our new sense any arrow α starting in y induces a profound morphism α and we still can take a = 0 in the proof of lemma 8.6.
The neighborhoods of non-deep contours
To go on with the proofs we need to know how a penny-farthing is related to the whole ray-category. This is analyzed in [11] using some partial results from [3] . A short complete proof is given in [14, section 4.2].
Theorem 8. Let C be a penny-farthing in a mild ray-category P . Suppose that P (x 0 , y) = 0 for some y not in C. Then we have n = 2 and we are in one of the following three situations: a) There is an arrow β : x 0 → b and this is the only arrow outside C ending or starting in C. We have βρ = 0, δβ = 0 for all arrows δ starting in b and y = b.
b) There is an arrow γ : x 1 → c and this is the only arrow outside C ending or starting in C. We have γα 1 ρ = 0, δγ = 0 for all arrows starting in c and y = c.
c) There is an arrow β : x 0 → b as well as an arrow γ : x 1 → c. These are the only two arrows outside C ending or starting in C. We have 0 = βρ, 0 = βα 2 , 0 = δβ for all arrows starting in b, 0 = γα 1 , 0 = ǫγ for all arrows starting in c and y = b = c.
In all three cases there are no additional arrows ending in b or c.
Analogous results hold for dumb-bells and diamonds and this leads in [14] to the following result: Theorem 9. A minimal representation-infinite ray-category has no non-deep contour.
The case of characteristic 2
We have already seen at Riedtmanns example that in characteristic 2 the linearizations of the ray-category and the stem-category are not always isomorphic and we know that this trouble is caused by certain penny-farthings. So let P be the set of all penny-farthings in A such that α 1 ρ α n = 0. For any subset N of P we define a base category A N having the same objects and morphisms as A. The composition of two morphisms ν and µ also coincides with the composition in A except for the case where the domains and codomains all belong to the same penny-farthing contained in N . In this case the composition is the ray λ such that A λ is the product of A ν and A µ in the stem-category. Thus A N is a mixture of ray-and stem-categories.
Theorem 10. Suppose the characteristic of k is 2. Let A be a distributive category such that A is mild. Then we have with the above notations:
a) The composition defined above in k A N is associative. The category k A N is distributive with ray-category A, but it is not standard provided N is not empty.
b) Each distributive category B with B ≃ A is isomorphic to k A N for some subset N of P. Two such categories are isomorphic iff the subsets are conjugate under the automorphism group of A.
The proof of the first part uses some of the information contained in theorem 8 and the proof of the second part runs parallel to the proof for characteristic different from 2. This is explained very well in [3, section 9] . One uses again the vanishing of a certain cohomology group.
The proof of theorem 4
We give some details because the proof of these results in [3, section 9.7] is too complicated and the one in [39, section 13.17] contains a minor error.
Let A be a distributive category such that A is mild. First we show that A is standard if it has a faithful indecomposable. As the proof of theorem 3 shows this is clear if there is no penny-farthing P as in figure 3 with α 1 ρ α n = 0 in A. So let P be such a penny-farthing. If A(y, x 0 ) = 0 = A(x 0 , y) holds for all y / ∈ P then A(x 0 , ) is projective-injective, whence the only candidate for a faithful indecomposable, and annihilated by α 1 ρα n . Thus, up to duality, we can assume A(x 0 , y) = 0 for some y / ∈ P . Then we are in one of the three situations described in theorem 8. By a well-known result [62] the points b and c can always be separated into a receiver and an emitter and the quiver of A and A is separated into a connected component containing x 0 and at most two other components. Since there is a faithful indecomposable these components are actually empty and we are in one of the three situations described in theorem 8. As shown in [11] by a direct calculation the Auslander-Reiten quivers of A and A s coincide in all three cases and there is no faithful indecomposable. Next, let A be finite and representation-finite. Using the correspondence of proposition 2 between ideals of A and A we know by induction that A is mild. If it is minimal representaion-infinite it has a faithful indecomposable and so we have A ≃ k A by the above, a contradiction. Thus A is also representation-finite.
Reversely, let A be finite and representation-finite. Again by induction A is mild. If it is minimal representation-infinite it has a faithful indecomposable and we end up again with the contradiction that A ≃ k A.
We have shown for finite distributive categories that A is representationfinite iff A is so. This implies easily that A is locally representation-finite iff A is so. The analogous statement for mildness follows from the correspondence between the ideals of A and A. Finally, the Auslander-Reiten quivers are isomorphic because for each penny-farthing one has either a projective-injective corresponding to the point x 0 or one is in one of the three cases from theorem 8. In the second case the Auslander-Reiten quivers of A and its standard-form are glued together by the same rules from the isomorphic Auslander-Reiten quivers obtained by separating all occurring points b or c into emitters and receivers. In the first case one knows how the Auslander-Reiten sequences with a projective-injective in the middle look like. . Let C n B be the free abelian group with basis S n B and define the differential d n : C n B → C n−1 B by the alternating sum of the appropriate face operators, i.e. by
Then one obtains a chain complex C • B whose homology groups are denoted by H n B whereas H n (B, Z) is the n-th cohomology group of Hom(C • B, Z) for any abelian group Z.
A functor F : B ′ → B between base categories is a covering if it satisfies the following conditions a), b) and the dual of b). Condition a) says that F µ = 0 is equivalent to µ = 0. Condition b) means that any point x in B can be lifted to a pont x ′ and any µ : x → y can be lifted to a unique µ ′ : x ′ → y ′ . It follows that µ is irreducible iff F µ is, whence a covering induces a covering between the quivers. The covering π :B → B is 'the' universal covering if for any covering F : B ′ → B any x in B with liftings x ′ in B ′ andx inB there is exactly one functor G :B → B ′ with π = F G and Gx = x ′ . Then G is again a covering and even an automorphism for F = π. The group of all these automorphisms is called the fundamental group Π B of B and B is simply connected if this group is trivial.
It is easy to see that one obtains the universal covering by the following construction. A walk w = α n . . . α 1 of length n from x to y is a formal composition of arrows β in Q B and formal inverses β −1 such that the domains and codomains fit together well and x is the domain of α 1 , y the codomain of α n . Two walks v, w can be composed to the walk wv if the end of v is the start of w. The homotopy is the smallest equivalence relation on the set of all walks such that:1) αα −1 ∼ id y and α
for all paths v, w mapped to the same non-zero morphism under the canonical presentation P Q B → B and 3) v ∼ w implies uv ∼ uw resp. vu ∼ wu whenever these compositions are defined. Now the points of the universal covering are the homotopy classes of walks with a fixed start x and the fundamental group consists of the homotopy classes with start and end in x. The multiplication is induced by the composition of walks. Since Q B is connected this construction is essentially independent of the chosen base point x.
The following 'Hurewicz-isomorphism' from [3, 10.4 ] is useful:
Proposition 3. Let P be a connected ray-category with fundamental group Π and universal coveringP . Then Π/[Π, Π] is isomorphic to H 1 P . In particular one has H 1P = 0.
The elementary definitions above are familiar from algebraic topology, but for an arbitrary base category the construction of the universal covering following these lines is an impossible task because it involves the word problem for groups as shown in [23] . However, the reader can easily verify that in Riedtmanns example B 2 is simply connected whereas B 1 admits the universal covering shown in figure 6 . Here the horizontal arrows are mapped onto the loop and the relations in the universal covering are the lifted ones.
The main results for ray-categories
A ray-category P is called interval-finite if the quiver Q P of P is directed and if there are only finitely many paths between any two points of P . For a point x in an interval-finite ray-category we denote by P x the set of all y = x such that P (x, y) = 0. We order this set by y ≤ z iff the only non-zero morphism from x to z factors through y. Furthermore we denote by P x the full subquiver of Q P consisting of the points y where no path ending in x starts. We say that x is separating if each connected component of P x contains at most one connected component of the Hasse-diagram of P x .
Theorem 11. ( [17, 8] ) Let P be a weakly zigzag-finite interval-finite raycategory.
a) H 1 P = 0 holds iff H 1 C = 0 holds for all finite convex subcategories C of P . In that case all objects are separating.
b) If P is finite and all objects are separating then H 1 P = 0 holds.
The next result [30] of Fischbacher is of central importance.
Theorem 12. Let π :P → P be the universal covering of a zigzag-finite raycategory P . Then we have:
a) The fundamental group Π P is free.
b) H 2 (P, Z) = 0 for all abelian groups Z.
c)P is interval-finite.
By this result and section 5 one can always use covering theory instead of cleaving diagrams in the proof of the multiplicative basis theorem, but that does not abbreviate the arguments.
Fischbachers proof of a) and b) is by an induction based on his 'reductionlemma' which shows for a ray-category P with at least one contour -among other things -the existence of some arrows such that P and the quotient of P by the ideal generated by these arrows have the same fundamental group. The proof of the reduction lemma uses only the key lemma 1 so that parts a) and b) remain valid if P is only weakly zigzag-finite. The proof of part c) is based on theorem 11 and it does no longer work in the weakly zigzag-finite case.
Nevertheless, we have the following result from [13] which plays an essential role in the proofs of BT 0 and of BT 2 in our sharper version.
Theorem 13. Let P be a mild ray-category. Then the statements a),b) and c) of theorem 12 are true.
For the proof we can assume that P is minimal representation-infinite and that it contains an infinite zigzag Z and a profound morphism that is not irreducible. Any profound morphism µ occurs in Z infinitely many times because otherwise P/µ still contains the infinite zigzag consisting of the end of Z where µ no longer occurs. But if a zigzag contains three times the same morphism, one can construct a crown C in the obvious way. Thus P is finite. Now one proves the following crucial result [13] .
Proposition 4. Let P be a minimal representation-infinite ray-category containing a crown and a profound morphism that is not irreducible. Then there is a profound morphism µ not occurring in an essential contour.
The proof of the proposition takes 15 pages and it is at the moment the most complicated one mentioned in this survey so that it should be replaced by a better argument. However, the proof is similar to the proof for the existence of a multiplicative basis: the main problem is to find a finite strategy and this consists of a rather boring local part and a rather nice global part. All this is explained well -I hope -in [13, section 2.2].
The theorem is then an easy consequence of the proposition. Namely, it follows directly from the construction of the universal coverings that the fundamental groups of P and P/µ coincide as well as the quivers ofP andP /µ and also H 2 (P, Z) embeds into H 2 (P/µ, Z). The following fact can be proven with the above proposition and the finiteness criterion.
Proposition 5. Let P be a minimal representation-infinite ray-category. Then there is always a profound morphism µ not occuring in an essential contour.
Back in 1983 I tried to prove this directly thereby obtaining a proof for the existence of interval-finite universal coverings based on the representation-finite case. I am still wondering whether there is such a direct proof.
Covering theory

Coverings of translation quivers and k-linear covering functors
As far as I know the place where coverings are used for the first time in the representation theory of algebras is the paper 'Group representations without groups' [35] by Gabriel and Riedtmann. They consider coverings of the ordinary quiver, but soon after Riedtmann started her work on representation-finite selfinjective algebras in [66] by looking at coverings of the ( stable ) AuslanderReiten quiver. This point of view was further developped by Gabriel in [15] where all the following material comes from. My contribution to that articlestated clearly in the introduction of [15] -was only to improve some results and to work together on section 6 on simply connected algebras. A translation quiver (Γ, τ ) is a pair consisting of a locally-finite quiver Γ without loops and double-arrows and a bijection τ : X → Y between two subsets of Γ 0 such that for all x in X there is an arrow α : y → x in Γ iff there is an arrow σα : τ x → y. We denote the set of these y as (τ x) + = x − and call the vertices in Γ 0 \ X projective, in Γ 0 \ Y injective. The full subquiver supported by x, x − , τ x is called a mesh and the mesh-category k(Γ) is the quotient of the path category kΓ by the ideal generated by all mesh relations α:y→x ασ(α) for x in X. The translation quiver is stable if X and Y coincide with Γ 0 . The most important examples of ( stable ) translation quivers are ( stable ) AuslanderReiten quivers. For any oriented tree T one has a stable translation quiver ZT . The underlying set is Z × T and the translation is given by τ (z, x) = (z − 1, x). There is an arrow (z, x) → (z ′ , y) iff either z = z ′ and there is an arrow x → y in T or z = z ′ − 1 and there is an arrow y → x in T . Of course ZT does not depend on the orientation of T but only on the underlying graph.
A covering of translation quivers is a map f : Γ ′ → Γ between the quivers with f τ ′ = τ f and such that x ′ is projective resp. injective iff f x ′ is so. It is clear how to define a universal covering γ :Γ → Γ, the fundamental group Π Γ and simply connected translation quivers. There is the following construction of the universal covering. Given a connected translation quiver (Γ, τ ) one defines a new quiverΓ by adding a new arrow γ x : τ x → x for each x in X. A walk inΓ is a formal composition of old and new arrows and their formal inverses such that the occurring starts and ends fit together well and the composition of walks is defined in the obvious way. The homotopy is the smallest equivalence relation stable under left or right multiplication with the same walk and under 'inversion' and such that αα −1 is equivalent to an identity for each arrow α -old or new -or each formal inverse and such that γ x is equivalent to ασ(α) for each arrow α ending in a non-projective vertex x. The fundamental group is isomorphic to the set of all homotopy classes of walks starting and ending in x endowed with the multiplication induced by the composition of walks. The universal coveringΓ has the homotopy classes with start in x as its points. The arrows, the translation and the covering π :Γ → Γ are all defined in a natural way.
In contrast to the case of base categories the universal covering has now always good properties which is due to the fact that the homotopy relation is homogeneous provided one gives the new arrows γ x the degree 2. There is a morphism κ of translation-quivers fromΓ to ZA 2 which makes it possible to argue by induction. It follows in particular that all paths between two fixed points have the same length and soΓ has no oriented cycles.
A k-linear functor F : M → N between two locally bounded k-linear categories is called a covering functor if it induces for all m in M and n in N isomorphisms
For instance any covering f : Γ ′ → Γ of translation quivers induces a covering functor k(f ) : k(Γ ′ ) → k(Γ) provided both mesh categories are locally bounded. A locally bounded category C is an Auslander-category if it is isomorphic to the full subcategory ind A of the indecomposables over some locally representation-finite category A or -equivalently -if C has global dimension at most 2 and any projective p in C admits an exact sequence 0 → p → i 0 → i 1 where the i k are projective and injective [1, section VI.5]. One has the following results. Combining these two results we see that for any locally representation-finite category A the full subcategory A os of k(Γ A ) consisting of the projective points is locally representation-finite. We call this the old standard form of A.
Galois coverings
Around 1980 it was clear to many people that it would be good to have a covering theory that is induced by some group action and independent of the AuslanderReiten quiver. There are several more or less equivalent ways to obtain such a theory ( see e.g. [44, 45, 46, 24, 82] ), but I follow Gabriel who presents in [37, section 3] on 8 pages more than we need. This theory was generalized by Dowbor and Skowroński in [25] .
Let G be a group of k-linear automorphisms of a locally bounded category A. We assume that G acts freely on A ,i.e. ga = a for g = 1, and locally bounded, i.e. for given a, b in A there are only finitely many g with A(a, gb) = 0. Then there is a quotient F : A → A/G and this is a covering functor. In fact, a covering functor E : A → B with Eg = g for all g in G induces an isomorphism A/G ≃ B iff E is surjective on the objects and G acts transitively on all fibres. Such an E is called a Galois covering.
Of course, the action of G on A induces an action m → m g on A-mod by scalar extension. This action is free if m ≃ m g holds for all g = 1 and m = 0. Here F • is simply defined by 'taking direct sums of vector spaces and linear maps' so that the theorem is very helpful. But the problem is to find for a given B a category A and a group G with B ≃ A/G such that first the theorem applies and second A − mod has better properties than B − mod. Now the preceding theorem can be applied to the universal covering π :P → P of a ray-category if the fundamental group G is free. Namely G acts freely and locally bounded on kP and freely onP − mod because G is torsion-free. Thus we see that P is locally representation-finite iffP is locally representationfinite. This is very useful once we know that the Auslander-Reiten quiver of kP or large portions thereof can be easily determined. This will be guaranteed in many cases by the next results.
Coverings of ray-categories and of Auslander-Reiten quivers
Let A be a directed Schurian algebra. For any a in the quiver Q of A let Qa be the full subquiver consisting of the points b such that there is no path from b to a. The point a is separating if the supports of different indecomposable direct summands of the radical of A(a, ) lie in different connected components of Qa. If P is an interval-finite universal covering of a ray-category, then each finite convex subcategory A of kP satisfies these assumptions. As a slight generalization of the separation criterion due to Bautista-Larrión one has: Next we prove amongst other things that the two definitions of the standard form coincide for a locally representation-finite category. This was shown for the first time in [17] .
Theorem 18. Let A be a locally representation-finite category with associated ray-category P having universal covering π :P → P . Then we have:
c) kP is isomorphic to the full subcategory of k(Γ kP ) formed by the projective points.
d)
A s and A os are isomorphic.
Proof. a) Recall that P and therefore alsoP are supposed to be connected. We know that A and its standard category A s = kP have the same Auslander-Reiten quiver from theorem 4. FurthermoreP is interval-finite and the fundamental group Π P is free by theorem [30] . Finally,P and P are locally representationfinite by theorem 16 and each finite connected convex subcategory C ofP has a simply connected Auslander-Reiten quiver by the last theorem. Now one shows with the usual arguments that the Auslander-Reiten quiver of a connected locally representation-finite category is connected. Thus Γ kP is connected. To show that it is even simply connected let x, y be two points in Γ kP and v, w two paths from x to y consisting of irreducible maps. Then there are only finitely many modules occuring in v and w and there is a finite convex connected subcategory C ofP such that all these modules are in fact C-modules and the two paths are two paths formed by irreducible maps in C-mod. But C-mod has a simply connected Auslander-Reiten quiver and so the two paths have the same length. This implies that Γ kP is interval-finite. Now, let w be any closed walk inΓ kP . It passes through only finitely many points of Γ kP which lie in a finite convex subset that consists only of C-modules for another finite connected convex subcategory ofP . The original walk is a walk inΓ C and so it is null-homotopic. Here one uses the fact that in a finite simply connected translation quiver any walk w can be contracted to a point within the quiver∆ corresponding to the convex hull ∆ of the points occuring in w.
b) Of course π induces a Galois covering kπ : kP → kP that in turn induces a covering π ′ : Γ kP → Γ kP by theorem 16. This is isomorphic to the universal covering γ :Γ kP → Γ kP because Γ kP is simply connected. Now any g in Π P gives rise to an automorphism of π ′ . The resulting homomorphism Π P → Π Γ kP is bijective, because Π P acts simply transitive on the fibres of π ′ . c) We have k(Γ kP ) ≃ ind kP by theorem 14. The quotient k(Γ kP ) → k(Γ kP ) induces a quotient between the full subcategories formed by the projective points and this is the wanted isomorphism.
d) This follows from c) because A and A s have the same Auslander-Reiten quiver.
6 Two classification results 6 .1 The structure of large indecomposables over simply connected representation-finite algebras
In this section we study the indecomposables over a representation-finite algebra with simply connected Auslander Reiten quiver. The support A of any indecomposable U is then a convex subcategory by [7] , whence again simply connected, and U is a sincere A-module. So it suffices to classify the representation-finite algebras with simply connected Auslander-Reiten quiver having a sincere indecomposable together with all these modules. Call these algebras ssc in the sequel and denote by n(A) the number of points of an algebra. In [6] I published a list of 24 infinite families of algebras together with some modules that contains all ssc algebras and their sincere indecomposables up to duality and up to some exceptional algebras with n(A) ≤ 72. At the end of 1982 I had determined by computer also the exceptional algebras and their sincere indecomposables and verified that they occur only for n(A) ≤ 13. I never published these results because the exceptional algebras are not very important and my results consisted in unreadeable computer-lists only. It is however very remarkable that there are only finitely many ways to construct an indecomposable over an ssc algebra and the only way I know how to prove this is to do the classification of the large ssc algebras.
The complete list of these algebras as given e.g. in [39, section 10.6] does not really matter. But the next result that one can verify by a look at the list plays an important role later on in the proofs of the finiteness criterion and of BT 2. In a certain sense the truth of the BT 2 conjecture is equivalent to the first property of ssc algebras mentioned in the next result.
Theorem 19. Let A be an ssc algebra having an indecomposable of dimension n ≥ 1000. Then A contains a line with at least n 6 points. Moreover, A is the union of at most three lines.
The simple method to obtain the 24 families is the inductive procedure to construct ssc algebras via one-point extensions as described in [15, section 6] . The results [63, 54, 55] of Nazarova, Roiter and Kleiner on representations of partially ordered sets play an essential role and the proof is a nice interplay between Auslander-Reiten theory and results of the Kiev-school similar as in [71] .
The 24 families as well as the bound 13 were later verified by Ringel in the last chapter of the book [72] by a different method and without computer. This method was also used by Dräxler to confirm my numerical results about the exceptional algebras in [27] . Finally two of my students produced pictures showing the zoo of exceptional algebras in [75] .
Dräxler used his numerical results to derive the following interesting fact [26] :
Theorem 20. Any indecomposable over a ssc algebra admits a basis such that all arrows are represented by matrices with only 0 and 1 as entries.
We also need the next result from [10] which is proven by elementary algebraic geometry.
Theorem 21. Any indecomposable over a ssc algebra is accessible.
The critical algebras and tame concealed algebras
A Schurian directed algebra A = k A with H 1 A = 0 is called critical if A is not representation-finite, but any proper convex subalgebra is. By theorem 17, any critical algebra has a simply connected component C in its Auslander-Reiten quiver containing all indecomposable projectives. It follows easily that C is a full subquiver of ZT for some tree T .
Theorem 22. The only trees occurring for critical algebras are of typeD n , n ≥ 4, orẼ n , 6 ≤ n ≤ 8.
I announced this theorem at Luminy in 1982 and the proof as well as the possible algebras forD n appeared in [9] . The quite technical method for the proof is the same as in section 6.1. In 1983 I also determined by computer the critical algebras for the typesẼ n , n = 6, 7, 8 using my previously obtained results for the ssc algebras. In particular I never used tilting theory as claimed in [78, page 247] In parallel work [47] Happel and Vossieck studied the representation-infinite algebras B having a preprojective component and such that the quotient B/BeB is representation-finite for each non-zero idempotent e. Using a theorem of Ovsienko [65] they derived the analogue of theorem 22, namely that with the exception of a generalized Kronecker-algebra B is the endomorphism algebra of a preprojective tilting module over an extended Dynkin-quiver. Furthermore they classified all these so-called tame concealed algebras with the help of a computer by certain frames which give a complete description by quiver and relations. For types different fromÃ n the algebras studied by Happel and Vossieck are obviously critical and the two classes even coincide just because the numbers of isomorphism classes coincide. In fact, this is also clear for theoretical reasons if one knows that for critical algebras only extended Dynkin-quivers occur. As far as I know there is no simple proof for that even though von Höhne has verified this by hand in [80] . We state for later use:
Theorem 23. The critical algebras are given by the frames of Happel and Vossieck.
We do not reproduce the frames that can be found in the original articles and many other places e.g. in [39] . We will refer to the list as the BHV-list.
Besides theorem 20 this list is the only result in this survey that depends on computer calculations. We leave it up to the reader whether this makes it trustworthy or not. The only place where the correctness of this list matters is in the finiteness criterion given later on. In the other 'applications' e.g. in the proofs of section 3 one uses only the fact that some very special members of the list like certain tree-algebras or fully commutative quivers are not representation-finite. This can always be checked easily and it was known since a long time.
Later on we also use the following non-trivial fact from [12] which is again proven with geometric methods like degenerations of modules.
Theorem 24. Over a tame concealed algebra any indecomposable is accessible.
.
Some applications 7.1 On indecomposables over representation-finite algebras
By theorem 4 any representation-finite algebra with a faithful indecomposable U is standard. Let P = A be the ray-category and π :P → P the universal covering inducing the Galois covering F : kP → kP ≃ A. By theorem 16 there is a kP -moduleŨ with F •Ũ ≃ U . Thus there are up to Galois covering only finitely many ways to construct an indecomposable over a representation-finite algebra. In particular we obtain from theorems 21 and 20:
Theorem 25. Any indecomposable over a representation-finite algebra is accessible and it admits a basis such that all arrows are represented by matrices containing only 0 and 1 as entries.
For further applications the following facts are useful. Here an infinite line L in the universal coveringP of a ray-category is called periodic if the stabilizer G L within the fundamental group is not trivial. The periodic length of L is then the number of G L -orbits on L ( see [25] ). Lemma 2. Let π :P → P be the universal covering of a ray-category with d elements such thatP is interval-finite and weakly zigzag-finite.
and π(q) = π(q ′ ) and such that v = q → z 1 . . . → z t−1 → z t is a path. Let g be the element in the fundamental group with gq = q ′ . Then adding on the right end the path gv one gets another convex subcategory inP . Continuing that way in both directions one obtains an infinite periodic line L ′ of periodic length l − 1 at most.
b) Any line of length 2d contains a 'subline' L that can be prolonged to an infinite periodic line of length at most 2d.
c) If P is minimal representation-infinite andP contains an infinite periodic line then P is a zero-relation algebra.
Proof. a) That one gets a convex subcategory by adding gv is an easy consequence of the fact that all points ofP are separating by theorem 11. Then one dualizes and adds gw on the right end where w = v is the second subpath of L ending in the sink z t . This procedure goes on forever to the right side and after that one goes to the left. By construction g is in the stabilizer of the obtained line L ′ and the periodic length is d − 1 at most. b) Take a line L of length 2d and mark all sources q 1 , q 2 , . . . , q r . Thus L looks like
and we get 2d ≤ r j=1 dimP (q j , ). So there are three sources mapped onto the same point in P . After renumbering we can assume they are q 1 , q i , q r . For two of them the situation of part a) occurs and we are done. c) Let L be a periodic line inP containing the source q. For each natural number n ≥ 1 let L n be the subline of L of length n starting in q and going to the right side. Then there is an indecomposable representation U n ofP with support L n and dimension n. The pushdowns F • U n are all indecomposable and annihilated by all contours. Infinitely many of them are faithful because P is minimal representation-infinite. Thus P is defined by zero-relations.
Using parts of the lemma, the detailed structure of the large ssc algebras and k-linear covering functors I proved in [6] : b) There is a constant C such that for all d ≥ 4 one has 2
The mere existence of upper bounds was proved in [52] by methods from model theory. To make these bounds concrete was back in 1981 one of my motivations for the classification of the ssc algebras.
A criterion for finite representation type
Given a finite dimensional algebra A as a subalgebra of some endomorphism algebra or by generators and relations it might be impossible to find a quiver Q and an admissible ideal I such that A and kQ/I are Morita equivalent. So we assume in our criterion right from the beginning that A = kQ/I holds and that we know the dimension d of A. Then it is easy to find out whether A is distributive and to determine the ray-category A and one has the following criterion for finite representation type.
Theorem 27. Let A = kQ/I be a connected distributive algebra of dimension d given by a quiver and an admissible ideal. Let π :P → P be the universal covering of P = A. Then A is representation-finite iff it satisfies the following two conditions: a) P contains no zigzag of length 2d. b)P contains no algebra of the BHV-list as a full convex subcategory.
Proof. By theorem 4 we know that A is representation-finite iff P is so.
For the easy implication let P be representation-finite. A zigzag Z of length 2d in P would contain one non-invertible morphism at least three times. Thus we find a crown in P which is impossible. So P is zigzag-finite. By theorems 12 and 16 one gets thatP is locally representation-finite and so it contains no algebra of the BHV-list as a convex subcategory. Here we do not need any classification but only the fact that all algebras in the BHV-list are representation-infinite.
Reversely, P is zigzag-finite whence P is representation-finite iffP is locally representation-finite by theorems 12 and 16 again. Observe thatP is intervalfinite and satisfies H 1P = 0.
IfP is not locally representation-finite there are two cases possible. First assume that there is a finite convex subcategory B which is not representationfinite. Then one finds also a critical convex subcategory C by removing certain sinks or sources of B. Then C is an algebra of the BHV-list by theorem 23 which is a contradiction.
If all finite convex subcategories are representation-finite then there is a point x inP such that there are infinitely many indecomposables U with U (x) = 0. The supports of these modules can get arbitrarily large. By theorem 19 the convex support of an indecomposable of dimension at least 12d + 1000 contains a line of length 2d. ThusP contains an infinite line by lemma 2, whence a zigzag Z. Its push-down F • Z is a zigzag in P which is again a contradiction. Note that for this implication we need both classification results.
I anounced a criterion similar to the one above in 1982 at Luminy. Of course I had to make more assumptions because a lot of theorems entering the proof above were not yet proven at that time. However also the original criterion [8] needed more than the first Jans condition and preprojective tilting.
Fischbacher used the criterion in [31] for the classification of all maximal representation-finite and minimal representation-infinite algebras with three points. If the reader has the energy to apply the criterion to some cases where the fundamental group is free in two generators and the algebra is not defined by zero-relations he will appreciate very soon that one has to look at convex subcategories ofP only. A detailed example is given in [8] .
The criterion leads to an algorithm [23] that decides in 'polynomial' dependence of the dimension of A whether A is representation-finite or not even though the number of indecomposables can grow exponentially by theorem 26.
We end this section with the following statement whose proof is left to the reader. The field k is here arbitrary.
Theorem 28. Let P be a ray-category. a) If P is minimal representation-infinite it is finite. b) If kP is locally representation-finite for one field it is so for all fields.
In that case the Auslander-Reiten quivers, the dimension-vectors of the indecomposables etc. are independent of k.
The proofs of Brauer Thrall 0 and Brauer Thrall 2
Now we prove the sharper version of BT 0 proposed by Ringel.
Theorem 29. Let A be a basic finite-dimensional algebra. If there is an indecomposable of dimension n there is also an accessible module of that dimension.
Proof. For representation-finite algebras all indecomposables are accessible by theorem 25 and for non-distributive algebras the theorem holds by Ringels result from section 2.2. Thus we can assume that A is distributive and minimal representation-infinite whence standard by theorem 4. The universal covering P is not locally representation-finite and interval-finite with free fundamental group by theorem 13. If we find a critical algebra B as a convex subcategory any indecomposable B-module is accessible by theorem 24. Their images under Observe that this proof uses none of the two classification results. Moreover theorem 1 ( but not theorem 29 ) remains valid if k is a splitting field for A, i.e. if all simple A-modules of finite dimension have trivial endomorphism algebra k.
Our version of Brauer-Thrall 2 reads as follows:
Theorem 30. Let A be a basic representation-infinite algebra of dimension d.
Then there is a natural number e ≤ max{30, 4d} and pairwise non-isomorphic e-dimensional indecomposables U i , i ∈ k * , such that for any n ≥ 1 there exist pairwise non-isomorphic indecomposables U n,i having a chain of n + 1 submodules such that all successive quotients are isomorphic to U i .
Proof. We can assume that A is minimal representation-infinite.
If A is not distributive there are two idempotents e, f and two linearly independent elements v, w in eAf annihilated by the radical of A. For any natural number n and any element i in k * we consider the morphism
given by the matrix vE n + w(iE n + N n ) and its cokernel U (n, i) of dimension n(dimAf − 1). Here E n is the n × n-identity matrix and N n a nilpotent n × n Jordan-bloc. A simple direct calculation shows that the U (n, i) are pairwise non-isomorphic indecomposables admitting an exact sequence 0
If A is distributive and minimal representation-infinite it is standard by theorem 4 and we call its ray-category P . By theorems 13 and 16 the universal coveringP is interval-finite with free fundamental group andP is not locally representation-finite. ThusP contains a critical convex subcategory C or all finite convex subcategories are representation-finite whenceP contains a line of length 2d by theorem 19.
First let C be a convex subcategory ofP which is tame concealed of typẽ E n . The wanted families of modules are then the push-downs of the obvious P 1 (k)-families of indecomposable C-modules with dimension-vector nδ where δ is the null-root of C. The dimension of each U i is the sum of the components of the null-root whence smaller than 30.
Next assume that there is a periodic line L inP of periodic length e ≤ 2d. Then A is a zero-relation algebra by lemma 2. To produce the wanted modules one can invoke the theory of Dowbor and Skowroński [25] or one can observe with Ringel [74] that A is special biserial. One always finds the wanted modules as appropriate band-modules with dimU i ≤ 2d. By part b) of lemma 2 we can assume from now on thatP does not contain a line of length 2d.
The only case not yet settled is whenP contains a tame concealed algebra C of typeD n as a convex subcategory. Any such subcategory contains a line of length n − 1 so that we can assume n − 1 ≤ 2d. Then the push-downs of the obvious P 1 (k)-families of C-modules produce indecomposables with dim U i ≤ 4d.
The proofs given in [4, 18, 29] of the usual weaker form of BT 2 do not need theorem 13 or the classification of the critical algebras, but the classification of the large ssc algebras is always needed. With a little more work one finds in all three cases occurring in the last proof a natural P 1 (k)-family of modules.
Finite representation type is open
In the important early paper [34] Gabriel introduces for fixed natural numbers d and n the varieties alg d of d-dimensional unital associative algebras and alg d mod n of pairs consisting of a d-dimensional algebra A and an n-dimensional A-module M . These varieties are equipped with natural actions of Gl d and Gl n and the projection π : alg d mod n → alg d has the following property.
Proposition 6. The image of a closed Gl n -stable subset of alg d mod n is closed.
From this Gabriel derives with the help of some semi-continuity properties of fibres: Proposition 7. For any n the set U (n) of all d-dimensional algebras having only finitely many isomorphism classes of n-dimensional modules is open. For the proof Gabriel observes that f in d is the intersection of all U (n) by BT 2 and a countable union of constructible sets by Auslanders homological characterization of representation-finite algebras. Then one has the surprising fact that the intersection as well as the union stop at a finite level which implies that there are constants C 1 and C 2 such that all representation-infinite algebras of dimension d have infinitely many isomorphism classes of indecomposables of dimension ≤ C 1 and all representation-finite algebras of dimension d have at most C 2 isomorphism classes of indecomposables. Of course these results are now surpassed by theorem 30 and theorem 26.
Theorem 31 is used in [3] for the proof of part a) of theorem 4. Geiss has combined in [42] Gabriels arguments with Drozd'theorem on tame and wild algebras [28, 21, 40 ] to show.
Theorem 32. Any deformation of a tame algebra is tame.
This result is very useful because a lot of interesting algebras with unknown module structure degenerate to special biserial algebras which are always tame [43, 83] . For instance this is used in the recent interesting results of Brüstle, de la Peña and Skowroński on tame strongly simply connected algebras [19] . Unfortunately, one does not get a description of the indecomposables with this method.
The theorems of Gabriel and Geiss have been analyzed and generalized in [20, 53] , but the question whether tame type is open is not yet answered.
7.5
The 'classification' of representation-finite and minimal representation-infinite algebras
For representation-finite algebras there is no classification in the strict sense known.
We have already seen several times that representation-finite algebras behave worse than minimal representation-infinite algebras. So one might ask whether these algebras can be classified. If we look at a distributive algebra A then we have by theorems 4 and 13 that A ≃ kP for some ray-category P with an interval-finite universal coveringP that is not locally representation-finite.
If all finite convex subcategories are representation-finite then A is a zerorelation algebra by lemma 2 and in fact even a special biserial algebra as observed in [74] where Ringel classifies the minimal representation-infinite ones among these and where he analyzes their module categories.
On the other hand the case where kP contains a tame concealed algebra of typeẼ n with n = 6, 7, 8 leads to algebras with at most 9 points and thus to a finite classification problem. However Fischbachers list in [31] shows that this classification will probably end up with an unreadable list.
By the way, 'mild can be wild' i.e. there are a lot of wild algebras that are minimal representation-infinite so that in general one will not get the structure of the modules.
The classification of representation-finite selfinjective algebras
The classification of the blocks with cyclic defect and their indecomposable modules due to Dade, Janusz and Kupisch [22, 51, 57, 33] is an early highlight of the representation theory of algebras. Also the detailed study of representationfinite symmetric algebras undertaken by Kupisch in [56, 58] is quite impressing, but his results formulated in terms of Cartan numbers are difficult to understand and far from a complete classification. The situation changed after the invention of almost split sequences when Riedtmann discovered in [66] that the stable Auslander-Reiten quiver of a representation-finite algebra has a simple structure ( see also Todorovs work in [79] ). For a selfinjective algebra only the missing projective-injectives have to be inserted and the possible configurations of these points were first studied purely combinatorially by Riedtmann, but later on Hughes-Waschbüsch [49] as well as Bretscher-Riedtmann-Läser [16] found independently two direct constructions and the second group of authors classified that way the configurations and so also the representation-finite selfinjective standard algebras.
However, Riedtmann had observed earlier that for some configurations and only in characteristic 2 there is also an exceptional non-standard algebra. The published proofs that this is the only 'accident' are complicated. In the approach by Riedtmann, Bretscher and Läser it is contained in the articles [67, 69, 16] , in the approach by Kupisch,Waschbüsch and Scherzler in the articles [56, 58, 60, 81] . Some of these are long and difficult to read.
Here, to illustrate the strategy of section 3 we will analyze which critical paths and non-deep contours occur for representation-finite selfinjective algebras by using the classification of the standard-algebras. It turns out that the difficult steps 1 and 2 of section 3 will never occur except for one case where we deal with one penny-farthing glued to a Brauer-quiver algebra. Thus one can get a complete proof of the classification of the representation-finite selfinjective algebras by reading [66, 16] and [3, sections 8.3-8.6 ].
Let T be a Dynkin-diagram. For any subset C of ZT we denote by ZT C the simply connected translation quiver obtained from ZT by adding for each c ∈ C a new point c * which is projective and injective and arrows c → c
. We call C a configuration of T if ZT C is the Auslander-Reiten quiver of a locally representation-finite selfinjective category A = A(T, C) which is then uniquely determined because of k(ZT C ) ≃ ind A(T, C) ( see theorem 14 ) . The period e of a configuration is the smallest natural number such that τ e stabilizes C. We set m(A n ) = n, m(D n ) = 2n − 3, m(E 6 ) = 11, m(E 7 ) = 17, m(E 8 ) = 29. The following crucial result follows easily from the well-known properties of the additive functions in k(ZT ) given in [36] .
Lemma 3. Let C be a configuration of T . Let S be a simple A-module with projective covering P (S) = c * and injective hull I(S) = d * . Then we have: a) Hom(P (S), I(S)) = k and the only profound morphisms in ind A(T, C) are the non-zero elements in Hom(P (S), I(S)).
c, whence C is stable under τ m(T ) and e divides m(T ).
Proof. For any locally bounded category the profound morphisms in ind A are of the form P (S) → S → I(S). The rest follows from the shape of the additive functions. Details can be found in [16, proposition 1] . Now let A be a representation-finite selfinjective algebra with AuslanderReiten quiver Γ A . By Riedtmanns structure theorem [66] its universal covering Γ A is isomorphic to some ZT C for a uniquely determined Dynkin-diagram T called the tree class of A and a configuration C of T . The standard-form A s is then the full subcategory of projectives in k(ZT C /Π) where Π is an admissible subgroup of Aut ZT leaving C invariant and one obtains that way all standardalgebras up to isomorphism. The group Π is the fundamental group of A and its structure is determined in [67, 3.3] and [16, section 1.6].
Lemma 4. The fundamental groups are always cyclic and we are in one of the following two situations: a) Π = τ r φ for some r ≥ m(T ) and some ( possibly trivial ) automorphism φ of T . Then we call Π small. b) Π = τ se for some s ≥ 1 such that se < m(T ). Then we call Π large. This occurs only for the types A n and D n .
An analogue of the next lemma is proven for the old definition of 'standard' in [16] . We include a proof because we want to know which non-deep contours occur and whether all morphisms are bitransit. Kupisch calls an algebra regular if all morphisms are bitransit. There is no critical path in a regular algebra.
Lemma 5. If the fundamental group of A is small any morphism is bitransit and there is no non-deep contour. Therefore A is standard.
Proof. Lemma 3 implies that all non-invertible endomorphisms of an indecomposable projective are annihilated by all irreducible morphisms. Thus all morphisms are bitransit and there is no non-deep contour. An application of step 3 in the the proof of theorem 3 shows that A is standard.
For the case of large fundamental groups we need more information. By part b) of lemma 3 the period e of a configuration always divides m(T ). Thus to describe all possible configurations means to classify all standard algebras with fundamental group τ m(T ) . This is done in the sections 6-8 of the article [16] whose sections 2-4 can be proven much shorter and without using tilting theory.
For type A n one gets the well-known Brauer-quiver algebras. A Brauerquiver Q is a finite connected quiver such that: i) Each arrow belongs to a simple oriented cycle, ii) Each vertex belongs to exactly two cycles and iii) Two cycles meet in one vertex at most. It follows that the cycles can be divided into two types say α and β such that cycles meeting in a vertex belong to different types. Each arrow belongs only to one cycle so that we can speak of α-arrows and β-arrows. The relations that a Brauer-quiver algebra has to satisfy are i) The compositions of two arrows of different types is 0 and ii) α ax = β bx holds for any point x belonging to an α-cycle of length a x and a β-cycle of length b x . These relations do not define an admissible ideal since there are always loops. For examples we refer to [16, section 6] .
The algebras of type D n are obtained by a kind of glueing of two or three Brauer-quiver algebras. In the first case the fundamental groups are small. Thus we only sketch the construction of [16, section 7.2] for the glueing of three Brauer-quiver algebras and for n ≥ 5.
So let 5 ≤ n = n 1 + n 2 + n 3 be given and let P i , i = 1, 2, 3 be Brauer-quiver algebras with n i vertices including a distinguished vertex x i lying on a β-loop. To get the quiver of the algebra D(P 1 , P 2 , P 3 ) one separates the points x i in P i into an α-sink x where the indices are taken modulo 3 so that one obtains a cycle of length 3 containing the γ-arrows. This is the only triangle such that the quiver remains connected after removing the arrows of the triangle ( and no point ). Now for e < m(T ) the algebra D(P 1 , P 2 , P 3 ) has an additional symmetry σ induced by τ e . This is only possible for P 1 = P 2 = P 3 = P , n = 3m, e = 2m − 1 and for the rotation of the γ-cycle as additional symmetry.
We do not give in detail the relations that D(P 1 , P 2 , P 3 ) has to satisfy, but we remark that σ respects the relations on D(P, P, P ) and we denote by N (P ) the quotient. Then the quiver of N (P ) is obtained from P = P 1 by adding a loop γ in the point x 1 and it follows from the relations of D(P, P, P ) that N (P ) has a penny-farthing with loop γ as the only non-deep contour and the α-path of length 2 through x 1 as the only critical path. From this one gets by an easy direct argument that in characteristic 2 the linearization of the stem-category of N (P ) is the only non-standard algebra in accordance with [81, 69] .
For the smallest possible Brauer-quiver algebra with two points one finds as D(P, P, P ) the algebra whose quiver is shown in figure 7 . It admits the threefold rotation as a symmetry and the quotient N (P ) is the algebra A(1) we started with in figure 1.
Our round-trip through the land of mild categories has come to an end. We conclude with the proof that the N (P ) from above are the only non-standard algebras.
Theorem 33. Let A = k be a connected representation-finite selfinjective algebra with standard-form A s . Then we are in one of the following two situations: a) A s is not isomorphic to some N (P ) for a Brauer-quiver P with at most 2 vertices. Then all arrows are bitransit and there is no non-deep contour. Consequently A is standard. b) A s is isomorphic to some N (P ) for a Brauer-quiver P with at most 2 vertices. Then there is exactly one critical path and one non-deep contour. A is isomorphic to the linearization of its ray-category or of its stemcategory and these two are isomorphic iff the characteristic is not 2.
Proof. Part b) follows from the above discussion. For part a) we work with ray-categories. So let C be a configuration for the tree class A n with period e and ef = n: Denote by P s the ray category of the full subcategory of projectives in k(ZT C / τ se ). Then P f is the ray category of a Brauer-quiver algebra and we have a f -fold Galois covering π : P f → P 1 . We claim that all irreducible morphisms -whence all morphisms -in P 1 are bitransit and that P 1 has no nondeep contour. Now up to duality any such contour involves three irreducible morphisms γ, δ, ǫ with γ = δ and ǫδ = 0 and ǫγ = 0 ( see figure 4 ) . This situation can be lifted to P f where it is impossible.
Next let γ : x → y be an irreducible morphism in P 1 with x = y and let ρ = ρ m . . . ρ 2 ρ 1 be a generator of the 'radical' of P 1 (y, y) written as a product of irreducible morphisms. Assume that ργ = 0. Lifting x and the irreducible morphisms one obtains upstairs a non-zero product σ m+1 σ m . . . σ 1 with π(σ 1 ) = γ. Thus all σ i belong to a cycle of the Brauer-quiver say with r points and one has σ r . . . σ m . . . σ 1 = 0 for some irreducible morphisms σ j and also σ m . . . σ 1 σ r . . . σ m+1 = 0. We have π(σ 1 σ r . . . σ m+2 ) = ρ i with i ≥ 1 whence π(σ 1 ) and π(σ m+1 ) are two irreducible morphisms not annihilated by ρ. So they coincide as seen above. This gives ργ = π(σ m+1 σ m . . . σ 1 ) = γπ(σ m . . . σ 1 ) and γ is cotransit. Dually one gets that γ is transit. Now for any s we have a Galois covering P s → P 1 . Any non-bitransit morphism in P s would produce one in P 1 which is impossible. For non-deep contours the same argument works.
Finally, let C be a configuration for the tree class D 3m with period e = 2m − 1. Using conventions analogous to the above we know that P 1 is N (P ) with only one non-deep contour which is a penny-farthing with loop in x and only two non-bitransit irreducible morphisms α 1 starting in x and α n ending in x. We only have to look at the 2-fold Galois covering π : P 2 → P 1 that preserves non-bitransit irreducible morphisms and non-deep contours. One checks easily that the preimages of the α i are bitransit and that there is no non-deep contour in P 2 that is mapped to the penny-farthing.
