3D objectness estimation, namely discovering semantic objects from 3D scene, is a challenging and significant task in 3D understanding. In this paper, we propose a 3D objectness method working in a bottom-up manner. Beginning with over-segmented 3D segments, we iteratively group them into object proposals by learning an ingenious grouping predictor to determine whether two 3D segments can be grouped or not. To enhance robustness, a novel regret mechanism is presented to withdraw incorrect grouping operations. Hence the irreparable consequences brought by mistaken grouping in prior bottom-up works can be greatly reduced. Our experiments show that our method outperforms state-of-the-art 3D objectness methods with a small number of proposals in two difficult datasets, GMU-kitchen and CTD. Further ablation study also demonstrates the effectiveness of our grouping predictor and regret mechanism.
Introduction
Recently, 3D understanding [32, 35, 42] has achieved remarkable progress and greatly advanced the intelligence of other domains, e.g. robotic manipulation [18] and automatic drive [37] . Many related topics such as 3D recognition, 3D object detection have been extensively studied by researchers. Beyond those topics, 3D objectness is relatively less explored. It aims at discovering semantic objects of 3D scenes without knowing object categories in advance. This can serve as a more general tool under many circumstances, e.g. a robot working in a unknown and open environment. Therefore, this work seeks to in-depth study this problem and propose a desirable solution.
Classical 3D objectness works mainly consist of two branches. On the one hand, with the high variety of effective 2D objectness algorithms or 2D region proposal network architectures, some methods [16] intuitively conduct an extension of 2D methods to 3D space. However, the huge 3D search space and the irregular format of point clouds make Figure 1 . A typical result of our objectness method on CTD [6] . Fig. 1(a) is the RGB image of the scene and 1(b) shows corresponding 3D segments produced by over-segmentation. 1(c) and 1(d) are detected 3D proposals by our method and the ground-truth respectively.
such simple extension inefficient and difficult to achieve expected results. Besides, such 2D-based methods [26] might omit some objects that could only be clearly detected from 3D space. On the other hand, some methods [14] directly conduct objectness from 3D perspective. By making full use of the voxel structure, they develop various similarity functions, thus perform bottom-up grouping. Nevertheless, such handcrafted metrics require large quantities of labor and trials. Besides, the scalability of such methods is also limited. Recent 3D objectness methods [8] generate proposals from dense point clouds via multi-view approaches and achieve promising performance. However, in practice, it is often difficult and laborious to obtain the multi-view perceive or even the dense point clouds of the whole scene.
In this work, we present a bottom-up objectness method on 3D point clouds. We first decompose the scene into a set of over-segmented 3D segments, then iteratively group them. In this way, a grouping predictor using neural net-work is introduced to estimate the probability that a pair of 3D segments belong to a same object. It learns from a large amount of 3D object models to extract the spatial features of each pair of 3D segments and make the final estimation.
We also notice that prior bottom-up grouping algorithms [33] work in a greedy manner and lack a global view. Therefore, we propose a novel regret grouping mechanism. By considering larger semantic space, namely relationship among all adjacent 3D segments beyond the target pair, the occurrence of mistaken grouping can be effectively reduced. The final proposals are achieved when no 3D segment pair is predicted as the same object.
We evaluate our objectness method in two datasets, GMU-kitchen dataset [8] and Cluttered Table- top Dataset (CTD) [6] . The experimental results show that our method outperforms state-of-the-art 3D proposal generation methods. In particular, we also demonstrate its robustness with the assistance of our regret grouping mechanism, especially in highly occluded scenes.
The main contributions of this work are as follows:
1. We present an effective 3D objectness method, which utilizes only spatial information of 3D point clouds and avoids hand-crafted metrics (e.g. various similarity functions).
2. We introduce regret grouping mechanism to largely address the mistaken grouping issue due to the greedy scheme. Some mistakenly grouped 3D segments can be regretted via more comprehensive analysis.
3. We show that our objectness method outperforms state-of-the-art 3D objectness methods in two difficult datasets of 3D scenes.
Related Work
Object Detection. Object detection [41] on 2D images has enjoy great popularity [29, 21, 31] and shown its strength in many fields, such as image classification [15] , face recognition [38] and human behavior analysis [23] . Based on a rich literature of existing 2D object detection techniques, many works [42, 16] try to adopt two-stage detector in 3D space, namely generating object proposals and then classifying them into different categories. However, the enormous number of proposals generated by conventional schemes (e.g. sliding windows) prevents them from realtime applications. An effective objectness method is hence in urgent demand. In this work, we focus on generating reasonable object proposals in 3D space, which can be further applied to object detection and then serves in more real-world tasks as a general tool. 2D Objectness. Objectness is initially conducted in 2D image space, aiming at generating object candidates from visual clues such as texture and contour features. There are three branches of approaches to executing 2D objectness [41] . The first kind of methods are based on region proposals selection [10, 11, 9] . This kind of models have made much progress recently, however, their speed is restricted by the number of region proposals. The second kind of methods take images as a whole and treat 2D objectness estimation as a regression problem [40, 29, 21, 30] , which is usually limited to specific kinds of objects set in advance. The third kind of methods make use of salience, that is, the noticeable visual information in an image, including FT [1] , GC [4] , SF [24] , and PCAS [22] , which may be inefficient and not robust when it comes to complicated circumstances. 3D Objectness. Recently, the use of spatial information in 3D space [27, 28] has been very popular and constantly applied to various domains, such as robotic manipulation. Therefore, an efficient method of creating object candidates in 3D space is urgently required. However, due to the irregular data formats of 3D point clouds, 3D objectness is not yet well resolved.
There are two main kinds of methods to deal with the problem. One is to project 3D data to 2D view images and then apply 2D methods to extract features [3, 20] . The other is to directly extract 3D features and then convert 3D feature map into 2D space [19, 25, 36, 42] . However, both kinds of methods are actually dealing with the problem in conventional ways and cannot fully utilize unique advantages in 3D representation. Some methods [42, 34] also aggregate objectness in end-to-end framework of some specific vision tasks (e.g. object detection, instance segmentation), known as RPN. Nevertheless, the training of RPN is highly affected by the whole architecture and it is hard to separate it out and train it alone.
There are also some works that conduct oversegmentation in 2D space and then group the segmented parts in 3D space greedily [14, 39] . However, quantities of hand-crafted metrics are highly demanded and the generalization ability is also limited in such methods. In this work, we introduce a manner that directly conducts over-segmentation in 3D space and group the segmented parts refer to spatial features extracted from neural networks instead of similarity functions. Furthermore, incorporate with our regret mechanism, we can withdraw most mistaken grouping operations caused by classical greedy manner, thus reducing incorrect proposals.
Method

Overview
Our objectness method is a bottom-up grouping process. Firstly, we conduct an over-segmentation on the 3D point cloud of a given scene and obtain a set of 3D segments (see Sec. 3.2), then adjacent 3D segments are iteratively grouped into larger ones by making use of a learned grouping pre- Figure 2 . Overview of our 3D objectness framework. We first over-segment the point cloud of a given scene and thus extract adjacent pairs of 3D segments. Then we group the top k pairs with the largest groupable probabilities estimated by a grouping predictor. In particular, potential mistaken grouping operations can be backtracked via a regret mechanism, which is elaborated in Sec. 3.5. dictor (see Sec. 3.4) until no 3D segments can be grouped. Besides, to enhance robustness, we also introduce a regret mechanism to withdraw incorrect grouping operations (see Sec. 3.5). The overall pipeline is illustrated in Fig. 2 .
Over-segmentation
Since our pipeline is a bottom-up process, we first oversegment the input 3D point clouds into a set of 3D segments for later grouping procedure. In general, any 3D point cloud structures can be segmented into planes ( Fig. 3 ). In this over-segmentation procedure, we continuously apply RANSAC [7] algorithm to search planes and take them as the initial 3D segments for subsequent grouping process. This initial over-segmentation can largely ensure the points in the same 3D segment belong to the same semantic object. Our experiment on CTD dataset shows that the above assumption holds for 99.7% segments. Note that we remove the background of large planes (e.g. desktop, wall) to improve efficiency and avoid mistakes. A typical oversegmentation result is illustrated in Fig. 4 . 
Adjacent Relationship Building
Basically, the grouping operations are only executed for adjacent 3D segments. A simple yet effective adjacent relationship building scheme is proposed: we partition the whole point cloud into a m × m × m voxel-grid (m is 256 in our experiments). If two 3D segments have points in the same grid, we label them as an adjacent 3D segment pair. In the grouping process, we will skip pairs of 3D segments that are not adjacent, which can accelerate the training process and enhance robustness.
Learn to Group
Given initial 3D segments obtained by oversegmentation process, we iteratively group them into object proposals. In this way, a criterion is required to determine whether two adjacent 3D segments belong to the same object or not. Instead of adopting conventional grouping schemes that rely on hand-crafted grouping metrics, we seek to construct a grouping predictor and learn such metrics from a large amount of 3D semantic object models. The predictor consists of two modules as illustrated in Fig. 5 . We first apply a feature extraction module to obtain spatial features of two 3D segments, then a prediction module is followed to estimate the corresponding groupable probability.
Feature extraction module. We first apply uniform sampling and zero padding to all 3D segments to ensure the input dimension as n × 3, where n is 2048 in our experiments and 3 denotes the 3D Cartesian coordinates. PointNet [27] is employed as the backbone to extract the spatial feature of each 3D segment. Note that we found that PointNet feature is effective enough to handle this problem, since most of 3D segments are relatively simple, and there is no need to involve more complex models such as PointNet++ [28] .
Prediction module. We get two aggregated feature vectors from the previous module. They are concatenated and then fed to a 5-layer MLP with the number of neurons (2048, 1024, 512, 128, 32) to estimate the final probability that two 3D segments belong to the same object. This module is ended with a Sigmoid function to compress the output into the range of 0 to 1.
The training of our grouping predictor is conducted on large-scale 3D object datasets [6, 8] . We produce 3D segments on those datasets and label two adjacent 3D segments on the same object as 1, otherwise as 0. Given a 3D pair p i of segments A and B, the corresponding prediction is denoted as g(p i ) or g(A, B).
Loss function. Intuitively, the problem can be considered as a regression problem and Huber loss [12] can be adopted.
However, since the ground-truth is binary, the loss functions for regression tend to make the predictions infinitely close to 0 or 1, especially in the case of uneven distribution of training data. We address this issue with binary crossentropy loss (Eqn. 1) and 2 regularization is adopted.
where y i is the ground-truth of i-th pair of 3D segments p i and w i is the weight of i-th item, which is identical in our experiments.
Regret Grouping
As described in Sec. 3.1, our objectness method is treated as a bottom-up grouping process. The standard bottom-up method is selective search [33] that works in a greedy manner. Conventional selective search just discards grouped segments after each iteration, which is intuitive and easy to operate. Nevertheless, once an incorrect grouping is made, the subsequent grouping process would suffer from increasing biases, resulting in many incorrect proposals. To enhance the fault tolerance of our method, a regret mechanism is presented. For each grouped 3D segment pair, we compute a regret score to determine whether they should be regretted or not. In what follows, we introduce the definition of regret score, thus present our regret mechanism.
Regret score. Suppose two 3D segments A, B have been grouped as a new 3D segment D, then we verify the correctness of this grouping by considering the relationship between D and other 3D segments adjacent to it. By assuming there is a 3D segment C adjacent to B, three events are defined as the following:
• E 1 : C and B belong to the same object.
• E 2 : C and D belong to the same object.
• E 3 : A and B do not belong to the same object (we should regret the grouping of A and B in this case).
In the viewpoint of probability, if P (E 1 ) = 1 and P (E 2 ) = 0, we can infer P (E 3 ) = 1. Proof by contradiction is adopted.
Proof. Suppose P (E 3 ) = 1, that is A and B possibly belong to the same object. Because P (E 1 ) = 1, we have A, B and C possibly belong to the same object. D is the union of A and B, therefore, C and D possibly belong to the same object. That is P (E 2 ) = 0. This contradicts the fact that P (E 2 ) = 0. Hence P (E 3 ) = 1.
Therefore, we regret the grouping of A and B, when P (E 1 ) is large, and in the meanwhile P (E 2 ) is small. In practice, P (E 1 ) and P (E 2 ) can be intuitively indicated by g(C, B) and g(C, D) respectively. A large g(C, B)−g(C, D) implies that P (E 2 ) is approximate to 1, so we need to regret the grouping of A and B as illustrated in Fig. 6 . Figure 6 . A specific case where regret is needed. Fig. 6(a) shows that B and C belong to the same object while A and B not. The numbers in Fig. 6(b) denote the prediction results. Since g(C, B)− g(C, D) = 0.7, which is a relatively large value, we tend to regret the grouping of A and B.
Furthermore, we consider the case of multiple neighborhoods, where the regret score can be written as
where Θ(A) and Θ(B) are the neighborhood sets of A and B, respectively.
Regret mechanism. With the regret score metric, we present our regret mechanism. The initial 3D segments are produced by over-segmentation. In each iteration, we find the adjacent pairs with the highest k groupable probabilities and form them as a set of grouping candidates.
For each candidate, if its regret score is larger than a certain threshold, we regret this grouping and put the corresponding pair into a regret pool. Otherwise, they would be really grouped and discarded in later iterations. Note that we directly regret grouping for pairs already staying in regret pool without computing their regret scores, thus avoiding repeated computation and promote efficiency.
When a 3D segment can not find any other 3D segments to group with, namely all the groupable probabilities are less than a threshold, we output it as an object proposal. The overall regret grouping algorithm is sketched in Alg. 1.
Experiments
We follow prior work related to 3D objectness [8] and take GMU-kitchen dataset as a benchmark for this task, which is more challenging than those widely used datasets of 3D scenes [17, 13, 5] . Furthermore, we find that Cluttered Table- top Dataset [6] involves complex object layouts and heavy occlusion. Therefore, it is also taken as a benchmark to make judgment less bias.
We organize this section as fours parts. Firstly we introduce the two datasets and our evaluation metrics in Sec. 4.1 and Sec. 4.2 respectively. Then we elaborate the details related to our experiments in Sec. 4.3. Afterwards, we perform comparative experiments with some state-of-the-art objectness methods from Sec. 4.4 to Sec. 4.5. Ultimately, we demonstrate the effectiveness of our regret mechanism and grouping predictor in Sec. 4.6).
Datasets
GMU-kitchen Dataset. GMU-kitchen Dataset provides 6735 RGB-D frames and dense point clouds of 9 video sequences from realistic kitchen environments. In each frame, there are more than a dozen common objects in daily life placed in a cluttered fashion. The arrangement of both the background and the objects are relatively complicated ( Fig.  7(a) ).
Cluttered Table-top Dataset. The Cluttered Table- top Dataset (CTD) consists of 3D point clouds and segmentation masks of 89 cluttered scenes with a variety of objects placed on a table. Although each scene contains no more than 10 objects, the high occlusions and complicated geometric structures make the task even more difficult (Fig.  7(b) ).
(a) GMU-kitchen (b) CTD Figure 7 . Typical scenes of the datasets we evaluate on..
Evaluation Metrics
We evaluate the performances of objectness methods from the perspective of detection recall, namely the radio of objects that have been really detected under a certain IoU overlap threshold.
In general, an object that achieves at least 0.5 IoU with any proposals could be considered detected. To measure the quality of proposals more comprehensively, we also conduct further exploration of the relationship between recall and IoU overlap threshold in our experiments.
Besides, in practice, the number of proposals under a certain recall value should also be considered, because the method which gets certain recall value with fewer proposals can avoid redundancy and greatly improve the efficiency of subsequent processing procedures (e.g. robot arm grasping).
Implementation Details
Dataset preprocessing. Since the GMU-kitchen dataset is generated from video sequences, there exist a large number of redundant frames. To maximize the variance of the point clouds we obtain, we randomly sample 1001 frames with the constraint that overlap between any two frames is no more than 0.8. We construct the point cloud of each scene by projecting depth frame to 3D space according to corresponding camera settings.
For each dataset, we divide the whole data into 70% training data, 15% validation data and 15% test data for training and evaluation. Model selection is conducted on the validation set, and the selected one is then evaluated on the test dataset.
Training scheme. In general, the scale gaps among 3D segments would be tremendous as the grouping process proceeds, especially when the shape of given objects vary greatly. To this end, we must ensure that the training data covers the 3D segments of all scales. Inspired by [2] , we train our grouping predictor in phases and update the corresponding training set dynamically.
Let H i denotes the training set of phase-i. In phase-1, we build H 1 with the 3D segments obtained from oversegmentation and train the predictor with it, until the average loss drops below a certain threshold t l , then proceed to next phase.
Before the training of (i+1)-th phase, we perform a selective search iteration, sort all 3D segments pairs according to the prediction results of grouping predictor, then group the top k pairs that belong to the same object according to the ground-truth. Afterwards, we extract new adjacent 3D segments of current state, denoted as J i and construct new training set by H i+1 = H i J i . The predictor is then trained with H i+1 and step into the next phase when the loss is less than t l .
The above procedure is repeated until there is no adjacent 3D segments can be grouped. In this way, we can guarantee that the training set covers all scales of 3D segments, and reduce difficulties compared to training with the data of all phases from scratch.
Parameters settings.
In our experiments, we optimize grouping predictor using Adam for 1000 epochs with batch size of 32 and initial learning rate of 0.001, and we choose t l as 0.001.
For regret mechanism, the threshold u for entering regret pool is 0.5, and the number of grouped pairs k in each iteration is 3 for CTD, 10 for GMU-kitchen dataset. In testing, we stop grouping when the largest prediction result is less than 0.75.
Evaluation on GMU-kitchen Dataset
In the first set of our experiments, we conduct comparisons with three state-of-the-art 3D objectness methods, 3D Selective Search (3D-SS) [14] , Single-View 3D [8] and SGPN [34] on GMU-kitchen dataset. Note that the dense point clouds are usually difficult to obtain in practice, thus we only consider Single-View 3D instead of Multi-View 3D in [8] . The results are illustrated in Fig. 8 . Figure 8 . Evaluation results of 3D objectness methods on GMUkitchen dataset. We select top 100 proposals to measure the corresponding performances in Fig. 8(a) .
We observe that our method outperforms the other three 3D objectness methods by a considerable margin (See Fig.  8(a) ), especially at high IoU threshold. The performances of both 3D-SS and Single-View 3D degrade significantly as the IoU threshold increases.
On the contrary, our method tends to maintain a relatively high recall under 0.5-0.9 IoU thresholds. This suggests that our objectness method generates high quality proposals that fit the ground-truth well while most proposals of the other two 3D objectness methods have poor overlap with the objects.
Based on the embedding of point-wise contextual features, SGPN seems to learn objectness well and shares the similar trend with our method in Fig. 8(a) . Nevertheless, due to the lack of regret mechanism, its performance is still limited by mistaken grouping operations in early merging phases. Fig. 8(b) indicates that our method is capable of performing on par with the other three methods under less proposals. The traditional objectness methods tend to achieve ideal performance at the expense of a large number of proposals (especially for 3D-SS).
Evaluation on CTD
To further explore robustness of our method under clutter scenes and complicated geometric structures, we conduct the same evaluation on CTD as in Sec. 4.4 and Fig. 9 shows the comparative results.
Actually, objectness on CTD is much more challenging than GMU-kitchen dataset due to the high occlusion and complex geometric shapes. As illustrated in Fig. 9 , our method also shows its robustness and outperforms the compared methods in all regimes.
For such occluded scenes, our method and SGPN can extract the contextual features between object instances better and achieve satisfying performances with deep learning schemes. On the contrary, traditional 3D objectness methods would encounter difficulties, the performance of 3D-SS declines rapidly as the IoU overlap threshold increases Figure 9 . Evaluation results of 3D objectness methods on CTD. We select top 200 proposals to measure the corresponding performances in Fig. 9(a) . and Single-View 3D tends to crash for always mistaking the cluttered scene to an object.
To present the grouping process of our objectness method more clearly, we further visualize it with some typical scenes in Fig. 4 .6.
Ablation Study
In Sec. 3.5, we propose a regret grouping mechanism. Due to the high occlusion of scenes and complicated object shapes in CTD, incorrect grouping operations are more likely to occur, where regret mechanism might show its strength. On the other hand, we also introduce a grouping predictor to substitute the traditional hand-crafted similarity metrics. Therefore, to ascertain the effectiveness of the two components, we conduct extensive ablation experiments on CTD.
We analyze their effects under three conditions: 1) using regret mechanism and grouping predictor; 2) using predictor without regret mechanism; 3) using neither regret mechanism nor predictor (e.g. 3D selective search). As is illustrated in Fig. 10 , both regret mechanism and the predictor play significant roles. Regret mechanism can (a) 0%
(b) 25%
(c) 50% (d) 75% (e) 100% Figure 11 . The grouping process of some typical scenes on CTD. Each row denotes a scene and the numbers below each column represent the corresponding grouping schedules. The leftmost column illustrates the over-segmentation results and the right most column shows the final object proposals.
overwhelmingly improve the overall performance, while grouping predictor would modify the trend between recall and IoU overlap threshold and lead to better performance under high IoU overlap threshold.
Transferability. Our grouping predictor is learned from basic geometric structures instead of the whole object instances. Most objects from different datasets share similar over-segmentation results, thus the learned model can be transferred between them. We also train our model on GMU-kitchen dataset and test it in CTD (unseen objects for GMU-kitchen dataset). We achieve 63.2% recall under 0.5 IoU overlap threshold, which is still superior to 3D-SS and Single-view 3D (48.5% and 31.8%) and on par with SGPN (64.1%). Note that the compared methods are both trained and tested on CTD.
Computation time. In our experiments, our speed performance is decent. We have recorded the average execution time on the test set of CTD. The program is run on the Xeon E5-2680 and a GTX 1080Ti, taking about 400ms per scene. Actually, the number of grouping iterations is not that large and PointNet is one of the most simple and efficient networks to process 3D point cloud data.
Discussion and Future Work
Our predictor estimates the grouping probability only based on the feature vectors of current 3D segment pairs. For two 3D segments pairs with the same spatial structure, our predictor tends to output the same result, whereas the corresponding ground-truth might be different, thus leading to ambiguity.
The occurrence of such case would be affected by the distribution of training data and can be largely circumvented via regret mechanism. However, we argue that this could be further improved via taking advantage of previous grouping results. It would be interesting to explore some modification on the architecture of predictor (e.g. RNN, GCN) to address this issue. It may also be a good option to introduce different training schemes (e.g. reinforcement learning).
Conclusion
We have presented a bottom-up objectness method on raw 3D point clouds. Given 3D point cloud of the scene, an over-segmentation was conducted to produce a set of 3D segments. Then a grouping predictor learned from a large amount 3D object models was utilized to determine whether a pair of 3D segments should be grouped, which avoided the labor of exploring similarity metrics and promoted performance greatly. By introducing a novel regret mechanism, we largely addressed the issue of conventional bottom-up methods due to greedy grouping. The experiments on GMU-kitchen dataset and CTD demonstrated that our 3D objectness method outperformed state-of-the-art 3D objectness methods with remarkable margins and was significantly more robust against extreme cases (e.g. occlusion, complex object models) with the aid of our regret mechanism.
