In this paper, a new method, namely Incremental Modified Fuzzy Extension Principle (IMFEP), is proposed for uncertainty assessment of conceptual water balance models. IMFEP is based on a new modification of fuzzy extension principle using fuzzy approximate. The most important feature of the M. Nasseri
INTRODUCTION
Uncertainty assessment in environmental sciences has recently received significant attention. Various methods have been used to assess the uncertainty of simulations.
There is a wide range of uncertainty evaluation methods which can be classified in the three important categories: Broadness of uncertainty projection methods and their inevitable statistical assumptions are the most important weakness of probabilistic uncertainty simulation methods (Montanari ) . The four major difficulties of using these methods can be listed as follows:
• Dependency of uncertainty simulation on the statistical likelihood which is used in uncertainty simulation (Montanari ; Mantovan & Todini ).
• Theoretical and computation difficulties of using these methods in validation, i.e., for the unseen model inputs UNEEC methods and also structures of both the monthly water balance methods and the study areas are described.
Finally, the results of uncertainty estimation and their comparisons are presented.
FUZZY LOGIC
Traditional logic assumes two-valued logic and consequently (0, 1)-membership of an element in a set. A fuzzy set A defined in a discourse universe of X is expressed by its Membership Function (MF) value, μ A (x).
μ A (x) express the extent to which x fulfills the category described by A. The fuzzy set A is shown with a set of ordered pairs:
The crisp set of elements that belong to fuzzy set A at least to the degree α is called α-level set or α-cut as presented in Equation (2):
A fuzzy subset A of the set of real numbers is called a fuzzy number if (a) there is at least one z such that μ A (z) ¼ 1 (normality assumption), and (b) for every real numbers a, b, c with a < c < b the following is true:
μ A (b)) (convexity assumption, meaning that the MF of a fuzzy number consists of an increasing and decreasing part, and possibly flat parts). In practice, MF is usually presented by a continuous function. Some of the popular functions which are used as MF are triangular, piecewise linear, exponential, and Gaussian. In the next section, different popular approaches in applying fuzzy extension principle which are also used in this study are described.
Fuzzy extension principle
The uncertainty associated with the model parameters is due to the description of a real phenomenon by idealized conceptualization. For evaluation of model uncertainty with deterministic structure in fuzzy domain, fuzzy extension principle and its revisions have been advisable. In the current section, the roots of this principle and some of its transformation is not trivial. The fuzzy extension principle is a basic concept in the fuzzy set theory that extends crisp domains of mathematical expressions to fuzzy domains.
Consider a function f () from space X to Y, and A is a fuzzy set on X which is typically defined in the following way:
where x i and μ i are the ith element of the set X and its membership value, respectively; þ denotes fuzzy OR operator.
The extension principle projects the vagueness of the fuzzy set A under the transformation f() to the fuzzy set B as follows:
Various methods Transformation methods is that the resulting output MF based on calculations of Equation (5) is quite wide since the min and max operators may lead to combining and 'amplification' of fuzziness of individual variables.
One can notice that most methods aimed at identification of the output MF, including the ones presented above, use an idea of sampling (trying to do this economically, similar to how it is done in the methods associated with 'design of experiments'), using crisp arithmetic to calculate the output, and then combining these crisp outputs to estimate the output MF. This approach is often termed in the literature as the Fuzzy Alfa-Cut (FAC) method which general form can be outlined as follows:
• The MF is cut horizontally at a finite number of α-cuts between 0 and 1.
• For each α-cut of the variable (typically using the same α for all variables), the output function is calculated (model is run) to determine the minimum and maximum possible values of the output.
• This information is then directly used to construct the corresponding MF. If the output is monotonic with respect to the dependent fuzzy variables, the process is rather simple since only two simulations will be enough for each α-cut (one for each boundary). Otherwise, optimization routines have to be carried out to determine the minimum and maximum values of the output for each 
In Equation (6), the expression aΘμ B x ð Þ ½ represents the influence of operation of crisp value 'a' on a fuzzy number B
and '∨' represents 'OR' fuzzy operator. Using Equation (6), the additive interaction of fuzzy numbers A and B is avoided. In Equation (6), it is assumed that 'Θ' operation does not have any influence on increasing the fuzziness of the system and the fuzziness of the fuzzy number C reflects the maximum fuzziness of input numbers A and B, but not their combination. This assumption is in contrast to the extension principle where operator 'Θ' has great influence on the fuzziness of C. The schematic representation of operations in Equation (6) is shown in Figure 4 .
Computations following the proposed MFEP are as follows. When A (the first fuzzy number) is divided by B (the second fuzzy number), the result C (the third fuzzy number) for a specific α-cut can be computed using the following steps.
In the first step, crisp representatives of fuzzy numbers should be calculated. In this paper, the average of the minimum and maximum values of the fuzzy range is set as this deterministic value. The crisp representative for A and B fuzzy numbers can be estimated using Equations (7) and (8):
where ' À ' and ' þ ' superscripts represent lower and upper values of α-cut set; Crisp(A) α and Crisp(B) α are the representative crisp values of fuzzy sets A and B.
In the second step, the represented crisp values, the fuzzy parameters, and the proposed operation have been used to achieve two sets of results. As shown in Figure 3 , for each set, a crisp value and a fuzzy parameter are combined using the proposed fuzzy operator. For example, for division operator, Equations (9) and (10) show the procedure of combining the two fuzzy sets:
In the final step, 'OR' operator should be used to find the final upper and lower bounds (UB and LB) of the resultant fuzzy variable. In Equation (11), the final mathematical step of achieving C (as shown in Figure 4 ) is presented:
where C i α 1 ð Þ and C i α 2 ð Þ are the first and second members of C i α ðÞ array in Equation (10). When the mathematical operator is changed to addition, only Equations (9) and (10) should be changed:
The final result for addition operator is equal to:
These two examples illustrate the basic logic of the proposed MFEP method. In brief, in the first step of the proposed method, fuzziness of each parameter has been calculated. Then, in the second step, the fuzziness has been projected using the mathematical operator Θ (such as division, addition, etc.). In the Appendix (available online at http://www.iwaponline.com/jh/015/159.pdf), the major mathematical operators of MFEP are illustrated.
While the Vertex method and its revisions are samplingbased approaches in applying fuzzy extension principle, MFEP has a straightforward procedure similar to the one used in Standard fuzzy mathematics method and it is one of the important advantages of the computational scheme of the MFEP method.
To implement the MFEP method in uncertainty assessment practice, three steps should be taken. The first step is identification of fuzzy MFs for each behavioral model parameter. The second step is to apply the proposed fuzzy arithmetic operators in the main models, and the last one is to use suitable criteria for evaluating the results. These steps are described in more detail below:
• • Replacing the mathematical operators used in the model. should be replaced with the new forms of the operators.
• Evaluation of the uncertainty simulations. Various metrics can be used; in this paper three indices are used for assessing the simulated uncertainty bounds. The first step in using IMFEP is 'decomposition of the input fuzzy numbers'. At first, the MF ranges for each parameter are subdivided into m equally spaced α-cuts with • For each percentile m, train a machine learning (statistical) model (e.g., an artificial neural network) or induced instance-based learning approach able to predict the percentile value Q m given the input vector of RV. If M ¼ 2, the percentiles will form the confidence interval (CI)
with the confidence level determined by the percentiles used.
The most important advantage of UNEEC is that it makes no assumptions about the error distribution, and Brief statistical information about the hydrology of these basins is presented in Table 1 . The location maps of the basins are also shown in Figure 7 . For both basins, 60% of the available data sets has been used for calibration and the remainder has been used for validation of the water balance models. It should be mentioned here that different physiographic and climatological characteristics of these basins make them good cases for evaluation of the proposed method versus other fuzzy-based uncertainty simulation tools. In the next section, selected monthly water balance models are described in brief.
MONTHLY WATER BALANCE MODELS
Monthly water balance models have been utilized by different researchers to investigate monthly hydrological behavior of basins with different climatic conditions. Mass balance of soil water storage is the building block of nearly all conceptual monthly water balance models, and they differ in the meteorological variables they use (e.g., evaporation, temperature) and also in the mathematical relationships between precipitation, temperature, evaporation, and runoff (Xu & Singh ).
In the current paper, two monthly water balance models, abc ( included in these models. In spite of the fact that these models have relatively simple mathematical structures, they are complex enough to make them quite adequate for the considered cases studies, and they were selected as good candidates for testing the efficiency of the proposed uncertainty analysis methods. This index is presented in Equation (15):
where UpLi and LoLi are UB and LB of uncertainty (simulated runoff in the considered case studies) of the selected α-cut or statistical CI, and Obs is the observed runoff; t is the time step (month); n is the total number of time steps. In principle, the lower the ARIL, the lower the uncertainty.
In a case of no uncertainty, ARIL is equal to zero. Note that ARIL may reflect the uncertainty of the investigated main model and not the quality of the uncertainty analysis method per se; however, it can be used in comparative studies (when different uncertainty analysis methods are applied to propagate the same uncertain inputs through the model) as it is done in this paper.
The second indicator describes the coverage of observations by the uncertainty bounds (often also termed prediction interval coverage probability (PICP), see Solomatine & Shrestha ()). It is formulated as follows:
where NQ in is the number of observations which are bracketed by the uncertainty bounds in the simulated uncertainty bound. A good uncertainty method should result with P level being equal to the selected α-cut or the confidence level used (e.g., 0.9) (Lu et al. ) . These two behavioral indicators have been used in this study for evaluation of different uncertainty analysis methods. It is clear that proximity of P level to the confidence level (often set to 0.9 or 0.95) is an indicator of the quality of the uncertainty analysis method.
Obviously, ARIL and P level are in a way conflicting indicators, and to take into account the interaction between these two criteria, a new aggregate index, namely the normalized uncertainty efficiency (NUE) for each fuzzy level Figure 9 | Structure of two-parameter monthly water balance (C and S c are model parameters, and P t , S t , E t , and Q t are monthly precipitation, soil water content, evapotranspiration, and runoff at month t).
has been proposed by Nasseri & Zahraie () , and it was also used in this study. NUE can be estimated using the following equation: (17) where w is the scale factor of P level and ARIL. The modeled uncertainty with higher NUE is preferred over the lower ones. Higher NUE means a higher ration of the number of observations within the upper and lower uncertainty bounds to the area between them. In this paper, it is assumed that the weighting factor between P level and ARIL is equal to one (w ¼ 1).
In general, the only criterion that we can safely use is the following one: 'how close is P level to the confidence level'.
The criterion based on minimizing ARIL can be used as well as an auxiliary one, so it can be said that when comparing different uncertainty assessment methods that the methods with lower ARIL and higher P level are preferred.
If a single method with maximum P level and minimum ARIL cannot be identified, NUE can be used as an auxiliary statistical indicator to compare different methods (higher NUE values would correspond to a better method). In the next section, the results of uncertainty simulation with the IMFEP and other specified methods are described.
RESULTS AND DISCUSSION
Both model-basins are calibrated with 60% of the available data set to achieve the optimum parameter values. The LBs and UBs and their NS criteria are shown in Table 3 .
In the final step, uncertain responses of both model-basins have been assessed using the Standard fuzzy mathematic, Vertex, MFEP, and IMFEP methods. Efficiency indicators of the four methods for different fuzzy α-cuts and for both basins are reported in Table 4 .
As illustrated in Table 4 , relatively high ARIL values
show that the modeled uncertainty by Standard fuzzy mathematics is quite wide in all presented α-cuts in the AG Basin.
This means that all observed points are scattered between LB and UB of the uncertainty interval. Consistency in increasing the rate of ARIL with increasing uncertainty level (decreasing values of α) is noticeable. in P level and decrease in ARIL values are not consistent. In the AG Basin, the results with lower uncertainty (higher α-cuts) depict higher NUE values. It is obvious that very wide uncertainty bounds covered nearly all of the observed runoff values, but a very large value of ARIL shows that it is not an eligible uncertainty response.
As is shown in Table 4 lower NUE values, which shows that no optimum point for uncertainty behavior of the model results can be found based on this indicator.
The P level values in Table 4 Reported statistical indicators in Table 4 For uncertainty estimation using the UNEEC method, first the relevant parameters must be selected. As described in the description of the UNEEC method, AMI has been used to do this task. In Table 5 These criteria have been selected based on expert judgment.
The selected parameters are differentiated by grey shading in Table 5 .
After that, UNEEC employs fuzzy c-means clustering for identifying groups of data for which percentiles will be esti- Tables 6 and 7 To assess the general efficiency of the fuzzy uncertainty simulation methods, weighted summation of NUE with confidence level for both basins are presented in Table 8 .
To calculate these values, NUEs for higher/lower CIs (higher α-cut) receive higher/lower weights. In general, Standard fuzzy mathematics shows the lowest performance in uncertainty modeling in both basins. In the K Basin, IMFEP, MFEP, Vertex method, and UNEEC (with four | Statistical evaluations using fuzzy UNEEC for different CIs and clusters in AG Basin
Number of clusters AG Basin (seven clusters and CI equal to 10%). 
