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EXISTENCE, UNIQUENESS AND DECAY RATES FOR
EVOLUTION EQUATIONS ON TREES
LEANDRO M. DEL PEZZO, CAROLINA A. MOSQUERA AND JULIO D. ROSSI
Abstract. We study evolution equations governed by an averaging operator
on a directed tree, showing existence and uniqueness of solutions. In addition
we find conditions of the initial condition that allows us to find the asymptotic
decay rate of the solutions as t → ∞. It turns out that this decay rate is not
uniform, it strongly depends on how the initial condition goes to zero as one
goes down in the tree.
1. Introduction
Let Tm be a directed tree with m-branching, we denote by x the vertices of the
tree. Given a function f : Tm → R, in this work we study the following Cauchy
problem
(1.1)
{
ut(x, t)−∆Fu(x, t) = 0 in Tm × (0,+∞),
u(x, 0) = f(x) in Tm,
where
∆Fu(x, t) = F (u((x, 0), t), . . . , u((x,m− 1), t))− u(x, t),
being F an averaging operator, see the precise definition in Section 2. The simplest
linear example of an averaging operator is the usual average
F (x1, . . . , xm) =
1
m
m∑
j=1
xj
but we can include nonlinear functions as
F (x1, . . . , xm) =
α
2
(
max
1≤j≤m
{xj}+ min
1≤j≤m
{xj}
)
+
1− α
m
m∑
j=1
xj ,
with 0 < α < 1.
We can see that u is a solution of (1.1) if and only if it is a solution of the integral
equation
(1.2) u(x, t) = Kfu(x, t),
where
Kfu(x, t) :=
∫ t
0
ez−tF (u((x, 0), z), . . . , u((x,m− 1), z)) dz + e−tf(x).
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We first prove existence and uniqueness of a locally bounded global in time
solution using a fixed point argument for Kf .
Theorem 1.1. Let f ∈ L∞(Tm,R). Then there exists a unique solution u in
L∞loc([0,+∞);L
∞(Tm,R)) := {v ∈ L
∞(Tm × [0, T ],R) ∀T > 0}
of (1.1).
In addition, a comparison principle holds.
Theorem 1.2. Let F be an averaging operator, f, g ∈ L∞(Tm,R) such that f ≤ g
in Tm, and u, v ∈ L∞loc([0,+∞);L
∞(Tm,R)) such that
(1.3) u(x, t) ≤ Kfu(x, t) and v(x, t) ≥ Kgv(x, t)
for all (x, t) ∈ Tm × [0,+∞). Then u ≤ v in Tm × [0,+∞).
Once we have established existence and uniqueness of global in time solutions
a natural question is to look for its asymptotic behaviour as t → ∞. We find
conditions on the initial condition f (that involve the speed at which they go to
zero as one goes down in the tree) that guarantee that solutions go to zero as
t→∞. Under these conditions we can find bounds for the decay rate. Surprisingly
the decay rate for solutions to (1.1) is not uniform. It strongly depends on the decay
of the initial condition f . For example, for initial conditions with finite support
(only a finite number of vertices have non-zero values) we find a decay of the form
tµe−t (here µ depends on the size of the support of f), while for data without finite
support we find a decay of the form e−λt (with 0 < λ < 1 depending on the decay
of f). This is the content of our next results whose proof rely mostly on comparison
arguments. For the statements we need to introduce the following notations.
Let f ∈ L∞(Tm,R). We will say that f has finite support if there exists n ∈ N0
such that f(x) = 0 for all x ∈ Tm with l(x) ≥ n, where l(x) denotes the level of x.
We also define
a(f) := min{j ∈ N0 : f(x) = 0, ∀x ∈ Tm with l(x) ≥ j},
and
µ(f) :=
{
a(f)− 1 if a(f) > 0,
0 if a(f) = 0.
Theorem 1.3. Let F be an averaging operator and f ∈ L∞(Tm,R) with finite sup-
port. If u ∈ L∞loc([0,+∞);L
∞(Tm,R)) is the solution of (1.1) with initial condition
f, then
(1.4) max
x∈Tm
|u(x, t)| ≤
tµ(f)e−t
µ(f)!
‖f‖L∞(Tm,R),
for t large enough.
The above bound is optimal, see Remark 4.1.
For f that are not finitely supported we have the following result.
Theorem 1.4. Let F be an averaging operator and f ∈ L∞(Tm,R) such that there
exist λ ∈ (0, 1) and k ∈ R>0 such that
|f(x)| ≤ k(1− λ)l(x) ∀x ∈ Tm.
If u ∈ L∞loc([0,+∞);L
∞(Tm,R)) is the solution of (1.1) with initial condition f,
then
max
x∈Tm
|u(x, t)| ≤ ke−λt ∀t ∈ R.
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Again this bound is optimal, see Proposition 4.2.
In the next result we show that we can construct a solution with quite different
bahaviours at ∅, the first node of our tree.
Theorem 1.5. Let F be an averaging operator and a0(t) ∈ C∞([0,∞),R), then
there is a solution of ut(x, t) −∆Fu(x, t) = 0 in Tm × (0,+∞), such that
u(∅, t) = a0(t) ∀t ∈ R.
Let us end the introduction with a brief comment on previous bibliography that
concerns mostly the stationary problem. For nonlinear mean values on a finite
graph we refer to [8] and references therein. For equations on trees like the ones
considered here, see [1, 6, 7] and [9, 10], where for the stationary problem it is
proved the existence and uniqueness of a solution using game theory. See also [2, 3]
where the authors study the unique continuation and find some estimates for the
harmonic measure on trees. Here we use ideas from these references.
The time dependent diffusion equations on simple, connected, undirected graphs,
have been used to model diffusion processes, such as, modeling energy flows through
a network or vibration of molecules, [4, 5].
In the case when F is the usual average, it is possible to construct a fundamental
solution for (1.1) on infinite, locally finite, connected graphs. See [11, 12] and the
references therein.
This paper is a natural extension of the previously mentioned references since
here we deal with the evolution problem associated to an averaging operator on a
tree that is a directed graph.
This paper is organized as follows: in Section 2 we collect some preliminaries; in
Section 3 we deal with existence and uniqueness of solutions and prove Theorem
1.1 and Theorem 1.2; in Section 4 we prove our results concerning the decay of
solutions as t→∞ proving Theorem 1.3, Theorem 1.4 and Theorem 1.5.
2. Preliminaries
We begin with a review of the basic results that will be needed in subsequent
sections. The known results are generally stated without proofs, but we provide
references where the proofs can be found. Also, we introduce some of our notational
conventions.
2.1. Directed Tree. Let m ∈ N>2. In this work we consider a directed tree
Tm with regular m−branching, that is, Tm consists of the empty set ∅ and all
finite sequences (a1, a2, . . . , ak) with k ∈ N, whose coordinates ai are chosen from
{0, 1, . . . ,m − 1}. The elements in Tm are called vertices. Each vertex x has m
successors, obtained by adding another coordinate. We will denote by S(x) the set
of successors of the vertex x. A vertex x ∈ Tm is called an n−level vertex (n ∈ N)
if x = (a1, a2, . . . , an), and we will denote by l(x) the level of vertex x. The set of
all n−level vertices is denoted by Tnm.
A branch of Tm is an infinite sequence of vertices, each followed by its immediate
successor. The collection of all branches forms the boundary of Tm, denoted by
∂Tm.
We now define a metric on Tm ∪ ∂Tm. The distance between two sequences
(finite or infinite) pi = (a1, . . . , ak, . . . ) and pi
′ = (a′1, . . . , a
′
k, . . . ) is m
−K+1 when
K is the first index k such that ak 6= a′k; but when pi = (a1, . . . , aK) and pi
′ =
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(a1, . . . , aK , a
′
K+1, . . . ), the distance is m
−K . Hausdorff measure and Hausdorff di-
mension are defined using this metric. We have that Tm and ∂Tm have diameter
one and ∂Tm has Hausdorff dimension one. Now, we observe that the mapping
ψ : ∂Tm → [0, 1] defined as
ψ(pi) :=
+∞∑
k=1
ak
mk
is surjective, where pi = (a1, . . . , ak, . . . ) ∈ ∂Tm and ak ∈ {0, 1, . . . ,m − 1} for all
k ∈ N. Whenever x = (a1, . . . , ak) is a vertex, we set
ψ(x) := ψ(a1, . . . , ak, 0, . . . , 0, . . . ).
We can also associate to a vertex x an interval Ix of length
1
mk as follows
Ix :=
[
ψ(x), ψ(x) +
1
mk
]
.
Observe that for all x ∈ Tm, Ix∩∂Tm is the subset of ∂Tm consisting of all branches
that start at x. With an abuse of notation, we will write pi = (x1, . . . , xk, . . . )
instead of pi = (a1, . . . , ak, . . . ) where x1 = a1 and xk = (a1, . . . , ak) ∈ S(xk−1) for
all k ∈ N≥2.
Finally we will denote by Txm the set of the vertices y ∈ Tm such that Iy ⊂ Ix.
Example 2.1. Let κ ∈ N be at least 3. A 1/κ−Cantor set, that we denote by C1/κ,
is the set of all x ∈ [0, 1] that have a base κ expansion without the digit 1, that
is x =
∑
ajκ
−j with aj ∈ {0, 1, . . . , κ − 1} with aj 6= 1. Thus C1/κ is obtained
from [0, 1] by removing the second κ−th part of the line segment [0, 1], and then
removing the second interval of length 1/κ from the remaining intervals, and so
on. This set can be thought of as a directed tree with regular m−branching with
m = κ− 1.
For example, if κ = 3, we identify [0, 1] with ∅, the sequence (∅, 0) with the first
interval right [0, 1/3], the sequence (∅, 1) with the central interval [1/3, 2/3] (that is
removed), the sequence (∅, 2) with the left interval [2/3, 1], the sequence (∅, 0, 0)
with the interval [0, 1/9] and so on.
2.2. Averaging Operator. The following definition is taken from [1]. Let
F : Rm → R
be a continuous function. We call F an averaging operator if it satisfies the following
set of conditions:
(i) F (0, . . . , 0) = 0 and F (1, . . . , 1) = 1;
(ii) F (tx1, . . . , txm) = tF (x1, . . . , xm) for all t ∈ R;
(iii) F (t+ x1, . . . , t+ xm) = t+ F (x1, . . . , xm) for all t ∈ R;
(iv) F (x1, . . . , xm) < max{x1, . . . , xm} if not all xj ’s are equal;
(v) F is nondecreasing with respect to each variable.
Remark 2.2. It holds that, if (x1, . . . , xm), (y1, . . . , ym) ∈ Rm, then
xj ≤ yj + max
1≤j≤m
{xj − yj}
for all j ∈ {1, . . . ,m}. Let F be an averaging operator. Then, by (iii) and (v),
F (x1, . . . , xm) ≤ F (y1, . . . , ym) + max
1≤j≤m
{xj − yj} .
Therefore
F (x1, . . . , xm)− F (y1, . . . , ym) ≤ max
1≤j≤m
{xj − yj} ,
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and moreover
|F (x1, . . . , xm)− F (y1, . . . , ym)| ≤ max
1≤j≤m
{|xj − yj|} .
Now we give some examples.
Example 2.3. This example is taken from [6]. For 1 < p < +∞, the operator
F p(x1, . . . , xm) = t
from Rm to R defined implicity by
m∑
j=1
(xj − t)|xj − t|
p−2 = 0
is a permutation invariant averaging operator.
Example 2.4. For 0 ≤ α, β ≤ 1 with α+ β = 1, let us consider
F1(x1, . . . , xm) = αmedian
1≤j≤m
{xj}+
β
m
m∑
j=1
xj ,
F2(x1, . . . , xm) = αmedian
1≤j≤m
{xj}+
β
2
(
max
1≤j≤m
{xj}+ min
1≤j≤m
{xj}
)
,
where
median
1≤j≤m
{xj} :=


ym+1
2
if m is even,
ym
2
+ y(m
2
+1)
2
if m is odd,
with {y1, . . . , ym} a nondecreasing rearrangement of {x1, . . . , xm}.
It holds that F1 and F2 are permutation invariant averaging operators.
3. Existence and Uniqueness
First we show that there exists a unique solution of problem (1.1) in the space
L∞loc([0,+∞);L
∞(Tm,R)).
Proof of Theorem 1.1. Existence. Let T > 0 and
CT := {u ∈ L
∞(Tm × [0, T ],R) : u(x, t) is continuous in t}.
Observe that CT is a Banach space with the L
∞-norm.
We can see that Kf is a contraction on CT . In fact, using Remark 2.2, we have
that
‖Kfu1 −Kfu2‖∞ ≤
∫ t
0
ez−t dz‖u1 − u2‖∞ ≤ (1− e
−T )‖u1 − u2‖∞,
for all u1, u2 ∈ CT . Therefore, by the Brouwer fixed-point theorem, Kf has a unique
fixed point u ∈ CT .
Since T > 0 is arbitrary, we can obtain a globally defined solution of (1.2), u.
Uniqueness. Let u, v be two solutions of (1.1) such that
u, v ∈ L∞loc([0,+∞);L
∞(Tm,R)).
Then, u, v are solutions of (1.2) and therefore they are fixed points of Kf . Thus
u ≡ v in Tm × [0, T ] for all T > 0 due to Kf is a contraction operator. Therefore
u ≡ v in Tm × [0,+∞). 
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Remark 3.1. We note that there is no need of a “boundary condition”. This problem
can be regarded as the analogous for the tree to the Cauchy problem for a PDE, as
ut = ∆u in R
n × (0,∞) with u(x, 0) = f(x) in Rn. Here we consider f ∈ L∞, but
the result can be slightly improved to allow for an unbounded initial condition, see
Remark 3.3 below.
Next we show a comparison principle.
Proof of Theorem 1.2. Let T > 0. We consider
MT := sup
Tm×[0,T ]
{u− v}.
Then, given ε > 0, there exists (x˜, t˜) ∈ Tm × [0, T ] such that
MT − ε ≤ u(x˜, t˜)− v(x˜, t˜).
Now, by (1.3), we obtain that
MT − ε ≤ u(x˜, t˜)− v(x˜, t˜)
≤
∫ t˜
0
ez−t˜
(
F (u((x˜, 0), z), . . . , u((x˜,m− 1), z))
− F (v((x˜, 0), z), . . . , v((x˜,m− 1), z))
)
dz
+ e−t˜(f(x˜)− g(x˜)).
Thus, using that f ≤ g in Tm and Remark 2.2, we have that
MT − ε ≤MT (1− e
−T ),
and therefore e−TMT ≤ ε for all ε > 0. Then, using that e−T > 0, we obtain that
MT ≤ 0 and this implies that u(x, t) ≤ v(x, t) for all (x, t) ∈ Tm × [0, T ].
Since T > 0 is arbitrary, we can conclude that u ≤ v in Tm × [0,+∞). 
Corollary 3.2. Let F be an averaging operator and f ∈ L∞(Tm,R). Then, any
bounded solution u of (1.1) with initial condition f satisfies the inequality
|u(x, t)| ≤ ‖f‖L∞(Tm,R)
for all (x, t) ∈ Tm × [0,+∞).
Proof. We just observe that w(x, t) = M = ‖f‖L∞(Tm,R) is the solution of (1.1)
with initial condition M. Since f(x) ≤M , from Theorem 1.2, we obtain that
u(x, t) ≤M, for all (x, t) ∈ Tm × [0,+∞).
In a similar way, we can prove that u(x, t) ≥ −M for all (x, t) ∈ Tm × [0,+∞).
Therefore,
|u(x, t)| ≤ ‖f‖L∞(Tm,R) ∀(x, t) ∈ Tm × [0,+∞).
This completes the proof. 
Remark 3.3. We remark that we can have existence of a solution even if the initial
condition f is not bounded. In fact, we just observe that
u(x, t) = Ce(λ−1)tλl(x),
with λ > 0 is a solution of (1.1) with initial condition f(x) = Cλl(x).
Then, there is a solution of (1.1) for any initial condition such that
0 ≤ f(x) ≤ Cλl(x).
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To obtain such a solution we generate a sequence of approximating solutions using
truncations of the initial condition. In fact, let
fn(x) = min{f(x), n}, un(x, t) = min{u(x, t), n},
and take wn(x, t) ∈ L∞loc([0,+∞);L
∞(Tm,R)) the unique solution of (1.1) with
initial condition fn (Theorem 1.1).
We can see that, un → u as n → +∞, Kfnun ≤ un, and, by the comparison
principle, wn is increasing with n and wn ≤ un.
Finally, taking the limit as n → ∞ in the form of the equation given by (1.2),
we obtain that w(x, t) := lim
n→+∞
wn(x, t) is a solution of (1.1) with initial condition
w(x, 0) = f(x).
4. Decay Estimates
First, we prove Theorem 1.3.
Proof of Theorem 1.3. We begin by observing that if f ≡ 0 on Tm then u ≡ 0 on
Tm × [0,+∞). Therefore, (1.4) holds trivially in this case.
Now, we consider the case f 6≡ 0. Then a(f) 6= 0, f(x) 6= 0 for some x ∈ T
µ(f)
m
and f(x) = 0 for all x such that l(x) > µ(f). Thus, by Theorem 1.1, u(x, t) = 0 for
all x such that l(x) > µ(f). Therefore, if x ∈ T
µ(f)
m , we have that
ut(x, t) = F (u((x, 0), t), . . . , u((x,m− 1), t))− u(x, t)
= F (0, . . . , 0)− u(x, t) = −u(x, t).
Then
d
dt
(
etu(x, t)
)
= 0.
Since u(x, 0) = f(x) for all x ∈ Tm, we get
u(x, t) = f(x)e−t ∀x ∈ Tµ(f)m .
Thus, for any x ∈ T
µ(f)−1
m we have that
ut(x, t) = F (u((x, 0), t), . . . , u((x,m− 1), t))− u(x, t)
= F (f(x, 0)e−t, . . . , f(x,m− 1)e−t)− u(x, t)
= F (f(x, 0), . . . , f(x,m− 1))e−t − u(x, t).
Then,
d
dt
(
etu(x, t)
)
= A1x,
where A1x = F (f(x, 0), . . . , f(x,m− 1)). Therefore,
(4.5) u(x, t) = (A1xt+ f(x))e
−t ∀x ∈ Tµ(f)−1m .
Observe that
(4.6) |A1x| ≤ ‖f‖L∞(Tm,R) ∀x ∈ T
µ(f)−1
m ,
due to the fact that F is nondecreasing with respect to each variable.
Arguing as before, using (4.5), we obtain
d
dt
(
etu(x, t)
)
= F
(
A1(x,0)t+ f(x, 0), . . . ,A
1
(x,m−1)t+ f(x,m− 1)
)
,
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for every x ∈ T
µ(f)−2
m . Then, since F is nondecreasing with respect to each variable,
we have that
A2xt− ‖f‖L∞(Tm,R) ≤
d
dt
(
etu(x, t)
)
≤ A2xt+ ‖f‖L∞(Tm,R) ∀x ∈ T
µ(f)−2
m ,
where
A2x = F
(
A1(x,0), . . . ,A
1
(x,m−1)
)
.
Therefore
e−t
(
A2x
t2
2
− ‖f‖L∞(Tm,R)t+ f(x)
)
≤ u(x, t)
≤ e−t
(
A2x
t2
2
+ ‖f‖L∞(Tm,R)t+ f(x)
)
,
for all x ∈ T
µ(f)−2
m .
By (4.6), using again that F is nondecreasing with respect to each variable, we
obtain
|A2x| ≤ ‖f‖L∞(Tm,R) ∀x ∈ T
µ(f)−2
m .
Continuing in the same manner, we can prove
e−tp1(t) ≤ u(∅, t) ≤ e
−tp2(t),
where
p1(t) =A
µ(f)
∅
tµ(f)
µ(f)!
−
µ(f)−1∑
j=1
tj
j!
‖f‖L∞(Tm,R) + f(∅),
p2(t) =A
µ(f)
∅
tµ(f)
µ(f)!
+
µ(f)−1∑
j=1
tj
j!
‖f‖L∞(Tm,R) + f(∅),
A
µ(f)
∅
=F
(
A
µ(f)−1
(∅,0) , . . . ,A
µ(f)−1
(∅,m−1)
)
.
Arguing as before, we have that
|A
µ(f)
∅
| ≤ ‖f‖L∞(Tm,R).
Thus,
max
x∈Tm
|u(x, t)| ≤
tµ(f)e−t
µ(f)!
‖f‖L∞(Tm,R),
for t large enough. 
Remark 4.1. The bound that we obtained in Theorem 1.3 is optimal. In fact, let
n ∈ N, F be an averaging operator and fn ∈ L∞(Tm,R) defined as
fn(x) :=
{
n! if l(x) = n,
0 if l(x) 6= n.
Note that ‖fn‖L∞(Tm,R) = n! and µ(fn) = n. Let
zn(x, t) :=


n!
(n− l(x))!
t(n−l(x)) if 0 ≤ l(x) ≤ n,
0 if l(x) > n.
Then, we can observe that un(x, t) := e
−tzn(x, t) ∈ L∞loc([0,+∞);L
∞(Tm,R)), un
is the solution of (1.1) with initial condition fn, and
max
x∈Tm
|un(x, t)| = t
ne−t =
tµ(fn)e−t
µ(fn)!
‖fn‖L∞(Tm,R).
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Proposition 4.2. Let F be an averaging operator and f(x) = (1− λ)l(x) for some
λ ∈ (0, 1). Then u(x, t) = e−λtf(x) is the solution to (1.1).
Proof. We have that u(x, 0) = f(x) for all x ∈ Tm and
∆Fu(x, t) = F (u((x, 0), t), . . . , u((x,m− 1), t))− u(x, t)
= F (e−λtf(x, 0), . . . , e−λtf(x,m− 1))− e−λtf(x)
= e−λtF (f(x, 0), . . . , f(x,m− 1))− e−λtf(x)
= e−λtF ((1− λ)l(x)+1, . . . , (1− λ)l(x)+1)− e−λt(1− λ)l(x)
= e−λt(1− λ)l(x)+1 − e−λt(1 − λ)l(x)
= e−λt(1− λ)l(x)(1− λ+ 1)
= −λe−λt(1− λ)l(x)
= ut(x, t),
for all (x, t) ∈ Tm × (0,+∞). 
We observe that for this particular solution we have
max
x∈Tm
u(x, t) = e−λt max
x∈Tm
f(x) = e−λt = u(∅, t).
Therefore, using the comparison principle stated in Theorem 1.2, we obtain The-
orem 1.4 as an immediate consequence. Proposition 4.2 shows that the bound is
optimal.
Finally, let us prove that there are solutions with any prescribed behaviour of
u(∅, t).
Proof of Theorem 1.5. We just consider u(x, t) ≡ al(x)(t) (that is, we take u to be
constant at every level). Then the equation reduces to find a1, a2, . . . , an, . . . such
that
a′i(t) = ai+1(t)− ai(t),
that is,
ai+1(t) = a
′
i(t) + ai(t).
Hence, given a0, we can construct
a1(t) = a
′
0(t) + a0(t),
a2(t) = a
′′
0(t) + 2a
′
0(t) + a0(t),
etc, that is, at level n, we have
an(t) =
n∑
j=0
(
n
j
)
a
(j)
0 (t).
Therefore
u(x, t) =
l(x)∑
j=0
(
l(x)
j
)
a
(j)
0 (t)
is a solution of the equation. 
Remark that depending on the behaviour of the derivatives of a0 it may hold
that
u(∅, t) = a0(t) = max
x∈Tm
u(x, t).
If we have
a0(t) = (1 + t)
−α (α > 0)
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then we get
u(x, t) =
l(x)∑
j=0
(
l(x)
j
)
a
(j)
0 (t) =
l(x)∑
j=0
(
l(x)
j
)
(−1)j
(
j−1∏
i=0
(α+ i)
)
(1 + t)−α−j .
Note that we have as initial condition for this particular solution
f(x) =
l(x)∑
j=0
(
l(x)
j
)
(−1)j
(
j−1∏
i=0
(α+ i)
)
.
Note that this initial condition can be unbounded. For example, for α = 1 we
have
a0(t) = (1 + t)
−1.
Then we get
u(x, t) =
l(x)∑
j=0
(
l(x)
j
)
a
(j)
0 (t)
=
l(x)∑
j=0
(−1)j
(
l(x)
j
)
j!(1 + t)−(j+1)
=
l(x)∑
j=0
(−1)j
l(x)!
(l(x)− j)!
(1 + t)−(j+1)
is a solution of (1.1) with initial condition
f(x) =
l(x)∑
j=0
(−1)j
l(x)!
(l(x)− j)!
= (−1)l(x)!l(x),
where !n denotes the subfactorial of n.
We can observe that f(x) is an oscillating function with
|f(x)| → +∞ as l(x)→ +∞.
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