Abstract-Alternating Direction Implicit (ADI) methods have been in use since 1954 for the solution of both parabolic and elliptic partial differential equations. The convergence of these methods can be dramatically accelerated when good estimates of the eigenvalues of the operator are available, However, in the case of computation on parallel computers, the solution of tridiagonal systems imposes an unreasonable overhead. We discuss methods to lower the overhead imposed by the solution of the corresponding tridiagonal systems. The proposed method has the same convergence properties as a standard ADI method, but all of the solves run in approximately the same time as the "fast" direction. Hence, this acts like a "transpose-free" method while still maintaining the smoothing properties of ADI. Algorithms are derived and convergence theory is provided.
I. INTRODUCTION
Consider the following elliptic boundary value problem:
Find (x) such that − ∑ =1 ( (x) (x)) + (x) (x) = (x), ∀x∈Ω, (x) = (x), ∀x∈Γ,
where Ω is a rectangular domain in ℝ , Γ = ∂Ω is the boundary, and and are positive and bounded real functions ∀x ∈ Ω.
In §II, we define several ways of distributing data in a parallel computing environment in order to minimize communication. In §III, we define a many properties of a model problem. In §IV, we define an approximate parallel ADI iteration that is inherently embarrassing parallel. In §V, some final conclusions are drawn.
II. PARALLEL DATA DISTRIBUTION
We begin by collecting some abstract results for non-overlapping element data distribution [1] , [2] , [3] . Applications of this approach in biomedical simulations can be found in [4] , [5] . We only consider parallel storage schemes for vectors and matrices that are data consistent on each processor, i.e., if any element is on more than one processor, the value is the same on all processors. We denote the vectors by and and the matrices by and call them accumulated vectors and matrices. The nodes can be grouped into three classes: inner nodes, edge nodes, and vertex nodes, with subscripts , , and . This classification induces an appropriate block structure in vectors and matrices.
As shown in [1] , the operation ⋅ can be performed without communication only for the following special structure:
with block-diagonal matrices , , and . In particular, the submatrices must not contain entries between nodes belonging to different sets of processors. The proof for (2) can be found in [2] , [3] .
The block-diagonality of and the correct block structure of and are guaranteed by the data decomposition. However, the mesh must fulfill the following two requirements in order to guarantee the correct block structure for the remaining three matrices:
R1:
There is no connection between vertices belonging to different sets of subdomains. This guarantees the blockdiagonality of (often is a diagonal matrix). There is no connection between vertices and opposite edges. This ensures the admissible structure of (and ).
R2:
There is no connection between edge nodes belonging to different sets of subdomains. This guarantees the blockdiagonality of .
Denote by a diagonal matrix with elements equal to the number of processors a node belongs to. We introduce the boolean matrix which maps a global vector to a local one, i.e., = ⋅ . Similarly, submatrices are notated by = ⋅ ⋅ . If we make the same assumptions on , , and as in (2) and denote with , and the strictly lower, upper and diagonal block part of , then we can perform
The only difference between (3) and (2) is that the last term in (3) causes exactly one next neighbor communication.
The inner product of two accumulated vectors requires the correct scaling of one vector to get the exact result, namely, ( ,
[1], [2] . Unfortunately, an inner product calculation requires global summation (e.g., a parallel reduction operation) of a scalar.
III. THE POISSON EQUATION AND ITS FINITE DIFFERENCE

DISCRETIZATION
Let us start with a simple, but at the same time very important example, namely the Dirichlet boundary value problem for the Poisson equation in the rectanglular domain Ω = (0, 2) × (0, 1) with the boundary Γ = ∂Ω. Given some real function in Ω and some real function on Γ, find a real function : Ω → ℝ defined on Ω := Ω ∪ Γ such that
For simplicity, we consider only homogeneous Dirichlet boundary conditions, but more complicated boundary conditions are practical.
The given functions as well as the solution are supposed to be sufficiently smooth.
The Poisson equation (4) is certainly the most prominent representative of second-order elliptic partial differential equations (PDEs) not only from a practical point of view, but also as the most frequently used model problem for testing numerical algorithms.
The Poisson equation can be solved analytically in special cases, as in rectangular domains with just the right boundary conditions, e.g., with homogeneous Dirichlet boundary conditions as imposed above. Due to the simple structure of the differential operator and the simple domain in (4), a considerable body of analysis is known that can be used to derive or verify solution methods for Poisson's equation and more complicated ones.
If we split the intervals in both the and directions into and subintervals of length ℎ each (i.e., = 2 ), then we obtain an appropriate grid (or mesh) of nodes. We define the set of subscripts for all nodes by ℎ := {( , ) : = 0, , = 0, }, the set of subscripts belonging to interior nodes by ℎ := {( , ) : = 1, − 1, = 1, − 1}, and the corresponding set of boundary nodes by ℎ := ℎ ∖ ℎ. Furthermore, we set , = ( , ), and we denote the approximate values to the solution ( , ) of (4) at the grid points ( , ) := ( ℎ, ℎ) by the values , = ℎ( , ) of some grid function ℎ : ℎ → ℝ. Here and in the following we associate the set of indices with the corresponding set of grid points, i.e., ℎ ∋ ( , ) ↔ ( , ) ∈ Ωℎ. Replacing both second derivatives in (4) by second-order finite central differences at the grid points we immediately arrive at the standard five point stencil finite difference scheme that represents the discrete approximation to (4) on the grid ℎ: Find the values , of the grid function ℎ : ℎ → ℝ at all interior grid points ( , ), with boundary points ( , )∈ ℎ, such that
Arranging the interior (unknown) values , of the grid function ℎ in a proper way in some vector ℎ , e.g., along the vertical (or horizontal) grid lines, and taking into account the boundary conditions on ℎ, we observe that the finite difference scheme (5) is equivalent to the following system of linear algebraic equations:
where the × system matrix ℎ and the right-hand side vector ℎ ∈ℝ can be rewriten from (5) in an explicit form.
The (band as well as profile) structure of the matrix ℎ heavily depends on the arrangement of the unkowns, i.e., on the numbering of the grid points. In our example, we prefer the numbering along the vertical grid lines because exactly this numbering gives us the smallest band width in the matrix. To keep the band width as small as possible is very importent for the efficiency of direct solvers.
We first look at further algebraic and analytic properties of the system matrix ℎ which may have some impact on the efficiency of solvers. More precisely, the dimension of the system grows like (ℎ − ), where is the dimension of the computational domain Ω, i.e., = 2 for our model problem (4) . Fortunately, the matrix ℎ is sparse since our matrix ℎ in (6) has at most 5 nonzero entries per row and per column independent of the fineness of the discretization. This property is certainly the most important one with respect to efficiency of iterative solvers as well as direct solvers.
A smart discretization technique should preserve the inherent properties of the differential operator involved in the BVP. The matrix ℎ is symmetric ( = ) and positive definite (( , ) > 0, ∀ ∕ = 0). These properties result form the symmetry (formal self-adjointness) and uniform ellipticity of the Laplace operator. Symmetric and positive definite (SPD) matrices are regular, hence, invertible. Thus, our sytem of finite difference equations (5) has a unique solution.
Unfortunately, the matrix ℎ is badly conditioned. The spectral condition number cond2( ℎ) = ( ℎ)/ ( ℎ) defined by the ratio of the maximal eigenvalue ( ℎ) and the minimal eigenvalue ( ℎ) of the matrix ℎ behaves like (ℎ −2 ) if ℎ tends to 0. That behavior affects the convergence rate of all classical iterative methods, and it can deteriorate the accuracy of the solution obtained by some direct method due to accumulated round-off errors, especially on fine grids. These properties are not only typical features of matrices arising from the finite difference discretization but also characteristical for matrices arising from the finite element discretization.
IV. ALTERNATING DIRECTION METHODS
Alternating Direction Implicit (ADI) methods are useful when a regular mesh is employed in two or more space dimensions. The first paper that ever appeared with ADI in it was [6] rather than the commonly referenced [7] . The general ADI results for space variables are found in [8] . The only paper ever written that shows convergence without resorting to requiring commutativity of operators was written by Pearcy [9] . A collection of papers were written applying ADI to finite element methods. An extensive treatment can be found in [10] . Wachspress [11] has a very nice treatise on ADI.
The algorithm is dimension dependent, though the basic techniques are similar. The sparse matrix is decomposed into a sum of matrices that can be permuted into tridiagonal form. The permutation normally requires a data transpose that is painful to perform on a parallel computer with distributed memory.
In this section, we investigate ADI for two dimensional problems on a square domain with a uniform or tensor product mesh. The techniques used work equally well with general line relaxation iterative methods.
A. Sequential algorithm
Let us begin with the two dimensional model problem (4) . Suppose that we have = + , where and correspond to the discretization in the horizontal and vertical directions only. Hence, corresponds to the discretization of the term
in -direction and corresponds to the discretization of the term
in the -direction.
Algorithm 1: Sequential ADI in two dimensions
The parameters are acceleration parameters that are chosen to speed up the convergence rate of ADI. For (4), we know the eigenvalues and eigenvectors for :
We also know that
It is also readily verified that and commute: = . This condition can be met in practice for all separable elliptic equations with an appropriate discretization of the problem. The error iteration matrix satisfies
We can easily plot the eigenvalues and by inspection choose which eigenvalues provide good or bad damping of the errors. This leads us to note that at the extreme values of the eigenvalues there is not much damping, but there is an impressive amount at some point in between.
For a sequence of length of acceleration parameters, we define
2 , and = ⌈log ⌉ + 1.
Cyclically choose
Then the error every iterations is reduced by a factor of . For (4) with a ( + 1)×( + 1) mesh, we have
, which, when substituted into (7), gives us
B. Parallel algorithm
We illustrate the parallelization of the ADI method on the strip wise decomposition in Fig. 1 . In this special case, we have only interior nodes and edge nodes, but no cross points. Additionally, there are no matrix connections between nodes from different edges. This Hence, we need only one communication step in the matrixvector multiplication. The great advantage of using an accumulated matrix in ADI is that we only need one storage scheme for all the matrices in Alg. 1. The specialties of =
) and
consist of a diagonal matrix , and parallel invertible matrices , , , , , , := ℌ+ +1ℑ. Therefore we can write the whole parallel ADI algorithm in terms of accumulated vectors and matrices. On the other hand, a parallel solver for the tridiagonal system +1 = in the -direction is needed. For simplicity we use an adapted version of a parallel Gauss-Seidel--Jacobi algorithm [2] for this purpose (see Alg. 4).
It is obvious that , is a diagonal matrix and , is equivalent to a block diagonal matrix with tridiagonal blocks. In this case, we can solve systems with these matrices by means of a direct solver at low costs. This changeŝ
from the strightforward Gauss-Seidel implementation intô
and is applied in a block iteration for solving the system. Again we use an auxiliary variableˆto save communication steps. ADI is a smoother with many similarities to multigrid in motivation. In both cases corrections percolate across the entire grid very quickly. However, ADI does not converge as quickly as multigrid does. Using optimal parameters [12] , ADI is an O( ) algorithm for solving problems like (1).
For two level correction algorithms [13] , [14] , we can prove sharp convergence estimates. In the two theorems, we refer to Alg. 1 as ADI Theorem 1: For the model problem defined by (6), the two grid method using smoothing steps of ADG( , ) at the finer level converges at the rates given in Table I . The optimum rates of convergence are achieved when
Using standard techniques (e.g., [13] ), we can estimate multilevel convergence rates for either a V or a W cycle based on the two level rates in Theorem 1.
Theorem 2:
For the model problem defined by (6), a > 2 level W cycle using smoothing steps of ADG( , ) on all levels but the coarsest one (which is solved directly), converges at the rates given in Table II . Once again, the optimum rates of convergence are achieved when
Proof: This is a direct application of Theorem 5 in [13] .
The convergence rate for a V-cycle is bounded below by Theorem 1 and above by Theorem 2 [13] .
Theorems 1 and 2 show that only a very small number of GaussSeidel steps (one or two) are required to maintain the asymptotic rate of convergence for ADI as a smoother.
In fact, = 1 is sufficient and cost effective, which justifies choosing only one parameter in the two theorems. Note that for a unilevel solution, multiple parameters are necessary to have good convergence rates. For (6), the number of parameters actually needed (10−12) in practice is a function of the floating point precision used.
V. CONCLUSIONS
We have investigated a novel ADI-like algorithm that has very nice properties for parallel computing. Unlike a standard ADI iteration, which runs fast in only one of the parallel updates per iteration, Alg. 3 runs fast in all directions.
While multigrid smoothers tend to be mostly variations of simple relaxation methods like Gau -Seidel or line variants, ADI provides a very attractive convergence rate for model problems, such as the Poisson equation. A fast parallel ADI-like method is important for parallel multigrid since with new architectures (e.g., GP-GPUs and other many core CPUs), a renewed interest in what works best is now open to speculation and reexamination.
Our primary interest in considering parallel multigrid with an ADI-like smoother is in modeling porous shape memory alloys (pSMA or SMA for nonporous SMAs) [15] , [16] for delivering fragile components to space [17] , [18] . As part of future work we intend to provide numerical examples from the SMA arena demonstrating how effective parallel multigrid with ADG smoothers is and compare the convergence with model problems. Additionally, the code will be applied to MPI-simulations of non-Newtonian fluid flows [19] .
