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Abstract. Let M(d, χ) be the moduli stack of stable sheaves of rank 0,
Euler characteristic χ and first Chern class dH (d > 0), with H the
hyperplane class in P2. We compute the A-valued motivic measure
µA(M(d, χ)) ofM(d, χ) and get explicit formula in codimension D := ρd − 1,
where ρd is d− 1 for d = p or 2p with p prime, and 7 otherwise. As a
corollary, we get the last 2(D + 1) Betti numbers of the moduli scheme
M(d, χ) when d is coprime to χ.
1 Introduction.
The moduli space M of 1-dimensional semistable sheaves on a surface is very
interesting. Sheaves in M are supported at curves inside the surface. Hence
M seems to be close to a Jacobian family. Actually, properties of M do
sometimes give us some results on (compactified) Jacobians of curves of plannar
singularities, such as Corollary 4.2.13 in [12] and Corollary 7.6 in [11]. However,
M in general is far more complicated than a Jacobian family because there
are sheaves supported at curves with very bad singularities (e.g. reducible,
non-reduced).
Many other people have worked on the moduli space M , such as [2],[5]
and [10]. In particular, on a K3 or abelian surface, the deformation equivalence
classes of M are known in a large generality by Yoshioka’s work in [10].
LetM(d, χ) be the moduli scheme parametrizing 1-dimensional semistable
sheaves on P2 with rank 0, first Chern class dH for H the hyperplane class,
and Euler characteristic χ. The Pandharipande-Thomas theory defined in [8]
on local 3-folds together with Toda’s work in [9] give a prediction that the
Euler number e(M(d, χ)) does not depend on χ given d, χ coprime. Also
Physicists have computed e(M(d, χ)) for d ≤ 300 using their argument not
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mathematically correct (see Equation (4.2) and Table 4 in Section 8.3 in [4]).
Despite that, there is no general explicit statement on e(M(d, χ)), Betti num-
bers bi(M(d, χ)), or Hodge numbers h
p,q(M(d, χ)).
Let M(d, χ) be the stack associated to the same moduli functor as
M(d, χ). Let Hilbn(P2) (Hn resp.) be the moduli space at scheme (stack
resp.) level of ideal sheaves of colength n on P2. Let µA(−) be some A-valued
motivic measure with A a commutative ring or a field if needed. Let Am be
the subgroup generated by µA(S) with dim S ≤ m. Let L := µA(A) with A
the affine line.
In this paper, we prove the following theorem.
Theorem 1.1 (Theorem 4.4). For and d > 0 and χ, let χ0 ≡ ±χ mod (d)
and −3d
2
≤ χ0 ≤ −d (such χ0 is unique). Then we have
µA(M(d, χ)) ≡ L
3d+1+2χ0 · µA(H
d¯), mod (Ad2−ρd),
with d¯ = d(d−3)
2
− χ0 and
ρd =
{
d− 1, for d = p or 2p with p prime.
7, otherwise.
On the scheme level we have
µA(M(d, χ)) ≡ L
3d+1+2χ0 · µA(Hilb
d¯(P2)), mod (Ad2−ρd+1).
We then have three corollaries as follows.
Corollary 1.2 (Corollary 4.6). Let bi(−) and hp,q(−) be the i-th Betti number
and Hodge number with index (p, q) respectively. Then for any d > 0 and χ
coprime to d, if i and p + q are both no less than 1 + 2(d2 + 1− ρd), we then
have
(1) bi(M(d, χ)) = 0 for i odd.
(2) hp,p(M(d, χ)) = b2p(M(d, χ)) = b2p−2(3d+1+2χ0)(Hilb
d¯(P2)).
(3) hp,q = 0 for p 6= q.
Corollary 1.3 (Corollary 4.7). For any d > 0 and χ1, χ1, we have
µA(M(d, χ1)) ≡ µA(M(d, χ2)), mod (Ad2−ρd).
In particular, if χi are coprime to d for i = 1, 2, then we have
µA(M(d, χ1)) ≡ µA(M(d, χ2)), mod (Ad2+1−ρd).
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Corollary 1.4 (Corollary 4.9). For d > 0 and χ coprime to d, M(d, χ) is
stably rational.
This is our strategy: choose χ < 0, then every 1-dimensional sheaf F with
Euler characteristic χ first Chern class dH can be written into the following
exact sequence.
0→ OP2(−3)→ I˜ → F → 0. (1.1)
If I˜ is torsion free, then I˜ ∼= I d(d−3)
2
−χ
(d − 3) with I d(d−3)
2
−χ
an ideal sheaf of
colength d(d−3)
2
− χ, then we get an element in Hilb[
d(d−3)
2
−χ](P2). However,
if Supp(F ) is not integral, I˜ can contain torsion. Also on the other hand,
F in (1.1) with I˜ torsion free is not necessarily (semi)stable. Hence we need
to estimate codimension of some subschemes (or substacks) in both M(d, χ)
(M(d, χ)) and Hilb[
d(d−3)
2
−χ](P2) (H
d(d−3)
2
−χ).
The structure of the paper is as follows. In Section 2, we define some
stacks and do the codimension estimate for some relatively easier cases, such
as the substack parametrizing sheaves with reducible supports. Section 3 is the
most difficult and complicated part of the paper, where we study the sheaves
with support nC for some integral curve C and estimate the codimension of
the substack parametrizing those sheaves. In Section 4, we prove Theorem 4.4
and some corollaries. In the end, there is the appendix where we give a whole
proof of an important theorem (Theorem 3.15) in Section 3.
Notations. (1) Usually we have d and χ as integers. For a sheaf F ,
we denote by c1(F ) the first Chern class of F . d(F ) is defined to be the
number such that c1(F ) = d(F )H , and finally we denote by χ(F ) the Euler
characteristic of F .
(2) Let C be a curve on a surface X . Let F be a sheaf over X . Then
F (±C) := F ⊗ OX(±C). If moreover X = P2, F (n) := F ⊗ OP2(n) for any
n ∈ Z.
(3) For two sheaves F1, F2 overX , χ(F2, F1) :=
∑
i(−1)
idim Exti(F2, F1).
Acknowledgements. I was supported by NSFC grant 11301292. I
thank Yi Hu for some helpful discussions. I also thank Shenghao Sun for the
help on stack theory.
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2 Some stacks and codimension estimate.
We are always on P2 except otherwise stated. Let H be the hyperplane class
on P2.
Definition 2.1. Given three integers d > 0, χ and a, let Ma•(d, χ) be the
(Artin) stack parametrizing sheaves F on P2 with rank 0, c1(F ) = dH, χ(F ) =
χ and satisfying either of the following two conditions.
(C1) ∀F ′ ⊂ F , χ(F ′) ≤ a;
(C2) F is semistable.
Definition 2.2. Let M(d, χ) be the substack ofMa•(d, χ) parametrizing stable
sheaves in Ma•(d, χ).
Remark 2.3. (1) In Definition 2.1, if a ≥ χ > 0, (C2) implies (C1). But we
put (C1) and (C2) together for larger generality.
(2) M(d, χ) has a (coarse) moduli space M(d, χ). M(d, χ) is a fine
moduli space if d and χ are coprime. We know that M(d, χ) is irreducible
of dimension d2 + 1 (e.g. see Remark 4.2.10 in [12]), hence M(d, χ) is of
dimension d2.
It is easy to see the boundedness ofMa•(d, χ). Let S
a(d, χ) :=Ma•(d, χ)−
M(d, χ).
Proposition 2.4. Sa(d, χ) is of codimension ≥ d− 1 in Ma•(d, χ).
Proof. We prove the lemma by induction on d. If d = 1, then Sa(d, χ) = ∅ and
there is nothing to prove.
Let d ≥ 1. Let F ∈ Sa(d, χ), then F is strictly semistable or unstable.
Hence we can have the following sequence
0→ F1 → F → F2 → 0, (2.1)
with Fi ∈ Mai• (di, χi) for i = 1, 2,
χ2
d2
≤ χ1
d1
≤ a
d1
, and Ext2(F2, F1) = 0.
Hence there are finitely many possible choices for ((d1, χ1), (d2, χ2)), and we
can also find upper bounds for ai (e.g. a1 ≤ a and a2 ≤ (d− 1)a).
Recall that χ(F2, F1) :=
∑
i(−1)
idim Exti(F2, F1). The stack Ext
1(F2, F1)
has dimension ≤ χ(F2, F1), because 1+Hom(F2, F1) is contained in the auto-
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morphism groups of all elements in Ext1(F2, F1) as in the following diagram.
0 // F1 //
Id

F //
∼= ϕ∈1+Hom(F2,F1)

F2 //
Id

0
0 // F1 // F // F2 // 0.
(2.2)
Hence dim Ext1(F2, F1) ≤ dim Ext
1(F2, F1)−dim Hom(F2, F1) = χ(F2, F1)
by Ext2(F2, F1) = 0.
By induction assumption we have dim Mai• (di, χi) = d
2
i , hence we have
dim Sa(d, χ) ≤ max
d1+d2=d
{d21 + d
2
2 + d1d2} = d
2 − (d− 1). Hence the lemma.
Remark 2.5. We only define Sa(d, χ) set-theoretically, but it is enough when
talking about codimension.
Corollary 2.6. The dimension of Ma•(d, χ) is d
2 for all a.
Hence we know that for different a, Ma•(d, χ) are birational and isomor-
phic in codimension d−2. From now on, usually we won’t specify the difference
between the numbers a in Ma•(d, χ) but only keep in mind there might exist
a difference of dimension at most d2 − d+ 1.
Definition 2.7. For two integers k > 0 and i, we define Mak,i(d, χ) to be the
(locally closed) substack ofMa•(d, χ) parametrizing sheaves F ∈M
a
•(d, χ) with
h1(F (i)) := dim H1(F (i)) = k and h1(F (n)) = 0, ∀n > i.
Remark 2.8. According to Lemma 2.2 in [13], for every sheaf F pure of
dimension 1 on P2, there is a direct sum of line bundle EF uniquely determined
by F , such that we have the following exact sequence.
0→ EF (−1)→ EF → F → 0. (2.3)
Moreover c1(F ) = rk(EF )H, c1(EF ) = (χ(F ) − rk(EF ))H, with rk(EF ) the
rank of EF .
Let EF = ⊕
m
s=0OP2(αs)
⊕βs with βs > 0 and αm > · · ·α1 > α0. Then one
can easily observe F ∈Mak,i(d, χ) for some a ⇔ α0 = −i− 2, β0 = k.
We say that EF is connected or F is connected if αs+1 = αs + 1, ∀ 0 ≤
s ≤ m−1. If EF is not connected, for instance αs0 > αs0−1+1, then F contains
a subsheaf F ′ such that EF ′ = ⊕
m
s=s0
OP2(αs)
⊕βs and EF/F ′ = ⊕
s0−1
s=0 OP2(αs)
⊕βs.
It is easy to see the following proposition.
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Proposition 2.9. For fixed (d, χ, a), Mak,i(d, χ) is empty except for finitely
many pairs (k, i).
Definition 2.10. Let N a(d, χ) be the substack of Ma•(d, χ) parametrizing
sheaves inMa•(d, χ) with integral supports. Let N
a
k,i(d, χ) = N
a(d, χ)∩Mak,i(d, χ).
Remark 2.11. (1) It is obvious that N a(d, χ) (N ak,i(d, χ) resp.) does not
depend on a and hence we write N (d, χ) (Nk,i(d, χ) resp.) for short. Also we
see that N (d, χ) ⊂M(d, χ).
(2) Let N(d, χ) be the image of N (d, χ) in the (coarse) moduli space
M(d, χ). Since N(d, χ) contains a family of Jacobians over all smooth curves
of degree d, we see that dim N(d, χ) ≥ d2 + 1. Hence dim N (d, χ) = d2.
Definition 2.12. (1) For two integers l > 0 and j, we define Wal,j(d, χ) to be
the (locally closed) substack of Ma•(d, χ) parametrizing sheaves F ∈ M
a
•(d, χ)
with h0(F (j)) := dim H0(F (j)) = l and h0(F (n)) = 0, ∀n < j.
(2) Let V(d,−χ) be the substack of Ma•(d, χ) parametrizing sheaves in
Ma•(d, χ) with integral supports. Let Vl,j(d, χ) = V(d, χ) ∩W
a
l,j(d, χ).
Remark 2.13. By sending each sheaf F to its dual Ext1(F,OP2(−3)), we get
an isomorphism Mak,i(d, χ)
∼=
−→ W−χ+ak,−i (d,−χ), which identifies Nk,i(d, χ) with
Vk,−i(d,−χ).
Proposition 2.14. For χ+ id ≥ 0, dim Nk,i(d, χ) ≤ d2 − (χ+ id)− k.
Proof. Denote by Hilb[n](P2) the Hilbert scheme of n-points on P2. We view
Hilb[n](P2) as the moduli scheme of ideal sheaves with colength n and every
element in Hilb[n](P2) has automorphism group C∗. Let Hn be the stack
associated to Hilb[n](P2)/C∗. Then dim Hn = 2n− 1.
Let F ∈ Nk,i(d, χ), then H1(F (i)) 6= 0 and hence we have a non split
exact sequence
0→ OP2(−3)→ IF (d− 3)→ F (i)→ 0. (2.4)
Since Supp(F ) is integral and (2.4) does not split, IF ∈ Hilb[d˜i](P2) with
d˜i :=
d(d−3)
2
− (id+ χ).
On the other hand, let Id˜i be an ideal sheaf of colength d˜i, let h ∈
Hom(OP2(−3), Id˜i(d − 3)) with h 6= 0, then h has to be injective. Let Fh be
the cokernel.
0→ OP2(−3)
h
−→ Id˜i(d− 3)→ Fh → 0. (2.5)
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Denote by Hd˜i(3+i)d+χ+1 the (locally closed) substack of H
d˜i parametrizing
ideal sheaves Id˜i such that dim H
0(Id˜i(d)) = (3 + i)d + χ + 1. By (2.4),
IF ∈ H
d˜i
(3+i)d+χ+1 if F ∈ Nk,i(d, χ).
Let Ext1(Nk,i,OP2(−3))
∗ be the stack over Nk,i(d, χ) parametrizing non-
spliting extensions in Ext1(F (i),OP2(−3)) with F ∈ Nk,i(d, χ). Then
dim Ext1(Nk,i,OP2(−3))
∗ = k + dim Nk,i(d, χ)
LetHom(OP2(−3),H
d˜i
(3+i)d+χ+1)
∗ be the stack overHd˜i(3+i)d+χ+1 parametriz-
ing non zero map in Hom(OP2(−3), Id˜i(d− 3)) with Id˜i ∈ H
d˜i
(3+i)d+χ+1. Then
dim Hom(OP2(−3),H
d˜i
(3+i)d+χ+1)
∗ = (3 + i)d+ χ+ 1 + dim Hd˜i(3+i)d+χ+1
≤ 2d˜i + χ+ (3 + i)d = d
2 − (χ+ id).
We then have an injection by (2.4)
Ext1(Nk,i,OP2(−3))
∗ →֒ Hom(OP2(−3),H
d˜i
(3+i)d+χ+1)
∗.
Hence
dim Ext1(Nk,i,OP2(−3))
∗ ≤ dim Hom(OP2(−3),H
d˜i
(3+i)d+χ+1)
∗,
which implies
dim Nk,i(d, χ) ≤ d
2 − (χ+ id)− k.
The proposition is proved.
Remark 2.15. By Proposition 2.14 and Remark 2.13, we know that
dim Vl,j(d, χ) ≤ d
2 + (χ + jd)− l, for χ+ jd < 0.
Let |dH| be the linear system of OP2(d). Then we have a morphism
π : Ma•(d, χ) → |dH| sending every sheaf to its support. Denote |dH|o the
open subscheme of |dH| parametrizing all integral curves, |dH|r the locally
closed subscheme parametrizing sheaves with reducible supports, and finally
|dH|n the closed subscheme parametrizing sheaves with irreducible and non-
reduced supports, i.e. of form d
k
C for some integral curve C ∈ |kH|. We have
that π−1(|dH|o) = N (d, χ) and |dH| = |dH|o ∪ |dH|r ∪ |dH|n.
We want to estimate the codimension of the subset Ca(d, χ) :=Ma•(d, χ)−
N (d, χ). Let Car (d, χ) := π
−1(|dH|r) and Can(d, χ) := π
−1(|dH|n).
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Lemma 2.16. Car (d, χ) is of codimension ≥ d− 1.
Proof. We can use the same strategy as in Proposition 2.4. Hence it is enough
to show that every sheaf F ∈ Car (d, χ) can be written as an extension of
F2 ∈ Ma2• (d2, χ2) by F1 ∈ M
a1
• (d1, χ1) with Ext
2(F2, F1) = 0, and moreover
there are finitely many possible choices of ((d1, χ1), (d2, χ2)) and we can find
upper bounds for ai.
Let C be the support of F ∈ Car (d, χ). C is reducible, so we can write
C = C1 ∪ C2 such that C1 ∩ C2 is of 0-dimension. Let di be the degree of Ci.
Then we have two exact sequences.
0→ OC1(−d2)→ OC → OC2 → 0; (2.6)
0→ OC2(−d1)→ OC → OC1 → 0. (2.7)
Tensor (2.6) and (2.7) by F and we get
Tor1(F,OC2)
1
−→ F (−d2)|C1
ı1−→ F → F |C2 → 0; (2.8)
Tor1(F,OC1)
2
−→ F (−d1)|C2
ı2−→ F → F |C1 → 0. (2.9)
Let F tfi be the quotient sheaf of F |Ci module its maximal 0-dimensional sub-
sheaf. Then the image of ı1 is F
tf
1 (−d2), because the image of 1 is supported
at C1 ∩ C2 and hence a 0-dimensional subsheaf in F (−d2)|C1 and F is pure.
The same holds for ı2. Hence we have
0→ F tf1 (−d2)→ F
p2−→ F |C2 → 0; (2.10)
0→ F tf2 (−d1)→ F → F |C1 → 0. (2.11)
Compose map p2 with the surjection F |C2 → F
tf
2 , we get a sequence as follows.
0→ F1 → F → F
tf
2 → 0; (2.12)
where F1 is the extension of the maximal 0-dimensional subsheaf of F |C2 by
F tf1 (−d2). Hence a ≥ χ(F1) ≥ χ(F
tf
1 (−d2)) = χ(F
tf
1 )− d2d1. The same holds
for F tf2 and hence we have χ(F
tf
2 ) ≤ a + d1d2 ≤ a + d
2. Moreover for every
subsheaf G ⊂ F tf2 , by (2.11) G(−d1) is a subsheaf of F , hence χ(G(−d1)) =
χ(G)− d(G)d1 ≤ a, and hence χ(G) ≤ a + d2.
Now (2.12) gives us the extension we need: F1 ∈ Ma•(d1, χ1), F
tf
2 ∈
Ma+d
2
• (d2, χ2); and since C1 ∩ C2 is of 0-dimensional and both F1 and F
tf
2
are pure of dimensional 1, Hom(F1(3), F
tf
2 ) = 0 and hence Ext
2(F tf2 , F1) = 0.
For fixed (d, χ, a), there are finitely many possible choices of ((d1, χ1), (d2, χ2))
because χ− a− d2 ≤ χ1 ≤ a. Hence the lemma.
The codimension of Can(d, χ) is more complicated to estimate and the
result is not so neat as Car (d, χ). We do it Section 3.
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3 Sheaves with non-reduced supports.
Sheaves in Can(d, χ) have their supports the form
d
k
C with C an integral curve
with degree k. Let Ck ⊂ Can(d, χ) be the substack parametrizing sheaves with
supports d
k
C for C ∈ |kH|o. Hence Can(d, χ) is a disjoint union of Ck with k|d.
† Ck for k = 1, 2.
Proposition 3.1. For k = 1, 2, Ck is of codimension ≥ d− 1.
Proof. We use the same strategy again as in Lemma 2.16 and Proposition 2.4,
and the proposition follows immediately from the following lemma.
Lemma 3.2. Let F be a pure sheaf with support rC on any surface X, such
that C ∼= P1. Let ξ = C.C be the self intersection number of C. Assume
moreover ξ ≥ 0. Then F admits a filtration
0 = F0 ( F1 ( · · · ( Fr = F,
such that Fi/Fi−1 ∼= OP1(si) and si − si+1 ≥ −ξ. Moreover we can ask such
filtration also to satisfy that
∀0 < i ≤ r,Hom(Fi(C), F/Fi) = 0.
Proof. Since C ∼= P1, every pure sheaf on C is locally free and splits into the
direct sum of line bundles. Now take an exact sequence on X
0→ OC(s1)→ E → OC(s2)→ 0.
We claim that if s1 < s2 − ξ, then E is a locally free sheaf of rank 2 on C and
hence E splits into direct sum of two line bundles.
Denote by Ext1C(OC(s2),OC(s1)) the group of extensions of OC(s2) by
OC(s1) as sheaves of OC-modules. Each sheaf in Ext
1
C(OC(s2),OC(s1)) is a
rank 2 bundle on C. Notice that Ext1C(OC(s2),OC(s1)) is a linear subspace in-
side Ext1(OC(s2),OC(s1)), since every non-split extension in Ext
1
C(OC(s2),OC(s1))
is a non-split extension in Ext1(OC(s2),OC(s1)). So to prove the claim, we
only need to show the following statement.
dim Ext1C(OC(s2),OC(s1)) = dim Ext
1(OC(s2),OC(s1)), ∀s1 < s2 − ξ. (3.1)
The LHS is easy to compute and we get LHS= dim H1(OP1(s1 − s2)) =
s2 − s1 − 1. Since ξ ≥ 0, s1 ≤ s2 − 1 and hence s2 − s1 − 1 is a non-negative
number.
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χ(OC(s2),OC(s1)) = −C.C = −ξ by Hirzebruch-Riemman-Roch on X .
Hom(OC(s2),OC(s1)) = 0 since s1 ≤ s2−1. dim Ext
2(OC(s2),OC(s1)) =
dim Hom(OC(s1),OC(s2+KX .C)) by Serre duality, with KX the canonical line
bundle on X . The canonical line bundle on C is given by KX ⊗OX(C)|C and
isomorphic to OP1(−2), hence KX .C + C.C = −2 and hence KX .C = −2− ξ.
Therefore, dim Hom(OC(s1),OC(s2 +KX .C)) = s2 − s1 − ξ − 1 ≥ 0. Finally
we have dim Ext1(OC(s2),OC(s1)) = s2 − s1 − 1. Hence (3.1) holds.
Now we construct a filtration as follows. We choose F1 ∼= OC(s1) to
be the subsheaf supported on C with rank 1 and the maximal degree, i.e.
∀F ′1 ⊂ F, F
′
1
∼= OC(s′1), then we have s
′
1 ≤ s1. Apply induction assumption
to F/F1 and we then get a filtration. It is easy to check that this filtration
satisfies the property in the lemma. Hence we proved the lemma.
Remark 3.3. (1) Proposition 3.4 in [7] is a special case for Lemma 3.2 with
ξ = 0.
(2) For sheaves F1 and F2 supported at an integral curve C, Ext
i
C(F1, F2)
is in general not a subspace of Exti(F1, F2) for i ≥ 2, i.e. the map Ext
i
C(F1, F2)→
Exti(F1, F2) might not be injective.
† Ck in general.
Proposition 3.4. Let F ∈ Ck and let C be the reduced curve in Supp(F ), then
there is a filtration of F
0 = F0 ( F1 ( · · · ( Fl = F,
such that Qi := Fi/Fi−1 are torsion-free sheaves on C with rank ri.
∑
ri =
d
k
,
and moreover there are injections f iF : Qi(−C) →֒ Qi−1 induced by F for all
2 ≤ i ≤ l.
Proof. Let δC be the function defining the curve C. Since C is integral, δC
is irreducible. For a sheaf F ∈ Ck with reduced support C, ∃ l ∈ Z>0 such
that δlC · F = 0 and δ
l−1
C · F 6= 0. Take F1 to be the subsheaf of all the
annihilators of δC , i.e. F1(U) := {e ∈ F (U)|δC · e = 0}, ∀ U open. F1 is a
pure 1-dimensional sheaf of OC-module and hence it is a torsion free sheaf
on C. F/F1 is pure of dimension 1, because F1 is the maximal subsheaf of
F supported on C. Apply the induction assumption to F/F1, and we get a
filtration 0 = F0 ( F1 ( · · · ( Fl = F with Qi := Fi/Fi−1 torsion-free on C.
We want to show there are injective maps f iF : Qi(−C) →֒ Qi−1. By
induction, it is enough to construct the map f 2F : Q2(−C) →֒ Q1. We have the
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following exact sequence.
0→ Q1 → F2 → Q2 → 0. (3.2)
By the definition of Q1 = F1 and F2, we know that δC ·F2 6= 0 and δ2C ·F2 = 0.
Hence multiplying δC gives a non-zero map mC : F2(−C)→ F2 with the kernel
Q1(−C) and the image contained in Q1. Hence mC induced a injective map
f 2F : Q2(−C) →֒ Q1. Hence the proposition.
Propositon 3.4 implies that we have a morphism from Ck to some Flag
scheme by sending F to (Ql ⊂ Ql−1(C) ⊂ · · · ⊂ Q1((l − 1)C)). But still it is
difficult to compute its dimension in general.
Remark 3.5. The filtration constructed in the proof of Proposition 3.4 is
unique. Hence we stratify Ck by the ranks ri of the factors Qi as follows.
Ck =
∐
r1 ≥ · · · ≥ rl > 0,∑
ri =
d
k
.
Cr1,··· ,rlk . (3.3)
Lemma 3.6. C1,1,··· ,1k is of codimension ≥ d− 1 in M
a
•(d, χ).
Proof. In this case we have l · k = d and l ≥ 2. It is easy to check for given
(d, χ, a) there are finitely many possible choices for (d(Qi), χ(Qi)), where Qi are
the factors in the filtration in Proposition 3.4. Actually we have d(Qi) = 1,
χ(Qi) ≥ χ(Qi+1) −
d2
l2
,
s∑
i=1
χ(Qi) ≤ a for all s < l and finally
l∑
i=t
χ(Qi) ≥
χ− a for all t > 1. By the finiteness of {(d(Qi), χ(Qi))}, we can estimate the
dimension of C1,··· ,1k for some fixed (d(Qi) = 1, χ(Qi)).
With no loss of generality, we assume k ≥ 3. We first prove the lemma
for l = 2. Let F ∈ C1,1d
2
. Then F can be fit in the following sequence.
0→ Q1 → F → Q2 → 0. (3.4)
Let C be the reduced support of F . By Proposition 3.4 we have Qi are tor-
sion free of rank 1 on C and there is an injection f : Q2(−C) →֒ Q1. The
parametrizing space of rank 1 torsion free sheaves on C is its compactified
Jacobian and well-known to be integral with dimension the arithmetic genus
gC of C (see [1]). If there is a number N satisfying that dim Ext
2(Q2, Q1) ≤ N
for all Qi in (3.4) with F ∈ C
1,1
d
2
, then using analogous argument to Proposition
2.4 we can easily deduce the following estimate.
dim C1,1d
2
≤ dim |
d
2
H|+ gC + gC − χ(Q2, Q1) +N − 1. (3.5)
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gC =
(d
2
−1)(d
2
−2)
2
, and χ(Q2, Q1) = −C.C = −
d2
4
by Hirzebruch-Riemann-Roch.
Now we need to find a suitableN to bound the dimension of Ext2(Q2, Q1).
We find a upper bound of dim Hom(Q1(3), Q2). Since there is an injection
fromQ2(−C) to Q1 with cokernel 0-dimensional, Hom(Q1(3), Q2) is a subspace
of Hom(Q2(3 − C), Q2). Since C is Gorenstein with dualizing sheaf ωC and
OC(−3 + C) ∼= ωC , we have
dim Ext2(Q2, Q1) = dim Hom(Q1(3), Q2)
≤ dim Hom(Q2(3− C), Q2)
= dim Hom(Q2, Q2 ⊗ ωC)
≤ deg(ωC) + 1 =
d2
4
−
3
2
d+ 1. (3.6)
Let N = d
2
4
− 3
2
d+ 1 and (3.5) gives the following equation.
dim C1,1d
2
≤ d2 − (d− 1) + (−
d2
8
−
11d
4
+ 1) ≤ d2 − (d− 1). (3.7)
Hence we proved the lemma for l = 2.
Let l ≥ 3. Let F ∈ C1,··· ,1d
l
and take the filtration of F as given in
Proposition 3.4. Then we have the following sequence.
0→ F1 → F → F/F1 → 0. (3.8)
If ∃ N such that dim Hom(F1(3), F/F1) ≤ N for all F1 in (3.8) with F ∈ C
1,··· ,1
d
l
,
then by induction assumption we have the following estimate.
dim C1,··· ,1(l)d
l
≤ dim C1,··· ,1(l−1)d
l
+ gC − χ(F/F1, F1) +N
≤ (
l − 1
l
)2 · d2 − (
l − 1
l
· d− 1) + gC − χ(F/F1, F1) +N (3.9)
The number l in C1,··· ,1(l)d
l
stands for the number of 1 in the superscript. χ(F/F1, F1) =
(l−1)d
l
· d
l
by Hirzebruch-Riemann-Roch.
Notice that any nonzero map F1(3)→ F/F1 has its image annihilated by
δC and hence contained inQ2 = F2/F1. Thus Hom(F1(3), F/F1) = Hom(F1(3), Q2)
and then by the same argument as we did for l = 2, we can let N in (3.9) to
be d
2
l2
− 3d
l
+ 1. Therefore
dim C1,··· ,1(l)d
l
≤ (
l − 1
l
)2 · d2 − (
l − 1
l
· d− 1) + gC +
(l − 1)d2
l2
+
d2
l2
−
3d
l
+ 1
= d2 − (d− 1) + (
3− 2l
2l2
d2 −
7
2l
d+ 2) ≤ d2 − (d− 1). (3.10)
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The last inequality is because l ≥ 3 and d ≥ 3l. Hence the lemma.
Proposition 3.7. C d
2
is of codimension ≥ d− 1 in Ma•(d, χ).
Proof. According to the stratification (3.3), C d
2
only has two strata: C1,1d
2
and
C2d
2
. The former is of codimension ≥ d − 1 by Lemma 3.6. Hence we only
need to estimate dim C2d
2
. Sheaves in C2d
2
are rank 2 torsion free sheaves on
some integral curve C of degree d
2
. With no loss of generality, we assume
0 < χ ≤ d. Hence for every sheaf F in C2d
2
with support C, there is a nonzero
global section which has to be a injection since both OC and F are torsion free
and C is integral. Hence we have the following sequence.
0→ OC → F → Î → 0. (3.11)
The quotient Î may not be torsion free. Take I2 to be the quotient of Î module
its torsion. Then we have another exact sequence as follows.
0→ I1 → F → I2 → 0, (3.12)
where I1 is a torsion free rank 1 sheaf with non-negative degree. Let χi = χ(Ii).
Then we have 1−
(d
2
−1)(d
2
−2)
2
= χ(OC) ≤ χ1 ≤ a, hence there are finitely many
possible choices for (χ1, χ2). Notice that (3.12) gives an element in Ext
1
C(I2, I1)
which is a linear subspace inside Ext1(I2, I1).
If there is a number N satisfying that dim Ext2(I2, I1) ≤ N for all Ii in
(3.12) with F ∈ C2d
2
, then using analogous argument we can easily deduce the
following estimate.
dim C2d
2
≤ dim |
d
2
H|+ gC + gC − χ(I2, I1) +N − 1, (3.13)
We can find a suitable N to bound dim Ext2(I2, I1) as follows.
dim Ext2(I2, I1) = dim Hom(I1(3), I2)
≤ dim Hom(OC(3), I2) = H
0(I2(−3)) ≤ deg(I2(−3)) + 1
≤ deg(Î(−3)) = −
3d
2
+ χ+ 2(gC − 1) + 1. (3.14)
Let N = −3d
2
+ χ + 2gC − 1 and (3.13) gives the following equation.
dim C2d
2
≤ d2 − (d− 1) + (−
d2
8
−
11d
4
+ 1 + χ), (3.15)
where −d
2
8
− 11d
4
+ 1 + χ ≤ 0 for χ ≤ d and d ≥ 2. Hence the proposition.
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Lemma 2.16, Proposition 3.1 and Proposition 3.7 together give the fol-
lowing proposition.
Proposition 3.8. For d = p or 2p with p a prime number, the complement of
N (d, χ) inside Ma•(d, χ) is of codimension ≥ d− 1.
We expect Proposition 3.8 holds for all d, but still at the moment we
only have a much weaker result for other d coming later.
Look back to the filtration in Proposition 3.4. The maps f iF : Qi(−C) →֒
Qi−1 are all injective but not surjective in general. Let Σi := F/Fi−1, then Qi
is a subsheaf of Σi and δ
l−i+1
C · Σi = 0. Let Πi be the image of f
i+1
F inside Qi.
By the definition of f iF , one can easily see that δ
l−i
C · (Σi/Πi) = 0. Hence Σi/Πi
is actually supported at (l − i)C and it is just F ⊗O(l−i)C .
Proposition 3.9. Let F ∈ Ck and let C be the reduced curve in Supp(F ), then
there is a filtration of F
0 = F 0 ( F 1 ( · · · ( Fm = F,
such that Ri := F
i/F i−1 are sheaves on C with rank ti.
∑
ti =
d
k
, and moreover
there are surjections giF : Ri(−C)։ Ri−1 induced by F for all 2 ≤ i ≤ m. Ri
are not necessarily torsion free.
Proof. We choose Fm−1 to be the kernel of the map F ։ F ⊗OC , and hence
Rm ∼= F ⊗ OC . Fm−1 is the quotient of F ⊗ O(m−1)C(−C) module the image
of Tor1(F,OC), hence we have a surjective map gmF : Rm(−C) ։ Rm−1 :=
Fm−1 ⊗OC . We then get the proposition by induction.
Compare the two filtrations given in Proposition 3.4 and Proposition 3.9
and we have the following lemma.
Lemma 3.10. Let (l, ri) and (m, ti) be as in Proposition 3.4 and Proposition
3.9 respectively. Then we have
(1) l = m;
(2) ri = tm−i+1.
Proof. Statement (1) is trivial, since both m and l are the minimal power of
δC to annihilate F .
We first prove Statement (2) for l = 2. Recall that we denote by Π1 the
image of f 2F inside F1, and F/Π1
∼= F ⊗ O(l−1)C . Hence for l = 2 F/Π1 ∼=
F ⊗OC ∼= R2. Hence t2 = r2 + r1 − r2 = r1 and t1 = r2.
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Let l ≥ 3. Take the torsion free quotient F˜ of F/Π1 and we have r˜1 =
r2 + r1 − r2 = r1, r˜i = ri+1 for i > 1, and t˜m−i = tm−i+1 for i ≥ 1. Hence
by induction assumption, we have r1 = tm, ri+1 = r˜i = t˜m−1−i+1 = tm−i+1 for
i ≥ 2. We then have r2 = tm−1 because
∑
ri =
∑
ti. Hence the lemma.
Definition 3.11. We call the filtration given in Proposition 3.4 the lower
filtration of F while the one given in Proposition 3.9 the upper filtration
of F .
Remark 3.12. We did not use the assumption that the surface is P2 in Propo-
sition 3.4, Proposition 3.9 and Lemma 3.10. Hence they apply to any surface.
DefineM(d, χ) ⊃ Tn := {F | ∃ x ∈ P2, s.t. dimk(x)(F⊗k(x)) ≥ n}, where
k(x) is the residue field of x. In other words, Tn is the substack parametrizing
sheaves with fiber dimension ≥ n at some points.
Remark 3.13. For a sheaf F with filtration in Proposition 3.4 or Proposition
3.9, let n0 = r1 = tm, then we have F ∈ Tn0.
Proposition 3.14. For n ≥ 2, Tn is of codimension ≥ n2 − 2 in M(d, χ).
Proof. Recall that we have a coarse moduli space M(d, χ) as a scheme. We
denote Tn the image of Tn inM(d, χ). This proposition is equivalent to say that
Tn is of codimension ≥ n2−2 in M(d, χ), which in fact follows straightforward
after Le Potier’s argument in proving Lemma 3.2 in [5].
We know that there is a Qout-scheme Ω(d, χ) such that σ : Ω(d, χ) →
M(d, χ) is a PGL(V )-bundle. By Le Potier’s result in [5], the preimage σ−1(Tn)
of Tn is a closed subscheme of codimension ≥ n2−2 in Ω(d, χ). It is easy to see
that σ−1(Tn) is invariant under the PGL(V )-action, hence the proposition.
By Proposition 3.14 we know that T3 is of codimension ≥ 7.
Let T on = Tn − Tn+1.
Theorem 3.15. T o2 ∩ Ck is of codimension ≥ d− 1 in M(d, χ).
Proof. The proof is too long and moved to Appendix A.
Finally we get an estimate of dimension for other d as follows.
Proposition 3.16. For d 6= p, 2p with p a prime number, the complement of
N (d, χ) inside Ma•(d, χ) is of codimension ≥ 7.
Remark 3.17. A priori in Proposition 3.16 the lower bound of the codimen-
sion should be min{d− 1, 7}. However when d− 1 < 7, d = p or 2p for some
p prime. Hence d− 1 ≥ 7 for all the cases which Proposition 3.16 applies to.
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4 The main theorem.
We prove the main theorem in this section. Recall that we denote by Hn the
stack associated to the Hilbert schemes Hilb[n](P2) parametrizing ideal sheaves
of colength n on P2. The strategy is to relate the moduli stack M(d, χ) with
Hn for some n. First we have two lemmas as follows.
Lemma 4.1. Let J be any torsion free rank 1 sheaf on P2 such that H0(J) 6= 0.
Then any nonzero element hJ ∈ H0(J) gives a sequence
0→ OP2
hJ−→ J → FhJ → 0,
with FhJ pure of dimensional one.
Proof. The injectivity of hJ is obvious. Let T ⊂ FhJ be 0-dimensional. Since
Ext1(T,OP2)
∨ ∼= Ext1(OP2, T ) = 0, T must also be contained in J . Then T = 0
by the torsion freeness of J . Hence the lemma.
Lemma 4.2. Let n = d(d−3)
2
+∆ for some ∆ > 0. Let Hn,l (0 ≤ l ≤ d(d−3)
2
+1)
be the substack of Hn parametrizing ideal sheaves In of colength n satisfying
that dim H0(In(d− 3)) = l. Then for l > 0, dim Hn,l ≤ 2n− 1−∆.
Proof. For an ideal sheaf In ∈ H
n,l with l > 0, we can fit it into the following
sequence.
0→ OP2 → In(d− 3)→ F → 0.
By Lemma 4.1, F ∈ Ma•(d − 3,−∆) (with a = l for instance). Moreover
dim H0(F (−3)) ≤ dim H0(F ) = l − 1. Hence dim H1(F (−3)) ≤ l − 1 + ∆ +
3(d − 3). Then by analogous argument to the proof of Proposition 2.14, we
have
dim Hn,l + l ≤ dim Ma•(d− 3,∆) + l − 1 + 3(d− 3) + ∆ = 2n− 1−∆+ l.
Hence the lemma.
Let µA(−) be the A-valued motivic measure (see e.g. Section 1 in [6])
with A a commutative ring or a field if needed. Denote by An the subgroup
(not a subring) generated by the image of µA(S) with dim S ≤ n.
By Proposition 2.4, we know that
µA(M
a
•(d, χ)) ≡ µA(M(d, χ)) mod (Ad2−d+1).
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Define
ρd :=


d− 1, for d = p or 2p with p prime.
7, otherwise.
(4.1)
By Proposition 3.8 and Proposition 3.16, we have
µA(M
a
•(d, χ)) ≡ µA(N (d, χ)) mod (Ad2−ρd).
Notice that ρd ≤ d − 1. Let −2d − 1 ≤ χ ≤ −d + 1, then −χ ≥ ρd and
3d+ χ ≥ ρd. For every sheaf F ∈Ma•(d, χ), there is a non split sequence
0→ OP2(−3)→ I˜ → F → 0. (4.2)
I˜ can have torsion if F 6∈ N (d, χ). If I˜ is torsion free, then I˜ ∼= Id¯(d − 3)
for some ideal sheaf Id¯ with colength d¯ :=
d(d−3)
2
− χ. Let Ua(d, χ) be the
open substack ofMa•(d, χ) parametrizing sheaves F such that H
0(F ) = 0 and
H1(F (3)) = 0. Then we have
Ma•(d, χ) = U
a(d, χ) ∪ (
∐
j≤0
Wal,j(d, χ) ∪
∐
i≥3
Mak,i(d, χ)).
Since χ + jd ≤ χ ≤ −ρd < 0 for j ≤ 0 and χ + id ≥ ρd > 0 for i ≥ 3, by
Proposition 2.13 and Remark 2.15 we have
dim (
∐
j≤0
Wal,j(d, χ) ∪
∐
i≥3
Mak,i(d, χ)) ≤ d
2 −min{ρd,−χ, 3d+ χ} = d
2 − ρd.
Hence
µA(M
a
•(d, χ)) ≡ µA(U
a(d, χ)) mod (Ad2−ρd).
Define N0(d, χ) := N (d, χ) ∩ U
a(d, χ). Then
µA(M
a
•(d, χ)) ≡ µA(M(d, χ)) ≡ µA(U
a(d, χ))
≡ µA(N0(d, χ)) mod (Ad2−ρd).
(4.3)
On the other hand, by Lemma 4.2 we have
µA(H
d¯,0) ≡ µA(H
d¯) mod (A2d¯+χ−1).
Notice that ∀Id¯ ∈ H
d¯,0, H0(Id¯(d)) 6= 0 since χ(Id¯(d)) = 3d + 1 + χ > 0.
Define Hd¯,0,0 to be the open substack of Hd¯,0 parametrizing ideal sheaves Id¯ ∈
Hd¯,0 such that H1(Id¯(d)) = 0.
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Lemma 4.3. Hd¯,0 −Hd¯,0,0 is of dimension ≤ 2d¯− 1− ρd.
Proof. ∀Id¯ ∈ H
d¯,0 − Hd¯,0,0, H0(Id¯(d)) 6= 0 hence by Lemma 4.1 we have the
following exact sequence
0→ OP2(−3)→ Id¯(d− 3)→ F → 0,
with F ∈ Ma•(d, χ). Since H
0(F ) ∼= H0(Id¯(d − 3)) = 0, dim H
1(F ) = −χ.
Moreover, H1(F (3)) ∼= H1(Id¯(d)) 6= 0 hence F ∈
∐
i≥3M
a
k,i(d, χ). By Propo-
sition 2.13, dim
∐
i≥3M
a
k,i(d, χ) ≤ d
2 −min{(3d + χ), ρd} = d2 − ρd. By the
analogous argument to the proof of Proposition 2.14 we have
dim (Hd¯,0 −Hd¯,0,0) + 3d+ 1 + χ ≤ d2 − ρd − χ.
2d¯ = d(d− 3)− 2χ. Hence the lemma.
Lemma 4.2 and Lemma 4.3 together imply that
µA(H
d¯) ≡ µA(H
d¯,0) ≡ µA(H
d¯,0,0) mod (A2d¯−1−ρd). (4.4)
Let stacks Ext1(−,OP2(−3))
∗ and Hom(OP2(−3),−)
∗ be as defined in the
proof of in Proposition 2.14. The sequence (4.2) induces a birational map
θ : Ext1(Ma•(d, χ),OP2(−3))
∗
99K Hom(OP2(−3),H
d¯)∗.
θ is surjective for a big enough.
Denote by Ua(d, χ) the preimage of Hom(OP2(−3),H
d¯,0,0)∗ via θ. Then
we have
µA(U
a(d, χ)) = (L3d+1+χ − 1) · µA(H
d¯,0,0), (4.5)
where L := µA(A) with A the affine line. Then by (4.4) we have
µA(U
a(d, χ)) ≡ (L3d+1+χ − 1) · Hd¯ ≡ L3d+1+χ · Hd¯ mod (Ad2−χ−ρd) (4.6)
On the other hand, we have
Ext1(N0(d, χ),OP2(−3))
∗ ⊂ Ua(d, χ) ⊂ Ext1(Ua(d, χ),OP2(−3))
∗.
Hence by (4.3),
µA(U
a(d, χ)) ≡ (L−χ − 1) · µA(N0(d, χ))
≡ (L−χ − 1) · µA(M(d, χ))
≡ L−χ · µA(M(d, χ)) mod (Ad2−χ−ρd).
(4.7)
Combine (4.6) and (4.7), we have our main theorem as follows.
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Theorem 4.4. For and d > 0 and χ, let χ0 ≡ ±χ mod (d) and −
3d
2
≤ χ0 ≤ −d
(such χ0 is unique). Then we have
µA(M(d, χ)) ≡ L
3d+1+2χ0 · µA(H
d¯), mod (Ad2−ρd),
with d¯ = d(d−3)
2
− χ0 and ρd defined in (4.1).
On the scheme level we have
µA(M(d, χ)) ≡ L
3d+1+2χ0 · µA(Hilb
d¯(P2)), mod (Ad2+1−ρd).
Remark 4.5. We choose −3d
2
≤ χ0 ≤ −d in Theorem 4.4 because we want χ0
to be uniquely determined by χ. But it is easy to see Theorem 4.4 holds for
χ0 ≡ ±χ mod (d) and −2d− 1 ≤ χ0 ≤ −d+ 1.
Corollary 4.6. Let bi(−) and hp,q(−) be the i-th Betti number and Hodge
number with index (p, q) respectively. Then for any d > 0 and χ coprime to d,
if i and p+ q are both no less than 1 + 2(d2 + 1− ρd), we then have
(1) bi(M(d, χ)) = 0 for i odd.
(2) hp,p(M(d, χ)) = b2p(M(d, χ)) = b2p−2(3d+1+2χ0)(Hilb
d¯(P2)).
(3) hp,q = 0 for p 6= q.
Corollary 4.7. For any d > 0 and χ1, χ1, we have
µA(M(d, χ1)) ≡ µA(M(d, χ2)), mod (Ad2−ρd).
In particular, if χi are coprime to d for i = 1, 2, then we have
µA(M(d, χ1)) ≡ µA(M(d, χ2)), mod (Ad2+1−ρd).
Proof. By Theorem 4.4 and Remark 4.5, the corollary is equivalent to say that
for any −2d− 1 ≤ χ1, χ2 ≤ −d+ 1,
L3d+1+2χ1 · µA(H
d¯1) ≡ L3d+1+2χ2 · µA(H
d¯2), mod (Ad2−ρd), (4.8)
where d¯i =
d(d−3)
2
− χi.
It is enough to show (4.8) for χ1 = −2d − 1 and χ2 = −d + 1 which
follows from M(d,−2d − 1) ∼= M(d,−d+ 1). Hence the corollary.
Remark 4.8. If d = p or 2p with p prime, then the codimension d − 1 can
not be sharpened, i.e. in general
µA(M(d, χ)) 6≡ L
3d+1+2χ0 · µA(H
d¯), mod (Ad2−d).
We can see this from the examples d = 4 and d = 5 computed in [13].
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Corollary 4.9. For d > 0 and χ coprime to d, M(d, χ) is stably rational.
Proof. Let N0(d, χ) and Hilb
d¯,0,0(P2) be the scheme associated to N0(d, χ) and
Hd¯,0,0 respectively. We can see that the projective bundle P(Ext1p(F ,O(−3)))
over N0(d, χ) is birational to the projective bundle P(Homp(O(−3), Id¯)) over
Hilbd¯,0,0(P2) which is rational. The universal sheaf F exists by Theorem 3.19
in [5] and that is why we need d, χ coprime. Hence we proved the corollary.
Remark 4.10. By Proposition 4.5 in [13], M(d, χ) is rational for χ ≡ ±1mod (d).
Remark 4.11. For d and χ not coprime, let Mss(d, χ) be the moduli space
of semistable sheaves with parameters (d, χ), then Mss(d, χ)−M(d, χ) is not
empty. But the S-equivalence classes of strictly semistable sheaves form a
closed subset of codimension ≥ d− 1 in Mss(d, χ). Hence we still have
µA(M
ss(d, χ)) ≡ L3d+1+2χ0 · µA(Hilb
d¯(P2)), mod (Ad2−ρd+1).
However, since Mss(d, χ) might not be smooth, we don’t have similar conclu-
sion to Corollary 4.6 on its Betti numbers.
Remark 4.12. Generalization of Theorem 4.4 to other rational surfaces is
certainly possible and we believe our main strategy works well to other sur-
faces. Only one needs to take some effort to estimate the codimension of the
subset containing all those“bad” points in the moduli spaces, which could be
very tedious and difficult especially when Proposition 3.14 does not hold. By
the proof of Lemma 4.2.7 in [12], Proposition 3.14 holds also for Hirzebruch
surfaces P(OP1 ⊕ OP1(−e)) with e = 0,−1. Hence one can expect that the
generalization to those two surfaces is tractable.
Appendix
A The proof of Theorem 3.15.
We give a whole proof of Theorem 3.15 in this section. We state the theorem
again here.
Theorem A.1 (Theorem 3.15). T o2 ∩Ck is of codimension ≥ d−1 inM(d, χ).
Proof. Let F ∈ T o2 ∩ Ck with lower and upper filtrations {Fi} and {F
i} (see
Definition 3.11) with factors {Qi} and {Ri} respectively. Let m be the length
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of the two filtrations. Then tm = r1 ≤ 2 by Remark 3.13. If r1 = 2, then
Rm ∼= F ⊗ OC has to be locally free of rank 2. Since gmF : Rm ։ Rm−1 is
surjective, Rm−1 is either of rank 1 or locally free of rank 2 and if Rm−1 is
locally free of rank 2, then gmF is an ismorphism.
We prove the theorem case by case.
Case 1. r1 = 1. Then by Lemma 3.6 we are done.
Case 2. ri = 2 for all 1 ≤ i ≤ m.
By induction if F ∈ C2,··· ,2k ∩ T
o
2 , then Ri
∼= Qi ∼= Rm(−(m − i)C) and
the two filtrations coincide with all factors locally free of rank 2. In this case
k = d
2m
. Let R := Rm. Then c1(R) =
d
m
and we have
m−1∑
i=0
χ(Rm(−iC)) = m · χ(Rm)−
(m− 1)m
4
· (
d
m
)2 = χ. (A.1)
Hence χ(R) is fixed by (d, χ, k). For every subsheaf I of R, we have χ(R) −
χ(I) ≥ χ− a. Let R be the parametrizing stack of such R. We first show that
dim R ≤
d2
m2
− (
d
m
− 1)− (
1
8
(
d
m
)2 +
3
4
d
m
)
=
d2
m2
− (
d
m
− 1)− (
1
8
(
(1 · 0 + 1)d2
m2
+
3
4
d
m
). (A.2)
We assume 0 < χ ≤ d, then we have the following exact sequence.
0→ OC → R→ I2 → 0. (A.3)
We are done then by the same argument as in Lemma 3.7 and (3.15) implies
(A.2).
Now we want to use induction. Let PF/F1 be the parametrizing stack of
F/F1 = F/R(−(m− 1)C). Then by induction assumption we have
dim PF/F1 ≤
d2(m− 1)2
m2
− (
(m− 1)d
m
− 1)
−(
1
8
((m− 1)(m− 2) + 1)d2
m2
+
3
4
(m− 1)d
m
). (A.4)
dim Ext2(F/F1, F1) = dim Hom(F1(3), F2/F1) = dim Hom(R,R(−3 +
C)). We want to find a upper bound N of dim Hom(R,R(−3 + C)). Notice
that dim Hom(R,R(−3 + C)) won’t change if we replace R by R(n) for any
number n.
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Since F is stable, it is connected by Remark 2.8. After replace F by F (n)
for some suitable number n we can assume H1(F (−1)) = 0 and H1(F (−2)) 6=
0. Hence we know that the smallest degree of direct summands in EF must
be no bigger than 0 by Remark 2.8, and hence χ = χ(F ) ≤ (d+1)d
2
by the
connectedness of F . We see that H1(R(−1)) = 0 because R is a quotient of
F and they are both of 1-dimensional. Therefore by Mumford-Castelnuovo
criterion (see e.g. Lemma 1.7.2 in [3]) R is globally generated. Hence R fits in
the following sequence.
0→ OC → R→ det(R)→ 0. (A.5)
Hence det(R) is also globally generated andH1(det(R)(−1)) = 0. Tensor (A.5)
by OP2(−3 + C) and we get
0→ ωC → R(−3 + C)→ det(R)(−3 + C)→ 0. (A.6)
Notice that OC(−3+C) ∼= ωC. The functor Hom(R,−) sends (A.6) into
the following sequence.
0→ Hom(R, ωC)→ Hom(R,R(−3+C))→ Hom(R, det(R)(−3+C)). (A.7)
Hom(R, ωC) = H
1(R)∨ = 0 and hence
dim Hom(R,R(−3 + C)) ≤ dim Hom(R, det(R)(−3 + C)).
The functor Hom(−, det(R)(−3 + C)) sends (A.5) into the following se-
quence.
0→ H0(OC(−3 + C))→ Hom(R, det(R)(−3 + C))→ H
0(det(R)(−3 + C)).
(A.8)
dim H0(OC(−3 + C)) = gC . Since C is of degree at least 3 and det(R)
is globally generated, dim H0(det(R)(−3+C)) = χ(det(R)) + (− 3d
2m
+ d
2
4m2
) =
χ(R) + (gC − 1) +
d2
4m2
− 3d
2m
. Hence we have
dim Hom(R,R(−3 + C)) ≤ dim Hom(R, det(R)(−3 + C))
≤ dim H0(ωC) + dim H
0(det(R)(−3 + C))
= χ(R) + 2gC − 1 +
d2
4m2
−
3d
2m
. (A.9)
By (A.1) and χ ≤ d(d−1)
2
, we get χ(R) ≤ (d+1)d
2m
+ m−1
4
· ( d
m
)2
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By (A.9), we have
dim Hom(R,R(−3 + C)) ≤ χ(R) + 2gC − 1 +
d2
4m2
−
3d
2m
≤
(d+ 1)d
2m
+
(m− 1)d2
4m2
+ (
d
2m
− 1)(
d
2m
− 2)− 1 +
d2
4m2
−
3d
2m
=: N(A.10)
Then we have
dim C2,··· ,2k ∩ T
o
2 ≤ dim PF/F1 +N − χ(F/F1, F1)
≤
d2(m− 1)2
m2
− (
(m− 1)d
m
− 1)
−(
1
8
(m2 − 3m+ 3)d2
m2
+
3
4
(m− 1)d
m
) +N +
d2(m− 1)
m2
≤ d2 − (d− 1)− (
1
8
(m2 −m+ 1)d2)
m2
+
3
4
d) + (1−
3
4
d
m
)
≤ d2 − (d− 1)− (
1
8
(m2 −m+ 1)d2)
m2
+
3
4
d). (A.11)
In particular, the codimension of C2,··· ,2k ∩ T
o
2 is ≥ d− 1.
Now we compute the codimension of C2,··· ,2,1,··· ,1k ∩T
o
2 . We do the induction
on the number ℓ(1) of 1 in the superscript of C2,··· ,2,1,··· ,1k .
Case 3. ℓ(1) = 1.
Let F ∈ C2,··· ,2,1k ∩ T
o
2 . Let C be its reduced support with deg(C) = k =
d
2m−1
with m ≥ 2. We take the lower and upper filtrations {Fi} and {F i} of
F with factors {Qi} and {Ri} for 1 ≤ i ≤ m. Then Rm is a rank 2 bundle on
C, Ri ∼= Rm((−m + i)C) for 2 ≤ i ≤ m and R1 is a rank 1 torsion free sheaf
on C with surjection g2F : R2(−C) ։ R1. Let K be the kernel of g
2
F , then K
is torsion free of rank 1 and the subsheaf F1 in the lower filtration lies in the
following sequence.
0→ R1 → F1 → K(C)→ 0. (A.12)
For m ≥ 3, we also have
0→ R1(C)→ F2/F1 → K(2C)→ 0. (A.13)
By the stability of F , we know that
χ(F1)
2deg(C)
=
χ(R1) + χ(K) + (
d
2m−1
)2
2d
2m−1
≤
χ
d
. (A.14)
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χ(F2)
4deg(C)
=
2χ(R1) + 2χ(K) + 4(
d
2m−1
)2
4d
2m−1
≤
χ
d
, for m ≥ 3. (A.15)
(A.14) and (A.15) imply that
χ(R1) + χ(K) ≤
χ
2m− 1
− (
d
2m− 1
)2. (A.16)
χ(R1) + χ(K) ≤
2χ
2m− 1
− 2(
d
2m− 1
)2, for m ≥ 3. (A.17)
Since R1 is a quotient of R2(−C), R1((m − 1)C) is a quotient of Rm hence a
quotient of F . So
χ(R1) +
(m−1)d2
(2m−1)2
d
2m−1
≥
χ
d
⇔ χ(R1) ≥
χ
2m− 1
−
(m− 1)d2
(2m− 1)2
. (A.18)
Combine (A.16), (A.17) and (A.18), then we get
χ(K)− χ(R1) ≤ −
d2
(2m− 1)2
+
2(m− 1)d2
(2m− 1)2
, (A.19)
χ(K)− χ(R1) ≤ −
2d2
(2m− 1)2
+
2(m− 1)d2
(2m− 1)2
, for m ≥ 3. (A.20)
We need a upper bound for dim Ext2(F/R1, R1) = dim Hom(R1(3), F/R1).
The upper and lower filtrations of F/R1 coincide. Hence Hom(R1(3), F/R1) =
Hom(R1(3), R2). Then we have
dim Ext2(F/R1, R1) = dim Hom(R1(3), R2)
≤ dim Hom(R1, R1(−3 + C)) + dim Hom(R1, K(−3 + C))
≤ 4gC − 2 + χ(K)− χ(R1). (A.21)
By (A.19) and (A.20) we have
dim Ext2(F/R1, R1) ≤ N :=


− d
2
(2m−1)2
+ 2(m−1)d
2
(2m−1)2
+ 4gC − 2, for m = 2.
− 2d
2
(2m−1)2
+ 2(m−1)d
2
(2m−1)2
+ 4gC − 2, for m ≥ 3.
(A.22)
Let PF/R1 be the parametrizing stack of F/R1. We first assume m ≥ 3.
By (A.11) and Proposition 2.4, we know that
dim PF/R1 ≤ (
(2m− 2)d
2m− 1
)2 − (
(2m− 2)d
2m− 1
− 1). (A.23)
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Hence by standard argument we have
dim C2,··· ,2,1k ∩ T
o
2 ≤ dim PF/R1 + gC − 1 +N − χ(R1, F/R1)
≤ (
(2m− 2)d
2m− 1
)2 −
(2m− 2)d
2m− 1
+ gC +N +
(2m− 2)d2
(2m− 1)2
= d2 − (d− 1) + (−
1
2
d2 −
7d
2m− 1
+ 3) ≤ d2 − (d− 1). (A.24)
For m = 2, by (A.2) and (A.22) we have
dim C2,1k ∩ T
o
2 ≤ dim PR2 + gC − 1 +N − χ(R1, R2)
≤ (
2
3
d)2 −
2
3
d−
1
2
(
d
3
)2 −
1
2
d+ gC +N +
2d2
32
= d2 − (d− 1) + (−
17d
6
+ 2) ≤ d2 − (d− 1). (A.25)
Notice that one needs to replace d
m
in (A.2) by 2
3
d to get the right formula.
We are done for ℓ(1) = 1.
Case 4: The last case. ℓ(1) ≥ 2.
Let F ∈ C2,··· ,2,1,··· ,1k ∩ T
o
2 with ℓ(1) ≥ 2. Let mi = ℓ(i) for i = 1, 2. Let
C be the reduced support of F . Then deg(C) = d
m1+2m2
≥ 3. By doing the
upper filtration, we can write F into the following sequence
0→ F ′ → F → F ′′ → 0, (A.26)
with F ′ ∈ C1,··· ,1
′
k and F
′′ ∈ C2,··· ,2
′′
k ∩T
o′′
2 . Those spaces with
′ and ′′ are analo-
gous spaces to Ck and T o2 but with parameters (d(F
′), χ(F ′)) and (d(F ′′), χ(F ′′))
respectively.
Take the upper and lower filtrations of F ′ with graded factors {R′i} and
{Q′i}. Then both R
′
i and Q
′
i are of rank 1. Denote by R
′tf
i the torsion free
quotient of R′i module its torsion. The surjection g
i
F ′ : R
′
i(−C) → R
′
i−1 iden-
tifies R′tfi (−C) with R
′tf
i−1. Moreover Q
′
m1
= R′tfm1 . Q
′
i−1 is an extension of a
0-dimensional sheaf by Q′i and hence χ(Q
′
i) ≤ χ(Q
′
i−1).
We know that the upper and lower filtrations of F ′′ coincide. Let R′′i be
the factors. Then {R′′i , R
′
i} is the set of graded factors of the upper filtration
for F and hence we have a surjection gm1+1F : R
′′
1(−C)։ R
′
m1
. Hence we have
a surjection p1m1+1 : R
′′
1(−C)։ Q
′
m1
as Q′m1 is a quotient of R
′
m1
. Let Km1 be
the kernel of p1m1+1.
0→ Km1 → R
′′
1(−C)→ Q
′
m1
→ 0. (A.27)
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Denote by Pm1 the subsheaf of F/F
′
m1−1
given by the following extension.
0→ Q′m1 → Pm1 → Km1(C)→ 0. (A.28)
Then Pm1 is a OC-module, i.e. it is a rank 2 torsion free sheaf on C. This
is because p1m1+1 is defined by acting δC on F/F
′
m1−1
and Km1 is the kernel
which implies δC ·Pm1 = 0. Moreover, Pm1 is the maximal subsheaf of F/F
′
m1−1
annihilated by δC , since Q
′
m1
is torsion free of rank 1.
Again we have a map p1m1 : Pm1(−C) → Q
′
m1−1
inducing the injection
fm1F ′ : Q
′
m1(−C) →֒ Q
′
m1−1. However, the map p
1
m1 is not necessarily surjective
and we denote by S ′m1−1(−C) its image in Q
′
m1−1
. We have Q′m1(−C) ⊂
S ′m1−1(−C) ⊂ Q
′
m1−1
.
Let Km1−1 be the kernel of p
1
m1
, then
χ(Km1) + χ(Q
′
m1
(−C))− χ(Q′m1−1) ≤ χ(Km1−1) ≤ χ(Km1). (A.29)
Again we have a subsheaf Pm1−1 of F/F
′
m1−2 such that Pm1−1 is a rank 2
torsion free sheaf on C lying in the following exact sequence.
0→ Q′m1−1 → Pm1−1 → Km1−1(C)→ 0. (A.30)
By (A.29), we have
χ(Pm1)−C.C ≤ χ(Pm1−1) ≤ χ(Pm1)−C.C+χ(Q
′
m1−1)−χ(Q
′
m1(−C)). (A.31)
We repeat this procedure and finally we get
0→ Q′1 → P1 → K1(C)→ 0. (A.32)
χ(P1) ≥ χ(Pm1) − (m1 − 1)C.C = χ(R
′′
1) −m1C.C by (A.31), (A.27), (A.28)
and induction assumption on Pi for i > 1.
It is easy to see P1 = F1 with {Fi} the lower filtration of F . By the
stability of F , we have
χ(Q′1) ≥ χ(Q
′
m1
)−
(m1 − 1)d2
(m1 + 2m2)2
≥
χ
m1 + 2m2
−
(m1 + 2m2 − 1)d2
(m1 + 2m2)2
. (A.33)
χ(Q′1)+χ(K1) ≥ χ(R
′′
m2)−
(m1 + 2m2 − 1)d2
(m1 + 2m2)2
≥
2χ
m1 + 2m2
−
(m1 + 2m2 − 1)d2
(m1 + 2m2)2
.
(A.34)
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On the other hand, Q′1 is a subsheaf of F . Hence χ(Q
′
1) ≤
χ
(m1+2m2)
, then
by (A.31) we have
χ(K1) ≥
χ
m1 + 2m2
−
(m1 + 2m2 − 1)d2
(m1 + 2m2)2
. (A.35)
If m2 = 1, then F/P1 ∈ C
1,··· ,1
k and by Lemma 3.6 the parametrizing
stack PF/P1 has dimension ≤ (
m1d
m1+2
)2 − ( m1d
m1+2
− 1). On the other hand,
Hom(P1(3), F/P1) = Hom(P1(3), S
′
2(−C)) ⊂ Hom(P1(3), Q
′
2).
dim Ext2(F/F1, F1) ≤ dim Hom(F1(3), Q
′
2)
≤ dim Hom(Q′1(3), Q
′′
2) + dim Hom(K1(C + 3), Q
′
2)
≤ dim Hom(Q′1(3), Q
′
1(C)) + dim Hom(K1(C + 3), Q
′
1(C))
≤ 4gC − 2 + χ(Q
′
1)− χ(K1(C))
≤ 4gC − 2−
d2
(m1 + 2m2)2
+
(m1 + 2m2 − 1)d2
(m1 + 2m2)
=: N. (A.36)
(A.2) gives a upper bound for the dimension of the parametrizing stack of P1.
By using analogous estimate to (A.25), we proved the case m2 = 2.
Let m2 ≥ 2. Then we start the previous procedure again with the sur-
jective map p2m1+1 : R
′′
2(−C)
∼=
−→ R′′1 ։ Q
′
m1
(C). Let Lm1 be the kernel of
p2m1+1, then Lm1
∼= Km1(C). Define Bm1 analogously to Pm1 and it lies in the
following sequence.
0→ Q′m1 → Bm1 → Lm1(C)→ 0.
Then we have a map p2m1+1 : Bm1(−C) → S
′
m1−1
(−C). Notice that we
have S ′m1−1(−C) instead of Q
′
m1−1, with S
′
m1−1(−C) the image of p
1
m1 and
Q′m1(−C) ⊂ S
′
m1−1(−C) ⊂ Q
′
m1−1. Denote by S
′
i−1(−C) the image of p
1
i for
2 ≤ i ≤ m1. We have that χ(Q′i(−C)) ≤ χ(S
′
i−1(−C)) ≤ χ(Q
′
i−1).
Let Bm1−1 be the kernel of p
2
m1
. We then get {Bi} and {Li} inductively
analogous to {Pi} and {Ki}. We also have
χ(Lm1) + χ(Q
′
m1(−C))− χ(S
′
m1−1) ≤ χ(Lm1−1) ≤ χ(Lm1). (A.37)
χ(Bm1)−C.C ≤ χ(Bm1−1) ≤ χ(Bm1)−C.C+χ(S
′
m1−1
)−χ(Q′m1(−C)). (A.38)
Finally we get the maximal subsheaf B1 of F/F1 annihilated by δC . B1
lies in the following sequence
0→ S ′1 → B1 → L1(C)→ 0. (A.39)
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The injection f 2F : B1(−C) →֒ P1 induces the injection S
′
1(−C) →֒ Q
′
1.
By induction assumption on ℓ(1), we have
dim PF/Q′1 ≤
(m1 + 2m2 − 1)
2d2
(m1 + 2m2)2
− (
(m2 + 2m2 − 1)d
m1 + 2m2
− 1). (A.40)
Let P ′1 be the maximal subsheaf of F/Q
′
1 annihilated by δC . Then we have the
following sequence.
0→ K1(C)→ P
′
1 → S˜
′
1 → 0.
S˜ ′1(−C) is the preimage of Q
′
1 via the injection f
2
F and hence S
′
1 ⊂ S˜
′
1 ⊂ Q
′
1(C).
By induction, (A.29) and (A.37) imply the following two equations re-
spectively.
χ(Km1) + χ(Q
′
m1((1−m1)C))− χ(Q
′
1) ≤ χ(K1) ≤ χ(Km1). (A.41)
χ(Lm1) + χ(Q
′
m1
((1−m1)C))− χ(S
′
1) ≤ χ(L1) ≤ χ(Lm1). (A.42)
(A.31) and (A.38) imply the following two equations respectively.
χ(Pm1)−(m1−1)C.C ≤ χ(P1) ≤ χ(Pm1)−(m1−1)C.C+χ(Q
′
1)−χ(Q
′
m1((1−m1)C)).
(A.43)
χ(Bm1)−(m1−1)C.C ≤ χ(B1) ≤ χ(Bm1)−(m1−1)C.C+χ(S
′
1)−χ(Q
′
m1((1−m1)C)).
(A.44)
Notice that B1 is a subsheaf of F/P1. Let η := χ(Q
′
1) − χ(Q
′
m1((1 −
m1)C)). Recall that Lm1
∼= Pm1(C). Since m2 ≥ 2, by (A.41), (A.42), (A.43),
(A.44), (A.32), (A.39) and stability of F , we get the following formula analo-
gous to (A.17).
2χ(P1)− 2η +
2d2
m1 + 2m2
≤ χ(P1) + χ(B1) ≤
4χ
m1 + 2m2
⇒ χ(K1) + χ(Q
′
1) ≤
2χ
m1 + 2m2
−
2d2
(m1 + 2m2)2
+ η. (A.45)
By (A.33) we know
χ(Q′1) = χ(Q
′
m1
((1−m1)C)) + η ≥
χ
m1 + 2m2
−
(m1 + 2m2 − 1)d2
(m1 + 2m2)2
+ η.
We then have
χ(K1)− χ(Q
′
1) ≤
2(m1 + 2m2 − 1)d2
(m1 + 2m2)2
−
2d2
(m1 + 2m1)2
− η
≤
2(m1 + 2m2 − 1)d2
(m1 + 2m2)2
−
2d2
(m1 + 2m1)2
. (A.46)
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On the other hand, we have
dim Ext2(F/Q′1, Q
′
1) = dim Hom(Q
′
1(3), P
′
1)
≤ dim Hom(Q′1, K1(−3 + C)) + dim Hom(Q
′
1, Q
′
1(−3 + C))
≤ 4gC − 2 + χ(K1)− χ(Q
′
1). (A.47)
Now combine (A.40), (A.46) and (A.47), use the same estimate as we
used in Case 3 for m ≥ 3, and at last we get an analogous formula to (A.24).
The last case is done.
The theorem is proved.
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