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Introduction
Assessment of the quality of research is a growing trend in many countries. The metrics for such assessment include external grants, PhD completions, patents, the international prestige of researchers, and, of course, research output. The latter is typically measured in terms of the quantity and quality of refereed publications (both journal and full conference papers), sometimes using citation analysis. The focus on quality of journal articles poses an important question of how quality should be measured. Peer review of a sample of key research papers for each researcher in an organization is probably the most accurate method (although it is also prone to misuse), but when the assessment exercise is done on the scale of the whole country, the cost of this approach is prohibitive. Thus assessment panels recur to more crude but less expensive methods.
Citation analysis is a crude metric to assess the quality of individual articles. The rationale is that highly cited papers have greater impact and thus have higher value. This rationale has been strongly criticized. For instance [19] studied a set of highly cited publications on clinical trials, and found that for about 32% of the items, the results were later contradicted. It is known that reviews and meta-analysis receive the largest number of citations, and that monographs are still the major reference source, although citations to monographs are not counted by the major citation data providers (Thomson ISI and Scopus).
The second approach is to judge the quality of publications based on some measure of the quality of journals they were published in. This approach is criticized from two angles. First, the quality of a journal does not necessarily imply the quality of a particular article. Second, the metrics used to determine the quality of journals are usually citation-based (in particular, based on its Impact Factor (IF)). It has become customary to include journals' IF and their ranking based on IF in CVs, tenure and funding applications, etc.
Citations also form the basis of personal indices such as Hirsch's h−index [16] and similar calculations which attempt to quantify individual researcher output 1 
.
Much debate has surrounded the use of citation statistics, in particular the use of IF (e.g. see [2] ). As discussed in a recent report from the International Mathematical Union [1] , its use can be (and is often) inappropriate. A number of alternative metrics have been proposed and implemented (see the recently launched Journal-Ranking.com database [27] ). Some directions include the weighting of citations by the quality of the journal in which the citation appears, attempting to identify the original source of a highly cited erally be a monotone relationship between the numerical citation indices and the allocated rankings, however the training sets are likely to contain noise and inconsistencies that may be based on information unavailable to us or the human dimensions of the decision process. Further to this, some of these statistics are likely to be correlated, e.g. journals with a high IF tend to have a high 5-year impact factor and article influence (two recent additions to the ISI statistics). In such cases, statistical ordinal regression techniques sometimes allocate a negative weight to one of the redundant attributes making the overall model difficult to interpret. The Choquet integral, however is able to account for dependencies and interaction between variables with readily available interpretations via the Shapley and interaction indices. This facet of its calculation also makes Choquet integral models flexible and robust, competing accuracy-wise with non-parametric classifiers such as decision trees in certain situations.
We will investigate the use of aggregation functions, the Choquet integral in particular, in data analysis and ordinal classification. Aggregation functions provide a framework through which the quality and limits of citation statistics can be understood, which in turn might contribute to the judicial use of such indices and of decision-making processes in general. To date, there have only been a limited number of application papers concerning the use of fuzzy measures and their interpretation. It was recently shown that existing citation indices, the citation count and the h-index, correspond respectively to cases of the Choquet integral and Sugeno integral [?] . Our purpose is not to create new indices, but rather use the Choquet integral as a tool for modeling information that may be correlated. The advantage of the Choquet integral in this regard over the Sugeno and other fuzzy integrals, is that its parameters can be found using a linear optimization problem.
In Section 2, we give an overview of the aggregation functions we used and methods for their construction. We briefly describe some of the techniques for ordinal classification that were compared before introducing the journal data sets with the preprocessing and evaluation measures we used. In Section 3, we will use the journal ranking data sets to compare aggregation-based classification with other ordinal classification techniques. The goal of this exercise is to ensure that the model based on the Choquet integral describes the data sufficiently accurately. We will then focus on the use of aggregation functions for data analysis in Section 4, interpreting the function weights and indices obtained. The results of the paper will be discussed in Section 5 before our concluding remarks.
Preliminaries

Aggregation Functions
As well as their use in decision making, aggregation functions play an important role in other areas including fuzzy logic and expert systems. Recent books [7, 13, 29] provide a comprehensive overview of aggregation functions, including their applications and methods for their construction.
Aggregation functions combine several inputs into a single representative output. We will consider functions with the inputs and outputs defined on the unit interval [0,1], however other choices are possible. Some well known examples of aggregation functions include the weighted arithmetic mean (WAM), maximum and minimum. In this paper, we focus on the Choquet integral.
Definition 1 An aggregation function is a function of
The second condition is monotonicity, which is understood componentwise, with the output non-decreasing with increases to any of the inputs. Aggregation functions also have boundary conditions as shown by (i). Certain properties of aggregation functions assign them to special classes. Here we consider averaging functions.
An aggregation function f is called averaging if it is bounded (for all
Idempotency: f (t, t, . . . , t) = t for any t ∈ [0, 1] necessarily follows from the averaging property and when combined with the condition of monotonicity is equivalent. Two well known aggregation functions are the weighted arithmetic mean and the ordered weighted averaging operator.
Definition 2 The weighted arithmetic mean is a linear function with respect to a positively valued weighting vector w with
w i = 1.
Definition 3 For a given weighting vector w, w i ≥ 0, w i = 1, the OWA function is given by
The notation (·) denotes the arguments of x arranged in non-increasing order
Choquet integrals are defined with respect to a fuzzy measure, and can take into account not only the relative weightings of the individual inputs, but also their groups (coalitions). In Definition 4, a subset A ⊆ N can be considered as a coalition, so that v(A) gives us an idea about the importance or the weight of this coalition. The monotonicity condition implies that adding new elements to a coalition does not decrease its weight.
An alternative expression of fuzzy measures is given by the Möbius transformation. In some cases, these values can be used for fitting and interpretation.
Definition 5 (Möbius transformation) Let v be a fuzzy measure. The Möbius transformation of v is a set function defined for every A ⊆ N as
The Möbius transformation is invertible, and one recovers v by using its inverse, called Zeta transform,
Special types of fuzzy measure considered in this paper include:
• k-additive [11] : M(A) = 0, for all subsets of more than k elements.
Weighted arithmetic means and OWA functions correspond to Choquet integrals defined by additive and symmetric fuzzy measures respectively.
Definition 6
The discrete Choquet integral with respect to a fuzzy measure v is given by
where (x (1) , x (2) , . . . , x (n) ) is a non-decreasing permutation of the input x, and
When dealing with multiple inputs, it is often the case that these are not independent, and there is some interaction (positive or negative) among the inputs. For instance, two or more inputs may point essentially to the same concept. If the inputs are combined by using, e.g., weighted means, their scores will be double counted. To measure such concepts as the importance of an input and interaction among the inputs we will use the concepts of Shapley value and interaction index. [11, 14] .
Definition 7 Let v be a fuzzy measure. The Shapley index for every i ∈ N is
φ(i) = A⊆N \{i} (n − |A| − 1)!|A|! n! [v(A ∪ {i}) − v(A)] .
The Shapley value is the vector
φ(v) = (φ(1), . . . , φ(n)). It satisfies n i=1 φ(i) = 1.
Definition 8 Let v be a fuzzy measure. The interaction index for every pair
The interaction indices verify I ij < 0 as soon as i, j are positively correlated (negative synergy). Similarly I ij > 0 for negatively correlated inputs (positive synergy). I ij ∈ [−1, 1] for any pair i, j.
The interaction indices can be interpreted as measuring the behavior of a Choquet integral on a portion of its domain. For instance, given a pair of positively correlated inputs, increases to the smaller input will generally influence the output less than increases to the larger input. A popular measure that is used to interpret the overall behavior of an averaging aggregation function is orness. The orness of a function gives an idea of whether an averaging function behaves more conjunctively (influenced by smaller inputs) or disjunctively (influenced by larger inputs). Its complement is andness.
Definition 9 The measure of orness of an averaging aggregation function f is
orness(f ) = [0,1] n (f (x) − min(x)) dx [0,1] n (max(x) − min(x)) dx .
Its measure of andness is
andness(f ) = [0,1] n (max(x) − f (x)) dx [0,1] n (max(x) − min(x)) dx .
Ordinal Classification
Many data sets encountered in real-world classification problems contain attributes assuming values on an ordinal or numerical scale. In statistics, such data can be modeled using ordinal regression techniques [21, 22] whilst in the broader machine learning community, ordinal classification models often involve preprocessing and relabeling of data so that standard techniques can be used [17, 25] . Classification with numerical variables involves assigning un unknown datum x i ∈ n to a discrete label or class y i . We used FMTools, Lipschitz interpolation, ordinal regression using SPSS [18] , and some other classification algorithms implemented by the WEKA software package to learn models based on training data and then predict the unknown labels of test data. FMTool requires real arguments and labels expressed either as real values or real intervals. Other decision-making algorithms, such as those in the WEKA software package [23, 30] can work with nominal as well as discrete and continuous numerical values. We provide some brief descriptions in the following subsections.
FMTools
FMTools [4] uses the least absolute deviation criterion in order to find the weights of a fuzzy measure that best models the data set. So given data {(x i , y i )}, i = 1, ..., K we use a program of the following form (see [5, 7] ),
FMTools converts the problem into a linear programming problem by representing the i-th residual, r i = C v (x i ) − y i as the difference of its positive and negative parts r
. This allows even large problems to be solved quite efficiently, e.g. using the Simplex algorithm. Additional constraints can be specified to make the fuzzy measure v additive, 2-additive, symmetric etc, or even bounds placed on the orness, Shapley values, or interaction indices of C v . FMTools uses the Möbius representation of v, since it allows these constraints to be expressed more easily and efficiently.
The pairs {(x i , y i )} need to be numerical with values preferably expressed on the unit interval. FMTools is also able to deal with the y i expressed as intervals [y 
Lipschitz interpolation
An alternative to building a parametric model is to use Lipschitz interpolation [6] . An aggregation function is called Lipschitz continuous if its gradient is bounded, i.e.
|f
for all inputs x, y where d denotes the distance between them. The smallest value M is referred to as the Lipschitz constant. The Lipschitz interpolation method works as follows. Let L M be the set of all monotone functions that are also Lipschitz continuous with Lipschitz
The Lipschitz function is hence built point-wise, obtaining the function which is least likely to compound errors based on the data. In some cases, the training data may not be compatible with a monotone function, in which case it will need to be smoothed. The resulting function can then be used to generate values for unknown data points.
Ordinal regression
Ordinal regression in statistics involves fitting a linear function β(x i ) to the attributes with a threshold α j for each class. Each unknown datum is classified by a probability with
For the journal ranking data set, there will be three values α 1 , α 2 , α 3 respectively corresponding to the upper thresholds of C, B and A. The probability of each class is calculated as
where α j corresponds to the upper bound of y j (y 1 = C, y 2 = B etc). Clearly, P r(x i = A*) = 1 − P r(x < α 3 ).
Ordinal techniques in WEKA
Recently in [17] , ordinal extensions of classification methods such as decision trees, support vector machines and logistic regression models were investigated in terms of their ability to exploit ordinal information. The results of these tests supported the belief that such meta-methods do exploit ordinal information and may provide better accuracy in cases where the data is indeed ordinal. One of the approaches is that proposed by Frank and Hall [10] (available in WEKA as a meta-classification technique), which involves decomposing the problem into k − 1 binary problems where k is the number of class labels. The standard classification techniques are then used on the binary problems and a probability distribution obtained for each unknown 4 , the three sub-problems will classify a datum as {y 1 } or {y 2 , y 3 , y 4 }, {y 1 , y 2 } or {y 3 , y 4 } and {y 1 , y 2 , y 3 } or {y 4 }. From these results, the class value can be inferred.
Neither ordinal regression, nor the method of Frank and Hall guarantees monotonicity amongst the outputs, i.e. it is possible for an increase to one of the attributes to result in a decrease to the class label allocated. Proposed techniques for monotone classification problems include imposing monotonicity constraints on decision trees [25] or the filtering of inconsistent examples from the training set [3, 9] . There is some dispute as to whether ordinal and/or monotone classification techniques are effective, especially where the data might contain noise or imprecise information. The results of a recent and in-depth study by Ben-David et al [8] suggested that ordinal extensions yield insignificant improvements to accuracy over their non-ordinal counterparts. Meanwhile, classifiers with monotonicity constraints barely performed better than a majority-based classifier. Whilst the property of monotonicity may not capture the actual behavior of many real-world data sets, it may still be desirable for ensuring some consistency and interpretability in the obtained model. Our results in Section 4 show that for this particular data-set, the ordinal method did tend to perform only slightly better than standard techniques. Overall, the Choquet integral fit to interval valued rankings proved to be the most reliable classifier.
Data Preprocessing
The ISI now include eight statistics collected from citation data each year: Total Cites (Cites)-the number of times the journal is cited in the year, Impact Factor (IF) -the ratio of cites to recent articles to the number of recent articles (2-year window), 5-Year Impact Factor (5IF) -the same as IF, however covering articles in the last 5 years, Immediacy Index (ii) -the ratio of cites to current articles to the number of current articles, Articles (articles)-the number of articles published, Cited Half-Life (half-life) -the median age of articles cited, Eigenfactor (EF) -similar to IF, however eliminates self-referencing and weights journals by the amount of time researchers spend reading them, Article Influence (AI) -ratio of EF score to the number of articles published by the journal.
In collecting data sets, we were restricted to those that had ISI index information available. In some cases, data was missing, and hence these entries also had to be removed. In preliminary analysis, we also decided to remove the Articles variable, as the spread of data showed little to no distinction between A* and C journals. The resulting data sets used are shown in Table 1 . As stated in the introduction, the motivation for use of fuzzy measures to model this data set arises from the likelihood of correlation between the citation indices. Table 2 gives the Spearman's rank correlation matrix for the 0101 data set. We see that for this FoR, the IF, 5IF and AI indices are all highly correlated. We would expect the interaction indices of a fitted Choquet integral to reflect some of these relationships. It is worth noting that none of the statistics alone is perfectly correlated with the allocated ARC rankings (last column). It is hoped that aggregation functions will provide models that better explain the data than any variable can by itself. To find the values of the fuzzy measures using FMTools, it is necessary to map the final rankings and the ISI data to the unit interval. A journal ranking of A (top 5%-20%) could have an estimated aggregated value anywhere in this range, however we do not know which journals are at the higher or lower end. In the case of fitting the data to numerical outputs, we used the the values {0. 3 Figure 1 shows the difference in predicted against observed plots for these two fitting methods for the 0101 data set. Since there are more instances of B ranked journals, mid-point fitting is more likely to allow some C journals to be incorrectly ranked if there are a number of B journals receive scores closer to the mid-value of 0.7.
For the input values based on the ISI indices, it is also desirable to have an understanding of when a score is good, very good, poor etc. This infor- mation is not available to us and hence we must transform the data in some other way. One can scale the data linearly or by standardization methods, however the issues of commensurability [12] and idempotency make it appropriate to define utility functions u(x) for each variable that will indicate the relative utility of each score. Utility functions assign numerical scores that allow each attribute or variable to be meaningfully compared. We used quartile analysis of each variable in each data set and then defined piecewise linear functions that approximated the spread of results among each class so that idempotency might be satisfied, i.e. a datum with scores of (0.9,0.9,0.9,0.9) should receive an A ranking overall. Equation 3 shows the utility function used for the cites variable in the 0101 data set. The domain thresholds correspond to some mid-value (ensuring monotonicity is upheld) between the upper and lower quartiles of consecutive classes, e.g. the lower quartile for A* is 1417.5 and the upper quartile for A is 1385. Although this method is somewhat simplistic, it transforms the data to be approximately commensurate without making assumptions on its distribution. , 1400 < cites < 2500; 1, cites > 2500.
The resulting 12 data sets were used for all classification methods used in Sections 3-4.
Evaluation
In an ordinal classification setting, it makes sense to evaluate classifiers not only in terms of accuracy, but also the degree to which instances are misclassified. Usually the confusion matrix is a useful tool for presenting such information, however due to the number of different methods and data sets used here, we will usually provide only the percentage of correct classifications as well as the percentage of journals ranked within one class. This gives rise to the question of outliers (considered here as the journals misranked by two or three classes). At this stage, the lists for mathematics and computer science are still in the draft stage, with final suggestions for revision submitted by the Australian Mathematical Society (AUSTMS) in November 2009. In some cases, comments are provided where a ranking has been changed. For each of the outliers identified in the 10-fold tests using the Choquet integral method, we looked at whether the AUSTMS identified the journal as one whose ranking should be altered.
An additional statistic used here to evaluate each classifier's performance is Spearman's Rank Correlation Coefficient (similar to Pearson's correlation coefficient), which is based on the relative order of the data rather than the actual values. It is commonly used to test relationship hypotheses between data sets that are not assumed to be normally distributed. The calculation is the same as Pearson's correlation co-efficient, however the data must be transformed into rank order with tied evaluations allocated their average rank. For instance, if we had a set of six journals with rankings {A*, B, B, B, C, C}, the values used would be {1, 3, 3, 3, 5.5, 5.5}. We also used Spearman's statistic when interpreting the Shapley values and interaction indices of the ISI citation statistics.
Aggregation functions for ordinal classification
The data sets were split into multiple training and test sets for 10-fold cross validation. FMTool was used to find fuzzy measure values for the Choquet integral and then calculate values of the test data. The SPSS package [18] was used for ordinal regression on the same data and the WEKA 3.6.1 software package was used to perform ordinal classification with J48 decision tree (C4.5 [26] ), logistic regression with linear kernals [20] and SMO (SVM [24] ) as base classifers. Lastly, we built general aggregation functions using the Lipschitz interpolation method (Lipschitz constant of 10) and used these functions for classification.
The results in terms of accuracy (%), within-1 accuracy (%) and Spearman's correlation coefficient (S r The tests conducted in WEKA show that the ordinal methods do perform better most of the time, especially for the within-1 results, however there are a number of cases where the accuracy and correlation are worse. In particular, the ordinal extensions for J48 and SMO performed badly on the 0103, 0803, 0806 data sets, which were not ranked well by the standard classification techniques. It is worth noting that the 0803, 0806 data sets have fewer journals, making it more likely that flexible classifiers such as decision trees will overfit the decision rules. It was also noted in [17] that these types of classifier were less likely to improve with ordinal extensions. The relatively poor performance of the general aggregation function fit by Lipschitz interpolation can similarly be ascribed to the likelihood of overfitting. Ensuring a reasonable Lipschitz constant is set can help alleviate this problem, and some consistency will always be provided since the Lipschitz method results in monotone decision rules. Relative to the other classifiers, ordinal regression performed reasonably well with results similar to the fuzzy measure methods for correct classifications.
The fitting methods we compared when using fuzzy measures for ordinal classification proved to be reasonably similar in terms of accuracy. On these data sets, the interval fitting method tended to achieve slightly better correlations between predicted and observed rankings and ranked a few more journals within-1 of the observed ranking (however overall this only amounts to an improvement of 1.1%).
Although the preprocessing of the data-set was performed with fuzzy measures in mind, and although the data should in general behave in a way that is suited to the use of fuzzy measures (monotone with interacting criteria), it still might not have been expected that fuzzy measures would perform better than other classification techniques. For this particular data set (which is not overly consistent), the Choquet integral proves to be a worthwhile modeling tool, flexible enough to provide results closer to those of the ARC decision makers, but still with a robust underlying structure.
Aggregation functions for data analysis
Using the FMTools package, the Choquet integral, weighted mean and OWA functions were fit to each data set. The resulting models allow for a few interpretations to be drawn concerning the ERA journal rankings, the reliability of the citation statistics and the flexibility of these aggregation functions. In this case the functions are being fit to the entire set (no validation), so we obtain the function which most accurately models the data subject to the fitting criterion and fitting method. The mid-and interval-fitting techniques achieved very similar results in terms of accuracy for all functions, so we will present only those concerning the interval-fitting method throughout this section. Tables 8-9 show the fitting accuracy and correlation for the WAM (additive fuzzy measure), OWA (symmetric fuzzy measure) and general fuzzy measure. Also included for comparison are the accuracy scores that could be obtained using a single ISI statistic
Fitting of WAM, OWA and Choquet Integral
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(the most correlated by Spearman's statistic). Each of the ISI statistics can be understood as a classifier (or indicator) concerning the quality of a journal. The purpose of aggregation functions in this case is to combine these classifiers so as to achieve better results than any single statistic could do alone. As was done previously, bold is used to show where the function has achieved the best accuracy.
In most cases the Choquet integral outperforms all other methods, which is unsurprising since it generalizes WAM, OWA and could also model the use of a single statistic. It is worth noting that the reason it does not always outperform other methods is to do with the selection criterion by which it is fit to the data, i.e. not to achieve the best accuracy or correlation, but to reduce the sum residuals of those journals which do not fall within the correct interval. For this application, one would assume the use of WAM to be more justified than OWA, since OWA is a symmetric function and does not distinguish between the importance of each of the citation indices. On the other hand, the OWA is able to model concepts such as majority or most, and it is likely that a journal with high scores in a few of the statistics will correspond with good scores in some of the others. The average weighting vector for fitting the OWA to data (taken as a weighted average by set size) was w = (0.24, 0.13, 0.08, 0.35, 0.07, 0.04, 0.08).
So the highest importances are allocated to the median value and the two highest scoring statistics. In other words, if most of the scores are high, the predicted rank for a journal would be quite high, however if only one or two indices are high, this may not be the case.
Interaction and Importance
From Table 9 we can gather some idea as to which of the ISI statistics are likely to be allocated more influence when learning weighted aggregation functions. In particular, AI and 5IF are usually the highest correlated with the observed rankings, so we would expect these indices to be given more importance when fitting a weighted mean to the data. This is supported by most of the weighting vectors learned for each data set as shown in Table  10 . In most cases, close to 70% of the weight is distributed between either AI, 5IF or IF. It is interesting to note that half-life is given a relatively high importance in a number of cases. The average Spearman's correlation between half-life and journal ranks is only 0.21, which is weaker than all other ISI statistics for almost every data set. One possible explanation for this can be found by considering the correlation between many of the ISI statistics. For example, consider the 0101 data set, where 5IF and AI received 0.45 and 0.36, while half-life is allocated a weight of 0.16. The correlation matrix for this data set ( Table 2 above) shows that of all the variables, half-life is the least correlated with these other criteria. Rather than double-counting indices which are perceived to be important, more information can be taken into account in the aggregated value by including a statistic least similar to the others (half-life is the only statistic that does not include the number of citations in its calculation).
The weights found for the Choquet integral should better represent the overall influence of each variable. For a 7-variate fuzzy measure, there are 128 weights, so the Shapley values and interaction indices are usually used to understand its behavior. The Shapley values, on average, are more evenly spread than the average weights for the WAM (Table 11) . Half-life again seems to be an influential variable in most of the fuzzy measures, with AI often allocated the strongest weight. Table 11 : Shapley values using interval fitting. It is worthwhile to consider the interaction indices and Shapley values and whether these are indicative of the correlations between each of the variables. The average pairwise interaction and Shapley values are provided in Table  12 , again for the 0101 data set. Most pairs show little interaction, however there is some redundancy indicated between 5IF and ii, and a complementary effect between 5IF and EF. Interestingly, 5IF, IF and AI all show values that would indicate a slight negative correlation. The average taken over all data sets shows a slight redundancy between most variables, however the 5IF and IF, even on average, are complementary. On one hand, it is accepted that quite different fuzzy measures can have similar values when the number of cases is small, allowing this result to occur because of how the fitting algorithm converges. However, in this context such a fuzzy measure could be pragmatic, since it means that a high 5IF cannot compensate for a low IF. Variables with complementary indices might be correlated in reality, however it might be desirable for aggregation purposes that they not be replaceable.
Another measure used to assess the behavior of the Choquet integral is its orness value. The orness values given in Table 13 show mostly values above 0.5, indicating that the function behaves more disjunctively than conjunctively which is consistent with mostly negative interaction indices. This means that high scores will tend to compensate more for low scores and hence influence the predicted ranking more. In the majority of cases, the orness measures for functions fit using the interval method were lower than those fit to numerical labels, however this does not appear to have affected the accuracy or the tendency of the functions to overpredict or underpredict the rankings. 
Reduction of Complexity
In order to reduce the complexity and time to fit the Choquet integral, one can either use fewer variables or fit a k-additive fuzzy measure. For each of the data sets, we applied the same fitting techniques to all 4-variate combinations of the variables. The Shapley values for the best performing subsets are shown in Table 14 . These results again emphasize the importance of IF, 5-IF and AI, with one or two of these being present in the best performing subsets. Half-life does not feature as prominently, except in the 0806 set where it also was weighted highly in the 7-variate tests. For some applications, the more general measure could be used to find the most important variables to use, however clearly the way variables interact should also be noted before using the Shapley values to guide the reduction of dimension. In this case, we see that the values of the 7-variate measure are still reasonably reliable for predicting which variables could be used in a lower-dimensioned model. − 2 = 14 additional weights (not including the weights for the whole and empty set) required for its computation. This drastically reduces the complexity, however the problem is how to choose which of the variables to use without losing too much information. The use of k-additive fuzzy measures is another option for reducing the complexity whilst including the results from all inputs in the aggregation process. For 7 variables, a 2-additive fuzzy measure requires the definition of 7 + 7 2 = 28 weights. The accuracy is shown for each of these simplifying measures in Table 15 . In some cases the 4-variate fuzzy measures outperform the general measure for correct classifications, however it should be remembered that all is shown here is the best performing. For applications, the reduction of variables could help to limit the amount of overfitting. For the k-additive fuzzy measures, we also performed tests to gauge the affect on accuracy as k is incremented. The most noticeable increase occurs in the increase from 1-to 2-additive fuzzy measures, with approximately the same accuracy concerning correct classifications occurring when k is equal to 4. 
Journal Outliers
During the 10-fold validation tests, there were 54 journals that were misclassified by 2 or more classes by the fuzzy measure methods of classification. The AUSTMS submission to the ARC only concerns FoR codes 01, 0101, 0102, 0103, 0104, 0105, however some of the 0802 journals also have 0102 or 0103 codes and many of the 0105 journals (Mathematical Physics) are mentioned in the comments of the AUSTMS list with the recommendation of removing this code and leaving only the 02 FoR. Of 32 outlying journals included in the AUSTMS list, 4 had the ARC ranking upheld and the journal Interfaces was re-ranked from C to B whilst the fuzzy measure classed it as A*. In all other cases, the AUSTMS had recommended a change to the rank that either corresponded or moved toward the ranks that were predicted by the fuzzy measures. One such journal is the Journal of Combinatorial Theory Series A, ranked by B in the draft rankings and given an A* rating by the AUSTMS with the comment that the combinatorics experts believe this to be the most important journal for combinatorics. An interesting case is the IEICE Transactions on Fundamentals of Electronics Communications and Computer Sciences, ranked C by the ARC, C by the interval fitting method but an A by the mid-fitting method. The input vector (in the order we have given throughout) for this journal is (0.95, 0.26, 0.21, 0.37, 0.52, 0.98, 0.25). Relative to the other 0803 journals, it has a high Cites and high Eigenfactor. The fuzzy measure fit for this set using the mid-fitting method has an orness of 0.71 (compared to 0.56 for the interval-fitting) and a singleton value of 0.76 (compared to 0.02) although its Shapley value is only 0.25. The final sum when calculating the output of the Choquet integral multiples the highest value by its singleton, which makes this value quite influential in this case. The 0803 data set only has 39 journals (with 35 used for fitting), so it is understandable that the fuzzy measure obtained is unstable.
In particular, the existence of outliers is telling of the lack of monotonicity in the data set. As an example, Journal of the ACM (1, 1, 1, 1, 1 , 0.96, 1) with a ranking of C, has arguments strictly greater than the Journal of Complexity (0.64, 0.86, 0.91, 0.44, 0.58, 0.82, 0.95) ranked A*. Of course, the citation indices alone do not tell the full story.
Discussion
The wide use of citation data in universities and publication houses to measure the importance of journals and researchers makes it especially important that these statistics and the limits of their interpretations is understood. It is repeated time and again in the academic community that one statistic such as impact factor cannot capture the standing of a journal, although it can be a useful tool. The introduction of other statistics (sometimes in an attempt to find "fairer" measures) increases the amount of information accessible to decision and policy makers, and it seems that, if aggregated reasonably, a rough approximate for the quality of journal can be obtained. The use of more and varied statistics is likely to produce better results than just one or two, however it is obvious that there will be indicators of journal quality that cannot be measured by statistics.
The finding that for this data set, the Choquet integral was competitive and in fact outperformed many ordinal and non-ordinal classification models might not have been anticipated, since it is less flexible than other classifiers such as decision trees. However, it seems that the properties which make the Choquet integral appealing from an interpretive point of view, i.e. its monotonicity, idempotency, piecewise continuity, were actually what allowed it to be robust and consistent when predicting unknown data points. Whilst the Choquet integral is more complicated than a linear model, the Shapley values and interaction indices provide meaningful information that can be used to interpret the resulting model behavior.
The complexity of Choquet integral fitting does increase exponentially with dimension, however, so there will clearly be many situations where its use is infeasible even if it might be theoretically appealing. In future research, it might be worth investigating the classification ability of the Choquet integral on other ordinal and monotone data sets such as those in the UCI repository, some of which are quite high in dimension.
For the ordinal classification method of Frank and Hall, our findings support those of [8] , that ordinal techniques might only marginally improve the accuracy. This is not to say that the use of ordinal extensions to classifiers is unjustified. Where it is known that the class labels are ordinal, taking this information into account in the classification process allows for a more consistent interpretation of the results on top of any accuracy improvements.
Conclusion
This paper investigated the use of aggregations functions, in particular the Choquet integral, in a real world application, the analysis of journal rankings and citation data. We have performed a comprehensive analysis of ISI Web of Knowledge citation data in the context of ranking journals for the ERA exercise in Australia (the disciplines of Mathematics, Physics and Computer Science). We have used a number of competing ordinal and non-ordinal classification methods in order to predict the ranking of a journal based on ISI citation data. Our initial hypothesis was that citation data would be an accurate predictor of journal ranking. Our conclusions fall into two categories.
Competitiveness of Choquet integral based classification Our analysis confirms that various competing classification methods have comparable accuracy around 55% on the citation data sets we considered, although for some subsets the accuracy was as good as 75%. The Choquet integral based method fared very well, and delivered the best accuracy on average. Fitting a general fuzzy measure was in general better than fitting WAM, OWA or a single statistic. It supports the fact that various statistics are in fact correlated (redundant or complimentary).
Furthermore, as opposed to other competing methods, the use of the Choquet integral allows one to interpret the resulting Shapley and interaction indices. We found that contrary to our initial assumption, the IF statistic did not have the highest importance, and was in fact less important than 5 year IF, article half-life and article influence. Further, it turned out that IF and 5IF did not show great redundancy, and on average were slightly complementary. The use of Choquet integral also allowed us to identify and have a close look at outliers.
The role of citation data First, we should note that the rankings produced by the ARC are far from being based on either one single statistic, such as IF, or their combination. Our analysis confirms that in fact the ranking process has had a significant "human" dimension, and parameters such as the prestige of a journal and its Editorial Board composition played a role. We noticed the lack of monotonicity in the data, which means that in some cases journals with all citation statistics being higher, received a lower ranking.
We found though, that in general the rankings loosely followed the citation statistic pattern, but not one single statistic in particular. A combination of at least four, or all seven statistics was necessary to produce models which accurately predicted the ranking to within one class.
We found a large variability in the performance of various classification methods on different subsets of the data which correspond to different (but related) sub-disciplines. We found variability in the relative importance and interactions between the variables across these subsets. Generally, citation half-life and article influence were important parameters, but for some subdisciplines IF, 5IF and ii either did or did not play a role. We think that this justifies the introduction of the new statistics such as EF and AI in the ISI data base, despite the fact that they are closely related to IF. When we used four out of seven statistics, we found that 5IF and AI played a greater role in predicting the ranking than the traditional IF, and that EF also featured prominently. Thus the choice of citation statistics should be considered in the context of a specific discipline.
As a general conclusion we would like to state that ranking of journals, even for the purposes of a specific exercise, is a highly complex process that cannot be automated based on citation statistics. The ARC has invested more than three years and thousands of man-hours into this process, and de-livered a list significantly more comprehensive and more accurately reflecting journals' standing than rankings based on one or more citation statistics.
On the other hand, given the large number of journals to rank, part of the ranking process inevitably has to be automated. Citation data, aggregated using such tools as the Choquet integral, can give a valuable starting point for subsequent adjustments. It also allows one to identify and have a close look at potential outliers. If the journal ranking exercise is to be performed on a regular basis, then there is even more room for semi-automatic ranking tools such as the Choquet integral based classifier or other aggregation methods.
