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RESUMO
Quando investidores decidem se aventurar pelo mercado de renda variável, como no mercado 
de ações, buscam um método que proporcione mais segurança durante a tomada de decisão. Na prática, 
não há como saber quais ativos se tornarão um investimento lucrativo nem se a predição de um método 
é melhor que a de outro. Diante disso, este artigo apresenta o desenvolvimento de um método heurístico, 
utilizando como variáveis de transição o volume negociado e o próprio retorno defasado. Após o desenvol-
vimento e a aplicação da rede neural, o resultado é confrontado com a predição de um modelo linear, uti-
lizando alguns critérios de avaliação propostos posteriormente. O método heurístico, que conta com uma 
rede neural multilayer perceptron, treinada com o algoritmo de retropropagação de erro, foi comparado 
com um modelo autorregressivo de médias móveis (ARMA). Com base nos resultados, pode-se perceber 
que, embora os dois procedimentos tenham um desempenho satisfatório, a rede neural possui um poder 
de explicação maior do que aquele dos modelos ARMA.
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ABSTRACT
When investors decide to venture into stock markets they search for a method that provides reliability to 
support their decision making process even though there is no means to know empirically with certainty 
which stocks will become profitable investments and which prediction method is the best to discover 
this. This article presents the development of a heuristic method that employs the trading volume and 
return lagged as transitions variables. Using assessment criteria proposed further, the result obtained by 
the development and application of the neural network is compared with the prediction extracted from 
a linear model. The heuristic method, that has a neural network multilayer perceptron trained with an 
algorithm for back propagation error, is then compared with an autoregressive moving average (ARMA) 
model. The results point out that the neural network offers a greater explanation power than ARMA 
models, even though neither approach presents a satisfactory performance. 
Keywords: Neural Networks. Technical Analysis. Trade System. ARMA Models. Multilayer Perceptron.
1 introdução
O uso de métodos e modelos matemáticos como forma de antever as possíveis movi-
mentações do mercado financeiro não é uma prática nova. Nas últimas décadas, essa foi uma 
área de grande interesse para a comunidade de Inteligência Artificial (KIMOTO, 1990; STEINER, 
1995; LAWRENCE, 1997; CERETTA et al., 2010).
Sistemas para a predição do mercado acionário vão desde as mais simples estatísticas, 
presentes nas análises técnicas (ROBERT, 2007), tais como a Teoria de Adam e a Teoria das Ondas de 
Elliot (NORONHA, 2009), até modelos econométricos AR, MA, ARMA (COELHO et al., 2008; OLIVEI-
RA et al., 2010), modelos de Markov (HASSAN, 2005) e outros modelos (LAWRENCE, 1997; CERETTA 
et al., 2010; OLIVEIRA et al., 2010). Entretanto, os modelos matemáticos mais utilizados para prever 
o retorno são as redes neurais e os modelos econométricos AR, MA, ARMA, como pode ser visto 
em Lawrence (1997), Kim (2004), Hassan (2005), Phua (2000), Smith e Gupta (2000), Ceretta et al., 
(2010), Oliveira et al. (2010) e Maia et al. (2008), apenas para citar alguns exemplos.
O comportamento não linear, aleatório e altamente complexo do mercado acionário configura 
as redes neurais como um dos modelos matemáticos mais adequados para a sua modelagem. Porém, as 
principais dificuldades em seu uso resultam da pouca familiarização entre os pesquisadores das áreas de 
ciências humanas, pois se trata de um método mais moderno do que a maioria dos métodos estatísticos 
e econométricos (CUNHA et al., 2010). Em contrapartida, os modelos lineares, que são mais simples, 
apresentam um poder computacional próximo ao das redes neurais (MAIA et al., 2008; RABONI, 2005).
Tais modelos de previsão do mercado financeiro podem ser aplicados de diversas for-
mas. Alguns utilizam como informações de entrada resultados da análise fundamentalista; outros 
se baseiam apenas em informações básicas, como cotação da ação, retorno da ação e volume 
das negociações; e outros utilizam informações extraídas da análise técnica (LAWRENCE, 1997). 
Tendo em vista essa diversidade de modelos e variáveis de entradas, questiona-se: um método 
de previsão mais complexo, como as redes neurais, pode obter um melhor desempenho em com-
paração a um método econométrico ao utilizar o retorno do volume como variável de entrada? 
Com o intuito de atender ao problema de pesquisa delineado neste estudo, objetivou-se de-
senvolver duas ferramentas matemáticas de previsão para auxiliar na tomada de decisão do investidor 
(pessoa física). Para isso, o presente artigo apresenta o desenvolvimento de dois modelos de previsão 
a fim de comparar qual método tem mais pré-disponibilidade de predição, utilizando o retorno do vo-
lume para alimentação das ferramentas matemáticas. Logo, as saídas do modelo que obtiver o melhor 
desempenho sugerirão ao usuário pontos de compra, venda ou manutenção de um ativo em carteira. 
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Um dos modelos desenvolvidos utiliza uma rede neural perceptron de múltiplas cama-
das (MLP), treinada com o algoritmo de retropropagação do erro (backpropagation) (HAYKIN, 
2001; SCHLKOFF, 2001; NASCIMENTO J.R., YONEYANA, 2004; LUDWING JR.; MONTGOMERY, 2007; 
VALENÇA, 2009; SOBREIRO et al., 2009; GALÃO et al., 2011; HAYKIN, 2001) e tendo como saída 
desejada o dia seguinte à análise do índice Ibovespa. O segundo modelo de predição desenvol-
vido consiste em um dos modelos autorregressivos de médias móveis (ARMA) (CAMPOS, 2008).
Para validação dos dois métodos, são realizadas baterias de testes utilizando um total 
de 3332 cotações situadas entre 02/01/1998 e 16/06/2011. Também são realizados testes, para 
comparar a predição dos métodos já citados, com o critério do menor Erro Médio Quadrático e o 
Coeficiente de Explicação R² ajustado mais próximo de 1.
Tendo em vista os objetivos propostos, este artigo está estruturado em cinco itens, além 
desta introdução. Na seção 2, são descritas técnicas de análise financeira; na seção 3, realiza-se 
uma breve descrição de redes neurais; na seção 4, apresenta-se o sistema proposto; na seção 5, 
alguns resultados são discutidos; e, por fim, na seção 6, são expostas algumas conclusões.
2 modElos linEarEs
Nesta seção, são apresentados três modelos lineares de previsão do retorno no mercado 
acionário brasileiro e seus desenvolvimentos a partir de uma série real, para fins de comparação 
com a rede neural. O primeiro modelo apresentado consiste no autorregressivo (AR), um modelo 
que é desenvolvido, principalmente, para estimar o retorno de uma ação, utilizando determinadas 
séries temporais lineares (MAIA et al., 2008). Os modelos AR de Box e Jenkins (1976) são definidos 
de maneira que os valores das séries no tempo t dependem dos valores passados. Então, diz-se que 
Y
i
 (objeto a ser explicado) é explicado por X
i
 e seus conseguintes, ou seja, é transformado em um 
processo autorregressivo de ordem p que satisfaz à seguinte equação de diferenças:
Fonte: os autores.
Onde,  é a constante; , são os parâmetros definidos para explicar ; 
p é número de termos autorregressivos; e  é o ruído branco da equação. Em modelos AR(p), os 
operadores autorregressivos iguais a zero, de tal forma que (j > p), são estacionários de ordem p. A 
equação 1que representa modelos da família AR também simula o efeito da magnitude do retorno 
de Y, o que indica que, quanto maior forem os parâmetros definidos, maior será o valor de Y.
O segundo modelo apresentado é o modelo de médias móveis de ordem q, representado 
por MA(q), onde os operadores de médias móveis são iguais a zero, de tal forma que (j > q) é con-
siderado linearmente dependente de um número finito, q, de ruídos brancos. Isso significa que, em 
modelos de médias móveis de ordem q,  representa o modelo linear, porém com o somatório em q 
termos (GALVÍNCIO et al., 2002). A equação 2 representado o operador de média móvel de ordem q:
Fonte: os autores.
  (1)
  (2)
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Onde θ é o coeficiente de médias móveis, ou seja, determina o comportamento da 
variância condicional no sinal dos retornos positivos;  é o ruído branco ou erro; e  é a vazão 
diária no dia t+1. Assim as equações 1 e 2 são estacionárias se e somente se as suas raízes forem 
unitárias. O teste a ser analisado é o de Durbin-Watson (1950), que avalia a autocorrelação entre 
todos os valores das variáveis de todos os construtos, pois, em um modelo, pressupõe-se que o 
termo de erro de qualquer variável não é influenciado pelo termo de erro de suas conseguintes 
nem o influencia. Para a rejeição de H0, os resíduos devem ser não autocorrelacionados, e o cri-
tério para solução do problema é a exclusão de variáveis problemáticas dos construtos iniciais.
O terceiro modelo a ser apresentado neste trabalho é o modelo ARMA (autorregres-
sivos de médias móveis) de ordem (p, q), considerado como uma generalização dos modelos 
AR(p) e MA(q). Os modelos ARMA são uma classe de modelos muito útil para descrever dados de 
séries temporais. Geralmente, são mais utilizados em algumas áreas das ciências humanas, onde 
é natural pensar no valor de alguma variável no instante t com função de valores defasados da 
mesma variável (MAIA et al., 2008). Portanto, um processo autorregressivo e de médias móveis, 
de ordem (p, q), denotado por ARMA(p, q) é definido por:
Fonte: os autores.
 Sendo  o ruído branco; eµ a média do processo, cabe salientar que as funções 
de autocorrelação ficam consideravelmente mais complicadas em processos de ARMA. De forma 
geral, para um processo ARMA(p, q) estacionário, a função de autocorrelação tem um decaimento 
exponencial ou oscilatório após a defasagem q (IQUIAPAZA et al., 2010), o que indica que o modelo 
ARMA é considerado estacionário somente até certo grau na curva da função de autocorrelação.
3 rEdEs nEurais artificiais
Para entender o funcionamento básico de uma rede neural, é necessário compreender, 
antes, o funcionamento do cérebro humano e seus componentes, pois uma rede neural artificial 
é um modelo formal para representar o neurônio biológico (JUDD, 1990). Assim, percebendo 
esse funcionamento e baseado nos principais componentes de um neurônio biológico, Warren 
McCulloch, neurofisiologista, e Walter Pitts, matemático, de forma simples, desenvolveram o 
neurônio matemático, representando-o por meio de uma regra de propagação e uma função de 
ativação (VALENÇA, 2009). Eles combinaram os conceitos trazidos pela Neurofisiologia, como o 
processo de aprendizagem de um neurônio biológico, e pela Matemática, como pesos e threshol-
ds, para desenvolver o neurônio matemático (MACCULLOCH; PITTS, 1943).
O ciclo de funcionamento de um neurônio biológico é composto, basicamente, de três 
etapas: receber os estímulos enviados pelas sinapses dos sensores (papilas gustativas, pele etc.), 
se o sinal for superior ao limiar, segue pelo axônio e é repassado para o corpo celular (LUDWIG JR.; 
MONTGOMERY, 2007); compilar o estímulo e fazer os cálculos necessários; e repassar, por meio dos 
dendritos, o resultado calculado pelo corpo celular para o próximo neurônio (VALENÇA, 2009). Para 
melhor entendimento de uma rede neural, a seguir, a Figura 1 apresenta a descrição, com base no 
neurônio biológico, de alguns dos principais componentes do neurônio matemático presentes em 
Ludwing Jr. e Montgomery (2007), Nascimento Jr. e Yoneyana (2004) e Ceretta et al. (2010).
  (3)
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Figura 1: Neurônio Matémático
Fonte: Ludwing Jr. e Montgomery (2007); Nascimento Jr. e Yoneyana (2004); e Ceretta et al. (2010).
Onde: as entradas estão representadas em xn, as sinapses em wij, o bias em b1 e a saída 
em Yn. Na nomenclatura utilizada, a letra j representa o neurônio que recebe o sinal (saída), e 
a letra i o neurônio que emite o sinal (entrada). A letra n representa o número de entradas, s o 
número de neurônios na camada de saída e y1a saída f(Vz) de cada neurônio da camada de saída.
No neurônio matemático, as sinapses desempenham a função dos dendritos no neurônio bio-
lógico. O papel dos axônios é desempenhado no modelo matemático pelo bias (LUDWING JR.; MONT-
GOMERY, 2007; FARIA, et al., 2008). O corpo do neurônio biológico, onde são processados os estímulos, 
é responsabilidade da função de transferência e de ativação em um neurônio (VALENÇA, 2009).
A função de ativação é responsável pela soma ponderada dos sinais de entrada para si-
mular a primeira etapa dentro do neurônio. Entretanto, somente a função de ativação não fará o 
papel do corpo do neurônio. Para isso, é necessária a combinação com a função de transferência 
no caso sigmóide, descrita na equação 4, a seguir (LUDWING J..; MONTGOMERY, 2007). Onde: 
Q(Vz) é o valor do resultado da função de transferência; Vz é o valor do resultado da função de 
ativação; e e é a base natural de logaritmos. 
Fonte: Valença (2009)
O grande papel da função de transferência, após a ativação, é determinar a saída do 
neurônio em função da soma ponderada (SCHALKOFF, 2001), evitando que os valores de saída se 
afastam do intervalo de valores máximos e mínimos determinados.
Rev. Adm. UFSM, Santa Maria, v. 8, número 1, p. 42-59, MAR. 2015
- 47 -
André Pacheco Miranda, Paulo Sergio Ceretta e Luis Felipe Dias Lopes
3.2 Redes neurais perceptron
Basicamente, todas as redes neurais são compostas de neurônio, camadas e sinapses. A 
grande diferença de uma rede neural para outra reside, contudo, nas suas formas de treinamen-
to/aprendizado e de correção das sinapses pelo erro. Então, o número de neurônios e camadas 
de uma Rede Neural Artificial depende da sua funcionalidade ou do seu propósito. 
Segundo Yonenaga e Figueiredo (1999), em 1958, Frank Rosenblatt construiu um dos 
primeiros tipos de redes neurais, a rede neural artificial perceptron. No seu trabalho, intitulado 
“The Perceptron: A Probabilistic Model for Information Storageand Organization in the Brain”, 
Rosenblatt desenvolveu uma simulação computacional, confirmando que o reconhecimento de 
padrões é uma das características da retina.
Essa rede desenvolvida por Frank Rosenblatt atualiza as sinapses com um método de ajuste 
supervisionado quando o supervisor ajusta os parâmetros modificáveis da rede neural com base no va-
lor do erro (YONENAGA; FIGUEIREDO, 1999). A menor representação da classe perceptron como ajuste 
supervisionado é um neurônio na camada de entrada ligado a um neurônio na camada de saída.
Entretanto, logo após a publicação do trabalho de Frank Rosenblatt, em 1958, Marvin 
Minsky e Seymor Papert descobriram e provaram, no trabalho intitulado “Perceptrons”, que as 
redes neurais de uma única camada não são tão eficientes assim (LUDWIG JR.; MONTGOMERY, 
2007). Eles confirmaram que a perceptron não consegue resolver algumas situações em que 
ocorre o problema da resolução da operação da função logica (OU) exclusivo (XOR) (VALENÇA, 
2009). Com a publicação do trabalho de Minsky e Papert, muitos pesquisadores na área de redes 
neurais da época foram desestimulados (NASCIMENTO JR.; YONEYANA. 2004).
3.3 Perceptronmúltiplas camadas (MLP)
Mais tarde, com os estudos de John Holpfield, em 1982, que estabeleceu uma descri-
ção da rede neural de uma lesma, os pesquisadores voltaram a se interessar pelas pesquisas que 
compreendem as redes neurais (LUDWIG JR.; MONTGOMERY, 2007; NASCIMENTO Jr.; YONEYANA. 
2004). Nesse contexto, Holpfield, em sua descoberta, propôs uma rede neural mais robusta, com 
algumas camadas adicionais entre a de saída e a de entrada, denominadas camadas ocultas. Com a 
criação dessa técnica, eliminou-se completamente o antigo problema do OU exclusivo (XOR). 
Essa técnica, denominada Multilayer Perceptron, prevê uma camada de entrada com 
tantos neurônios quantos forem os pesos de entrada, uma ou de várias camadas ocultas e uma 
camada de saída, com o número de neurônios igual ao número de pesos de saída (VALENÇA, 
2009; GONÇALVES, 2005; NASCIMENTO Jr.; YONEYANA. 2004).
As redes neurais artificiais de múltiplas camadas são extremamente precisas em suas respos-
tas. A grande vantagem em utilizá-las consiste no fato de que uma rede neural imita o cérebro humano, 
isto é, transcreve os atos de aprendizagem com erros e acertos em suas tentativas (ANITHA et al., 2012). 
Porém, as redes neurais perceptron, na prática, não conseguem fornecer soluções para problemas muito 
complexos sozinhas. Então, o algoritmo de retropropagação do erro com aprendizagem supervisionada 
tem o papel de ajudá-las nessa tarefa (LUDWIG JR.; MONTGOMERY, 2007; SCHALKOFF, 2001).
3.4 Retropropagaçãodo erro com aprendizagem supervisionada
Há vários algoritmos que produzem o aprendizado para as redes neurais artificiais, 
como aretropropagação do erro com aprendizagem não supervisionada (LUDWING J.R., MON-
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TGOMERY, 2007) e o desenvolvimento da regra delta (VALENÇA, 2009). O algoritmo utilizado na 
rede neural artificial é o de retropropagação de erro com aprendizagem supervisionada, que fun-
ciona com um vetor de valores de entrada que inicia na primeira camada de neurônios. Dentro de 
cada neurônio, são realizados os cálculos de ativação e de transferência, repassando o resultado 
à entrada do neurônio na camada seguinte, até chegar à última camada de neurônios. Nesta 
camada, é calculada a diferença entre a saída desejada e a saída encontrada pela rede neural.
As técnicas supervisionadas, como o cálculo do erro do neurônio de saída e a taxa de 
aprendizado, dão aplicadas de trás para frente, do último neurônio para o primeiro, levando as 
redes neurais artificiais ao grande propósito de ajustá-las em sua precisão. Assim, se o erro não 
for aceitável, colocam-se novos pesos para as sinapses e o bias do neurônio. 
Em uma rede neural de múltiplas camadas, utiliza-se um valor de erro para definir uma 
parada aceitável. A rede neural artificial procurará aproximar-se desse valor ou até mesmo igua-
lar-se a ele em alguns casos. O erro não pode ser inferior ao escolhido, pois, se isso ocorrer, ha-
verá uma parada forçada da rede, e novos valores terão de ser escolhidos.
Para medir o desempenho do treinamento, diminui-se o valor desejado do valor calcu-
lado do neurônio no treinamento, na validação e na verificação. A diferença indica o quanto a 
rede aprendeu. Esse procedimento chama-se treinamento por supervisão (GUIMARÃES, 2008).
3.2. Treinamento, validação e verificação
A confiabilidade dos resultados obtidos pela rede neural depende da ordenação correta 
dos cálculos utilizados para o treinamento da rede e do ajuste de cinco parâmetros modificáveis, 
que são: a taxa de aprendizado, o valor do erro desejado, o AIC, o R² ajustado, o valor do ciclo e 
a escolha da melhor topologia da rede neural. Quanto menor for o erro destes parâmetros, mais 
próximo da correção as sinapses e o bias estarão. Há três etapas para que a rede neural possa ser 
considerada validada: o treinamento/aprendizado, a validação cruzada e a verificação. O treina-
mento/aprendizado de uma rede neural leva em consideração uma regra formal, a utilização de 
informações do supervisor da rede, que atualiza os parâmetros modificáveis da rede, como o bias e 
as sinapses. A participação do supervisor pode ser classificada em métodos de treinamento. Quan-
do essa participação é forte, o supervisor fornece um conjunto de entradas correlacionadas com o 
conjunto de saída desejada, ou seja, o supervisor apresenta os resultados almejados no vetor de 
saída desejada, para que se tenha a mesma “correlação” de entradas posteriores, aumentando o 
aprendizado a cada entrada do treinamento. Este método corresponde ao algoritmo de backpro-
pagation (retropropagação). O erro é, então, retropropagado da saída para a entrada, fazendo com 
que a rede “imite” o supervisor, procurando sempre obter um erro menor (NASCIMENTO JR.; YO-
NEYANA, 2004; SCHALKOFF, 2001). No treinamento, os valores recebidos no neurônio, para melhor 
refinamento da entrada, foram normalizados com a fórmula linear (VALENÇA, 2009).
A validação cruzada, por sua vez, é um ponto muito importante para o treinamento. Com 
ela, pode-se ter uma certeza de parada, ou seja, uma forma de descobrir se a rede neural não 
está super treinada somente para a entrada correspondente, localizando exatamente quando a 
rede neural está extremamente precisa e treinada. Para isso, comparam-se o erro médio quadrado 
(LUDWING JR.; MONTGOMERY, 2007; SCHALKOFF, 2001; GUIMARÃES, 2008), o erro médio global 
(GUIMARÃES, 2008; VALENÇA, 2009) e o erro padrão de predição (VALENÇA, 2009) do treinamento 
e da validação, procurando obter uma variação muito baixa entre as duas etapas do treinamento.
Para os erros, foi utilizado um critério de parada buscando sempre um valor abaixo do 
erro aceitável de resultado entre 0,08 a 0,05 por ciclo no erro médio global, um valor entre 0,008 
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a 0,005 por ciclo no erro médio quadrático e um valor entre 0,008 a 0,005 por ciclo no erro pa-
drão de predição do treinamento (VALENÇA, 2009).
O último quesito a ser avaliado é a verificação, preceito em que se realiza uma compa-
ração entre o erro médio quadrado da verificação e o erro médio quadrado da validação cruzada. 
A partir do momento em que o erro da validação cruzada, ocasionado pela entrada desejada me-
nos a obtida pela rede neural, afastando-se cada vez mais do erro da verificação, ocasionado pelo 
valor desejado menos o obtido, considera-se a rede neural treinada até aquele exato momento 
(VALENÇA, 2009). Nesta etapa, também são feitas comparações entre outras análises ou outros 
tipos de redes diferentes, para uma confirmação do treinamento.
3.3. Topologias da rede neural
A topologia da rede neural consiste no número de neurônios nas camadas de entrada, 
nas camadas escondidas e na camada de saída. A topologia que se enquadra melhor ao problema 
somente é verificada no treinamento, com o método de tentativa e erro. A seguir, apresenta-se 
como exemplo, na Figura 2, uma rede com a topologia 2-3-3.
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Figura 2: Topologia Rede Neural Artificial MLP
Fonte: os autores.
4 sistEma dE apoio à dEcisão
Neste trabalho, foram construídos dois modelos de apoio à decisão, voltados, principal-
mente, aos investidores com pouco ou nenhum conhecimento sobre técnicas de análise do mer-
cado acionário. A rede neural presente no sistema foi desenvolvida na linguagem Java. O sistema 
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utiliza uma rede neural perceptron de múltiplas camadas para suas tomadas de decisão. Dessa 
forma, o sistema assegura maior garantia de sua saída, e a rede aprende com o comportamento 
passado do Ibovespa e faz um prognóstico de comportamento futuro deste ativo, fortalecendo a 
decisão do usuário e melhorando a confiabilidade da análise.
O segundo modelo desenvolvido é o modelo de ordem ARMA(p, q), que foi estabele-
cido com base no software estatístico R. Para chegar às definições das variáveis do modelo AR-
MA(p, q), foram feitas baterias de testes, ajustando os parâmetros modificáveis (p, q) do modelo. 
Para atingir os fins propostos, é preciso entender que o principal objetivo da construção 
dos dois métodos de previsão descritos neste trabalho consiste em construir um rastreador de 
tendências que apoie a tomada de decisões de um investidor na bolsa de valores. Dessa forma, 
procura-se auxiliar a localização do momento certo de compra e venda da ação analisada, com 
o intuito de garantir que a solução encontrada seja tão generalizável quanto possível. Para isso, 
compara-se, a seguir, a previsibilidade dos dois métodos.
4.1. Manipulação dos dados
Para as entradas da rede neural, as cotações foram divididas em quatro categorias: saída de-
sejada, treinamento, validação cruzada e verificação. Já o modelo ARMA não é composto pelas etapas 
de treinamento e validação cruzada, motivo pelo qual não foram divididas as entradas, utilizando-se 
3332 cotações corridas da volatilidade para determinar a previsão com base no dia anterior. 
O treinamento da rede neural satisfez 50% das cotações obtidas de um total de 3332 co-
tações de 02/01/1998 até 16/06/2011. A validação cruzada correspondeu a 25% do total, e a ve-
rificação correspondeu aos 25% restantes. A saída desejada foi desenvolvida a partir da previsão 
do dia anterior, como mostra a equação 1, citada anteriormente. Geralmente, as séries temporais 
não são de raiz unitárias, por isso os dados foram estacionados com base na diferenciação entre 
a série do log retorno, aplicando a fórmula para estimar Y com os valores defasados de X menos 
X, multiplicados por log, conforme indica a equação 5, a seguir:
Fonte: Greene (2000).
Para o treinamento da rede neural, recebeu-se, no primeiro neurônio (que fica na ca-
mada de entrada, como três neurônios), um vetor de cotações diárias da volatilidade do Iboves-
pa analisado. O segundo neurônio recebeu o tempo correspondente das cotações. E o terceiro 
neurônio recebeu um vetor de número um para melhor obtenção de um erro mais baixo.
A análise da validação cruzada utiliza a fórmula do erro médio quadrático e do R² ajus-
tado como um critério de parada aceitável, com entradas distintas do treinamento. Com isso, po-
de-se concluir que as sinapses e o bias correspondem a uma correção entre a média de erro e os 
valores aceitáveis obtidos na rede neural, assim como à ligação entre um nó e outro dos demais 
métodos utilizados com a saída desejada.
O último estágio a ser concluído consiste na verificação. Nesta etapa, é possível consta-
tar que os métodos não perdem sua precisão na troca de entradas, ou seja, que seu erro médio 
quadrado permanece dentre os valores aceitáveis.
Neste estágio, também há a primeira comparação da previsão dos métodos, utilizando 
(5)
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o critério do R² ajustado, de modo que, quanto menor for o erro médio quadrático do método, 
melhor será seu poder computacional e melhor treinado estará o método. Além disso, quanto 
mais próximo do valor 1estiver o R² ajustado (equação 6), maior a garantia de previsibilidade 
correta, o que indica que, quando maior o R² ajustado, maior o poder de explicação de X em Y. 
Fonte: Alves (2007).
Onde: n é o número de observações; K é o número de parâmetros; e R² ajustado é o 
coeficiente de determinação ajustado, ou seja, o coeficiente mais preciso.
O segundo critério a ser avaliado nos modelos e a comparação do AIC de cada método, 
onde: n é o número de observações; K é o número de parâmetros; R² ajustado é o coeficiente de 
determinação; e e´e é a soma dos quadrados dos resíduos, como mostra a equação 7, a seguir. 
Conforme Greene (2000), uma medida alternativa de ajuste sugerida é o critério de informação 
de Akaike, que é reportado no software R, segundo a equação 5.
Fonte: Alves (2007).
5 análisE dos rEsultados
Nesta seção, foram analisados, por meio de diversos testes, os resultados obtidos quan-
to à modificação das entradas, aos valores, à saída desejada e aos métodos utilizados no treina-
mento e na validação da rede neural e do método ARMA(p, q). Com a finalidade de obter uma 
baixa variação entre a saída desejada e a saída calculada pela rede neural e pelo ARMA(p, q), 
procuraram-se um menor erro médio quadrático, um menor erro médio global, um menor erro 
padrão na rede neural e um valor do R² ajustado mais próximo de 1 no modelo ARMA(p, q).
5.1. Análise dos resultados do modelo ARMA
Como já mencionado, para que a série seja estacionária, procedeu-se à diferenciação 
dos valores com o log retorno, como mostra a equação 5. Esta técnica, referida anteriormente, 
por meio do teste de Durbin e Watson, não detectou autocorrelação dos resíduos. Porém, a Fi-
gura 3, a seguir, que apresenta os resíduos da regressão deste primeiro modelo, sugere que ele 
apresenta heterocedasticidade condicional autorregressiva (ALVES, 2007).Ressalta-se, ainda, que 
os índices de retornos se desenvolvem ao longo do tempo, ao redor de um valor imutável zero, e 
apresentam uma forma de balanceamento constante, podendo-se concluir que os retornos dos 
índices são estacionários, como mostra a Figura 3 (FARIAS, 2008).
(6)
(7)
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Figura 3: Série log retorno diária (Ibovepa) com Raiz Unitária
Fonte: os autores.
Para o critério de seleção dos modelos AR, MA e ARMA, foi utilizado o teste do AIC dos resul-
tados da regressão, como mostra a Tabela 1, exposta a seguir. Nesta seleção, foi considerado o menor 
valor para a melhor significância dos parâmetros, comparando-se todos os modelos autorregressivos.
Tabela 1: Critério de seleção da distribuição dos modelos
Modelos Valor de AIC
AR(p,0) -15968.13
MA(0,q) -15959.98
ARMA(p, q) -15969.47
Fonte: os autores
A Figura 4, a seguir, demonstra o teste gráfico ACF e o teste gráfico ACF Parcial no software 
R. Considerando os log retorno sem p como as variáveis de entrada em ARMA(p,-), os dois testes 
foram realizados até que os valores da série não se encontrassem com autocorrelação parcial. Isso 
indica que o teste ACF dos modelos corrobora a correlação de X em Y até certo valor testado (ALVES, 
2007; FARIAS, 2008). Então, na análise gráfica dos testes, pode-se observar que, levando-se em con-
sideração os valores entre o lag zero e o lag dez, somente o quarto lag transpõe a linha pontilhada, 
demonstrando que apenas até o quarto lag a série temporal não dispõe de autocorrelação parcial 
e que o valor de p como as variáveis de entrada em ARMA(4,-) é quatro (Figura 4).
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Figura 4: Teste ACF da função de autocorrelação dos log retornos.
Fonte: os autores.
Após o teste de autocorrelação parcial dos log retornos, foi feito o primeiro critério de se-
leção da defasagem da série, considerando-se a letra q como as variáveis de entrada em ARMA(4, q). 
Para este teste, utilizou-se a significância dos parâmetros com os erros padrões robustos, conforme 
exposto na Tabela 2, a seguir. Na Tabela 2, pode-se observar que todos os valores de Pr(>|t|) impor-
tantes foram significativos, ou seja, menores do que 0,05,o que indica que são todos válidos ao valor 
de cinco defasagens da série representada pela letra q como as variáveis de entrada em ARMA(4, 5).
Tabela 2: Parâmetros e significância dos coeficientes
Estimate Std. Error t value Pr(>|t|)
ar1 0,2453 0,0549 4,468 7,91e-06
ar2 0,9429 0,0468 20,140 < 2e-16
ar3 0,4702 0,0385 12,204 < 2e-16
ar4 0,7913 0,0578 -13,687 < 2e-16
ma1 0,2375 0,0567 -4,186 2.84e-05
ma2 0,9780 0,0452 -21,621 < 2e-16
ma3 0,5100 0,0458 -11,119 < 2e-16
ma4 0,8001 0,0553 14,444 < 2e-16
ma5 0,0648 0,0184 3,506 0,0004
intercept 0,0005 0,0003 1,340 0,1802
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Mas, somente o teste de significância dos parâmetros não demonstra totalmente a de-
pendência dos log retornos. Por isso, utilizou-se o teste Box-Ljung para o segundo critério de se-
leção da defasagem da série, representada pela letra q como as variáveis de entrada em ARMA(4, 
q), para a confirmação da indicação da não dependência do log retorno (KUMAR et al., 2010). 
Neste teste de Box-Ljung, considerou-se a presença de um valor maior que 0,5 de p-value na 
rejeição de H0 como a não correlação nasestatísticas sobreos resíduos padronizados. Como de-
monstração à rejeição de H0, asaída do teste para p-value foi 0,8446, ou seja, maior que 0,5, vali-
dando e confirmando o valor de cinco defasagens da série representada pela letra q como as vari-
áveis de entrada em ARMA(4, 5). Com estes critérios, pode-se perceber que o modelo ARMA(4,5) 
obteve um melhor desempenho dentre os vários testados, já  que todos os parâmetros foram 
significativos, com menor AIC e p-value maior do que 0,5 nos resíduos padronizados normais.
5.2. Análise dos resultados da rede neural
Para que uma rede neural com o aprendizado supervisionado possa ser considerada trei-
nada, como mencionado anteriormente, o supervisor deve modificar os parâmetros modificáveis 
da rede neural seguindo seis grandes etapas: a modificação da taxa de aprendizado; a escolha da 
topologia da rede neural; a escolha do valor de ciclo; a escolha do erro desejado; o desenvolvimen-
to do AIC; e o R² ajustado da rede que mais se destacou segundo critérios já mencionados.
Na etapa da taxa de aprendizagem por interação, o valor foi escolhido a partir dos testes 
feitos na fase do treinamento da rede neural. Neste processo, ocorreu uma comparação entre os 
valores escolhidos com os resultados dos erros obtidos. Para a escolha do valor da taxa de apren-
dizagem, os critérios utilizados foram o menor erro por interação, o menor erro global, o menor 
erro médio quadrático e o menor tempo de execução. 
Na análise dos resultados, a partir dos testes realizados, concluiu-se que a taxa de apren-
dizado por interação 20 obteve o melhor custo-benefício dentre as testadas, com o menor erro 
médio global no ciclo 10000, o menor erro por interação na posição 30 do vetor de saída do erro e o 
segundo menor tempo de execução total. Para melhor esclarecimento, a posição 30 do vetor de sa-
ída do erro foi escolhida aleatoriamente. Os resultados foram apresentados na Figura 4, que mostra 
a taxa em que ocorreu o menor erro médio global, o menor erro médio quadrático e o menor erro 
na interação escolhida. Ao comparar a saída calculada pela rede neura (vermelho fraco) e a saída 
desejada (vermelho forte), pode-se perceber que há pouca variação entre as saídas, cumprindo 
um dos objetivos deste artigo, que consiste em obter um erro baixo e um treinamento satisfatório.
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Figura 4: Gráfico da melhor taxa de aprendizado
Fonte: os autores.
Na segunda grande etapa, a escolha da topologia, a rede neural conta com uma topolo-
gia 3-8-1, pois foi a melhor resposta encontrada no treinamento dentre as 13 diferentes topolo-
gias testadas, variando de dois a 14 neurônios na camada oculta. A melhor situação correspon-
deu a três neurônios na camada de entrada, oito neurônios na camada oculta e um neurônio na 
camada de saída. Nesta etapa, também se observou quantos ciclos foram necessários para que 
a predição ocorresse em um erro médio quadrático aceitável, como mostra a Tabela 3, exposta 
a seguir, com os resultados mais relevantes do erro médio quadrático na saída da rede neural.
Tabela 3: Tabela da Topologia da MLP
3-4-1 3-6-1 3-8-1 3-10-1
Ciclo 100 0,00365 0,00301 0,00253 0,00408
Ciclo 500 0,00351 0,00309 0,00257 0,00416
Ciclo 1000 0,00342 0,00338 0,00296 0,00428
Ciclo 8000 0,00373 0,00348 0,00352 0,00463
Ciclo 10000 0,00352 0,00365 0,00351 0,00456
Fonte: os autores.
Na Tabela 3, pode-se observar que o melhor resultado do erro médio quadrático foi obtido 
no ciclo 500, com oito neurônios na camada oculta. Nesta etapa, os menores erros entre os ciclos e as 
topologias testadas comprovam um dos objetivos do treinamento, mapear as oscilações da Bovespa.
Na quarta grande etapa do treinamento e da validação cruzada, o valor do erro dese-
jado por interação foi escolhido a partir da aproximação do erro obtido com o erro desejado. O 
critério utilizado foi o menor valor do erro calculado sem danificar os resultados. A seguir, na 
Tabela 4, apresentam-se os resultados desta comparação.
Tabela 4: Erro Desejado
EMQ EMG EP
Erro Desejado 0,70 0,00431 0,05195 0,07285
Erro Desejado 0,50 0,00257 0,04891 0,0682
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EMQ EMG EP
Erro Desejado 0,30 0,00675 0,06347 0,07931
Erro Desejado 0,09 0,01979 0,06899 0,18659
EMQ = Erro Médio Quadrático
EMG = Erro Médio Global
EP = Erro Padrão de Previsão
Fonte: os autores.
Então, concluiu-se que o valor do erro desejado 0,50 teve o melhor custo-benefício 
dentre os valores comparados, com a melhor aproximação do erro desejado e o menor erro pro-
piciado pelo esforço da rede neural para alcançá-lo. Levando-se em consideração o treinamento 
inteiro, a rede neural com 500 ciclos, topologia 3-8-1, taxa de aprendizagem 45 e erro desejado 
de 0,5 foi considerada a mais satisfatória no conjunto do treinamento e da validação cruzada.
Para validar os resultados do treinamento da rede neural, na Figura 5, a seguir, apre-
senta-se um gráfico para melhor visualização dos resultados da variação dos parâmetros modifi-
cáveis escolhidos. Nesta etapa de validação da rede neural, foram utilizadas entradas diferentes 
daquelas do treinamento. Entretanto, os resultados da etapa de validação reafirmaram os resul-
tados obtidos na etapa do treinamento, com menor variação em relação à saída desejada e o me-
nor erro médio global com uma rede neural de 500 ciclos, topologia 3-8-1, taxa de aprendizagem 
45 e erro desejado de 0,5, conforme mostra a Figura 5, exposta a seguir.
Figura 5: Gráfico da validação da rede neural
6 análisE dE prEdição
Nesta seção, apresenta-se a comparação dos dois modelos que se destacaram dentre 
todos os testados na análise dos resultados, levando-se em consideração três critérios: o menor 
erro médio quadrático; o menor erro médio global; e o maior R² ajustado obtido. Portanto, será 
comparado o modelo ARMA(4, 5), que apresentou um melhor desempenho do que os modelos 
lineares testados, como demonstrado no item5.1, e a rede neural de 500 ciclos, com a topologia 
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3-8-1, a taxa de aprendizagem 45 e o erro desejado de 0,5, que apresentou uma melhor previsão 
que suas modificações testadas no item 5.2.
6.1 Análise dos modelos ARMA e rede neural
Como mencionado, foram comparadas duas ferramentas, uma não heurística e uma que 
utiliza o treinamento e a aprendizagem supervisionada, com o intuito de observar qual método tem 
a melhor disponibilidade de previsão, sendo, portanto, mais confiável. Contudo, o objetivo principal 
deste item também é validar os dois métodos que não poderão se afastar das implicações obtidas 
na análise dos resultados. Neste caso, foi analisada a previsão do retorno do volume do Ibovespa 
de uma série temporal distinta da empregada no treinamento e na validação da rede neural, com 
os critérios de menor EMG e EMQ e maior R² ajustado, conforme demonstra a Tabela 4, a seguir. 
Tabela 4: Comparação do EMQ e EMG dos métodos
ARMA Rede Neural
EMG 0,07621 0,03792
EMQ
R² ajustado
0,00894
0,03687
0,00257
0,06285
Na análise da Tabela 4, pode-se perceber que a rede neural obteve, tendo em vista os 
três critérios utilizados na comparação, melhores resultados na previsão do retorno do volume 
do Ibovespa do que o modelo ARMA(4, 5). No entanto, os seis resultados das três equações foram 
bastante satisfatórios se levarmos em consideração o desempenho das duas ferramentas. Assim, 
conclui-se que os dois modelos obtiveram resultados aceitáveis e, portanto, foram validados. 
7 considEraçõEs finais
Este trabalho obteve resultados positivos na previsão de oscilações do retorno do vo-
lume do índice BOVESPA. Na fase de treinamento e nas demais fases da rede neural, pode-se 
perceber que o desempenho do modelo ARMA foi também muito satisfatório. Levando-se em 
consideração a complexidade dos dois modelos analisados e os resultados positivos obtidos, po-
de-se concluir que os dois modelos mostram um poder computacional satisfatório.
Três critérios de avaliação foram considerados na comparação dos dois modelos. Um 
destes critérios levou em consideração o menor valor do erro médio quadrático. Nesta compa-
ração, pode-se perceber que o EMQ da rede neural obteve um valor relativamente mais baixo 
do que o do modelo ARMA, fazendo com que o primeiro critério de validação seja favorável à 
rede neural. O segundo critério de avaliação foi o menor erro médio global dos modelos, em que 
é possível perceber, conforme Tabela 4, que a rede neural também obteve um melhor desem-
penho que o modelo ARMA. No terceiro critério de avaliação, foi utilizado o R² ajustado, com 
resultado também favorável à rede neural, o que a indica como a melhor ferramenta utilizada 
para a previsão do retorno do volume do Ibovespa no período analisado. No entanto, como já 
mencionado, o modelo ARMA não obteve resultados insatisfatórios. Em vista disso e levando-se 
em consideração a complexidade dos dois algoritmos, é lícito afirmar compreender que o mode-
lo menos complexo pode apresentar um desempenho mais satisfatório em alguns casos.
Quanto às limitações deste estudo, pode-se apontar a não possibilidade de descrição 
do teste de White (para detectar heterocedasticidade irrestrita dos modelos) e do teste ARCH
-LM (para detectar heterocedasticidade condicional), realizados para execução desta pesquisa, 
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devido à necessidade de respeitar a extensão máxima aceitável para um artigo. Como trabalhos 
futuros, espera-se desenvolver um método com mais critérios de avaliação para os modelos, 
utilizando, também, mais variáveis de entrada, a fim de proporcionar resultados mais concretos. 
Sugere-se, também, comparar o retorno do volume do Ibovespa com outros modelos da família 
GARCH, como o I-GARCH e o T-GARCH e E-GARCH.
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