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Cross-Polarized Microwave Surface-State Anti-Resonance
Ian Appelbaum∗
Department of Physics and Center for Nanophysics and Advanced Materials,
University of Maryland, College Park, Maryland 20742, USA
We propose a polarization-sensitive measurement of microwave electromagnetic resonances in a
static magnetic field to detect the metallic surface state of a bulk insulator. A quantitative model is
used to demonstrate that a unique, unambiguous signature of the dissipative but conducting surface
can be seen in the orthogonally polarized transmission spectra.
Introduction– Discerning the role of bulk and surface-
state contributions to conductivity has become an impor-
tant experimental task in the context of identifying pos-
sible 3-dimensional topological insulators (TIs).[1] Most
arguments claiming transport-based observation of these
states (whether “trivial” or “topological”) appeal only to
circumstantial evidence, such as measurement of residual
conductivity, geometrical variation, etc. A clear, unam-
biguous signature of such a conductive state is desired.
Here, we propose to detect the presence of a con-
ducting surface state by utilizing it as a metallic
resonator coupling cross-polarized wide-bandwidth mi-
crowave waveguides[2, 3]. A longitudinal magnetic field
Bz introduces non-zero off-diagonal conductivity tensor
components[4] that provides polarization rotation into an
orthogonal linear orientation, similar to the role of cavity-
wall conduction in microwave Hall measurements[5–7].
The cross-polarized transmission spectrum then carries
a unique signature distinct from bulk Faraday effect in
the regime Bzµ . 1, where µ is planar mobility of the
carriers in the surface state.
Polarization rotation (i.e. surface Kerr or bulk Fara-
day rotation) from surface states of topological insula-
tors in a magnetic field has been discussed several times
previously in the literature.[8–13] However, the coherent
superposition of electromagnetic fields resulting in peri-
odic transmission features has to our knowledge not been
examined or exploited experimentally. To provide quan-
titative insight on this problem, we analyze a simplified
1-d slab geometry using a coherent transfer matrix ap-
proach, and derive analytic expressions defining the tran-
sitions between three distinct regimes.
Model– Consider an infinite planar slab dielectric of
thickness L with internal index of refraction n =
√
ǫ,
where ǫ is the relative dielectric permittivity. This slab
also has a 2-dimensional conductor on the interfaces with
the vacuum at z = 0 and L. The sheet current density
in this planar conductor ~J is related to the electric field
~E via ohm’s law
~J = σ ~E, (1)
where the conductivity tensor is given by
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FIG. 1. Geometry of the normally incident (fx,y), reflected
(rx,y), and transmitted (tx,y) electric fields of propagating
plane waves connected by scattering from two coherently cou-
pled conductive surfaces on an infinite dielectric slab in a per-
pendicular magnetic field Bz.
σ =
[
σxx −σxy
σxy σyy
]
=
σ0
1 +B2zµ
2
[
1 −Bzµ
Bzµ 1
]
. (2)
Here, σ0 is the zero-field conductivity, Bz is perpendic-
ular magnetic field and µ is planar mobility. These ex-
pressions, resulting from the electron equations of motion
including Coulomb and Lorentz forces, are equally valid
for massive or massless Dirac electrons, despite the topo-
logical protection against backscattering in a TI surface
state. We have ignored the effects of a Zeeman gap at the
spin-degenerate Dirac point on µ, so our results should be
interpreted carefully in the pathological case where this
energy scale is dominant (at low temperatures in high
magnetic fields when the Fermi energy is at the Dirac
point).
As illustrated in Fig. 1, a plane wave normally-incident
from the left with linear polarization components fx and
fy leads to a reflected wave with complex amplitudes
rx and ry , and a transmitted wave on the other side of
the slab with complex amplitudes tx and ty. In a basis
defined by polarization axis ⊗ propagation direction, we
can describe a connection between the electric fields on
the left side of the resonator with those on the right as
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FIG. 2. (a) Geometry of x-polarized E-field plane waves as-
sociated with forward (superscript +) and backward (super-
script −) propagating waves on the left (superscript L) and
right (superscript R) of a conductive boundary. (b) Geometry
for y–polarized E-field plane waves. The dashed box of neg-
ligible widths intersecting the boundary indicate integration
paths used to obtain the boundary conditions.


fx
rx
fy
ry

 = M¯


tx
0
ty
0

 , (3)
where M¯ is a 4 × 4 transfer matrix determined by the
Maxwell boundary conditions at z = 0 and L and
coherent propagation through the bulk. In a basis
that separates the known quantities (incoming forward-
propagating fx and fy) from the four unknowns (rx, tx,
ry, and ty), we have the equivalent linear system


0 M¯11 0 M¯13
−1 M¯21 0 M¯23
0 M¯31 0 M¯33
0 M¯41 −1 M¯43




rx
tx
ry
ty

 =


fx
0
fy
0

 , (4)
where M¯ij is the element of the transfer matrix M¯ in
the ith row and jth column. By inverting the matrix in
Eq. (4), we can calculate the observed transmittance and
reflectance from the intensity of waves of both polariza-
tions propagating into the vacuum, Tx,y = |tx,y|2 and
Rx,y = |rx,y|2, respectively.
The appropriate boundary conditions on electric fields
in the three regions (left, inside, and right of the slab)
are provided by the integral versions of Faraday’s and
Ampere’s laws applied to a closed path intersecting a
general boundary and with vanishing enclosed field fluxes
(but nonzero enclosed current), as illustrated in Fig. 2.
For the wave with electric field polarization along x [see
Fig. 2(a)], we have
EL+x + E
L−
x = E
R+
x + E
R−
x [Faraday], and (5)
BL+y −BL−y = BR+y −BR−y + µ0Jx [Ampere],
where µ0 is the vacuum magnetic permeability, and the
superscript indicates the field amplitude on the left (L) or
right (R) side of the interface, and refers to either the for-
ward (+) or backward (−) propagating plane wave. The
complex phase e±ikz where +(−) is for forward (back-
ward) traveling waves has been suppressed. Note the sign
change on the backward-propagating wave to account for
the correct direction of power flow: ~k ‖ ~E× ~B. Faraday’s
law applied to plane waves also gives us the relationship
between the amplitudes of the perpendicular E and B
components as B = n
c
E, allowing us to write Ampere’s
boundary condition above as
nL
c
(EL+x − EL−x ) =
nR
c
(ER+x −ER−x ) + µ0(σxxEx − σxyEy), (6)
where nL(R) is the index of refraction on the left(right)
of the interface and we have inserted the appropriate
component of Ohm’s law using Eq. (2). To preserve
left-right symmetry, we will choose Ex =
1
2 (E
L+
x +
EL−x ) +
1
2 (E
R+
x + E
R−
x ), as allowed by Faraday’s law
boundary condition, Eq. (5). Likewise, we also take
Ey =
1
2 (E
L+
y + E
L−
y ) +
1
2 (E
R+
y + E
R−
y ).
The y-polarized wave similarly has boundary condi-
tions on the fields shown in Fig. 2(b) as
EL+y + E
L−
y = E
R+
y + E
R−
y [Faraday], and (7)
nL
c
(−EL+y + EL−y ) =
nR
c
(−ER+y + ER−y )−
µ0(σyyEy + σxyEx) [Ampere].
(8)
We therefore have four coupled linear equations (5, 6,
7, and 8) that can be compactly expressed by separating
the left (L) and right (R) fields as
ML


EL+x
EL−x
EL+y
EL−y

 =MR


ER+x
ER−x
ER+y
ER−y

 (9)
with matrices
3ML(R) =


eikL(R)z e−ikL(R)z 0 0
(
nL(R)
c
∓ µ02 σxx)eikL(R)z (−
nL(R)
c
∓ µ02 σxx)e−ikL(R)z ±µ02 σxyeikL(R)z ±µ02 σxye−ikL(R)z
0 0 eikL(R)z e−ikL(R)z
±µ02 σxyeikL(R)z ±µ02 σxye−ikL(R)z (−
nL(R)
c
± µ02 σyy)eikL(R)z (
nL(R)
c
± µ02 σyy)e−ikL(R)z

 ,
(10)
TABLE I. Parameters for interface transfer matrices
i z nL nR
1 0 1
√
ǫ
2 L
√
ǫ 1
where ± and ∓ correspond to ML (sign above) and MR
(sign below). Note that the exponential phase factors
eikz have now been included. Here, kL = nLk0, kR =
nRk0, where k0 = ω/c is the free-space wavenumber.
From these definitions, we can construct the transfer
matrix M(i) = ML
−1
MR for the i = 1, 2 two interfaces
at z = 0 and z = L, with appropriate substitutions as
shown in Table I. The total transfer matrix of this slab
dielectric is then merely the matrix product of the two
interfaces in appropriate order: M¯ = M(1)M(2), to be
used in Eq. (4) to obtain the amplitudes tx, ty, rx, and
ry for a chosen wavenumber k.
Since we have a nonzero off-diagonal conductivity
σxy =
σ0Bzµ
1+B2zµ
2 and modify the diagonal conductivity
σxx = σyy =
σ0
1+B2zµ
2 by controlling a static magnetic
field Bz, we must also consider polarization rotation by
a bulk Faraday effect. We can include this nonreciprocal
mechanism by inserting
MF =


cosβ 0 sinβ 0
0 cosβ 0 − sinβ
− sinβ 0 cosβ 0
0 sinβ 0 cosβ

 (11)
between M(1) and M(2), where the Faraday angle β =
VBzL. The Verdet constant V has typical values as high
as 1 rad/Tcm in the optical regime, but far lower for the
much longer microwave wavelengths to be used in the
present application.
Results– First, we examine the results of simulating
transmission and reflection spectra as a function of mag-
netic field Bz in the absence of a conducting surface state,
but with nonzero Verdet constant. We choose a relative
permittivity ǫ = 600 (appropriate for the Kondo topolog-
ical insulator SmB6[14–19] at low temperature; see Refs.
20 and 21). All simulations use a linearly-polarized inci-
dent field fx = 1 and fy = 0.
As shown in Fig. 3, dielectric resonances[22] at free-
space wavenumbers m π√
ǫL
, where m = 1, 2, ... are clearly
evident in colinear transmittance Tx. The nonrecipro-
cal polarization rotation from bulk Faraday effect (using
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FIG. 3. Calculation of transmission and reflection coeffi-
cient for both x and y linear polarizations including Fara-
day effect in the L = 1mm-long bulk, using Verdet constant
V = 10−1 rad/Tcm, with an incident plane wave polarized
along x. Here, there is no surface state. The index of refrac-
tion between conductive layers is determined by the relative
permittivity ǫ = 600. Faraday effect merely mixes the polar-
ization states but does not lead to any qualitatively different
Ty spectra.
V = 10−1 rad/Tcm through the L = 1 mm dielectric res-
onator) induced by increasing Bz mixes power into the
orthogonal direction (Ty). Importantly, however, these
maxima occur at the same wavenumbers as the dielectric
resonances in Tx and are qualitatively identical.
When the conducting surface state is included, we ob-
tain example results as shown in Fig. 4. Here, µ =
103 cm2/Vs (so that Bzµ = 1 at 10T) and V = 0. For
substantial σxx but negligible σxy (upper part of plots
in right column), the transmission maxima in Tx are no
longer dielectric resonances but rather due to the metal-
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FIG. 4. Calculation of transmission and reflection coefficient
for both x and y linear polarizations in the absence of bulk
Faraday effect in the L = 1mm resonator, with an incident
plane wave polarized along x. Here, the index of refraction
between conductive layers is determined by the relative per-
mittivity ǫ = 600. The unique signature of surface conduc-
tion (a suppression at resonance in a magnetic field such that
Bzµ ≈ 1, where µ is mobility) appears as a maxima at anti-
resonance wavevectors for low conductivity on the left, or a
central suppression of metallic resonance peaks for high con-
ductivity on the right) is seen in Ty.
lic boundary conditions, resulting in higher reflectance
Rx.
In a magnetic field such thatBzµ approaches unity, σxy
becomes comparable to σxx. For high surface conductiv-
ity σ0 = 1Ω
−1
2 (right column), the resonances in Tx are
then coupled with a central split into Ty; the splitting can
either be enhanced or suppressed by bulk Faraday effect,
depending on the sign of a nonzero Verdet constant (not
shown). This splitting can be understood by considering
that for perfectly conducting boundary conditions, the
free−space wavenumber [2pi/L]
σ
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FIG. 5. Normalized relative transmission spectra of orthogo-
nal linear polarization at magnetic field B = 6 T vs. surface
conductivity σ0. At very low conductivity, maxima are due
to damped dielectric resonances; at high conductivity maxima
are due to metallic resonances with a central suppression. For
intermediate conductivity, maxima appear at anti-resonances
due to strong electric fields at the resonator boundary induc-
ing orthogonal currents. Transition conductivities between
the three regimes are indicated by horizontal dashed lines.
electric field (and hence the perpendicular current pro-
portional to σxy) at the resonator surface goes to zero. In
the σ0 →∞ limit, all field coupling to Ey then vanishes.
For intermediate surface conductivity, comparable to
experimental observations in SmB6 (σ0 = 0.1Ω
−1
2, left
plots in Fig. 4), the magnetic field also couples the trans-
mitted electric field into the y orientation, but a signifi-
cant difference is evident: maxima at anti-resonances
k = (m − 12 ) π√ǫL can be seen in Ty. This phenomena is
explained by the fact that the electric field and resulting
induced surface current for these wavenumbers is maxi-
mized at the boundary. When the overall conductance
is not high enough to completely suppress these modes,
substantial polarization mixing will result in this qual-
itatively unique perpendicularly polarized spectra that
occurs in an intermediate regime between dielectric and
metallic resonance.
Discussion- To highlight the role of conductivity
in determining the spectral behavior of the cross-
polarized channel, we plot the relative transmission 0 ≤
Ty−minTy
maxTy−minTy ≤ 1 for a fixed Bz =6T in Fig. 5. Because
the wavenumbers for maxima and minima are abruptly
exchanged at the boundary between fully dielectric res-
onance (σ0 ≈ 0) and the intermediate regime (σ0 ≈
0.1Ω−12), there must be a conductivity σ′0 for which the
transmission spectrum is frequency-independent. This
occurs when the conductive interface serves to impedance
match between dielectric and vacuum, eliminating reflec-
tion and fully suppressing all interference from multiple
paths. By solving Eqns. 9-10 for a single interface with
nL =
√
ǫ, nR = 1 and E
L−,R−
x,y = 0, we can analytically
5determine the value where this occurs at
σ′0 =
√
ǫ− 1
cµ0
(1 +B2zµ
2). (12)
For ǫ = 600 here, σ′0 ≈ 0.085Ω−12, matching the results
(highlighted with a horizontal dashed line) in Fig. 5.
The transition conductivity between intermediate and
metallic regimes at ≈ 0.25Ω−12 in Fig. 5 is less abrupt.
However, we can still define a characteristic value at a
point of low enough conductivity σ
′′
0 where the metallic
resonances broaden to a width comparable to the mode
spacing ∆k = π√
ǫL
so that spectral weight can accumu-
late at the nodes. This occurs when the cavity Q-factor
Q =
ωU
P
≈
k0c(ǫǫ0E
2 + 1
µ0c2
E2)L
σxxE2
≈ k0
∆k
, (13)
where U is the average stored energy in the dielectric
(from two counter-propagating planewaves) and P is the
power loss due to Joule heating at the conductive bound-
aries. Our condition gives
σ
′′
0 ≈
π(ǫ + 1)√
ǫµ0c
(1 +B2zµ
2), (14)
which has a value of ≈ 0.28Ω−12 for the parameters
used in Fig. 5, again in apparently good agreement with
the calculated results. It is worth noting that although
σ′0 → 0 for ǫ→ 1, σ
′′
0 remains finite as expected for a lossy
metal cavity. While this expression is satisfactory in pre-
dicting the transition conductivity for the high dielectric
constant here, in the low-ǫ limit a better approximation is
rather given by the onset of metallic resonance, requiring
a substantial reflected field relative to the incident field.
Again using Eqns. 9-10, but now with |EL−x | = 12EL+x ,
we find
σ
′′
0 ≈
3
√
ǫ− 1
µ0c
(1 +B2zµ
2). (15)
Note that the asymptotic behavior of Eqs. 14 and 15 in
ǫ→∞ is nearly identical.
Figure 6 compares the analytic boundaries defined in
Eqs. 12, 14, and 15 to boundaries calculated from a bi-
nomial search for transitions in relative cross-polarized
transmission data (generated using the transfer matrix
approach and similar to Fig. 5) as a function of dielec-
tric permittivity ǫ. In this phase diagram, the dielectric,
intermediate, and metallic regimes are clearly defined,
and the limitation of Eq. 14 at low-ǫ is evident.
Conclusion- We conclude that the orthogonal linearly
polarized transmission spectra in a magnetic field car-
ries an unambiguous signature of a sufficiently conductive
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FIG. 6. Phase diagram at Bz = 6T identifying the condi-
tions necessary for the three regimes of cross-polarized trans-
mission spectrum characteristics. Calculated boundaries are
compared with the analytic expressions in Eqs. 12, 14, and
15 derived from properties of the single interface, Eq. 9.
metallic surface state: suppression of transmission at res-
onance leading either to a split peak for highly conductive
surfaces, or a maxima at anti-resonance for intermediate
conductivity.
These 1-dimensional simulations are most applicable
to experiments on planar samples and thin films, thick
enough that the optical pathlength is at least half the
wavelength of a photon with less than the bulk bandgap
energy (to prohibit interband excitation), but thin and
smooth enough to maintain resonance peak separation
and suppress broadening.
Incorporating more elaborate modifications to the
present model should be straightforward. For in-
stance, simulating the regime where quantized Hall
conductivity[9, 12, 13] is expected can be treated with
a suitable adjustment to the conductivity tensor, Eq. 2.
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