Abstract. We are studying possible interaction of damping coefficients in the subprincipal part of the linear 3D wave equation and their impact on the critical exponent of the corresponding nonlinear Cauchy problem with small initial data. The main new phenomena is that certain relation between these coefficients may cause very strong jump of the critical Strauss exponent in 3D to the critical 5D Strauss exponent for the wave equation without damping coefficients.
Introduction
We consider the Cauchy problem for the nonlinear damped wave equation with a non-negative potential:
(∂ 2 t + 2w(|x|)∂ t − ∆ + V (|x|))U = λ|U| p in (0, T ) × R 3 , (1.1) U(0, x) = εf 0 (|x|), (∂ t U)(0, x) = εf 1 (|x|) for x ∈ R 3 , (1.2) where f 0 , f 1 , w, and V are assumed to be radially symmetric functions in R 3 . The case without any damping term, i.e. the case when w = V = 0, has been intensively studied for few decades (see [16] , [9] , [6] , [5] , [2] , [18] , [11] , or references in [3] ) and in this case there is a critical nonlinear exponent known as Strauss critical exponent that separates global small data solutions and blow -up of the small data solution for finite time. This critical exponent p 0 (n) is the positive root of p n − 1 2 p − n + 1 2 = 1.
In case of presence the damping terms with w(r) = c 1 /r, V (r) = c 2 /r 2 , where c 1 , c 2 > 0, one can pose the question if the interaction between damping
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terms and nonlineare source term can produce appropriate shift of the Strauss exponent.
For this, we suppose that w(r) is a positive decreasing function in
with some positive number r 0 .
First, we recall known results concerning the linear damped wave equations, i.e., V ≡ 0 and λ = 0. It was shown in Mochizuki [14] that if 0 < w(|x|) ≤ C(1 + |x|) −α for x ∈ R 3 and α > 1, then the scattering to the free wave equation occurs in the energy space, without assuming the radial symmetry. On the other hand, if w(x) ≥ C(1 + |x|) −α for x ∈ R 3 and α ≤ 1, then we see from the work of Matsumura [13] that the energy for the wave equation decays to zero as time goes to infinity. In this paper we focus on the borderline case α = 1.
For the semilinear wave equation with potential
one can find blow up result in [15] or global existence part in [4] . In the case where the coefficient of the damping term is a function of time variable, D'Abbicco, Lucente and Reissig [1] derived the critical exponent for the Cauchy problem to
by assuming the radial symmetry. Indeed, they proved that the problem admits a global solution for sufficiently small initial data if p > p 0 (5) , and that the solution blows up in finite time if 1 < p < p 0 (5).
This result can be interpreted as a result of the action of the damped term in (1.4) that shifts the critical exponent for small data solutions from p 0 (3) to p 0 (5).
The assumption about the radial symmetry posed in [1] was removed by Ikeda, Sobajima [8] for the blow-up part (actually, they treated more general damping term µ(1 + t) −1 ∂ t u with µ > 0), and by Kato, Sakuraba [10] and Lai [12] for the existence part, independently. Now we turn back to the case where the coefficient of the damping term is a function of spatial variabletime variavles. Ikeda, Sobajima [7] considered the Cauchy problem for
and proved a blow-up result together with the upper bound of the lifespan, provided that 0 < V 0 < (n − 1) 2 /(n + 1), n/(n − 1) < p ≤ p 0 (n + V 0 ), and that p < (n − 2)/(n − 4) if n ≥ 5.
We shall study the combined effect between the damping and potential terms in this paper, provied the following relation
Since we assumed that w is a decreasing function, we see that V is a nonnegative function. Roughly speaking, our result is similar to [1] in the sense that the critical exponent is shifted from p 0 (3) to p 0 (5).
Another important phenomena, closely related to the space shift of the critical exponent, is the behavior of the supercritical solution near the light cone. Indeed, for p > p 0 (5) we shall see that the far field behavior of U(t, r) is given by U(t, r) 1 t 2 , r ∈ (t/2, t), t → ∞, so the decay rate for the solution U to the 3D problem (1.1) is the same as the 5D linear wave equation.
This paper is organized as follows. In the section 2, we formulate the problem and state our results in Theorems 2.1 and 2.2. The section 3 is devoted to the proof of a blow-up result given in Theorem 2.1. In the section 4, we derive a priori upper bounds and complete the proof of Theorem 2.2.
Formulation of the problem and Results
Since the Cauchy problem (1.1)-(1.2) is rotationally invariant, we can make the substitution U(t, rω) = u(t, r) r with r = |x|, ω = x/|x|, and obtain
together with the boundary condition u(t, 0) = 0 for all t ∈ (0, T ). By the relation (1.6), we have the following factorization of the operator in (2.1):
This relation (2.3) suggests us to consider the following equations:
Setting W (r) = r 0 w(τ )dτ for r ≥ 0, (2.4) can be rewitten as
for a fixed (t, r). Then a simple integration over (0, T ) gives
for 0 < T ≤ min{t, r}, and
Therefore, the mixed initial-boundary valued problem
has a solution represented via integration over
with an appropriate kernel
More precisely, we have the following assertion. Proposition 2.2. If u solves (2.7), then for 0 < r < t we have
Furthermore, for 0 < t < r we have
Proof. Setting u + = P + u, we find
Using (2.6) with T = t, we get
Using (2.5) with T = r or T = t, we find
for 0 < r < t, and
for 0 < t < r. Combining these relations, we get (2.9) and (2.10). Indeed, when t > r, we have
Since u + (0, y) = ψ(y) + ϕ ′ (y) + w(y)ϕ(y), we get (2.9). On the other hand, when 0 < t < r, we have u(t, r) =e −W (r)+W (r−t) u(0, r − t)
which implies (2.10). This completes the proof.
Remark 2.3. The assumption (1.
then from (2.9) and (2.10) we find the following lower bound:
for t > 0, r > 0, where we put Moreover, there exists a positive constant C * independent of ε such that
Here T * (ε) denotes the lifespan of the problem (2.15).
To show the counter part of Theorem 2.1, we introduce an integral equation associated with the problem (2.1)-(2. + χ(r − t)E − (t, r, r − t)ϕ(r − t) with ϕ(r) = rf 0 (r), ψ(r) = rf 1 (r), where χ(s) = 1 for s ≥ 0, and χ(s) = 0 for s < 0. 
Blow-up
In this section we prove the blow-up result in an analogous manner to [9] (see also [17] and [11] ). Our first step in this subsection is to obtain basic lower bounds of the solution to the problem (2.15). Then we have
Moreover, if u is the solution to (2.15), then we have
r (t − r) 2p−3 for 0 < t < 2r and t − r > R.
Proof. The estimate (3.2) follows from (2.18) and our choice of ψ. Indeed, if (t, r) are close to the light cone as in (3.3), then we have because of (3.3). The estimate (3.4) follows from (2.17) and (3.2), provided 0 < t < 2r and t − r > R. Indeed, with F (σ, y) = |u(σ, y)| p /y p−1 we have
Since the domain Σ = {(σ, y) ∈ (0, ∞) × (0, ∞); 0 ≤ y − σ ≤ R/2, t − r < σ + y < t + r} is a subset of the integration domain ∆ − (t, r) for t − r > R, we see from (2.16) and (3.2) that u(σ, y) c 0 y −1 for (σ, y) ∈ Σ. Therefore, we get
Now, introducing the coordinates α = σ + y, β = σ − y, we obtain
because β ∼ 1. Since t < 2r, we have t + r > 3(t − r), so that r I − (F )(t, r) c p 0
for t − r > R. This completes the proof.
For η > 0, we introduce the following quantity:
Since we may assume 0 < R ≤ 1, (2.16) and (3.4) yield
We shall show that there exists a constant C 2 > 0 such that
for some p * > 0. Let ξ ≥ 1 and (t, r) ∈ Σ(ξ). For η > 0 we set
It is easy to see thatΣ(η, t − r) ⊂ ∆ − (t, r) for any η > 0 and (t, r) ∈ Σ(ξ) and that (σ, y) ∈Σ(1, t − r) implies (σ, y) ∈ Σ(σ − y). Therefore, we have
because −t+σ +r +y ≥ −t+r +(σ −y)+2y ≥ 1+(t−r) for (σ, y) ∈Σ(1, t−r).
Changing the variables by β = σ − y, z = y, we have
Since the function
is non-decreasing, for any (t, r) ∈ Σ(ξ), we have
which implies (3.10) with p * = 2p − 3. Now we are in a position to employ Lemma 3.2 below with α = p, β = 0 and κ = p(2p − 3). Then we see that u (y) blows up in a finite time y = T * (ε), provided pp * = p(2p−3) ≤ 1. The last condition is equivalent to 1 < p ≤ p 0 (5). Therefore, the solution of (2.15) blows up in a finite time T * (ε) ≤ T * (ε), if 1 < p ≤ p 0 (5) and (3.1) hold. Moreover, we have the upper bound (2.19) of the life span T * (ε). Therefore, we can conclude the proof of Theorem 2.1, provided the following lemma is valid. Although its proof has been given in [11] , we shall present it in a compact way in the appendix, for the sake of completeness.
Then, f (y) blows up in a finite time T * (ε). Moreover, there exists a constant
Small data global existence
Our first step is to obtain the following estimates for the homogeneous part of the solution to the problem (2.20). 
with some positive constants C 0 and κ. Then we have
for t > 0, r > 0. Moreover, for 0 < t ≤ r we have
Proof. We begin with the proof of (4.2). In the following, let t > 0, r > 0. Since 0 ≤ r − t + y ≤ 2y for y ≥ |t − r|, from (2.14) we have |E − (t, r, y)| y / r for y ≥ |t − r|. Therefore, we have
which implies (4.3). This completes the proof.
It follows from (2.21) and Lemma 4.1 that |u 0 (t, r)| εr r −2 r − t −κ for t > 0, r > 0, (4.5) provided (2.22) holds, because we have set ϕ(r) = rf 0 (r), ψ(r) = rf 1 (r). This estimate suggests us to define the following weighted L ∞ -norm:
Our next step is to consider the integral operator appeared in (2.20):
with F (t, r) = |u(t, r)| p /r p−1 , and
Proof. We begin with the proof of (4.8). For (y, σ) ∈ ∆ − (t, r) we have y ≥ |t − r − σ|, so that (4.4) yields
Therefore, using the following estimate
where we put
First, suppose t ≥ r. To evaluate the integral, we pass to the coordinates These estimates leads to (4.14), and hence (4.8) holds. In order to prove (4.9), it suffices to notice the following estimate:
because the remaining part of the proof is the same as before. This completes the proof.
Proof of Theorem 2.2.
If we define a sequence {u n } ∞ n=−1 by u n+1 (t, r) = εu 0 (t, r) + I − (|u n | p /r p−1 ) for t > 0, r > 0, (4.15) with u −1 ≡ 0, then (4.5) and Lemma 4.2 shows that it is a Cauchy sequence in X = {u ∈ C([0, ∞) × [0, ∞)); u < ∞} for sufficiently small ε. Thus, we get a solution to the integral equation (2.20) . This completes the proof. Then we have
Since the function z → (1 − e −z ) is increasing on [0, ∞), for 0 < ε ≤ 1, we obtain (A.1)
By Lemma A.3 below, we can conclude that F (z) blows up in a finite time and the desired estimates of the lifespan hold for the case κ = 1. Next, we consider the case κ < 1. If we put G(z) = (C 1 ε α ) −1 f (ε −ν e z ), ν = (p − 1)α + β 1 − κ , for any k ∈ N. Therefore, f (t) blows up in a finite time.
