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Abstract-In this paper, a separation of variables method for the solution of time dependent 
problems of the type utt = c(t)uss, 0 < z < p, t > 0, subject to u(O,t) = u(p, t) = 0 and 
U(Z, 0) = f(z), ut(z, 0) = g(z) is developed. First, an exact series solution of the problem is given. 
Given an admissible error E > 0, and a bounded domain D(T) = ((2, t); 0 5 CC 5 p, 0 5 t 5 T}, 
a continuous numerical solution is constructed so that the approximation error is uniformly upper 
bounded by E in D(T). 
Keywords-Separation of variables, Stormer formula, B-spline, Error bound, Continuous numer- 
ical solution, Accuracy. 
1. INTRODUCTION 
The separation of variables method is a very efficient technique for solving constant coefficient, lin- 
ear partial differential mixed problems [l-4], but for the time dependent case, the usual methods 
are those based on difference schemes. The main reason to disregard the separation of variables 
method for the time dependent case is that the ordinary differential equations obtained after the 
separation of variables cannot be solved explicitly. However, as we propose in this paper, we are 
able to obtain information about the growth, of appropriate solutions of the associated ordinary 
differential equations, in such a way that a series solution of the problem can be constructed. 
In this paper, we consider the problem 
wt(x, q - C(t)%r.& t> = 0, o<x<p, t>o, (1) 
u(0, t) = u(p, t) = 0, t > 0, (2) 
4% 0) = f(x), O<XSP, (3) 
4x, 0) = g(x), OlXlP, (4) 
where c(t) is a positive valued function defined in [0, w[, such that 
c(t) is two times continuously differentiable and It’(t) 1 + jc”(t)I > 0 for every t > 0, (5) 
and f(x), g(z) are functions with properties to be determined. 
This work has been supported by the Spanish D.G.I.C.Y.T. Grant PB93-381 and the General&t Vulenciana 
Grant GV1118/93. 
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The organization of the paper is as follows. Section 2 deals with the ordinary differential 
equation 
Y” + X2c(t)Y = 0, O<tlT, (f-3 
where X > 0. We prove that equation (6) admits a fundamental set of solutions {z(t),w(t)} 
verifying z(0) = 1, z’(O) = 0, w(O) = 0, w’(O) = 1, such that both are uniformly bounded in [0, T] 
as X + 00. This fact permits us to guarantee the existence of a fundamental set of solutions 
{zn(t), UJ~(~)} of equation 
T” + OltlT, n>l, (7) 
verifying 
zn(O) = 1, z;(o) = 0, w&(O) = 0, w;(o) = 1, (8) 
with 
IGa( 7 lwn(t)l uniformly bounded in [0, T], for n 2 1. 
Section 3 is devoted to the proof of the existence of a rigorous series solution of problem (l)-(4), 
of the form 
21(x, t) = C {a,z,(t) + bnwn(t)} sin 
TZ_>l ( > 
7 . 
In Section 4, we address the following question. Given an admissible error E > 0 and a bounded 
domain D(T) = {(CC, t); 0 5 2 5 p, 0 5 t 5 T}, with T > 0, how do we construct a continuous nu- 
merical solution of problem (l)-( 4)) so that the approximation error be uniformly upper bounded 
by E in D(T)? The construction is as follows. First the infinite series solution is truncated in 
an appropriate way. Then, the theoretical solutions zn(t) and wn(t) of problems (7), (8), are 
approximated at a net of points 0 = to < tl < . . + < t, = T, using Stormer’s formulae. Finally, 
using linear B-spline functions, a continuous numerical solution is constructed. The stepsize h in 
Stormer’s formulae is chosen so that the approximation error is uniformly upper bounded by E 
in D(T). 
2. ON THE DIFFERENTIAL EQUATION Y” + X2k(t)Y = 0 
The aim of this section is the proof of the following result. 
THEOREM 1. Let X > 0 and Jet k(t) be a positive twetimes continuously differentiable function, 
such that 
IWI + IW)l > 0, for t > 0. (9) 
Let T > 0, and Jet {z(t), w(t)} be the fundamental set of solutions of 
Y” + X%(t)Y = 0, t L 0, (10) 
such that 
z(0) = 1; z’(0) = 0; w(0) = 0; w’(0) = 1. 
Then there exists a constant M > 0, independent on A, such that 
(11) 
I4t)l L M and Iw(t)l I M (Xm)-l, for every t E [O,T]. (12) 
PROOF. We distinguish four cases. 
CASE 1. Let us suppose that k(t) is increasing in [0, T]. 
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Let Y(t) be a solution of (10) in [0, T], and let us associate the function 
F(Y,t) = [Y(t)12 + & y [ 1 
2 
3 t E [O,T]. 
Taking derivatives with respect to t and using that Y(t) is a solution of (lo), one gets 
F’(Y, t) = 2Y@)Y’(Q + 
2k@)Y’@)Y”@) - (Y’(t))2 k’(t) 
X2UW)2 
= 2Y(QY’@) - 
2(k(t))2Y’(t)Y(t)A2 + (Y’(t))2 k’(t) 
X2tW))2 1 
2 
F’(W) = - I Y’(t) 1 Xlc(t) k’(t) I 0, t E [O,T]. 
By (14) it follows that F(Y, .) is decreasing in [0, T] and 
Y’(0) 2 
F(Y t) 5 qy, 0) = tw)>2 + +) x [ 1 ’ t E [OJ]. 
Considering F(z, t) and F(w, t), by (11) and (15), it follows that 
I F(z,O) = 1, t E [W, 
1 w’(t) 2 
F(w, t) = (W(t))2 + L(t) x [ 1 1 5 F(w, ‘1 = X2 k(O) ’ t E [O,T]. 
Hence, 
I4Ql 5 1 and /w(t)1 I (A&@-‘, t E [O,T]. 
CASE 2. Let us suppose that k(t) is decreasing in [O, T]. 
Let Y(t) be a solution of (10) in [0, 7’1, and let us associate the function 
G(Y, t) = X2k(t)(Y(t))2 + (Y’(t))2, t E [OJ]. 
Since Y(t) is a solution of (lo), it follows that 
G’(Y, t) = X2k’(t)(Y(t))2 + 2X2k(t)Y(t)Y’(t) + 2Y’(t)Y”(t) 
= X2k’(t)(Y(t))2 + 2A2k(t)Y(t)Y’(t) - 2X2Y’(t)Y(t)k(t), 
G’(Y, t) = X2k’(t)(Y(t))2 5 0, t E [0,2-j. 
By (18), the function G(Y, 0) is decreasing in [O,T], and 
G(Y, t) I G(Y, 0) = X2k(0)(Y(O))2 + (Y’(0))2, t E [O,T]. 
Considering G(z,.) and G(w,.), by (11) and (19), it follows that 
G(z, t) i G(a, 0) = X2k(0)(z(O))2 + (~‘(0))~ = X2k(0), 
G(w, t) 2 G(w, 0) = X2k(0)(w(O))2 + (~‘(0))~ = 1, 
By (201, (21) and the definition of G(z, m), G(w, e), one gets 
t E p,q, 
t E [OJ]. 
X2k(t)(z(t))2 I X2k(0); [z(t)/ 5 t E p,q, 
7 
(13) 
(14) 
(15) 
(16) 
(17) 
(18) 
(19) 
(20) 
(21) 
X2k(t)(w(t))2 L 1; Iw(t)l I hmf’ I hhm)-l, t E [O,T]. 
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Thus, it follows that 
Iz(t)l 5 (#) 1’2 = M and Jw(t)] I (X&@-l = M (X&@>-l, t E [O,T]. (22) 
CASE 3. There exists a partition 0 < to < ti < * . . < t2k+2 = T, such that k(t) is increasing in 
[0,tol, ht2], *. .? [hk+l, &+2] and decreasing in [to, ti], [ts, ts], . . . , [t2k7 t2k+l]. 
Let Y(t) be a solution of (lo), and let us consider the associated functions F(Y, .) and G(Y, -), 
defined by (13) and (17), respectively. Note that both functions are related by the equation 
X2k(t)F(Y, t) = G(Y, t), O<tsT. (23) 
By (14) it follows that 
F(Y, .) is decreasing in [0, to] , [tl, tz] , . . . , [t2k+l) t2k+21 I (24) 
and by (1% 
G(Y, -) is decreasing in [to, ti] , [t2, ts] , . . . , [&,tsk+i] . 
By (23) and (24) one gets 
F(z,t) 5 F(z,O) = 1, Ostlto, 
G(z,t) I A2k (to) , 0 < t I to. 
(25) 
(26) 
By (17), (23) and (25), it follows that 
G(z, t) 5 G (2, to> , toLtIt1, and G (z, tl) 5 X2k (to) , 
G(z,td k (to) -<- 
F (” ‘l) = X2k (tl) - k (tl) * 
(27) 
By (23), (24) and (27) one gets 
k (to) J’(z, t) 5 F (z, tl) 5 - k lb> ’ t1 ltLt2, 
G (2, tz) = A2k (tz) F (2, t2) 5 
X2k (to) k: (t2) 
k(h) . 
By (23), (25) and (28), it follows that 
G(G t) 5 G (z, tz) , t2 5 t I t3, 
G (2, t3) I 
A2k (to) k (tz) 
k(h) ’ 
G (2, td F (z,t3) = - = k (to) k (tz) 
X2k (td k (td k (t3). 
In an analogous way, one gets 
F (z t4) 5 k bd Ic ct2> 
7 
k (tl) k (k)’ 
G(z,td I 
X2k (h) k (W k (to) 
k(tl)k(h) . 
In general, 
F(G t) 5 F k hc+l) 5 k (h/J . . . k (tz) k (to) 
k (&+I) . . . k (t3) k (tl) ’ 
t2k+l < t 5 t2k+2. 
(28) 
(29) 
(30) 
(31) 
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By (13) and (31) one gets 
112 
) t2k+l 5 t 5 t2k+2# 
Furthermore, it follows that 
G(z,t) 5 G (z,tzk) I 
x2k (t‘&) < . . k (to) 
k (t2k-1) . . . k (tl) ’ 
t2k 5 t 5 t2k+l, 
(32) 
(33) 
and by (17), (25) and (33), one gets 
w 
Iz(t)l I 
k (t2k). . . k (to> 
k (t2& . . . k (tl) k(t) 1 [ k (t2k). . . k (to) 1’2 ’ k (tzz+d . . . k (td 1 ’ t2k < t 5 t2k+l. (34) 
As k(t) is increasing in [0, to], by (13) and (24), it follows that 
F(w, t) 5 F(w,O) I (X2k(0))-‘ , 
By (17), (25), (23) and (35), one gets 
0 I t I to. (35) 
k (to> G(w, t) 5 G (w, to) = X2k (to) F (w, to) I - 
k(O) ’ 
to<t<t1. (36) 
Using (15), (17), (23), (24) and (36), it follows that 
F(w, t) I F (w, tl) = G(w,td < k (to> 
A2k (fl) - X2k(0)k (tl) ’ 
t1 < t I t2. 
In an analogous way, one gets 
G(w, 4 I G (w, td L 
k (to) k (tz) 
k(O)k (td ’ 
tzstst3, 
and in general 
F(w, t) 5 F (w, t2k+l) I 
k (to) . . . k (t2k) 
X2k(0). . . k (t2k+l) ’ 
t2k+l < t 5 t2k+2* 
By (38) and the definition of F(w, .) given by (13), it follows that 
. k (t2k) 1’2 
‘w(t)’ ’ i [ ,“,&“.‘.:; (t’&+l) 1 ’ t2k+l 5 t < t2k+2. (39) 
By (23), (25) and (38), it follows that 
G(w t) I G (w, t2k) 5 
k (to). . . k(h) 
k(O). . . k (t2k- 1) ’ 
t2k 5 t 5 t2k+l. 
By (17) and (40) one gets 
(37) 
(38) 
(40) 
k (to) . . . k (t2k) 
‘w(t)“i [k(0)k(tl)...k(t2k-l)k(t) 
l/2 1 1 [ ’ x k (to) . . . k (t2k) k(O)k (tl) . . . k (&+I) 1 l/2 ; t2k<tst2k+l. 
(41) 
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Summarizing, by (39) and (41) it follows that 
1 w ; t2k L: t 5 t2k+2, 
and by (32), (34) 
k (to) . . . k (t2k) 
‘z(t)’ ’ [k(t&..k(tzk+1) 1 1’2 ; t2k 5 t 5 t2k+2. 
Furthermore, by the hypothesis, k(h) 2 k(tzk+l), it follows that 
and 
k(to)...k(t2k) 1’2 > k(to)...k(&-2) 1’2 
k (td . . . k(t2k+l) 1 [ - k(h) . ..k(&-1) 1 ’ 
k (to) . . . k (t2k) l/2 k(O)k (td .. . k (h+l) 1 [ k (to) . . -k (t2k-2) ’ k(O)k(tl)...k(tzrc-1) 1 112 ’ 
By (42), (43) and (44), (45) one concludes that 
b(t)1 5 M and b(t)1 5 (b@@)-l M, 0 5 t 5 t2k+2 = T, 
where 
M= 
k (to) . . . k (t‘&) 1’2 
k (td . . . k (hk+l) 1 
(42) 
(43) 
(44) 
(45) 
(47) 
Thus, the result is established in this Case 3. Note that a light change of the situation of Case 3 
appears when 0 < to < tl < 0.. < &+l = T, where k(t) is increasing in (0, to], . . . , [ts]E-r,&], 
and decreasing in [to, tl], . . . , [i&,tzk+l]. Then, the result remains true because equation (46) 
holds for 0 5 t 5 tsk+l = T. 
CASE 4. There exists a partition 0 < SO < sr < ... < ssk+l = T, such that k(t) is decreasing in 
[O, sol, [Sl,S21,. . * 7 [SZk-2, S2k] and incre=iw in [SO, Sl]r [SZ, s31,. . . [SZk, SZk+l]. 
The proof of this case is analogous to the one of Case 3, considering the partition to = 0 < tl 
< . . ’ < t2k+2 = T, with ti = si-1, i = 1,. . . ,2k + 2. 
These four cases cover all the possibilities because [O,T] cannot have an infinite sequence 
{ti}go, so that k(t) is alternatively increasing and decreasing in two consecutive intervals [ti, ti+l] 
and [&+I, ti+2], with 0 < to < tl < . . . , lirnihoo t _ t. < T. In fact, assuming this possibility, then 
we would have a sequence {ti}fZo of points in (0, T] such that 
k’ (ti) = 0, i 2 0. (48) 
By Rolle’s theorem there would exist a sequence of points & E ]ti, ti+l[ such that 
k” (&) = 0, i > 0, ti < <i < ti+1. (4% 
Since [O,T] is compact, there would exist a subsequence {tni}i20 of the sequence {ti}go, such 
that 
t* = lim t,, and t* = lim &,. 
t--r00 i+oo (50) 
Since k’(t) and k”(t) are continuous in [0, T], by (50) one gets 
k’ (t*) = k” (t*) = 0, 
which contradicts the hypothesis (9). Hence, the result is established. I 
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REMARK 1. Note that from the proof of Theorem 1, the constant M appearing in (12) is given 
by M = 1 if /c(t) is increasing, and M = J(k(O))/(k(T)) if k(t) is decreasing in [O,T], and is 
given (47) if It(t) is alternatively increasing or decreasing, in two consecutive intervals [&,&+I] 
and [&+I, ti+~], where 0 I to < tr < . . . < t2k+2 = T is a partition of [0, T]. 
Note that for any real number /3 > 1, the function k(t) = p + sin(t) is positive and verifies the 
hypothesis of Theorem 1. 
COROLLARY 1. Under the hypotheses and the notation of Theorem 1, it follows that 
(z’(t)1 5 X2TML and Iw’(t)l 2 1 + XMLT(k(0))-1/2, OIt<T, 
where M is defined by Theorem 1, and 
L = max{lc(t); 0 2 t I T}. 
(51) 
(52) 
PROOF. Taking into account the equation 
s 
t 
Y’(t) = Y’(0) + Y”(s) ds, 
0 
and the expressions (lo)-( 12), one gets (51), where L is given by (52). I 
3. EXACT THEORETICAL SERIES SOLUTION 
We apply the method of separation of variables. Looking for solutions of problem (l)-(3) of 
the form 
4x, t) = X(x)W), (53) 
one gets that X(z) and T(t) must verify: 
x” +x2x = 0; X(0) = X(p) = 0, o<x<p, (54) 
and 
T” + X2c(t)T = 0, t 2 0. (55) 
The eigenvalue problem (54) has the eigenvalues and eigenfunctions 
( > 
2 
xi = ET , Xn(x) =sin EE , 
( > 
n 2 1. 
P P 
For these values of A, equation (55) takes the form 
t > 0. 
Under the hypothesis that c(t) is a positive two-times continuously differentiable function 
verifying the condition (5), by Theorem 1 and Corollary 1, for each positive integer n 2 1, 
equation (57) admits a fundamental set of solutions in [0, T], defined by 
{%(t)r wx@)), n 2 1, (58) 
G%(O) = 1, QO) = 0, t&(O) = 0, w;(o) = 1, (59) 
such that 
h(t)1 I M and OI:t<T, (60) 
and /w;(t)] I 1 +nTMC O<t<T, (f-51) 
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where M is given by Theorem 1, applied to It(t) = (~/p)~c(t), and 
C = max{c(t), 0 I t 5 T}. (62) 
Note that by (61), wn(t) verifies 
By superposition of the solutions u,(x, t) of (53), given by 
~~(5, t) = sin O<xlp, OIt<T. 
(63) 
(64) 
one gets the candidate series solution 
u,(x,t) = Csin {a&(t) + bn%l(t>l = c un(x,t). (65) 
Ql TX>1 
By imposing the initial value conditions (4) and (5), and assuming for a moment that we take 
a, = zJd’f(x)sin (7) dx, b, = zlPg(x)sin (7) dx. (66) 
In order to guarantee that ~(2, t) defined by (65), (66) is t wo-times termwise partially differ- 
entiable with respect to both variables x and t, in [O,p], we assume the following hypotheses: 
f(x) is four times differentiable and fc4)(x) is piecewise continuous in [0, p], 
with f(0) = f(p) = f”(0) = f”(p) = 0, 
(67) 
and 
g(x) is three times differentiable and g”‘(x) is piecewise continuous in [O,p], 
with g(0) = g(p) = g”(0) = g”(p) = 0. (68) 
Then, by [l, Theorem 4.41, the series u(x, t) defined by (65), (66) is two-times partially differ- 
entiable with respect to x, and 
%?(x,t) = c yi 
Ql 
a,&(t) + &T&(t)} cos 7 , 
( > 
uZz(5,t) = - C y 2 {a,z,(t) + b,w,(t)}sin 7 . 
7X21 ( > ( > 
The series obtained by termwise partial differentiation of U(X, t) take the form 
and 
hl(x, t>c at 
n>l 
= x {a,&(t) + b,wk(t)}sin 7 , 
Ql ( > 
c d2%(X, t) at2 = c {a,&(t) + b,wg(t)} sin 
n>l 7I>l 
=- a,z,(t) + b,wn(t)} sin 
(6% 
(70) 
(71) 
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Under the hypotheses (67), (68), after integration by parts in the expressions of coefficients 
an, b, (see also [3, Theorem 2.6; 5, p. 71]), it follows that 
l&l I 2, J=l = $~p~f’4’(x)( dx, n2 1, 
lb/ i $7 P2 = $ Jo” 1gc3)(x)l dx, n2 1. 
(72) 
By (60)-(63) and (72) one gets 
By (73) it follows that series (70) is uniformly convergent for 0 < 2 5 p, 0 5 t < T, and by 
the derivation theorem of functional series [6, p. 3851, the series u(z,t) defined by (65), (66) is 
termwise partially differential with respect to t, and 
ut(x,t) = c { 
7l>l 
a,zA(t) + bnwk(t)} sin 7 . 
( > 
By (60), (61) and (72), it follows that 
(74) 
(75) 
By (74), (75) one gets that series (71) converges uniformly for (x,t) E D(T), and by the 
derivation theorem of functional series, u(x, t) is twice partially differentiable with respect to t, 
and for (2, t) E D(T), one gets 
‘ZLtt(x,t) = c {a,z~(t) + bnwg(t)} sin 
7L>l 
=-- 2 {a,z,(t) + b,w,(t)} c(t) sin (7) . 
(76) 
By (69) and (76), for (x,t) E D(T) it follows that 
4x, t) - c(t)wcz(x, t) 
=z{a,, (z;(t)+ (T)‘,,,,(t)) +b, (w;(t)+ (T)2c@)w&))}sin(y) =0 
and by (67), (68) and [I, Theorem 4.31: 
u(x,O) = f(x), Ut(X, 0) = g(x), OlxIp. 
Thus, the following result has been established. 
THEOREM 2. Let c(t) be two-times continuously differentiabJe positive function in [0, +oo], sat- 
isfying the condition (51, and Jet f(x) and g(x) be functions in [0, p], satisfying conditions (67) 
and (68), respectively. Jf a,, b,, are defined by (661, and {m(t), wn(t)} is the fundamental set of 
solutions of equation (57), verifying (59), then u(x, t) defined by (65), (66) is an exact solution 
of problem (l)-(5). 
REMARK 2. The series solution u(z, t), provided by Theorem 2, presents two drawbacks from 
a computational point of view: first, the infiniteness of the series, and second, that the exact 
expression of the fundamental set of solutions {zn(t), wn(t)} of equation (57) verifying (59) is not 
available. This motivates the search of numerical solutions. 
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4. CONTINUOUS-NUMERICAL SOLUTIONS 
WITH A PREFIXED ACCURACY 
In this section, we address the following question. How do we construct a continuous numerical 
solution ii(z,t) of problem (l)-(5) in D(T) = {(z,t)/O < z I p, 0 I t I T} so that the error 
U(Z, t) - c(z, t) with respect to the exact series solution u(z, t) provided by Theorem 2 is smaller 
than a prefixed admissible error e, uniformly for (2, t) E D(T)? 
The strategy is as follows. First we truncate the infinite series u(z, t) defined by (65), (66), so 
that 
c bn(&t>l < f, uniformly for (z,t) E D(T). (77) 
nlno 
Second, we construct continuous numerical solutions 
approximating to 
respectively, so that 
no-1 
C (T,(z,t) - un(z,t)) < f, 
n=l 
uniformly for (z,t) E D(T). (78) 
For the sake of clarity, in the presentation of the next result we summarize some results about 
the numerical solution of second order differential equations of the type 
Y” = f(t, Y), Y(O) = 17, Y’(0) = 7j’, OltlT, (79) 
whose proof may be found in [7, Chapter 61. If we consider Stormer’s two-step formula 
Y n+2 - 2Y,+1+ yn = h2fn+1, n L 0, (80) 
where 
f n+1 = f (tn+1, Yn+1), tn+1 = (n + l)h, h > 0, 631) 
f(t,Y) satisfies a Lipschitz condition with constant L, and Yc, Yl are starting values, which are 
functions of h, 
Yo = vo(h)r Yl = n(h), (82) 
such that 
tmone(h) = r] and /Jrno n(h) - rlo@) 
+ 
h = q’, (83) 
then the discretization error 
en = Yn - Y&J, 0 I tn 5 T, (84) 
where Y(t,) is the exact theoretical solution of (79) at t,, and Y, is given by (80), satisfies the 
inequality: 
lenl <8(t,+h)6+ (tnLh)2Yh2exp((t,+h)2L), 0 I t, i T, (85) 
where 
Y = sup { IYc4)(t)l , 0 5 t, 5 T} , (86) 
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L is the Lipschitz constant of f, 6 is chosen so that 
P&l - Y(L.)l 5 hS, m = O,l, (87) 
and we assume that approximation Y, are computed by (80) without taking into account rounding 
errors. 
Thinking of applications of the above results to the numerical solution of the differential equa- 
tion (57), note that the theoretical solution of (57) verifies 
T”(t) = - y 2C(t)T(t); ( > 
T”‘(t) = - ( > F 2 (c’(t)T(t) + c(t)T’(t)} ; 
5$4)(t) = - Y! 
( p)2{-c(t)(q)2 c(t)T(t) + c”(t)T(t) + 2c’(t)T’(t) 
1 
; 
TV)(t) = - 22 ( p)2 [{dytj- (~)2c(t)2}T,.2c~(t)T’(t)]. 
638) 
In order to take the starting values Ye(h) and Yi verifying the conditions (83) and (87), let us 
choose 
yo = 7), Yl = 7) + hq’, (89) 
and then, taking into account Taylor’s theorem, one gets Y(h) = Y(0) + hY’(0) + (h2/2)Y”($h), 
with 0 < $h < h. Hence, the constant 6 > 0 appearing in (87) can be chosen by 
6 = 5 max{]Y”(t)], 0 < t I h}, (90) 
where Y(t) is the theoretical solution of the problem (79). 
Let c > 0 be an admissible error in the domain D(T). By (60)-(62), and (72), it follows that 
PlM P2MP 1 
kw,(t>I 5 7’ and Ibnwk(t)I I -- 
r&@Jn4’ 
OltlT, n>l. (91) 
Since xn,i l/n4 = r4/90 (see [6, p. 479]), let no be the first positive integer so that 
(92) 
Then, by (65) and (92), it follows that 
no-l 
u(z,t) - C {a,+(t) + b,uh(t)}sin y 5 C lhh(t) + b%(t)1 
n=l ( )/ nzno 
Let n be an integer with 1 5 n 5 n c - 1, and let us consider the initial value problems 
Y(0) = 1, Y’(0) = 0, 0 5 t 2 T, 
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and 
Y(O)=O, Y’(O)=l, O<t<T, (95) 
whose exact theoretical solutions are zn(t) and wn(t), respectively. Let iV be an integer and 
h > 0 so that 
Nh=T, (96) 
let {~~,~};=c be the approximation of zn(t) at t = t, = mh, constructed using Stormer’s 
formula 
2 
z,+z,,, - %+1,n + ~m,n = -h2 C(Grz+1) Gz+1,n, O<m<N-2, 
(97) 
zo,n = 1, Z1.n = 1, 
and let {~,4~=~ be the approximation of wn(t) at t = t, = mh, using Stormer’s formula 
2 
w,+2,n -2w,,+1,n + wm,n = -h2 c (&.+1> ‘W,+1,n, O<m<N-2 
(98) 
‘Wo,n = 0, w~,~ = h. 
By (60) and (go), the constant S r,n associated to the starting values of (97) by (87) takes the 
form 
5 
’ 
lsn<nc--1, (99) 
and by (63), (87) and (90) the constant &+, associated to the starting values of (98), is given by 
l<n<ns--1. 
Let Ci be defined by 
ci = ma { It(‘)(t)/ ) 0 < t 5 T} ) i = 1,2; (101) 
then, by (60)-(62), (88) and (lOl), the theoretical solutions zn(t) and w,(t), of problems (94) 
and (95), respectively, verify 
o~tyTIz~4)(t)l I M (y)” (,t (F)2C2+2Cln2T (t)‘C) , 
max wi4)(t) 5 M(~z(O))-~/~ 
O<KT I I -- 
(y) (c2+ (32c2 
l<nlns- 1, (102) 
2 
+2c1 $ 
(>( 
i + ~TMC(~(O))-~I~ 
)I 
, l<n<ns-1. 
(103) 
The Lipschitz constant for both problems (94) and (95) is 
( > 
2 
L,=C y , lI:nInc-1. 
By (85), and (99)-(104), the discretization error for 0 < h < 1, 
($1) = 2 m,n m.n - h(L), 4$ = wm,n - w(h), O<mlN, 
(lo41 
005) 
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verify 
where 
In an analogous way one gets 
where 
OlmlN, lInIn()-1, 
E2,n = 4(T + 1) + F(c(O))-‘/~F 
(107) 
(108) 
(109) 
Note that from (72), (105)-(109) it follows that 
1% ~~n@m> - h.,n]I + I& bn(tm) - wn,n]I I h ([a,[ El,, + lbnl E2,n) 
< h WA,n P2E2 n 
- n4 +-$’ > 
lInIno-1. 
Let ^(n be defined by 
PIEI n P2E2 n 
772 = --#+A; n3 
then, for 1 < n 5 no - 1, it follows that 
opmyN Ian MLJ - ~41 + I& [w&d - w,JI L hy,. - - 
NotethatforO<h<l,Nh=T, 
ad,,, + bnwmv,, lInIno--1, O<m<N, 
is the numerical approximation at t = t, = mh, of the function 
w,(t) + h4L(q, llnIno--1. 
(112) 
(113) 
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Now, we construct the linear B-spline function &(t) which interpolates the values a,z,(t) + 
&w,(t), 0 I m 2 N, defined by (see [8, Chapter 61) 
h(t) = ; {(&r&+1 - t) (an+ (hn) + bnwn (tm>) + (t - tm) (a~, (tm+l) + bnwn (tm+d)), (114) 
trn 5 t < kk+1r O<mlN-1. 
If we consider the linear B-spline function Tn(t) which interpolates the numerical approximation 
a,,++ + bnwm,n, 0 5 m 5 N, and defined by 
. 
T,(t) = ; {(tm+l - t) (wm,n + bnwn,n) + (t - tm) (w,+l,n + bnwm+l,n)}, 
trn It < tm+1, Olm<N-1, 
by [8, p. 2571, for 1 5 n 5 no - 1 and 0 5 t 5 T, it follows that 
lw,(t) + ha(t) - &@)I 5 $ 
2 
mm lanzn(t> + bnwdt)I, 
O<KT -- 
and from the properties of B-spline functions, [8, p. 2471, and (ill), it follows that 
max I&(t) -G(t)/ I max ]a, [z, (tm) - ~m+l + b, [w, (&) - w,,,lI < hi. 
O<t<T O<t<T -- -- 
By (60), (61), (72) and (116), for 1 5 n 5 no - 1 and 0 I t I T, it follows that 
Wd2 lanzn(t) + bnw$) - h(t)1 2 CT 
(115) 
016) 
017) 
018) 
From (116)-(118), if 0 < h < 1 and 0 < t 5 T, it follows that 
bnzn(t) + bnwn(t) - T,(t)1 5 I cwn(t) + ha(t) - %(t)I + IS&) - G(t)1 
ib(r,+F($)2(Pl+--$$=)), OLtlT, 1<nIno-l. (119) 
Taking 0 < h < 1 so that 
h < 2c2J1 [Y” + (MC/@ (n;np)2 (4 + pPJx&@] ’ 
(120) 
then from (119), (120), for (zr, t) E D(T), it follows that 
~~~i(~,.;..(t, + b,zo,(t)}sin (y) -lgiG(t)sin (?)I < i. (121) 
7Z=l 
By (93) and (121) one gets that 
no-l 
ti(z, &no) = c T,(t) sin 
n=l 
(122) 
where T,(t) is the linear B-spline function defined by (115), is an approximation of the series 
solution ~(5, t) of problem (l)-(5), p rovided by Theorem 2, so that the error ~(2, t) - G(s, t, no) 
is uniformly upper bounded by e in D(T). 
Summarizing, under the hypotheses and the notation of Theorem 2 the following procedure 
permits the construction of a continuous numerical solution whose error with respect to the exact 
series solution u(z, t) given by (65), (66), is uniformly upper bounded by E in D(T). 
STEP 1. TRUNCATION OF THE INFINITE SERIES. 
1. Let M be defined by Theorem 1, with X = nnjp and c(t) = It(t). Compute the constants 
PI and PZ by (72), and C by (62). 
2. Select the first positive integer no verifying (92). 
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STEP 2. CONSTRUCTION OF CONTINUOUS NUMERICAL SOLUTIONS. 
1. Compute constant C’s defined by (101) and for 1 I n I no - 1. Compute L, by (104), 
61,~ by (9% and &t,n by (100). 
2. Compute El,, by (107), Ez,,, by (109) and 7n by (llO), for 1 I n I no - 1. 
3. Select 0 < h < 1 verifying (120) with T/h integer. 
4. Let N = T/h and let t, = mh for 0 5 m < N. 
5. Take ~0,~ = 1, ~1,~ = 1, ~0,~ = 0, ‘~1,~ = h for 1 I n I no - 1. 
6. Construct the sequences {.z+~};=~ and {w~,~}~=~ for 1 2 n I no - 1, using Stormer’s 
formulae (97) and (98). 
7. Compute the values a,, b,, for 1 I n I no-l, using (66) and anzm,n+bnwm,n, 0 5 m 5 N. 
8. Construct the B-spline T,(t) defined by (115) for 0 I t 5 T and 1 I n < no - 1. 
9. The function a(~, t, no) defined by (122) is the required numerical approximation. 
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