INTRODUCTION
Precise cell cycle control is critical for proliferating cells, especially under conditions of genomic G1/S DETERMINES WEE1 INHIBITORY SENSITIVITY 57 stress. Modulation of the cell cycle checkpoint machinery is therefore often proposed as a therapeutic strategy to potentiate anti-cancer therapy 1 . Therapeutic inhibition of checkpoint kinases can deregulate cell cycle control and improperly force cell cycle progression, even in the presence of DNA damage. Chemical inhibitors for several cell cycle checkpoint kinases have been developed. Pre-clinical research, however, has shown that the efficacy of therapeutic checkpoint inhibition is context-sensitive and depends on the genetic make-up of an individual cancer 2, 3 . Therefore, to optimally implement such novel inhibitors in the clinic, the molecular characteristics that determine inhibitor activity need to be identified to select eligible patients and to anticipate on mechanisms of acquired resistance.
In response to cellular insults like DNA damage, cells activate cell cycle checkpoints to arrest proliferation at the G1/S or G2/M transition. These checkpoints operate by controlling the inhibitory phosphorylation on cyclin-dependent kinases (CDKs), key drivers of the cell cycle 4 . Most of the current knowledge concerns the regulation of CDK1, which is phosphorylated by the WEE1 kinase at tyrosine (Tyr)-15 to prevent unscheduled CDK1 activity 5, 6 . Conversely, timely activation of CDK1 depends on Tyr-15 dephosphorylation by one of the CDC25 phosphatases [7] [8] [9] [10] . When DNA is damaged, the downstream DNA damage response (DDR) kinases CHK1 and CHK2 inhibit CDC25 phosphatases through direct phosphorylation, which blocks CDK1 activation [11] [12] [13] . CDK2 appears to be under similar checkpoint control and is also phosphorylated by WEE1 on Tyr-15, which prevents unscheduled S phase entry. Conversely, CDK2 must be dephosphorylated by CDC25 phosphatases to become active, a process which is also controlled by the DDR 14, 15 . In addition to this fast-acting kinase-driven DDR network, a transcriptional program is activated through p53 stabilization 16 . Among the many p53 target genes, expression of the CDK inhibitor p21 is induced to mediate a sustained G1/S cell cycle arrest, which makes the G1/S checkpoint largely dependent on p53 17 . Many human tumors lack functional p53, and consequently cannot properly arrest at the G1/S transition. TP53-mutant cancers therefore enter S phase even in the presence of DNA damage and depend strongly on their G2/M checkpoint control for genomic stability. In line with this notion, therapeutic targeting of G2/M checkpoint kinases was proposed to improperly force p53-defective cells to progress through the cell cycle in the presence of DNA damage 1 .
WEE1 is one of the G2/M cell cycle checkpoint kinases for which selective chemical inhibitors have been developed as anticancer drugs 3, 18 . Inhibition of WEE1 potentiates DNA-damaging chemotherapeutics and radiotherapy and has cytotoxic effects as a single agent [19] [20] [21] [22] . The consensus view is that WEE1 inhibition facilitates tumor cell killing through G2/M checkpoint inactivation, which would catalyze mitotic catastrophe [23] [24] [25] . As expected, WEE1 inhibition is synergistic with DNA-damaging agents, specifically in TP53-mutant cancer cell lines 3 . However, a recent study indicated that only a subset of TP53-mutant patient-derived pancreatic cancer xenografts showed benefit from WEE1 inhibition 21 . This indicates that molecular determinants other than TP53 mutation status control the cytotoxic effects of WEE1 inhibition, but these determinants are currently unknown.
To improve cancer patient selection for WEE1 inhibitor treatment, to uncover possible mechanisms of resistance, and to help understand how WEE1 inhibitors mediate cytotoxicity, we aimed to identify gene mutations that determine sensitivity to WEE1 inhibition. To this end, we performed a functional genetic screen using unbiased generation of geneknockouts to identify gene mutations that confer resistance to WEE1 inhibition in a TP53-mutant background. Our data suggest that WEE1 inhibitor sensitivity is determined by the status of multiple 58 CHAPTER 4 genes that control S phase entry. In addition, we uncovered that aberrant cytokinesis and the ensuing genomic instability is a thus far unrecognized adverse consequence of WEE1 inhibition in cancer cells that are WEE1 inhibitorresistant.
RESULTS

S phase genes determine WEE1 inhibitor sensitivity
To identify genetic factors that determine the sensitivity of TP53-mutant cancer cells to WEE1 inhibition, a loss-of-function genetic screen was performed in the near-haploid human KBM-7 cell line, which harbors a serine (Ser)-to-glutamine (Glu) missense mutation at Ser-215 in p53 26 . The near-haploid karyotype of the KBM-7 cells allows 'gene-trap' retroviruses that carry a strong splice acceptor to randomly create instantaneous gene knock-outs, a process referred to as insertional mutagenesis.
Cytotoxicity assays revealed that KBM-7 cells were even more sensitive to WEE1 inhibitor MK-1775 (also called AZD1775) than the TP53-mutant MK-1775-sensitive cell lines MDA-MB-231 and SKOV3 (Fig. S1A ). Based on these results, we selected the IC95 doses of MK-1775 (300nM) to study the kinetics of cell death induced by WEE1 inhibition in KBM-7 cells. Time-course analysis of CDK1 phosphorylation at Tyr-15 revealed that WEE1 inhibition was effective within 15 minutes after administration (Fig. S1B) . Also, WEE1 inhibition resulted in reduced levels of CDK2 phosphorylation at Tyr-15, and elevated γH2AX levels as previously described 25 . MK-1775-induced cell death was visible from 6 hours of treatment onwards, as evidenced by PARP cleavage (Fig. S1B ) and the appearance of cells with sub-G1 DNA content (Fig. S1C) . Due to the effective induction of apoptosis within 48 hours of incubation (Fig. S1C) , and near-complete cell death within 72 hours (Fig. S1A ), we were able to use this setup for screening gene mutations that confer resistance to WEE1 inhibitor treatment. Approximately 60 million KBM-7 cells were randomly mutagenized using retroviral delivery of gene-trap virus. After mutagenesis, KBM-7 cells were treated with WEE1 inhibitor, and the surviving cells were allowed to grow colonies for 14 days. Integration sites of approximately 80,000 colonies were subsequently identified using massive parallel sequencing and were mapped to the human genome ( Fig. S1D and online Dataset S1) 27 .
Insertion site mapping identified 142 genes that fulfilled the criteria of having ≥15 gene-trap insertions and a ≥0.7 fraction of insertions in sense orientation ( Fig. 1A and online Dataset S2). Network and pathway enrichment analysis of the selected genes revealed G1/S regulatory control genes to be preferentially mutated in the surviving colonies ( Fig. 1B and Fig. S2 ). Of these, SKP2, CUL1 and CDK2 were selected for further validation. To this end, we infected nonmutagenized KBM-7 cells with plasmids harboring both an IRES-driven mCherry fluorescence reporter and shRNA cassette 28 , targeting either SKP2, CUL1 or CDK2. In line with our screening data, KBM-7 cells stably depleted of SKP2, CUL1 or CDK2, but not control-depleted cells (shSCR), outcompeted non-infected cells when WEE1 was inhibited, as evidenced by a gradual increase of mCherry-positive cells in WEE1 inhibitor-treated cultures compared to DMSO-treated cells (Fig.  1C, D and S3A ). Importantly, results were observed with two shRNAs per gene, and were confirmed with the structurally non-related WEE1 inhibitor PD-166285 (Fig. S3B) , as well as with shRNA-mediated WEE1 inactivation (Fig. S3C) .
Since KBM-7 cells are grown in suspension, are of leukemic origin and near-haploid genotype, they represent a very specific cancer entity and are more difficult to use for various follow-up experiments than adherent cells. Therefore, we validated whether CDK2, SKP2 or CUL1 inactivation also causes resistance to WEE1 inhibition in MDA-MB-231 breast cancer and SKOV3 ovarian cancer cell lines. MDA-MB-231 and SKOV3 cells were infected with shRNAs targeting CDK2, SKP2 or CUL1 while expressing IRES-driven mCherry ( Fig. 1D and S3A ). Under non-challenged conditions, MDA-MB-231 and SKOV3 cells in which CDK2, SKP2 or CUL1 were silenced were gradually lost from cultures, indicating that these genes contribute to cell proliferation or survival (Fig. S3D) . However, when the same cells were treated with WEE1 inhibitor, we found that cells depleted of CDK2, SKP2 or CUL1 drastically outcompeted noninfected cells (Fig. 1D) , confirming the results in KBM-7 cells. In addition, chemical CDK2 inhibition also rescued cytotoxicity induced by WEE1 inhibition in long-term proliferation assays, both in MDA-MB-231 and SKOV3 cells (Fig. S3E) . Finally, non-transformed as well as Ras-V12-transformed Tp53 -/-,Cdk2 -/-mouse embryonic fibroblasts (MEFs) 29 were highly resistant to WEE1 inhibition in contrast to Tp53 -/-MEFs, indicating that CDK2 is a cross-species determinant of WEE1 inhibitor sensitivity, regardless of oncogene status ( Fig. 1E and S4A , B). Thus, by combining an unbiased genetic screen with shRNA and knock-out-based followup experiments, we identified G1/S phase regulators as generic factors in determining WEE1 inhibitor sensitivity.
WEE1 inhibition is preferentially cytotoxic in S phase cells
Despite the well-described function of WEE1 in the G2/M transition, no clear regulators of the G2/M cell cycle transition were identified in our screen. Rather, the enrichment for G1/S regulatory genes suggested that WEE1 inhibition 
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predominantly exerts its cytotoxic effects during S phase. To test this hypothesis, we inhibited WEE1 in MDA-MB-231 cells that were synchronized at the G1/S transition using thymidine (Fig. S5A) . Treatment with WEE1 inhibitor immediately following thymidine wash-out resulted in robust induction of cells with sub-G1 DNA content, already emerging at approximately 12 hours after treatment (14,1 ± 2%, Fig. 2A and S5A ). To test if cell death induced by WEE1 inhibition requires S phase progression, we applied WEE1 inhibitor after cells had completed S phase. To this end, we synchronized cells in prometaphase using the reversible microtubule polymerase inhibitor nocodazole (Fig. S5B) . Upon nocodazole washout, cells synchronously exited mitosis to form G1 cells (Fig. S5B, upper panel) . When WEE1 was inhibited at the time of nocodazole wash-out, no significant increase in sub-G1 cells was observed at 12 hours after treatment, suggesting that cells indeed require ongoing S phase progression for WEE1 inhibition-induced cytotoxicity (4 ± 0.7%, Fig. 2A ). In line with this notion, cell death was induced in cells treated with WEE1 inhibitor during mitotic exit, but only at late time points, when these cells presumably entered a next round of S phase (Fig. S5B) . Thus, S phase progression appears to be responsible for the cytotoxic effect of WEE1 inhibition.
A remarkable observation during these experiments was that WEE1 inhibition during release from a nocodazole-induced mitotic arrest precluded the emergence of G1 cells (Fig. S5B) . Specifically, when WEE1 was inhibited during mitotic exit, cells remained with 4N DNA and at later points entered endoreplication indicated by >4N DNA content (Fig. S5B ). This phenomenon could indicate a role for WEE1 in promoting mitotic exit, or a WEE1 inhibitor-induced defect in cytokinesis, resulting in tetraploid G1 cells.
To assess if the cytotoxic potential of WEE1 inhibition during S phase was related to DNA break accumulation, we analyzed γH2AX levels over time after WEE1 inhibition ( Fig. 2B and S5C ). To subsequently test whether inactivation of the identified G1/S regulatory genes could rescue γH2AX formation, we combined WEE1 inhibition with stable depletion of SKP2 or CUL1, or with chemical CDK2 inhibition (Fig. 2C , S5D, E and F). Depletion of CUL1 or SKP2 resulted in a ~2-fold reduction in γH2AX-positive cells after 48 hours of WEE1 inhibition (23 ± 0.8% and 35 ± 0.1% respectively versus 53 ± 1% in control-depleted cells, Fig. 2C ), as did CDK2 inhibition after 24 hours (21 ± 1% versus 35 ± 2% in WEE1-inhibited cells, Fig. S5E, F) . Collectively, these results indicated that WEE1 inhibition leads to γH2AX accumulation, which can be prevented by genetic or chemical interference with S phase regulators.
Depletion of S phase regulatory genes rescues WEE1 inhibition induced loss of G2 phase
The observed cell cycle-dependent accumulation of DNA breaks and the defects in mitotic exit upon WEE1 inhibition prompted us to study the effects of WEE1 inhibition on cell cycle progression in more detail. To do so without chemical synchronization, we used the 'fluorescence ubiquitination cell cycle indicator' (FUCCI) system 30 . Monoclonal MDA-MB-231 or SKOV3 cell lines stably expressing FUCCI vectors were treated with WEE1 inhibitor and analyzed for 62 hours using video microscopy. Whereas controltreated cells progressed through the cell cycle with a G2 duration between ~5 and ~9 hours in MDA-MB-231 and SKOV3 respectively, WEE1 inhibition resulted in a decreased G2 length (5.9-fold and 3.4-fold in MDA-MB-231 or SKOV3, respectively), with consequent mitotic entry almost directly from S phase ( Fig. 3A and S7A ). In line with our screening data and flow cytometry results, CDK2 inhibition restored or even prolonged G2 duration (548 ±162 and 1005 ±94 minutes in MDA-MB-231 and SKOV3 respectively, Fig. 3A ), whereas CDK2 inhibition alone did not markedly alter G2 length (Fig. 3A) . Analogously, stable depletion CDK2, SKP2 or CUL1 also rescued G2 phase shortening upon WEE1 inhibition (Fig. 3B) . Thus, WEE1 inhibition leads to G2 phase abrogation, which is rescued by inactivation of identified S phase regulatory genes.
The rescue of G2 length in CDK2-inactivated cells coincided with the ability of cells to reduce the amount of DNA breaks prior to mitotic entry (Fig. S6A, B ), suggesting that a sufficiently long 
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G2 phase is required for DNA repair or that CDK2 affects DNA repair, as suggested previously 31 . In contrast, CDK2 inactivation did not influence the initial amount of DNA damage generated during S phase upon WEE1 inactivation (Fig. S6C, D) , nor did it alter the ability of WEE1 inhibition to abrogate the G2/M checkpoint (Fig. S6E, F) . It thus appears that a regained ability to repair DNA during G2 mechanistically underpins the ability of CDK2 axis inactivation to rescue WEE1 inhibitorinduced toxicity.
WEE1 inhibition results in cytokinesis failure
Besides the observed G2 phase abrogation, we noticed that WEE1 inhibition during mitosis resulted in abnormal mitotic exit (Fig. S7A ). We therefore analyzed the number of cells displaying aberrant mitotic exit upon WEE1 inhibition using live cell microcopy, and observed widespread cytokinesis failure, leading to G1 cells with multiple nuclei (Fig. 4A ). siRNA-mediated silencing of WEE1 induced similar cytokinesis defects with consequent increases in multinucleated cells, confirming the results obtained with the WEE1 inhibitor (Fig. S7B) . The observed cytokinesis failure explained the flow cytometry results in which nocodazole-released cells remained with 4N DNA content after mitotic exit (Fig. S5B) . Interestingly, when inhibition of WEE1 was combined with CDK2 inhibition, aberrant mitotic exit was not reverted, and multi-nucleation induced by WEE1 inhibition persisted (Fig. 4A) . Importantly, the observation that CDK2 inhibition rescued WEE1 inhibitor-induced γH2AX induction, G2 abrogation and cytotoxicity, but not cytokinesis failure, suggests that cytokinesis failure does not compromise cell viability per se and is independent of CDK2.
To test whether cytokinesis failure and consequent multi-nucleation is also observed in cells that survived long-term WEE1 inhibition, MDA-MB-231 cells were cultured for two weeks in the combined presence of WEE1 and CDK2 inhibitors (Fig. 4B) . Boundaries of individual cells within colonies were visualized using CD44 staining to facilitate analysis of nuclear content. Combined inhibition of WEE1 and CDK2 led to substantial increases in multi-nucleated cells when compared to either untreated or CDK2-inhibited cells (Fig. 4B and S7C) . Similarly, stable depletion of CDK2, SKP2 or CUL1 did not rescue the WEE1 inhibition-induced cytokinesis defect (Fig. 4C) . Thus, we conclude that WEE1 is required for normal mitotic exit, and that the WEE1-inhibitor-induced cytokinesis defect cannot be rescued by CDK2, SKP2 or CUL1 inactivation.
WEE1 is required for CDK1 inactivation during mitotic exit to ensure proper cytokinesis
Since Cyclin B/CDK1 represents the major source of CDK activity during mitosis, and CDK1 is a well-described substrate of WEE1, we tested whether altered levels of cyclin B/CDK1 activity could underlie the observed cytokinesis defect upon WEE1 inhibition. To this end, cells were synchronized in prometaphase using nocodazole, and isolated by mitotic shake-off. When controltreated cells were replated after nocodazole wash-out, cells exited mitosis within three hours as judged by the loss of the mitotic marker phospho-Histone H3, which coincided with Cyclin B degradation (Fig. S7D) . Simultaneously, CDK1 activity diminished during mitotic exit, as judged by loss of MPM2 reactivity, which detects phosphorylated CDK1 substrates (Fig. S7D) . Inhibition of WEE1 during nocodazole wash-out did not interfere with mitotic exit as judged by loss of phospho-Histone H3, and only marginally delayed Cyclin B degradation (Fig. S7D) . Remarkably, MPM2 reactivity in WEE1 inhibitor treated cells showed that CDK1 remained active up until 5 hours after nocodazole wash-out (Fig.  S7D) . Thus, WEE1 inhibition uncouples CDK1 inactivation from Cyclin B degradation during mitotic exit, and underscores a role for WEE1 in regulating CDK1 activity beyond mitotic entry.
Notably, the observed cytokinesis defect that was observed after WEE1 inhibition could be phenocopied by expression of the CDK1-AF allele, in which the WEE1 phosphorylation sites are mutationally inactivated (Fig. 4D) . In contrast to control transfected cells, expression of CDK1-AF-CFP resulted in mitotic exit without cytokinesis or karyokinesis, resulting in multi-nucleated cells (65%, Fig. 4D and S7E ). These data indicate that under conditions of WEE1 inhibition, CDK1 activity is sustained which leads to aberrant cytokinesis and consequent polyploidy.
DISCUSSION
Through unbiased genetic screening, we identified mutations in G1/S regulatory genes that determine WEE1 inhibitor sensitivity. Consistent with these findings, inactivation of these G1/S regulatory components rescued the accumulation of DNA damage and abrogation of G2 phase that is induced by WEE1 inhibition. In addition, we identified an additional function of WEE1: controlling chromosome segregation and cytokinesis. Notably, the aberrant cytokinesis following WEE1 inhibition did not compromise cell viability as such and may lead to severe genomic instability in cancer cells that survive therapeutic WEE1 inhibition.
For many years the mechanism underpinning WEE1 inhibitor-induced cytotoxicity was attributed to abrogating the G2/M cell cycle checkpoint. Specifically, loss of the G2/M checkpoint would force premature mitotic entry, leading to mitotic catastrophe. This model is in line with WEE1 inhibitors being preferentially effective in cancer cells lacking a G1/S checkpoint due to TP53 mutations 3, [32] [33] [34] . For this reason, we expected to find gene mutations that would restore the G2/M checkpoint or delay mitotic entry. However, the identified mutations were enriched for genes that control the G1/S phase transition, including CUL1, SKP2 and CDK2 (Fig. 1B) and did not show mutations in established G2/M regulators. The finding that inactivation of S phase-promoting genes rescued WEE1 inhibition was supported by our ensuing findings that DNA damage caused by WEE1 inhibition occurred during S phase, and that cytotoxicity required cells to progress through S phase ( Fig. 2A and 2B ). In line with our data, a previous study showed that down-regulation of CDK2, but not CDK1, rescued the accumulation of γH2AX in WEE1-depleted U2OS osteosarcoma cells 35 . Mechanistically, elevated CDK2 activity upon WEE1 inhibition appears to induce S phaserelated defects, including aberrant origin firing, nucleotide depletion and MUS81-dependent cleavage of stalled replication forks, with γH2AX formation as result 35, 36 . Additionally, WEE1 inhibition was shown to down-regulate ATR and CHK1 in a CDK-dependent fashion, which may contribute to the accumulation of γH2AX 37 . Our data additionally showed that the induction of γH2AX in S phase is required for WEE1 inhibitorinduced cytotoxicity, and can be reversed by CDK2 inhibition, likely by lengthening G2 phase and thereby providing time for repair ( Fig. 2A-C , S5C-F and S6A-D). Besides being required during S phase, we found that WEE1 is necessary during mitotic exit. Specifically, our data showed that WEE1 inhibition or mutation of the WEE1 phosphorylation site in CDK1 sustained the activity of CDK1 during mitotic exit, and resulted in karyokinesis and cytokinesis defects (Fig. 4 and S7) . As siRNAmediated WEE1 depletion induced a similarly pronounced cytokinesis defect, our observations are unlikely to be explained by off-target effects of MK-1775 (Fig. S7B) . The observed requirement for WEE1 during mitotic exit is intriguing, as WEE1 was previously described to limit CDK1 activity to prevent mitotic entry, rather than to control CDK1 activity during mitotic progression. Specifically, upon mitotic entry, CDK1 in conjunction with PLK1 and CK2, inactivate WEE1 through phosphorylation and promote its proteasomal degradation, which would argue against a role for WEE1 in CDK1 regulation after mitotic entry 38 . Nevertheless, Tyr-15 phosphorylation on CDK1 was observed early after mitotic exit, indicative of WEE1 re-activation during mitotic exit 39 , although this was only described to form a back-up mechanism during mitotic exit 40 . Since CDK1 phosphorylates -and thereby inhibits -multiple cytokinesis components including Separase, MKIp2 and ECT2, it is very likely that sustained CDK1 activity may underlie the defective cytokinesis that was observed after WEE1 inhibition [41] [42] [43] (Fig. 4) . Multi-nucleation upon WEE1 inhibition was previously noted, although it was suggested that these effects might have resulted in S phase defects 25, 44 . However, our data show that the aberrant mitotic exit was not caused indirectly by defective S phase progression, since addition of WEE1 inhibitor during release from a nocodazole-induced mitotic arrest showed near-complete cytokinesis failure (Fig. S5B) . Furthermore, our results are in line with yeast studies, in which WEE1 has a function beyond mitotic entry. Experiments with S. pombe showed that WEE1 regulation is part of the septation initiation network (SIN) during mitotic exit 45 . In addition, the S. cervisiae WEE1 ortholog SWE1 constitutes an anaphase checkpoint, which controls proper activation of the APC/C to allow mitotic exit 46 .
Our data support the notion that WEE1 performs multiple tasks, and that only certain subsets account for the cytotoxicity that is induced by WEE1 inhibitors. Although WEE1 is known to be required for proper G2/M checkpoint functioning, our results indicate that the cytotoxicity upon WEE1 inhibition is mediated primarily in S phase by regulating the CDK2 signaling axis. Additionally, our data show that WEE1 is required for proper mitotic exit to prevent genomic instability, in a CDK1-dependent fashion (Fig. 4E) .
This model has two important implications for the use of WEE1 inhibitors in cancer treatment. Firstly, the involvement of WEE1 in S phase explains why gene mutations in S phase regulatory genes provide a resistance mechanism for WEE1 inhibitors. Conversely, these data may explain why not all TP53-mutant cancers appear to be sensitive to WEE1 inhibition 21 . Indeed, expression levels of the identified S phase regulators are associated to varying degree with sensitivity to WEE1 inhibition in TP53 mutant cancer cell lines (Fig. S8A-C) 47, 48 . Hence, the activation status of S phase regulators may be useful as selection criteria for WEE1 inhibitor eligible patients. Previously, the activation status of CDKs was implemented to predict chemotherapeutic responses in breast cancers 49 . In these studies, a profiling-risk score based on CDK1 and CDK2 showed that high CDK activity was associated with high pathological complete response rates. In the context of WEE1 inhibition, CDK2 activity could be measured on tumor biopsies prior to treatment with WEE1 inhibitors. Our findings also implicate that caution is required when WEE1 inhibitors are combined with other molecularly targeted agents, such as the recently developed CDK4/6 inhibitors, which may nullify the cytotoxic effects of WEE1 inhibition. Secondly, if cells survive the cytotoxic effect of WEE1 inhibition due to inactivated S phase regulators, inhibition of WEE1 entails the risk of inducing multi-nucleation. Previous research has shown that spontaneous or chemically-induced tetraploidization increases tumorigenic potential 50, 51 . For this reason, cancer cells with unusually low expression or activity of S phase regulators, such as CDK2, are not suited for treatment with WEE1 inhibitors because of the risk of tumor cells becoming more aggressive.
MATERIALS AND METHODS
Cell lines
Human near-haploid KBM-7 cells were cultured in Iscove's Modified Dulbecco's Medium (IMDM). MDA-MB-231 breast cancer cells, SKOV3 ovarian cancer cells and HEK293T human embryonic kidney cells were cultured in Dulbecco's Modified Eagle's Medium (DMEM). Growth media for each line were supplemented with 10% fetal calf serum (FCS) and penicillin/streptomycin (100 units/ml). All cell lines were cultured at 37°C in a humidified incubator supplied with 5% CO2. When indicated, cells were treated with nocodazole (Sigma Aldrich), MK-1775 (Axon Medchem), PD-0166285 (kindly provided from Pfizer), SU-9516 (Sigma Aldrich) or thymidine (Sigma Aldrich). All chemicals were dissolved in DMSO, except for thymidine, which was dissolved in water. Primary mouse embryonic fibroblasts (MEF) presenting the Tp53 -/-genotype jointly or not with the Cdk2 -/-genotype were isolated from E13.5 mouse embryos as described previously 29 . Briefly, the head and the visceral organs were removed, the embryonic tissue was chopped into fine pieces by a razor blade, trypsinized 15 minutes at 37°C, and finally tissue and cell clumps were dissociated by pipetting. Cells were plated in a 10cm culture dish (passage 0) and grown in DMEM, supplemented with 10% fetal calf serum and 1% penicillin/streptomycin. Primary MEFs were cultured in a humidified incubator with 5% CO2. In order to transform MEFs, cells were retrovirally transduced with pBABE-puro Ras-V12G and were selected with 2 µg/ml of puromycin.
Viral infection
KBM-7, MDA-MB-231 and SKOV3 cells were transduced with pLKO.1 vectors, which either carried an IRES mCherry cassette (pLKO.1-mCherry) or a puromycin resistance cassette (pLKO.1-puro). Both pLKO.1 vectors were a kind gift from Dr. Schuringa (UMCG, The Netherlands) and described previously 28 . Short hairpin RNAs 66 CHAPTER 4 (shRNAs) against SCR, CDK2, SKP2 or CUL1 were cloned into pLKO.1 vectors using the Age1 and EcoR1 restriction sites. The hairpin targeting sequences that were used are: CDK2 #1, 5'-GCCCTCTGAACTTGCCTTAAA-3'; CDK2 #2, 5'-AAGAGCTATCTGTTCCAG-3;' SKP2 #1, 5'-GCCTAAGCTAAATCGAGAGAA-3'; SKP2 #2, 5'-GATAGTGTCATGCTAAAGAAT-3'; CUL1 #1, 5'-GCCAGCATGATCTCCAAGTTA-3'; CUL1 #2 5'-CCCGCAGCAAATAGTTCATGT-3'; WEE1 5'-TTCTCATGTAGTTCGATATTT-3' and SCR 5'-CAACAAGATGAAGAGCACCAA-3'. Lentiviral particles were produced as described previously 28 . In brief, HEK293T packaging cells were transfected with 4 μg plasmid DNA in combination with the packaging plasmids VSV-G and ΔYPR. Virus-containing supernatant was harvested at 48 and 72 hours after transfection and filtered through a 0.45 μM syringe filter, and used to infect target cells in three consecutive 12 hour periods. To generate FUCCI-MDA-MB-231 and FUCCI-SKOV3 cells, MDA-MB-231 and SKOV3 cells were simultaneously infected with the FUCCI cell cycle reporter constructs pCSII-mVenus-hGeminin (1-110) and pCSII-EF-mCherry-hCdt1 (30-120). The FUCCI plasmids were a kind gift of Dr. Miyawaki (RIKEN, Japan) and described previously 30 . To generate lentiviral particles, HEK293T packaging cells were transfected with 2 μg DNA of each FUCCI reporter in combination with packaging plasmids ΔYPR and VSV-G. Virus-containing supernatant was harvested at 48 hours after transfection. After one round of infection, MDA-MB-231 and SKOV3 cells were sorted into monoclonal FUCCI cell lines using a Moflo cell sorter.
Transient transfection
MDA-MB-231 cells were seeded into an 8-chambered cover glass plates (Lab-Tek-II, Nunc) and were transfected 12 hours later with 0.25 μg CDK1-AF-CFP or CDK1-WT-CFP by using the Fugene 6 reagent (Promega). At 24 hours after transfection cells were treated with MK-1775 (4 μM) and imaged for 62 hours.
Gene-trap mutagenesis and mapping of insertion sites KBM-7 cells were mutagenized as previously described 27 . In summary, approximately 60x10E7 KBM-7 cells were retrovirally infected with the gene-trap vector pGT, containing a strong splice acceptor. A ~75% infection rate was achieved based on GFP positivity. Mutagenized cells were treated with 300nM of the WEE1 inhibitor MK-1775 and plated at ~80,000 cells per well in 96-well plates. Surviving colonies at 14 days after MK-1775 treatment were pooled prior to genomic DNA isolation. Genomic DNA flanking gene-trap pro-viral DNA was sequenced to identify the insertion sites as described before 27 . In summary, genomic DNA was isolated from ~40 million cells, digested using NlaIII and MseI, and subjected to a Linear Amplification (LAM)-PCR protocol followed by sequencing using the Genome Analyser platform (Illumina). Reads were aligned to the human genome (hg18), and the number of insertions in sense orientation, which are inactivating mutations, per individual gene was calculated as well as the total number of insertions (online Dataset S1). Genes with 15 or more gene trap insertions of which more than 70% were inactivating were selected as hits (online Dataset S2). In the Z-plane, 6 images were acquired at 0.5-micron interval. Image analysis was done using SoftWorX software (Applied Precision/GE Healthcare).
Long-term mCherry competition assay
MTT assays KBM-7, MDA-MB-231 or SKOV3 cells were plated in 96-well plates at 10.000, 3.500 or 3.000 cells per well respectively and treated with indicated concentrations of MK-1775. After 72 hours of treatment, methyl thiazol tetrazolium (MTT) was added to a final concentration of 0.5 mg/ml and cells were incubated for four additional hours. Cells were then dissolved in DMSO and the produced formazan was measured at 520 nm with a Bio-Rad iMark spectrometer.
Protein lysate preparation and immunoblotting
Knockdown efficiencies and the biochemical responses to MK-1775 treatment were analyzed by Western blotting. Cells were lysed in Mammalian Protein Extraction Reagent (MPER, Thermo Scientific), supplemented with protease inhibitor and phosphatases inhibitor cocktail (Thermo Scientific). 40 μg of protein extract was used for separation by SDS-PAGE. Separated proteins were transferred to Polyvinylidene fluoride (PVDF) membranes and blocked in 5% bovine serum albumin (BSA) in tris-buffered saline (TBS), with 0.05% Tween20. Immunodetection was done with antibodies directed against rabbit anti-phospho-Y15-CDK1 (Abcam, ab133463), rabbit anti-phospho-Y15-CDK2 (Abcam, ab76146), rabbit anti-phospho-S780-Rb (Cell Signaling, #9307), rabbit anti-phopho-Ser139-histone-H2A.X (Cell Signaling, #9718), rabbit anticleaved-PARP (Cell Signaling, #9541), goat anti-CDK2 (Santa Cruz, sc-163), mouse anti-SKP2 (Santa Cruz, sc-74477), rabbit anti-CUL1 (Santa Cruz, sc-17775), rabbit anti-Cyclin B (Santa Cruz, sc-752), mouse anti-MPM2 (Millipore, 05-368), mouse anti-phospho-S10-histone H3 (Cell Signaling, #9706) and mouse anti-Actin (MP Biomedicals, 69100). Appropriate horseradish peroxidase (HRP)-conjugated secondary antibodies (DAKO) were used and signals were visualized with enhanced chemiluminescence (Lumi-Light, Roche Diagnostics) on a Bio-Rad bioluminescence device, equipped with Quantity One/ChemiDoc XRS software (Bio-Rad).
Long-term colony formation and survival assays
For a long-term colony formation assays, MDA-MB-231 and SKOV3 cells were seeded into 6-well plates (1x10E3 cells per well) and treated with either 500nM MK-1775 or DMSO in combination with increasing doses (125-1000nM) of the CDK2 inhibitor SU-9516. After 14 days, cells were fixed in methanol, stained with Coomassie Brilliant Blue and photographed. All assays were performed independently at least three times. Non-transformed or Ras-V12-transformed MEFs were seeded into 6-well plates (5-10x10E4 cells/well) and cultured in the absence or presence of MK-1775 (500nM). After four days, cells were fixed, stained with crystal violet and photographed. For quantification, the crystal violet 68 CHAPTER 4 stain was extracted in 10% acetic acid and quantified at OD 595nm. All assays were performed independently at least two times.
Cell cycle analysis
Cells were synchronized at the G1/S transition using a 24-hour incubation with 2.5mM thymidine. Alternatively, cells were synchronized at prometaphase using 250ng/ml nocodazole. After extensive washing, cells were released and harvested at indicated time points and subsequently fixed in ice-cold 70% ethanol. Cells were stained with rabbit anti-phopho-Ser139-histone-H2A.X (Cell Signaling, #9718) and subsequently stained with Alexa488-conjugated goat anti-rabbit secondary antibody, in combination with propidium iodide/RNAse treatment. To assess G2/M checkpoint function, cells were treated with doxorubicin (1μM) for 16 hours. After 30 minutes of doxorubicin treatment, nocodazole (250ng/ml) was added to cultures to trap cells in mitosis. If indicated, cells were treated with MK-1775 (4μM) at the moment of doxorubicin addition. Cells were fixed in ice-cold ethanol (70%), and stained with MPM2 antibody (Millipore, 05-368) and subsequently stained with Alexa647-conjugated goat anti-mouse secondary antibody, in combination with propidium iodide/RNAse treatment. At least 20,000 events were analyzed per sample on a FACSCalibur (Becton Dickinson).
FlowJo software was used to analyze data.
Immunofluorescence microscopy MDA-MB-231 and SKOV3 cells were grown on glass coverslips in 6-well plates. If indicated, cells were treated with MK-1775 (500nM) in the absence or presence of SU-9516 (1µM). At 14 days after treatment, cells were fixed in 4% paraformaldehyde in PBS. Subsequently, cells were stained with rat anti-CD44 (BioLegend, #103002) combined with Alexa488-conjugated goat anti-rat secondary antibody and counterstained with DAPI. Images were obtained using a Leica DM6000B microscope equipped with a 10x objective (Leica HC PL FLUOTAR 10x/0.30) and LAS-AF software (Leica). In total 100-500 cells were scored per condition. Alternatively, cells were grown on glass cover slips and transfected with 40nM WEE1 siRNA (#1 WEE1HSS111337 and #2 WEE1HSS111338; Invitrogen) or "medium GC duplex" control siRNA (Life Technologies; Cat. No: 12935-300). At 96 hours after siRNA transfection, cells were fixed and stained as described above.
Analysis of mRNA expression in relation to WEE1 inhibitor sensitivity
Data from the Sanger drug compound screen on cancer cell lines (cancer.sanger.ac.uk) was used 47 . Specifically, IC50, IC75 and IC90 data for the WEE1 inhibitor with Pubchem identifier (CID: 10384072) was retrieved for breast and ovarian cancer cell lines. Available mRNA expression data for these cell lines were in retrieved from Cancer Cell Line Encyclopedia (CCLE) project (http://www.broadinstitute.org/ccle) 48 . Of 33 breast and ovarian cancer cell lines, both WEE1 inhibitor sensitivity and mRNA expression data were retrieved (online Dataset S3). Expression of CDK2, SKP2 and CUL1 and corresponding IC50, IC75 and IC90 values were plotted and linear regression (R 2 ) values were calculated using GraphPad Prism software. FUCCI-MDA-MB-231 cells were left untreated or were treated with MK-1775 (4μM) alone or in combination with SU-9516 (1μM). Subsequently, cells were imaged every 7 minutes for 62 hours. Progression from S via G2 into M phase was monitored using FUCCI reporters to score the duration of G2 phase. Representative experiments are shown, with t=0 denoting the onset of G2 phase. Zoom-in images of right-most panels indicate cell boundaries (dashed lines) and nuclear content (arrows) after cell division. (B) MDA-MB-231 and SKOV3 cells were transfected with SCR or WEE1 siRNA. After 4 days, cells were fixed and stained as described in (Fig. 4B) 
