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We describe characteristic physical properties of the recently introduced class of de-
confined quantum critical points. Using some simple models, we highlight observables
which clearly distinguish such critical points from those described by the conventional
Landau-Ginzburg-Wilson framework: such a distinction can be made quite precisely
even though both classes of critical points are strongly coupled, and neither has sharp
quasiparticle excitations. We also contrast our classification from proposals by Bernevig et
al. and Yoshioka et al..
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1. Introduction
A major focus of the study of correlated electron systems has been the analysis of contin-
uous quantum phase transitions in two spatial dimensions. These are described by quantum
field theories in 2+1 spacetime dimensions, and the most interesting are strongly-coupled: this
means that there is no formulation of the critical theory in terms of free boson or fermion
fields. (Indeed no such free field description is known for a wide variety of interesting critical
points in 2 + 1 dimensions, and most probably simply does not exist). Rather, the gapless
critical excitations interact with each other with a coupling of order unity. In contrast, in
1+1 dimensions it is often the case that there is a preferred formulation of the critical theory
in terms of free fields. In the absence of such a free field formulation, there is no direct and
simple physical interpretation of the excitation spectrum of 2+1 dimensional critical points,
and of the interactions between the excitations.
Nevertheless, a great deal of understanding of some 2+1 dimensional critical points has
been achieved by what may be called the Landau-Ginzburg-Wilson (LGW) framework.1 In
the LGW approach one identifies the order parameter (denoted ϕ) and elementary excitations
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(usually, fluctuations of ϕ) characterizing the phases adjacent to the critical point; then, as we
review below, a sophisticated renormalized perturbation theory of the interactions between ϕ
excitations can be developed to also describe the spectrum of the quantum critical point.
In recent work,2 we have argued that there are certain 2+1 dimensional critical points
which do not fall into the above LGW framework. For these critical points, the best starting
point for a description of the critical theory is not the order parameter, but an emergent
set of fractionalized excitations which are special only to the critical point, and not present
in either phase adjacent to the critical point. Moreover, there is an additional topological
structure present at the critical point, connected with a topological conservation law. The
extra conserved quantity is conveniently interpreted as the total flux of a gauge field that
emerges at the critical point. This total flux is conserved only asymptotically at low energies
at the quantum critical point. This conservation law provides a sharp distinction between
these deconfined critical points and the conventional LGW critical points (for which there
is no such conservation law). We will review an example of such a deconfined critical point
below.
We strongly emphasize that the phenomena displayed near the quantum critical points
we have dubbed deconfined are strikingly different from those near more conventional (even
if strongly interacting) ones. Thus the nomenclature ‘deconfined’ has physical content, and
is not just a matter of imposing terminology on some familiar and well-understood critical
phenomena. Indeed, not all strongly interacting critical points are to be regarded as deconfined.
In earlier work, Laughlin3 had proposed fractionalization at 2+1 dimensional critical
points on phenomenological grounds. However, the specific implementation of his scenario by
Bernevig, Giuliano, and Laughlin4 disagrees with the classification we have proposed above.
Indeed the example considered - the usual O(n) critical point in 2 + 1 dimensions, the field
theory in Eq. (2.4) below - is universally accepted as the canonical example of LGW critical-
ity, including by Bernevig et al.4 Despite this, Bernevig et al.4 predicted “a new spectroscopic
effect that should occur very generally at quantum phase transitions described by O(n) σ-
models”—the existence of “excitations similar to meson resonances” of fractionalized spin
S = 1/2 “elementary excitations with integrity analogous to spinons”. As discussed in Sec-
tion 2, for the usual O(n) critical point as described by Eq. (2.4), the spectrum5 near the phase
transition can be fully understood in terms of the renormalized perturbation theory of S = 1
ϕ excitations, and it does not display any signatures of fractionalized S = 1/2 spinon-like
excitations at any length scale. In particular, the resonances predicted by Bernevig et al. sim-
ply do not exist in this model. Moreover, if such resonances are found for a particular model
which exhibits a quantum critical point in this universality class, they must be ascribed to
non-universal (usually) lattice scale phenomena unrelated to the universal critical singularities
associated with the phase transition.
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An example of our deconfined critical points is reviewed in Section 3: it is described by
the critical quantum field theory in Eq. (3.2) of S = 1/2 complex spinors za and a non-
compact U(1) gauge field Aµ. The presence of the gauge field, and the associated ‘photon’-
like excitations, is a consequence of the topological conservation law at the critical point. A
key point is that this field theory applies at all length scales (much larger than the lattice
spacing) only at the quantum critical point. Away from the critical point, there is a very
large length scale (much larger than the usual order parameter correlation length) beyond
which ‘dangerously irrelevant’ corrections eventually dominate, and lead to the loss of the
topological conservation law. The fractionalized degrees of freedom that rear their head at the
critical point also undergo confinement by this scale. The presence of this second very large
length scale is an important secondary characteristic of our deconfined critical points.
On a different note, we also strongly emphasize that the occurrence of deconfined quan-
tum critical points does not in the least imply that fractionalized excitations are necessarily
associated with quantum criticality in 2 + 1 dimensional strongly correlated systems (other
than in the fractional quantum Hall effect). Indeed, a large body of solid theoretical work
over the last several years has established the stability of quantum phases of matter in two or
higher dimensions where the excitations have fractional quantum numbers. These higher di-
mensional fractionalized phases, and the deconfined quantum critical points, have in common
the presence of extra topological structure absent in the microscopic models in which they
arise. This structure is associated with the presence of new topological conservation laws that
are useful characterizations of the deconfinement. The corresponding conserved quantities can
fruitfully be viewed as the fluxes of appropriate deconfined gauge fields.
We will present examples of a LGW and a deconfined critical point in the following two
sections, and contrast their properties. A simple example of a LGW critical point, presented
in Section 2, is provided by lattice models of O(n) quantum rotors. These display second order
quantum phase transitions between ordered phases where the O(n) symmetry is broken, and
simple disordered phases which preserve all the symmetries of the microscopic Hamiltonian.
The phase transition is in the universality class of the usual O(n) model in 2+1 dimensions
(and is described by the continuum O(n) non-linear sigma model field theory in Eqs. (1.5) and
(2.4)). A more sophisticated microscopic situation, presented in Section 2.1, which displays a
quantum transition in the same universality class is a model of spin-1/2 quantum Heisenberg
spins on a ‘dimerized’ lattice. In all these cases the transition is well-described within the
standard LGW paradigm. Indeed this paradigm was evolved in the specific context of these
universality classes - albeit viewed as thermal phase transitions in three dimensions. In contrast
to this situation, our deconfined critical points,2 reviewed in Section 3, display strikingly
different phenomena. We will review one example - namely the transition between Ne´el and
valence bond solid ordered phases of spin-1/2 square lattice quantum antiferromagnets - that
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aptly illustrates the breakdown of the LGW paradigm.
The following discussion in this section presents characteristics of the phase transition
which apply in both the LGW and deconfined cases.
One of the phases beside both phase transitions is characterized by the non-zero expec-
tation value of the Ne´el order parameter ϕα (α = x, y, z), representing the component of
the staggered spin polarization at an ordering wavevector K. We tune the system across the
quantum phase transition by varying a coupling g. For g < gc, the ground state has Ne´el order
and hence
〈ϕα〉 6= 0 ; g < gc, Ne´el state. (1.1)
The quantum critical point of interest is at g = gc, and for g > gc SU(2) spin rotation
invariance is restored and we have the paramagnetic ground state:
〈ϕα〉 = 0 ; g > gc, paramagnetic state. (1.2)
In both the cases we consider below, the paramagnetic state has a sharp S = 1 excitation
which can be interpreted as the oscillations of the order parameter ϕα about its zero mean
value in Eq. (1.2). This implies that the susceptibility of ϕα autocorrelations, χϕ, has the
following form at small frequencies (ω) and wavevectors (k):
Im [χϕ(k, ω)] ∼
Z
∆
δ(ω −∆−O(k2)) + . . . ; g > gc. (1.3)
Here ∆ is the spin gap above which the S = 1 excitation has a quadratic dispersion,and Z
is the quasiparticle residue. The low energy spinful excitations of the paramagnet therefore
have a simple quasiparticle interpretation.
Now let us consider the spectrum at the critical point g = gc. Both critical points described
below have an effective ‘relativistic’ invariance and the critical susceptibility has the form
χϕ(k, ω) ∼
1
(c2k2 − ω2)1−η/2
; g = gc, (1.4)
where the exponent η is anomalous dimension of the ϕα field, and c is a velocity. Note that
because η 6= 0, the imaginary part of Eq. (1.4) does not have quasiparticle delta-function,
but only a continuum contribution for ω > ck. So, clearly, there are no S = 1 quasiparticle
excitations at the quantum critical point. This absence of quasiparticles is a general property
of strongly-coupled quantum critical points.
In Section 2, we will argue that in many cases the continuum spectral density in Eq. (1.4)
can be understood in LGW theory by an evolution from the quasiparticle spectral density in
Eq. (1.3) (contrary to claims by Bernevig et al.4). We can use perturbative renormalization
group techniques to analyze the consequences of interactions between the S = 1 quasiparticle
excitations. As we approach the critical point with g ց gc, these interactions lead
5 to a
decrease in Z until it vanishes at g = gc, and the spectral density takes the non-quasiparticle
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form in Eq. (1.4). The magnitude of the anomalous dimension η is usually small in such an
approach, and this underlies the success of the perturbative approach.
Section 3 will turn to the novel deconfined critical points. The forms in Eqs. (1.1), (1.2),
(1.3), and (1.4) continue to apply in this case too. So the critical spectrum in Eq. (1.4) is
present in both the LGW and deconfined cases, and is not an indicator of fractionalization by
itself. However in the deconfined case, the underlying theory of the excitations leading to the
response function in Eq. (1.4) is different, and expressed in terms of fractionalized modes. A
sharp observable distinction between the two cases lies in the emergence of a new conservation
law at the critical point. The topological flux is defined (in the continuum limit) by
Q =
1
4π
∫
dxdyǫαβγϕα∂xϕβ∂yϕγ , (1.5)
(here, we have rescaled ϕα to be a unit vector—details in the sections below) and measures
the skyrmion number6 of the spin configuration. Q is conserved only at the g = gc deconfined
critical point, and not at other values of g. It is also not conserved at any value of g for the
LGW case discussed in Section 2. The conservation of Q signifies the emergence of an extra
global U(1) symmetry at the deconfined critical point, and the presence of an additional set of
gapless gauge excitations. A secondary consequence is that it naturally leads to larger values
of the exponent η in Eq. (1.4) for deconfined critical points.
2. LGW criticality
Consider a lattice model of O(n) quantum rotors. The n = 2 case is well-studied in the
context of superconductor-insulator transitions in Josephson junction arrays. The n = 3 case
describes quantum phase transitions in certain classes of quantum antiferromagnets. This class
of models has been regarded as prototypical of quantum phase transitions (in much the same
way as the classical O(n) models are prototypes of thermal phase transitions). Here we will
briefly review their properties. This will set the stage to appreciate the novel and unusual
phenomena near the deconfined quantum critical points.
For concreteness, we specialize to the case n = 3.
H = g
∑
r
~L2r
2
−
1
g
∑
〈rr′〉
nˆr · nˆr′ (2.1)
Here nˆr is a three component unit vector on the sites r of a square lattice. The vector operator
~Lr is the corresponding angular momentum which generates rotations of nˆr. For small g the
second ‘potential’ term in the Hamiltonian dominates and the nˆ vector orders:
〈nˆr〉 6= 0 (2.2)
The O(3) symmetry of the Hamiltonian H is then spontaneously broken down to O(2). The low
energy excitations are simply two linearly dispersing ‘spin waves’ as required by Goldstone’s
theorem. For large g, on the other hand, the first term dominates. In this case the ground state
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is a paramagnet which preserves all the symmetries of the Hamiltonian. (A simple caricature
of the ground state is obtained by putting each rotor in the ~L2r = 0 state.) The low energy
excitations about this state are now gapped and simply correspond to a massive triplet of
spin-1 bosons.
Upon increasing g there is a quantum phase transition between these two phases. The
crucial conceptual idea behind the description of this transition is that all the universal critical
singularities are due to the long wavelength long time fluctuations of the order parameter field
nˆ. This idea (which can ultimately be traced to Landau) underlies all of our understanding
of phase transitions. A suitable continuum theory that describes these fluctuations is indeed
the O(3) non-linear sigma model field theory in 2 + 1 dimensions:
Snlsm =
∫
d2xdτ
1
2g
[
(∂xnˆ)
2 + (∂ynˆ)
2 +
1
c2
(∂τ nˆ)
2
]
(2.3)
Equivalently, we may soften the unit vector constraint on nˆ by letting nˆ ∼ ~ϕ and study a
‘soft-spin’ version of the same theory which has the same universal critical properties:
Sϕ =
∫
d2rdτ
[
1
2
{
(∂τϕα)
2 + c2 (∂xϕα)
2
+c2 (∂yϕα)
2 + sϕ2α
}
+
u
24
(
ϕ2α
)2]
. (2.4)
Here we have rescaled ϕα to fix the co-efficient of the temporal gradient term at unity, and
the quantum critical point is tuned by varying s; in mean-field theory s ∼ g − gc.
It is a simple matter to explore the spectrum of excitations in g < gc and g > gc phases
in powers of u. The results are identical in form to those obtained above for the lattice
Hamiltonian. For g < gc we obtain a doublet of spin wave modes with linear dispersion, while
for g > gc we obtain a triplet of ϕα oscillations about ϕα = 0 with a non-zero energy gap.
The analysis of Sϕ at g = gc requires a somewhat more sophisticated approach. We use
the fact that the field theory Sϕ is actually a familiar and well-studied model in the context of
classical critical phenomena. Upon interpreting τ as a third spatial co-ordinate, Sϕ becomes the
theory of a classical O(3)-invariant Heisenberg ferromagnet at finite temperatures. The Curie
transition of the Heisenberg ferromagnet then maps onto the quantum critical point between
the paramagnetic and Ne´el states described above. A number of important implications for
the quantum problem can now be drawn immediately.
First, the structure of the renormalization group flows that describe the critical fixed
point is well-known. The critical fixed point has precisely one relevant perturbation (which
describes the parameter tuning the system through the transition). The flow away from the
critical fixed point ultimately ends in stable fixed points that characterizes either of the two
phases. There is a single diverging length scale on approaching the transition. For instance, on
the paramagnetic side this may simply be taken to be the spin correlation length. Associated
with this there is a single diverging time scale - or equivalently a vanishing energy scale.
6/20
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Again, on the paramagnetic side this may be taken to be the gap to the triplon excitations.
The theory Sϕ has a ‘relativistic’ invariance, and consequently the dynamic critical exponent
must be z = 1. The critical fixed point may be accessed in controlled expansions in 3 − ǫ
dimensions or directly in d = 2 in an 1/n expansion. Excellent numerical results for a variety
of universal properties are also available.
The spin correlation length will diverge at the quantum critical point with the exponent7
ν = 0.7048(30). The spin gap of the paramagnet, ∆, vanishes as ∆ ∼ (g − gc)
zν , and this
prediction is in excellent agreement with numerical studies of the model Hd in Eq. (2.6)
below.8
A somewhat more non-trivial consequence of the mapping to the classical three dimen-
sional problem is in the structure of the spectrum at the critical point g = gc. At the Curie
transition of the classical ferromagnet it is known1 that spin correlations decay as ∼ 1/p2−η,
where p is the 3-component momentum in the 3-dimensional classical space. We can now an-
alytically continue this expression from its pz dependence in the third classical dimension to
the real frequency, ω, describing the quantum antiferromagnet. This immediately yields the
general result Eq. (1.4); the imaginary part of the dynamic susceptibility has the form
Imχϕ(k, ω) ∼ sgn(ω) sin
(πη
2
) θ (|ω| − c|k|)
(ω2 − c2k2)1−η/2
(2.5)
where θ is the unit step function. As expected, there are no quasiparticles at the critical point,
and only a dissipative critical continuum.
On moving away from the critical point - say into the paramagnetic phase - the spectrum
crosses over into that characteristic of the paramagnetic fixed point at a scale set by the
energy gap ∆. There is a delta-function pole in the dynamic susceptibility as in Eq. (1.3),
and additional universal structure at higher frequencies. Indeed (at zero momentum) the only
scale for the frequency in the universal scaling limit is ∆. The presence of this single scale
implies that there can be no structure (such as resonances) in the spectral function that have
width that is parametrically smaller than their energy - hence there is no real sharp meaning
that can be given to statements about the existence of ‘spinons’ with integrity near this kind
of quantum phase transition.
The key point of this section is to note that the critical results in Eqs. (1.4) and (2.5) can
be understood entirely within the framework of the LGW theory, as presented e.g. in the book
by Ma.1 We set up a renormalization group analysis in powers of u, and then compute the
correlators of the critical theory by a renormalized pertubative analysis of the renormalization
group fixed point. The only additional subtlety is the analytic continuation to real frequencies,
and this is aided by the relativistic invariance of the underlying theory, as we have seen above.
7/20
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Fig. 1. The coupled dimer antiferromagnet. Spins (S = 1/2) are placed on the sites, the A links are
shown as full lines, and the B links as dashed lines.
2.1 Coupled dimer antiferromagnet
To see how a transition in the universality class described above may arise in quantum
antiferromagnets of spin-1/2 Heisenberg moments on two dimensional lattices, it is instructive
to consider the following the “coupled dimer” Hamiltonian9 (more detail may be found in
another recent review by one us10):
Hd = J
∑
〈ij〉∈A
Si · Sj +
1
g
J
∑
〈ij〉∈B
Si · Sj (2.6)
where Sj are spin-1/2 operators on the sites of the coupled-ladder lattice shown in Fig 1, with
the A links forming decoupled dimers while the B links couple the dimers as shown. The
ground state of Hd depends on the dimensionless coupling g, and we will restrict our attention
to J > 0 and g ≥ 1. Exactly at g = 1, Hd is the familiar square lattice antiferromagnet which
describes La2CuO4. The g > 1 regime has a structure similar to models used to describe Mott
insulators like TlCuCl3:
11–13 in this case, the value of g has been tuned across the quantum
critical point by applied pressure.13
We will see that the phases and phase transitions of this model are well represented by
the O(3) quantum rotor model discussed above. Indeed the present lattice model provides a
sophisticated example of a phase transition that fits in well with the LGW paradigm. This
important conclusion disagrees with a recent claim by Yoshioka et al.14 of “deconfinement” in
a coupled dimer antiferromagnet which differs only slightly from Eq. (2.6). We also note that
the description of coupled dimer antiferromagnets by LGW criticality is strongly supported
by numerical studies.8
Let us first consider the case where g is close to 1. Exactly at g = 1, Hd is known to have
long-range, magnetic Ne´el order in its ground state i.e. the spin-rotation symmetry is broken
and Eq. (1.1) holds with
ϕα(xj) = ηjSjα (2.7)
where ηj = e
iK·xj = ±1 with the ordering wavevector K = (π, π). This long-range order is
expected to be preserved for a finite range of g above 1. The low-lying excitations above the
ground state consist of slow spatial deformations in the orientation 〈ϕα〉: these are the familiar
8/20
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(= - )/ /2
Fig. 2. Schematic of the quantum paramagnet ground state for g → ∞. The ovals represent singlet
valence bond pairs.
spin waves, a standard small fluctuation analysis yields two polarizations of spin waves at each
wavevector k = (kx, ky) (measured from K), and they have excitation energy
εk = (c
2
xk
2
x + c
2
yk
2
y)
1/2, ; g < gc (2.8)
where the spatial anisotropy of the model now requires distinct spin-wave velocities, cx, cy, in
the two spatial directions.
Let us turn now to very large g. Exactly at g = ∞, Hd is the Hamiltonian of a set of
decoupled dimers, with the simple exact ground state wavefunction shown in Fig 2: the spins
in each dimer pair into valence bond singlets, leading to a paramagnetic state which preserves
spin rotation invariance and all spatial symmetries of the Hamiltonian Hd. Excitations are
now formed by breaking a valence bond, which leads to a three-fold degenerate state with total
spin S = 1, as shown in Fig 3a. At g =∞, this broken bond is localized, but at small but finite
1/g it can hop from site-to-site, leading to a triplet quasiparticle excitation. Note that this
quasiparticle is not a spin-wave (or equivalently, a ‘magnon’) but is more properly referred
to as a spin 1 exciton or a triplon.15 Indeed this excitation is the exact analog of the gapped
triplet boson in the paramagnetic phase of the quantum rotor model. We parameterize its
energy at small wavevectors k (measured from the minimum of the spectrum in the Brillouin
zone) by
εk = ∆+
c2xk
2
x + c
2
yk
2
y
2∆
, ; g > gc (2.9)
where ∆ is the spin gap, and cx, cy are velocities. A simple perturbative calculation in 1/g
shows that the ϕα susceptibility has the form postulated in Eq. (1.3).
Fig 3 also presents a simple argument which shows that the triplon cannot fission into two
S = 1/2 ‘spinons’, and so the delta function in Eq. (1.3) is the first non-vanishing contribution
to the spectral density at low energies. For the particular quantum phase transition discussed
in the present Section, it is legitimate to entirely neglect this meson-like structure of the triplon
consisting of a quark-antiquark pair of spinons. In particular, the ‘confinement’ length scale
below which this structure is apparent stays finite on approaching the transition. As such,
9/20
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(a)
(b)
Fig. 3. (a) Cartoon picture of the bosonic S = 1 excitation of the paramagnet. In the LGW approach,
this excitation is a quantum of oscillation of ϕα about ϕα = 0. (b) Fission of the S = 1 excitation
into two S = 1/2 spinons—these are the za quanta of Section 3. The spinons are connected by a
“string” of valence bonds (denoted by dashed ovals) which lie on weaker bonds; this string costs a
finite energy per unit length and leads to the confinement of spinons. It is important to note that
this stringy structure, and associated excitations, is absent from the ϕα field theory in Eq. (2.4),
contrary to the claim by Bernevig et al.4 In this lattice spin model the “existence” of spinons is a
non-universal lattice scale effect, entirely unrelated to the universal long length scale singularities
governed by the nearby quantum critical point. By contrast, near the deconfined critical points of
Section 3, the stringy structure mediating spinon interactions is present at arbitrarily long length
scales, being controlled by the universal critical fluctuations. But these are not described by the
O(3) sigma model field theory of Eqs. (2.3) and (2.4).
the “existence” of spinons and their confining interaction in this model are non-universal
lattice scale effects, physically unrelated to the critical fluctuations that control the universal
properties of the phase transition. In effect, the present section contains a ‘chiral model’ field
theory of the mesons alone, which contains no signature of the quark-like spinons, contrary
to claims by Bernevig et al.4 Moreover, since the LGW theory describes the universal critical
properties of the coupled dimer system, any signatures of such lattice-scale spinons that might
obtain in a particular model will disappear in the vicinity of its critical point. By contrast, in
the examples of deconfined criticality discussed later, the confinement length scale will also
diverge on approaching the transition. It will then be necessary to include the spinon structure
of the triplon in the paramagnet in studying the transition. We will discuss how to do this in
Section 3.
The very distinct symmetry signatures of the ground states and excitations between g & 1
10/20
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ggc
Spin gap paramagnet.
S=1 triplet quasiparticle
excitations
Neel order.
Doublet spin-wave
excitations
Fig. 4. Ground states of Hd as a function of g. The quantum critical point is at
8 1/gc = 0.52337(3).
The compound TlCuCl3 undergoes a similar quantum phase transition under applied pressure
13
which acts to decrease the value of g.
and g → ∞ make it clear that the two limits cannot be continuously connected. It is known
that there is an intermediate second-order phase transition at8, 9 1/gc = 0.52337(3) between
these states as shown in Fig 4.
A quantum field theory for the quantum critical point at g = gc can be derived micro-
scopically,10 but here we guess the answer by following the canonical LGW procedure. We
focus on the order parameter ϕα, and write down the most general effective action in powers
of ϕα consistent with lattice space group, spin rotation, and time reversal symmetries. Such
a procedure yields the familiar ϕ4 field theory in 2+1 dimensions with the action Eq. (2.4)
(a simple spatial rescaling absorbs the anisotropic spin-wave velocities cx,y). Thus as far as
universal critical properties are concerned we can simply take over the discussion provided
above in the context of the rotor model.
3. Deconfined criticality
In contrast to the conventional picture described in the previous section, recent work2
has discussed a number of examples of quantum critical points which display very different
phenomena. These violate various aspects of the conventional LGW theory. Here we will
illustrate these differences in the context of a specific example - namely a quantum phase
transition between Ne´el and valence bond solid ordered phases of spin-1/2 Heisenberg moments
on an isotropic two dimensional lattice.
The Ne´el phase breaks spin rotation symmetry, is well-known, and needs little further
description here. The valence bond solid (VBS) phase is a paramagnet that has some sim-
ilarities with the paramagnet in the coupled dimer Hamiltonian of Section 2.1. However on
the isotropic square lattice, the valence bond solid state spontaneously breaks the space group
11/20
J. Phys. Soc. Jpn. Full Paper
Fig. 5. A schematic representation of the model Hs with additional ring exchange couplings which
are tuned by the value of g. Unlike Fig 1, all couplings have the full square lattice symmetry.
symmetry of the square lattice. A specific example of such a VBS state is given by the colum-
nar state of Fig. 6.
Remarkably, we have argued,2 it is possible to have a direct second order phase transition
between these two phases. This is the first sign of the breakdown of the LGW paradigm. The
two phases break distinct spin rotation and lattice symmetries, and LGW theory predicts16
that such states cannot generically be separated by a continuous phase transition. The theory
of Senthil et al.2 shows that there is indeed a complete breakdown of the basic ideas of the
LGW paradigm and an essentially new description is needed of the critical singularities. This
description involves ‘deconfined’ fractionalized degrees of freedom in a precise sense - hence
the terminology ‘deconfined quantum critical points’.
Consider then spin-1/2 models which preserve all the symmetries of the underlying square
lattice in the class
Hs = J
∑
〈ij〉
Si · Sj + . . . . (3.1)
Here J is a nearest-neighbor antiferromagnetic exchange and takes equal values between all
nearest neighbors. The ellipses represent further short-range exchange interactions (possibly
involving multiple spin ring exchange) which preserve the full symmetry of the square lattice.
(The model Hd is a member of the class Hs only at g = 1). Here we will continue to denote
by g the strength of these additional non-nearest neighbor couplings that preserve the square
lattice symmetry: an example is shown in Fig 5.
A sketch of a section of the phase diagram of Hs, along with possible VBS orders in the
g > gc paramagnet for S = 1/2, is shown in Fig 6. Note that the VBS wavefunction is
actually similar to the simple coupled dimer wavefunction in Fig 2. However, because of the
absence of dimerization in the underlying Hamiltonian, this ground state is at least four-fold
degenerate. The choice among these states leads to a particular pattern in the modulation of
the exchange energies of the bonds, and a breaking of the spatial symmetries of the square
lattice.
12/20
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ggc
or
Neel order VBS order
Fig. 6. Phase diagram of Hs for S = 1/2. Unlike the paramagnet in Fig 4, the paramagnet here has
spontaneous VBS order because all bonds are equivalent in the Hamiltonian, and its ground state
breaks spatial lattice symmetries. The spinful excitations of the paramagnets in Figs 4 and above
are however similar, and both obey Eq. (1.3).
In the absence of the these additional couplings, it is clear that Hs has a conventional
Ne´el ground state with the order parameter defined in Eq. (2.7) obeying 〈ϕα〉 6= 0. Increasing
the value of g is expected to enhance the quantum fluctuations about such a state, and we
attempt to describe this by setting up a coherent state path integral over the time histories of
the spins. In doing this, it is essential to carefully account for the Berry phases of the spins,
something we circumvented in our discussion in Section 2. Explicitly, the time evolution of
each spin contributes a phase factor to the path integral given by
exp
(
iS × (oriented area enclosed by trajectory
of spin on the unit sphere)
)
,
where S = 1/2 is the angular momentum of each spin; see Fig 7. Fortunately, the role of these
Berry phases has been elucidated before in the work of Haldane,17 and Read and Sachdev,18, 19
and the subtle summation over the oscillating Berry phases in Fig 7 is reviewed elsewhere.10
Here we recap the physical picture that emerges from these studies. First, the Berry phases
have been shown to play an unimportant role for all configurations associated with smooth
changes of the Ne´el vector field. However they are non-vanishing once we allow for singular
‘hedgehog’ or monopole configurations of the Ne´el field in space-time. These monopoles cor-
respond (in the quantum system) to tunnelling events which involve a change in the skyrmion
number, Q, of the spin configuration (see Eq. (1.5)). Of crucial importance is the result that,
due to the Berry phases, the skyrmion-number changing operator (which corresponds to the
monopole in the path integral) transforms non-trivially under square lattice translations and
rotations. As usual, the statistical weight in the partition function must respect the symme-
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Fig. 7. Computation of the spin Berry phases. It is useful to discretize spacetime into a cubic lattice
of points j, and define the orientation of the spin at each j by a unit vector ϕjα times the sublattice
staggering factor ηj in Eq. (2.7). Also define Ajµ = (1/2)×(oriented area of triangle formed by ϕjα,
ϕj+µ,α and an arbitrary reference point ϕ0,α); here µ = τ, x, y. Then the Berry phase contribution
of all the spins is exp
(
i2S
∑
j ηjAjτ
)
.
tries of the problem. This implies that (for S not an even integer) the fugacity for single
monopoles oscillates with a particular pattern (with zero average) on the lattice. Indeed, for
S = 1/2 the “lowest” skyrmion number-changing event with a non-oscillating fugacity occurs
for “quadrupled” processes in which ∆Q = ±4. The coincidence of this factor of 4 and the
4-fold degeneracy of the VBS ground states is not accidental (see below).
Now consider the description of the phases of the spin Hamiltonian. In the Ne´el phase
the monopole events are clearly suppressed at low energies. However, in the paramagnet (the
‘quantum disordered state of the Ne´el magnet) the space-time configurations of the Ne´el field
must be riddled with monopoles. In other words, we may think of the paramagnet as having a
‘condensation’ of the skyrmion number changing operator. Now the non-trivial transformation
of this operator under lattice symmetry operations (which is due to the Berry phases) leads
to broken lattice symmetry in the paramagnet - this may then be identified as VBS order.
Note the dual role played by the monopole configurations. When they proliferate Ne´el order
cannot survive. At the same time their proliferation induces broken translation symmetry.
Actually although we haven’t explained it here, it can be shown that the monopoles play
a third, equally important, role. Their proliferation leads to confinement of any S = 1/2
quanta into integer spin excitations. A similar confinement was illustrated in Fig 3b for the
coupled dimer model, but here the ‘string tension’ of the confining potential is provided by the
spontaneous VBS order, rather than the modulation of bond strengths in the Hamiltonian.
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The lowest lying confined S = 1 excitation forms a triplon particle which contributes to a χϕ
of the form in Eq. (1.3).
In our work,2 we argued that a direct second order transition is possible between these two
phases, and that the monopoles are asymptotically absent at long length and time scales at
the critical point. (More precisely, the oscillating single-monopole fugacities average to zero in
the continuum limit, and the remaining quadrupled monopole fugacity renormalizes to zero at
the critical fixed point). We dubbed this a deconfined quantum critical point. The absence of
monopoles at the critical fixed point has the immediate consequence that the skyrmion number
Q is conserved. This is an extra topological conservation law that is a special property of the
deconfined quantum critical point. It does not obtain away from the critical point in either
phase. It also does not hold at the conventional O(3) fixed point that describes the transitions
of Section 2. It thus provides a sharp distinction between the deconfined critical point and
the more conventional LGW theory Sϕ in Eqn. 2.4.
Note that the absence of monopoles at the deconfined fixed point suggests that spin-
1/2 spinons get “liberated” right at the critical point (after all, it is the proliferation of the
monopoles in the paramagnet that confines the spinons). More detailed considerations led to
the proposal2 that the deconfined critical point is described by the following critical theory of
the fractionalized S = 1/2 za quanta coupled to a non-compact U(1) gauge field Aµ:
Zdeconfined =
∫
Dza(r, τ)DAµ(r, τ)
× exp
(
−
∫
d2rdτ
[
|(∂µ − iAµ)za|
2 + s|za|
2
+
u
2
(|za|
2)2 +
1
2e2
(ǫµνλ∂νAλ)
2
])
. (3.2)
Here z is a two-component spin-1/2 complex spinor. The parameter s is tuned by varying
g, and its value must be adjusted so that Zdeconfined is at its own critical point. The gauge
field Aµ is closely related to the compact field Aµ defined in Fig 7, but it becomes effectively
non-compact in the continuum limit appropriate to the critical point.
The Ne´el vector field is a composite of the spinon fields
~ϕ = z†~σz (3.3)
This is just the well-known CP 1 representation of the unit vector ~ϕ. However, it is absolutely
crucial that the gauge field Aµ be regarded as non-compact. Indeed, it is the non-compactness
that allows for the conservation of the skyrmion number that obtains at the critical point. To
see this, note that we can also express6 the conserved Q as
Q =
1
2π
∫
dxdy (∂xAy − ∂yAx) , (3.4)
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and it is evident that this is strictly conserved by Zdeconfined so long as the gauge field is non-
compact. In contrast for a compact gauge theory, instanton events which change the gauge
flux by 2π are allowed which then kills the conservation of Q. It should now be clear that
these instanton events precisely describe the skyrmion-number changing monopoles.
How are we to reconcile the absence of monopoles at the critical fixed point with their sup-
posed proliferation in the paramagnetic phase? The answer is that although (in the presence
of appropriate Berry phases) monopoles are irrelevant at the critical fixed point of Zdeconfined,
they are relevant at the paramagnetic fixed point of this theory. Indeed the paramagnetic
phase of Zdeconfined is aptly described as a U(1) spin liquid
20 with a gapless deconfined ‘pho-
ton’ field Aµ. This is unstable to the inclusion of monopoles (unlike the critical fixed point).
The resulting flows away from this U(1) spin liquid lead to the VBS phase with broken trans-
lation symmetry, and confined spinons. The structure of the renormalization group flows is
shown in Fig. 8 (a similar structure of flows was discussed earlier5, 19, 21 for SU(N) quantum
antiferromagnets for large N). Unlike the usual O(n) fixed point of Eq. (2.4), here the initial
flow away from the critical fixed point is not toward a stable paramagnet but rather toward
the unstable U(1) spin liquid state.
Renormalization group flows with this structure have the general consequence of having
two distinct diverging length or time scales (or equivalently two vanishing energy scales).
Consider the paramagnetic side close to the transition. First there is the spin correlation
length ξ whose divergence is described by Zdeconfined. At this scale there is a crossover from
the critical fixed point to the unstable paramagnetic U(1) spin liquid fixed point which has
the free photon. However the instability of this spin liquid fixed point to VBS order and
confinement occurs at a much larger scale ξV BS which diverges as a power of ξ.
The physical consequences of the existence of such a deconfined critical point have been
discussed in detail in our work.2 Here we simply make a few brief further clarifying obser-
vations. One immediate consequence of the emergent topological conservation law is that
it fixes the scaling dimension of the flux density (or Ne´el skyrmion density in terms of the
spin variables) operator f0 = (∂xAy − ∂yAx). At criticality, this conservation law implies
〈f0(R)f0(0)〉 ∼ R
−4 at long distances. Furthermore, slightly away from the critical point this
conservation of skyrmion number holds only up to the length scale ξV BS which diverges faster
than the spin correlation length. The resulting structure of correlations close to the criti-
cal point (on the VBS side) is shown in Fig 9, and discussed in detail in our work.2 As
usual, quantum critical correlations obtain for length scales R much smaller than the cor-
relation length (R ≪ ξ), where for example spin-spin correlations show power law decay,
while the flux correlations have the R−4 form described earlier. At intermediate length scale
ξ ≪ R≪ ξV BS , the spin-spin correlators fall off exponentially, but the flux density correlators
are power law but now decay as R−3 which is characteristic of flux correlations in the presence
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Fig. 8. Schematic renormalization group flows for the S = 1/2 square lattice quantum antiferro-
magnet Hs in Eq. (3.1). The theory Zdeconfined in Eq. (3.2) describes only the line λ4 = 0 (with
s ∼ (g−gc)): it is therefore a theory for the transition between the Ne´el state and a U(1) spin liquid
with a gapless ‘photon’. However, the lattice antiferromagnet always has a non-zero bare value of
the monopole fugacity λ4 (the monopoles are quadrupled by the Berry phases, as reviewed else-
where10). The λ4 perturbation is irrelevant at the g = gc critical point of Zdeconfined: this critical
point therefore also described the transition in the lattice antiferromagnet. However, the g → ∞
U(1) spin liquid fixed point is unstable to λ4, and the paramagnet is therefore a gapped VBS state.
In the earlier discussion5, 19, 21 of such flows for large N SU(N) quantum antiferromagnets, the
monopoles were found to be irrelevant at the critical point with or without Berry phases, while
for N = 2, Berry phases are required to render the monopoles irrelevant at criticality. It was this
crucial distinction between large and small N which ultimately prevented a complete picture from
emerging from the early large N studies.5, 19, 21
of free photons. Finally at the longest length scales ξV BS ≪ R, VBS order is established and
the photon is destroyed.
The continuum theory Zdeconfined has a strongly-coupled critical point, and the remarks
made in Section 2 for the critical field theory of Sϕ can be extended to the present situa-
tion. The za quasiparticles are not well defined at the critical point, and characterized instead
by their own anomalous dimension. Indeed, the critical theory of Zdeconfined may be under-
stood by the usual renormalized perturbative analysis1 but applied to a theory of nearly free,
fractionalized za quanta. It is instructive to compute the leading order prediction for the
exponent η in Eq. (1.4) in such an approach. At tree level, the za propagator is 1/p
2 (p is
a spacetime 3-momentum); the χϕ susceptibility, by Eq. (3.3), involves the convolution of 2
such propagators, and so we obtain
χϕ(p) ∼
∫
d3p1
p21(p+ p1)
2
∼
1
|p|
(3.5)
Comparing with Eq. (1.4), this simple computation yields a large anomalous dimension η = 1.
This illustrates our claimed secondary characteristic of deconfined critical points: the possi-
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Fig. 9. Structure of correlations on approaching the deconfined Ne´el-VBS quantum critical point
from the VBS side. Two diverging length scales, the correlation length ξ and a longer length scale
ξV BS are present. As usual, at length scales R shorter than ξ, quantum critical (Q.C.) correlations
are observed - e.g. spin-spin correlators are power law and flux-flux correlators fall off as ∼ R−4.
At intermediate length scales, ξ ≪ R ≪ ξV BS , spin correlators are exponentially decaying while
flux-flux correlators take on the free photon form ∼ R−3. At the longest length scales, only VBS
order is present.
bility of larger values for η.
In view of the crucial role played by the Berry phases in this entire section, it is instructive
to ask why they weren’t a serious issue in the coupled dimer model considered in Section 2.1.
The modulation of the coupling constants in Hd implies that there is a natural pairing of the
spins, with each spin having a unique partner on its dimer. This pairing means that the Berry
phase terms can be naturally grouped into mutually cancelling terms. At sufficiently large
scales the cancelling Berry phases will renormalize to zero, and so their effects can absorbed
into effective values of the real terms in the action; this was implicitly done in writing down the
LGW field theory in Eq. (2.4). However, the intermediate length scale over which the Berry
phases have not cancelled out is also the scale over which the constituent spinon-structure of
the triplon shown in Fig 3b is present. This reasoning makes it clear that the absence of explicit
Berry phases in the LGW field theory in Eq. (2.4) implies that this field theory contains no
signatures of spinon excitations, which contradicts the central assertion of Bernevig et al.4
The natural pairing of the Berry phases into mutually cancelling terms clearly does not
extend to the model Hs of interest in this section. Each spin has a choice between four nearest
neighbor partners, and the choices between different spins are correlated in a highly non-trivial
manner. So determining the appropriate cancellations among the Berry phases is a much more
delicate matter2, 10 and leads to the results described above.
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