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Abstract. For a smooth spacetime X, based on the timelike homotopy
classes of its timelike paths, we define a topology on X that refines the
Alexandrov topology and always coincides with the manifold topology.
We show that the space of such homotopy classes forms a semicate-
gory which encodes enough information to reconstruct the topology and
conformal structure of X. Its set of morphisms carries a natural topology
that we prove to be locally euclidean but, in general, not Hausdorff.
Our results do not require any causality conditions on X and do also
hold under weaker regularity assumptions.
1. Main results
For simplicity, (X, g) will be a smooth spacetime throughout this paper,
i.e. a time-oriented Lorentzian manifold. Nevertheless, the following results
are true for a broader class of manifolds, namely C1-spacetimes that satisfy
lemma 2.1, which is a local condition on the topology and chronological
structure.
Let P (X) be the space of paths in X, i.e. continuous maps [0, 1]→ X, and
P t(X) ⊆ P c(X) ⊆ P (X) the spaces of continuous future-directed timelike or
causal paths in X. A juxtaposed pair of points x, y ∈ X shall restrict these
sets to only paths from x to y.
We call two paths c0, c1 ∈ P c/t(X)(x, y) causally/timelike homotopic
relative to their endpoints, or, for simplicity, just homotopic, if there is a
continuous map
H : [0, 1]2 → X, (s, t) 7→ cs(t)
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2 M. GU¨NTHER
with cs ∈ P c/t(X)(x, y) for all s ∈ [0, 1].
It is well known (see e.g. [1, Proposition 3.11.]) that the sets
IX(x, y) := {z ∈ X |x z  y}
=
{
z ∈ X ∣∣∃a ∈ P t(X)(x, z), b ∈ P t(X)(z, y)}
for all x, y ∈ X are a basis of the Alexandrov topology on X, which is strictly
coarser than the manifold topology on X unless X is strongly causal.
Let ba be the chronological path obtained by concatenating a and b1 and
reparametrizing linearly to the domain [0, 1]. By restricting ba to a single
homotopy class, we get the following refinement of the above statement:
Theorem A. For a path c ∈ P t(X)(x, y) in a spacetime X, let
IX([c]) :=
{
z ∈ X ∣∣∃a ∈ P t(X)(x, z), b ∈ P t(X)(z, y) : ba ∼ c} .
where ∼ denotes timelike homotopy relative to the endpoints.
The sets IX([c]) for c ∈ P t(X) form a basis of the manifold topology of X.
Note that no causality conditions are assumed in this theorem. If X is just
a Lorentzian manifold without time-orientability the theorem still provides a
basis of the time-oriented double cover, which projects down to a basis of
the manifold topology of X.
The notation indicates that IX([c]) only depends on the timelike homotopy
class [c] of the path c.
We now consider the quotient spaces
Πc/t(X)(x, y) := P
c/t(X)(x, y)
/
∼ ,(1.1)
Πc/t(X) := P
c/t(X)
/
∼(1.2)
Since a strictly monotonic reparametrisation of a path does not change its
homotopy class, the operation [b][a] := [ba] is well defined and associative. In
this way, Πc/t(X) becomes a semicategory with object set X and morphism
sets Πc/t(X)(x, y). The same construction without restriction to causal or
timelike paths gives the well-known fundamental groupoid Π(X), see [2].
Πc(X) is actually a category since it contains identity elements, represented
by constant paths. Since constant paths are not timelike, Πt(X) is only a
semicategory. (Corollary 2.4 will make this more precise.)
Remember that an isomorphism between two semicategories is a functor
for which an inverse functor exists. The following theorem and its corollary
1Note that the order ba (rather than ab) is analogous to the composition of functions, where
gf means “first f then g”. This is also the convention used for composition of morphisms
in a (semi-)category.
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show that the isomorphism type of the semicategory Πt(X) encodes the
topology and the conformal structure of X:
Theorem B. Let (X, g), (Y, h) be spacetimes. Then, any continuous map
f : X → Y that maps future directed timelike paths in X to such in Y induces
a functor f∗ : Πt(X)→ Πt(Y ) of semicategories. Furthermore, the following
statements are equivalent:
i) F : Πt(X)→ Πt(Y ) is an isomorphism of semicategories.
ii) F = f∗ where f : X → Y is a homeomorphism such that both f and f−1
map future directed timelike paths to future directed timelike paths.
Note that in ii), the map f is the object map of F . If F is just a
functor, not an isomorphism, its object map is in general not continuous.
Furthermore, theorem B becomes wrong if “homeomorphism” is replaced
by “diffeomorphism”. Here, it is important that we consider all continuous
timelike paths, not just piecewise differentiable ones.
If we restrict f to be a diffeomorphism (and especially in the case f = id)
a more specific conclusion can be made:
Corollary C. Let (X, g) and (Y, h) be two spacetimes and F : Πt(X) →
Πt(Y ) an isomorphism of semicategories. If the object map of F is a diffeo-
morphism, it is a conformal diffeomorphism.
For the following results, the reader may forget about the semicategory-
structure of Πt(X). Instead, we endow P (X) with the compact-open topology,
P t(X) with the subset topology and Πt(X) with the resulting quotient
topology, as in (1.1).
For reference, the following lemma explains the topology of the fundamental
groupoid Π(X) (without restriction to timelike paths), as well as giving a
construction of the universal covering of X:
Lemma 1.1. For a path connected, locally path connected and semilocally
simply connected topological space X, the following statements are true:
i) The start/endpoint map (s, e) : Π(X)→ X ×X is a covering map.
ii) Let X˜ := e−1(x0). Then s|X˜ : X˜ → X is a universal covering.
iii) The fibers of (s, e), i.e. the sets Π(X)(x, y) are discrete subsets of Π(X).
iv) If X is a manifold, Π(X) is a manifold, too.
The proof makes use of covering theory and is included in the appendix.
In the case of Πt(X), the situation is similar, but more complicated. The
start/endpoint map cannot be a covering, since the cardinality of the fibers
Πt(X)(x, y) depends on the points x, y ∈ X.
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Theorem D. Let X be an n-dimensional spacetime. Then
i) (s, e) : Πt(X)→ X ×X is a local homeomorphism.
ii) the sets Πt(X)(x, y) are discrete subsets of Πt(X).
iii) Πt(X) is locally homeomorphic to R2n but not necessarily Hausdorff.
Example 5.1 will show that Πt(X) can indeed be non-Hausdorff, even
under strong conditions on the spacetime X; in the example, X is globally
hyperbolic with compact, simply connected Cauchy surfaces.
2. Proof of theorem A
Let X be a smooth spacetime. The proofs of the main theorems all hinge
on the following lemma:
Lemma 2.1. Every point p ∈ X has arbitrarily small neighborhoods U such
that for each x, y ∈ U , there is at most one homotopy class in Πt(U)(x, y).
Furthermore, U can be chosen such that it is strongly causal as a Lorentzian
submanifold.
The above lemma is also true for Πc(U) instead of Πt(U). However, we
will not use this fact in any essential way.
Proof. We show that every simply convex normal neighborhood U of p has
the desired property. Any points x, y ∈ U can be joined by a unique geodesic
γxy in U , which depends smoothly on the endpoints. If there is any timelike
path in U from x to y, then the geodesic γxy is also timelike [3, Proposi-
tion 4.5.1]. Hence, for any c ∈ P t(X)(x, y), the map H : [0, 1]→ P t(X),
s 7→ cs := c|[s,1] · γc(0)c(s) is a timelike homotopy from c = c0 to γxy = c1.
This shows that Πt(U)(x, y) is either empty or equal to { [γxy]}.
We finish the proof by showing that there are arbitrarily small simply
convex and strongly causal neighborhoods of p. Fix an arbitrary chart
φ : U˜ → V˜ ⊆ Rn around p, and a constant Lorentzian metric h on Rn such
that h > φ∗gp, i.e. h has a larger light cone than φ∗g at the point φ(p). Since
this is an open condition, we may assume w.l.o.g. that h > φ∗gx holds for all
points x ∈ U˜ . Since (Rn, h) is strongly causal, (V˜ , h) and (V˜ , φ∗g) ∼= (U˜ , g)
are strongly causal submanifolds of Rn or X, respectively.
Therefore, there are points x, y ∈ U˜ s.t. p ∈ IU˜ (x, y) ⊆ U ∩ U˜ , where U is
a simply convex normal neighborhood of p, as before. As a causally convex
subset of both U and U˜ , the set IU˜ (x, y) is a simply convex and strongly
causal neighborhood of p. 
The neighborhoods U in the lemma could be called timelike simply con-
nected, in analogy to simply connected fundamental groupoids [2, p. 213].
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Nonexistence of closed (or almost closed) causal curves in U is necessary, but
not sufficient for this property.
Note that neither smoothness of X nor the existence of geodesics is needed
for the following proofs. All theorems hold true for any Lorentzian C1-
manifold X in which the statement of lemma 2.1 holds (see also the remark
after the proof of lemma 4.3). The neighborhoods of lemma 2.1 then take
the role of simply convex normal neighborhoods.
We break up the proof of theorem A into two further lemmata:
Lemma 2.2. Let U ⊆ X be a neighborhood as in lemma 2.1 (e.g. a simply
convex normal neighborhood), x, y ∈ U and c ∈ P t(U)(x, y). We denote by
IU (x, y) the chronological diamond in U , as a Lorentzian submanifold.
Then we have IU (x, y) = IU ([c]) ⊆ IX([c]). Equality holds if IU (x, y) ⊆ U ,
where the overline denotes the closure in X.
Proof. IU ([c]) = IU (x, y) follows directly from the definition and lemma 2.1,
since all timelike paths in U from x to y are in the same homotopy class
[c] ∈ Πt(U)(x, y). Any timelike homotopy in U is also a timelike homotopy
in X, therefore IU ([c]) ⊆ IX([c]).
If we now assume IU ([c]) 6= IX([c]) there must be a timelike homotopy
H : [0, 1]2 → X, (s, t) 7→ cs(t) starting in c0 = c, that is not a timelike
homotopy in U . Consider the sets
S1 = {s ∈ [0, 1] | ∀t ∈ [0, 1] : cs(t) ∈ U }
S2 =
{
s ∈ [0, 1]
∣∣∣ ∀t ∈ [0, 1] : cs(t) ∈ IU (x, y)} .
By assumption, 0 ∈ S1 ( [0, 1]. Since [0, 1] is compact, U is open and
IU (x, y) is closed, we see that S1 is open in [0, 1] and S2 is closed.
The images of all paths in P t(U)(x, y) are contained in IU (x, y), hence
S1 ⊆ S2. The assumption IU (x, y) ⊆ U then implies S2 = S1, which leads to
a contradiction. 
Note that the assumption IU (x, y) ⊆ U in the above lemma is nontrivial;
it basically ensures that IU (x, y) does not touch the boundary of U .
Lemma 2.3. For c ∈ P t(X), t ∈ (0, 1) and 0 < ε < min(t, 1− t), let cε be
the path c|[t−ε,t+ε], reparametrized to the unit interval. Then the sets IX([cε])
form a neighborhood basis of c(t) in the manifold topology.
Proof. Let U be a neighborhood of c(t) as in lemma 2.1. Since X is locally
compact, there is a compact neighborhood K ⊆ U of p. By strong causality of
U , the sets IU (c(t−ε), c(t+ε)), form a neighborhood basis of c(t), so there is an
ε > 0 such that IU (c(t−ε), c(t+ε)) ⊆ K. This implies IU (c(t− ε), c(t+ ε)) ⊆
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K ⊆ U since K is closed. Lemma 2.2 implies IX([cε]) = IU (c(t− ε), c(t+ ε)),
hence the sets IX([cε]) also form a neighborhood basis of c(t). 
The statement of theorem A follows directly from lemma 2.3: Since there
is some timelike curve through any point, we find a neighborhood basis of
any point.
For the next corollary, remember that we only consider causal or timelike
homotopies with fixed start- and endpoints.
Corollary 2.4. i) The identity morphisms in Πc(X) are only represented
by constant paths.
ii) No non-identity morphism in Πc(X) has an inverse morphism.
Therefore, Πc(X) is a category, but not a groupoid.
iii) There is no identity morphism in Πt(X).
Therefore, Πt(X) is a semicategory, but not a category.
Proof. From the definitions, it is clear that for every point x the identity
morphism idx is the causal homotopy class of the constant path from x to
x. On the other hand, every causal path from x to x in a strongly causal
neighborhood of x is constant, hence contained in the closed one-point set {x}.
A similar argument as in the proof of lemma 2.3 shows that the constant path
cannot be causally homotopic to a path which leaves {x}, hence i) follows.
If a, b ∈ P c(X) such that [a] and [b] are inverse to each other, the concate-
nation ab is constant by i). Therefore, a and b already represent identity
morphisms, which implies ii).
Suppose there is a timelike path a which represents an identity morphism
[a] ∈ Πt(X). Since timelike homotopies are also causal homotopies, a is
causally homotopic to a constant path. By i), the path a must be constant,
which contradicts the assumption that a is timelike. 
3. Proof of theorem B
Let f : X → Y be a continuous map such that for any c ∈ P t(X), the
push-forward f∗(c) := f ◦ c is in P t(Y ). From the definitions, it is clear that
the push-forward of a timelike homotopy in X is a timelike homotopy in Y ,
hence f∗ induces a functor f∗ : Πt(X)→ Πt(Y ).
ii) =⇒ i): If ii) is true, (f−1)∗ : Πt(Y )→ Πt(X) is also a functor. It is
inverse to f∗, so f∗ is an isomorphism of semicategories.
i) =⇒ ii): Let F : Πt(X) → Πt(Y ) be an isomorphism of semicatego-
ries and f : X → Y its map on the object sets. If [c] ∈ Πt(X)(x, y) and
z ∈ IX([c]), there exist [a] ∈ Πt(x, z), [b] ∈ Πt(z, y) with [b][a] = [c]. This
implies F ([b])F ([a]) = F ([c]), hence f(z) ∈ IY (F ([c])). Applying the same
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argument to F−1, one also sees that f(z) ∈ IY (F ([c])) implies z ∈ IX([c]),
hence f(IX([c])) = IY (F ([c])). Therefore both f and f
−1 map the bases,
given by theorem A, of the topologies on X and Y to one another, so f is a
homeomorphism.
Let c ∈ P t(X). We call c short enough if there are simply convex normal
neighborhoods U ⊆ X and V ⊆ Y such that IX([c]) ⊆ U ∩ f−1(V ), hence
IY (F ([c])) = f(IX([c])) ⊆ V . In order to show that f ◦ c is a timelike path
in V , we use lemma 2.2 several times to show the following implications:
0 ≤ t0 < t1 ≤ 1
=⇒ c(0) ≤U c(t0)U c(t1) ≤U c(1)
=⇒ ∅ 6= IU (c(t0), c(t1)) ⊆ IU (c(0), c(1))
=⇒ ∅ 6= IX([c|[t0,t1]]) ⊆ IX([c])
=⇒ ∅ 6= f(IX([c|[t0,t1]])) ⊆ f(IX([c]))
=⇒ ∅ 6= IY (F ([c|[t0,t1]])) ⊆ IY (F ([c]))
=⇒ ∅ 6= IV (f(c(t0)), f(c(t1))) ⊆ IV (f(c(0)), f(c(1)))
=⇒ f(c(0)) ≤V f(c(t0))V f(c(t1)) ≤V f(c(1))
Since this is true for all such t0, t1, the curve f ◦ c is timelike in V , hence
in Y . By lemma 2.1 it must be in the homotopy class F ([c]). This shows
that the functors f∗ and F coincide on homotopy classes of short enough
paths. Since, by compactness, every timelike path is a concatenation of
finitely many short enough paths, the statement ii) follows. 
Proof of Corollary C. By theorem B, the object map f maps future directed
timelike curves in (X, g) to such in (X,h), hence the differential df maps
the light cones in TX to those in TY and preserves the time orientation. It
is well-known (see [1, Lemma 2.1. et seq.]) that in this case, f is a conformal
diffeomorphism. 
4. Proof of theorem D
Remember that the compact-open topology on the path space induces
a quotient topology on Πt(X). In order to prove theorem D and to get a
purely algebraic description of that topology, we will show that the following
sets form a basis:
Definition 4.1. For some morphisms w
[a]−→ x [b]−→ y [c]−→ z in Πt(X),
let U([a], [b], [c]) ⊂ Πt(X) be the set of morphisms [d] for which there
are additional morphisms [a1], [a2], [c1], [c2] (dashed arrows) that make the
following diagram commute:
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z
q
y
x
p
w
[c2]
[c]
[c1]
[b] [d]
[a2]
[a]
[a1]
Lemma 4.2. The sets U([a], [b], [c]) are open.
Proof. Let pi : P t(X) → Πt(X) be the quotient map, as in equation (1.1).
We will show that pi−1(U([a], [b], [c])) is an open set by constructing an open
neighborhood Ud ⊆ pi−1(U([a], [b], [c])) of any path d ∈ pi−1(U([a], [b], [c])).
First, we concatenate a1, d and c2 to a path d˜ : [−1, 2]→ X from w to z
such that d˜|[0,1] = d.
Now we choose k ∈ N and
−1 < t−1 < t0 = 0 < t1 < · · · < tk = 1 < tk+1 < 2
such that
i) For every i ∈ {1, . . . , k − 1}, the sets IX([d˜|[ti−2,ti]]) and IX([d˜|[ti,ti+2]])
lie inside a neighborhood Ui as in lemma 2.1.
ii) d˜|[t−1,t1] can be extended to a path in the class [a] and d˜|[tk−1,tk+1] can
be extended to a path in the class [c].
We can easily achieve i) since, by compactness, the image of d˜ is covered
by a finite number of such neighborhoods. Condition ii) can be achieved by
choosing t±1 and tk±1 sufficiently close to 0 or 1, respectively. Condition ii)
implies that the diagrams in figures 1a and 1b commute.
Now define the set
Ud :=
{
d′ ∈ Pc/t(X)
∣∣
∀i ∈ {0, . . . , k} : d′({ti}) ⊆ IX([d˜|[ti−1,ti+1]]),
∀i ∈ {1, . . . , k − 1} : d′([ti−1, ti+1]) ⊆ Ui
}
.
By construction, Ud is open in the compact-open topology and contains
the path d. Now let d′ ∈ Ud. We need to show that [d′] ∈ U([a], [b], [c]).
Since d′(ti) ∈ IX([d˜|[ti−1,ti+1]]) for every i ∈ {0, . . . , k}, there are mor-
phisms (dotted arrows) that make the diagram in figure 1c commute.
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x
d(t1)
d(t0)
d(t−1)
w
[a1]
[a]
[a2]
(a)
z
d(tk+1)
d(tk)
d(tk−1)
y
[c2]
[c]
[c1]
(b)
d(ti+1)
d(ti) d
′(ti)
d(ti−1)
(c)
d′(ti+1)
d(t1) d
′(ti)
d′(ti−1)
(d)
z
d(tk+1)
d(tk) d
′(tk)
d(tk−1) d′(tk−1)
y
...
...
...
...
x d(t2) d
′(t2)
d(t1) d
′(t1)
d(t0) d
′(t0)
d(t−1)
w
[c]
[b]
[a]
(e)
Figure 1. Commuting diagrams in Πt(X) for the proof of
lemma 4.2
These morphisms are homotopy classes of paths in Ui±1,by condition i).
Therefore, all morphisms in the diagram in figure 1c are homotopy classes of
paths in Ui. Lemma 2.1 then implies that this diagram also commutes.
Taking everything together, we see that the diagram in figure 1e commutes,
hence [d′] ∈ U([a], [b], [c]). 
Lemma 4.3. Let [a], [b], [c] as in definition 4.1. If IX([a]) ⊆ Ua and IX([c]) ⊆
Uc are contained in simply convex normal neighborhoods Ua, Uc ⊆ X, the
start/endpoint map maps U([a], [b], [c]) homeomorphically onto IX([a]) ×
IX([c])
Proof of lemma 4.3. The continuity of (s, e) follows directly from the defi-
nition of the topology on Πt(X). Note that lemma 2.2 implies IX([a]) =
IUa(w, x) and IX([c]) = IUc(y, z). For any diagram as in Definition 4.1, we
have p ∈ IX([a]) and q ∈ IX([c]) by definition. By lemma 2.1 we have
[a1] = [γwp], [a2] = [γpx], [c1] = [γyq] and [c2] = [γqz], where γwp and
γpx are geodesics in Ua and γyq, and γqz are geodesics in Uc. This shows
[d] = [γyq][b][γpx].
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`1 `2
x
y
`3
Figure 2. The ellipsoid (S2, g) in example 5.1 with geodesics
of length `1, `2, `3.
On the other hand, for all (p, q) ∈ IX([a])× IX([c]), these geodesics are
timelike and depend continuously on their start- and endpoints, so the map
f : IX([a])× IX([c])→ U([a], [b], [c]), (p, q) 7→ [γyq][b][γpx]
is a continuous inverse to (s, e)|U([a],[b],[c]). 
Lemma 4.3 implies part i) of theorem D, which then implies the rest of
theorem D. Since the sets IX([a])× IX([b]) form a basis of X ×X, we also
see that the sets U([a], [b], [c]) form a basis of the topology of Πt(X).
Note that in the above proof, the existence of geodesics is only used to pro-
vide a continuous map {(p, x) ∈ Ua × Ua | pU x} → Πt(Ua), (p, x) 7→ [γpx]
and similarily for Uc. This map is a continous inverse to the start/endpoint
map of Πt(Ua). One can avoid using the existence of geodesics by showing
that the start/endpoint map is open and continuous in any C1-Manifold.
Therefore it always has a continuous inverse when restricted to Πt(U) where
U is any neighborhood as in lemma 2.1. Therefore, lemma 4.3 stays true
on C1-spacetimes if we replace “simply convex normal neighborhoods” by
“neighborhoods as in lemma 2.1”.
5. An example
Example 5.1. Let (S, g) be a Riemannian manifold obtained from an
elongated rotational ellipsoid S =
{
(x, y, z) ∈ R3 ∣∣x2 + y2 + (z/2)2 = 1}.
The points x = (1, 0, 0), y = (0, 1, 0) ∈ S decompose the equator into two
geodesics c1 and c2 of length `1 =
1
2pi < `2 =
3
2pi, as seen in figure 2.
Let `3 be the infimal length such that there is a homotopy (in the usual
sense, relative to x, y) from c1 to c2 via paths of length ≤ `3. Since S is
simply connected, we have `3 <∞. Using Morse theory, one can show that
the infimum is attained and such a minimal homotopy is via a geodesic of
length `3. Furthermore, one can show that all paths of length ` ≥ `3 from x
to y are already homotopic to c1 (and hence c2) via paths of length ≤ `.
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We now take the Lorentzian product X := (R× S,− dt2 + g). Any causal
path in X from (0, x) to (T, y) projects to a curve of length ≤ T in (S, g).
For timelike paths, the length is < T (intuitively, the speed of the projected
spacelike path has to be less than the speed of light). Using the above
statements about homotopies of paths in S, we can calculate the number of
causal and timelike homotopy classes in X:
∣∣Πt(X)((0, x), (T, y))∣∣ =

0 for T ≤ `1
1 for `1 < T ≤ `2
2 for `2 < T ≤ `3
1 for `3 < T
∣∣Πc(X)((0, x), (T, y))∣∣ =

0 for T < `1
1 for `1 ≤ T < `2
2 for `2 ≤ T < `3
1 for `3 ≤ T∣∣Π(X)((0, x), (T, y))∣∣ = 1
The last equation follows from the fact that S and S×R are simply connected.
In this example, several interesting observations can be made:
• Πt(X) is not Hausdorff. Let U1 and U2 be open neighborhoods
of the two timelike homotopy classes in Πt(X)((0, x), (`3, y)). By
theorem D, the images of these sets under the start/endpoint map
are open neighborhoods of ((0, x), (`3, y)) ∈ X ×X. Both of these
contain ((0, x), (`3 + ε, y)) for some small ε > 0. But since the latter
element has only one preimage in Πt(X), the neighborhoods U1 and
U2 cannot be disjoint.
• The functors Πt(X)→ Πc(X) and Πc(X)→ Π(X) induced by the
inclusions P t(X) ⊆ P c(X) ⊆ P (X) are not faithful (i.e. not injective
on the morphisms). This can be seen by counting the homotopy
classes for T = `3 or T = `2, respectively.
In other words: There are timelike paths which are causally homo-
topic, but not timelike homotopic to each other
• In general, morphisms in Πc/t(X) are neither epimorphisms nor
monomorphisms. For example, take `2 < T < `3 < Tˆ and morphisms
[a], [a′] ∈ Πc/t(X)((0, x), (T, y)) with [a] 6= [a′],
[b] ∈ Πc/t(X)((T, x), (Tˆ , y))
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Then, [b][a] = [b][a′], because there is only one homotopy class
in Πc/t(X)((0, x), (Tˆ , y)). This is in contrast to the fundamental
groupoid, in which every morphism is an isomorphism.
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Appendix
Proof of Lemma 1.1. A topological space with the given properties has an
universal covering p : X˜ → X, for which the deck transformation group is
the fundamental group pi(X).
Since X˜ is simply connected, a path in X˜ is given by its start and end-
point, uniquely up to homotopy. This implies that the start/endpoint map
(s, e)Π(X˜) : Π(X˜)→ X˜ × X˜ is a homeomorphism, and Π(X˜) is simply con-
nected.
By definition, the pushforward p∗ maps a class [c˜] ∈ Π(X˜)(x, y) to the
class p∗[c˜] := [p ◦ c˜] ∈ Π(X)(p(x), p(y)). Therefore, ((p, p) ◦ (s, e)Π(X˜))[c˜] =
(p(x), p(y)) = ((s, e)Π(X) ◦ p∗)[c˜]. Since (p, p) : X˜ × X˜ → X ×X is a universal
covering and (s, e)Π(X˜) is a homeomorphism, (s, e)Π(X) ◦p∗ is also a universal
covering.
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We will now show that p∗ is also a covering: Let [c] ∈ Π(X)(x, y) and let
U ⊂ X be an open neighborhood of x over which p is trivial. This means
that the preimage p−1(U) decomposes into disjoint open sets Ui, such that
p|Ui : Ui → U is a homeomorphism for every i ∈ pi1(X).
The set V := { [c′] ∈ Π(X) | c′(0) ∈ U } is an open neighborhood of [c]
in Π(X). Its preimage p−1∗ (V ) decomposes into disjoint open sets Vi :={
[c˜] ∈ Π(X˜)
∣∣∣ c˜(0) ∈ Ui}. By the homotopy lifting property of the universal
covering, there is exactly one preimage (lifting) of every path class [c′] ∈ V
in every Vi. Therefore, p∗ maps all Vi homeomorphically to V , hence it is a
covering with fiber pi1(X).
We have just shown that both (s, e)Π(X) ◦p∗ and p∗ are universal coverings,
which implies that (s, e)Π(X) is also a covering. The deck transformation
group of (s, e)Π(X)◦p∗ is isomorphic to pi1(X)×pi1(X), where the first copy of
pi1(X) acts on the starting points and the second copy acts on the endpoints
of path classes. The deck transformation group of p∗ is isomorphic to pi1(X)
and it acts on start and endpoints simultaneously, i.e. it acts as the diagonal
subgroup ∆pi1(X) ≤ pi1(X)× pi1(X). Therefore, the diagram
Π(X˜) Π(X) X ×X
X˜ × X˜ (X˜ × X˜)
/
∆pi1(X)
(X˜ × X˜)
/
(pi1(X)× pi1(X))
(s,e)Π(X˜)
p∗ (s,e)Π(X)
commutes, the horizontal arrows are coverings and the vertical arrows are
homeomorphisms. From this, one can see that (s, e)Π(X), restricted to the
preimage of X×{x0 } ⊆ X×X in Π(X) is a universal covering, which shows
ii).
The statements iii) and iv) also follow from the fact that (s, e)Π(X) is a
covering.
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