Abstract. We construct a broad class of bounded potentials of the onedimensional Schrödinger operator that have the same spectral structure as periodic finite-gap potentials, but that are neither periodic nor quasiperiodic. Such potentials, which we call primitive, are non-uniquely parametrized by a pair of positive Hölder continuous functions defined on the allowed bands. Primitive potentials are constructed as solutions of a system of singular integral equations, which can be efficiently solved numerically. Simulations show that these potentials can have a disordered structure. Primitive potentials generate a broad class of bounded non-vanishing solutions of the KdV hierarchy, and we interpret them as an example of integrable turbulence in the framework of the KdV equation.
Introduction
We consider the Schrödinger equation on the real axis −ψ + u(x)ψ = Eψ, −∞ < x < ∞,
with a bounded potential u(x). A value of E belongs to the spectrum of u(x) if there exist one or two independent bounded wave functions ψ(x, E):
|ψ(x, E)| < 1, −∞ < x < ∞.
The spectrum is a subset of the axis −∞ < E < ∞, and can have a quite complicated structure. We only consider the case when the spectrum is purely continuous, i.e. consists of a finite or infinite collection of segments (allowed bands), whose length is bounded from below. We pose the question of determining all potentials having a purely continuous spectrum.
The simplest examples of such potentials are those that are periodic in x. A dense subset of the periodic potentials are the finite-gap potentials, expressible in terms of Riemann θ-functions of hyperelliptic curves. An N -gap potential has N finite and one infinite allowed bands, interspersed with N forbidden gaps. However, there also exist quasi-periodic N -gap potentials. We pose the question of describing a wider class of N -gap potentials, which have the same spectrum as the algebro-geometric potentials, but which are neither periodic nor quasi-periodic. In this paper we limit ourselves to studying onegap potentials, with spectrum consisting of the positive semiaxis E > 0 and a segment −k 2 2 < E < −k 2 1 on the negative semiaxis. A periodic one-gap potential is determined up to translation by the formula u(x) = 2℘(x + iω − x 0 ) + e 3 .
Here ℘(x) is the elliptic Weierstrass function with periods 2ω and 2iω . The spectrum is equal to [−k
, where e 1 − e 3 = k 2 2 , e 2 − e 3 = k 2 1 , e 1 > e 2 > e 3 , e 1 + e 2 + e 3 = 0, (4) and the e i are the values of ℘ at the half-periods. The spectrum is doubly degenerate and reflectionless, and within the allowed bands a quantum particle moves freely in both directions. In this paper we construct a family of potentials that have the same spectrum and that are reflectionless, but that are not periodic. Such a potential is determined by two positive Hölder-continuous functions R 1 and R 2 defined on [k 1 , k 2 ]. The spectrum of the corresponding Schrödinger operator is doubly degenerate inside the allowed gap [−k
To construct these one-gap potentials, we consider the closure of the set of reflectionless Bargmann potentials, also known as N -soliton potentials, as N → ∞. This problem was posed and formally solved in the works of Marchenko and his students [2] [3] [4] , but the obtained results are not effective. In this paper we consider a new technique for constructing the closure of the Bargmann potentials, using an associated ∂-problem. This technique proves to be quite effective. In particular, we construct the periodic potential (3) as a limit of N -soliton solutions.
Bargmann potentials via the dressing method
Bargmann potentials were first constructed in 1948 as a class of potentials of the one-dimensional Schrödinger operator (1) having N bound states with negative energy and zero reflection coefficient for all positive energies. From the point of view of the KdV equation, Bargmann potentials correspond to N -soliton solutions at fixed moments of time, and hence can be explicitly constructed using the inverse spectral transform for the operator (1) . In this section, we give an alternate construction of the Bargmann potentials using the so-called dressing method, following Zakharov and Manakov [5] . Compared with the IST, this method gives us additional flexibility that will later prove crucial when we generalize the associated Riemann-Hilbert problem.
We consider a ∂-problem on the complex k-plane of the following kind:
Here T (k) is a compactly supported distribution called the dressing function of the ∂-problem. A solution of (5) is defined up to multiplication by a function of x, hence if a solution exists we can normalize it by the condition χ → 1 as |k| → ∞. Such a solution satisfies the integral equation
where we normalize the integral in the following way:
Here δ(k) is the two-dimensional δ-function.
We now show that a solution of the ∂-problem (5) gives rise to a solution of the Schrödinger equation (1).
Theorem 1.
Suppose that the dressing function T (k) has the property that the ∂-problem (5) has a unique solution χ normalized by the condition
Then the function χ(x, k) is a solution of the differential equation
and the function ψ(x, k) = χ(x, k)e −ikx is a solution of the Schrödinger equation (1) with E = k 2 .
Proof. Let χ be the unique solution of (5) satisfying the normalization condition (8) . Define the function
It is straightforward to check that χ also satisfies the ∂-problem (5), and the choice of u(x) guarantees that χ → 0 as |k| → ∞. By the uniqueness assumption, it follows that χ is identically equal to zero, which completes the proof.
We obtain the class of reflectionless Bargmann potentials by considering a ∂-problem whose solution χ is a rational function of k with simple poles along the imaginary axis.
Theorem 2. Let κ 1 , . . . , κ N and c 1 , . . . , c N be a collection of real numbers satisfying the following properties:
1. κ m = ±κ n for all m and n. 2. c n /κ n > 0 for all n.
Consider the dressing function
Then the ∂-problem (5) has a unique solution χ satisfying the normalization condition χ → 1 as |k| → ∞. This solution is a rational function of k having simple poles at the points k = iκ n for n = 1, . . . , N , and has the following form:
where the χ n (x) are real-valued functions. The corresponding potential
is a reflectionless Bargmann potential having the finite discrete spectrum −κ 
the potential u(x) corresponding to the data {κ
n } is the same as for {κ n , c n }.
Remark 3. Given a reflectionless Bargmann potential u(x) with a finite negative discrete spectrum −κ 2 1 , . . . , −κ 2 N , the direct spectral transform proceeds by constructing a solution ψ(x, k) of the Schrödinger equation (1) that is analytic in the k-upper half-plane. In the k-lower half-plane, the function ψ(x, k), and hence the function χ(x, k) = ψ(x, k)e ikx , then has poles on the negative imaginary axis at the points −i|κ 1 |, . . . , −i|κ N | corresponding to the discrete spectrum. To construct u(x) using the dressing method, we can place the poles of χ on both the positive and negative imaginary axes, so long as the poles have distinct absolute values, and every N -soliton Bargmann potential can be constructed in 2 N different ways by arbitrarily choosing the signs of the κ n .
Remark 4.
It is possible to relax the condition that c n and κ n have the same sign for each n, but the corresponding potentials u(x) will be singular functions of x.
Proof. Given the dressing function (11), the identity (7) implies that a solution χ of (5) has simple poles at the points k = iκ n and no other singularities. The condition χ → 1 as |k| → ∞ then implies that χ has the form (12). Substituting this into the integral equation (6), we obtain a system of linear equations on the residues χ n (x):
Writing this system out explicitly, and replacing χ n (x) = ψ n (x)e −κnx , we obtain the following system:
The matrix of this system
κ n + κ m is the sum of an identity matrix and a Cauchy-like matrix, therefore its determinant is the sum of the principal minors of the Cauchy-like matrix. This sum is indexed by subsets I = {i 1 , . . . , i n } of the index set {1, . . . , N } and can be explicitly evaluated as follows:
By assumption, the quantities c i /κ i and (κ i − κ j ) 2 are all positive, therefore each summand and hence all of A is positive, so the system (15) has a unique solution. By Thm. 1, χ satisfies equation (10), and the corresponding potential u(x) is
To evaluate u(x), we note that the derivative of the nth column of the matrix [A nm ] is equal to the right hand side of equation (15) multiplied by −e −κnx . Therefore, by Cramer's rule we have
(17) When all the κ n are positive, this is the familiar formula for the N -soliton reflectionless potentials (see formula (1.5) in [6] ).
To finish the proof, we consider what happens to formula (17) when we replace {c n , κ n } with {c n }. By formula (17), the data {κ n , c n } and {κ
n } determine the same potential u(x). Hence, starting with an arbitrary {κ n , c n }, we can replace all κ n with |κ n | and make the corresponding changes to the c n while preserving u(x), so in fact all of the potentials that we obtain in this way are reflectionless Bargmann potentials.
Finally, considering the leading term in equation (10) near the poles, we see that ψ n are eigenfunctions of the Schrödinger operator with potential u(x) corresponding to the eigenvalues −κ 2 n . We also note that all principal minors of A are positive, hence A is a positive definite matrix.
The symmetric Riemann-Hilbert problem
In this section, we consider a Riemann-Hilbert problem that is a continuous analogue of the finite ∂-problem of Thm.2 that generates the Bargmann potentials.
Theorem 5. Let
Then the corresponding ∂-problem ( 
the function χ satisfies a symmetric Riemann-Hilbert problem on the cuts:
The function χ can be explicitly given as
g(x, p) k + ip dp,
where f (x, p) and g(x, p) are real-valued functions defined for real x and for
The corresponding potential of the Schrödinger operator (1) is
[f (x, p) + g(x, p)]dp.
Proof. Given R 1 and R 2 , we look for a solution of the ∂-problem (5) in the form (21), where f and g are unknown functions of x and p ∈ [k 1 , k 2 ]. The jumps of χ along the cuts are then equal to
Plugging (21) into (5), we see that χ satisfies the Riemann-Hilbert problem (19)-(20) if f and g satisfy the following system of singular integral equations:
We note that the Riemann-Hilbert problem (19)- (20) is a continuous generalization of equation (14). We need to show that the system (22)-(23) has a unique solution on the entire real axis. To do this, we approximate these equations by Riemann sums. Fix an integer N , and let ∆ = (k 2 −k 1 )/2N . We subdivide the segment [k 1 , k 2 ] into 2N equal parts and denote
We note that all these quantities are positive. Approximating the RiemannHilbert problem (19)-(20) by replacing the integrals containing f with their Riemann sums at the λ n and the integrals containing g with their Riemann sums at the µ n , we obtain the system
where f n (x) = f (x, λ n ) and g n (x) = g(x, µ n ). We see that this system is equivalent to the system (15) on the eigenfunctions of a Bargmann potential having 2N +1 solitons corresponding to the poles (λ 1 , . . . , λ N +1 , −µ 1 , . . . , −µ N ) and the constants (α 1 , . . . , α N +1 , −β 1 , . . . , −β N ). According to Th. 2, this system has a unique solution for all x and gives a Bargmann potential with 2N + 1 solitons. We claim that, given L > 0 and ε > 0, there exists N large enough so that the sums in Eqs. (24)- (25) are Riemann sums approximating the integrals (22)-(23) to within ε for all x ∈ (−L, L). To show this, we solve our equations by iteration. Define
We now solve equations (24)- (25) iteratively:
We see that
Recalling that α m = R 1 (λ m ) and β m = R 2 (µ m ), we see that the sums approximate the integrals when
We see that this condition holds for all x ∈ (−L, L) if
where R = max(R 1 , R 2 ). We note that, in order to maintain the same degree of accuracy when increasing the length L of our interval, we need to exponentially increase the number N of approximation points. We do not have a strict proof of the above statements, but they are confirmed by numerical experiments [8] [9] [10] . We hope to soon publish a complete proof that equations (22)- (23) are uniquely solvable.
If R 1 and R 2 are positive on (k 1 , k 2 ), then the spectrum of the corresponding Schrödinger operator is doubly degenerate, and there are two orthogonal eigenfunctions
Consider the nonstationary Schrödinger equation
and the corresponding continuity equation
where ρ = i(ΨΨ x − ΨΨ x ) is the particle density. Setting
we observe that the particle density ρ is the Wronskian of the solutions ϕ, ψ, hence is independent of x. Therefore a particle with wave function ϕ + iψ undergoes ballistic transport with no resistance, and the potential u(x) describes an ideal conductor.
We also observe that the nonlocal symmetric Riemann-Hilbert problem (19)-(20) can be converted to a local vector Riemann-Hilbert problem. Define
Then (19)- (20) is equivalent to the system 
Periodic one-gap potentials
In this section, we show that periodic one-gap potentials of the Schrödinger operator can be constructed from the symmetric Riemann-Hilbert problem.
Let ω and ω be positive real numbers, and consider the elliptic curve E = C/Λ, where Λ is the period lattice generated by 2ω and 2iω . Denote by ℘(z) the Weierstrass elliptic function associated to the lattice Λ. It satisfies the differential equation
where the zeroes e 1 , e 2 , e 3 are real-valued, satisfy e 1 + e 2 + e 3 = 0, and we assume that e 3 < e 2 < e 1 . The function
is a real-valued potential of the Schrödinger operator (1) with period 2ω. Our goal is to construct a solution of (1) that gives a solution of the symmetric Riemann-Hilbert problem.
We consider the following function ϕ(x, z), where x is real and z is defined on the curve E:
A direct calculation shows that ϕ satisfies the Lamé equation
Hence we see that ϕ is a solution of the Schrödinger equation (1) with potential (33) if the parameter z satisfies the relation
The Weierstrass function ℘ has degree two, hence for a generic complex value of k there are two values of z on E that satisfy (35). In order to make the function (34) a single-valued function of k, we need to choose a branch of z.
We choose the solution z(k) of (35) that satisfies
This branch defines a single-sheeted map from the complex k-plane with two cuts on the imaginary axis to a period rectangle of the lattice Λ centered at 0. The cuts on the imaginary axis are [−ik 2 , −ik 1 ] and [ik 1 , ik 2 ], where
The The k-plane The z-plane
The function ϕ satisfies the following properties:
In addition, ϕ(x, z) = ϕ(x, z) for all z having real part ω. Theorem 6. Let z(k) be the branch of the solution of (35) satisfying (36). Let f (k) be the branch of the function 
Then the function ξ(x, k) satisfies the equation
with potential u(x) given by (33). On the cuts, the function ξ satisfies the Riemann-Hilbert problem
Here p ∈ [k 1 , k 2 ], and ξ ± (x, ±ip) are the right and left hand values of the upper and lower cuts. The functions R 1 and R 2 are equal to
We note that in this case we have
Unitary equivalent potentials
We have already noted that the representation of a potential of the Schrödinger operator using the dressing method is not unique. For example, a Bargmann potential with N solitons can be represented by the dressing method in 2 N different ways. It is therefore natural to pose the question of describing all dressings that define the same potential. However, it is more productive to consider the following more general question. Let L be the Schrödinger operator with potential u(x), and let U be a unitary operator. If L = U + LU (37) is a Schrödinger operator with potential u(x), we say that u(x) and u(x) are unitary equivalent. It is clear that u(x) and u(x) have the same spectra.
We construct unitary equivalent potentials following Lax's seminal paper [11] . We assume that the potential depends on time according to one of the equations of the KdV hierarchy
where c n are real numbers, only finitely many of which are nonzero, and I n are the integrals of the KdV equation, normalized as follows:
Introducing time evolution has the following effect on the dressing kernel:
and the functions R 1 and R 2 (18) are modified as follows:
R 1 (p, t) = R 1 (p)e −S(p)t , R 2 (p, t) = R 2 (p)e S(p)t , S(p) = ∞ n=0 c n (2p) n+1 .
(41) Applying time evolution (41) to (18) produces a unitary-equivalent potential. We note that the function W (p) = R 1 (p)R 2 (p) is unitary invariant.
Consider the one-gap case, and assume that R 1 and R 2 are positive for k 1 < p < k 2 . Suppose that at t = 0 we have ln R 1 (p, 0) − ln R 2 (p, 0) = 2s 0 (p).
Introducing time evolution, we obtain ln R 1 (p, t) − ln R 2 (p, t) = 2(s 0 (p) − ts(p)).
Any real-valued function on the interval [k 1 , k 2 ] can be approximated using a polynomial of odd degree, so choosing c n and t appropriately, we can assume that R 1 (p) = R 2 (p). In this case, the only invariant of unitary transformations are k 1 , k 2 and the function W (p) = R 1 (p)R 2 (p). Suppose that W (p) = 1/π 2 . We have seen that the cnoidal wave can be constructed using the dressing method with R 1 (p)R 2 (p) = 1/π 2 . It is well known that the time evolution of a cnoidal wave according to a higher KdV equation is a cnoidal wave with the same velocity. Hence the dressing R 1 (p) = R 2 (p) = 1/π also results in a cnoidal wave. This is confirmed by numerical experiments [8] [9] [10] .
Finally, if one of the two functions R 1 or R 2 vanishes at a point p ∈ (k 1 , k 2 ), then so does W (p), and the corresponding primitive potential has a simple spectrum at p.
