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We investigate the inclusion of variable spins in electronic structure quantum Monte Carlo, with a focus
on diffusion Monte Carlo with Hamiltonians that include spin-orbit interactions. Following our previous
introduction of fixed-phase spin-orbit diffusion Monte Carlo (FPSODMC), we thoroughly discuss the details of
the method and elaborate upon its technicalities. We present a proof for an upper-bound property for complex
nonlocal operators, which allows for the implementation of T-moves to ensure the variational property. We
discuss the time step biases associated with our particular choice of spin representation. Applications of the
method are also presented for atomic and molecular systems. We calculate the binding energies and geometry
of the PbH and Sn2 molecules, as well as the electron affinities of the 6p row elements in close agreement with
experiments.
I. INTRODUCTION
Quantum Monte Carlo (QMC) methods have be-
come an important tool in understanding the electronic
structure for a multitude of systems including atoms,
molecules, clusters and solids. In particular, variational
Monte Carlo (VMC) and diffusion Monte Carlo (DMC)
have had great success in capturing the many-body cor-
relation effects that influence material properties such as
binding and cohesive energies, excitations, phase transi-
tions, etc; these properties are calculated to high accu-
racy and are in excellent agreement with experiment2,3.
DMC is a projector method that applies the operator
exp(−τH), where H is the system Hamiltonian, to an ap-
propriate trial or variational wave function. In the imagi-
nary time limit τ →∞, the ground state for a given sym-
metry is obtained while excited state contributions to the
trial wave function are exponentially damped. Plagued
by the fermion sign problem, DMC applications to elec-
tronic systems often invoke the fixed-node (FNDMC)
approximation4–6 which fixes the nodal structure of the
solution to that of an appropriate trial wave function,
which is typically obtained from anti-symmetric combi-
nations of (post-)Hartree-Fock (HF) or Density Func-
tional Theory (DFT) one-particle orbitals. In the case
where the trial nodes are exact, the exact ground state
energy of the Hamiltonian is obtained. Approximate
nodes yield variational estimates of the energy that in
many cases proved to be remarkably accurate even for
single-reference trial functions based on DFT or HF or-
bitals.
Despite its successes, FNDMC actually solves only the
spatial part of the eigenstate problem since in typical cal-
culations the electronic spins are treated statically rather
than as true quantum variables. This is perfectly ad-
equate in systems where the Hamiltonian does not in-
clude spin, and then the nontrivial part of the solution
is reduced to spatial dependences only. The particular
spin configuration of individual electrons is conserved
and therefore is imposed as a symmetry of the system,
e.g., a singlet or triplet state. However, many interesting
systems exhibit interactions between the spin and spa-
tial degrees of freedom such as the spin-orbit interaction.
For nuclear systems, the quantum nature of spins have
been realized in variational7 and auxillary field Monte
Carlo8–10 methods. In condensed matter applications,
a DMC method was implemented for the 2D homoge-
neous electron gas with Rashba interaction11 as well as
its modification to the VMC method applied to atoms12.
In these two approaches, the spinor states are stochas-
tically sampled as opposed to sampling the particle co-
ordinate space that underlies the DMC methods. Re-
cently, we introduced a DMC method which keeps the
trial spinors intact during the imaginary time evolution1.
This method is particularly useful in that it has the zero-
variance property, namely that for arbitrary configura-
tions (spin and spatial coordinates) the bias in energy
is proportional to the square of the trial wave function
error. Since spin-orbit is nonlocal in the particle coordi-
nate space, the method deals with spin-orbit terms in a
manner similar to nonlocal pseudopotentials13,14 and, as
we show below, many of the developed techniques then
carry over.
In this paper, we elaborate and expand upon the
details and technical issues of the method introduced
previously1. In §II, we give a short discussion of the fixed-
phase method in a configuration space without the spin
degrees of freedom. In later sections, we generalize the
fixed-phase algorithm to incorporate varying spins and
spin-dependent Hamiltonians. In §III, we introduce one
particular choice of spin-dependent Hamiltonian, namely
the spin-orbit interaction via a pseudopotential. We note
that any spin-dependent Hamiltonian could be included,
however we choose to focus on the spin-orbit interaction.
In §IV, we discuss the inclusion of the spin variables and
our choice for the spin representation. In §V, we dis-
cuss corresponding timestep dependences in evolutions of
both spatial and spin degrees of freedom. We present ap-
plications of the method to several atoms and molecules
in §VI. We conclude in §VII.
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2II. FIXED-PHASE DIFFUSION MONTE CARLO
In order to include spin-dependent Hamiltonians
within DMC, we must work with inherently complex
wave functions. FNDMC nominally treats real-valued
wave functions, so we must resort to a generalization of
the method. Before dealing with spin terms, we present a
short review of the fixed-phase method (FPDMC)15 and
its relation to the fixed-node flavor of the DMC.
For an N -electron system, we work in a configura-
tion space R = (r1, r2, . . . , rN ) ∈ RdN , where d is di-
mensionality and here we assume d = 3. For now,
we consider particle spin to be a label rather than a
variable. We assume the Born-Oppenheimer approxi-
mation, so that we have the Hamiltonian of the form
H = −(1/2)∇2 + V (R), where ∇ = (∇1,∇2, . . . ,∇N )
and V denotes the electron-ion and electron-electron
Coulomb interactions. Since the wave function Ψ(R, τ) is
complex, we write Ψ(R, τ) = ρ(R, τ)eiΦ(R,τ) and substi-
tute into the imaginary-time Schro¨dinger equation. This
yields two coupled differential equations for the ampli-
tude, ρ(R, τ), and phase, Φ(R, τ), as
− ∂ρ(R, τ)
∂τ
=
[
Tkin + V (R) +
1
2
|∇Φ(R, τ)|2
]
ρ(R, τ)
(1)
−∂Φ(R, τ)
∂τ
=
[
Tkin +
∇ρ(R, τ) · ∇
ρ(R, τ)
]
Φ(R, τ) (2)
where we abbreviate Tkin = −(1/2)∇2. In order to ob-
tain an approximate solution, we invoke the fixed phase
approximation by taking ∂τΦ(R, τ) = 0 with Φ(R, 0) =
ΦT (R), where ΦT (R) is the phase of a trial or guid-
ing wave function. Writing the trial wave function as
ΨT (R) = α(R) + iβ(R), we obtain one expression for
the fixed trial amplitude and phase
ρT (R) =
√
α2(R) + β2(R) (3)
ΦT (R) = tan
−1 β(R)
α(R)
(4)
so that −pi/2 ≤ ΦT (R) ≤ pi/2. Since the overall constant
phase is irrelevant we can alternatively define
ΦT (R) = cot
−1 β(R)
α(R)
(5)
so that we get 0 ≤ ΦT (R) ≤ pi. The stationary phase
condition makes the equation (2) moot, while the equa-
tion for the non-negative amplitude determines the en-
ergy eigenvalue.
A. Fixed-phase upper bound property
The fixed-phase approximation is variational since the
repulsive potential 1/2 |∇ΦT (R)|2 can only raise the en-
ergy for an approximate phase15. This is easy to see
from the energy expectation with ρ exp(iΦT ) that must
be an upper bound to the exact energy for an arbitrary
symmetric ρ ≥ 0.
B. Fixed-phase as a special case of the fixed-node
We note that the fixed-phase approximation is a gener-
alization of the more familiar fixed-node approximation
for a real-valued ΨT (R). Let us show that explicitly. We
denote the nodes of ΨT as
Γ = {R; ΨT (R) = 0} (6)
Consider another wave function ΨB(R) that is symmet-
ric, normalizable and real. It should be also nonvanishing
and positive in the domain of ΨT (R). An appropriate
prototype for ΨB can be, for example, an approximation
to the bosonic ground state of H. We construct a new
complex trial function
Ψ˜T = ΨT + iεΨB (7)
The potential that is generated by the phase of Φ˜T (R)
is given by
Vph =
1
2
|∇Ψ˜T |2 = 1
2
∣∣∣∣ εhΨ2T + ε2Ψ2B
∣∣∣∣2 (8)
where
h = ΨT∇ΨB −ΨB∇ΨT . (9)
Away from the node Γ the limit ε→ 0 produces Vph = 0
since then Ψ2T > 0. At the node Γ the situation is a lit-
tle bit more subtle. The key point is that the function
|∇ΨT |2 ≥ 0 is generically nonzero at the node (excep-
tions might possibly be non-analytical points of ΨT due
to interaction singularities, which are, however, of zero
measure). Therefore taking the limit ε→ 0 we get
Vph(R) = V∞δ(R−RΓ) (10)
where RΓ ∈ Γ and V∞ diverges as ∝ 1/ε2, therefore Vph
enforces vanishing of any wave function at the node Γ. In
this limit Vph become the fixed-node “potential” that is
more naturally understood as a boundary condition. The
fixed-phase approximation is therefore more general than
the fixed-node approximation. However, the accuracy
of the method depends on the choice of the phase that
nominally varies in the full configuration space unlike in
the fixed-node condition that applies only on the nodal
subspace that is (3N − 1)-dimensional for N fermions in
3D space (ie, its codimension is 1).
C. Importance sampling
If we try to solve equation (1) without modification,
fluctuations in the weights due to the potentials will make
3the DMC implementation inefficient. We therefore ap-
ply an importance sampling transformation with a trial
amplitude6. If we denote g(R, τ) = ρT (R)ρ(R, τ), equa-
tion (1) becomes
−∂g(R, τ)
∂τ
= −1
2
∇2g(R, τ) +∇ · [vD(R)g(R, τ)]
+ [EL(R)− ET ] g(R, τ)
(11)
where we have included also an energy offset ET . The
importance sampling introduces two new terms, namely
a drift velocity
vD(R) = ∇ ln ρT (R) = ρ−1T (R)∇ρT (R) (12)
and the local energy
EL(R) = ρ
−1
T (R)
[
−1
2
∇2 + V + 1
2
|∇ΦT (R)|2
]
ρT (R)
(13)
For later purposes we can simplify the evolution equation
by denoting the dynamical part of the operator acting on
the function g as HdriftR so that we can write
− ∂g(R, τ)
∂τ
= [HdriftR + EL(R)− ET ]g(R, τ) (14)
One can find straightforward formulas for the drift, po-
tential generated by the phase and local energy by using
the gradient and laplacian of ΨT . Clearly, we have
∇ρT eiΦT = eiΦT∇ρT + ΨT (i∇ΦT ) (15)
which implies
∇ΦT = Im(Ψ∗T∇ΨT)/ρ2T (16)
∇ ln ρT = Re(Ψ∗T∇ΨT)/ρ2T (17)
Similarly for the laplacian we write
∇2ΨT = ∇2[ρT eiΦT ] = eiΦT∇2ρT − ρT eiΦT (∇ΦT )2
+ 2ieiΦT (∇ρT · ∇ΦT ) + iρT eiΦT (∇2ΦT ) (18)
so that the real contribution can be further arranged as
Re[Ψ∗TTkinΨT] = ρT(−1/2)∇2ρT + ρ2T(1/2)(∇ΦT)2
(19)
where Tkin = −(1/2)
∑
i∇2i . Therefore we can write
Re[Ψ∗TTkinΨT]/ρ
2
T = ρ
−1
T TkinρT + (1/2)(∇ΦT)2 (20)
and the local energy is then
EL(R) = Re[Ψ
∗
TTkinΨT ]/ρ
2
T + V (21)
Since gradient and laplacian of ΨT are routinely calcu-
lated in DMC, by using the above formulas the needed
quantities can be evaluated straightforwardly.
Rewriting equation (11) in integral form yields
g(R′, t+ τ) =
∫
dR ρT (R
′)G(R′ ← R, τ)ρ−1T (R)g(R, t)
(22)
The Green’s function for this process is of the exact same
form as the in FNDMC,
G(R′ ← R; τ) ' (2piτ)−3N/2 exp
[
− |R′ −R− τvD(R)|2
2τ
]
× exp
[
−τ
2
(EL(R
′) + EL(R)− 2ET )
]
(23)
At this point, it is clear that the implementation of
FPDMC proceeds in the exact same manner as FNDMC.
The main difference is that the mixed-distribution is
made from the trial amplitude rather than the trial wave
function. Additionally, the local energy has an addi-
tional term from the trial phase. Since both amplitudes
in g(R, τ) are positive-definite everywhere, any proposed
move in the imaginary time evolution is accessible since
there is no nodal surface (any incidental zeros of ρT are
at most codimension 2, ie, of zero measure, similarly to
points in 3D space). The accuracy of this method clearly
depends on the accuracy of the trial phase. If the trial
phase happens to be the exact phase, then the projected
solution will be g(R,∞) ∝ ρT (R)ρ0(R,∞) producing
the ground state energy while the convergence towards
the exact value scales with the square of the difference
between the exact and approximate trial function.
III. SPIN ORBIT INTERACTIONS
In this section, we introduce the relativistic part of
the Hamiltonian for use in FPDMC. In §III A, we give a
quick discussion of relativistic quantum mechanics in a 4-
component formalism. We then discuss the reduction to
a 2-component formalism with an effective Hamiltonian.
This effective Hamiltonian approach uses pseudopoten-
tials to replace the relativistic core-electrons with a suit-
able effective field for the valence electrons. We discuss
the similarities and differences between the standard ef-
fective core potentials used in DMC. In §III B, we show
that an upper bound can be obtained within the fixed-
phase approximation for complex nonlocal operators like
our spin-orbit Hamiltonian.
A. AREP and SO Operators
For heavy atomic and molecular systems, bond-
ing and spectral properties cannot be accurately pre-
dicted without the inclusion of scalar-relativistic and
spin-orbit effects16,17. In a relativistic treatment, one
must begin with the approximation for the relativistic
Hamiltonian18,19, known as the Dirac-Coulomb Hamilto-
4nian, given as
H =
Ne∑
i=1
[−ic(α · ∇)i + βc2]− Ne∑
i=1
Nion∑
I=1
ZI
riI
+
∑
i>j
1
rij
(24)
where α and β are defined through the Pauli matrices σ
and identity I2,
α =
(
0 σ
σ 0
)
, β =
(
I2 0
0 I2
)
(25)
Here we have ignored the Breit interactions20, which
gives rise to higher order retardation effects such as spin-
other orbit, dipole interactions between two spins, and
Fermi-contact interactions. This Hamiltonian, to order
1/c2, contains the dominant relativistic effects of the
mass-velocity correction, the Darwin contribution to the
` = 0 atomic level, and the spin-orbit interaction. The
eigenfunctions of the Hamiltonian in equation (24) will be
4-component Dirac spinors. These spinors can be decom-
posed into large and small 2-component spinors, ψL and
ψS respectively. Analysis of the individual ψL and ψS for
all-electron systems indicate that ψS is negligible in the
valence region where chemical bonding is important21.
From this, to a reasonable approximation the valence
electrons can be accurately described by 2-component
spinors. Since the relativistic effects are strongest in the
core region, valence electrons can be treated nonrelativis-
tically subject to an effective field that mimics the repul-
sion of the core electrons22. This points to representing
the relativistic effects on the valence electrons through an
operator WREP that leads to the following Hamiltonian
H = Tkin + V +W
REP (26)
which contains only the valence electrons. The effective
potential WREP for an electron i from a given ion is
typically expanded in the form
WREPi =
∑
`
`+1/2∑
j=|`−1/2|
j∑
mj=−j
WREP`j (ri)|`jmj〉〈`jmj |
(27)
where ri is the electron-ion distance. The effective op-
erator WREP contains all of the relativistic effects from
the core region and allows one to only consider the va-
lence electrons, as is typically done in nonrelativistic
calculations23. This is very important for the applica-
tion in DMC, where for all-electron systems the com-
putational demands scale with the atomic number Z as
≈ Z6, but scales more favorably as N2−3valence when ef-
fective potentials remove the core electrons. Therefore,
relativistic QMC calculations can be done using the ef-
fective non-local pseudopotentials.
The relativistic effective potential can be written in
a different form that separates the relativistic effects
into scalar relativistic and spin-orbit24, namely WREP =
WAREP +WSO. The operator is semi-local; i.e. local in
the relative distance to the nearest nucleus, but non-local
in the solid angle for a given radius. The first term is
spin-averaged core potential, which includes the effect of
the mass-velocity, Darwin, averaged spin-orbit, and the
effective field under which the valence electrons respond.
The AREP term takes the form
WAREPi = W
AREP
L (ri)
+
L−1∑
`
∑`
m=−`
[
WAREP` (ri)−WAREPL (ri)
] |`m〉〈`m|
(28)
where WAREPL is the local part of the potential, and
WAREP` (ri) is weighted average over the j terms in equa-
tion (27),
WAREP` (ri) =
1
2`+ 1
[
`WREP`,`−1/2(ri) + (`+ 1)W
REP
`,`+1/2(ri)
]
(29)
The spin-orbit interaction is included in the WSO oper-
ator and takes the form
WSOi = s ·
L∑
`=1
2
2`+ 1
∆WSO` (ri)
×
∑`
m=−`
∑`
m′=−`
|`m〉〈`m|`|`m′〉〈`m′| (30)
with the definition ∆WSO` (ri) = W
REP
`,`+1/2(ri) −
WREP`,`−1/2(ri). The radial functions are expanded in gaus-
sians in the same form as traditional nonrelativistic pseu-
dopotentials, namely
WXY (ri) =
1
r2i
∑
α
A`αr
n`α
i e
−B`αr2i (31)
where X ∈ {AREP, SO,REP} and Y ∈ {`, L} and
s is the spin. The parameters A`,α, n`,α and B`α for
the AREP and SO terms have been developed by vari-
ous groups including the Stuttgart-Cologne group25 and
Clarkson University group26.
In order to include relativistic effects into DMC, we
must consider the action of the pseudopotential. The
action of the pseudopotential on the wave function will
have real and imaginary parts, and thus the amplitude
and phase equations are transformed to
− ∂ρ
∂τ
=
[
−1
2
∇2 + V + 1
2
|∇Φ|2 +WRe
]
ρ (32)
−∂Φ
∂τ
=
[
−1
2
∇2 + ∇ρ · ∇
ρ
+W Im
]
Φ (33)
with
WRe/Im = Re/Im
[
WREPΨ
Ψ
]
(34)
The imaginary part describes the phase flux determined
both by ρ and W Im. The real part is the eigenvalue
5equation that provides the total energy eigenvalue of the
system. Since we do not know the exact phase or the
exact wave function to determine WRe/Im, we invoke
the fixed-phase approximation as discussed earlier as well
as the localization approximation used in many conven-
tional DMC calculations13. This projects the pseudopo-
tential onto the trial wave function ΨT as
WRe →WReT = Re
[
WREPΨT
ΨT
]
(35)
Note that the localization approximation eliminates
the fundamental difficulty of the nonlocal operator that,
in general, leads to introduction of another type of
fermion sign problem, even for a single electron. This
is easy to see by considering the matrix elements of the
pseudopotential. If we denote the configuration space of
space ri and spin si coordinates
X = (R,S) = (r1, ..., rN , s1, ..., sN ) (36)
the matrix element that enters the Green’s function after
a Trotter expansion can be written as
〈X′| exp(−τW )|X〉 = δ(X′ −X)
−τ〈X′|W |X〉+O(τ2) (37)
The key problem lies with the matrix elements 〈X′|W |X〉
that, in general, can have a complicated sign structure
and thus generate negative or complex values; obviously,
this is also true without the spin-orbit terms. The lo-
cality approximation eliminates this problem. However,
it generates a bias that vanishes quadratically with the
error in the trial wave function and it also does not guar-
antee the variational property with regard to the original
Hamiltonian13. For real valued wave functions, the vari-
ational property can be recovered27 using the T-moves
algorithm14. In the next section we show that this upper
bound can also be obtained for the complex pseudopo-
tentials and wave functions.
B. Variational property of the fixed-phase method for
nonlocal, complex, Hermitian operators
In the following, we present a generalization of the
proof of the upper-bound for nonlocal operators and real
wave functions27 with combined sampling and localiza-
tion projection given above that enables to recover the
upper bound property. Here we will show it for more
general nonlocal Hermitian operators and complex wave
functions. This proof enables us to be able to apply
the T-moves technique14 in this more general setting.
In the proof we will follow rather closely the original
arguments27 that will be generalized at a few important
points.
For a nonlocal operator W sign changes arise when the
following condition is fulfilled
Re [Ψ∗T (X)ΨT (X
′′)〈X|W |X′′〉] > 0 (38)
as is clear from considerations of Eq. 37 in the impor-
tance sampling Green’s function. Note that we can ex-
press the matrix elements of arbitrary Hermitian opera-
tor as 〈X|W |X′′〉 = w(X,X′′)eiγ(X,X′′) where w(X,X′′)
is symmetric in X ↔ X′′ and positive-definite. Then
γ(X,X′′) = −γ(X′′,X) as must be the case when W is
Hermitian, i.e., W = W †. We write the trial wave func-
tion as ΨT (X) = ρT (X)e
iΦT (X). Denoting
α(X,X′′) = ΦT (X′′)− ΦT (X), (39)
condition (38) becomes
Re
[
w(X,X′′)eiγ(X,X
′′)ρT (X)ρT (X
′′)eiα(X,X
′′)
]
> 0
(40)
which reduces to
cos(α(X,X′′) + γ(X,X′′)) > 0 (41)
since w(X,X′′), ρT (X), and ρT (X′′) are positive-definite.
Although α and γ are anti-symmetric, cos(α + γ) is a
symmetric function of X and X′′. Following14,27, we con-
struct an effective Hamiltonian
〈X|Heff |X′〉
=
 〈X|H|X
′〉 ,X 6= X′ and cos(α+ γ) < 0
0 ,X 6= X′ and cos(α+ γ) > 0
〈X|H + Vsf |X′〉 ,X = X′
(42)
where Vsf is the sign-flip potential defined as
〈X|Vsf |X〉 =
∫
cos(α+γ)>0
dX′ 〈X|W |X′〉ΨT (X
′)
ΨT (X)
(43)
We want to show that Heff produces an upper bound for
the original Hamiltonian. We begin with any state with
the same phase as the trial wave function, namely
|Ψ〉 =
∫
dX Ψ(X)|X〉 =
∫
dX ρ(X)eiΦT (X)|X〉 (44)
The discrepancy of Heff and H with this state is
∆E = 〈Ψ|Heff −H|Ψ〉
= 〈Ψ|Vsf −Hsf |Ψ〉 (45)
Rewriting this in configuration space, we obtain
∆E =
∫
dX Ψ∗(X)
[
〈X|Vsf |X〉Ψ(X)
−
∫
dX′〈X|Hsf |X′〉Ψ(X′)
]
(46)
Rewriting this over the terms that generate sign-flips, we
have
∆E =
∫
dX
∫
sf
dX′ |Ψ(X)|2 〈X|W |X′〉ΨT (X
′)
ΨT (X)
− 〈X|W |X′〉Ψ∗(X)Ψ(X′) (47)
6Denoting h = ρT (X
′)/ρT (X), we see that
∆E =
∫∫
Ω
dXdX′ w(X,X′) cos(α(X,X′) + γ(X,X′))
× [hρ2(X) + h−1ρ2(X′)− 2ρ(X)ρ(X′)] (48)
where Ω = {X,X′; cos(α + γ) > 0}. If we simplify this
expression once more, we see that ∆E becomes
∆E =
∫∫
cos(α+γ)>0
dXdX′w(X,X′)
× cos(α(X,X′) + γ(X,X′)) [hρ(X)− ρ(X
′)]2
h
≥ 0 (49)
which is clearly positive everywhere, since the integration
is over the region where cos(α(X,X′) + γ(X,X′)) is pos-
itive. Thus, the effective Hamiltonian produces an upper
bound for H and recovers the variational property. Note
that this point - that the approximation makes sense only
in the fixed-node framework - has been emphasized in
the original paper on the localization approximation13.
The upper bound can be recovered in this framework by
implementation of the so-called T−moves algorithm14.
Note that even in this algorithm the fixed-node/phase
condition is of key importance, the T-moves can recover
only the best possible energy within the given constraint.
IV. SPIN REPRESENTATION AND SAMPLING
We discuss how spins can be treated as a quantum
variable. In §IV A, we discuss our choice for a continu-
ous and overcomplete representation of the spin variable.
Once we have a representation for the spin variable, we
discuss the form of the one-particle spinors and trial wave
functions which couple the spin and spatial degrees of
freedom in §IV B. We discuss the evaluation of the pseu-
dopotential with this spin representation in §IV C. Lastly,
we discuss our choice of sampling spin degrees of freedom
and how this modifies the Green’s function in FPDMC
in §IV D.
A. Spin Representations
Let us denote one-particle spinors as
χ(r, s) = αϕ↑(r)χ↑(s) + βϕ↓(r)χ↓(s) (50)
where s is the spin projection coordinate on the z−axis.
In its usual minimal representation the spin variable
have discrete values s = ±1/2 so that for Sz eigenstates
χ↑(1/2) = χ↓(−1/2) = 1, χ↓(1/2) = χ↑(−1/2) = 0. The
evaluation of any expectation 〈B〉 for a variational wave
function Ψvar(R,S) = Ψvar(X) includes spatial integra-
tions as well as summation over 2N spin configurations
space of (−1/2, 1/2)N
〈B〉var =
∫
dR
∑
S Ψ
∗
varBΨvar∫
dR
∑
S Ψ
∗
varΨvar
=
∫
dXΨ∗varBΨvar∫
dXΨ∗varΨvar
(51)
assuming we have N fermions. This can be recast as
sampling according to the positive density w(R,S) =
|Ψvar(R,S)|2
〈B〉var =
∫
dXw(X)(Ψ∗var(X))
−1BΨvar(X)∫
dXw(X)
(52)
This expression can be implemented in the variational
Monte Carlo (VMC) as one can simply add the sampling
of the spin configurations to the discrete sampling of the
spatial coordinates.
However, generalization to projection methods is more
complicated. Note that any change of the discrete spin
coordinate(s) will lead to “jumps” in the stochastic path.
These jumps can cause the local energy fluctuations to
increase substantially and that could possibly compro-
mise the utility and efficiency of the method. Since we
are employing a diffusion-drift sampling process in imag-
inary time with weights that include local energy in the
exponential, any large fluctuations would make a reliable
estimate of the expectations difficult to obtain, especially
if we increase the system size. Another strategy would
be to sum over all of the spin configurations for every
spatial step. However, this has an exponential scaling so
that for large systems this is intractable.
One possibility how to address this obstacle is to make
the spin configuration space compact and continuous,
which allows for smooth sampling28. We can choose an
overcomplete spin representation through the utilization
of a 1D ring (or S1) lowest pair of degenerate eigenstates
as follows:
〈sj |χ↑〉 = eisj , 〈sj |χ↓〉 = e−isj (53)
where the spin variable sj ∈ [0, 2pi). This implies the
normalization condition for two arbitrary spin states
〈χα|χβ〉 =
∫ 2pi
0
ds
2pi
〈χα|s〉〈s|χβ〉 = δαβ (54)
As the simplest illustration, consider an arbitrary one-
electron spinor of the form |χ〉 = a|χ↑〉 + b|χ↓〉. The
expectation value of the Sx =
1
2
[|χ↑〉〈χ↓|+ |χ↓〉〈χ↑|] op-
erator with the spinor is clearly 〈χ|Sx|χ〉 = ab. If we now
consider this expectation value in a VMC formulation, we
have the following expectation value
〈χ|Sx|χ〉 =
∫
ds |χ(s)|2EL(s) (55)
where χ(s) = aeis+be−is and the local energy is EL(s) =
χ−1(s)Sxχ(s) = 1/2(ae−is + beis)/(aeis + be−is). Plug-
ging in, this yields the expectation value ab as expected,
where we sample the distribution |χ(s)|2 and evaluate the
average of the local energy.
7The introduced representation has several important
consequences. First, it enables to define a continu-
ous path for the evolving sampling points (walkers) and
therefore all the associated quantities along the path are
smooth by definition. Second, the spin coordinate space
that is introduced has some desireable properties, namely
is it is compact and the interval (0, 2pi) can be sampled
rapidly. The harmonic functions have minimal curvature
and are complex so that no additional (artificial) node
created, ie, so that the formulation fits the fixed-phase
formulation. Third, note that unlike discrete coordinates
that switch-on and -off the up and down components of
the spinor, the spin functions are always somewhere “in
between” due to the fact that they are weighted by com-
plex values with unit modulus. In effect, they introduce a
complex weighted spinors that for many-spins hedge the
average effect of the spin summations. This will prove
important at sampling the spin coordinates as explained
below.
B. Trial Wave Functions
In FNDMC calculations without spin terms in the
Hamiltonian, the electrons can be labeled as N↑ spin-up
and N↓ spin-down ones and these labels remain static.
This is due to the fact that spins commute with the
Hamiltonian, implying that both the total and individ-
uals spins are conserved. It can be shown2 that expec-
tation values can be then calculated using spatial only
averaging with configuration space of R ∈ R3N . Conse-
quently, the trial wave functions are typically constructed
as bipartitioned spin-up and -down Slater determinant(s)
built from one-particle orbitals obtained from Hartree-
Fock, post-Hartree-Fock or DFT methods
ΨT (R) = e
U(R)
∑
m
cmdet
↑
m [φi(rk)] det
↓
m [φj(rl)] (56)
The particle correlations are explicitly approximated by
the Jastrow factor given as
U(R) =
∑
iI
U1(riI)+
∑
i 6=j
U2(rij) +
∑
I,i6=j
U3(riI , rjI , rij)
(57)
where we have one-, two-, and three-body terms
(U1(ri,I), U2(rij), and U3(riI , rjI , rij) respectively), that
describe electron-ion, electron-electron, etc, correlations.
With our choice of spin representation in §IV A, we
have a wave function that lives in a configuration space
X = {(r1, s1), . . . , (rN , sN )} ∈ R3N × [0, 2pi)N . We write
the trial wave function as
ΨT (X) = e
U(R)
∑
α
cαdetα [. . . , χi(rk, sk), . . .] (58)
where {χi(r, s)} are one-particle spinors. In general, each
spinor has different spatial dependence for the up and
down spin components, namely
χ(r, s) = aϕ↑(r)eis + bϕ↓(r)e−is (59)
Each spatial function ϕ↑(↓) is expanded in appropriate
basis functions (for example, gaussian type orbitals or
plane waves). With regards to the Jastrow factor, we
use the same form as described above. Seemingly, ev-
ery electron should be treated as having the “same” spin
since there is only one determinant of spinors, rather than
the spin-like and spin-unlike distinction in Jastrow forms
employed in conventional calculations. This would imply
that the cusp should correspond to the like-spin value
since the determinant vanishes at the two-electron coinci-
dence point. However, spatial coincidence configurations
are of zero measure with regard to coincidence at the full
space-spin configurations space. Clearly, the differences
in spin coordinates make the determinant, in general,
nonvanishing even when the spatial coordinates of two
electrons coincide. Therefore the more appropriate is the
unlike spins cusp condition29,30
dU2(rij)
drij
∣∣∣∣
rij=0
= 1/2 (60)
We also note that the precise cusp value has only a
marginal impact on the results since it really affects only
a very small part of the configuration space. Much more
substantial effect comes from the shape of the Jastrow
correlations for rij > 0.1−0.2 Bohr, namely, at medium-
and long-range distances. These are the ranges of dis-
tances where correlations affect one- and two-electron
pair densities very significantly over a sizable part of the
configuration space. The accuracy in these regions has
then important consequences for both minimization of
energy fluctutations as well as for accurate projections
and minimization of the localization bias.
In the limit of vanishing spin-orbit interaction the
single-reference spinor determinant (regardless of the
chosen representation) should simplify to the product
of spin-up and -down determinants. This is true also
for our trial wave function. Let us consider N occupied
spinors that can be grouped as as N/2 Kramer’s pairs
(for simplicity assuming N to be even). We can write
the Kramer’s pair as
χ+ = (ϕ+ ∆ϕ)χ↑ + (ϕ−∆ϕ)χ↓ (61)
χ− = (ϕ−∆ϕ)χ↑ − (ϕ+ ∆ϕ)χ↓ (62)
where the ∆ϕ is the spin-orbit induced splitting of the
spatial orbital ϕ. We sketch a block of the first four rows
from the corresponding Slater determinant as given by
det

χ+1 (1), χ
+
1 (2), χ
+
1 (3), χ
+
1 (4), ...
χ−1 (1), χ
−
1 (2), χ
−
1 (3), χ
−
1 (4), ...
χ+2 (1), χ
+
2 (2), χ
+
2 (3), χ
+
2 (4), ...
χ−2 (1), χ
−
2 (2), χ
−
2 (3), χ
−
2 (4), ...
...
 . (63)
Let all the spin variables {si} have distinct values and
the spin orbit splitting ∆ϕ → 0. After some linear re-
arragements we can write the matrix as sketched for the
8first four rows
det

ϕ1(1), 0, ϕ1(3), 0, ...
0, ϕ1(2), 0, ϕ1(4), ...
ϕ2(1), 0, ϕ2(3), 0, ...
0, ϕ2(2), 0, ϕ2(4), ...
...
 (64)
up to a common complex prefactor. After reshuffling
rows and columns, the single determinant of spinors fac-
torizes into the product of two determinants with spin-up
and -down particles. Generalization to odd N with un
unpaired spinor is straightforward.
For the sake of completeness we note that the sim-
plest trial function based on a pair spinor orbital
χpair(ri, si, rj , sj) written as an antisymmetrized prod-
uct of distinct pairs of particles results in a pfaffian
ΨT (R,S) = pf[χpair(ri, si, rj , sj)] exp[U(R)]. (65)
Obviously, the pair orbital itself is antisymmetric since
the pfaffian is defined for a skew-symmetric matrix so
that χpair(ri, si, rj , sj) = −χpair(rj , sj , ri, si), as ex-
plained previously31. Note also that for odd number of
electrons the skew symmetric matrix can be expanded by
an unpaired row and column with an unpaired spinor so
that the resulting matrix is of even dimension. Therefore
systems with odd number of electrons can be described
by the corresponding pfaffian32 as well (without boost-
ing the matrix by another row and column the pfaffian of
matrix with odd dimensions would vanishes identically).
C. Evaluation of the Pseudopotential and Importance
Sampling
The evaluation of the term Re
[
Ψ−1T W
REP
T ΨT
]
is simi-
lar to the evaluation done in standard QMC calculations.
Consider electron i and nucleus I whose relative distance
is riI . We will need to calculate the contribution
WREPT,(iI)ΨT
ΨT
=
∑
`,j
WREP`,j (riI)
∫
dΩ′iI
∫
ds′i
×
∑
m
〈ΩiIsi|`jm〉〈`jm|Ω′iIs′i〉
× ΨT ((r1, s1), . . . , (r
′
i, s
′
i), . . . , (rN , sN ))
ΨT ((r1, s1, . . . , (ri, si), . . . , (rN , sN ))
(66)
where riI = ri − rI , Ω,Ω′ are corresponding solid an-
gles, and r′i = (ri,Ω
′
i), while the integral in s
′ is over the
spin degree of freedom in a given representation. One
advantage of the projection used in localization approxi-
mation is that the integration over the spins can be done
explicitly and exactly for each determinant in the trial
function expansion. Of course, this is true only for the
case of the Jastrow factor factor being spin independent
as is our choice here.
To illustrate this, let us consider a trial wave function
which is built from a single determinant. Focusing on
an individual electron i near a nucleus I as we have in
equation (66), we will need the ratio of the wave function
evaluated at (r′i, s
′
i) to the original wave function. This
can be written as
det [. . . , χα(r
′
i, s
′
i), . . .]
det [. . . , χα(ri, si), . . .]
=
∑
α
Cα,i(ri, si)χα(r
′
i, s
′
i) (67)
where Cα,i(ri, si) are the matrix elements of the inverse
transpose of the Slater matrix, where α labels the spinors
and i labels the electron. Plugging this into equation
(66), we obtain
WREPT,(iI)ΨT
ΨT
=
∑
`,j
WREP`,j (riI)
∑
α
Cα,i(ri, si)∫
dΩ′iI
∫
ds′i
∑
m
〈ΩiIsi|`jm〉〈`jm|Ω′iIs′i〉χα(r′i, s′i)(68)
Focusing on an individual `, j element in the summation,
we see
WREP`,j (riI)
∑
α
Cα,i(ri, si)
∫
dΩ′iI
∫
ds′i
∑
m
×〈ΩiIsi|`jm〉〈`jm|Ω′iIs′i〉
[
aφ↑α(r
′)χ↑(s′) + bφ↓α(r
′)χ↓(s′i)
]
(69)
where we have expanded the individual spinor χα into its
spin and spatial functions. We can simplify the previous
expression by defining two functions A`,j and B`,J as
A`,j(ΩiI ,Ω
′
iI) =
∫
ds′
∑
m
〈ΩiIsi|`jm〉〈`jm|Ω′iIs′i〉χ↑(s′i)
B`,j(ΩiI ,Ω
′
iI) =
∫
ds′
∑
m
〈ΩiIsi|`jm〉〈`jm|Ω′iIs′i〉χ↓(s′i)
(70)
such that the individual `, j element can be written as
WREP`,j (riI)
∑
α,i
Cα,i(ri, si)
×
∫
dΩ′iI
[
aφ↑(ri)A`,j(ΩiI ,Ω′iI) + bφ
↓(r′i)B`,j(ΩiI ,Ω
′
iI)
]
(71)
Note that the spin integration has been eliminated, and
we are only left with a integral over the solid angle
Ω′iI , which is carried out numerically using standard
techniques as is the case of spatial-only nonlocality13.
The terms 〈Ωs|`jm〉 are spin-spherical harmonics with
j = ` ± 1/2, and can be written in our spin representa-
tion as
Y``+1/2,m(Ω, s) = 〈Ω s|`, `+ 1/2, m〉
=
√
`+m+ 1/2
2`+ 1
Y`,m−1/2(Ω)eis
+
√
`−m+ 1/2
2`+ 1
Y`,m+1/2(Ω)e
−is (72)
9Y``−1/2,m(Ω, s) = 〈Ω s|`, `− 1/2, m〉
= −
√
`−m+ 1/2
2`+ 1
Y`,m−1/2(Ω)eis
+
√
`+m+ 1/2
2`+ 1
Y`,m+1/2(Ω)e
−is (73)
Generalization to the inclusion of a spin-free Jastrow
and/or multiple Slater determinant wave functions is
straightforward.
In order to obtain the entire contribution of the pseu-
dopotential, we simply sum over all of the electrons and
ions and add the local contribution WREPL . This yields
a total pseudopotential contribution of
WReT = Re
{
Ne∑
i=1
NI∑
I=1
[
WL(riI) +
WREPT,(iI)ΨT
ΨT
]}
(74)
which is added to the local energy in equation (13).
Once we are able to evaluate the nonlocal potential
contribution in the localization approximation as WReT =
Re[Ψ−1T W
REPΨT ], so that it becomes a multiplicative
many-body and ΨT -dependent potential, we can apply
the importance sampling transforomation to the Eq. 32.
Note that due to the continuous spin values the corre-
sponding local energy is a continuous and smooth func-
tion almost everywhere (the exceptions might be, possi-
bly, zero measure configurations for which both the am-
plitude ρ and the phase Φ vanish simultaneously). The
evolution equation is therefore now solved for the product
g = ρT ρFP where FP denotes the fixed-phase solution.
D. Spin Sampling
In order to sample the spin variables smoothly within
this spin representation, we add a spin “kinetic” energy
and corresponding offset into the Hamiltonian for all si,
i ∈ {1, 2, ..., N} of the form
T si = −
1
2µs
[
∂2
∂s2i
+ 1
]
(75)
such that H → H ′ = H + ∑Ni=1 T si . Consider the ac-
tion of T si on an arbitrary one-particle spinor ψ(ri, si) =
αϕ↑(ri)eisi + βϕ↓(ri)e−isi , where ϕ↑(↓)(r) are different
different spatial orbitals for the spin-up and -down com-
ponents. Clearly, T si ψ(ri, si) = 0 due to the introduced
offset so that there is no contribution from the spin lapla-
cian.
At this point one has to consider whether to apply
the importance sampling transformation before or after
adding this spin variables Hamiltonian. Let us carry out
the transformation with the spin Hamiltonian included,
assuming the fixed-phase approximation. Using the no-
tation from Eq. (14) it can be written as
− ∂g(X)
∂τ
=
[
HdriftR + EL(X) +W
Re
T − ET
]
g(X)
− 1
2µs
∇2Sg(X) +
1
µs
∇S ·
[
vSD(X)g(X)
]
+
1
2µs
|∇SφT (X)|2 g(X)
(76)
where we have written ∇S = ( ∂∂s1 , . . . , ∂∂sN ) and for the
sake of completeness we write down also the expression
for the local energy
EL(X) = Re[Ψ
∗
T (X)TkinΨT (X)]/ρ
2
T + V (77)
where Tkin denotes the spatial kinetic energy. Note that
there are formally three new terms generated by spin
degrees of freedom: diffusion, drift term with velocity
vSD(X) = ∇S ln ρT (X) = ρ−1T (X)∇SρT (X) (78)
as well as contribution to the local energy from the spin
gradient of the trial phase. We have introduced H ′ only
to be able to sample the spin variables S since in reality
spin does not have any kinetic energy. Therefore we drop
the contribution to the energy from the spin gradient
of the trial phase as it creates an artificial contribution.
This will be further discussed in §V.
For completeness, the inclusion of the spin kinetic en-
ergy and offset modifies importance-sampling Green’s
function in equation (23) to
G˜(X′ ← X; τ) ' TX′,Xe−τ [EL(X)+EL(X′)−2ET ]/2 (79)
with
TX′,X ∝ exp
[
− ∣∣R′ −R− τvRD(R)∣∣2
2τ
]
× exp
[
− ∣∣S′ − S− τsvSD(S)∣∣2
2τs
]
(80)
where we have introduced a spin time-step τs = τ/µs.
V. TIME-STEP ERRORS AND APPROXIMATIONS
A potential source of error comes from the choice of
spin time-step τs (or equivalently, the spin mass µs) due
to the complex representation on S1. In its minimal rep-
resentation, the expectation value for the energy is given
by (51), i.e. the entire 2N spin configurations must be
summed over at every step in the imaginary time evo-
lution or one must sample the discrete spins causing
“jumps.” In our continuous representation, the speed
of the spin sampling can be chosen at our disposal due to
the effective spin mass µs. If we consider the ith walker,
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FIG. 1. Total Energy of the Pb ground state. The “No Drift”
and “Drift” calculations are indistinguishable at this scale.
-3.5
-3.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0
0.5
0.00010.0010.010.11
T
ot
al
E
n
er
gy
(H
a)
τspin (Ha
−1)
No Drift
Drift
With 1
2µs
|∇SφT |2
the expected root-mean-square displacement (rms) in co-
ordinate space is
rrmsi (t) ∝
√
t (81)
neglecting the drift velocity. In spin space, however, the
rms goes as
srmsi (t) ∝
√
t
µs
(82)
By taking the limit µs → 0, the spin rms srmsi →∞, i.e.
the spin has sampled its entire space. At µs = 0, this is
equivalent to summing over all spin configurations.
In order to determine the dependence on the spin
mass/time-step, we studied the FPSODMC energy as a
function of spin mass/time-step for a fixed spin time-step
of the Pb atom ground state. In order to minimize the
spatial time-step error, we choose a spatial time-step of
τ = 0.001 Ha−1 throughout. Our trial wave functions are
complete open-shell configuration interaction (COSCI),
with one-particle spinors obtained from the DIRAC rela-
tivistic quantum chemistry code33. Additionally, we per-
formed calculations that include and exclude the spin
drift velocity. This amounts to a choice of when the im-
portance sampling transformation is invoked in the al-
gorithm. With the inclusion of the spin drift, the spin
variables are updated with
s′i = si +
√
τsη + τsv
si
D (83)
where η is a normally distributed random variable and
the greens function in equation (79) is used. Excluding
the spin drift amounts to the condition vSD = 0.
We first justify dropping the term 1/2µs |∇SφT (X)|2
from the local energy. This term arises from the
importance-sampling transformation when we include
the spin kinetic energy, which was introduced to allow for
efficient sampling of the spin degrees of freedom. Clearly,
FIG. 2. Total energies of the Pb ground state with COSCI
trial wave functions. The calculations were performed with
drift, vSD 6= 0, and excluding drift, vSD = 0.
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this term is spurious since spins do not have kinetic en-
ergy. In order to illustrate its effect, a plot of the total
energy of Pb ground state is shown in Figure V. As τs
gets large, µs approaches zero and fully integrates the
spin degrees of freedom. However, since the spin phase
gradient is proportional to µ−1s , it adds a positive term to
the local energy with rapidly increasing value for larger
spin time steps. From here on, all calculations are per-
formed without this term.
The dependence on the spin drift velocity is shown
in Figure 2. For large spin timesteps and small spin
masses, the total energies for both methods saturate at
∼ −3.4244 Ha. For spin timesteps τs ≥ 1.0 Ha−1, the
acceptance ratios drop below 0.7. In this regime, the
method is no longer purely DMC. For spin timesteps τs <
1.0 Ha−1, the energies agree between the with/without
spin drift calculations to within the error bars. The in-
clusion of the spin drift acts to increase the acceptance
ratio; for spin timesteps larger than τs = 0.1 Ha
−1,
the acceptance ratio is greater than 0.99, which is de-
sired for a DMC calculation. An interesting feature is
a small decrease in total energy near τs = 0.001 Ha
−1.
For very small spin timesteps, the energy saturates at
∼ −3.4265 Ha.
In order to determine how the energies compare to the
exact eigenvalue for this Hamiltonian, we performed full
configuration interaction (FCI) calculations with cc-VnZ
basis sets and extrapolate to the complete basis set limit
(CBS), using the same effective Hamiltonian within the
two-component spinor formalism. For extrapolation, we
use fits of the form
ECBS = E
f(COSCI)
CBS + E
g(FCI-COSCI)
CBS (84)
f(x) = E
f(x)
CBS + αe
−βn (85)
g(x) = E
g(x)
CBS +
γ
(n− 3/8)3 +
δ
(n− 3/8)5 (86)
where n refers to the size of the basis set and α, β, γ,
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FIG. 3. Total energy using COSCI and CISDT trial wave
functions for the Pb ground state. FCI with cc-VQZ and a
CBS extrapolation are included as a reference.
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and δ are fitting parameters. In addition to a COSCI
trial wave function, we also calculated the total energy
using a CISDT trial wave function for the ground state.
The results are shown in Figure 3. For τs < 0.0001 Ha
−1,
both ψT used for the FPSODMC calculations are below
the FCI calculations with a cc-VQZ basis set. The FCI
with a CBS extrapolation is the best estimate for the
exact ground state of this effective Hamiltonian, and the
FPSODMC method lies above in both cases, due to the
fixed-phase bias.
For a large spin time-step and small spin-mass, the
spin configuration space is sampled faster than the spa-
tial degrees of freedom. This corresponds to the plateau
at -3.4244 Ha as seen in Figure 2. However if τs gets
too large relative to τ , the spin steps become very large
and lowers the acceptance ratio significantly. In the other
regime, namely where τs  τ and µs is large, the spin
degrees of freedom diffuse slowly relative to the spatial
degrees of freedom and are effectively slowly moving bar-
riers. Therefore spatial degrees of freedom have time to
find and favor the minimas subject to the fixed-phase
given by the slowly moving spins. This drives the energy
down (Figures 2 & 3), however it is still variationally
bound with respect to the exact eigenvalue given from the
FCI(CBS) energy. This is interesting to observe since due
to overcomplete representation for the spins one cannot
rule out that the algorithm in the limit of slow spin evo-
lution might find energies that would not be variational.
However, all the indication are are that the fixed-phase
approximation dominates over the full range of the spin
timesteps.
For the sake of completeness, we also performed FP-
SODMC calculations using the minimal spin representa-
tion, where the spin variables are randomly sampled from
si ∈ {−1/2, 1/2}. For the Pb atom with a LC REP, there
are only 24 = 16 spin configurations. For larger systems,
the spin space grows as 2N . The spin variables were up-
dated at each spatial step with uniform sampling, and
we found an energy of -3.4239(3) Ha that is comparable
to results that we have obtained with our S1 representa-
tion. However, the DMC acceptance ratio is only ≈ 0.92
and clearly the acceptance can get significantly lower for
larger systems (in fact, we expect exponential decrease
of the acceptance in large systems). It appears to be
challenging to counter this trend since discrete represen-
tation does not provide any drift that could boost the
acceptance. Therefore our expanded spin representation
is significantly more efficient and provides several other
advantages as elaborated upon above. In addition, there
might be further gains in improving our method that will
be explored in subsequent work.
VI. APPLICATIONS
We present applications of the FPSODMC method to
several examples of electronic structure problems with
significant impact of the spin-orbit terms. We apply
the method to several electronic properties of atoms and
molecules. In §VI A, we present results for the lead hy-
dride PbH, where we present results for the binding en-
ergy and bond length. We perform both averaged scalar-
relativistic and spin-orbit treatments of this molecule us-
ing FPSODMC to demonstrate the importance of spin-
orbit on the electronic properties. In §VI B, we present
a study of the Sn atom and dimer as an example of the
4th row element that shows significant impact of the spin-
orbit. For the atom, we calculate the electronic structure
of the first few excited states with remarkable agreement
with experiment. For the dimer, we present scalar and
spin-orbit treatments to predict the binding energy and
bond length. Lastly in §VI C, we calculate the electron
affinities of the 6p elements. All trial wave functions were
constructed from one-particle spinors obtained from the
DIRAC33 code.
A. PbH
We present calculations of bond lengths and dissocia-
tion energies of the linear molecule PbH as a testing cases
which can be compared with previous high-accuracy cal-
culations. Previous theoretical studies have focused on
two aspects of Pb molecules: treatment of the correla-
tion that requires multi-reference wave functions and rel-
ativistic effects including both scalar and beyond. Both
of these are also addressed in our DMC calculations.
For PbH molecule, a large core (LC) REP34 was found
to be sufficiently accurate and the results are presented in
Table I. We contrast two types of DMC calculations with
regard to treatment of the spin degrees of freedom. One
is the usual static-spin (1-component) calculation with
weighted average of the spin-orbit terms for the same l
in the PP, denoted as AREP defined above. The sec-
ond type employs the present method with spinors and
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TABLE I. PbH bond length (re) and dissociation energy (De)
Method re (A˚) De (eV)
spin-free CCSD(T)a 1.836 2.66
MRCIS-spss(CCSD(T))b 1.834 1.61-1.71
DMC/1-component AREP 1.834 2.582(3)
DMC/2-component REP 1.838 1.67(2)
Exp35 1.839 ≤ 1.69
a 1-component CCSD(T) with large-core AREP34
b 2-component MRCIS with spin-free-state shift (spss)
evaluated at the 1-component CCSD(T) level34
genuine 2-component relativistic PP that includes SO in-
teraction terms explicitly (REP). The result of REP cal-
culations show excellent agreement with the experiment
and previous SO-CI34,35 study. We point out the large
discrepancy (≈ 0.9 eV) between the results of AREP and
REP for the dissociation energy. It is clear that the aver-
aged SO treatment is grossly inadequate for producing a
reliable result for this system. The dominant correction
for SO effects in this case comes from the atom, about
1 eV. The 2-component result is clearly more consistent
with the experiment value. Note that the molecular spin-
orbit correction ∆MSO = E
AREP
DMC −EREPDMC for PbH molecule
is estimated to be actually rather small, about 0.11 eV.
However, in this case the impact of the SO terms for
Pb atom is dominant, about 1.1 eV. Thus, the atomic
SO correction contributes most of the large discrepancy
between the AREP and REP results.
B. Sn and Sn2
We investigate the effect of the spin-orbit interaction
on Sn systems, namely the Sn atom and dimer. We in-
vestigate both large-36 and small-core34 PPs with 46 and
28 electrons removed respectively. In order to isolate the
effect of spin-orbit, we perform static-spin calculations
using only the PP via FNDMC as well as full dynami-
cal spin calculations with the full REP via FPSODMC
using COSCI trial wave functions. By comparing the
AREP and REP calculations, we calculate an atomic
spin-orbit correction ∆SO = E
AREP
DMC − EREPDMC between
the ground states. For the LC, we find a correction of
∆LCSO = 0.1689(2) eV and ∆
SC
SO = 0.27(2) eV for the SC.
From Table II, we see that the SC REP performs signif-
icantly better than the LC REP and agrees remarkably
well with the experimental excitation energies. We also
performed full configuration interaction (FCI) calcula-
tions using the LC REP in order to compare with our
FPSODMC excitation energies.
For the dimer, we aim to find the equilibrium geometry
as well as the binding energy. To determine the effect of
spin-orbit on the dimer, we calculate the dimer both with
the AREP and REP with COSCI trial wave functions.
We perform calculations at various bond lengths and fit
the binding curve to the Morse potential of the form
V (r) = De
(
e−2a(r−re) − 2e−a(r−re)
)
(87)
Results are shown in Figure 4. As was the case for
PbH in §VI A, the scalar relativistic calculation with-
out spin-orbit (AREP) significantly overbinds the dimer.
The scalar relativistic method predicts an equilibrium
bond length of re = 2.74(2) A˚ and a dissociation energy
of De = 2.32(3) eV. We note that these results are com-
parable to other DMC studies of the Sn2 molecule with
scalar relativistic pseudopotentials39 For the dimer in-
cluding the SO interaction, we find an equilibrium bond
length of re = 2.742(9) A˚ and a dissociation energy
of De = 1.80(2) eV. We calculate a molecular spin-
orbit correction ∆MSO = E
AREP
DMC − EREPDMC at the equi-
librium bond length of ∆MSO = 0.12(3) eV. We note
that a COSCI-MVOQ scalar relativistic treatment pre-
dicts re = 2.860 A˚ and a De = 1.704 eV whereas
COSCI with spin orbit treatment predicts a bond length
of re = 2.91 A˚ and a dissociation energy De = 0.858 eV.
We also calculated the binding curve for the LC REP
within FPSODMC with a COSCI trial wave function,
shown in Figure VI B. The LC REP produces an overall
shift in the binding curve of ∼ 0.1 eV.
Experimental data for the dimer agrees remarkably
well with the FPSODMC calculations. The experimental
bond length was found to be rexpe = 2.748 A˚
40 and a dis-
sociation energy of Dexpe = 1.9125(31) eV
40, which agree
to our FPSODMC numbers to approximately 0.1 eV. We
note that all DMC calculations (with and without SO)
predict an equilibrium geometry that agrees with exper-
iment to approximately 0.1 A˚. Due to the fact that Sn
is from the fourth row, the spin-orbit correction to the
atom and dimer energies are intermediate size (0.27(2) eV
and 0.12(3) eV respectively), these contributions are not
negligible if one desires predictions to chemical accuracy.
C. Electron Affinities
As a last illustration of the method, we present results
for the electron affinities (EA) of various atoms, namely
the 6p elements Tl-At. These elements have rather rather
TABLE II. Excitation energies for the Sn atom from the 3P0
ground state. We include both LC and SC PPs. For complete-
ness, we include COSCI and FCI to compare the FPSODMC
and experiment37.
State COSCI DMC COSCI DMC FCI† CISD† Expt.37
LC LC SC SC LC SC
3P1 0.168 0.145(2) 0.180 0.23(2) 0.175 0.196 0.210
3P2 0.392 0.367(3) 0.412 0.43(2) 0.375 0.416 0.425
1D2 1.311 0.967(3) 1.308 1.08(2) 1.035 1.146 1.068
1S0 2.783 2.119(3) 2.742 2.17(2) 2.214 2.279 2.128
† cc-pVTZ 38
13
FIG. 4. Binding Curve of the Sn2 molecule using averaged
spin-orbit AREP with FNDMC and spin-orbit REP with FP-
SODMC methods. The curves are offset to dissociation limit
2E0(Sn) within each method to enable comparison for the
predicted binding energy of each method with experiment.
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strong spin orbit coupling compared to their isovalent
counterparts. For example, the respective EAs of C, Si,
Ge and Sn are 1.2629 eV, 1.385 eV, 1.2 eV, and 1.2 eV41.
However, due to the strong spin-orbit effect on the 3P0
ground state of Pb, the EA is significantly reduced which
was experimentally determined to be 0.365(8) eV42. The-
oretical calculations that did not include spin-orbit pre-
dict an EA of 1.284 eV, which is comparable to Ge and Sn
where the spin-orbit interaction is significantly weaker43.
The inclusion of spin-orbit has a significant effect; a full
four-component relativistic treatment predicts an EA of
0.403(39) eV44 whereas FPSODMC using REPs predicts
0.417(7) eV1.
The electron affinity is calculated from the ground
state energies of the neutral, E0, and anionic E
−
0 species,
FIG. 5. Binding curve of the Sn2 molecule using large- and
small-core REP. The large- and small-core systems have 8 and
44 valence electrons, respectively.
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TABLE III. Electron Affinities for the 6p elements. COSCI
trial wave functions used throughout, with LC AREP/REPs
for Pb34, Bi36, Po36, and At36. For Tl, no LC REP was found,
so we utilize a SC AREP/REP45.
Species COSCI COSCI FNDMC FPSODMC Expt
AREP REP AREP REP
Tl -0.015 -0.195 0.29(2) 0.17(3) 0.377(13)46
Pb 0.951 -0.085 1.35(1) 0.417(7)1 0.365(8)42
Bi -0.144 0.080 0.82(1) 1.04(2) 0.942362(13)47
Po 0.981 0.556 1.94(1) 1.32(6) 1.32†
At 2.280 1.545 3.22(1) 2.83(8) 2.80(2)†
† No experimental data. Quantitative estimates48
namely
EA = E0 − E−0 (88)
For each species, we calculate the EA using an AREP
and REP to isolate the effect of spin-orbit. The results
are presented in Table III. Electron affinity grows as pro-
ton number increases. The scalar relativistic (AREP)
calculation for Bi does not follow this trend, and is sig-
nificantly lower. For Pb, Po, and At, the EA is higher
than experiment or other quantitative estimates. The in-
clusion of spin-orbit significantly improves these results
to be accurate to within 0.1 eV of the experimental val-
ues for Pb and Bi and in complete agreement with other
quantitative estimates for Po and At where no experi-
mental data exists to our knowledge.
VII. CONCLUSIONS
In this paper we elaborate in detail on the fixed-phase
spin-orbit DMC (FPSODMC) method that we have in-
troduced recently1. We provide detailed derivations for
several aspects of the method. One important point is
the proof of upper bound property when dealing with
complex nonlocal operators that enables us to epmploy
techniques based on T-moves, ie, using combination of
projection on the trial function and nonlocal sampling.
The next point we demonstrate is more practical and has
to do with the time step biases with regard to spin sam-
pling together with the overcompleteness of the represen-
tation. We provide calculations of several systems that
illustrate the capabilities of the method as well as show
the impact of the spin-orbit interactions on energy dif-
ferences. The method opens new perspectives for many-
body electronic structure calculations spinor formalism
that take into account variable nature of the spin degrees
of freedom.
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