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Let V be a complex inner product space of positive dimension m
with inner product 〈·, ·〉, and let Tn(V) denote the set of all n-linear
complex-valued functions deﬁned on V × V × · · · × V (n-copies).
By Sn(V) we mean the set of all symmetric members of Tn(V).
We extend the inner product, 〈·, ·〉, on V to Tn(V) in the usual
way, and we deﬁne multiple tensor products A1 ⊗ A2 ⊗ · · · ⊗ An
and symmetric products A1 · A2 · . . . · An, where q1, q2, . . . , qn
are positive integers and Ai ∈ Tqi (V) for each i, as expected. If
A ∈ Sn(V), then Ak denotes the symmetric product A · A · . . . · A
where there are k copies of A. We are concerned with producing
the best lower bounds for ‖Ak‖2, particularly when n = 2. In this
case we are able to show that ‖Ak‖2 is a symmetric polynomial in
the eigenvalues of a positive semi-deﬁnite Hermitian matrix, MA,
that is closely related to A. From this we are able to obtain many
lower bounds for ‖Ak‖2. In particular, we are able to show that ifω
denotes 1/r where r is the rank ofMA, and A /= 0, then
‖Ak‖2  r(r + 2)(r + 4) · . . . · (r + 2(k − 1))
rk(2k − 1)(2k − 3) · . . . · 3 · 1
(
‖A‖2
)k
=
⎡⎣k−1∏
t=0
(1 + 2ωt)
(1 + 2t)
⎤⎦ (‖A‖2)k
for all integers k 1, with equality in case k 2 if and only if MA
is a non-negative multiple of a Hermitian idempotent. A similar,
but independent inequality is that ‖Ak‖2  λk1 + λk2 + · · · + λkm,
where λ1, λ2, . . . , λm are the eigenvalues ofMA.
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1. Introduction
Let V be a complex vector space of dimension m, where m > 0, with inner product 〈·, ·〉, and for
each n > 0 let Tn(V) denote the the complex vector space consisting of all complex-valued n-linear
functions deﬁned on the n-fold cross product V × V × · · · × V . By Sn(V) we mean the subspace of
Tn(V) consisting of the elements of Tn(V) that are fully symmetric. Both T0(V) and S0(V) will mean
C. To deﬁne an inner product on Tn(V) we choose an orthonormal basis {ei}mi=1, which we regard as
being ﬁxed, and set
〈A, B〉 =
m∑
q1=1
m∑
q2=1
· · ·
m∑
qn=1
A(eq1 , eq2 , . . . , eqn)B(eq1 , eq2 , . . . , eqn)
for allA, B ∈ Tn(V). Actually, 〈·, ·〉 is independentof theorthonormalbasis {ei}mi=1. Foreachpermutation
σ ∈ Sn, the set of all permutationson {1, 2, . . . , n}, andeachA ∈ Tn(V)we letσAdenote thememberof
Tn(V) such that (σA)(x1, x2, . . . , xn) = A(xσ(1), xσ(2), . . . , xσ(n)) for all x1, x2, . . . , xn ∈ V . If A ∈ Sn(V)
and B ∈ Sp(V), then we deﬁne the tensor product A ⊗ B to be the member of Tn+p(V) such that
(A ⊗ B)(x1, x2, . . . , xn+p) = A(x1, x2, . . . , xn)B(xn+1, xn+2, . . . , xn+p)
for all x1, x2, . . . , xn+p ∈ V . From the tensor product we obtain the symmetric product A · B which is
deﬁned to be ((n + p)!)−1 ∑σ σ (A ⊗ B), where the summation is over the symmetric group Sn+p.
In general, if q is a positive integer, then the map X → (q!)−1 ∑σ σ (X), where the summation is
over Sq, is denoted by Pq, and is the orthogonal projection of Tq(V) onto Sq(V); so we have X =
(q!)−1 ∑σ σ (X) = Pq(X) if and only if X already symmetric. If A1, A2, . . . , Ar is a sequence ofmultilin-
ear functions such that Ai ∈ Tni(V) for each i, then the tensor product A1 ⊗ A2 ⊗ · · · ⊗ Ar is deﬁned in
the usualway, and, if ξ denotes
∑r
i=1 ni, then the symmetric product, A1 · A2 · . . . · Ar , of A1, A2, . . . , Ar
is Pξ (A1 ⊗ A2 ⊗ · · · ⊗ Ar), where the summation is over Sξ . If A ∈ Sn(V) for some n, then A2 denotes
A · A, A3 denotes A · A · A, and, in general, if k is a positive integer, then Ak denotes the k-fold symmetric
product of Awith itself k-times; that is, Ak denotes A · A · . . . · A, where there are k copies of A.
If A ∈ Sn(V) for some n, and x ∈ V , then we deﬁne the insertion A(x) ∈ Sn−1(V) by
A(x)(y1, y2, . . . , yn−1) = A(x, y1, y2, . . . , yn−1)
for each y1, y2, . . . , yn−1 ∈ V . Multiple insertions are deﬁned in the obvious way. For example, if
1 k n, and x1, x2, . . . , xk ∈ V , then A(x1, x2, . . . , xk) denotes the member of Sn−k(V) such that
A(x1, x2, . . . , xk)(y1, y2, . . . , yn−k) = A(x1, x2, . . . , xk , y1, y2, . . . , yn−k)
for all y1, y2, . . . , yn−k ∈ V .
We employ a ﬁxed orthonormal basis {ei}mi=1. Nevertheless, our main results are independent of
this basis. This is because our equalities and inequalities depend upon the eigenvalues of thematrixMA
deﬁnedbelow, and changing theorthonormal basis {ei}mi=1 simply causes a similarity transformation to
be done toMA. For arbitrary C ∈ Sq(V)we let Ci denote the insertion C(ei), and if k q and i1, i2, . . . , ik
is a sequence of members of {1, 2, . . . ,m}, then Ci1,i2,...,ik denotes C(ei1 , ei2 , . . . , eiq).
Distribution of insertions over symmetric products has been considered previously by this author.
In particular, according to Theorem 1 of [9], we have the following.
Lemma 1. Suppose n and p are positive integers and n p. If A ∈ Sn(V), B ∈ Sp(V), and x ∈ V , then
(A · B)(x) = [n/(n + p)]A(x) · B + [p/(n + p)]A · (B(x)) . (1)
If x = ei for some i, then (1) becomes
(A · B)i = [n/(n + p)]Ai · B + [p/(n + p)]A · Bi. (2)
Recursive application of (2) produces formulas such as
(A · B)ij = α1Aij · B + α2Ai · Bj + α3Aj · Bi + α4A · Bij , (3)
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where α1 = [n(n − 1)/(n + p)(n + p − 1)],α2 = [np/(n + p)(n + p − 1)],α3 = [pn/(n + p)× (n + p − 1)] and α4 = [p(p − 1)/(n + p)(n + p − 1)]. Moreover, it should be clear that if C,D ∈
Sq(V), then we have
〈C,D〉 =
m∑
i=1
〈Ci,Di〉 =
m∑
i,j=1
〈
Cij ,Dij
〉 = m∑
i,j,k=1
〈
Cijk ,Dijk
〉
etc . . . (4)
We require three additional background lemmas. If x ∈ V , then x˜ denotes the member of V∗, the
dual of V , such that x˜(y) = 〈y, x〉 for each y ∈ V .
Lemma 2. If D ∈ Sq(V), and {fi}mi=1 is an orthonormal basis for V , then D =
∑m
i=1 f˜i ⊗ D(fi) =
∑m
i=1 f˜i ·
D(fi).
Proof. The ﬁrst equality is Lemma 2 of [9]. For the second note thatD is symmetric andD = ∑mi=1 f˜i ⊗
D(fi); therefore,
D = Pq(D) = Pq
⎛⎝ m∑
i=1
f˜i ⊗ D(fi)
⎞⎠ = m∑
i=1
f˜i · D(fi), (5)
as required. 
Lemma 3. If x ∈ V , B ∈ Sn−1(V), and C ∈ Sn(V), then 〈x˜ · B, C〉 = 〈B, C(x)〉 .
Proof. The lemma is trivially true if n = 1, as in this case B must be a scalar; so the lemma says only
that 〈Bx˜, C〉 = B〈x˜, C〉 = BC(x) which is obviously true provided that we deﬁne the inner product of
twomembers, x and y, ofC to be xy¯. Assume that the lemma is true for all integers k such that k n − 1
where n 2. We have 〈x˜ · B, C〉 = ∑mi=1〈(x˜ · B)(ei), C(ei)〉. Thus, letting α denote 1/n, and employing
Lemma 1, we obtain that
〈x˜ · B, C〉 = m∑
i=1
〈α〈ei, x〉B + (1 − α)x˜ · Bi, Ci〉
= α m∑
i=1
〈ei, x〉 〈B, Ci〉 + (1 − α)
m∑
i=1
〈x˜ · Bi, Ci〉 .
(6)
But,
∑m
i=1〈x, ei〉C(ei) = C(x); so
m∑
i=1
〈ei, x〉 〈B, Ci〉 =
〈
B,
m∑
i=1
〈x, ei〉C(ei)
〉
= 〈B, C(x)〉 . (7)
Moreover, by inductive hypothesis, we have
〈x˜ · Bi, Ci〉 = 〈Bi, Ci(x)〉 , ∀i ∈ {1, 2, . . . ,m}. (8)
But Ci(x) = C(ei, x) = (C(x))i for each i. Substituting (7) and (8) in (6) we obtain that
〈x˜ · B, C〉 = α 〈B, C(x)〉 + (1 − α) m∑
i=1
〈Bi, Ci(x)〉
= α 〈B, C(x)〉 + (1 − α) m∑
i=1
〈Bi, (C(x))i〉
= α 〈B, C(x)〉 + (1 − α) 〈B, C(x)〉 = 〈B, C(x)〉 .
(9)
This completes the proof. 
Lemma 4. Suppose p, q, r and t are non-negative integers such that p > 0 and p + q = r + t. If E ∈
Sp(V), F ∈ Sq(V), G ∈ Sr(V), and H ∈ St(V), then
〈E · F , G · H〉 = r
p + q
m∑
i=1
〈Ei · F , Gi · H〉 + t
p + q
m∑
i=1
〈Ei · F , G · Hi〉 . (10)
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Proof. According toLemma2wehaveE=∑mi=1 e˜i · Ei.Moreover, byLemma3wehave 〈e˜i · Ei · F , G · H〉= 〈Ei · F , (G · H)i〉 for each i, and by Lemma 1 we have
(G · H)i = r
p + qGi · H +
t
p + qG · Hi (11)
for each i. Therefore,
〈E · F , G · H〉 = m∑
i=1
〈e˜i · Ei · F , G · H〉 =
m∑
i=1
〈Ei · F , (G · H)i〉
= r
p+q
m∑
i=1
〈Ei · F , Gi · H〉 + tp+q
m∑
i=1
〈Ei · F , G · Hi〉
(12)
as required. 
The special case of Lemma 4 when t = 0 would cause H to be a scalar or simply absent from the
formula. In this case r = p + q so (10) reduces to
〈E · F , G〉 =
m∑
i=1
〈Ei · F , Gi〉 . (13)
Reversing the roles of E and F in (13) we obtain the equality 〈E · F , G〉 = ∑mi=1 〈E · Fi, Gi〉, which, in
conjunction with (13), implies the unlikely looking equality
∑m
i=1 〈Ei · F , Gi〉 =
∑m
i=1 〈E · Fi, Gi〉. We
are interested in an application of (13). Suppose A ∈ Sn(V) for some n, k is a positive integer, and
G ∈ Snk(V). Then, by (13) we have〈
Ak , G
〉
=
〈
A · Ak−1, G
〉
=
m∑
i=1
〈
Ai · Ak−1, Gi
〉
. (14)
If we set G = Ak in (14) we obtain the identity
‖Ak‖2 =
〈
Ak , Ak
〉
= m∑
i=1
〈
Ai · Ak−1, (Ak)i
〉
= m∑
i=1
〈
Ai · Ak−1, Ai · Ak−1
〉
= m∑
i=1
‖Ai · Ak−1‖2,
(15)
which holds for all A ∈ Sn(V).
It is well known, and easily demonstrated, that if A ∈ T1(V), the dual of V , then ‖Ak‖2 = (‖A‖2)k .
No such simple formula holds for A ∈ Sn(V) when n 2. However, we note that if C ∈ Sq(V) and
D ∈ Sr(V), then ‖C · D‖2 = ‖Pq+r(C ⊗ D)‖2  ‖C ⊗ D‖2 = ‖C‖2‖D‖2, since Pq+r is an orthogonal
projection. This immediately implies that if A ∈ Sn(V), then the upper bound inequality
‖Ak‖2 
(
‖A‖2
)k
(16)
holds for all positive integers k; thus, ‖Ak‖2/(‖A‖2)k  1 for all A ∈ Sn(V) \ {0}. So, the problem
becomes one of locating the best possible lower bound for ‖Ak‖2/(‖A‖2)k when A is restricted to
A ∈ Sn(V) \ {0}. In this paper we solve this problem for n = 2. We also provide a conjecture for the
correct bounds when n 3.
Our development depends upon a matrix that is closely related to A where A ∈ S2(V). Similar
deﬁnitions are possible when A ∈ Sn(V), though they are considerably more complex and involve
whole lists of matrices. Given A ∈ S2(V), we let MA denote the m × m matrix such that (MA)ij =∑m
t=1 A(ei, et)A(et , ej). Using the insertion maps deﬁned previously we can alternately deﬁne MA to
be the m × m matrix whose ij-th term is 〈A(ei), A(ej)〉, which is simply 〈Ai, Aj〉. We will obtain an
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expression for ‖Ak‖2 for each k that is a polynomial in the eigenvalues ofMA. First, we record some of
the properties ofMA.
Lemma 5. If A ∈ S2(V), then MA is an m × m positive semi-deﬁnite Hermitian matrix, and Tr(MA) =‖A‖2.
Proof. It is obvious thatMA is anm × mmatrix. ThatMA is Hermitian follows because
(MA)ij =
m∑
t=1
A(ei, et)A(et , ej) =
m∑
t=1
A(ej , et)A(et , ei) = (MA)ji (17)
for each i and j. On the other hand, we have
m∑
i=1
m∑
j=1
(MA)ij xixj =
m∑
i=1
m∑
j=1
m∑
t=1
A(ei, et)A(et , ej)xixj
= m∑
t=1
{
m∑
i=1
A(ei, et)xi
}{
m∑
j=1
A(ej , et)xj
}
= m∑
t=1
∣∣∣∣∣ m∑i=1 A(ei, et)xi
∣∣∣∣∣
2
 0
(18)
for all complex numbers x1, x2, . . . , xm. Therefore,MA is positive semi-deﬁnite. Finally, we have
Tr(MA) =
m∑
i=1
{
m∑
t=1
A(ei, et)A(et , ei)
}
=
m∑
i=1
m∑
t=1
|A(ei, et)|2 = ‖A‖2, (19)
because A is symmetric. 
Generally, we denote the eigenvalues ofMA byλ1, λ2, . . . , λm, andwe assume thatλ1λ2· · ·λm.
Of course, all eigenvalues ofMA are non-negative sinceMA is positive semi-deﬁnite. Given A ∈ S2(V),
whichwe regard as being ﬁxed, we letk denote ‖Ak‖2 for each positive integer k, andwe let0 = 1.
We will obtain a sharp lower bound for k in terms of ‖A‖2 and k. To achieve this we require several
recurrence relations. Recall that {ei}mi=1 is a ﬁxed orthonormal basis for V , and if 1 t m, then At
denotes the insertion A(et). We abbreviate MA to M since we regard A as being ﬁxed. If k is a positive
integer and 0 p k − 1 we let
Γk,p =
m∑
i=1
m∑
j=1
(Mp)ij
〈
Aj · Ak−p−1, Ai · Ak−p−1
〉
. (20)
We note that if p = 0, thenMp is the identity matrix; so, (Mp)ij = 0 when i /= j. This means that
Γk,0 =
m∑
i=1
〈
Ai · Ak−1, Ai · Ak−1
〉
=
m∑
i=1
‖Ai · Ak−1‖2 = ‖Ak‖2 = k , (21)
by (15). When p = k − 1 we obtain
Γk,k−1 =
m∑
i=1
m∑
j=1
M
k−1
ij
〈
Aj , Ai
〉 = m∑
i=1
⎛⎝ m∑
j=1
M
k−1
ij Mji
⎞⎠ = m∑
i=1
Mkii = Tr(Mk). (22)
But Tr(Mk) = λk1 + λk2 + · · · + λkm; therefore, we have
Γk,k−1 = Tr(Mk) = λk1 + λk2 + · · · + λkm. (23)
We derive a recurrence for the Γk,p when 0 p k − 2. Let α = (2k − 2p − 1)−1 and β = 1 − α.
Then, according to (20) we have
Γk,p =
m∑
i,j=1
(Mp)ij
〈
Aj · Ak−p−1, Ai · Ak−p−1
〉
. (24)
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We now apply Lemma 4 to each of the terms
〈
Aj · Ak−p−1, Ai · Ak−p−1
〉
in (24) to obtain that〈
Aj · Ak−p−1, Ai · Ak−p−1
〉
= α m∑
t=1
〈
AjtA
k−p−1, AitAk−p−1
〉
+ β m∑
t=1
〈
AjtA
k−p−1, Ai · At · Ak−p−2
〉
.
(25)
Eqs. (24) and (25) therefore imply that
Γk,p = α ∑
i,j,t
(Mp)ij
〈
AjtA
k−p−1, AitAk−p−1
〉
+ β ∑
i,j,t
(Mp)ij
〈
AjtA
k−p−1, Ai · At · Ak−p−2
〉
.
(26)
Application of (14) to the second summation in (26) produces∑
i,j,t
(Mp)ij
〈
AjtA
k−p−1, Ai · At · Ak−p−2
〉
= ∑
i,j,t,

(Mp)ij
〈
AjtA
 · Ak−p−2, At
Ai · Ak−p−2
〉
= ∑
i,j,

(Mp)ij
(∑
t
AjtAt

) 〈
A
 · Ak−p−2, Ai · Ak−p−2
〉
= ∑
i,

(∑
j
(Mp)ijMj

) 〈
A
 · Ak−p−2, Ai · Ak−p−2
〉
= ∑
i,

(Mp+1)i

〈
A
 · Ak−p−2, Ai · Ak−p−2
〉
= Γk,p+1.
(27)
Transforming the ﬁrst summation in (26) we obtain∑
i,j,t
(Mp)ij
〈
AjtA
k−p−1, AitAk−p−1
〉
= ∑
i,j
(Mp)ij
(∑
t
AjtAti
)
k−p−1
= ∑
i
(∑
j
(Mp)ijMji
)
k−p−1
= ∑
i
(Mp+1)iik−p−1 = Tr(Mp+1)k−p−1.
(28)
Substituting the result of the calculations (27) and (28) in (26) we obtain the basic recurrence
Γk,p = 1
2k − 2p − 1Tr(M
p+1)k−p−1 + 2k − 2p − 2
2k − 2p − 1Γk,p+1, (29)
which holds for all p such that 0 p k − 2.Wewill now present an explicit formula for theΓk,p, 0 p
 k − 1. If x ∈ R, and q is a positive integer, then x(q) denotes x(x − 1) · · · (x − q + 1), and x0 = 1.
Theorem 1. Suppose k is a positive integer and A ∈ S2(V). Deﬁne each of M,Γk,p, and k as above with
respect to A. Then,
Γk,p =
k−1−p∑
t=0
c(k, p, t) Tr(Mk−t)t (30)
where
c(k, p, t) =
[
2k−p−1−t(k − p − 1)(k−p−1−t)
]/
[(2k − 2p − 1)(2k − 2p − 3) · . . . · (2t + 1)] (31)
for all p and t such that 0 p k − 1 and 0 t  k − p − 1.
Proof. Let bq denote Tr(M
q) for each positive integer q. Note that if p = k − 1, then k − p − 1 = 0,
so the summation in (30) has only one term; moreover, c(k, p, t) = 1 when p = k − 1 and t = 0.
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Since0 = 1, in this case our theorem says that Γk,k−1 = Tr(Mk) = bk . But this fact was established
previously. See (23). The assertion of the theorem is therefore true when p = k − 1. We proceed by
induction. Assume that the theorem is true when p = k − (r − 1) = k − r + 1 where 2 r  k. The
basic recurrence (29) with p = k − r says that
Γk,k−r = 1
2r − 1bk−r+1r−1 +
2r − 2
2r − 1Γk,k−r+1, (32)
and the induction hypothesis says that
Γk,k−r+1 =
r−2∑
t=0
c(k, k − r + 1, t)bk−tt . (33)
Substituting (33) into (32) we obtain
Γk,k−r = 1
2r − 1bk−r+1r−1 +
2r − 2
2r − 1
⎧⎨⎩
r−2∑
t=0
c(k, k − r + 1, t) bk−tt
⎫⎬⎭ . (34)
But, from (31) with p = k − r + 1 we obtain that
2r−2
2r−1 c(k, k − r + 1, t) = (2r−2) 2
r−2−t(r−2)(r−2−t)
(2r−1)(2r−3)(2r−5)···(2t+1)
= 2r−1−t(r−1)(r−1−t)
(2r−1)(2r−3)(2r−5)···(2t+1) = c(k, k − r, t).
(35)
Substitution of (35) into (34) yields
Γk,k−r = 12r−1bk−r+1r−1 +
{
r−2∑
t=0
c(k, k − r, t) bk−tt
}
= r−1∑
t=0
c(k, k − r, t)bk−tt ,
(36)
since (2r − 1)−1 = c(k, k − r, r − 1), andbk−tt = bk−r+1r−1 when t = r − 1. This completes the
proof since the substitution r = k − p transforms (36) into (30). 
Theorem 2. Suppose k is a positive integer and A ∈ S2(V). Deﬁne M,Γk,p, and k as above with respect
to A. Then, Γk,0 Γk,1 Γk,2  · · ·Γk,k−1.
Proof. We must show that Γk,p Γk,p+1 for each p such that 0 p k − 2. The basic recurrence (29)
says
Γk,p = 1
2k − 2p − 1bp+1k−p−1 +
2k − 2p − 2
2k − 2p − 1Γk,p+1.
Thus, we have
Γk,p − Γk,p+1 = 1
2k − 2p − 1
{
bp+1k−p−1 − Γk,p+1} .
It is therefore sufﬁcient to show that bp+1k−p−1 − Γk,p+1  0 for each p such that 0 p k − 2. The
key point is that c(k, p, t) is, for ﬁxed t, just a function of k − p; thus, we have c(k − p − 1, 0, t) =
c(k, p + 1, t) for all allowable k, p, and t. Since k−p−1 = Γk−p−1,0, we employ (30) to obtain
bp+1k−p−1 − Γk,p+1 =
k−p−2∑
t=0
c(k − p − 1, 0, t) bp+1bk−p−1−tt
− k−p−2∑
t=0
c(k, p + 1, t)bk−tt
= k−p−2∑
t=0
c(k, p + 1, t) (bp+1bk−p−1−t − bk−t)t .
(37)
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But, for each t such that 0 t  k − p − 2, we have
bp+1bk−p−1−t − bk−t =
(
m∑
i=1
λ
p+1
i
)(
m∑
j=1
λ
k−p−1−t
j
)
− m∑
i=1
λk−ti
= ∑
i /= j
λ
p+1
i λ
k−p−1−t
j
 0,
(38)
since each of the eigenvalues λi is non-negative. This implies that the last summation in (37) is
non-negative. Therefore, bp+1k−p−1 − Γk,p+1  0 and hence Γk,p − Γk,p+1  0 for each p such that
0 p k − 2. 
Corollary 1. Suppose k is a positive integer and A ∈ S2(V). If M,Γk,p, and k are deﬁned as above with
respect to A, and λ1, λ2, . . . , λm are the eigenvalues of M, then ‖Ak‖2  Tr(Mk) = λk1 + λk2 + · · · + λkm.
Proof. Wehave shown, see (23), thatΓk,k−1 = Tr(Mk) = λk1 + λk2 + · · · + λkm, and, according to (22),
we have Γk,0 = k . Moreover, Theorem 2 says that Γk,0 Γk,1  · · ·Γk,k−1. Therefore, we have
k = Γk,0 Γk,k−1 = Tr(Mk) = λk1 + λk2 + · · · + λkm.
This completes the proof. 
The inequality of Corollary 1 can be improved by calculating expressions for others of the various
Γk,p. For example, the basic recurrence (29) with p = k − 2 says that
Γk,k−2 = [1/3]Tr(Mk−1)1 + [2/3]Γk,k−1.
But, 1 = Γ1,0 = Tr(M), and Γk,k−1 = Tr(Mk). Therefore, we have
Γk,k−2 = [1/3] Tr(M)Tr(Mk−1) + [2/3]Tr(Mk)
= [1/3] m∑
i=1
λi
m∑
j=1
λk−1j + [2/3]
m∑
i=1
λki
= m∑
i=1
λki + [1/3]
∑
i /= j
λiλ
k−1
j .
(39)
Theorem 2 says that Γk,0 Γk,k−2. Therefore, reasoning as above we have
k = Γk,0 Γk,k−2 =
m∑
i=1
λki + [1/3]
∑
i /= j
λiλ
k−1
j .
We have proved the following.
Corollary 2. Suppose k is a positive integer and A ∈ S2(V). If M,Γk,p, and k are deﬁned as above with
respect to A, and λ1, λ2, . . . , λm are the eigenvalues of M, then
‖Ak‖2  [1/3] Tr(M) Tr(Mk−1) + [2/3] Tr(Mk)
m∑
i=1
λki + [1/3]
∑
i /= j
λiλ
k−1
j .
It is clear that the inequality of Corollary 2 improves upon the inequality of Corollary 1, particularly
when M has many non-zero eigenvalues. It should be noted that lower bounds for k in terms of
Tr(M), Tr(M2), Tr(M3), . . . are more useful in practice as they can be computed without knowing the
eigenvalues ofM. We give one further such example.
The basic recurrence gives
Γk,k−3 = [1/5]bk−22 + [4/5]Γk,k−2
Moreover, applying the Γk,k−2 formula that we derived above in case k = 2, we obtain that
2 = [1/3]b11 + [2/3]Γ2,1. But, 1 = b1 = Tr(M), and Γk,k−2 = [1/3]b1bk−1 + [2/3]bk .
Therefore, we have
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k Γk,k−3 = [1/15]b21bk−2 + [2/15]b2bk−2 + [4/15]b1bk−1 + [8/15]bk.
Equivalently, we have
k  [1/15](Tr(M))2Tr(Mk−2) + [2/15]Tr(M2)Tr(Mk−2)
+ [4/15]Tr(M)Tr(Mk−1) + [8/15]Tr(Mk), (40)
which is a bound computable directly from the matrixM. We have proved the following.
Corollary 3. Suppose k is a positive integer and A ∈ S2(V). If M,Γk,p, and k are deﬁned as above with
respect to A, and λ1, λ2, . . . , λm are the eigenvalues of M, then
‖Ak‖2  [1/15](Tr(M))2Tr(Mk−2) + [2/15]Tr(M2)Tr(Mk−2)
+[4/15]Tr(M)Tr(Mk−1) + [8/15]Tr(Mk).
To proceed further we introduce a sequence of polynomials that are involved in an explicit ex-
pressions for the k in terms of the members of the sequence Tr(M), Tr(M
2), Tr(M3), . . .. These
polynomials are the subject of the next section.
2. Important polynomials and a necessary recurrence
In this section we regard a partition of n as being a sequence (α1,α2, . . . ,αn) of non-negative
integers such that
∑n
t=1 t αt = n. From this point of view αt is the number of times that the integer t
appears. We may in some cases also regard a partition of n as being an inﬁnite sequence (α1,α2, . . .)
of non-negative integers such that
∑∞
t=1 t αt = n, and αt = 0 if t > n. We let Pn denote the set of all
partitions of n. If α ∈ Pn, then ρn(α) is the number of permutations on {1, 2, . . . , n} that are of cycle
type α; thus, we have
ρn(α) = n!/ [α1!α2! · · ·αn! 1α12α2 · · · nαn ] .
For each positive integer nwe let Fn denote the polynomial deﬁned on R
n by
Fn(x1, x2, . . . , xn) =
∑
α∈Pn
ρn(α)x
α1
1 x
α2
2 · · · xαnn =
∑
α∈Pn
ρn(α)x
α (41)
where xα denotes x
α1
1 x
α2
2 · · · xαnn for each α ∈ Pn. For example, we have
F1(x1) = x1, F2(x1, x2) = x21 + x2, and F3(x1, x2, x3) = x31 + 3x1x2 + 2x3 (42)
as is easily seenby examining (41). For conveniencewe set F0 = 1.We require the following recurrence
relationship.
Theorem 3. If n is a positive integer, then
Fn(x1, x2, . . . , xn) =
n−1∑
k=0
(n − 1)(n−k−1)xn−kFk(x1, x2, . . . , xk) (43)
for each x1, x2, . . . , xn ∈ R.
Proof. It is easily seen that the recurrence (43) is true for small n. If n = 1, then the summation on
the right has only the term associated with k = 0 which is (0)(0)x1F0 = x1 = F1(x1), as required. If
n = 3, then the right side of (43) becomes
2(2)x3F0 + 2(1)x2F1(x1) + 2(0)x1F2(x1, x2) = 2x3 + 2x2x1 + x1(x21 + x2)= x31 + 3x1x2 + 2x3.
The last expression above, namely x31 + 3x1x2 + 2x3, is the expression for F3(x1, x2, x3) noted previ-
ously. Hence, the recurrence is true when n = 3. We will not however present a proof by induction.
Our proof is basically just a calculation. Since
∑n−1
k=0(n − k)αn−k = n for all α ∈ Pn, we have
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∑
α∈Pn
ρn(α)x
α = ∑
α∈Pn
{
n−1∑
k=0
(n − k)αn−k
}
[ρn(α)/n] x
α
= ∑
α∈Pn
∑
k∈N (α)
(n − k)αn−k [ρn(α)/n] xα
(44)
where N (α) is the set of all k ∈ {0, 1, . . . , n − 1} such that αn−k /= 0. For each k, 0 k n − 1, we
let βk = {α ∈ Pn : αn−k /= 0}. Note that summing α ∈ Pn and k ∈ N (α) is the same as summing
k ∈ {0, 1, . . . , n − 1} and α ∈ βk; thus, by reversing the order of summation in the last expression in
(44), we determine that
∑
α∈Pn
ρn(α)x
α =
n−1∑
k=0
∑
α∈βk
(n − k)αn−k [ρn(α)/n] xα (45)
For each k let φk be the map from βk to Pk such that if α ∈ βk , then φk(α) = (α1,α2, . . . ,
αn−k − 1, . . . ,αn); that is, the term αn−k is reduced by one, and the other terms are left unchanged.
If α ∈ βk , then the i-th term of φk(α) is 0 for all i > k; moreover, the map φk is actually a bijection
from βk to Pk . We note that
(n − k) αn−k ρn(α)/n = (n − 1)!
/[∏
s /= n−k αs! ∏t /= n−k tαt (αn−k − 1)!(n − k)αn−k−1]
= (n − 1)(n−k−1) ρk(φk(α)).
(46)
Substituting the result of (46) in (45), and noting that if α ∈ βk , then xα = xn−kxφk(α), we obtain that∑
α∈Pn
ρn(α)x
α = n−1∑
k=0
(n − 1)(n−k−1)
{ ∑
α∈βk
ρk(φk(α))x
α
}
= n−1∑
k=0
(n − 1)(n−k−1)xn−k
{ ∑
α∈βk
ρk(φk(α))x
φk(α)
}
.
(47)
But the map φk : βk → Pk is a bijection; therefore,∑
α∈βk
ρk(φk(α))x
φk(α) = ∑
θ∈Pk
ρk(θ)x
θ = Fk(x1, x2, . . . , xk). (48)
Substituting (48) in (47) we obtain that
∑
α∈Pn
ρn(α)x
α =
n−1∑
k=0
(n − 1)(n−k−1)xn−kFk(x1, x2, . . . , xk)
which, on account of (41), is what we wished to prove. 
The next two lemmas contain properties of the functions Fn that are used to prove our main
inequality.
Lemma 6. If n is a positive integer, and each of w, x1, x2, . . . , xn is a real number, then
Fn(wx1,w
2x2,w
3x3 . . . ,w
nxn) = wn Fn(x1, x2, . . . , xn). (49)
Proof. Note that if α is a partition of n, then
∑n
t=1 tαt = n. By (41) we have
Fn(wx1,w
2x2,w
3x3, . . . ,w
nxn)
= ∑
α∈Pn
ρn(α)(wx1)
α1(w2x2)
α2(w3x3)
α3 · · · (wnxn)αn
= ∑
α∈Pn
ρn(α)w
α1+2α2+3α3+···+nαnxα11 x
α2
2 x
α3
3 · · · xαnn
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= wn ∑
α∈Pn
ρn(α)x
α1
1 x
α2
2 x
α3
3 · · · xαnn
= wnFn(x1, x2, x3 . . . , xn),
(50)
as required. 
Lemma 7. If n is a positive integer, and x is a real number, then
Fn(x, x, x, . . . , x︸ ︷︷ ︸
n
) = x(x + 1)(x + 2) · · · (x + (n − 1)) =
n−1∏
t=0
(x + t). (51)
Proof. We have indicated previously, see (42), that F1(y) = y for each y; therefore, F1(x) = x. Sim-
ilarly, by (42), we have F2(x1, x2) = x21 + x2; so F2(x, x) = x2 + x = x(x + 1), and F3(x1, x2, x3) =
x31 + 3x1x2 + 2x3; so F3(x, x, x) = x3 + 3x2 + 2x = x(x + 1)(x + 2). Our lemma is therefore true
when n ∈ {1, 2, 3}. To simplify we let fn(x) = Fn(x, x, . . . , x) for each positive integer n, and each real
number x. Moreover, if 1 k n, then we let Pn,k denote the set all partitions of n that have exactly k
parts; that is, Pn,k is the set of all α ∈ Pn such that∑nt=1 αt = k. For each k, 1 k n, we let φ(n, k)
denote
∑
α∈Pn,k ρn(α), and we set φ(n, 0) = 0, and φ(n, k) = 0 when k > n. With these deﬁnitions
we have
Fn(x, x, . . . , x︸ ︷︷ ︸
n
) = fn(x) =
n∑
k=1
⎛⎝ ∑
α∈Pn,k
ρn(α)
⎞⎠ xk = n∑
k=1
φ(n, k)xk.
To proceed we require a recurrence relation involving the various φ(n, k). We claim that
φ(n, k) = (n − 1)φ(n − 1, k) + φ(n − 1, k − 1) (52)
for all n 2, and k such that 1 k n. If k = 1, then it is easy to see that (52) is true for itmerely asserts
that φ(n, 1) = (n − 1)φ(n − 1, 1); that is, all permutations of {1, 2, . . . , n} with a single cycle are
obtained from a single cycle permutation of {1, 2, . . . , n − 1} by inserting n into the cycle somewhere.
Since this can be done in n − 1 different ways we must have φ(n, 1) = (n − 1)φ(n − 1). The general
case is very similar; again it is easier to think in terms of permutations. The number φ(n, k) is simply
the number of permutations of the integers 1 to n that have exactly k cycles. Given such a permutation,
σ , either n is a ﬁxed point of σ , or it is not. The numberφ(n − 1, k − 1) is the number of permutations
of {1, 2, . . . , n}with k cycles such that n is a ﬁxed point. On the other hand,φ(n − 1, k) is the number of
permutations of {1, 2, . . . , n − 1} with k cycles. Each such permutations gives rise to (n − 1) distinct
permutations of {1, 2, . . . , n} that have exactly k cycles, for if σ is a permutation of {1, 2, . . . , n − 1},
then we may insert n into σ in exactly n − 1 different ways. This is why (52) is true.
Wewill now use (52) to complete the proof of Lemma 7. We have shown that the lemma is true for
n ∈ {1, 2, 3}; we assume therefore that n 2. We have
fn(x) =
n∑
k=1
φ(n, k)xk = n∑
k=1
((n − 1)φ(n − 1, k) + φ(n − 1, k − 1)) xk
= n−1∑
k=1
(n − 1)φ(n − 1, k)xk + n∑
k=2
φ(n − 1, k − 1)xk
= (n − 1) n−1∑
k=1
φ(n − 1, k)xk + n−1∑
k=1
φ(n − 1, k)xk+1
= (n − 1)fn−1(x) + xfn−1(x) = (x + (n − 1)) fn−1(x).
(53)
The result now follows by induction. 
Lemma 8. If n is a positive integer, and x is a real number, then F1(1) = 1, and if n > 1, then
Fn(1, x, x
2, . . . , xn−1) = (1 + x)(1 + 2x)(1 + 3x) · · · (1 + (n − 1)x) =
n−1∏
t=1
(1 + tx).
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Proof. We have indicated previously, see (42), that F1(y) = y for each y; therefore, F1(1) = 1. Sim-
ilarly, by (42), we have F2(x1, x2) = x21 + x2; so F2(1, x) = 1 + x. Our lemma is therefore true when
n ∈ {1, 2}. The general case follows from Lemmas 6 and 7, for according to these lemmas we have
Fn(1, x, x
2 . . . , xn−1) = Fn(x · x−1, x2 · x−1, . . . , xn · x−1)
= xnFn(x−1, x−1, . . . , x−1)
= xn
{
x−1(x−1 + 1)(x−1 + 2) · . . . · (x−1 + (n − 1))
}
= (1 + x)(1 + 2x)(1 + 3x) · . . . · (1 + (n − 1)x)
= n−1∏
t=1
(1 + tx),
(54)
which is what we wished to prove. 
The following necessary inequality is an easy consequence of Holder’s Inequality.
Lemma 9. If each of x1, x2, . . . , xn is a non-negative real number, and p is an integer such that p > 1, then⎛⎝ n∑
i=1
x
p
i
⎞⎠ 1
np−1
⎛⎝ n∑
i=1
xi
⎞⎠p , (55)
with equality if and only x1 = x2 = · · · = xn.Moreover, if B is an n × n positive semi-deﬁnite Hermitian
matrix, then for each integer p > 1 we have
Tr(Bp)
1
np−1
(Tr(B))p, (56)
with equality if and only if B is a non-negative multiple of the identity matrix In.
Proof. The inequality (56) and its case for equality follow immediately from (55) and its case for
equality, for if the eigenvalues of B are x1, x2, . . . , xn, then Tr(B) = x1 + x2 + · · · + xn, Tr(Bp) = xp1 +
x
p
2 + · · · + xpn, and xi  0 for all i ∈ {1, 2, . . . , n}. We therefore focus exclusively upon (55). We claim
that (55) is a consequence of Holder’s Inequality [2, Lemma 7.2.2] which states that if y1, y2, . . . , yn
and z1, z2, . . . , zn are complex numbers, p > 1, and [1/p] + [1/q] = 1, then
n∑
i=1
|yizi|
⎛⎝ n∑
i=1
|yi|p
⎞⎠1/p ⎛⎝ n∑
i=1
|zi|q
⎞⎠1/q , (57)
with equality if an only if there exists a real number c such that |yi|p = c|zi|q for each i ∈ {1, 2, . . . , n}.
If we specialize (57) to the case yi = xi and zi = 1 for each i, and note that 1/q = (p − 1)/p, we obtain
n∑
i=1
xi 
⎛⎝ n∑
i=1
x
p
i
⎞⎠1/p ⎛⎝ n∑
i=1
1q
⎞⎠1/q  n(p−1)/p
⎛⎝ n∑
i=1
x
p
i
⎞⎠1/p , (58)
an inequality that is obviously equivalent to (55). According to the condition for equality in Holder’s
inequality, (55) reduces to equality if and only if there exists a real number c such that xp = c1q = c
for each i. But each xi is non-negative; hence, we have equality in (55) if and only if x1 = x2 = · · · =
xn = c1/p. 
3. A polynomial identity for ‖Ak‖2, a sharp lower bound
We begin by presenting a polynomial identity fork . As in previous sections we are assuming that
A ∈ S2(V), and that M,Γn,k , and λ1, λ2, . . . , λm are deﬁned as above with respect to A. From (30) we
obtain that
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Γk,p =
k−1−p∑
t=0
c(k, p, t)Tr(Mk−t)t (59)
for each p such that 0 p k − 1. Substituting p = 0 in (59) we obtain that
k =
k−1∑
t=0
c(k, 0, t)Tr(Mk−t)t =
k−1∑
t=0
c(k, 0, t)bk−tt , (60)
where bt = Tr(Mt) as above. We have set 0 = 1; the formulas 1 = b1, and 2 = [1/3]b21 +[2/3]b2 then follow from (60). These starting values, in conjunction with the recurrence (60), im-
ply that each k is expressible as a polynomial in b1, b2, . . . , bk . By scaling variables we are able
to show that k , expressed as a function of our new variables, is a k-dependent scalar multiple
of Fk . In particular, we let b˜t = [1/2]bt for each t. Note that 0 = F0,1 = 2b˜1 = 2F1(b˜1), and
2 = [4/3][b˜21 + b˜2] = [4/3]F2(b˜1, b˜2). We will prove the following.
Theorem 4. Suppose k is a positive integer and A ∈ S2(V). If M andk are as deﬁned above with respect
to A, and b˜t = 2 Tr(Mt) for each integer t > 0, then
k = 2
k
(2k − 1)(2k − 3) · . . . · 3 · 1Fk(b˜1, b˜2, . . . , b˜k). (61)
Proof. We have noted above that 1 = 2b˜1 = 2F1(b˜1) and 2 = [4/3]F2(b˜1, b˜2). Both of these for-
mulas are in accordance with (61). We assume that
t = 2
t
(2t − 1)(2t − 3) · . . . · 3 · 1Ft(b˜1, b˜2, . . . , b˜t) (62)
whenever t  k − 1. In accordance with inductive hypothesis we substitute (62) into (60) to obtain
k =
k−1∑
t=0
c(k, 0, t)bk−tt
= k−1∑
t=0
c(k, 0, t)bk−t
{
2t
(2t−1)(2t−3)·...·3·1Ft(b˜1, b˜2, . . . , b˜t)
}
= k−1∑
t=0
[
2t+1c(k,0,t)
(2t−1)(2t−3)·...·3·1
]
b˜k−tFt(b˜1, b˜2, . . . , b˜t).
(63)
According to (31) we have
c(k, 0, t) = 2
k−1−t(k − 1)(k−1−t)
(2k − 1)(2k − 3) · . . . · (2t + 1) .
Therefore,
2t+1c(k,0,t)
(2t−1)(2t−3)·...·3·1 = 2
k(k−1)(k−1−t)
(2k−1)(2k−3)·...·(2t+1)(2t−1)(2t−3)·...·3·1
= 2k(k−1)(k−1−t)
(2k−1)(2k−3)·...·3·1 .
(64)
Substituting the last expression in (64) into (63), and taking note of (43) we determine that
k = 2k(2k−1)(2k−3)·...·3·1
k−1∑
t=0
(k − 1)(k−1−t)b˜k−tFt(b˜1, b˜2, . . . , b˜t)
= 2k
(2k−1)(2k−3)·...·3·1Fk(b˜1, b˜2, . . . , b˜k),
(65)
as required. 
The following is our main result.
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Theorem 5. Suppose V is a complex vector space of dimension m, and A is a non-zero member of S2(V).
If ω denotes the reciprocal of the rank of MA, then for each positive integer k we have(
‖A‖2
)k
 ‖Ak‖2 
⎡⎣k−1∏
t=0
(1 + 2ωt)
(1 + 2t)
⎤⎦ (‖A‖2)k . (66)
If k 2, then the ﬁrst inequality reduces to equality if and only if the rank of MA is 1, while the second
inequality reduces to equality if and only if MA is a positive multiple of a Hermitian idempotent.
Proof. The ﬁrst inequality in (66) is (16). It is the second inequality, the lower bound for ‖Ak‖2, that
requires attention. DeﬁneMA, whichwe abbreviate toM, as above, and letλ1, λ2, . . . , λr be the positive
eigenvalues of M. Thus, r is the rank of MA, and ω = 1/r. Recalling that b˜t = [1/2]Tr(Mt) for each
positive integer t, we employ Lemma 9 to deduce that
b˜t = 2−1bt = 2−1Tr(Mt) 2−1
[
1/rt−1
]
(Tr(M))t
= [2/r]t−1
(
b˜1
)t = [2ω]t−1 (b˜1)t (67)
for each positive integer t. Moreover, according to (61) we have
‖Ak‖2 = k = 2
k
(2k − 1)(2k − 3) · . . . · 3 · 1Fk(b˜1, b˜2, . . . , b˜k) (68)
for each positive integer k. Notice that each Fk is as polynomial with positive coefﬁcients; so each of
the Fk restricted to the set Ωk = {(x1, x2, . . . , xk) : xi  0, 1 i k} is non-decreasing in each of its k
variables. Therefore, (67), Lemma 6 and Lemma 8 imply that
Fk
(
b˜1, b˜2, . . . , b˜k
)
 Fk
(
b˜1, [2/r]b˜21, [2/r]2b˜31, . . . , [2/r]k−1b˜kk
)
= b˜k1 Fk
(
1, [2ω], [2ω]2, . . . , [2ω]k−1
)
= b˜k1
∏k−1
t=1 (1 + 2ωt).
(69)
Combining (68) with the inequality (69) we obtain
‖Ak‖2 = 2k
(2k−1)(2k−3)·...·3·1Fk(b˜1, b˜2, . . . , b˜k)
 2
k b˜k1
(2k−1)(2k−3)·...·3·1
∏k−1
t=1 (1 + 2ωt)
=
[∏k−1
t=0 (1+2ωt)(1+2t)
] (
‖A‖2
)k
,
(70)
since, 2k b˜k1 = (Tr(M))k = (‖A‖2)k by Lemma 5. This proves the second inequality in (66).
The condition for equality in our ﬁrst inequality is easy to obtain. Recall that we are assuming that
k 2 and A /= 0. If A is chosen so that Rank(MA) = 1, then ω = 1, and (66) reduces to(
‖A‖2
)k
 ‖Ak‖2 
(
‖A‖2
)k
, (71)
because
∏k−1
t=0 (1 + 2ωt) = ∏k−1t=0 (1 + 2t) when ω = 1. Thus, (‖A‖2)k = ‖Ak‖2 in this case. For ex-
ample, if we let A be the unique member of S2(V) such that A(ei, ej) = 1 if i = j = 1 and A(ei, ej) = 0
otherwise, thenRank(MA) = 1, and (66) reduces to equality.Wenowconsider the converse statement;
that is, we will prove that if A /= 0, k 2, and
(
‖A‖2
)k = ‖Ak‖2, then Rank(MA) = 1. Let Â denote
the m × m matrix such that (̂A)ij = A(ei, ej) for each i and j. Since A is symmetric, MA = ÂÂ∗. Thus,
MA has rank one if and only if Â has rank one. If C ∈ Su(V) and D ∈ Sw(V) for some positive integers
u and w, then we have
‖C · D‖2 = ‖Pu+w(C ⊗ D)‖2  ‖C ⊗ D‖2 = ‖C‖2‖D‖2 (72)
because, as was mentioned previously, Pu+w is the orthogonal projection of Tu+w(V) onto Su+w(V).
This means that we have equality in (72) if and only if C ⊗ D is already symmetric. Thus, in order
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that ‖A · A‖2 = ‖A‖4 it must be the case that A ⊗ A = A · A. This means that for all i, j, u, and w in
{1, 2, . . . ,m} we must have
A(ei, ej)A(eu, ew) = A(ei, eu)A(ej , ew). (73)
But this is precisely that statement that all 2 × 2 submatrices of Â have determinant equal to 0. Since
A /= 0, the condition ‖A · A‖2 = (‖A‖2)2 therefore implies that Rank(̂A) = Rank(MA) = 1. But,
‖Ak‖2  ‖A · A‖2 ‖Ak−2‖2  ‖A · A‖2 (‖A‖2)k−2.
Hence, if (‖A‖2)k = ‖Ak‖2, then (‖A‖2)k  ‖A · A‖2(‖A‖2)k−2 which implies that ‖A · A‖2 (‖A‖2)2.
But ‖A · A‖2 (‖A‖2)2; therefore, if (‖A‖2)k = ‖Ak‖2, then ‖A · A‖2 = (‖A‖2)2. But then, as already
noted,MA must have rank 1. This veriﬁes that the condition Rank(MA) = 1 is necessary and sufﬁcient
for (‖A‖2)k = ‖Ak‖2 for all k 2.
Wenowconsider the lowerbound inequality.Wewill ﬁrst prove that ifA ∈ S2(V) is such thatMA is a
positivemultiple of a Hermitian idempotent then (66) reduces to equality. So, assume thatM2A = λMA
for some λ > 0. Since A /= 0, the rank or A, which we denote by r, is a positive integer between 1 and
m, andω = 1/r. Moreover, the eigenvalues ofMA are λ, repeated r times, and 0, repeatedm − r times.
SinceMA is Hermitian there exists [3, Theorem 2.5.6] anm × m unitary matrix U such that
U∗MAU =
[
λ Ir 0r,m−r
0m−r,r 0m−r,m−r
]
,
where, for arbitrary i and j, 0ij denotes the i × j 0-matrix. By Theorem 4 we have
‖Ak‖2 = 2
k
(2k − 1)(2k − 3) · . . . · 3 · 1Fk(b˜1, b˜2, . . . , b˜k), (74)
where b˜t = 2−1Tr(MtA) for each integer t  1. But in this case, Tr(MtA) = r λt , so b˜t = 2−1r λt for each
t  1. Substituting in (74) and invoking Lemma 6 we obtain that
‖Ak‖2 = 2k
(2k−1)(2k−3)·...·3·1Fk(rλ/2, rλ
2/2, . . . , rλk/2)
= 2kλk
(2k−1)(2k−3)·...·3·1Fk(r/2, r/2, . . . , r/2︸ ︷︷ ︸
k
). (75)
Lemma 7 says that
Fk(x, x, . . . , x) = x(x + 1)(x + 2) · . . . · (x + k − 1) =
n−1∏
t=0
(x + t); (76)
for all real x, thus we have
‖Ak‖2 = 2kλk[r/2]([r/2]+1)([r/2]+2)·...·([r/2]+k−1)
(2k−1)(2k−3)·...·3·1
= λk r(r+2)(r+4)·...·(r+2(k−1))
(2k−1)(2k−3)···3·1 .
(77)
But, ‖A‖2 = Tr(MA) = r λ, so (‖A‖2)k = rkλk; therefore, (77) implies that
‖Ak‖2 = r(r + 2)(r + 4) · . . . · (r + 2(k − 1))
rk(2k − 1)(2k − 3) · . . . · 3 · 1
(
‖A‖2
)k =
⎡⎣k−1∏
t=0
(1 + 2ωt)
(1 + 2t)
⎤⎦ (‖A‖2)k , (78)
where ω = 1/r. Thus, the second inequality in (66) reduces to equality for all A such thatM2A = λMA
for some λ > 0.
To prove that the condition M2A = λMA for some λ > 0 is necessary for equality we must recon-
sider the polynomials Fk(x1, x2, . . . , xk). We have noted previously that Fk(x1, x2, . . . , xk) is a polyno-
mial with strictly positive coefﬁcients and is therefore non-decreasing on Ωk = {(x1, x2, . . . , xk) :
xi  0, 1 im}. However, each and every one of the variables in Fk appears in some monomial
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xα ,α ∈ Pk , with positive coefﬁcient. Therefore, Fk is strictly increasing in each of its variableswhen re-
stricted to the setΩok = {(x1, x2, . . . , xi : xi > 0, 1 i k}, which is, of course, the interior ofΩk . Now,
suppose A ∈ S2(V), A /= 0, and ‖Ak‖2 = (‖A‖2)k . Let r denote the rank ofMA and let λ1, λ2, . . . , λr be
its positive eigenvalues. Then, (69) and (70) imply that
Fk
(
b˜1, b˜2, . . . , b˜k
)
= Fk
(
b˜1, [2/r] b˜21, [2/r]2b˜31, . . . , [2/r]k−1 b˜kk
)
. (79)
But, A /= 0, so
(
b˜1, b˜2, . . . , b˜k
)
∈ Ωok . Moreover, we know that b˜t [2/r]t−1 b˜tt for each t. Since Fk is
strictly increasing in each of its variables on Ωk if we have b˜t > [2/r]t−1 b˜tt for any t, 2 t  k, then
Fk
(
b˜1, b˜2, . . . , b˜k
)
< Fk
(
b˜1, [2/r] b˜21, [2/r]2 b˜31, . . . , [2/r]k−1b˜kk
)
. (80)
contradicting (79). Therefore, it must be that b˜t = [2/r]t−1 b˜tt for all integers t such that 1 t  k. But
then (9) implies that λ1 = λ2 = · · · = λr . If we let λ denote the common value of λ1, λ2, . . . , λr , then
the eigenvalues ofMA are λ, repeated r times, and 0, repeatedm − r times. SinceMA is Hermitian this
immediately implies thatMA is unitarily similar to[
λ Ir 0r,m−r
0m−r,r 0m−r,m−r
]
.
Therefore, M2A = λMA which means that MA is a positive multiple of a Hermitian idempotent. This
completes the proof of Theorem 5 
4. Extensions, matrix inequalities, concluding remarks
Theorem 5 contains the largest possible lower bound for ‖Ak‖2/(‖A‖2)k when A ∈ S2(V) and
A /= 0. In fact, we have shown that if we let Cr denote the set of all A ∈ S2(V) such that Rank(MA) = r
and we let ω denote 1/r, then
inf
A∈Cr
‖Ak‖2
(‖A‖2)k =
k−1∏
t=0
(1 + 2ωt)
(1 + 2t) . (81)
It is natural towonderwhat is the best lower bound for‖Ak‖2/(‖A‖2)k whenn 3 andA is restricted to
Sn(V) \ {0}. The little that is known about this problem involves the case k = 2. An element B ∈ Sq(V)
is said to be decomposable if exist linear functionals f1, f2, . . . , fq such that B = f1 · f2 · . . . · fq. This
author has shown [6, Theorem 1] that if n is a positive integer, and A is a decomposable member of
Sn(V), then
‖A · A‖2  2
n(n!)2
(2n)!
(
‖A‖2
)2
. (82)
This result intersects Theorem 5 if and only if k = 2, n = 2, and A is decomposable. In this case,
Rank(MA) = 2, and ω = 1/2; thus, Theorem 5 says that ‖A · A‖2 [2/3](‖A‖2)2. On the other hand,
ifwesubstituten = 2 in (82)weobtainexactly thesameresult; thus the tworesults are inaccordance in
this special case. Atpresent thebest possible lowerbounds for‖Ak‖2/(‖A‖2)k areunknownwhenn 3
and k 3. We do however have a conjecture that seems likely to be correct when A is decomposable.
Conjecture 1. If n and k are positive integers and A is a decomposable member of Sn(V), then
‖Ak‖2  (n!)
k(k!)n
(nk)!
(
‖A‖2
)k
. (83)
We note that (83) reduces to (82) when k = 2. When n 3, k 3, and A ∈ Sn(V) is not assumed
to be decomposable, then we have no clear idea what the best lower bound should be. Positive lower
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bounds, which are probably far from best are obtainable using Neuberger’s inequality [5], which is
an extension of Lieb’s permanental inequality [4]. Neuberger’s inequality states that if C ∈ Sn(V) and
D ∈ Sp(V), then
‖C · D‖2  n!p!
(n + p)! ‖C‖
2‖D‖2. (84)
We note that it is not assumed that either C or D is decomposable. Application of (84) to the case
C = D = A, where A ∈ Sn(V), gives the inequality
‖A · A‖2  (n!)
2
(2n)!
(
‖A‖2
)2
, (85)
which is far weaker than (82).
Iteration of (82) in conjunction with (84) produces results that are better than those produced by
applicationof (84) alone, but still inferior to the results stated inConjecture 1. For example, ifA ∈ Sn(V)
and A is decomposable, then we have
‖A4‖2  2
2n((2n)!)2
(4n)! ‖A
2‖4  2
2n((2n)!)2
(4n)!
22n(n!)4
((2n)!)2
(
‖A‖2
)4 = 24n(n!)4
(4n)!
(
‖A‖2
)4
. (86)
Observe that to obtain the conjectured resultwe replace 24n = 16n in (86)with the larger (4!)n = 24n;
thus, (85) is weaker than Conjecture 1. The general result for k a power of 2 is
Lemma 10. Suppose n and 
 are positive integers, and k = 2
. If A is a decomposable member of Sn(V),
then
‖Ak‖2  (2
ck)n(n!)k
(nk)!
(
‖A‖2
)k
, (87)
where ck = 
 2
−1.
We omit the proof of Lemma 10 which is simply a matter of iterating (82). Although 2ck grows
exponentially, it is, for large k, much smaller than k!. An extension of Lemma 10 is
Theorem 6. Suppose n, p, and 
 are positive integers, and let k = 2
. If A is a decomposable member of
Sn(V), and B ∈ Sp(V), then
‖Ak · B‖2  (2
ck)n(n!)kp!
(nk + p)!
(
‖A‖2
)k ‖B‖2, (88)
where ck = 
 2
−1.
Proof. Applying Neuberger’s inequality followed by Lemma 10 we obtain that
‖Ak · B‖2  (nk)!p!
(nk+p)! ‖Ak‖2 ‖B‖2
 (nk)!p!
(nk+p)!
(2ck )n(n!)k
(nk)!
(
‖A‖2
)k ‖B‖2 = (2ck )n(n!)kp!
(nk+p)!
(
‖A‖2
)k ‖B‖2, (89)
as required. 
We note that iteration of Neuberger’s inequality would produce the inequality (88) minus the
term (2ck)n. Improvements upon Theorem 6 can be obtained if there exists information about the
relationship between A and B. For details see [8].
The transformation of some of our inequalities into matrix inequalities is possible on account of
the fact that if f1, f2, . . . , fq, g1, g2, . . . , gq ∈ V∗, the dual of V , then
q! 〈f1 · f2 · . . . · fq, g1 · g2 · . . . · gq〉 = per (Gr(f1, f2, . . . , fq; g1, g2, . . . , gq)) . (90)
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where Gr(f1, f2, . . . , fq; g1, g2, . . . , gq) is the Gram matrix whose ij-th term is the inner product 〈fi, gj〉
for each i, j ∈ {1, 2, . . . , q}, and per(·) is the permanent function. In particular, if B ∈ Sq(V) is decom-
posable, then B = f1 · f2 · . . . · fq for some f1, f2, . . . , fq ∈ V , so we have
q!‖B‖2 = per (Gr(f1, f2, . . . , fq)) , (91)
whereGr(f1, f2, . . . , fq) = Gr(f1, f2, . . . , fq; f1, f2, . . . , fq). IfX = [xij] is an n × nmatrix, and Y is a p × p
matrix, then the tensor product, X ⊗ Y is the np × np matrix partitioned into p × p blocks such that
the ij-th block is xijY . We let Jk denote the k × k matrix each of whose terms is 1. Since an n × n
complex matrixM is positive semi-deﬁnite and Hermitian if and only if it is Gr(f1, f2, . . . , fn) for some
f1, f2, . . . , fn ∈ V∗ [3, Theorem 7.2.11], the inequality (82) immediately implies the following theorem.
Theorem 7. If Y is an n × n positive semi-deﬁnite Hermitian matrix, then
per (J2 ⊗ Y) 2n (per(Y))2 . (92)
The main Theorem of [7], which appears on page 84 of that paper, extends Theorem 7 to
Theorem 8. If X is 2 × 2 positive semi-deﬁnite Hermitian matrix, and Y is an n × n positive semi-deﬁnite
Hermitian matrix, then
per (X ⊗ Y)(per(X))n(per(Y))2. (93)
We note that Theorem 8 reduces to Theorem 7 if we set X = J2, for (per(J2))n = 2n. Theorem 8 is
the p = 2 case of the following conjecture.
Conjecture 2. If X is p × ppositive semi-deﬁniteHermitianmatrix, andY is ann × npositive semi-deﬁnite
Hermitian matrix, then
per (X ⊗ Y)(per(X))n(per(Y))p. (94)
Observe that on account of (91) Conjecture 2 implies Conjecture 1. Neither result would, however,
give any information about non-decomposables.
A result for another class of matrices, namely the non-negative matrices, was obtained by Brualdi
[1] who showed that the inequality (94) is true if the matrices X and Y are non-negative instead of
positive semi-deﬁnite.
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