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Bogoliubov transformations have been successfully applied in several Condensed Matter contexts,
e.g., in the theory of superconductors, superfluids, and antiferromagnets. These applications are
based on bulk models where translation symmetry can be assumed, so that few degrees of freedom
in Fourier space can be ‘diagonalized’ separately, and in this way it is easy to find the approxi-
mate ground state and its excitations. As translation symmetry cannot be invoked when it comes
about nanoscopic systems, the corresponding multidimensional Bogoliubov transformations are more
complicated. For bosonic systems it is much simpler to proceed using phase-space variables, i.e.,
coordinates and momenta. Interactions can be accounted for by the self-consistent harmonic ap-
proximation, which is naturally developed using phase-space Weyl symbols. The spin-flop transition
in a short antiferromagnetic chain is illustrated as an example. This approach, rarely used in the
past, is expected to be generally useful to estimate quantum effects, e.g., on phase diagrams of
ordered vs disordered phases.
I. INTRODUCTION
The purpose of this paper is to propose a simple ap-
proach for studying the ground state or the thermal
state of a quantum system. It will be argued that it
is often convenient to deal with the phase-space for-
malism in terms of generalized coordinates and mo-
menta, rather than with the bosonic formalism using
creation/annihilation operators. The self-consistent har-
monic approximation1–3 (SCHA), which is based on the
frequency renormalization arising from nonlinear inter-
actions and aims at the best harmonic approximation of
the density matrix of the nonlinear system, can indeed
be well formulated by means of phase-space variables.
The treatment of interacting systems is indeed simpler
by working with (real) c-numbers in the place of (Her-
mitian) operators, namely using their ‘Weyl symbols’.
The main reason why Weyl ordering of quantum oper-
ators and the corresponding symbols4,5 have been em-
ployed is in that they naturally relate quantum systems
to their classical counterparts, which makes them very
useful on the ‘semiclassical’ side. A well-known example
is the Wigner distribution function6–8, which is the Weyl
symbol for the thermal-equilibrium density operator: it
has the captivating property that it can be used in famil-
iar classical formulas, e.g., the averages of observables (of
course, with proper caveats). However, Weyl symbols can
be helpful also on the ‘quantum’ side, namely for prob-
lems that are usually faced in terms of bosonic operators.
Since most often the starting point is a normal-ordered
Hamiltonian, it is useful to recall9–11 and derive (new)
relations connecting normal symbols with Weyl symbols.
Furthermore, the choice of working in the phase-space
formalism is motivated by the observation that Bogoli-
ubov transformations, which are ubiquitous when dealing
with harmonic approximations, arise more naturally than
in the boson-operator formalism. This is clearly evident
even in the simplest implementation for a single degree
of freedom, aˆ = (qˆ+ipˆ)/
√
2, where the transformation
bˆ = coshχ aˆ+ sinhχ aˆ† (1)
(canonical, as [bˆ, bˆ†] = 1), puts into normal form Hamil-
tonians such as
Hˆ = ω0
2
(aˆ†aˆ+aˆaˆ†) +
γ
2
(aˆ†aˆ† + aˆaˆ)
= −E0 + ω bˆ†bˆ ; (2)
the parameter χ and the proper frequency ω are found
by replacing (1) in the last line and finding two equa-
tions, ω cosh 2χ = ω0 and ω sinh 2χ = γ, whose solu-
tion eventually yields tanh 2χ = γ/ω0 and ω =
√
ω20−γ2.
However, no algebraic calculations are needed in terms
of phase-space operators: the proper frequency arises im-
mediately, since
Hˆ = ω0−γ
2
pˆ2 +
ω0+γ
2
qˆ2 (3)
is just a harmonic oscillator, which makes also evident
why it must be |γ| < ω0. When many degrees of free-
dom are involved, the phase-space formalism allows one
to use ordinary linear canonical transformations in the
place of multidimensional Bogoliubov transformations:
the latter involve ‘para-unitary’ matrices12,13 and are def-
initely more complicated, although equivalent14. There-
fore, the phase-space approach is markedly convenient
for nanosystems, since translation symmetry cannot be
invoked in order to reduce the required transformations
within Fourier channels with few degrees of freedom, as
it is commonly made for the corresponding bulk counter-
parts.
Of course, if in the Hamiltonian momenta and coor-
dinates are separated in a kinetic and a potential part
(standard Hamiltonian), working in phase space seems to
be obvious, since linear canonical transformations reduce
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2to orthogonal transformations; nevertheless, for such sys-
tems many textbooks and papers use the bosonic ap-
proach and reformulate the Hamiltonian in terms of cre-
ation/annihilation operators. As remarked above, this
makes little difference when translation symmetry holds,
as, e.g., in the study of crystal-lattice vibrations. How-
ever, the category also includes finite and/or disordered
assemblies of atoms or molecules, and for them the phase-
space SCHA can be more conveniently used; a typical ex-
ample where it constitutes a viable alternative to heavier
quantum numerical approaches15,16 is the task of find-
ing the ground-state of a molecular cluster (such as a
protein model): the SCHA renormalization of classical
relative-minimum configurations permits to recognize the
quantum energy minimum, namely the true ground state.
On the other hand, several Condensed Matter Hamilto-
nians are formulated from the very beginning in terms
of creation/annihilation operators. Among them, those
describing cold atoms in optical lattices, which have be-
come a training ground where the interactions can be
engineered to simulate old and new quantum mechanical
systems17,18; for bosonic degrees of freedom, many vari-
ants of the Bose-Hubbard model can be realized, whose
study can be performed by means of phase-space Weyl
symbols and SCHA. The same approach is particularly
useful for magnetic systems, i.e., assemblies of spins in-
teracting in whatever way19,20, from short chains of spins
in ring-shaped molecules, to short open magnetic chains
that can result from impurities in quasi-one-dimensional
magnetic materials. An antiferromagnetic model is cho-
sen in this paper in order to exemplify the application
of the method. Extended quantum system often show
quantum phase transitions, corresponding to qualitative
ground-state changes that occur while varying a param-
eter of the Hamiltonian. It is to be remarked that in sev-
eral cases, as in the paradigmatic transverse-field Ising
model21, these changes are related to a transition be-
tween different minima of the corresponding classical sys-
tem, so the quantum phase diagram can be obtained in
a semiclassical way22. Also frustrated systems can be
faced; e.g, in Ref. 23 one finds an example of ‘quantum
stabilization’ of a classically unstable phase, namely the
magnetization plateau in the phase diagram of the 2D
J1-J2 frustrated antiferromagnet: the theory follows a
creation/annihilation-operator approach on few Fourier
channels for a bulk system: in the case of a finite sam-
ple, the approach proposed here would be equivalent, but
more convenient.
In Section II the definition of normal and Weyl sym-
bols is recalled, along with some properties and useful
formulas. Then, in Section III, the reduction of a generic
quadratic Hamiltonian to the normal form introduces the
self-consistent harmonic approximation (SCHA). In or-
der to exemplify how the method applies, in Section IV
the so-called spin-flop transition in a bulk Heisenberg an-
tiferromagnet (AFM) is studied, reproducing long-known
results24,25. The more interesting case of application to a
nanosystem is considered in SectionV, namely an antifer-
romagnetic chain with an odd number of spins, which dis-
plays a peculiar kind of antiferromagnetic phase for low
magnetic field, arising from the Zeeman energy gain due
to one unbalanced spin, and a spin-flop phase at higher
field: establishing the robustness of the ordered phase
against quantum fluctuations is a nontrivial achievement.
A few closing remarks are eventually drawn in Section VI.
II. WEYL SYMBOLS
Consider the position and momentum operators qˆ and
pˆ, with [qˆ, pˆ] = i~. In the following ~ is not explicitly
written, except when significant. Every operator Oˆ act-
ing on the corresponding Hilbert space is a function of pˆ
and qˆ which can be expressed as
Oˆ =
∫
dr dk
2pi
O˜(r, k) ei(rpˆ+kqˆ) ; (4)
then, the Weyl symbol O(p, q) for Oˆ is univocally de-
fined4,5,9–11 as the c-number function in phase-space
O(p, q) =
∫
dr dk
2pi
O˜(r, k) ei(rp+kq) . (5)
The Fourier transform nature of this definition ensures
that it has an inverse, so that there is a one-to-one cor-
respondence between operators and phase-space func-
tions. In particular, the Weyl symbols for pˆ and qˆ are
p and q. From the Baker-Hausdoff formula one has
ei(rpˆ+kqˆ) = eikqˆ/2eirpˆeikqˆ/2, which allows one to find the
well-known definition of the Weyl symbol in terms of ma-
trix elements,
O(p, q) =
∫
dr
〈
q+ r2
∣∣ Oˆ ∣∣q− r2〉 eirp . (6)
Weyl symbols for Hermitian operators are real and their
most popular property is the trace formula,
Tr(Oˆρˆ) =
∫
dp dq
2pi
O(p, q) ρ(p, q) . (7)
If the generic operator ρˆ is a density matrix, e.g., at ther-
mal equilibrium, then (2pi)−1ρ(p, q) is the Wigner distri-
bution function and Eq. (7) is the classical expression for
the expectation value of an observable. For instance, if
ρˆ = |x〉〈x| then ρ(p, q) = δ(q−x) and the expectation
value of Oˆ is (2pi)−1
∫
dpO(p, x) = 〈x|Oˆ|x〉. The trace
formula does not generalize to the product of three or
more operators; the Weyl symbol for the product of two
operators is the product of their Weyl symbols only if
they commute, otherwise one has to use the ‘star prod-
uct’26,27.
A. Weyl symbols from normal symbols
Several physical Hamiltonians are given in normally
ordered form, i.e., with all creation operators on the
left side: their normal symbols are simply obtained
by replacing aˆ† and aˆ with the holomorphic variables
a∗ = (q−ip)/√2 and a = (q+ip)/√2. In other cases one
3deals with operators depending on the number operator
nˆ= aˆ†aˆ, say Oˆ = O(aˆ†aˆ), whose normal symbol can be
written as28
O
N
= e−a
∗a
∞∑
n=0
O(n)
(a∗a)n
n!
. (8)
That’s why explicit relations between Weyl and normal
symbols are generally very useful. The definition of the
Weyl symbol for an operator Oˆ through Eqs. (4) and (5)
has an equivalent in terms of the holomorphic variables,
a = (q+ip)/
√
2 and a∗ = (q−ip)/√2,
Oˆ =
∫
ds ds∗
2pii
O˜(s∗, s) ei(saˆ
†+s∗aˆ) , (9)
O(a∗, a) =
∫
ds ds∗
2pii
O˜(s∗, s) ei(sa
∗+s∗a) ; (10)
this can be compared with the ‘normal symbol’ ON(a, a
∗)
for Oˆ, obtained when all creation operators appear on the
left side,
Oˆ =
∫
ds ds∗
2pii
O˜
N
(s∗, s) eisaˆ
†
eis
∗aˆ , (11)
O
N
(a∗, a) =
∫
ds ds∗
2pii
O˜
N
(s∗, s) ei(sa
∗+s∗a) ; (12)
indeed, since ei(saˆ
†+s∗aˆ) = e−
1
2 s
∗s eisaˆ
†
eis
∗aˆ, it follows
that
O˜(s∗, s) = e
1
2 s
∗s O˜
N
(s∗, s) ; (13)
inserting this in Eq. (10) one can write a formal identity
O(a∗, a) = e−
1
2∂a∗∂a ON(a
∗, a) . (14)
Let us introduce a Gaussian distribution
Pα(ξ
∗, ξ) =
1
piiα
e−
2ξ∗ξ
α (15)
for the holomorphic variables (ξ∗, ξ); it is fully defined by
the averages 〈〈ξ〉〉α = 〈〈ξ∗〉〉α = 0, 〈〈ξ2〉〉α = 〈〈(ξ∗)2〉〉α = 0
and 〈〈ξ∗ξ〉〉α = α/2. Using the identity〈〈
ei(sξ
∗±s∗ξ)
〉〉
1
= e−
1
2 〈(sξ∗±s∗ξ)2〉1 = e∓
1
2 s
∗s (16)
to express the relation (13) inside (10) and (12), one finds
other integral expressions relating the symbols:
O(a∗, a) =
〈〈
O
N
(a∗+ξ∗, a−ξ)〉〉
1
, (17)
O
N
(a∗, a) =
〈〈
O(a∗+ξ∗, a+ξ)
〉〉
1
. (18)
The identities (14) and (17) are very useful for obtaining
Weyl symbols: let us see two examples.
B. Harmonic oscillator
For Hˆ = ω2 (pˆ
2+qˆ2) = ω (aˆ†aˆ+ 12 ), it is HN =
ω (a∗a+ 12 ) and Eq. (14) yields the Weyl symbol H =
ω a∗a = ω2 (p
2+q2); this is trivial in terms of phase-space
symbols. Let us also derive the Weyl symbol for the
(non-normalized) density matrix ρˆ
β
= e−βHˆ at the equi-
librium temperature β−1. Using Eq. (8) one finds the
normal symbol ρ
β,N
= e−f−κ a
∗a, where f = βω/2 and
κ = 1−e−βω; then use Eq. (17):
ρ
β
=
〈〈
e−f−κ(a
∗+ξ∗)(a−ξ)〉〉
1
= e−f−κa
∗a∫ dξ∗dξ
pii e
−(2−κ)ξ∗ξ eκ(ξa
∗−ξ∗a)
= e−f−κa
∗aα
〈〈
eκ(ξa
∗−ξ∗a)〉〉
α
= e−f−κa
∗aα e−
1
2κ
2α a∗a , (19)
where α = 22−κ =
ef
cosh f . It is then easy matter to get
κ+ κ
2α
2 = 2 tanh f and the final result
ρ
β
=
e−2 a
∗a tanh f
cosh f
=
e−(p
2+q2) tanh f
cosh f
; (20)
the partition function Z = (2 sinh f)−1 correctly follows.
C. Operators of the form Fˆ = f(aˆ†aˆ) aˆ
For an operator Fˆ = f(aˆ†aˆ) aˆ, taking the Fourier ex-
pansion f(n) =
∑
k cke
ikn and applying Eq. (8) gives
F
N
=
∑
k
ck e
−(1−eik)a∗aa ; (21)
using Eq. (17) and setting 2ε ≡ 1−eik
F =
∑
k
ck
〈〈
e−2ε(a
∗+ξ∗)(a−ξ)(a−ξ)〉〉
1
=
∑
k
ck
1−ε e
−2εa∗a 1
2ε
(−∂a∗)
〈〈
e−2ε(ξ
∗a−ξa∗)〉〉
(1−ε)−1
=
∑
k
ck
1−ε e
−2εa∗a 1
2ε
(−∂a∗)e−2ε2(1−ε)−1a∗a
=
∑
k
ck e
−ik
cos2 k2
e2i tan
k
2 a
∗aa . (22)
When f(n) is smooth, the main contribution comes from
small values of k, so
F '
∑
k
ck e
ik (a∗a−1)a = f(a∗a−1) a . (23)
The above derivation is easily generalized to more general
operators, for instance if Fˆm = f(aˆ
†aˆ) aˆm then
Fm ' f
(
a∗a− 1+m2
)
am . (24)
III. SCHA WITH WEYL SYMBOLS
A. Quadratic Hamiltonians with harmonic normal
form
As remarked in the Introduction, for a linear system
with n degrees of freedom it is easier to perform canonical
4phase-space transformations, belonging to the symplec-
tic group Sp(2n,R), rather than Bogoliubov transforma-
tions12,13 on the bosonic operators, which belong to the
pseudo-unitary group U(n, n). Of course, the two kinds
of transformations are in one-to-one correspondence, as
proven in Ref. 14. While the classification of the pos-
sible normal forms of quadratic Hamiltonians is a well-
established subject14,29, the aim here is at giving a sim-
plified approach for dealing with physical Hamiltonians,
which have properties such as being bounded from below
and being smooth in the neighborhood of their minima,
where a quadratic expansion fits the local energy land-
scape.
Therefore, in this Section an operative procedure is
introduced for deriving the linear canonical transforma-
tion that reduces to a typical normal form a sufficiently
general quadratic Hamiltonian for N degrees of freedom.
Without loss of generality, one can work in terms of Weyl
symbols and deal with the classical quadratic form
Hq(p, q) = 1
2
(
ptA2p+ 2ptXq + qtB2q
)
, (25)
where the vector notation, p ≡ {pi} and q ≡ {qi}, is
used, with A2 and B2 symmetric real positive-definite
N×N matrices, and X a real N×N matrix. This Hamil-
tonian has to have a lower bound and its normal form can
be obtained in a few steps. First, one calculates the pos-
itive square-root A of A2; operatively, one diagonalizes
A2 with an orthogonal matrix V , i.e.,
V A2V t = Λ2 , (26)
where the diagonal matrix Λ ≡ diag{λ`} contains the
positive square-roots of the eigenvalues of A2; hence,
A = V tΛV and A−1 = V tΛ−1V . The transformation
p¯ = Ap+A−1Xq
q¯ = A−1q , (27)
is canonical provided that the matrix XA2 be sym-
metric: this is a constraint to be required in order to
reduce the Hamiltonian to a sum of harmonic oscilla-
tors.30 Alternatively, one can exchange the role of coor-
dinates and momenta and require (or check) the sym-
metry of B2X. The Hamiltonian takes the form H =
1
2
[
p¯tp¯+ q¯tA(B2−XtA−2X)Aq¯]. We have then to diag-
onalize the symmetric real matrix A(B2−XtA−2X)A =
AB2A−A−1X2A with an orthogonal O,
OA(B2−XtA−2X)AOt = Ω2 ≡ diag{ω2k}. (28)
Eventually, performing the canonical transformation
p˜ = Op¯ = OAp+OA−1Xq
q˜ = Oq¯ = OA−1q , (29)
the Hamiltonian is expressed in terms of independent
harmonic-oscillator modes,
Hq = 1
2
(
p˜tp˜+ q˜tΩ2q˜
)
=
1
2
∑
k
(
p˜2k + ω
2
k q˜
2
k
)
. (30)
The linearity of the transformation (29) ensures that
it also holds for the corresponding operators, ˆ˜p and ˆ˜q,
whose Weyl symbols are just p˜ and q˜. The inverse of
Eq. (29) is
p = F p˜−XtF q˜
q = Gq˜ , (31)
where for shortness of notation the new matrices F and
G are defined such that F−1 =Gt≡OA. It is now easy
to express the correlators of the original variables p and
q in terms of the simple correlators of p˜ and q˜. Indeed,
assuming the system to be in equilibrium at the temper-
ature T ≡ β−1, one has
〈p˜p˜t〉kk′ = 〈p˜kp˜k′〉 = ωk αk δkk′
〈q˜q˜t〉kk′ = 〈q˜kq˜k′〉 = ω−1k αk δkk′
〈p˜q˜t〉kk′ = 〈p˜kq˜k′〉 = 0 , (32)
where
αk ≡ ~
2
coth
β~ωk
2
, (33)
the frequencies ωk being the positive square roots of
the eigenvalues ω2k; in matrix notation Ω =
√
Ω2 =
diag{ωk}. The same equalities hold for the opera-
tors corresponding to the Weyl symbols. In the clas-
sical limit ~→ 0 one recovers the equipartition theo-
rem, 〈p˜2k〉=ω2k〈q˜2k〉→T . Conversely, in the ground state
(T → 0) one has 〈p˜2k〉=ω2k 〈q˜2k〉→ ~ωk/2, i.e., the zero-
point fluctuations of a harmonic oscillator.
For the original momenta and coordinates, the inverse
transformation gives the correlators
〈ppt〉 = F 〈p˜p˜t〉F t +XtF 〈q˜q˜t〉F tX
〈qqt〉 = G 〈q˜ q˜t〉Gt
〈pqt〉 = −XtF 〈q˜ q˜t〉Gt , (34)
which can be written as a sum over k-components, for
instance
〈qiqj〉 =
∑
k
αk
ωk
GikGjk . (35)
It has to be emphasized that these correlators fully define
the density matrix (of the ground- or thermal-equilibrium
state) or, equivalently, its Weyl symbol, which is a Gaus-
sian distribution in phase space:
ρ(p, q) ∝
∏
k
exp
(
− ω
−1
k p˜
2
k + ωkq˜
2
k
2αk
)
. (36)
This means that all higher-order correlators can be ex-
pressed in terms of the above ones.
In the zero-temperature case, αk = ~/2, one has the
ground-state fluctuations
〈ppt〉 = ~
2
F ΩF t +XtF Ω−1F tX ,
〈qqt〉 = ~
2
GΩ−1Gt . (37)
5Note that for X = 0, as F tG = 1, one finds the minu-
mum Heisenberg’s uncertainty,
〈ppt〉 〈qqt〉 = ~
2
4
1 . (38)
The transformations considered in this Section are easily
implemented numerically for systems with few degrees of
freedom, as they only involve real matrices and diagonal-
izations of real symmetric matrices. This is a well estab-
lished starting point for implementing a procedure that
accounts for the interaction, i.e., non-quadratic terms in
the Hamiltonian.
B. SCHA for a one-dimensional particle
It is easy to explain what underlies the idea of the
SCHA. Take for instance a single classical particle of unit
mass in a one-dimensional potential V (q) which has its
minimum in q= 0, say V (0) = 0. For nonzero tempera-
ture, the exact (non normalized) coordinate distribution
is given by ρ(q) = e−β V (q). For very low temperature it
makes sense to approximate V (q) ' 12V ′′(0) q2, yielding a
Gaussian distribution: this is the harmonic approxima-
tion (HA). At higher temperature thermal fluctuations
become larger and it becomes much better to use a ‘trial’
harmonic potential
V0(q) = w +
ω2
2
(q−q0)2 , (39)
with the associated Gaussian distribution ρ0(q) =
e−β V0(q), such that
〈
(q−q0)2
〉
0
= (βω2)−1, where 〈· · · 〉0
denotes the average with the Gaussian distribution ρ0.
The parameters w, q0, and ω
2 can be determined varia-
tionally, by minimizing the r.h.s. of the Bogoliubov in-
equality,
F ≤ F0 +
〈
V (q)− V0(q)
〉
0
. (40)
This minimization is equivalent to requiring that V (q)
and V0(q) have the same trial averages, together with
their first and second derivatives:〈
V (q)
〉
0
= w +
ω2
2
〈
(q−q0)2
〉
0
,〈
V ′(q)
〉
0
= ω2〈q−q0〉0 = 0 ,〈
V ′′(q)
〉
0
= ω2 . (41)
In this way V0 approximates V in a way that accounts
for the statistical importance of the coordinate; for in-
stance the renormalized square frequency ω2 accounts
for the average curvature of the original potential. It is
obvious, since 〈· · · 〉0 depends on ω2 and q0, that the last
two equations are to be solved self-consistently (SC), e.g.,
by iteration: hence the designation SCHA. The parame-
ters q0, and ω
2, as well as w (that follows from the first
condition), depend on β; ω = ω(β) is usually dubbed
‘renormalized’ frequency.
The above framework also holds for quantum systems:
one has just to identify ρ0(q) with the quantum co-
ordinate distribution for the harmonic potential (39),
which amounts to set
〈
(q−q0)2
〉
0
= ~2ω coth
β~ω
2 . Due
to ground-state fluctuations, in the quantum case one
does not recover the HA at zero temperature: the SCHA
accounts for anharmonicity also in the ground state. It
may happen that ω2 = 0 for some temperature βc: this
signals the impossibility to fit V (q) with the trial poten-
tial and can be interpreted as the onset of an instability
leading towards a different stable state. In the case of
many degrees of freedom, the vanishing of the spectrum
gap often corresponds to a phase transition; however,
such an instability can also appear as a function of the
Hamiltonian’s parameters, e.g., a magnetic field, which
case is commonly referred to as a ‘quantum phase transi-
tion’, even when its basic mechanism is essentially classi-
cal, as it happens, e.g., for the Ising chain in a transverse
field22,31, for the Kosterlitz-Thouless transition in the 2D
XXZ model32, and for 2D frustrated antiferromagnets33.
The SCHA has had several successful applications in
the study of quantum many-body systems, initially in
lattice dynamics1–3 (often called ‘SC phonon theory’),
but afterwards in optics, in magnetism (‘SC spin-wave
theory’), and many other fields. A similar approach has
also been exploited within Feynman’s path integral for-
malism, and has found an improved extension with plenty
of applications in the study of quantum systems34–36.
C. SCHA for general Hamiltonians
Few-body nanostructures are somewhat more subtle
than their extended translation-symmetric counterparts:
the quantum SCHA is here derived in terms suitable for
a simplified (possibly numerical) approach.
For a single degree of freedom, in the general case one
has to consider the Weyl symbol for the Hamiltonian,
H(p, q). Then Eqs. (41) are readily generalized to the
request that the six parameters of the trial quadratic
Hamiltonian,
H0(p, q) = w + a(p−p0)2 + b(q−q0)2 + c(p−p0)(q−q0) ,
(42)
be determined by imposing the equality of the 〈· · · 〉0 av-
erages of H and H0, and of their derivatives up to second
order, which indeed amounts to six conditions.
For many degrees of freedom one has to approximate
the Hamiltonian H(p, q) using a trial Hamiltonian in the
general form
H0(p, q) = w +Hq(p−p0, q−q0) (43)
where Hq is the quadratic form (25). The parameters
to be determined are w, the N -component vectors p0
and q0, and the N×N -matrices A2, B2, X. Extend-
ing the above conditions to the 〈· · · 〉0 averages one can
in principle determine all the parameters. However, in
order to find ρ0(p, q) one has to perform the (parameter-
dependent) canonical transformation that reduces H0 to
the standard normal form, as made in Section III A. This
requiresXA2 be symmetric30: fortunately, in the major-
ity of systems one encounters in Matter Physics, interac-
tion terms between momenta and coordinates do not ap-
pear and the matrix X vanishes. A partial exception are
6spin Hamiltonians in the bosonic representation, where
such terms do appear, but the corresponding SCHA en-
tails X = 0.
An important tool when calculating the Gaussian av-
erages 〈· · · 〉0 is the known technique of ‘Wick decou-
pling’, that follows from a property of Gaussian dis-
tributions: the Gaussian average of a nonlinear 2n-
degree monomial in the stochastic variables (assumed
with vanishing average) can be obtained by separating
it in all possible ways (considering all variables as dif-
ferent) as product of quadratic couples, replacing the
couples with the corresponding average, and eventually
summing up all the (2n−1)!! terms. For instance (when
〈p〉0 = 〈q〉0 = 0) one has 〈q2n〉0 = (2n−1)!! 〈q2〉n0 and
〈p2q4〉0 = 3〈p2〉0〈q2〉20 + 12〈pq〉20〈q2〉0. Of course odd-
degree terms average to zero.
The next Sections show how the SCHA with Weyl sym-
bols applies to the study of two different kinds of transi-
tion in Heisenberg AFMs, both with and without trans-
lation symmetry.
IV. SPIN-FLOP FIELD IN THE BULK AFM
A. Easy-axis AFM in a field
Let us consider an AFM on a bipartite lattice, with
easy-axis exchange anisotropy, µ & 1, in a magnetic field
H parallel to the easy axis. The Hamiltonian reads
Hˆ = J
2
∑
i,d
(
Sˆxi Sˆ
x
i+d + Sˆ
y
i Sˆ
y
i+d + µSˆ
z
i Sˆ
z
i+d
)−H∑
i
Sˆzi .
(44)
Sˆi are spin operators belonging to the spin-S representa-
tion, and the index i runs over all N lattice sites, while d
connects any site i with its z nearest-neighbors at i+d,
all belonging to the other sublattice; periodic boundary
conditions are assumed. The ground state for vanish-
ing or sufficiently small field is close to the classical Ne´el
state, with neighboring spins antiparallel (AP) along the
z-direction. The goal is to determine the ‘critical’ field
value H
SF
where this state becomes unstable (in favor
of the spin-flop state). The problem is easily solved
in the classical translation-invariant case, as shown in
Fig. 1: the classical spins are vectors of length, say, S˜
and the energy of the spin-flop configuration, occurring
for sin θ = H/[JS˜z(1+µ)], is smaller than that of the AP
one if H > H(cl)
SF
, where
H(cl)
SF
= JS˜z
√
µ2−1 . (45)
Quantum spins are conveniently treated by means
of the Holstein-Primakoff (HP) transformation37, which
transforms spin operators to bosonic operators preserv-
ing the spin commutation relations,
Sˆ+ = Sˆx + iSˆy = (2S−aˆ†aˆ)1/2 aˆ
Sˆz = S − aˆ†aˆ , (46)
and in this form it is suitable for describing states where
Sˆz is close to S; indeed, in spite of the constraint that
FIG. 1: Minimum energy configuration of (the classical coun-
terpart of) the AFM described by (44): for small field, the
spins of the two sublattices are antiparallel along the z-axis;
beyond a given field HSF the spin-flop configuration prevails,
the angle Θ increasing with H up to pi/2 at the saturation
field.
the boson number cannot exceed 2S, this is a very good
approach38,39 when interactions and temperatures do not
make Sz to deviate too much from S.
In order to transform spins in the two sublattices, two
families of bosonic operators are usually introduced39,
but this complication can be overcome by turning the
spins belonging to the ‘down’ sublattice by the canonical
transformation
Sˆ = (Sˆx, Sˆy, Sˆz) −→ (−Sˆx, Sˆy,−Sˆz) , (47)
which makes the Hamiltonian (44) ‘ferromagnetic’.
Hˆ = −J
2
∑
i,d
[
1
2
(
Sˆ+i Sˆ
+
i+d + Sˆ
−
i Sˆ
−
i+d
)
+ µ Sˆzi Sˆ
z
i+d
]
+H
∑
i
(−)iSˆzi ; (48)
(−)i is the ‘sign’ of the sublattice to which the site i be-
longs. With the new variables the magnetic field becomes
staggered and the AP (Ne´el) configuration is converted
into the ferromagnetic one, which is not an eigenstate of
Hˆ due to the terms Sˆ−i Sˆ−i+d.
The Weyl symbol for the longitudinal spin component
is immediately found by Eq. (14), since Sz
N
= S − a∗a,
Sz = S˜ − a∗a , (49)
where
S˜ ≡ S + 12 ; (50)
for the transverse components Eq. (23) gives the Weyl
symbol
S+ ' (2S˜−a∗a)1/2a ; (51)
note that the above mapping corresponds to a classical
spin of length |S| = S˜. Turning to phase-space variables
(p, q), i.e., the Weyl symbols for the momentum and co-
ordinate operators,
pˆ = i
aˆ†−aˆ√
2S˜
, qˆ =
aˆ†+aˆ√
2S˜
, (52)
7and setting
r ≡ q
2+p2
4
, (53)
the Weyl symbol for the spin operator Sˆ reads40
S = S˜
(√
1−r q,√1−r p, 1−2r
)
. (54)
The ‘Weyl spin length’ S˜, Eq. (50), plays a relevant role
since its reciprocal replaces Planck’s constant, [qˆ, pˆ] =
i S˜−1, consistently with the fact that the classical limit
coincides with S˜→∞. The Weyl symbol for the Hamil-
tonian (48) is obtained by replacing the individual spin
operators with their Weyl symbols,
H
JS˜2
= −1
2
∑
i,d
[√
1−ri
√
1−ri+d(qiqi+d−pipi+d)
+ µ(1−2ri)(1−2ri+d)
]
+ h
∑
i
(−)i(1−2ri) . (55)
Here
h ≡ H
JS˜
(56)
is the reduced field and from now on JS˜2 is taken as
the overall energy scale (i.e., JS˜2 = 1). This Hamilto-
nian displays a remarkable symmetry: the (canonical)
transformation of changing the signs of both pi and qi
in one sublattice exchanges the roles of momenta and
coordinates. This is connected to the fact that in the
transformation (47) the choice of changing the sign of Sˆy
rather than that of Sˆx is arbitrary. As a consequence one
can immediately establish some equalities, such as
〈pipi〉 = 〈qiqi〉 , 〈pipi+d〉 = −〈qiqi+d〉 , (57)
where the average is taken in the ground state or in a
thermal equilibrium state. The Hamiltonian (55) con-
tains only even-order terms,
H = − 12Nzµ+H(2) +H(4) + · · · (58)
H(2) = 1
2
∑
i,d
[
pipi+d−qiqi+d + 4µ ri
]
− 2h
∑
i
(−)iri , (59)
H(4) =
∑
i,d
ri
[
1
2 (qiqi+d−pipi+d)− 2µ ri+d
]
. (60)
The leading quantum effects are to be studied by the
SCHA including the interaction H(4).
B. Harmonic approximation
Translation symmetry entails that the degrees of free-
dom in Fourier space become uncoupled. Indeed, by
defining
qi =
1√
N
∑
k
eik·iqk , pi =
1√
N
∑
k
eik·ipk (61)
one finds
H(2) = 1
2
∑
k
[
z(µ+γk)p
2
k + z(µ−γk)q2k
− h(pkpk+pi + qkqk+pi)
]
, (62)
where pi is such that eipi·i = (−)i and
γk ≡ 1
z
∑
d
eik·d = −γk+pi , (63)
the last equality arising because the sites i and i+d be-
long to opposite sublattices, so eipi·(i+d) = −eipi·i, or
eipi·d = −1.
The above quadratic form is diagonal when h= 0, the
corresponding frequencies being ωk = z
√
µ2−γ2k. When
h> 0 it can be diagonalized by summing over half of the
Brillouin zone (denoted by the prime)
H(2) = 1
2
∑
k
′[
z(µ+γk)p
2
k + z(µ−γk)q2k + z(µ−γk)p2k+pi
+z(µ+γk)q
2
k+pi − 2h(pkpk+pi + qkqk+pi)
]
, (64)
The structure is H(2) = z∑′kHk, with
Hk = 1
2
(
ptkA
2
kpk + q
t
kB
2
kqk
)
, (65)
with two-dimensional vectors and matrices
qk =
(
qk
qk+pi
)
, B2k =
(
µ−γk −h¯
−h¯ µ+γk
)
, (66)
pk =
(
pk
pk+pi
)
, A2k =
(
µ+γk −h¯
−h¯ µ−γk
)
, (67)
and h¯=h/z. The two matrices do not commute, but
have the same eigenvalues, µ±(h¯2+γ2k)1/2, and are pos-
itive definite if h¯2 < µ2−γ2k, so that at this level of ap-
proximation one has the classical result h(cl)
SF
= z
√
µ2−1.
Consider now the subspace with two coupled degrees
of freedom labeled by k and k+pi and the Hamilto-
nian Eq. (65); for simplicity, subscripts can be under-
stood. The eigenmodes (for h<hSF) can be found by
the method of Section III A (with X = 0), and Eq. (28)
reads OAB2AOt = Ω2 = diag(ω2±). From the identity
(A2,B2) = µ± γσ3 − h¯σ1 (σα are the Pauli matrices) it
follows that B2 = σ1A
2σ1, so AB
2A = (Aσ1A)
2 and it
suffices to diagonalizeO(Aσ1A)O
t = Ω˜ = diag(ω˜±) (not
positive definite!) to find Ω2 = Ω˜2. Rewriting the eigen-
value equation as (A2σ1)AO
t = AOtΩ˜, it is immediate
to find ω˜± = ±
√
µ2−γ2 − h¯: therefore the eigenfrequen-
cies are ω± = |ω˜±| =
√
µ2−γ2 ∓ h¯; one also finds that
AOt =
(
c+
√
µ+γ c−
√
µ+γ
c+
√
µ−γ −c−√µ−γ
)
, (68)
where the normalizations c± can be determined
by requiring the orthogonality of O in the form
(AOt)(AOt)t =A2,
c2± =
√
µ2−γ2 ∓ h¯
2
√
µ2−γ2 =
ω±
ω++ω−
. (69)
8From the ground-state quantum fluctuations of the har-
monic oscillator, 〈p2〉 = ω/(2S˜) and 〈q2〉 = 1/(2S˜ω) (re-
mind that ~ ↔ S˜−1), it follows that the canonical vari-
ables have the correlation matrices
2S˜
〈
qqt
〉
= AOtΩ−1OA ,
2S˜
〈
ppt
〉
= A−1OtΩOA−1 , (70)
which, by the way, entail the Heisenberg principle〈
ppt
〉〈
qqt
〉
= (2S˜)−2.
Using the identity OtΩO = |Aσ1A| one can prove
that
〈
ppt
〉
= σ1
〈
qqt
〉
σ1, so it is sufficient to calculate
2S˜
〈
qqt
〉
= diag
(√µ+γ
µ−γ ,
√
µ−γ
µ+γ
)
. (71)
Surprisingly enough, the fluctuations are decoupled (di-
agonal matrix) and do not depend on h.
Restoring the Fourier subscripts,
2S˜
〈
qkqk′
〉
= δkk′
√
µ+γk
µ−γk . (72)
Using Eqs. (61) one can build the correlators
D ≡ 〈q2i 〉 =
1
2S˜N
∑
k
√
µ+γk
µ−γk
D′ ≡ 〈qiqi+d〉 = 1
2S˜N
∑
k
γk
√
µ+γk
µ−γk . (73)
The bare eigenfrequencies are
ω±,k = z
√
µ2−γ2k ± h , (74)
and the instability ω−,0 = 0 occurs indeed at the field
value h(cl)
SF
= z
√
µ2−1, i.e., Eq. (45).
Note that already at this level the results agree with
the usual bosonic approach: for instance, from Eqs. (53)
and (54), the ground-state staggered magnetization is
given by m= S˜(1−D). In the isotropic case µ= 1 this
agrees with the known result, e.g., Eq. (31) of Ref. 24,
obtained using creation/annihilation operators. These
have become popular since systematic perturbative ap-
proaches were introduced by famous textbooks41,42 and
calculating the effects of quantum fluctuations starting
from the bosonic vacuum was considered a good deal.
The above treatment shows that one can equally start
from the ‘classical’ Weyl-symbol picture to get the very
same estimations in a transparent way. The difference be-
tween the bosonic and the phase-space approach is well
symbolized by the fact that the same correct staggered
magnetization m is obtained as a correction to the vac-
uum value m=S and to the classical value m= S˜, re-
spectively.
C. Interaction and SCHA
It is not necessary to account for a trial coupling ma-
trix X, because the Hamiltonian (55), and in particular
its quartic part (60), does not contain terms of odd or-
der in the q’s and the p’s, so it is consistent with the
vanishing of all correlators 〈Hpiqj 〉0. As for the aver-
aged first derivatives, they vanish for the same reason
since 〈pi〉0 = 〈qi〉0 = 0, i.e., p0 = q0 = 0 and the AP
configuration is not ‘shifted’ by quantum (and thermal)
fluctuations. One then proceeds by taking the second
derivatives of Eq. (60),
4H(4)qiqi =
∑
d
[
3qiqi+d − pipi+d − 2µ(q2i+d+p2i+d)
]
8H(4)qiqi+d = 3q2i+3q2i+d + p2i+p2i+d−8µ qiqi+d , (75)
and, using the symmetry relations (57),
〈H(4)qiqi〉0 = 〈H(4)pipi〉0 = z
(〈qiqi+d〉0 − µ〈q2i 〉0)
= z(D′−µD)
〈H(4)qiqi+d〉0 = −〈H(4)pipi+d〉0 = 〈q2i 〉0 − µ〈qiqi+d〉0
= D−µD′ . (76)
These determine the ‘dressed’ parameters
θ = 1−D+µD′ , µ˜ = µ(1−D)+D′ . (77)
that appear in the renormalized Hamiltonian (43)
H0 = 1
2
∑
i,d
[
θ(pipi+d−qiqi+d) + µ˜(p2i+q2i )
]
−h
∑
i
(−)iri . (78)
This can be interpreted as a renormalization of the ma-
trices A and B, which eventually results in the renor-
malized frequencies ω˜k. The corrections are larger the
smaller the spin value, since they involve averages of
quadratic terms that are of order 1/S˜. The self-consistent
correlators D and D′ follow by replacing µ → µ˜ and
γk → θγk in Eqs. (73), while the renormalized spectrum
ω±,k = z
√
µ˜2 − θ2γ2k±h entails the quantum effect upon
the spin-flop field
h
SF
= z
√
µ˜2 − θ2 = h(cl)
SF
(1−D) +O(S˜−2) , (79)
which was the goal of the present example: the tran-
sition field becomes smaller than its classical counter-
part, meaning that quantum fluctuations make the or-
dered AP configuration more unstable towards spin-flop.
This comes to no surprise, as it is very common to find
that quantum fluctuations weaken the stability of ordered
states. It is easy to prove that Eq. (79) agrees with (the
T → 0 limit of) Eq. (32) of Ref. 25, where the easy-axis
anisotropy is of the single-site type, the correspondence
being µ↔ K˜.
V. AFM CHAIN WITH AN ODD NUMBER OF
SPINS
Consider now a finite chain described by Eq. (44), i.e.,
the lattice is one-dimensional and the number N of spins
9FIG. 2: Phase diagram for the finite chain with an odd num-
ber of classical spins N . The curves report the analytical
result derived in Appendix A, which interpolates the points
at odd values of N . For easy-plane anisotropy µ< 1 the AP
configuration exists between two field values h∓ (those for
µ= 0.999 and N = 13 are shown), and there is a maximum
N beyond which only the SF phase exists; for µ≥ 1 the AP
phase persists for h→ 0, i.e., h−= 0, and the AP phase exist
foe any N .
is finite, with open boundary conditions. For the classical
system it has been discovered43–45 that when the number
of spins is odd, N = 2M+1, the AP configuration (with
M down and M+1 up spins) can be stable for finite field
even if the anisotropy is slightly easy-plane, µ . 1. Such
a parity effect is due to the Zeeman energy gain of one
unbalanced spin which wins against the spin-flop config-
uration up to a transition field h+(N,µ). Furthermore,
it is intuitive that for easy-plane anisotropy at zero-field
the spins lie in the easy-plane and the AP configuration
sets in one only beyond a finite field h−(N,µ): hence, by
increasing the field there are two boundaries enclosing
the AP phase, i.e., a re-entrant transition46,47, as shown
in Fig. 2. Remarkably, this classical phase boundary can
be calculated analytically, as sketched in Appendix A, in
spite of the complexity of the spin-flop configuration44,48
that takes place beyond it. For large N this phenomenol-
ogy is washed out, so the boundaries h±(N,µ) have to
collapse beyond some ‘critical’ value of N . Therefore, in
these short chains the AP phase seems to be fragile, and
a question arises: Does this classical picture also hold for
quantum spins or is the AP state washed out by quantum
fluctuations? The SCHA can give an answer.
Note that the Hamiltonian is still symmetric for rota-
tions around the z-axis, i.e., those generated by the total
z-component of the magnetization, Mˆz =
∑
i Sˆ
z
i , which
indeed commutes with Hˆ. Therefore, its ground state
has a definite value of Mˆz =Mz. For sufficiently small
h, the magnetization has to be the lowest possible value,
namely Mz =S.
The same procedure employed in Section IV A leads to
H(0) = −(N−1)µ− h and Eqs. (59) and (60) turn into
H(2) =
N−1∑
i=1
[
pipi+1−qiqi+1 + 2µ(ri+ri+1)
]
−2h
N∑
i=1
(−)iri , (80)
H(4) = 1
2
N−1∑
i=1
[
(ri+ri+1)(qiqi+1−pipi+1)
−2µriri+1
]
. (81)
A. Quadratic part: the eigenvalue problem
Making rj explicit, the quadratic Hamiltonian (80) be-
comes identical to (25), with X = 0 and
A2 ≡ µM + hH +K
B2 ≡ µM + hH −K , (82)
where the matrices M , H, and K are given by
Mij = δij(2− δi1 − δiN )
Hij = (−)i−1δij
Kij = δi,j+1 + δi,j−1 ; (83)
note that H2 = 1 and
HMH = M , HKH = −K , (84)
so it follows that
HA2H = B2 , HB2H = A2 . (85)
From Eq. (26) one can see that B2 is diagonalized by
the orthogonal matrix V H and has the same eigenval-
ues of A2. The diagonalization (28) that gives the true
frequencies of the system can be simplified observing that
AB2A = (AHA)2 , (86)
and hence it is sufficient to diagonalize the matrixAHA,
whose components are (AHA)ij =
∑
`(−)`−1Ai`A`j ,
O(AHA)Ot = Ω˜ ≡ diag{ω˜k} . (87)
Note that
Tr(AHA) = Tr(HA2) = Nh , (88)
since the diagonal of HM is (1,−2, 2, ...,−2, 1); the pos-
itive square-root of AB2A is |AHA| = OtΩO, i.e., the
matrix whose eigenvalues are {ωk = |ω˜k|}. Exchanging
A2 with B2 is equivalent to exchanging q with p, so the
correlation matrices share the property (85), i.e.,
〈ppt〉 = H〈qqt〉H ; (89)
in turn, these imply the symmetry relations (57).
Remarkably, the eigenvalues ωk are linear in the field
h, while the zero-T correlators even do not depend on it.
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Indeed, assume that there is a field interval h− < h < h+
where A2 is positive definite, in such a way that one can
calculate A and the eigenvalues of AHA. Multiplying
Eq. (87) by G≡AOt the eigenvalue equation becomes
GΩ˜ = (A2H)G = (h1+ µMH +KH)G . (90)
Therefore the eigenvalues are linear in h, ω˜k(µ, h) =
ω˜0k(µ) +h, in agreement with the trace condition (88),
which also entails that
∑
k ω˜0k = 0. It turns out that the
largest negative eigenvalue ω˜k+ and the smallest posi-
tive one ω˜k− are related to the upper and lower criti-
cal fields ω˜k+ ≡h−h+ < 0 and ω˜k− ≡h−h− > 0, since
they correspond to the smallest eigenvalues of |AHA|,
ωk+ ≡h+−h and ωk− ≡h−h−. When h reaches the bor-
ders of the interval (h−, h+) the AP configuration be-
comes unstable, and when h varies within the stability
interval there are no sign changes of the eigenvalues ω˜k,
so εk ≡ ω˜k/ωk keeps being either +1 or −1, i.e., the
matrix E≡diag{εk} is fixed (E2 =1). Also the (right)
eigenvectors vk of Eq. (90) only depend on µ and not on
h, which implies that G can depend on h only through
prefactors of its columns, Gik = fk(h) vk,i. Defining the
matrix R ≡ GΩ−1/2, from Eq. (37) the zero-T correlator
reads
2S˜ 〈qqt〉 = RRt (91)
It is easy to obtain the equality RERt = H, which im-
plies that R−1 = ERtH, and hence RtHR = E; the
last equality explicitly reads f2kω
−1
k
∑
i(−)i−1vk,i = εk,
so that the h-dependent factors can be taken as fk = ω
1/2
k
and the components Rik = vk,i are in fact independent
of h, and so are in turn the zero-T correlators 〈qqt〉 and
〈ppt〉, given by Eqs. (91) and (89).
The total magnetization of the AFM chain is
Mz = S˜
∑
i
(−)i−1[1− 〈qiqi〉] = S˜[1− Tr(H〈qqt〉)]
(92)
and
2S˜ Tr
(
H〈qqt〉) = Tr(HRRt) = TrE = 1 , (93)
since the number of positive and negative eigenvalues
of AHA is, by Sylvester’s inertia law49, the same of
those of H. Eventually, the total magnetization does
not change with h and is equal to
Mz = S˜ − 12 = S . (94)
Before considering the effect of the quartic interaction,
it is to be remarked that the phase diagram at the HA
level can be analytically calculated. Indeed, the AP con-
figuration is stable as long as B2 (or, equivalently, A2) is
positive definite, because if the eigenvalues of B2 are all
positive then the system’s square frequencies ω2k, which
are the eigenvalues of AB2A, are also positive by the
inertia law49. At the phase boundaries h = h±(N,µ)
one of the eigenvalues vanishes, and so the determinant
|B2| = |A2| = 0: the calculation is summarized in Ap-
pendix A. The criterion of stability of the minimum of
the Hamiltonian corresponds to the classical phase dia-
gram: quantum fluctuations modify it in the way studied
in the following Section.
B. Interaction and SCHA
To quantify the effect of the interaction (81) the proce-
dure is the same of Section IV C, but for the fact that one
cannot invoke translation symmetry. The second deriva-
tives are tridiagonal matrices (Appendix B); taking their
averages and using the symmetry relations (84), which
hold true since the trial Hamiltonian satisfies the same
symmetry of H(2), as one can check a posteriori, the re-
sult is〈H(4)qiqi〉0 = 〈H(4)pipi〉0
= 〈qiqi+1〉0+〈qiqi−1〉0−µ〈q2i+1〉0−µ〈q2i−1〉0〈H(4)qiqi±1〉0 = −〈H(4)pipi±1〉0
= 12 〈q2i 〉0 + 12 〈q2i±1〉0 − µ〈qiqi±1〉0 . (95)
The trial Hamiltonian (43) keeps the structure of the
quadratic Hamiltonian (80); indeed implementing the
SCHA amounts to renormalizing the matrices
A2ij −→ A2ij +
〈H(4)pipj〉0
B2ij −→ B2ij +
〈H(4)qiqj〉0 , (96)
which keep being tridiagonal, their elements being equal
on the diagonal and opposite on the second diagonals,
such that they can be described with suitably modified
M (diagonal part) and K (hopping part), which lose
uniformity (though mirror symmetry is preserved), while
the field term hH is unchanged. The relations (84) for
the renormalized matrices and the conclusions of Sec-
tion V A keep holding. This fact greatly simplifies the
calculations: indeed, one has to find the self-consistent
correlators for one field value only, because changing h
only modifies the eigenvalues ω˜k = ω˜0k +h.
The renormalized frequencies and correlators can be
numerically obtained with the method of section V A.
The self-consistent scheme is implemented by iterating
the procedure and recalculating the corrections (95), i.e.,
starting from Eqs. (91) and (89) as estimates of the quan-
tum correlators yielding the renormalized A2 and B2,
which in turn are used to recalculate frequencies and cor-
relators again, until the results are stable.
One can give an analytical estimate of the im-
portance of quantum fluctuations by considering the
isotropic (µ= 1) and translation-invariant limit, for
which Eqs. (95) become
〈H(4)qiqi〉0 = −2D , 〈H(4)qiqi±1〉0 = D , (97)
where D ≡ D−D′ and, at zero-T and h= 0, using
Eq. (73) it is
D = 1
2S˜N
∑
k
√
1− cos2k = 1
piS˜
, (98)
which is also a useful benchmark of the numerical out-
comes when considering the finite chain.
The numerical iterative procedure has been applied in
order find the quantum renormalized upper and lower
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critical fields h+(µ, S) and h−(µ, S) for different spin val-
ues50 reported in Ref. 46. At variance with the na¨ıve
expectation, after the result of Section IV, that quan-
tum fluctuation acted to weaken the ordered phase, quite
unexpectedly it happens that in this finite-size system
they turn out to stabilize the AP phase, i.e. h+(µ, S) >
h+(µ,∞). As a matter of fact, a different mechanism
drives the transition: the AP phase is not stabilized by
the exchange anisotropy, as in the bulk AFM, but by
the field itself, i.e., by the Zeeman energy gain from the
unbalanced spin. Note that, in spite of this ‘classical’ lan-
guage, there is no easy way to characterize the quantum
SF state of the finite chain.
VI. CONCLUSIONS
The first part of this paper is concerned with the
proposal of using a Weyl symbol approach for systems
which are customarily treated in terms of Boson cre-
ation/annihilation operators in normal ordering. Advan-
tages of Weyl symbols are in their more intuitive semi-
classical interpretation and in the fact that they are real
for Hermitian operators. Useful identities have been re-
called and new ones have been derived in order to ‘con-
vert’ from the Boson operator formalism. It is also argued
that the phase-space formalism, which is naturally pre-
ferred in the Weyl symbol approach, allows for easier and
more transparent linear canonical transformations, such
that the self-consistent harmonic approximation (SCHA)
is introduced in a natural way. This is expected to be
useful especially for nanosystems, for which one cannot
invoke translation-symmetry to simplify the reduction of
the Hamiltonian to normal form.
The second part of the paper gives two practical exam-
ples of the phase-space approach, applied to a bulk and
to a finite antiferromagnet, respectively, looking at the
effect of quantum fluctuations upon the phase bound-
ary between the antiparallel and the spin-flop phases.
After suitable Weyl symbols for the spin operators are
introduced, the harmonic approximation and the SCHA
accounting for the interactions are illustrated for both
systems. The first one allows one to compare with the
bosonic approach used in previous literature. The sec-
ond application illustrates how a typical nanosystem can
be conveniently treated: thanks to the phase-space ap-
proach it was indeed possible to compute the counterin-
tuitive results reported in Ref. 46.
Appendix A: Classical phase diagram of the finite
AFM chain
Setting a = µ+h, b = 2µ−h, c = 2µ+h, the determi-
nant of the (2M+1)×(2M+1) matrix A2 is
D2M+1 ≡
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a 1
1 b 1
1 c 1
1 b 1
. . .
. . .
. . .
1 c 1
1 b 1
1 a
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
; (A1)
it can be expanded by the first/last row expansion, yield-
ing
bcD2M+1 = a
2b (XM +XM−1)− 2abcXM−1
+c (XM−1 +XM−2) . (A2)
where the 2M×2M determinants
XM ≡
∣∣∣∣∣∣∣∣∣∣
b 1
1 c 1
1 b 1
1 c
. . .
. . .
∣∣∣∣∣∣∣∣∣∣
(A3)
are easily shown to satisfy the recursion relation
XM+1 +XM−1 = 2xXM (A4)
with 2x ≡ bc−2 and initial conditions X0 = 1, and
X1 = bc−1 = 2x+1. These recursion relations are those
of Chebyshev’s polynomials of the first kind TM (x) and
of the second kind UM (x), which differ for the initial con-
dition T1 = x and U1 = 2x. Therefore
XM = UM +
UM − TM
x
=
={ei(M+ 12 )k}
sin k2
(A5)
where as usual x ≡ cos k. Inserting this result in Eq. (A2)
and replacing the expressions of a, b, and c, one finds
sin k D2M+1 = =
{
eiMk[(a2b−2a)− (2a−c)e−ik]}
= ρk cos
[
(2M+1)k2 + ϕk
]
(A6)
where the phase is given by
tanϕk =
1
r
cot k2 , (A7)
with
r ≡ 1 + 2h
(2µ−h)(1−µ2) . (A8)
Eq. (A6) entails that the determinant D2M+1 vanishes
when N = 2M+1 = (pi2 − ϕk)/(k2 ), i.e., for
Nc(h, µ) =
tan−1rz
tan−1z
(A9)
with
z2 = tan2
k
2
=
4
bc
− 1 = 1−µ
2+h2/4
µ2−h2/4 . (A10)
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Appendix B: Second derivatives of H(4)
With the assumption that any variable with label 0 or
N+1 vanishes, from Eq. (81) one finds the first deriva-
tives
8H(4)pi = −3p2i (pi−1+pi+1)− (p3i−1+p3i+1)
+2piqi(qi−1+qi+1)− q2i (pi−1+pi+1)− q2i−1pi−1
−q2i+1pi+1 − 4µpi(p2i−1+p2i+1 + q2i−1+q2i+1)
8H(4)qi = 3q2i (qi−1+qi+1) + (q3i−1+q3i+1)
−2qipi(pi−1+pi+1) + p2i (qi−1+qi+1) + p2i−1qi−1
+p2i+1qi+1 − 4µqi(q2i−1+q2i+1 + p2i−1+p2i+1)
and the second derivatives
4H(4)pipi = −3pi(pi−1+pi+1) + qi(qi−1+qi+1)
−2µ(p2i−1+p2i+1+q2i−1+q2i+1)
8H(4)pipi+1 = −3p2i − 3p2i+1 − q2i − q2i+1 − 8µpipi+1
4H(4)qiqi = 3qi(qi−1+qi+1)− pi(pi−1+pi+1)
−2µ(q2i−1+q2i+1+p2i−1+p2i+1)
8H(4)qiqi+1 = 3q2i + 3q2i+1 + p2i + p2i+1 − 8µqiqi+1 .
Taking their averages one finds Eqs. (95).
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