ABSTRACT. For a large class of bounded domains in C, we describe those finite codimensional subspaces of the Bergman space that are invariant under multiplication by z. Using different techniques for certain domains in CN, we describe those finite codimensional subspaces of the Bergman space that are invariant under multiplication by all the coordinate functions.
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ABSTRACT. For a large class of bounded domains in C, we describe those finite codimensional subspaces of the Bergman space that are invariant under multiplication by z. Using different techniques for certain domains in CN, we describe those finite codimensional subspaces of the Bergman space that are invariant under multiplication by all the coordinate functions.
Fix a positive integer N, and let V denote Lebesgue volume measure on CN (so that if N = 1, then V is just area measure). Let Q c C^ be a domain, which, as usual, means that 0 is a nonempty open connected subset of C^. For / an analytic function from 0 to C and 1 < p < oo, the norm ||/||n,P is defined by Wfh,r=(jn\f\pdV The Bergman space L^(Q) is defined to be the set of analytic functions from fi to C such that ||/||n,P < oo.
Our goal in this paper is to describe the closed finite codimensional subspaces of Lpa (0) that are invariant under multiplication by the coordinate functions zi,..., zn. The first section of the paper deals with planar domains; the second section in the paper concerns domains in CN. The concluding section of the paper presents some questions and areas for possible further research.
Planar domains.
In this section, for a large class of bounded domains ficC we characterize the closed finite codimensional subspaces of Lpa(Q) that are invariant under multiplication by z. The main result in this section is Theorem 5.
We begin with the following easy proposition. Our goal (Theorem 5) is to prove the converse of this proposition for a large class of domains.
PROPOSITION l. Let 1 < p < oo, and let Q be a bounded domain ofC. Let q be a polynomial that has all its roots in f2. Then qL^(U) is a closed subspace of ¿"(0) that is invariant under multiplication by z. Furthermore, dimLp.(Q)/qLp(Q) equals degree q.
where in the case of zeros of q of multiplicity larger than one we require derivatives of appropriate orders to equal zero. Since point evaluations (and point evaluations of derivatives of all orders) are continuous linear functionals on LP(U), we conclude that qLp(Q) is closed in LP(Q).
Since qLp(ü) is the intersection of the kernels of a set of degree q linearly independent linear functionals, the codimension of qLp(U) in LP(Q) must equal degree Finally, it is obvious that qLp(Q) is invariant under multiplication by z, completing the proof. D
The following theorem is our first step in proving a converse to Proposition 1. Theorem 2 will be used in the proofs of Theorems 3 and 5. The proof of Theorem 2 is based upon ideas used by Gellar in [8, §9] in dealing with weighted shifts. THEOREM 2. Let 1 < p < oo, and let O C C be a bounded domain such that (z -X)LP(Q) is dense in Lp(fl) for every A G dû. Let E be a closed finite codimensional subspace of LP(Q) that is invariant under multiplication by z. Then there is a polynomial q whose roots lie in fi such that E = qLp(Q).
PROOF. Define an operator T: Lp(ü)/E -► LP(U)/E by T(g + E) = zg + E;
note that the verification that T is well defined uses the invariance of E under multiplication by z. If / is a polynomial, then f(T)(g + E) = fg + E for every g E LP(Ü).
Since T is an operator on a finite dimensional space, there is a nonzero polynomial /, with degree at most dim. LP(Q) / E, such that f(T) = 0. The equation above implies that fLp(Q) C E.
Factor / as / = qh, where q is a polynomial whose roots lie in fi and h is a polynomial whose roots lie in C\f2. If A is a complex number not in the closure of 0, then (z -X)LP(Q) equals LP(Q); if A g dU, then by hypothesis (z -X)Lpa(ü) is dense in Lp(Ci). Thus (z -X)Lp(Cl) is dense in LP(Q) for every zero of h, and so hLp(Q) is dense in L£(fi), and hence qLp(U) c (fLp(ü))~ C E. Thus dimLp(U)/E < dimLp(fi)/qLp(Q) = degree q < degree / < dimLp(Q)/E, where the equality above comes from Proposition 1. The above inequalities imply that dimLp(n)/E = dimLp(U)/qLp(U), and since qLp(Q) C E, this implies that qLp(U) = E, completing the proof. D
To apply Theorem 2, we need to find conditions on a domain Q that imply that (z -X)Lpa(U) is dense in LP(Q) for every A in dû. We begin this process by finding a simple geometric condition in the following theorem. A much deeper condition will be exhibited in Theorem 5.
By a wedge in C, we mean the convex hull of a point (called the vertex of the wedge) and an arc of a circle centered at the point. THEOREM 3. Let 1 < p < oo, let O C C be a bounded domain, and suppose that for each point A G dU there exists a wedge W in C\fî with vertex A. If E is a closed finite codimensional subspace of LP(Q) that is invariant under multiplication by z, then there is a polynomial q, all of whose roots lie in Q, such that E = qLp(Q). To prove Theorem 5, we will need the following lemma, whose proof relies upon results of Hedberg and Lindberg. We would like to thank Lars Hedberg for bringing Lindberg's work to our attention. PROOF. In [10, pp. 112-114] , an argument due to Hedberg is used to show that H°°(Q) is dense in L2(Q) if fi is a simply connected domain with finite area. By localizing Hedberg's argument, Lindberg was able to establish the following result, which appears (in a slightly stronger form) as Theorem 4.3 of [9] . // LINDBERG'S THEOREM. Let 1 < p < 00 and let Q C C be a bounded domain.
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r-»0 r for every c G dQ, then H°°(Q) is dense in LP(Q).
We will prove Lemma 4 by verifying that a domain satisfying the hypothesis of Lemma 4 also satisfies the hypothesis of Lindberg's Theorem.
Fix a point c G oil, and let Cc be the connected component of dQ containing ç. By hypothesis, the diameter of Cç is positive. Fix a number r < (diameter Q)/2, and let K be the connected component of Cc C\B(ç, r)~ containing c. We claim that K meets dB(ç, r), and hence (diameter K) > r. To verify this claim, first note that since (diameter Cf ) > 2r, we have C( <£ B(c, r). Let B = B(ç, r) and X = Cc C\B~. Suppose that K C\ dB = 0, so that K c (Cc n B). Since Cs fl B is an open subset of X and since K is a connected component of X, there is a clopen subset R of X such that K C R C (Cf H B) (see the corollary on p. 205 of [7] ). Now, C( n R for every ç G dQ. Lindberg's Theorem now gives the desired conclusion, completing the proof. Ü
We are now ready to prove the main result of this section. In Theorem 7, we will show that without the hypothesis that no connected component of dQ is equal to a point, it is not necessarily true that every closed finite codimensional invariant subspace of LP(Q) is of the form qLp(Q).
THEOREM 5. Let 1 < p < oo, and let Q C C be a bounded domain such that no connected component of ¿?fi is equal to a point. If E is a closed finite codimensional subspace of LP(Q) that is invariant under multiplication by z, then there is a polynomial q, all of whose roots lie in Q, such that E = qLp(Q).
PROOF. By Theorem 2, we need only show that (z -X)LP(Q) is dense in LP(Q) for every A in dQ.
By Lemma 4, we know that H°°(Q) is dense in L^(Q) for 1 < s < oo. Hence, it will suffice to prove the theorem for p an integer, since if 1 < s < p, then LP(Q) is contained in L^(Q) and convergence in LP(Q) implies convergence in La(Q).
Let A G dQ. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use PROOF. First suppose that Mh is Fredholm. Then the range of Mh, which equals hLp(Q), is a closed finite codimensional subspace of LP(Q) and is clearly invariant under multiplication by z. By Theorem 5, there is a polynomial q, whose roots all lie in Q, such that hLp(Q) = qLp(Q). In particular, h = qg for some g E Lp(Q). Now qgLp(Q) = hLp(Q) = qLp(Q), so gLp(Q) = LP(Q). Thus the operator of multiplication by g is invertible on LP(Q). Clearly, g(Q) is contained in the spectrum of multiplication by g, so we can conclude that g is bounded away from 0 on ÍL This implies that h is bounded away from 0 near dfi, as desired.
To prove the converse, suppose that h is bounded away from 0 near dQ. Write h = qf, where q is a polynomial with all its roots in Q and / is a function in H00(Q) that is bounded away from 0 on Q. It is clear that M h -MqMj, the operator M¡ is invertible, the operator Mh is injective, and the range of Mn equals cjLp(f2). Thus, to show that Mh is Fredholm, we need only show that qLp(Q) is a closed finite codimensional subspace of LP(Q). This follows from Proposition 1, completing the proof. D It is natural to ask whether the conclusion of Theorem 5 holds without the assumption that no connected component of dQ is equal to a point. So that we do not need to worry about what are called removable boundary points (for example, if fi equals the unit disk with the origin deleted, then every function in L2a(Q) extends to be analytic at the origin), the question should be phrased as follows: If 1 < p < oo and Q c C is a bounded domain, can every closed finite codimensional subspace of Lp (Q) that is invariant under multiplication by z be written in the form qLp(Q), where q is a polynomial?
The following theorem shows that the above question has a negative answer, even when p = 2 and even when we allow g to be an arbitrary function in i7°°(f2) rather than just a polynomial.
Let We claim that if / G L2a (Q), then limx_o-f{x) exists as a finite complex number. In addition, we claim that there is a constant c such that lim f(x)
x->0-<c||/||n,2 forevery/GL^O).
Suppose that the above claims are valid. To see how this would finish the proof, let E=ifeLl(ny. jim_f(x) = oy and note that E is invariant under multiplication by z. Since E is the kernel of a continuous linear functional on L2(Q), we know that E is closed and
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use dim(L^(n)/£') = 1. Suppose that E could be written in the form qLl(Q) for some q E H°°(Q). Then the operator Mq of multiplication by q on L2a(Q) would be a Fredholm operator (since Mq is injective and has a closed, finite codimensional range equal to E). Now Axler's characterization of Fredholm multiplication operators [3, Theorem 23] shows that q must be bounded away from 0 near dQ (Proposition 14 of [4] , along with the fact that the 2-essential boundary is closed, has been used here to conclude that the 2-essential boundary of fi equals dQ). In particular, q must be bounded away from 0 near the origin. But q E qL2(Q) = E, which contradicts the definition of E. Thus our proof will be completed once we have verified the claims made in the previous paragraph.
To prove our claims, let G = B(0,1/2) H {z E C: Rez < 0}, let r0 denote the boundary of B(0,3/4), oriented counterclockwise, and for n = 1,2,3,... let rn equal the boundary of B(xn,2rn), oriented clockwise.
The proof will consist of two steps:
Step 1. We will show that for every / G £"(0) and every z EG.
Step 2. We will show that there is an absolute constant c such that <cn-2||/||n,2.
Thus
Step 2 has been verified, completing the proof of Theorem 7.
Domains in CN.
We now turn to the situation in several complex variables. Fix a positive integer N, and let Q be a bounded domain in C^.
A subspace E of LP(Q) is said to be invariant under multiplication by the coordinate functions if ZjE is contained in E for each j from 1 to N. We are interested in describing those closed subspaces E of Lg(fi) that are invariant under multiplication by the coordinate functions and have finite codimension in Lg(fi). The techniques used in the previous section do not work if N > 1.
Rather than strive for the greatest generality, we want to concentrate on illustrating the ideas, so from now on we will assume that the polynomials are dense in Lg(fi) and that whenever A is a point in CiV\n, then there is a polynomial g such that g(X) = 1 and \g(z)\ < 1 for all z in il. For example, every ball and every poly disk satisfies these requirements on 0.
If / is an analytic function on Q, then by a partial derivative of / of order k we mean a function on Q of the form dkf/dzxl ■ ■ ■ dz^f, where ki,..., fcjv are nonnegative integers and k = ki + ■ ■ ■ + k^-If fc = 0, then the above expression should be interpreted to denote just /.
Let A be a point in Q. Then {/**/w-|£m-£m-Sw-0} is a finite codimensional subspace of Lg(fi) that is invariant under multiplication by the coordinate functions. A more complicated example is the finite codimensional invariant subspace {/ e moy. /« = li-m+ §fw = i^w + §« + 0« -<>}.
A linear partial differential operator with constant coefficients is a map L that takes each analytic function / on O to a linear combination of partial derivatives of /. The order of L is defined to be the highest order of any of the partial derivatives that occur in the expression defining L. We can now state the main result of this section. The techniques used below to prove Theorem 8 work in many contexts. For example, the proof carries over to give a classification of the closed finite codimensional subspaces of the Hardy space of the ball (or polydisk) that are invariant under multiplication by the coordinate functions. The finite codimensional invariant subspaces of the Hardy space on the polydisk are described in [2, Theorem 3] . Further information about finite codimensional invariant subspaces of the Hardy space on the polydisk can be found in [1] .
To prove Theorem 8 we will use the dual of Lg(fi), which is denoted Lp(fi)*. Thus Lg(fi)* is the vector space of all continuous linear maps from Lg(fi) to C. For E a closed subspace of Lg(fi), the annihilator of E, denoted EL, is defined by E-1 = {<peLp(Qy-.<p\E = 0}.
The dual of LP(Q)/E can be canonically identified with E-1. So if E has finite codimension in Lp(fi), then E1-is a finite dimensional space and dimLp(fi)/.E' equals dim E1-. The Hahn-Banach Theorem implies that E={fE Lg(fi): p(f) = 0 for all p> E EL}.
Let E be a closed subspace of Lg(fi) that is invariant under multiplication by the coordinate functions. For j = 1,..., N, define maps Mj : E1--> E1-by (M3<p)(f) = <p(z3f).
The invariance of E under multiplication by Zj ensures that Mj maps E1-to E-1. It is easy to check that {Mi,..., M/v} is a commuting family of operators on E-1.
Let ip be a nonzero element of E1 and let A = (Ai,..., Aw) be a point in CN. We say that <p is an eigenvector for (Mi,..., M^¡) with eigenvalue A if Mjtp = Xjp> for each j = 1,..., N.
In other words, <p must be a simultaneous eigenvector for Mi,..., MN.
The following lemma will be used in the proof of Theorem 8.
LEMMA 9. Suppose that <p is an eigenvector for (Mx,... ,Mjy) with eigenvalue X. Then X is in Q and there is a nonzero complex constant c such that p{f) = cf(X) for all f in Lp(Q).
PROOF. The hypothesis implies that <p{{zj -A¿)/) = 0 for every / in Lp(fi). Now suppose that / is a polynomial. We can write where each /, is also a polynomial. Apply ip to both sides of the above equation, and using the equation of the previous paragraph, we obtain <p(f) = f(X)(p(l).
Suppose that A were not in fi. By our assumption on fi, there is a polynomial g such that g(X) = 1 and \g(z)\ < 1 for all z in fi. Thus gm -> 0 in Lg(fi) as m -* oo. By the induction hypothesis, Ex and E2 are each determined by a finite number of points in fi (dimLg(fi)/£'J points for Ej) at which certain linear partial differential operators with constant coefficients vanish. Since E = Ei fl E2 and since the sum of the codimensions of Ei and E2 equals m, we get the conclusion of Theorem 8. For i equal to 1 or 2, it is easy to verify that if p> E E¡~ is an eigenvector with eigenvalue A G C^ for the M/s associated with Ei, then ip is an eigenvector with eigenvalue A for the M3-'s associated with E. Thus our proof is finished in this case.
For the remaining case, we can assume that for each j € {1,..., N}, the finite dimensional operator M3 has only one eigenvalue Xj. Every commuting family of operators on a finite dimensional vector space can be simultaneously put in upper triangular form. Thus there is a basis {ipi,... ,<pm} of E1-such that for each j, By the induction hypothesis (along with the observation that every eigenvalue for the Mj's associated with Ei is an eigenvalue for the My's associated with E), we can conclude that each <pj (for j = 1,... ,m -1) is a linear combination of partial derivatives evaluated at A = (Ai,...,Ajv).
We still must prove that p>m is of the same form.
If whenever some d3 > d+1. Thus, by expanding a polynomial / into its Taylor series about the point A, it follows that p>m(f) depends only upon the Taylor coefficients of the terms of degree less than N(d+1). Note that each of these Taylor coefficients is equal to a partial derivative of / evaluated at A. Since p>m is linear and since the polynomials are dense in Lg(fi), we conclude that ipm equals a linear combination of partial derivatives evaluated at A, completing the proof. D A careful analysis of the proof can provide more information than we have explicitly stated. For example, we can take Lj to have order at most j -1.
Questions.
We conclude by raising a few questions suggested by the results in the paper. Theorem 7 shows that there are bounded domains fi C C and closed finite codimensional invariant subspaces E of L2(fi) such that E cannot be written in the form <?L2(fi) for any q G H°°(Q). However, is every closed finite codimensional invariant subspace E singly generated in the sense that there exists a function q G H°°(Q) such that E equals the closure of t7.L2(fi)? Is the specific invariant subspace E constructed in Theorem 7 singly generated in this sense? Is the specific invariant subspace E constructed in Theorem 7 equal to the closure of 2L2(fi)?
Note that by Corollary 6 of [4] , zL2a(Q) is not closed in L2(fi) for the domain fi constructed in Theorem 8.
Theorems 11 and 13 of [6] show that it is unlikely that there is a nice description of all the invariant subspaces of any Bergman space. Is it possible to describe those invariant subspaces E of Lg (fi) such that zE has codimension one in El
What is the correct converse to Theorem 8? More precisely, if fi is a bounded domain in C^ and A^1',..., X^ are points in fi and Li,..., Lm are linear partial differential operators with constant coefficients and E = {/ G Lg(fi): (L3f)(\W) = 0 for j = l,...,m}, what conditions on Li,..., Lm and A^1',..., A'm) imply that E is invariant under multiplication by the coordinate functions? This question, which was asked in the preprint version of this paper, has now been answered by Hari Bercovici [5] .
