We study the conformal transformation on metric measure spaces, including the Sobolev space, the differential structure and the curvature-dimension condition under conformal transformations.
Introduction
Let (M, g, Vol g ) be a Riemannian manifold whose dimension is n, Ricci(·, ·) be the Ricci tensor on it. Let w be a smooth function on M, the corresponding Riemannian manifold under conformal transformation be defined as (M, e 2w g, e nw Vol g ). We know that this transformation preserves the angle between tangent vectors, and we have the following formula (see Theorem 1.159, [10] ), which builds a link between the Ricci tensor of the new manifold and the old one, Ricci ′ = Ricci − (n − 2)(Ddw − dw ⊗ dw) + (−∆w − (n − 2)|dw| 2 )g, (1.1) where Ddw is the Hessian of w and ∆ is the Laplace-Beltrami operator on (M, g). In particular, we can use this formula to study the lower Ricci curvature bound under conformal transformation. The conformal transformation as above plays an important role in the study of differential geometry, also has potential applications in non-smooth setting. Similar to the case of cone, sphere and warped product (see [20] and [18] ), a new metric measure space can be constructed in an intrinsic way:
Let w, v be bounded continuous functions on a metric measure space (X, d, m), we can build a new metric measure space M ′ := (X, d ′ , m ′ ) where
• we replace m by the weighted measure with density e v : On metric measure spaces, the notion of synthetic Ricci curvature bounds, or non-smooth curvature-dimension conditions, were proposed by Lott-Sturm-Villani (see [27] and [25] for CD(K, ∞) and CD(K, N) conditions) and Bacher-Sturm (see [9] for CD * (K, N) condition) about ten years ago. More recently, based on some new results on the Sobolev spaces on metric measure space (see [4] ), RCD(K, ∞) and RCD * (K, N) conditions, which are refinements of curvature-dimension conditions, were proposed by Ambrosio-Gigli-Savaré (see [5] and [2] ). Moreover, the nonsmooth Bakry-Émery theory, which offers equivalent descriptions of RCD(K, ∞) and RCD * (K, N) conditions, was studied in [3] , [7] and [12] . These Riemannian curvature-dimension conditions are stable with respect to the measured GromovHausdorff convergence, and cover the cases of Riemannian manifolds, smooth metric measure spaces, Alexandrov spaces and their limits.
Then we have some questions:
(1) What is the conformal transformation on RCD * (K, N) spaces? How to characterize it?
(2) Can we construct the formula (1.1) on RCD * (K, N) space?
(3) Can we use the non-smooth version of (1.1) to study the curvature-dimension condition under conformal transform?
To answer these questions, we divide our work into two parts. The first part is to study the conformally transformed Sovolev space, and the differential structure of metric measure spaces. These are the basic tools to study the analysis and geometry on metric measure space. These results can not only be use to study the Ricci tensor and its lower bound, but can also be used to study flows, sectional curvature, etc. In summary, we prove the following results on non-smooth metric measure spaces: for any f ∈ W 1,2 (M).
2) (Laplacian, Proposition 3.5) For any f ∈ D(∆ ′ ), we have
where Γ(·, ·) is the carré du champ operator induced by the Sobolev norm.
3) (Tangent vector, Proposition 3.6) ∇ ′ f = e −2w ∇f and X, Y M ′ = e 2w X, Y , m-a.e. This formula offers us another description of conformal transformation on infinitesimally Hilbertian spaces. We say that a metric measure space M = (X, d, m) has Sobolev-to-Lipschitz property if: for any function f ∈ W 1,2 (X) such that |Df | ∈ L ∞ , we can find a Lipschitz continuous functionf such that f =f m-a.e. and Lip(f ) = ess sup |Df |. The Sobolev-to-Lipschitz property is one of the most important properties in studying metric measure spaces (see [18] for example), since it is a basic hypothesis to apply Bakry-Émery theory on metric measrue space (see [3] ). In Proposition 3.8, we prove that the conformal transform preserves Sobolev-to-Lipschitz property. Proposition 1.1 (Sobolev-to-Lipschitz property, Proposition 3.8). Let M be a RCD * (K, N) metric measure space where N < ∞, and M ′ be a conformally transformed space with continuous and bounded conformal factors. Then M ′ satisfies the Sobolev-to-Lipschitz property.
The second part of our work is to study the curvature dimension condition of RCD * (K, N) space under conformal transformation. It can be seen that the estimate of curvature-dimension condition of the new space is extremely difficult to study, using the original definiiton of Lott-Sturm-Villani. One possible way to deal with this problem is to construct a transform formula similar to (1.1). In [26] Sturm defines the abstract Ricci tensor, and studies its conformal transformation under some smoothness sumptions. The current work is to apply the results on differential structure of RCD * (K, N) spaces , which is developed in [14] (and [19] ), to prove Sturm's result in the case of RCD * (K, N) which is a lower-regular situation. In Theorem 3.13 we extend the formula (1.1) to RCD * (K, N) spaces. As an application, we obtain an estimate of the curvature-dimension condition of conformally transformed space. It can be seen that the use of Ricci tensor (in replace of Bochner inequality) developed in [14] (and [19] ) offers us a better curvature-dimension estimate. Now we briefly explain the method to study our second problem. Firstly, from the Sobolev space of the transformed space, we obtain a natural Dirichlet form. In particular, we know how the non-smooth (co)tangent fields built by Gigli in [14] change under conformal transformation. Secondly, we can compute measurevalued Laplacian (see [13] and [24] ). Then we show that the transformed space have Sobolev-to-Lipshitz property in Proposition 3.8, so we can use Bakry-Émery's Γ 2 calculus and Bochner-type inequality. In [14] and [19] the Ricci tensor is defined as
where the local dimension dim loc will not be changed under transform. It is proved in [14] and [19] that Ricci N (∇f, ∇f ) ≥ K|Df | 2 is equivalent to Bochner inequality (and RCD * (K, N) condition). Combining with our results on the Hessian and its Hilbert-Schmidt norm, we show that the Ricci tensor (1.2) remain well-posed under conformal transformation, see Theorem 3.13 for the transform formula. Then we obtain the curvature-dimension condition of the new conformally transformed space in Corollary 3.15 and Corollary 3.16. In particular, if we consider the transformation (X, d, m) → (X, e w d, e N w m) on RCD * (K, N) space, we obtain Corollary 3.14 which is the non-smooth version of the formula (1.1). We remark that our result on the lower curvature estimate, even in Alexandrov, is new and optimal.
The organization of this paper is the following. In Section 2 we will introduce the notions of Sobolev space, non-smooth Bakry-Émery theory, the tangent/cotangent module and analytic dimension of metric measure spaces. In Section 3 we will study the conformal transformation on metric measure spaces, the Sobolev space as well as the differential structures under conformal transformation. All these objects will be considered in pure intrinsic ways. Then, we study the Ricci tensor and prove Theorem 3.13 which is a generalization of the formula (1.1) on RCD * (K, N) spaces. As a corollary, we obtain a precise N-Ricci curvature bound estimate under conformal transformation in Corollary 3.15 and Corollary 3.16. In appendix, we introduce a concrete example to explain how to construct new space using the nonsmooth conformal transforms, this may help the readers who are not familiar with non-smooth conformal transformations.
Preliminaries
The main object we studied in this paper are metric measure spaces. Basic assumptions on metric measure spaces are the following. Let M = (X, d, m), we assume that (X, d) is a geodesic space and m is a d-Borel measure satisfying the following property supp m = X, m(B r (x)) < c 1 exp (c 2 r
2 ) for every r > 0, for some constants c 1 , c 2 ≥ 0 and a point x ∈ X. An important example in our paper are RCD * (K, N) metric measure spaces, where K ∈ R and N ∈ [1, ∞] (when N = ∞ it is RCD(K, ∞) space). RCD(K, ∞) and RCD * (K, N) conditions are refinements of the curvature-dimensions proposed by Lott-Sturm-Villani (see [27] and [25] for CD(K, ∞)) and Bacher-Sturm (see [9] for CD * (K, N) ). The general inclusions of these curvature dimension conditions are
and
More details about the curvature dimension condition RCD * (K, N) can be found in [2] , [5] and [12] .
For f : X → R, the local Lipschitz constant lip(f ) :
otherwise.
The (global) Lipschitz constant is defined in the usual way as
. It is known that there exists a minimal function G in m-a.e. sense. We call the minimal G the minimal weak upper gradient (or weak gradient for simplicity) of the function f , and denote it by |Df | or |Df | M to indicate which space we are considering.
Then we equip W 1,2 (X, d, m) with the norm
It is part of the definition of RCD * (K, N) space that W 1,2 (X, d, m) is a Hilbert space, in which case (X, d, m) is called infinitesimally Hilbertian space. In this article we will assume that all the metric measure spaces are infinitesimally Hilbertian except Proposition 3.3.
As a consequence of the definition above, we have the lower semi-continuity: if
is a sequence converging to some f in m-a.e. sense and such that {|Df n |} n is bounded in
for every L 2 -weak limit G of some subsequence of {|Df n |} n . Furthermore, we have the following proposition.
Proposition 2.1 (see [4] ). Let (X, d, m) be a metric measure space. Then the Lipschitz functions are dense in energy in W 1,2 (M) in the sense that: for any
Then we discuss the basic notion of 'tangent/cotangent vector field' in nonsmooth setting, more details can be found in [14] .
is identically equal to 1 on X, and a 'pointwise norm'
Now we can define the tangent/cotangent modules of M as typical L 2 -normed modules. We define the 'Pre-Cotangent Module' PCM as the set consisting of the elements of the form {(B i , f i )} i∈N , where {B i } i∈N is a Borel partition of X, and {f i } i are Sobolev functions such that i B i |Df i | 2 < ∞.
We define an equivalence relation on PCM via
We denote the equivalence class of {(
In particular, we call [(X, f )] the differential of a Sobolev function f and denote it by df . Then we define the following operations:
2) Multiplication by scalars:
3) Multiplication by simple functions:
where χ A is the characteristic function on the set A.
It can be seen that all the operations above are continuous on PCM/ ∼ with respect to the norm [(
-norm on the space of simple functions. Therefore, we can extend them to the completion of (PCM/ ∼, · ) and we denote this completion by L 2 (T * M). As a consequence of our definition, we can see that
for a proof). It can also be seen from the definition and the infinitesimal Hilbertianity assumption on M that L 2 (T * M) is a Hilbert space equipped with the inner product induced by
-normed module according to the Definition 2.2, which we shall call cotangent module of M.
We then define the tangent module
viewed as Banach spaces satisfying the homogeneity:
-module structure and is isometric to L 2 (T * M) both as a module and as a Hilbert space. We denote the corresponding element of df in L 2 (T M) by ∇f and call it the gradient of f . It can be seen that the Riesz theorem for Hilbert modules (see Chapter 1 of [14] ) that df (∇f ) := ∇f (df ) = |Df | 2 . The natural pointwise norm on L 2 (T M) (we also denote it by | · |) satisfies |∇f | = |df | = |Df |. It can be seen that { i∈I a i ∇f i :
On an infinitesimally Hilbertian space, we have a natural 'carré du champ' op-
. We know (also from Riesz theorem) that the gradient ∇g is exactly the element in L 2 (T M) such that ∇g(df ) = df, dg , m-a.e. for every
It is known from [4] and [14] that the following basic calculus rules hold in m-a.e. sense.
We have
for every f, g ∈ W 1,2 (M), and ϕ : R → R smooth.
We then define the Laplacian by duality (integration by part). The space of finite Borel measures on M, equipped with the total variation norm · TV , is denoted by Meas(M). Definition 2.3 (Measure valued Laplacian, [13, 14] ). The space
In this case the measure µ is unique and we denote it by ∆f . If ∆f ≪ m, we denote its density with respect to m by ∆f .
It is proved in [13] that the following rules hold for the Laplacian:
, and ϕ : R → R smooth.
We define TestF(M) ⊂ W 1,2 (M), the space of test functions as
It is known from [24] and [5] that TestF(M) is an algebra and it is dense in
In particular, we know the space of test vectors { i∈I a i ∇f i :
We also have the following lemma.
It is proved in [24] 
. Therefore we can define the Hessian and Γ 2 operator as follows.
Let f ∈ TestF(M). We define the Hessian H f : {∇g :
for any g, h ∈ TestF(M). It can be seen that H f can be extended to a symmetric
Let f, g ∈ TestF(M). We define the measure valued operator Γ 2 (·, ·) by
and we put
Then we can characterize the curvature-dimension condition using non-smooth Bakry-Émery theory. The following proposition is proved in [3] (N = ∞) and [7] , [12] (N < ∞), we rewrite it according to the results in [24] (see Lemma 3.2 and Theorem 4.1 there). We say that a metric measure space M = (X, d, m) has Sobolev-toLipschitz property if: for any function f ∈ W 1,2 (X) such that |Df | ∈ L ∞ , we can find a Lipschitz continuous functionf such that f =f m-a.e. and Lip(f ) = ess sup |Df |.
Proposition 2.5 (Bakry-Émery condition, [3] , [12] , [24] ). Let M = (X, d, m) be an infinitesimal Hilbert space satisfying the Sobolev-to-Lipschitz property,
Remark 2.6. In other articles (for example [3] , [12] ), the following condition
is needed. It can be seen that we can obtain this property from Sobolev-to-Lipschitz property by considering the functions {d(z, ·) : z ∈ X}.
Now we turn to discuss the dimension of M which is understood as the dimension of
Definition 2.7 (Local independence). Let B be a Borel set with positive measure. We say that
holds if and only if f i = 0 m-a.e. on B for each i. 
Definition 2.8 (Local span and generators). Let B be a Borel set in X and
for each n. We call the closure of Span B (V ) the space generated by V on B.
We say that L 2 (T M) is finitely generated if there is a finite family v 1 , ..., v n spanning L 2 (T M) on X, and locally finitely generated if there is a (Borel) partition
Definition 2.9 (Local basis and dimension). We say that a finite set v 1 , ..., v n is a basis on a Borel set B if it is independent on B and
has a basis of cardinality n on B, we say that it has dimension n on B, or say that its local dimension on B is n. If L 2 (T M) does not admit any local basis of finite cardinality on any subset of B with positive measure, we say that the local dimension of L 2 (T M) on B is infinity.
It can be proved (see Proposition 1.4.4 in [14] for example) that the basis and dimension are well defined. It can also be proved that there exits a unique decomposition {E n } n∈N∪{∞} of X, such that for each E n with positive measure, n ∈ N ∪{∞}, L 2 (T M) has dimension n on E n . Furthermore, thanks to the infinitesimal Hilbertianity we have the following proposition.
Proposition 2.10 (Theorem 1.4.11, [14] ). Let (X, d, m) be a RCD(K, ∞) metric measure space. Then there exists a unique decomposition {E n } n∈N∪{∞} of X such that
• For any n ∈ N and any B ⊂ E n with finite positive measure,
• For every subset B of E ∞ with finite positive measure, there exists a unit orthogonal set
where unit orthogonal of a countable set
Definition 2.11 (Analytic Dimension). Let {E n } n∈N∪{∞} be the decomposition given in Proposition 2.10. We define the local dimension dim loc : M → N by dim loc (x) = n on E n . We say that the dimension of
m(E n ) > 0}. We define the analytic dimension of M as the dimension of L 2 (T M) and denote it by dim max M.
We have the following proposition about the analytic dimension of RCD * (K, N) spaces.
Proposition 2.12 (See [19] ). Let M = (X, d, m) be a RCD * (K, N) metric measure space. Then dim max M ≤ N. Furthermore, if the local dimension on a Borel set E is N, we have trH f (x) = ∆f (x) m-a.e. x ∈ E for every f ∈ TestF.
Combining the results in Proposition 2.10 and Proposition 2.12, we know there is a canonical coordinate system on RCD * (K, N) space (X, d, m), i.e. there exists a partition of X: {E n } n≤N , such that dim loc (x) = n on E n and {e i,n } i , n = 1, ..., ⌊N⌋ are the unit orthogonal basis on corresponding E n . Then we can do computations on RCD * (K, N) spaces in a similar way as on manifolds. For example, the point-
could be defined in the following way. Let
be symmetric bilinear maps. We define S 1 , S 2 HS as a function such that S 1 , S 2 HS := i,j S 1 (e i,n , e j,n )S 2 (e i,n , e j,n ), m-a.e. on E n . Clearly, this definition is well posed. In particular, we can define the Hilbert-Schmidt norm of S as S, S HS and denote it by |S| HS , it can be seen that it is compatible with the canonical definition of Hilbert-Schmidt norm on vector space. The trace of S can be computed by trS = S, Id dim loc HS where Id dim loc is the unique map satisfying Id dim loc (e i,n , e j,n ) = δ ij , m-a.e. on E n .
Main results

Conformal transformation
In this section we will study the conformal transformation on metric measure space. Firstly we introduce some basic definitions and facts. It can be seen that all the objects about the conformal transformation are intrinsically defined.
Let w, v be continuous functions on the metric measure space M = (X, d, m), we construct a conformally transformed metric measure space
(1) we replace m by the weighted measure with density e N w : Then we have a basic proposition.
Proposition 3.1. Let (X, d) be a locally compact geodesic space, w be continuous functions. Then the space (X, e w d) is still a geodesic space whose topology coincides with (X, d).
Proof. Since w is continuous and locally bounded, we know the coefficient/weight e w is also bounded and continuous. Therefore, the topology of the new weighted space (X, d
′ ) coincides with the topology of (X, d), (X, d ′ ) is still a complete space. Since the space (X, d) is locally compact, and the mid-points of the minimizing curves in the definition above is bounded, we know that there exists a mid point with respect to the new distance, then repeat this 'mid-points argument', we can finish the proof.
It can be seen that the conformal transformation is reversible, i.e. the space M can be obtained from M ′ through conformal transformation, in which case the function w should be replaced by −w and v replaced by −v.
On a compact smooth metric measure space M := (X, d, m), for w, v ∈ C ∞ we have the following assertions. The gradient and Laplacian on M ′ := (X, e w d, e v m) are denoted by ∇ ′ and ∆ ′ respectively.
• The Sobolev spaces W 1,2 (M) and W 1,2 (M ′ ) coincide as sets;
Now we will prove the non-smooth counterparts of these properties. First of all, from the definition of Sobolev space, we have a simple lemma concerning the identification of Sobolev spaces. 
Similarly, we have lip
Since the choice of ǫ is arbitrary, we know
Recalling the fact that e v is also bounded and continuous, by Lemma 3.2 we know that W 1,2 (M) and W 1,2 (M ′ ) coincide or not is independent of e v . Let f ∈ W 1,2 (M), and {f n } n be the Lipschitz functions as in Proposition 2.1 such that f n → f and Remark 3.4. In this Proposition, the function v is assumed to be bounded. Since a more general class of weighted Sobolev space was carefully studied in [8] , combining with our Proposition 3.3 we can describe the conformally transformed Sobolev space for unbounded v, with some integrable assumptions and more regularity assumptions on the space. In case w is unbounded, the problem is more complicated, we just discuss a possible solution here, the idea comes from [8] .
Let w be a continuous function satisfying
loc (m), we define the weighted Sobolev space W 
where the definition of W 1,1 can be found in [1] and [17] . We endow W 
) under further assumption. This is another interesting topic, which will be studied in a forthcoming paper.
From the results above, on an infinitesimally Hilbertian space we know Γ ′ (·, ·) = e −2w Γ(·, ·), and the natural energy form on M ′ is defined by
It can be checked that the Laplacian on M ′ can be represented in the following way. 
Furthermore, we have the formula:
where f ∈ TestF(M ′ ).
Proof. Let f ∈ D(∆). Then there exists a measure ∆f such that
for any Lipschitz function φ with bounded support. Thus for any Lipschitz function ϕ with bounded support, we have
Therefore, we know f ∈ D(∆ ′ ) and by uniqueness we know 
Conversely, we can prove D(∆ ′ ) ⊂ D(∆). Combining the result of Proposition 3.3 we know TestF(M
Then we know df (∇ ′ g) = e −2w df (∇g), therefore, ∇ ′ g = e −2w ∇g.
Furthermore, we know
Hence by linearity and the density we
Therefore we have the following proposition as a directly corollary of Proposition 3.6.
Corollary 3.7 (Conformal transform preserves angle
The conformal transformation preserves angle of X, Y which is a function defined by
The following property is the crucial assumtion on metric measure space when applying non-smooth Bakry-Émery theory (see [3] and [24] ), which is also an important question studied in [18] . Proof. By Bishop-Gromov inequality we know RCD * (K, N) spaces are locally compact, so M ′ is also a geodesic space. Let
Since M has the Sobolevto-Lipschitz property (see [5] ), we know that f has a Lipschitz representation f ′ on M, and
We claim that lip M (f ′ )(x) ≤ ess sup y∈Br(x) |Df |(y) on any open ball B r (x). In fact, for any y ∈ B r−ǫ (x) we can find a smalled ball B ǫ (y) ⊂ B r (x). Then we consider the optimal transport from 1 m(Bǫ(y)) m | Bǫ(y) to δ x . We know there exists a geodesic (µ t ) connecting them, and there exists an optimal transport plan Π ∈ P(Geod(X, d)) such that (e t ) * Π = µ t . It is known (see [22, 23] ) that µ t , t ∈ [0, 1 − η] have uniformly bounded densities for any η > 0. So by an equivalent definition of Sobolev space (see [4] ) we know
Letting η → 0, and then ǫ → 0, we know
|Df |(y).
Then we need to prove that Lip M ′ (f ′ ) = ess sup |Df | M ′ = ess sup e −w |Df |. As the inequality Lip M ′ (f ′ ) ≥ ess sup |Df | M ′ is trivial, we just need to prove the opposite one.
From the proof of Proposition 3.3 we know
Then we have Since both M ′ is geodesic space, we know Lip
In conclusion, we know Lip M ′ (f ′ ) = ess sup |Df | M ′ and we complete the proof.
Ricci curvature tensor under conformal transformation
In this section we will study the Ricci curvature tensor under conformal transformation, and prove the transform formula Theorem 3.13.
First of all, from Proposition 2.12 we can see that (see also [19] , and [14] for the case N = ∞) the following N-Ricci tensor Ricci N is well-posed.
Definition 3.9 (N-Ricci tensor). Let
We now recall the following result which is Theorem 4.4, in [19] . Here we modify the statement a bit according to Proposition 2.5. It can be seen that the inverse part is nothing but a part of Proposition 2.5, the use of assumptions (1) and (2) is to make sure that Ricci N is well defined.
holds for any f ∈ TestF(M). Conversely, let M be an infinitesimal Hilbert space satisfying the Sobolev-to-Lipschitz property,
According to the Definition 3.9, we need to compute the Hilbert-Schmidt norm of the Hessian under conformal transformation. We have the following lemma. Notice that the weighted measure has nothing to do with the Hessian. 
hold m-a.e. .
Proof. Let g, h be arbitrary test functions. We know
= e −4w H f (∇g, ∇h) − ∇g, ∇w ∇f, ∇h − ∇h, ∇w ∇f, ∇g + ∇f, ∇w ∇g, ∇h holds m-a.e.. Then we replace g, h by linear combinations of test function in the equalities above. First of all, we can replace
Then by approximation and the continuity of Hessian as a bilinear map on
is a unit orthogonal base on M with respect to Γ ′ (·, ·). It can be seen from Lemma 3.6 that ∇g and ∇h should be simultaneously replaced by e w e i and e w e j where {e i } i is the corresponding unit orthogonal base with respect to Γ(·, ·). Hence we obtain
m-a.e., where we keep the notion (T ) ij = T (e i , e j ) for a bilinear map T and f i = ∇f, e i for a function f . Then we know
holds m-a.e., which is the thesis.
In the same way, we know
for m-a.e. x ∈ X.
In [14] , Gigli defines the space W 
Proof. According to the Definition 3.9, we firstly compute Γ ′ 2 . For any f ∈ TestF(M), by definition we know
Therefore, we know
By definition, Proposition 3.11 and the formula above we have
which is the result we need.
As a corollary, we have the non-smooth version of formula (1.1). 
At the end, we introduce two applications of the main theorem which offers us a precise estimate of the lower Ricci curvature bound, these results are proved in [26] for smooth metric measure spaces.
is a real number.
Proof. We know M ′ is infinitesimally Hilbertian from Lemma 3.3, M ′ has Sobolevto-Lipschitz property from Lemma 3.8 and TestF(M ′ ) is dense in W 1,2 (M ′ ) from Lemma 3.5. It is sufficient to check the conditions (1), (2) in the Theorem 3.10.
(1) By definition and Lemma 3.3 we know that the conformal transformation will not change the local/analytic dimension. Hence by Proposition 2.12 we know dim max M ′ ≤ N.
. It is proved in Lemma 3.5 and Lemma 3.11 that trH
On the set {dim loc M = N} = {dim loc M ′ = N}, we know trH f = ∆f by Proposition 2.12. Therefore, trH
We can see that
Therefore, we can apply Theorem 3.10 and finish the proof.
Similarly, we have:
Generalizations
In the last part of this section we give some ideas for possible generalizations. As we saw before, every w ∈ TestF(X, d, m) is Lipschitz continuous and bounded. Therefore, we would also like to study conformal transformations with unbounded or noncontinuous weights. The stability of the RCD* condition under measured GromovHausdorff convergence offers us a possible solution to this problem. Namely, if we could approximate w / ∈ TestF(X, d, m) by test functions in the way that corresponding conformally transformed spaces converge in the measure Gromov-Hausdorff topology, then Theorem 3.20 could give us the desired estimate. For simplicity, all the spaces are assumed to be compact.
First of all, we recall the basic facts about measured Gromov-Hausdorff convergence, see [15] for more detailed discussions. 
be a sequence of metric measure spaces, 
We introduce the following space ClTestF(X, d, m) which is the closure of test functions with respect to the uniform convergence. It can be seen that it covers many important examples we often meet, see [18] for a similar assumption on the warped functions and the discussions therein. (X, d, m) ). The space ClTestF ⊂ W 1,2 is the space of functions f ∈ W 1,2 (X, d, m) for which there exists a sequence of test functions such that f n → f uniformly.
. The there exists a sequence w n → w uniformly where w n ∈ TestF. Assume each conformally transformed space (X, d n , m n ) := (X, e wn d, e N wn m) is compact and for each n
is a real number. Moreover, assume that
Then the conformally transformed space (M, d ∞ , m ∞ ) with conformal factor w is an RCD * (K ′ , N) space.
Proof. From Corollary 3.15 we know that each (X, d n , m n ) is an RCD * (K ′ n , N) space and, consequently, RCD * (K ′ , N) space. From Theorem 3.20 we see that it is enough to show that the sequence {(X, d n , m n )} ∞ n=1 converges to (X, d ∞ , m ∞ ) in the measured Gromov-Hausdorff topology. Let us choose all f n in the definition to be the identity maps. Since all the spaces are compact, it is enough to show that d n → d ∞ pointwise and m n → m in weak-* topology. Let us first show the convergence of the distances. First of all, since w n converges uniformly to w, for any ǫ > 0 there exist N such that for any n > N and any x ∈ X we have that |w n (x) − w(x)| < ǫ. Analogously, we have d n (x, y) ≤ e ǫ d ∞ (x, y).
This yields that d ∞ (x, y) ≤ e ǫ d n (x, y) ≤ e 2ǫ d ∞ (x, y).
Therefore, d n (x, y) → d ∞ (x, y), since e ǫ goes to 1 as ǫ tends to zero. Secondly we need to show that for any F ∈ C(X) we have that lim n→∞ F dm n = F dm ∞ . Indeed, for any ǫ > 0 and n > N as above lim n→∞ F dm n − F dm ∞ = lim n→∞ F e wn dm − F e w dm = lim n→∞ F e wn dm − F e w dm ≤ (e ǫ − 1) F e w dm .
Letting ǫ → 0 we prove the convergence.
Remark 3.23. From recent stability results by Ambrosio-Honda (see [6] ), we know that the Ricci tensor Ricci, Ricci N and Hessian are stable under measured GromovHausdorff convergence. Therefore we can also prove Theorem 3.22 directly using their results. We study an example:
f k,n = ln max{ ǫ γ n |x − x k n | γ , 1} , where 0 < γ < 1, and B ǫn (x k n ) ∩ C n−1 = ∅ for n > 0. We know that f k,n = 0 outside the set C, and we assume w(x) := +∞ n=0 4 n k=1 f k,n are real valued functions. We denote It is not hard to see that d N , N < ∞ are metrics, which is an easier object to study. It is rest to prove the following convergence theorem. If x or y is in the set C. By construction, we know that every point in C is covered by exactly one disc. We define N x (and N y in the same way) as the unique number such that x ∈ C Nx but x / ∈ C Nx−1 . Let R 
