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SUMMARY  
With the continued growth in availability of DInSAR and GPS data, space based geodesy has 
been widely applied to image the coseismic displacement field and to retrieve the static dislocation 
over the fault plane for almost all the significant earthquakes of the past two decades. This is 
performed by linear data inversion over a set of subfaults, generally characterized by a constant and 
predefined or manually adjusted dimensions.  
In this paper we propose a new algorithm to automatically retrieve an optimized fault 
subdivision in the linear inversion of coseismic geodetic data. The code iteratively keeps the 
parameter resolution close to a predefined high value. We first discuss the rationale supporting our 
algorithm and, after a detailed description of its implementation, we analyze the advantages of its 
introduction in the data inversion. 
The algorithm was tested against an exhaustive range of synthetic and real datasets and fault 
mechanisms. Among them, we present the results for the Mw 6.2, 2009 L’Aquila (Central Italy) 
earthquake and compare the new and previously published slip distributions showing the 
disappearance of misleading slip pattern and the increased resolution for shallower zones. 
1. INTRODUCTION 
Differential Interferometry from Synthetic Aperture Radar (DInSAR) is a widely used space 
based technique that allows the retrieval of surface displacement by comparing radar echoes 
captured at different epochs (Gabriel et al., 1989, Franceschetti and Lanari, 1999). DInSAR maps 
cover wide areas with centimetric accuracy in displacement measurements, though only along the 
Line of Sight (LoS), i.e. the ground-satellite direction.  
Thanks to the ERS (European Remote Sensing) satellite archives, starting in 1992, together with 
recently launched satellites (ENVISAT in 2002, ALOS in 2006, Radarsat 2 in 2007, TerraSAR-X in 
2007, Cosmo SkyMed constellation from 2007), images acquired with different geometries, radar 
wavelengths and pixel resolutions are now available for most of the inshore earthquakes. At the 
same time, large permanent and temporary GPS networks have been developed in seismogenic 
areas providing highly accurate, 3D measurements of displacement that are often used together with 
DInSAR data to image the coseismic displacement fields (Massonnet et al., 1993).  
These data are usually analyzed to retrieve the earthquake source with both non-linear and linear 
inversions, allowing the definition of the fault geometries and the relative slip distribution over a set 
of patches with a predetermined fixed dimension (Johnson et al., 2001; Wright et al., 2003, 
Funning et al., 2005, Sudhaus and Jonnson, 2008, Atzori et al. 2009).  
However, this type of fault subdivision does not account for the actual slip detail that can be 
resolved from data: patches located at depth or in areas that are sparsely covered by measurements 
are often poorly constrained and only weighted averages of their slip values can be estimated 
(Menke, 1989), while other parts of the fault could be further refined.   
Page et al. (2009) showed that an overestimation of the system resolution (i.e. imposing patches 
that are excessively small with respect to their ability to resolve fault details) can introduce spurious 
artefacts that might be improperly interpreted as asperities. Wright et al. (2003) provided another 
reason to avoid the adoption of a regular fault subdivision, highlighting how a more refined image 
of the slip in fault planes could also increase the accuracy in the computation of coseismic stress 
redistribution. 
In this work we propose an iterative algorithm to subdivide the main fault into patches of 
variable dimensions with the constraint of keeping the resolution as close as possible to a 
predefined value. The algorithm is based on the model resolution matrix and is presented with a 
complete description of its implementation and performance, together with example showing its  
application to the Mw 6.2, 2009, L’Aquila  earthquake (Central Italy). 
2. PREVIOUS WORK 
The idea of analyzing the resolution that can be obtained in the linear inversion of geodetic data 
is certainly not new and different approaches have been presented. 
Many papers illustrate slip distributions supported by an analysis of the relative resolution either 
by means of checkerboard test or calculating model resolution matrix (Sagiya and Tatcher, 1999; 
Reilinger et al., 2000, Wright et al., 2003; Funning et al., 2005; Biggs et al., 2006; Cheloni et al., 
2010, and many others). The final fault subdivision, however, is not self adaptive and in most cases 
the subfault patches are still uniform. 
In some approaches the analysis of the resolution is followed by an adjustment of the patch size: 
in Pritchard et al., (2002), the slip distribution retrieved for the 1995 Antofagasta (Chile) 
earthquake is calculated for a fault subdivision manually modified to keep the model resolution 
values above 0.8. In recent work on the 2004 Parkfield earthquake, Page et al. (2009) exploit a 
checkerboard test to manually redefine the patch size, increasing shallower areas at the expense of 
the deepest parts; an approach which is also adopted in the work of Custodio et al. (2009). 
Fialko et al. (2005) present a slip distribution for the 2003 Bam (Iran) earthquake with a fault 
subdivided into patches of variable size; however the adopted algorithm seems to account only for 
the loss of sensitivity with depth and no resolution matrix is shown. 
In an empirical approach to the problem, Lohman and Simons (2005) adapt the fault model of 
Simons et al. (2002) for the 1999 Hector Mine earthquake, where the patch size accounts only for 
the depth, with the aim of keeping the model resolution matrix qualitatively more diagonal. In 
Lohman and Simons (2005) this model is used to downsample the DInSAR maps to maintain the 
data (rather than the model) resolution matrix close to the identity matrix. 
In this paper we present a new and completely automated algorithm which provides an optimised 
fault subdivision that achieves the best resolution possible for the entire data set, accounting for all 
the factors that can affect the resolution: patch depth, data coverage, measure uncertainty and model 
suitability. The algorithm is easy to implement and the results are unambiguous. The algorithm is 
described in full and is being made freely available to the scientific community. 
3. DESCRIPTION OF THE ALGORITHM 
The algorithm is based on the model resolution matrix and aims to find the highest resolution for 
a given geodetic dataset. Regardless of the way the Green’s function matrix G is built (this aspect 
will be discussed in section 5), the linear relation between the data d and the model parameter m is 
described by 
 mGd ⋅=  [1] 
through which we define the model resolution matrix 
 R= G-g·G [2] 
where G-g is the generalized inverse of the Green’s function matrix G. Every row in R corresponds 
to a model parameter mi and the values in the row describe how well the i-th parameter is solved by 
data: when the only nonzero value is 1 on the diagonal, the corresponding parameter mi is perfectly 
solved, otherwise the data can solve only a weighted combination of parameters (Menke, 1989). 
When R=I all the model parameters are perfectly solved by the data, but this condition is not 
sufficient to achieve the best resolution, intended as the maximum level of detail that we can have 
on the fault: the latter condition is obtained when, at the same time, the number of patches is 
maximized. 
The starting configuration of the algorithm is R=I and can easily be obtained with a very low 
number of patches, at most only one. The algorithm then iteratively evolves splitting the fault, 
always keeping R close to I. 
To define a convergence criterion, we set a threshold for the resolution value (res_max) and 
consider the i-th patch resolved and fixed as soon as its resolution resi decreases just under res_max. 
We set this threshold to 0.99, a parameter that can be modified in the code. We apply a second 
constraint based on the maximum number of patches allowed, in the case the user wants to keep the 
total number of patches low for computational reasons. 
The algorithm iterations continue until either all the patches mi have a resolution resi below 
res_max or the number of patches reaches the maximum permitted. In the latter case, even if the 
algorithm is forced to stop, the actual patch configuration is still the best achievable with the chosen 
parameters and can be used in the inversion. 
Each iteration is divided in two steps:  
 Calculation of the resolution matrix 
This step only implies the calculation of the generalized inverse G-g of [1]. Via the Singular 
Value Decomposition technique (Penrose, 1955) we can write: 
  [3] TUΛVG 1g −− =
where U is the eigenvector matrix spanning the data space, V is the eigenvector matrix of the model 
space, Λ is the matrix with the singular values λ on the diagonal.  
Real data are always affected by errors, and singular values gradually tend to zero preventing a 
sharp distinction between the zero and nonzero values. To avoid the inclusion of excessively small 
singular values, we apply a damping factor ε and replace every singular value λ by λ+ε2 (Menke, 
1989). We verified that the simple cut off of the singular values below an arbitrary small threshold 
degrades the performance of the algorithm. 
There is no way other than trial and error to define ε  (Menke, 1989); this factor regulates the 
trade-off between the data fit and the solution length, and as a general rule is found with an external 
cycle between two boundary values of ε. 
Merging equations [2] and [3] we calculate the resolution matrix via 
 { }{ }TT1 VUΛUVΛR dd−=  [4] 
where Λd is the damped version of Λ. 
After the calculation of R, the algorithm separates the patches into two groups: a group S of 
perfectly solved patches, whose diagonal value resi is greater than res_max, and a group with the 
patches already below res_max. Patches from this second group are fixed from this point forward 
because further subdivision would lower their resolution. Group S, containing those patches that are 
perfectly solved by data, proceeds to the second step in the iteration where further subdivision is 
possible. 
Selection of the patches for the division 
There is a likelihood that this step will result in an over-split configuration. It can be verified that 
even if the patches of S are split only into two parts, in a few iterations the resolution values will 
dramatically break down to weak values and this effect is amplified if the subdivision is carried out 
with more sub-patches. This occurs because the resolution of a patch is also lowered by the 
subdivision of the adjacent ones. 
At each step we therefore select a subset of S for splitting and the definition of such subset is 
accomplished by ordering the patches with their area A(i), and applying three penalizing 
coefficients. These account for the depth of the patch (C1), the data coverage (C2) and the presence 
of adjacent patches already below res_max (C3): 
- C1(i) has values in the range [0,1] and accounts for the decrease in resolution with depth; it is 
calculated as follows:  
 ( ) di kDdi −= eC1  [5] 
where di is the patch depth, D is the base of the fault and kd is an empirical parameter driving the 
priority in the patch splitting: the highest is kd, the more penalized are the deepest patches. Even if 
this tuning parameter is strongly related to the fault geometry and the data coverage, reasonable 
values for kd are between 3 and 5, as shown in the following section (Fig. 3b); 
- the penalizing coefficient C2(i) is in the range [0,1], it accounts for the data coverage and is 
calculated as follows: 
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where disti is the planimetric distance between the i-th patch center and the closest observed point;  
MIN{.} is the minimum value of all the disti; 
- a third coefficient C3(i) is applied to penalize patches surrounded by areas where the resolution 
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where disti,j is the distance between the i-th and the j-th patch and resj is the patch resolution. 
After the coefficient calculation, the patches of S are sorted with decreasing values of 
 ( ) ( ) ( ) ( )iiii 321 CCCA ⋅⋅⋅  [8] 
where A(i) is the area of the i-th patch. 
After sorting the patches in S, only a percentage α ∈ [0,1] of the area covered by the subset of S 
is subdivided. Good values for α are between 0.1 and 0.3, as shown in the next section (Fig. 3a). 
The division is performed horizontally when the patch width is greater than length, vertically in 
the opposite case, in order to keep the aspect ratio close to 1. 
Both parameters kd and α can be set for each fault geometry and data distribution, even if 
standard values can be used for a large number of cases, as shown in the next section. 
4. ALGORITHM SETTING AND PERFORMANCE 
In this section we describe the algorithm settings and performance assuming perfect data and a 
perfect model. Under this assumption the Green’s function matrix G depends on the fault geometry 
and the data coverage only, and the final fault subdivision represents a theoretical upper limit. A 
more realistic case using data with full variance/covariance matrix can be included in the definition 
of G and is discussed in section 5. Regardless of whether we are dealing with a theoretical or 
realistic G, the algorithm finds the optimum configuration that maintains the resolution matrix R 
close to I.  
In this section we test the algorithm with different fault mechanisms and the following data 
coverages: 
− a network of GPS stations (Fig. 1a); 
− a regularly sampled DInSAR dataset (Fig. 1b); 
− a DInSAR dataset sampled with a gradient based algorithm (Fig. 1c); 
− a regularly sampled DInSAR dataset that partially covers the fault area (Fig. 1d).  
The first two datasets are the GPS and the Envisat descending interferogram used in the 
modelling of L’Aquila earthquake in Atzori et al. (2009); the third dataset derives from the same 
interferogram subsampled with the Quadtree algorithm of Jónnson et al. (2002). The last dataset 
reproduces a displacement pattern that is only partially on land; this represents DInSAR data 
coverage in a typical megathrust subduction zone. For every dataset we test three different fault 
mechanisms: a low angle thrust fault (dip 20°, rake 90°), a normal fault (dip 60°, rake -90°) and a 
left lateral transcurrent fault (dip 90°, rake 0°). The surface projections of these faults with respect 
the data coverage are also shown in Fig. 1. 
In Fig. 2 we show the preliminary resolution values of an evenly divided fault with three fault 
mechanisms and the dataset (a) and (b) of Fig. 1. As expected, only a small part of the fault is well-
resolved (green patches); others are still too large and could be sub-divided further (yellow patches) 
or are too small (red patches) because in depth or sparsely illuminated by data.  
The ideal solution should have green patches everywhere and in order to provide a quantitative 
way to describe the result, we use a Quality Index (QI in the figures) that is simply the mean value 
of the resolution calculated only for the patches that already are below the res_max (i.e. the non-
yellow patches in the Figs 2-4). 
In the algorithm only two parameters need to be set, kd and α (see section 3), and they play an 
important role in keeping the resolution as high as possible. In Fig. 3 we show the influence of these 
parameters on the Quality Index (QI) for several fault geometries (see the figure caption for details).  
The highest QI can be obtained with α below 0.4 and kd between 3 and 5, for almost all the 
geometries; default values of 0.3 for α and 3.5 for kd produced good solutions for almost all the 
synthetic and real tests we performed. However, optimal values of the parameters are problem 
dependent and ad hoc values can be considered, if needed. 
In fig. 4 we represent the performance of the algorithm showing the resolution values obtained 
for the data distribution of Fig. 1 applied to the fault geometries of Fig. 2. The improvement is 
evident and it is confirmed by the increased QI, even if some isolated patches still have a relatively 
low resolution value, due to the subsequent splitting of the nearby patches: this effect is marginal 
and tends to disappear when the data variance is included and a damped solution is required. 
5. MODEL RESOLUTION AND DATA UNCERTAINTY 
The assumption of perfect data and model sets a limit for the achievable resolution for a given 
case: building the  Green’s function matrix only on the base of data coverage and fault geometry 
defines the theoretical smallest patch that data can resolve at any point of the fault. Smaller patches 
would necessarily need some additional a priori smoothing and could introduce spurious artifacts 
(Page et al., 2009). 
Real data, however, are always affected by spatially correlated errors, especially DInSAR data 
(Hannsen, 2001; Lohman and Simons, 2005 and therein references), and these disturbances degrade 
the resolution that can be obtained (Menke, 1989). Such uncertainty can be accounted for by 
including the data variance and covariance in the computation of the Green’s functions. Several 
papers address the subject of calculating and accounting for a full variance/covariance matrix for 
DInSAR data (Hannsen, 2001; Funning et al., 2005; Sudhaus and Jonsson, 2008 and references 
therein). Similarly, the SINEX format for GPS data (Blewitt et al., 1994) can come with a complete 
variance/covariance matrix of the measurements. When the variance/covariance matrix is available, 
the linear relation [1] between the data, d, and the model parameter, m, is modified into  
 ( ) mWGGdWG TT ⋅=⋅  [9] 
where the weighting matrix W contains the reciprocal values of the variance/covariance matrix. 
This equation can be compacted in the form 
  [10] mGd
~~ ⋅=
where  is the modified Green’s function matrix to be given as input to the splitting algorithm. 
The introduction of data uncertainty in the linear system [9] imposes the damping of the singular 
values, as described in section 3. We remember that the damping factor ε can be chosen by trial and 
error (Menke, 1989), and this is generally performed with a cycle over the ε value: while the 
damping factor ε increases, the solution length (or model roughness) decreases at the expense of the 
data fit. Because the presented algorithm imposes the maximization of the model resolution matrix 
R, the patch dimensions are re-determined at every value of ε. We note that the stronger the data 
variance, the greater is the required damping and this implies the growth of the patch size (variable 
across the fault). There is a perfect balance between the fault subdivision and the damping factor, 
while the algorithm constantly maintains R close to I.  
~
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Although the fault subdivision we get at every value of ε is optimized in terms of the resolution 
matrix, the only reliable subdivisions are the ones characterized by a realistic (i.e. not fluctuating) 
slip distribution and this solution is usually identifiable in the curve data fit vs. roughness. This 
aspect will be further clarified in the test case in section 6.. 
A last remark concerns the model adopted in the inversion. Although the elastic solutions of 
Okada (1985) for an homogeneous and isotropic elastic half-space are widely used in coseismic 
modeling, any other more realistic model for which equation [1] holds can be used to build the 
Green’s function matrix G, e.g. the elastic solution for a layered half-space (Wang et al., 2003, 
Fukahata and Matsu’ura, 2005) or the Finite Element approach described in Trasatti et al. (2007). 
6. THE 2009 L’AQUILA EARTHQUAKE 
As test case we choose the 6th of April 2009, Mw=6.2 L’Aquila (Central Italy) earthquake. The 
event had a deep social impact, both in terms of casualties (about 300) and in terms of its effects on 
the historical city of L’Aquila and surrounding medieval villages. Detailed description of the event 
can be found in, among others, Atzori et al. (2009), Chiarabba et al. (2009) and Cirella et al. 
(2009). The mainshock has been located at 45.35ºN, 13.38ºE with a depth of 9.5 km (UTC 1:32). It 
was preceded by a long sequence lasting several months and culminating with an event of 
magnitude 4 a few days before the mainshock. This was followed by several Mw>5 mainshocks and 
a few thousand smaller events (Fig. 5). The large number of seismic stations already installed in the 
region was incremented immediately after the mainshock with several temporary stations. This 
dense network allowed an accurate location of the events during the seismic sequence that lasted 
until late 2009. Chiarabba et al. (2009) relocated the entire sequence, clearly identifying the 
mainshock fault plane and the location of the main slip asperities.  
The L’Aquila event is the best documented Italian earthquake in terms of space-based geodetic 
data: a dense GPS network, also increased a few days before the mainshock (Anzidei et al. 2009), 
and DInSAR maps from ENVISAT (C-band, ascending and descending), COSMO-SkyMed  (X-
band, ascending) and ALOS (L-band, ascending) satellites were available for modeling. Details of 
these images can be found in Stramondo et al. (2011). 
With the availability of the relocated aftershocks from Chiarabba et al. (2009) we redefined the 
dip of the Paganica-S. Demetrio fault (50°) and calculated a new rake angle (-100°) with a non-
linear inversion. We then jointly inverted all five geodetic datasets with the proposed algorithm, 
from which we show the data fit vs. roughness curve (Fig. 6) for increasing values of the damping 
factor ε. For each value of ε the algorithm re-calculates the patch subdivision: the number of 
patches decreases but the QI always remains high (well above 0.9) because the algorithm keeps R 
close to I.  
In this inversion, the weighting matrix W of equation [9] is derived from the full variance-
covariance matrix obtained from L-, X- and C-band differential interferograms, on the same area, 
containing only atmospheric noise. The covariance matrix for the GPS data was provided by the 
geodesy group of the INGV of Rome (Anzidei et al., 2009). 
We identify the best solution from the trade-off curve between data fit and roughness (Fig. 6), 
corresponding to εbest = 0.085. For ε < εbest the fit is slightly better, but the solution has unrealistic 
fluctuations; for ε > εbest the smoothing is excessive and the data fit rapidly starts degrading. 
In Fig. 7 we show the slip distribution corresponding to three levels of damping. Data 
uncertainty calls for a higher level of damping, which results into a loss of resolution on the fault 
(Menke, 1989). 
On the left side of Fig. 7d we show the result from a linear inversion with a fault divided in 
patches of 1 km x 1 km, as in Atzori et al. (2009). The corresponding resolution values, on the right 
of Fig. 7d, emphasize the overestimation of the resolution power at depth and its underestimation on 
the surface, with only a thin strip of patches well-resolved. The comparison between the adaptive 
splitting and the equal sized patches shows that some fault asperities in Fig. 7d are blended into 
patches of larger dimensions in Fig 7b. This does not necessarily imply that the solution in Fig. 7d 
is wrong, but only that the resolution obtainable with the data is not sufficient to determine such a 
level of detail. Some asperities in the fault model represent a mathematical solution coming from 
the chosen patch dimension of 1 km and the required regularization. On the other hand, there is an 
improvement in the resolution for shallower patches that can be perfectly solved by data with 
dimensions much lower than 1 km (the smallest in Fig 7b is 0.28 km x 0.19 km): with an even fault 
division we were possibly losing such a level of detail in the upper part of faults. Though this 
difference in the two models would not have a strong effect on the seismic hazard of the L’Aquila 
event, we think that the application of the proposed algorithm gives an important added value to the 
determination of the coseismic dislocation for earthquakes studied with geodetic data. 
A last remark concerns the data fit: in both cases (constant or variable patch size) the rms of the 
residuals between observed and the modelled data is substantially the same, even if the one with 
variable patches is slightly better (Fig. 7). This is not surprising given that the solutions of linear 
inversions are non-unique. The small improvement is due to the possibility of better reproducing the 
high frequencies of the ground displacement with the reduced dimensions of the shallower patches. 
7. CONCLUSIONS 
In this work we have presented a new algorithm for uneven fault subdivision in the linear 
inversion of coseismic geodetic data. The goal of the algorithm is to obtain maximum model 
resolution for a given data set when inverting for the distributed coseismic slip. We have described 
in detail the rationale, implementation and performance of the algorithm using both theoretical and 
real data; we analyzed the achievable resolution limit with perfect data and the decay in resolution 
when data uncertainty is accounted for. The role played by the “tuning” parameters is described and 
the default values, valid for almost all fault configurations, are provided. 
The adoption of this algorithm allows the optimization of the information achievable by geodetic 
data in imaging slip distribution. Though the solution is intrinsically non-unique, the use of patches 
of equal dimension is likely to produce solutions that are mathematically correct, but somehow 
misleading because they could introduce spurious artifacts or are lacking in short wavelength 
details. The existence of such conditions has been illustrated for the 2009 L’Aquila earthquake. 
We implemented this algorithm in I.D.L. (Interactive Data Language by ITT Visual Information 
Solutions) as a new module of the software for geodetic data inversion developed in recent years at 
the Remote Sensing Laboratory of INGV, in Rome. In the implementation particular attention was 
paid to the computation time and extra convergence criteria were included in order to avoid an 
overflow of patches. Our implementation is available, on demand, for distribution to the scientific 
community. It is integrated within our general inversion software and uses specific standards and 
file formats (mostly ESRI shapefiles), but can easily be adapted to different languages and 
platforms.  
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10. FIGURES 
 
Fig 1. Map view of the data distribution used for the test: (a) sparse GPS measurements; (b) 
regularly sampled DInSAR data; (c) DInSAR data subsampled with Quadtree algorithm; (d) 
DInSAR data with partial coverage of the fault. The location of the three faults adopted is also 
shown: light gray for thrust fault (dip 20°, rake 90°), dark gray for normal fault (dip 60°, rake -90°) 
and a black line for the trace of transcurrent fault (dip 90°, rake 0°). 
 
 Fig. 2. Resolution values for a fault divided into patches of 2x2 km for GPS (a, b, c) and 1x1 km for 
DInSAR (d, e, f). a) and d) refer to a thrust fault (dip 20°, rake 90°); b) and e) to a normal fault (dip 
60°, rake -90°); c) and f) refers to a strike slip fault (dip 90°, rake 0°), as in Fig. 1. Colors reflect the 
resolution value: the resolution power in red areas is overestimated while yellow patches are 
perfectly resolved and could be further subdivided (the resolution power is underestimated). The 
green patches are correctly sized. In the legends, r_m stands for res_max (see Section 3) 
 
 Fig. 3 Effect of the parameters α and kd on the Quality Index (QI). In a) QI is a function of the 
percentage α: the higher the value of α, the lower the quality of the result and the computation time: 
very low α  values dramatically lower the computing performance without a significant 
improvement. b) QI as function of kd: as the exponential factor kd, increases the deepest parts of the 
fault are increasingly penalized. Dotted gray lines define the default values: 0.3 for α and 3.5 for  
kd. Square symbols refer to normal mechanisms (45°<dip<60°; -100°<rake<-80°), circles to thrust 
faults (20°<dip<35°; 80°<rake<100°), triangles to transcurrent faults (dip=90°, -10°<rake<10°). In 
the tests, dip and rake values are randomly chosen between the given limits. 
 Fig. 4. Examples of fault subdivision for the geometries and mechanisms of Fig. 2 and the data 
distributions of Fig. 1. For each configuration we point out the number of patches and the Quality 
Index (QI). 
 Fig. 5. Area of interest for the 2009 seismic sequence. Focal mechanisms for the Mw 6.2 mainshock 
and the two earlier Mw > 5.0 aftershocks are shown. Small circles are the relocated aftershocks until 
June 26, 2009 from Chiarabba et al. (2009). The Paganica – S. Demetrio fault, which was 
responsible for the main event, is indicated along with the other geologically mapped active faults 
in the region. The red rectangle defines the planimetric boundaries of the fault surface used in the 
linear inversion. 
 Fig 6. Trade-off between data fit and roughness for several values of the damping factor ε. The 
boxes show the damping factor and the corresponding number of patches, together with the Quality 
Index; the best solution is delineated in white. For the three solutions indicated by the gray arrows 
we show the slip distribution and the resolution values in Fig. 7. 
 
 Fig. 7. Slip distribution, left, and resolution values, right, with a) a low level of damping (ε=0.04), 
b) a correct damping (ε=0.085) and c) excessive damping (ε=0.15). For each solution we report the 
damping value, the number of patches, the Quality Index (QI) and the rms of the residuals between 
the observed and the modeled data; d) is the solution with a fault divided in regular patches of 1 km 
x 1 km, retrieved with the linear inversion technique described in Atzori et al. (2009). 
