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Abstract
Traffic anomaly (e.g., traffic jams) detection is essential for the development of intel-
ligent transportation systems in smart cities. In particular, detecting critical traffic
anomalies (e.g., rare traffic anomalies, sudden accidents) are far more meaningful
than detecting general traffic anomalies and more helpful to understand urban traffic
dynamics. For example, emerging traffic jams are more significant than regular traf-
fic jams caused by common road bottlenecks like traffic lights or toll road entrances;
and discovering the original location of traffic chaos in an area is more important
than finding roads that are just congested. However, using existing traffic indicators
that represent traffic conditions, such as traffic flows and speeds, for critical traffic
anomaly detection may be not accurate enough. That is, they usually miss some
traffic anomalies while wrongly identifying a normal traffic status as an anomaly.
Moreover, most existing detection methods only detect general traffic anomalies but
not critical traffic anomalies.
In this thesis, we provide two new indicators: frequency of jams (captured by
stop-point clusters) and Visible Outlier Indexes (VOIs) (based on the Kolmogorov-
Smirnov test of speed) to capture critical traffic anomalies more accurately. The
advantage of our proposed indicators is that they help separate critical traffic anoma-
lies from general traffic anomalies. The former can discover rare anomalies with low
frequency, and the latter can find unexpected anomalies (i.e., when the difference
between the predicted VOI and the real VOI is great). Based on these two indi-
CHAPTER 0: LIST OF TABLES
cators, we provide three novel methods for comprehensive traffic anomaly analysis,
including traffic anomaly identification, prediction, and root cause discovery.
First, we provide a novel analysis of spatial-temporal jam frequencies (ASTJF)
method for identifying rare traffic anomalies. In the ASTJF method, spatially close
stop-points in a time bin are grouped into stop-point clusters (SPCs) using Density-
Based Spatial Clustering of Applications with Noise (DBSCAN) algorithm; an SPC
is an instance of a spatiotemporal jam. Then, we develop a new adapted Hausdorff
distance to measure the similarity of two SPCs and put SPCs which are relevant
to the same spatiotemporal jam into a group. Finally, we calculate the number of
SPCs in a group as the frequency of the corresponding traffic jams; traffic anoma-
lies are classified as regular jams with high frequency and emerging jams with low
frequency. The ASTJF method can correctly identify critical traffic anomalies (i.e.,
emerging jams).
Second, we propose a novel prediction approach - Visible Outlier Indices and Meshed
Spatiotemporal Neighborhoods (VOIMSN) method. In this method, the trajectory
data from given region’s geographic spatial neighbors and its time-series neighbors
are both converted to the abnormal scores measured by VOIs and quantified by
the matrix grid as the input of the prediction model to improve the accuracy. This
method provides a comprehensive analysis using all relevant data for building a re-
liable prediction model. In particular, the proposed meshed spatiotemporal neigh-
borhoods with arbitrary shape, which comprises all potential anomalies instead of
just past anomalies, is theoretically more accurate than a fixed-size neighborhood
for anomaly prediction.
Third, we provide an innovative and integrated root cause analysis method using
VOI as the probabilistic indicator of traffic anomalies. This method proposes au-
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tomatically learns spatiotemporal causal relationships from historical data to build
an uneven diffusion model for detecting the root cause of anomalies (i.e., the origin
of traffic chaos). It is demonstrated to be better than the heat diffusion model.
Experiments conducted on a real-world massive trajectory dataset demonstrate the
accuracy and effectiveness of the proposed methods for discovering critical traffic
anomalies for a better understanding of urban traffic dynamics.
3 (October 17, 2019)
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Introduction
With increasing location-based services powered by the Global Positioning System
(GPS), abundant trajectory data available have been used to traffic anomaly analysis
for developing intelligent transportation systems. Critical traffic anomalies, such as
emerging jams, sudden accidents, and the root causes of anomalies, are far more
meaningful than general traffic anomalies to understand urban traffic dynamics.
However, most existing methods only detect general traffic anomalies, not critical
traffic anomalies. This thesis focuses on discovering critical traffic anomalies for
urban traffic dynamics understanding.
This chapter has four sections. We present the background and motivations for the
research in Section 1.1, research questions and objectives in Section 1.2, intended
contributions in Section 1.3, and the organization of the thesis in Section 1.4.
1.1 Background and Motivations
With continuing population growth and increasing urbanization, traffic problems
(e.g., traffic jams and accidents) are drawing more and more attention in all region-
s of the world. They are a significant influence on economic development, public
5
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health, environmental pollution, and energy consumption seriously affecting peo-
ple’s lives and the sustainable development of cities [Liu et al. 2010] [Zhang and
Batterman 2013] [Jiang et al. 2017].
With the development of technology, the increasingly location-based services sup-
ported by Global Position Systems (GPS) are applied in the transportation system.
Vehicles equipped with GPS devices generate huge volumes of trajectory data. The
traffic information of the road network, including traffic flow, speed, and vehicle
density, can be derived from GPS trajectories for the thorough analysis of urban
traffic and the development of Intelligent Transportation Systems (ITS). Typical
examples are real-time monitoring of the distribution of urban transport, analysis
of traffic flow to optimize traffic lights control systems, capturing traffic anomalies
in the network and predicting traffic congestion to improve the efficiency of traffic
operation.
However, the analysis of urban traffic is not an easy task, especially the analysis
of critical traffic anomalies, because such traffic situations are exceptions to normal
traffic situations and are complicated or without clear definition. Critical traffic
anomalies are different from general traffic congestions; they are often driven by
underlying events (e.g., accidents, traffic control, sporting events, parades, storms)
and the trend of traffic dynamics (i.e., the diffusion pattern in surrounding road
networks and the chain reaction of traffic dynamics).
To discover critical traffic anomalies by GPS trajectories requires a discussion of
basic concepts that help separate critical traffic anomalies from the general traffic
conditions. We list typical visible phenomena of critical traffic anomalies: emerging
traffic jams, sudden accidents, and the original location of traffic chaos. 1) Emerg-
ing traffic jams are infrequent or rare traffic anomalies, which are more significant
6 (October 17, 2019)
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than regular jams in terms of understanding urban traffic dynamics. Although it is
still unknown how to occur, we can imagine any emerging jam has a formation pro-
cess, during which critical traffic anomalies are developing and diffusing. If we can
accurately detect these emerging traffic jams, we can capture these critical traffic
anomalies. 2) Sudden accidents are unexpected or unpredictable traffic anomalies.
Building a prediction model that can predict the traffic state accurately, and cap-
turing the change in anomalous levels of traffic dynamics, will help us differentiate
unexpected traffic anomalies from predictable traffic anomalies based on historical
trajectory data. 3) The original location of traffic chaos is the root cause of anoma-
lies from which anomalies may spread to the surrounding roads. That is, they lead
to chaos in traffic from a location to a road and even to a broader region. Learning
the propagation rule of traffic in the road networks is important to detect such crit-
ical traffic anomalies.
Critical traffic anomalies have a significant impact on the entire traffic system. The
effective detection and analysis of critical traffic anomalies provide useful informa-
tion for both individuals (to avoid traffic jams and improve travel efficiency) and
transportation authorities (to deal with emergencies and understand urban traffic
dynamics for long-term planning). Therefore, the analysis of critical traffic anoma-
lies (including unexpected and rare anomalies) is fundamental.
Existing studies focus on the analysis of traffic anomalies for understanding urban
traffic dynamics from three aspects: anomaly detection, anomaly prediction, and
causality analysis. These concepts are explained in detail in the following para-
graphs.
There are two main techniques for traffic anomaly detection: indicator-based anoma-
ly detection and congestion identification. In indicator-based anomaly detection, the
7 (October 17, 2019)
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anomaly is defined to occur when indicators deviate significantly from regular situa-
tions or mean values; such indicators include traffic flow, average speeds, and routing
patterns [Zheng et al. 2011] [Lan et al. 2014] [Anantharam et al. 2016] [Djenouri
et al. 2019]. In congestion identification, traffic anomalies are considered as traffic
congestion [Downs et al. 2011] [Kinoshita et al. 2014] [Rempe et al. 2016]; that is, the
number of gathering vehicles exceeds the capacity of roads within a period, resulting
in traffic disturbance. According to the frequency of occurrence, the traffic conges-
tion is classified as recurrent and non-recurrent [Sor and Piantanakulchai 2016] [Ki-
noshita et al. 2015] [Wang et al. 2014] [Deniz et al. 2012]. However, these traditional
indicators (e.g., traffic flow) are too coarse to describe the details of anomalies; these
detection methods only focus on whether an exception has occurred. Due to the
limitation of these indicators and detection methods, the detected result cannot be
further used to identify critical traffic anomalies. To solve the above challenges,
more effective indicators and detection methods are the keys.
Existing anomaly prediction methods focus on indicator-based anomaly prediction
and accident-related anomaly prediction. To discover unexpected traffic anomalies,
these studies are usually building a prediction model based on machine learning [Ku-
mar et al. 2013] [Li et al. 2015c] [Guo et al. 2018] [Basso et al. 2018]. The training
data are historical data for the observed roads and the surrounding regions. How-
ever, these existing methods have two limitations: it involves indirect prediction
of traffic anomalies based on traffic flow-based methods or speed-based methods,
and there is no uniform indicator of traffic anomalies. For example, it is hard to
define abnormal value ranges of traffic indicators for all traffic anomalies occurring
in different traffic conditions in various road networks. To predict traffic anomalies
directly, we need a quantitative indicator that can accurately represent the extent
or grade of the anomaly, as well as a reliable prediction model.
8 (October 17, 2019)
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Causality analysis of traffic anomalies uses implicit or explicit rules of causal prop-
agation [Liu et al. 2011] [Chawla et al. 2012] [Lan et al. 2014] [Nguyen et al. 2016].
These analyses based on the traffic anomalies detected in specific methods. However,
The existing studies on root cause analysis of traffic anomalies typically comprise t-
wo steps. First, a specific method is used to detect traffic anomalies; unfortunately,
no method can accurately detect all traffic anomalies since detection is a proba-
bilistic problem. Second, implicit or explicit rules of causal propagation of traffic
anomalies in road networks are applied to infer their cause. However, it is difficult
to find a universal rules that can be applied in all situations due to the heterogeneity
of traffic on road segments and in periods. The weaknesses of these two steps both
undermine the effectiveness of root cause analysis.
Moreover, existing methods detect traffic anomalies from trajectories using traffic
indicators, such as traffic flow and average speed, calculated directly from trajecto-
ries datasets. For example, the traffic flow on the road at a given time bin represents
the number of trajectories passing through the way during that period. However,
GPS trajectory data is quite sparse; usually, 15-30 seconds per record and data
often lost due to bad weather or signal disruption. Also, there are often deviations
and errors in datasets because of the limitations of GPS itself. Furthermore, due
to the heterogeneity of road networks (e.g., there are thousands of trajectories on
some roads and only a few on others), the speed and flow measured using trajectory
data are not reliable detectors. Therefore, how to mine the most useful and essential
information from these datasets for anomaly detection is a challenge.
Therefore, none of these existing methods can detect critical traffic anomalies effi-
ciently and accurately, which requires more accurate indicators and better-defined
methods to distinguish critical traffic anomalies from general traffic anomalies. Cur-
rent studies of traffic anomalies have insufficient precision of both quantitative and
9 (October 17, 2019)
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qualitative anomaly analysis. In addition, due to the sparsity and imbalance of the
trajectory dataset, these existing methods, which use the traditional indicators rep-
resented by aggregate data, cannot accurately identify all critical traffic anomalies.
1.2 Research Questions and Objectives
Since we decompose the characteristics of critical traffic anomalies into three cate-
gories: infrequent or rare, unexpected or unpredictable, and the root cause of traffic
anomalies, we carry out three research questions in terms of traffic anomaly de-
tection, prediction, and causality analysis to realize the discovering critical traffic
anomalies from GPS trajectories. In this section, we present the research questions
and clarify our research objectives.
1.2.1 Research Questions
• Q1: How can emerging traffic jams be effectively distinguished from general
traffic conditions using raw GPS trajectory datasets while overcoming the
problems of sparsity and uncertainty?
• Q2: How can we visualize, measure, and observe the levels of traffic anoma-
lies over periods and integrate the spatial and temporal factors into a reliable
prediction model that can help to identify unexpected traffic anomalies effec-
tively?
• Q3: How can intelligent causality analysis, based on automatic learning of the
propagation and diffusion patterns of critical anomalies in surrounding road
networks, be used to discover the root causes of anomalies?
By answering Q1-Q3, and therefore allowing us to capture the critical traffic
anomalies effectively and accurately, we will have a comprehensive understanding
10 (October 17, 2019)
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of urban traffic dynamics. In the following subsections, we present the objectives
that will be achieved by answering Q1-Q3.
1.2.2 Objectives
• Objective 1: Propose an approach to identify infrequent or rare traffic anoma-
lies (e.g., emerging traffic jams) from regular traffic anomalies, and define new
traffic anomaly detection indicators that can accurately extract key data from
raw trajectory datasets for practical analysis. (See Chapter 3, which responds
to Q1.)
• Objective 2: Define a new traffic indicator that can quantify and visualize
traffic anomalies in historical GPS trajectory data and develop a prediction
model using spatiotemporal neighbor data for reliable anomaly prediction.
(See Chapter 4, which responds to Q2.)
• Objective 3: Analyse the root causes of traffic anomalies by learning the prop-
agation and diffusion patterns of the critical traffic anomalies in urban road
networks. (See Chapter 5, which responds to Q3.)
1.3 Contributions
The four contributions of this research are as follows.
First, we developed two new indicators, frequency of jams (captured by
stop-point clusters) and Visible Outlier Indexes (VOIs) (based on KS-
test of speed), to overcome the data sparsity problem of GPS trajectory
data and to more accurately capture critical traffic anomalies. The fre-
quency of jams is captured by stop-point clusters (SPCs). The stop point involves
directly extracting the data that contains potentially abnormal information from
11 (October 17, 2019)
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the original GPS trajectories because traffic anomalies usually cause changes in ve-
hicle status (such as persistent stagnation in a specific place for a long time). This
step mostly filters out irrelevant trajectories, and much condenses the information
and reduces the dataset size. A Density-Based Spatial Clustering of Applications
with Noise (DBSCAN) algorithm is used to automatically and effectively filter out
the errors and accurately capture and display the shape and position of anomalies.
VOI is based on a Kolmogorov-Smirnov Test (KS-test) of speed, which can quantify
the degree of traffic anomalies and represent them with visual data. The KS-test
is a statistical test, which is used to compare a sample of data with a reference
distribution to calculate the probability of mismatch. The proposed VOI can ac-
curately capture any change in anomalies. The advantage of these two indicators
is that they help separate critical traffic anomalies from general traffic anomalies.
The former can discover rare anomalies with low frequency, and the latter can find
unexpected anomalies (i.e., when the difference between predicted and actual VOI
is great). Based on these two indicators, we provide three novel algorithms for a
comprehensive traffic anomaly analysis, including traffic anomaly detection/ iden-
tification, prediction, and root cause discovery.
Second, we provide a novel ASTJF method for identifying traffic anoma-
lies. In the ASTJF methods, we group spatially close stop points on trajectories
in a period (i.e., time bin) into SPCs using DBSCAN; an SPC is an instance of a
spatiotemporal jam. Then, a new adapted Hausdorff distance is used to measure
the similarity of two SPCs and group SPCs for the same spatial-temporal jam into
a cluster. Finally, the number of SPCs in a cluster is calculated as the frequency
of jams; traffic anomalies are classified into regular jams with high-frequency SPCs
and emerging jams with low-frequency SPCs. The ASTJF method can correctly
identify critical traffic anomalies (e.g., emerging jams).
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Third, we propose a novel cognitive approach, Visible Outlier Indexes
and Meshed Spatiotemporal Neighborhoods (VOIMSN) method. VOIM-
SN automates the processing of all relevant data, including potential anomalies
(not just past anomalies), using the abnormal scores measured by VOIs to provide
a complete and exact analysis of the local traffic situation to improve the accuracy
of traffic anomaly prediction. In particular, the proposed exact relevant neighbor-
hood, which removes noise for improved prediction model training, is theoretically
more accurate than a fixed-size neighborhood.
Fourth, we propose an innovative and integrated root cause analysis
method. It uses VOI as the probabilistic indicator of traffic anomalies and au-
tomatically learns spatiotemporal causal relationships from historical data to build
an uneven diffusion model for detecting the root causes of anomalies (significantly
unexpected anomalies). We demonstrate that the method performs better than the
heat diffusion model.
1.4 Thesis Structure
The thesis is organized as follows. Chapter 2 mainly presents a survey of state-of-the-
art traffic anomaly detection, prediction and cause analysis techniques. In Chapter
3, we provide a new method for identifying rare/emerging traffic anomalies. In
Chapter 4, we propose a novel prediction model based on visible outlier indexes and
meshed spatiotemporal neighborhoods for detecting unexpected traffic anomalies.
In Chapter 5, we develop an innovative root cause analysis method based on the
prediction model to discover critical traffic anomalies. In Chapter 6, we conclude
the thesis.
13 (October 17, 2019)

CHAPTER 2
Preliminary Knowledge and
Related Work
In this chapter, we present preliminary knowledge and the state-of-the-art tech-
niques for analysis of traffic anomalies, including traffic anomaly detection (Section
2.1), traffic anomaly prediction (Section 2.2), causality analysis of traffic anomalies
(Section 2.3), and quantification and visualization of traffic anomalies (Section 2.4).
We also discuss their limitations when they are used for critical anomaly detection
and point out the possible directions for improvement.
2.1 Traffic Anomaly Detection
Traffic anomaly detection is a popular method of analyzing traffic data for the de-
velopment of ITS. According to the different definitions of traffic anomalies given by
existing studies, we classify the existing anomaly detecting techniques into two main
categories: indicator-based anomaly detection (Section 2.1.1) and traffic congestion
identification (Section 2.1.2).
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2.1.1 Indicator-based Anomaly Detection
In most existing studies of traffic anomaly detection, the anomaly is defined to occur
when the indicator that represents the traffic state deviates significantly from regular
situations or mean values. Such indicators include traffic flow, average speeds, and
routing patterns. Accordingly, three main methods are using these indicators to
detect traffic anomalies: traffic-flow based methods, traffic-speed based methods,
and routing-pattern based methods.
Traffic-flow based Anomaly Detection
Traffic flow is the number of vehicles passing through the road network in a certain
period, and it is the traffic indicator most commonly used to detect traffic anomalies
[Greibe 2003] [Zheng et al. 2011] [Lan et al. 2014].
Principal Component Analysis (PCA) has been widely used to detect anomalies
[Ringberg et al. 2007]. In PCA-based methods [Chawla et al. 2012] [Kuang et al.
2015], traffic states are mapped onto a link × time matrix; each unit denotes the
traffic flow in sub-regions or links of the partitioned city region based on major roads.
The links with anomalous traffic flows are detected using the maximum eigenvalues
of the matrix. Fluctuation patterns that differ from those on most other links are
identified.
The MinDistort method detects traffic anomalies by comparing traffic flow at the
same time bin on different days [Liu et al. 2011]. The minDistort is the minimum
difference between links on consecutive weeks in the same time bin. Each link with
the original and destination regions is denoted by a three-dimensional point (the
traffic flow on the link, the proportion of traffic flow moving out of the original
region and the proportion of traffic flow moving into the destination region). The
abnormal links are the extreme points (outliers), which are obtained by calculating
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the difference between the observed traffic and the minDistort.
The Likelihood Ratio Test (LRT) is a popular detection method; it is a hypothesis
test that compares the fit of two distributions. It is used to detect anomalous regions
[Wu et al. 2009], road traffic anomalies [Wang et al. 2017] and the spatial-temporal
anomalies compared to the expected behavior of neighbor cells [Pang et al. 2013].
There are many other methods of traffic flow-based anomaly detection. For example,
a dictionary-based compression theory is used to reveal the features of regional traffic
flow patterns and detect anomalies in large road networks [Zhang et al. 2016]. Traffic
flow parameters are collected and analyzed to detect road accidents [Raiyn and
Toledo 2014]. The locality notion is analyzed to detect urban traffic flow outliers
[Djenouri and Zimek 2018].
Traffic-speed based anomaly detection
According to the research to date, the major factor leading to traffic accidents is
the variation in traffic speeds [Raiyn and Toledo 2014]. Several studies have shown
that measuring variation in traffic speeds can be used for early warning of traffic
anomalies [Barria and Thajchayapong 2011] [Anantharam et al. 2016] [Ma et al.
2016].
In the speed based detection method, traffic anomalies are often defined as abnor-
mal traffic speeds on a road segment compared to its historical speeds [Chakraborty
et al. 2017], or speed outliers relevant to its neighborhood [Mao et al. 2018]. Nor-
mal traffic speeds can be used to train a probabilistic model using the expectation-
maximization (EM) algorithm, and then traffic anomalies are recognized by evalu-
ating the difference between the current speed and the expected speed [Kinoshita
et al. 2015]. Given a road link, the variation of speed is expressed as the difference
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between current average speed and the normal average speed at the same time bin
of the same weekdays. The average speed of vehicles passing through a road link is
used to understand the dynamics of urban traffic [Anantharam et al. 2016].
Although speed reduction is not always caused by incidents, it implies congestion
and anomalies [Kinoshita et al. 2015]. Density-based outlier detection methods [An-
baroglu et al. 2014] [Cai et al. 2018] are used to measure the abnormal local speed
on roads in a projected PCA domain [Ma et al. 2016]. The most typical algorithm
is DBSCAN, which is used to discover traffic congestion-prone regions based on the
density of low-speed points, such as gathered regions of taxis [Liu et al. 2015].
Routing-pattern based Anomaly Detection
Routing-pattern based anomaly detection that is based on drivers’ routing behaviors
[Chen et al. 2011] or unusual trajectories [Guo et al. 2014] [Tu and Duan 2017]; it
can effectively locate traffic anomalies on urban road networks [Pan et al. 2013].
Specifically, the routing patterns are discovered from historical original destination
(OD) trajectories at the same time bin, and trajectory anomalies are identified
as those significantly different from the routing patterns [Zheng et al. 2009] [Pan
et al. 2013] [Bhowmick and Narvekar 2018]. For example, a probabilistic topic
model is used to identify abnormal car movements and detect sudden and unusual
traffic incidents [Kinoshita et al. 2014] and statistical and pattern mining approaches
are used to detect trajectory outliers by oﬄine processing and online processing
[Djenouri et al. 2019]. A novel mining algorithm for longest common route (LCR)
patterns is proposed based on popular turning regions [Huang et al. 2011].
The above indicator-based anomaly detection methods cannot find all of the traffic
anomalies in a systematic way, and thus are not enough to detect critical traffic
anomalies. First, the traffic data (e.g., traffic flows and trajectories) sampled by a
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certain number of vehicles (e.g., taxies and private cars) are unevenly distributed;
this means some part of the road network may only be covered by a sparse dataset.
Second, the traffic (such as average speeds) is heterogeneous in different parts of the
road network at different periods. Third, they only detect general anomalies but
cannot identify critical anomalies. They provide a very coarse description of the
places where anomalies occur, such as road segments and links between regions, or
route outliers, and thus cannot precisely locate the anomalies.
2.1.2 Traffic Congestion Identification
In some existing studies, congestion clusters are considered traffic anomalies [Downs
et al. 2011] [Kinoshita et al. 2014] [Rempe et al. 2016]. Traffic congestion is defined
as travel demand exceeding the capacity of roads within a period of time [Sor and
Piantanakulchai 2016] [Chen et al. 2018]. It is an anomalous road traffic condition
[Downs et al. 2011] and occurs frequently in cities [Kinoshita et al. 2015]. A frequent
Subtree algorithm is proposed to identify spatiotemporal congestion [Nguyen et al.
2016].
Depending on the frequency of traffic congestion, there are usually two types of con-
gestion: recurrent congestion and non-recurrent congestion [Sor and Piantanakulchai
2016] [Kinoshita et al. 2015] [Wang et al. 2014] [Deniz et al. 2012]. The former usu-
ally occurs during peak hours [Deniz et al. 2012] [Nguyen et al. 2016] or occurs
frequently at the same time bins and the same locations, as it may originate in the
design of the urban road network, such as the infrastructure bottlenecks [Kinoshita
et al. 2015] [Wang et al. 2014] [Rempe et al. 2016]. Therefore, it can be identi-
fied by experience [Wang et al. 2014] and is easily noticed by road users [Sor and
Piantanakulchai 2016]. The latter, which is also called anomalous congestion, is
considered to be anomalies caused by traffic incidents (traffic accidents, events and
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other special circumstances [Kinoshita et al. 2015] [Sor and Piantanakulchai 2016]
[Wang et al. 2014]), which usually cause excess air pollution and fuel consumption
and decrease road efficiency [Deniz et al. 2012]. Non-recurrent congestion is critical
and has received more research attention.
Anomalous congestion goes against historical normal status [Wang et al. 2014]. It
can be classified into five types based on the maximum travel speeds of roads: se-
rious congestion (≤15km/h), congestion (≤25km/h), normal (≤35km/h), smooth
(<50km/h) and fast (>50km/h) [Zahng et al. 2011], or into two types based on
cause: self-evolving anomaly (a deviation from the expected state according to its
historical data) or context-evolving anomaly (a deviation from the states of its con-
nected neighbors) [Wang et al. 2017].
The methods considered in this section have been used to classify traffic congestion
according to criteria such as the recurrence rate, congestion degree and incentive,
but involve no further quantitative analysis of the importance of anomalies to help
identify critical traffic anomalies.
2.2 Traffic Anomaly Prediction
There are two types of traffic anomaly prediction. The first is the indicator-based
anomaly prediction for forecasting traffic jams. It predicts traffic anomalies using the
short-term prediction of traffic status (e.g., traffic flow, speed) and then anomalies
are predicted by calculating the differences between the real value and the expected
value. The second is accident-related anomaly prediction, such as predicting the
number of traffic accidents in a given area or estimating the duration of traffic
accidents. Neither is accurate enough for detailed prediction of anomalies, such
as when or where they will occur. The main obstacle is that they cannot fully
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use comprehensive factors like space-time correlation data to dynamically quantify
historical anomalous traffic levels and track the level change of an anomaly for
prediction.
2.2.1 Indicator-based Anomaly Prediction
Traffic states are often affected by traffic incidents [Guo et al. 2018]. Hence, many
existing studies focus on traffic indicator prediction, such as traffic flow prediction
[Kumar et al. 2013] [Tian and Pan 2015] [Jiang et al. 2017] [Li and Wu 2018], speed
prediction [Jiang and Fei 2015] [Ma et al. 2015] [Fusco et al. 2016] and travel time
prediction [Li et al. 2019], to implement interventions for reducing traffic conges-
tion [Jiang et al. 2017]. Prediction methods typically use historical data to build
a prediction model and then predict the expected values of traffic states [Li et al.
2015c]. Since traffic states change dynamically, machine learning is the most popu-
lar method used to model and train prediction models using historical data [Wang
et al. 2013a].
Artificial Neural Network (ANN) was one of the earliest machine learning methods
used for traffic prediction, and it has consistent performance in short-term traffic
flow prediction (e.g., 5-15 minutes) [Kumar et al. 2013]. A feed-forward Neural Net-
work based on time series analysis was used to estimate the short-term traffic speed
on a large urban road network based on raw floating car data [Fusco et al. 2016].
An optimized radial basis function neural network based on an improved artificial
bee colony algorithm in the big data environment was proposed to predict traffic
flow, and performs better than K-nearest neighbor (KNN), RBF or BPNN methods
[Chen 2017].
A prediction model that considers both temporal dependency and limited spatial
dependency (i.e., the adjacent segments) can achieve higher accuracy in speed pre-
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diction [Ma et al. 2015]. Moreover, a prediction model with deep learning architec-
ture can capture nonlinear spatiotemporal effects [Li et al. 2018] and sharp traffic
flow changes [Polson and Sokolov 2017]. A Long Short-Term Memory(LSTM) Neu-
ral Network adds a ‘remembering’ cell of time intervals to the input to capture
nonlinear traffic dynamic, based on which the optimal time lags are automatically
determined and exhibits superior capability for time series prediction with long tem-
poral dependency [Ma et al. 2015] [Tian and Pan 2015] [Pham et al. 2018] [Li and
Wu 2018]. In addition, Neural Network (NN), Support Vector Regression (SVR)
and Random Forests (RF) as the independent predictors are used in a fusion-based
framework to improve the accuracy of traffic prediction [Guo et al. 2018]. A deep
learning model with stacked autoencoders (SAE) is proposed to learn generic traffic
flow features and consider the spatial and temporal correlations inherently to pre-
dict traffic flow [Lv et al. 2014].
However, these methods for predicting traffic indicators are required to further judge
whether the traffic state is normal or abnormal based on the predicted values. Due
to the limitations of the various prediction models themselves and the possible bias
in the labeled data used in training, they cannot accurately predict real traffic
anomalies to some extent.
2.2.2 Accident-related Anomaly Prediction
Some studies predict the occurrences of traffic accidents based on artificial neural
networks (ANNs), support vector machines (SVM), decision trees (DT) and other
classification methods [Hashmienejad and Hasheminejad 2017]. Accident prediction
models are proposed to predict the number of accidents at urban junctions and road
links based on traffic flow, and achieve an accuracy of more than 60% [Greibe 2003].
A real-time accident forecast model is developed using the short-term variation of
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traffic flow characteristics detected by an automatic exponential moving average
scheme [Raiyn and Toledo 2014].
Some prediction models are trained to predict details of accidents, such as their
duration and severity. NN and SVM are demonstrated to predict traffic accident
duration within acceptable limits [Yu et al. 2016]. NN has also been applied to mod-
el the injury severity of road accidents [Delen et al. 2006] [Alkheder et al. 2017], and
the accuracy of the prediction model is 74.6% [Alkheder et al. 2017]. A deep learning
model using a Recurrent Neural Network (RNN) is developed and employed to pre-
dict the injury severity of traffic accidents [Sameen and Pradhan 2017], indicating
that deep learning frameworks are a promising tool for predicting. A deep learning
model with denoising SAEs is developed for traffic data imputation, which has been
demonstrated to perform well in the field of traffic data imputation and analysis [D-
uan et al. 2016]. A rule-based method is proposed to predict traffic accident severity
according to user’s preferences/knowledge (e.g., traffic police, transportation engi-
neers), and achieves accuracy of 88.2% [Hashmienejad and Hasheminejad 2017].
Other accident prediction models are built on classification methods trained by his-
torical data. The RF method is used to construct a traffic congestion state predic-
tion model, and the accuracy of the model is 87.5% [Liu and Wu 2017]. In real-time
accident prediction models for urban expressways [Basso et al. 2018], traffic data
(including traffic flow, type of vehicles, speeds and densities) are aggregated, and an
RF procedure is used to identify the strongest precursors of accidents. After label-
ing the training data as ‘no accident’ or ‘accident’ in SVM and Logistic Regression
(LR) to predict accidents, the accuracy is 67.89% [Basso et al. 2018].
These methods focus on analysis and prediction of traffic anomalies using data such
as the number of accidents, injury severity of accidents and the accident duration.
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Although they do not directly predict when or where traffic anomalies might occur,
they show the effectiveness of using a machine learning algorithm to build prediction
models. Especially after training with correctly labeled data, these prediction mod-
els can have reasonable predictive power. In view of these experiences, we adopte
machine learning methods to predict traffic anomalies.
In the existing studies, there are other applications for traffic prediction, such as
destination prediction [Xue et al. 2015] [Xue et al. 2013b] [Xue et al. 2013a] and driv-
ing direction prediction [Mao et al. 2012]. For example, A Sub-Trajectory Synthesis
(SubSyn) prediction algorithm is proposed to overcome the data sparsity problem
for destination prediction when only considerate historical trajectory datasets. The
data sparsity problem is defined as the lack of historical trajectories to match the
query trajectory. By using grids to partition the data space, each sub-trajectory
can be decomposed into links in several adjacent locations to generate synthesized
trajectories, which is used to calculate the probability of all destinations from the
specified origin [Xue et al. 2015].
2.3 Causality Analysis of Traffic Anomalies
The main techniques that help determine causality and allow modelling of the rela-
tionships among detected traffic anomalies are causal relationship analysis (Section
2.3.1), the diffusion model (Section 2.3.2) and root cause analysis (Section 2.3.3).
2.3.1 Causal Relationship Analysis
Causality analysis of spatiotemporal traffic anomalies gives a better understanding
of urban traffic dynamics and identification of critical traffic anomalies. Various
researchers have proposed methods of conducting causality analysis.
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Outlier causality trees are proposed to capture the relationships between spatiotem-
poral outliers and the propagation of traffic anomalies between regions [Liu et al.
2011]. Similarly, Causality trees based on spatial and temporal information are used
to discover propagation and causal interactions among traffic congestion [Nguyen
et al. 2016]. A tripartite graph is created, which considers the spatial relationship
between neighboring roads and the target road, and the OD entropy with flow and
crossroad rank to characterize the dynamics of the road network [Xu et al. 2018].
In all research to date, the OD routes are inferred, which cause the anomalous links
observed between regions [Chawla et al. 2012]. Here, a route consists of a sequence
of links and links connect regions directly. PCA is applied to detect anomalous links
connecting regions based on their historical patterns. Then, a link-route matrix is
created and anomalous links are detected. Finally, the optimized L1 technique is
used to infer the root cause of the link anomalies. An algorithm is provided to
find the specific propagation behavior of traffic congestion; it models the process of
transformation between appearance and disappearance on a congested road segment
and propagation to its neighbors [Rempe et al. 2016].
A Likelihood Ratio Test (LRT) based solution is proposed to effectively detect s-
patiotemporal outliers [Pang et al. 2013]. A Directed Acyclic Graph (DAG) is
constructed to explore spatial-temporal density and reveal the outlier causal re-
lationship of traffic anomalies using large-scale taxi GPS data [Xing et al. 2015].
An LSTM Neural Network with a Stochastic Gradient Descent (SGD) algorithm is
proposed to capture temporal correlations among the traffic accidents [Sameen and
Pradhan 2017].
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2.3.2 The Diffusion Model
Finding the main cause of traffic anomalies by the heat diffusion model [Lan et al.
2014] is very similar to our own approach to critical anomaly detection. Using heat
diffusion model means representing traffic anomalies as analogous to heat sources,
that propagate energy to their surrounding parts - in this case, road networks.
Using the heat diffusion model, traffic anomalies are detected as follows. The traffic
flow distribution of any road segment is assumed to be normal. Given a road
segment, the mean traffic flows is obtained using historical data, and an anomaly
is detected if the observed traffic flow at a time bin deviates significantly from the
mean. Then, the traffic anomalies - like heat - spread to nearby road segments and
decay progressively. By capturing how a road segment is influenced by the spreading
traffic from all neighboring road segments and itself in the current time period, a
model can predict the expected traffic flow of the road segment in the next time
period. If the observed traffic flow in the next time period deviates markedly from
the expected, there is a cause of a major anomaly in this road segment; otherwise,
no cause is reported even though the observed traffic flow might deviate from its
mean significantly.
However, the heat diffusion model assumes the uniform diffusion of energy to the
periphery. In fact, the distribution of the traffic flow in road networks is uneven,
which means that the diffusion of traffic is also uneven. This can be explained by
a large amount of traffic on some road segments and a small amount of traffic on
others. In addition, traffic anomalies may have a great impact on a nearby road
segment but have little impact on other nearby road segments. Therefore, using
a uniform diffusion theory like the heat diffusion model to infer the root cause of
traffic anomalies is inaccurate; it increases the error introduced from the anomaly
detection stage.
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2.3.3 Root Cause Analysis
The study of traffic anomaly detection requires root cause analysis to understand
the nature of the anomaly relations. Identifying the critical regions where the root
cause occurs in the road network [Xu et al. 2018] and intervening appropriately
can greatly improve transport efficiency. A method of root cause analysis involving
isolating anomalous traffic and classifying anomalies using flag alarms is proposed
for various events [Silveira and Diot 2010]. In another method, the routes, which
give rise to the link anomalies, are inferred as the root cause of anomalies using the
OD matrix [Chawla et al. 2012]. Critical traffic anomalies are defined as bottleneck
roads by analyzing the congested road clusters in road networks [Li et al. 2015a].
In a recently developed method, a signature-based algorithm is proposed to relate
anomaly detection to root-cause analysis, inspired by the concept of a senate. First,
a small number of traffic flow sets are elected to represent the total set of traffic
flows, which is usually huge. Then, histogram-based detectors are used to identify
suspicious flows, Principal Component Pursuit (PCP) is used to detect anomalous
time bins, and a machine learning technique is applied to find the root cause of the
anomalies [Abdelkefi et al. 2018].
The above methods for the causality analysis of traffic anomalies rely on detected
traffic anomalies and domain knowledge of causal propagation rules for road net-
works. However, no method can accurately detect all traffic anomalies since this is
a probabilistic problem, and no universal rule can be applied in all situations due
to the heterogeneity of the traffic on different road segments. Even though domain
knowledge of the traffic in city road networks may help solve the problem, it is hard
to completely obtain and maintain such domain knowledge due to the huge scale
and dynamic nature of city road networks. Consequently, in this thesis, we describe
an automatically learning spatiotemporal causal relationship method to analyze the
27 (October 17, 2019)
CHAPTER 2: PRELIMINARY KNOWLEDGE AND RELATED WORK
root cause of traffic anomalies.
2.4 Quantification and Visualization of Traffic
Anomalies
In addition to the three main techniques in Sections 2.1-2.3 for analyzing traffic
anomalies, two other techniques are very important to help identify critical anoma-
lies: traffic anomaly quantification and traffic anomaly visualization.
2.4.1 Quantification of Traffic Anomalies
Only a few studies focus on the quantification of traffic anomalies. A classical
likelihood ratio test (LRT) is used to produce a score function to rank anomalies in
grid spatial regions by their anomalous degrees/levels [Wu et al. 2009]. Similarly,
An LRT statistic, λ(e), is calculated for each road segment under the assumption
that they follow a Gaussian distribution, and transformed it by negative twice the
difference (Λ(e)= -2log λ(e)) to judge the anomalous degree [Wang et al. 2017]. In
[Li et al. 2015a], the speed of each road was normalized by 95% of the maximum
value of historical data, then urban regions were quantified by grouping roads with
similar speed ratios into a cluster. Spatial and temporal pattern identification are
conducted at three geographic levels - detector, intersection and sub-region - to
quantify the network traffic [Zhang et al. 2016]. The anomaly event is quantified
via clustering road-level anomalies using graph expansion procedure in time and
space [Zhou et al. 2016]. The severity of traffic accidents is denoted numerically
(1=minor, 2=moderate, 3=severe and 4=death) [Alkheder et al. 2017].
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2.4.2 Traffic Visualization
Quantifying the traffic status and traffic anomalies using indicators enables their vi-
sualization. Visual analytics can bridge the gap between computational and human
approaches to detecting anomalies and make the data analysis process more trans-
parent [Riveiro et al. 2017]. Visualization of traffic status can help detect anomalies,
and visualization of traffic anomalies can help causality analysis, so visualization im-
proves understanding of the dynamics of traffic.
A visual analytic system can be used to study the complexities of traffic jams, in-
cluding road conditions, changes of congestion patterns and congestion propagation
in the road network [Wang et al. 2013b]. Human mobility data are modeled based
on Spatio-Temporal Graphs (STGs) to detect anomalous events, defined as ‘black
holes’ and ‘volcanoes’, in which the outflow rate and the inflow rate are obviously
out of balance. Specifically, a black hole is a sub-graph with overall inflow greater
than outflow, while a volcano is a sub-graph with overall outflow greater than inflow
[Hong et al. 2015].
A TrajGraph is used to build a street-level graph and region-level graph based on
taxi trajectory data for understanding urban transportation dynamics [Huang et al.
2015]. In this study, road network structures are represented by a node-link graph
view, and the importance of different urban areas is measured by their pagerank
and betweenness centrality. In another study, a visual analytics framework is pro-
posed for anomaly detection in multidimensional road traffic. The process includes
exploring traffic data, analyzing normal behavioral models, detecting anomalous
events and explaining them [Riveiro et al. 2017]. Finally, A congestion propagation
pattern is modelled with a spatiotemporal congestion subgraph (STCS) [Chen et al.
2018].
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These methods of traffic visualization provide new perspectives for understanding
the dynamics of urban traffic, and inspire us to develop a visual index of traffic
anomalies to help directly detect critical traffic anomalies.
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Identifying Traffic Anomalies
Using Jam Frequencies
According to the previous discussion, one of the characteristics of critical traffic
anomalies is infrequent or rare; the goal of this chapter is to separate emerging
traffic jams from regular jams. Specifically, traffic anomalies can be classified into
two types: emerging jams caused by events and regular jams caused by bottleneck
regions (e.g., traffic lights and highway toll stations). Most existing methods can
detect traffic jams/anomalies by analysing outliers of traffic indicators (such as
traffic flows and average speeds) and tell us where and when a traffic anomaly occurs,
but they cannot detail traffic anomalies (i.e., the type, shape and the covered area).
In this chapter, we provide a novel Analysis of Spatial-Temporal Jam Frequencies
(ASTJF) method for identifying traffic anomalies and visualizing its shape.
This chapter is organized as follows. In Section 3.1, we introduce the background
and overview the proposed method. In Section 3.2, we define the problem involved
and the new concepts used. In Section 3.3, we detail the proposed (ASTJF) method.
In Section 3.4, we demonstrate the accuracy and effectiveness of our method. In
Section 3.5, we provide a summary of this chapter.
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3.1 Introduction
The increasingly pervasive location-based services enabled by Global Positioning
System (GPS) provide an unprecedented opportunity to develop the advanced trans-
portation system in smart cities. Nowadays, a large volume of trajectory data has
been generated by running vehicles equipped with GPS-enabled devices and have
been used to derive comprehensive traffic information over citywide road networks
including traffic flow, speed and vehicle density, etc. These indicators allow us to
understand the dynamics of traffic in urban space [Fay et al. 2013] [Zheng et al. 2011]
and detect traffic anomalies [Barria and Thajchayapong 2011] [Chawla et al. 2012]
[Kuang et al. 2015] [Pan et al. 2013]. Data-driven detection of traffic anomalies (e.g.,
traffic jams) plays an important role in transportation system optimization in smart
cities. Traffic anomalies can be classified into different types, such as emerging jams
caused by rush hours/accidents and regular jams caused by bottleneck regions (e.g.,
traffic lights and highway toll stations).
Most existing methods can detect traffic jams/anomalies by analyzing outliers of
traffic indicators (such as traffic flows and average speeds) and tell us where and
when a traffic anomaly occurs, however, they cannot detail what a traffic anomaly
is like and its involved region. First, they cannot tell the anomaly type, that is,
whether it is an emerging jam caused by accidents or just regular jams caused by
road bottlenecks. Second, they cannot sharply capture the shape of traffic anoma-
lies.
There are three types of existing traffic anomaly detection methods classified ac-
cording to the detector data used: average-speed based method, traffic-flow based
method and routing-pattern based method. In the average-speed based method,
traffic anomalies are defined as abnormal traffic speeds on a road segment [Anan-
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tharam et al. 2016] [Liu et al. 2015] [Ma et al. 2016]. They detect traffic anomalies
through identifying the spatiotemporal outliers which significantly deviate from the
regular values of traffic speeds (such as very low speeds), but they cannot separate
regular traffic anomalies from emerging traffic anomalies. In addition, they often
find a wider area than the traffic jam. In the traffic-flow based method, traffic
anomalies are abnormal traffic flows on a region (maybe not on the road network)
[Weil et al. 1998], a grid cell (covering a small sub road network) [Pan et al. 2013]
and a link between two regions/grid cells [Liu et al. 2011]. They locate the traffic
anomalies by analyzing the outliers of the traffic flows at regions, roads or routes be-
tween regions, but cannot denote the shape of each traffic anomaly, i.e., which part
of the road segment is abnormal traffic. The routing-pattern based method defines
traffic anomalies as abnormal routing patterns and thus cannot directly satisfy our
goal of detecting point anomalies.
This chapter provides a novel analysis of the spatial-temporal jam frequencies (ASTJF)
method for identifying traffic anomalies. In this method, we group spatially close
stop points on trajectories in a time bin into stop-point clusters (SPCs) by DBSCAN
(Density-based spatial clustering of application with noise) algorithm [Ester et al.
1996]; an SPC is an instance of a spatial-temporal jam. Note that the density of
a region at a certain time segment is the number of trajectory points in the region
at the very time segment[Jensen et al. 2006]. Then, we develop a new Adapted
Hausdorff (AH) distance to measure the similarity of two SPCs and group SPCs for
the same spatial-temporal jam into a cluster. Finally, we calculate the number of
SPCs in a cluster as the frequency of a jam and classify traffic anomalies into regular
jams with high-frequency SPCs and emerging jams with low-frequency SPCs. The
ASTJF method can identify the type and capture the shape of a traffic anomaly
with high accuracy.
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The existing technique most closely related to ours is the congest-prone method
[Liu et al. 2015]. That method also uses DBSCAN to discover target areas based
on the density of low-speed points (i.e., the location records in trajectory data with
low speed). Because of the ability of automatic clustering data and discovering ar-
bitrary shape, the DBSCAN algorithm is widely used in clustering spatial-temporal
data [Birant and Kut 2007]. However, this method may group all low-speed points
on many road links into one big cluster and cannot locate the traffic anomalies ex-
actly. Even if it locates the traffic anomaly on a link correctly, it may identify a
much wider congested region than the real anomaly or identify false traffic jams.
Theoretically, our method based on SPCs has a greater ability to capture the exact
shape of traffic jams/anomalies than the method based on traffic congestion-prone
regions, since the latter covers a wider area or identifies false traffic jams. Another
related technique is the minDistort method [Liu et al. 2011], in which traffic anoma-
lies are links (i.e., road segments) whose features have the largest difference from
both their temporal neighbors and spatial neighbors. That is, it uses the minimum
difference of traffic data features between different instances of a link’s traffic in the
same time bin on the same days on consecutive weeks to discover traffic outliers. As
we mentioned before, traffic anomalies defined on the links between two regions or
grid cells are coarse compared to denoting the exact shape and location of a traffic
jam using SPCs. In addition, if similar traffic anomalies occur consecutively in the
spatiotemporal neighborhood of the observed link, the result will be invalid.
In contrast, our ASTJF method based on stop-point clusters can detect the exact
location and shape of a traffic anomaly and allow a comprehensive understanding of
the traffic anomaly types. One advantage of ASTJF is that the stop-point clusters
can accurately detail the shape and location of traffic anomalies. Another advantage
is that the frequency of a traffic anomaly occurring in the same location counted
based on the proposed AH metric can help separate a few emerging traffic anomalies
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from a large number of regular traffic anomalies (such as traffic light jams).
3.2 Problem Definition
In this section, we define the basic concepts for modeling the problem of identifying
traffic anomalies. The problem of identifying a traffic anomaly comprises two sub-
problems:
1) How to discover its location and shape; and
2) How to identify its type (is it an emerging jam or regular jam).
Our analysis of existing methods for traffic anomaly detection shows that calculat-
ing traffic flow cannot capture the shape of the jam and only using low-speed points
may coarsely capture the shape of the jam but cover a wider area than the real jam
region. Instead of low-speed points, this chapter adopts stop points [Huang et al.
2016] to capture the shape of the jam region accurately. We explain stop points as
follows.
A trajectory in this chapter is a sequence of location records of a vehicle collected
in a period of time by the GPS device equipped in the vehicle. A location record
is represented as a 4-tuple: {lon, lat, timestamp, spd }, where lon, lat and spd are
the longitude, latitude and speed of the vehicle at time, timestamp. Given a point
B in a trajectory, according to [Huang et al. 2016], the stay-stability of B is given by:
SS(A,B) =
tB − tA
dist(A,B)
, (3.1)
where A is the previous point of B, tA and tB are timestamps of A and B respec-
tively, and dist(A,B) stands for the road network distance between A and B.
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If the stay-stability SS(A,B) > ψ, then B is a stay point. Here, the stay point
instances the concept defined in [Zheng et al. 2009], in which a stay point represents
a geographic region where a user stays over a certain time interval. A stop point
is denoted by the center of continuous stay points and a time span (represented by
the start and end time ticks). Given the trajectory of a vehicle, a stop point is the
location where the vehicle stays longer than a threshold duration. The concept of
stop points was proposed in spatiotemporal data analysis in order to detect inter-
esting locations, such as restaurants and shopping towns [Huang et al. 2016] [Xie
et al. 2009] [Gong et al. 2015], and to separate stop patterns from move patterns
[Bermingham and Lee 2018].
Another important concept used in this chapter is a time bin, which is defined as
one of n even time partitions of a day (e.g., if n = 72, then 20 minutes per time bin).
Based on the stop points and time bins, we define stop-point clusters as follows.
Definition 3.1 A Stop Point Cluster (SPC). An SPC is a cluster of stop points
in the same time bin; these stop points in the same SPC are spatially close to each
other and can be grouped together by clustering algorithms (e.g., DBSCAN).
We assume the road network is unknown, and we only identify traffic anomalies
based on the information provided by trajectories. Generally, SPCs represent the
regions where vehicles continue to gather and stop for a period of time and thus
naturally shape traffic anomalies/jams. However, it is hard to approach the second
sub-problem of identifying the anomaly type (i.e., judge whether it is an emerging
jam or regular jam) by only observing the size and shape of the SPCs, since a jam
region’s shapes may change dynamically and be captured by a series of SPCs. So,
we provide an alternative approach by discovering all instances (SPCs) of a jam
region and counting their number as the jam frequency of the region. Then, we
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can identify the anomaly type by analysing the overall distribution of these jam
frequencies; low-frequency jams indicate emerging jams which are usually caused by
accidents; and high-frequency jams indicate regular jams which are usually caused
by popular stop regions (e.g., traffic lights and highway toll stations). We define
these three concepts below.
Definition 3.2 Jam Frequency at a Region (JFR). The jam frequency at a
region x, is the number of days that jams occur at region x in the same time bin,
denoted by JFR(x).
Definition 3.3 Regular Jam Region. Given a region x, it is a regular jam region
when JFR(x) is greater than a threshold τ1. That is a high-frequency jam region.
Definition 3.4 Emerging Jam Region. Given a region x, it is an emerging jam
region when JFR(x) is less than a threshold τ2. That is a low-frequency jam region.
According to Definitions 3.3 and 3.4, we can separate the emerging jams from regu-
lar jams; and the typical examples of the latter are jams at intersections controlled
by traffic lights. Generally, we can set τ1 = τ2.
In practice, JFR(x) is calculated using the number of SPCs that cover region x.
The work is similar to discovering moving clusters [Kalnis et al. 2005] but different.
Discovering moving clusters cannot help calculate jam frequencies, since the simi-
larity of two clusters are measured by Jaccard similarity [Jaccard 1901] (the overlap
ratio, i.e., the number of shared data objects divided by the total number of unique
objects in the two sets). Here, ‘cover’ doesn’t consider the overlap ratio, so a new
Adapted Hausdorff (AH) measurement is developed to judge cover.
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The purpose of this chapter is to provide a systematic study of traffic anomalies.
Our proposed method not only is capable of capturing regular traffic anomalies like
most existing methods, but also is capable of identifying emerging traffic anomalies.
These emerging traffic anomalies affect the traffic more significantly and thus are
more meaningful than regular traffic anomalies.
3.3 The Analysis of Spatial and Temporal Jam
Frequencies Method (ASTJF)
In this subsection, We present the ASTJF method in detail. This method for iden-
tifying traffic anomalies comprises the following three steps:
step 1 Retrieve stop point clusters (SPCs). We adopt the DBSCAN algorithm
to find all SPCs that have arbitrary shapes capturing the real-life traffic jam
regions (see Definition 3.1) (Section 3.3.1).
step 2 Count jam frequencies at their regions (JFRs). We provide a new
Adapted Hausdorff (AH) distance to measure the similarity between any
two SPCs and then count JFRs (see Definition 3.2) (Section 3.3.2).
step 3 Identify types of traffic anomalies. We identify the regular jam regions
(see Definition 3.3) and emerging jam regions (see Definition 3.4) (Section
3.3.3).
3.3.1 Retrieve Stop Point Clusters
We detect all stop points from trajectories according to Eq. 3.1 and group them
into clusters using the following steps:
- Partition stop points by time bins. We partition all stop point into their
corresponding time bins. Given 20 minutes per time bin, if the time span of a
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stop point sp is [19:20, 19:45], the stop point sp will be grouped into two time
bins, [19:20, 19:40] and [19:40, 20:00]. Note that even though two stop points
are from the same trajectory, they are treated independently.
- Cluster stop points by DBSCAN at each time bin. We run DBSCAN
clustering [Ester et al. 1996] once for grouping stop points in each time bin into
SPCs, while filtering out those noise stop points that cannot be grouped into
any clusters. Here, the Euclidean distance is used to calculate the distance
between two stop points. DBSCAN can find arbitrarily-shaped SPCs that
accurately capture the different shaped traffic anomalies determined by the
structure of underlying road networks.
- Refine meaningful SPCs. If an SPC has less than ζ distinct vehicles, it is
considered insignificant and thus neglected.
Figure 3.1 shows three example SPCs with different shapes and their corresponding
road networks. Using these SPC examples, we can explain why we cannot tell the
traffic jam types only through analysis the jam region shape denoted by SPCs.
First, traffic jams may occur at a single intersection like Figure 3.1(a), or on a road
segment like Figure 3.1(b), or on several consecutive roads like Figure 3.1(c). These
different situations form different shapes of SPCs. Although we speculate that a
four-way intersection may correspond to a crossroads with traffic lights, it shows
different states depending on the actual road network, such as the direction, not
to mention any other forms of the intersection like T-junction and roundabouts
intersection.
Second, there is no corresponding relationship between the shape of the traffic jam
and whether it is a regular traffic jam. Therefore, if we only observe their shapes or
infer their location, we cannot identify whether they are regular traffic jams.
39 (October 17, 2019)
CHAPTER 3: IDENTIFYING TRAFFIC ANOMALIES USING JAM FREQUENCIES
Figure 3.1: Arbitrary shapes of jams captured by stop-point clusters (SPCs)
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Figure 3.2: SPCs repeated at the same time bin on three consecutive days.
3.3.2 Computation of the Jam Frequencies based on
Adapted Hausdorff (AH) Distance
In this subsection, we provide a new Adapted Hausdorff (AH) distance to accurately
calculate the frequency at traffic jams’ regions (JFRs). Since SPCs have already
visualized the shape of jam regions, we can observe the common patterns of them
and changes of a series of SPCs relevant to the same jam region and judge the jam
type.
Two stop point clusters spc1 and spc2 in the same time bin in different days can be
very different even though they occur at the same region. An example is shown in
Figure 3.2, where three different SPCs (A, B and C) repeat at the same time bin in
three consecutive days. The jam frequencies at regions A, B and C all are 3, since
their respective SPCs occurs in a corresponding location at the same time bin for
three days; the jam frequency at region D is 1 since it is only shown in Figure 3.2(c).
The challenge of calculating the JFRs lies in how to judge that SPCs repeat at the
same location. To address this problem, we propose an Adapted Hausdorff (AH) dis-
tance to calculate the distance/dissimilarity of two SPCs by improving the original
Hausdorff metric [Rockafellar and Wets 2009]. The difference is that AH measures
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the distance of two SPCs using the average of all minimal distances between a
pair of points (one from spc1 and another from spc2); in contrast, the Hausdorf-
f (H) adopts the maximal value of all minimal distances between a pair of points.
Given two sets spci and spcj, the AH distance from spci to spcj is defined as follows:
AH(spci, spcj) =
1
spci
∑
x∈spci
min
y∈spcj
d(x, y). (3.2)
If AH(spci, spcj)=0, spci and spcj are exactly repeated. The greater AH(spci, spcj)
is, the less likely spci and spcj are to be repeated. In this work, we learn a threshold
χ from data such that spci and spcj are repeated only if AH(spci, spcj)≤ χ. The
threshold χ can be learned using a series of labeled SPCs at the same location.
We use the example in Figure 3.3(a) to explain why the AH metric can help to
calculate JFRs but the Hausdorff metric cannot.
We can see that the proposed AH metric is more correct to test whether two SPCs
occur at the same region than the H metric. We can manually judge that the SPC
on day 1, spc1, is highly similar to the SPC on day 2, spc2, but less similar to the
SPC on day 3, spc3. Now, we compare the results of our AH metric and the results
of the H metric and tell which is better. Using H metric, we get H(spc1, spc2) =
25.3176 and H(spc1, spc3) = 25.1231. So, both spc2 and spc3 have a very similar
distance to spc1; it does not obey the truth. By contrast, using our AH metric,
AH(spc1, spc2) = 4.6727 and AH(spc1, spc3) = 14.1955. It is clear that the results
of the AH metric are consistent with the manual results, the truth.
We also provide a real-world example of SPCs at the same jam regions as shown
in Figure 3.3(b) to demonstrate that AH is good at measuring ‘cover’, and ‘cover’
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Figure 3.3: Counting jam frequencies at their regions (JFRs) using AH distance.
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Algorithm 1 Identifying traffic anomalies based on JFRs.
Input: A distance threshold (χ), a given day k and n sets of stop-point clusters in
a time bin of n days (SPCset1, SPCseti,...,SPCsetn)
Output: A set of emerging jams, EjamSet, and a set of regular jams, RjamSet
Initially, EjamSet and RjamSet
for each stop-point cluster, spcs,k, in day k do
for each day j of n days do
for each stop-point cluster, spct,j in day j do
diff=AH(spcs,k,spct,j);
if diff < χ then
spcs,k.frequency++;
end
end
end
for each stop-point cluster, spcs,k, in day k do
if spcs,k.frequency > τ1 then
RjamSet ← spcs,k;
end
else if spcs,k.frequency ≤τ2 then
EjamSet ← spcs,k;
end
end
end
without considering the ratio of overlapping can satisfy our requirement of counting
JFRs. Two SPCs (SPCa and SPCb) are discovered at [14:00, 14:20] on day 1
(03/12/2014) and another SPC (SPCc) is discovered at the same time bin on day 4
(06/12/2014). Note that the order of the first SPC and the second SPC in the AH
metric cannot be exchanged; that is, AH is to tell whether the second SPC repeats
the first SPC. So, AH(SPCa, SPCc)=12.53m and AH(SPCc, SPCa)=191.98m are
different; this means the very long SPC, SPCc, cannot be repeated by a very short
SPC, SPCa, but in turn, it can. The unexchangeable order of AH is important to
help us count JFRs.
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3.3.3 Identify Types of Traffic Anomalies
We develop a general algorithm for identifying the type of traffic anomalies using
JFR in Algorithm 1. We assume that we have obtained n sets of SPCs in each time
bin of n days (SPCset1, SPCseti, ..., SPCsetn). Algorithm 1 can identify it as an
emerging jam or regular jam on day k in two steps. For each SPC, spcs,k on day k,
the first step (see the first for loop inside the most outside for loop) is to find those
similar SPCs in each of the remaining n − 1 days whose AH distance to spcs,k is
no greater than χ and count the frequency as the number of days it repeats. The
second step (see the second for loop inside the most outside for loop) is to classify
SPCs into two groups according to their frequencies: regular jams (see Definition
3.3) and emerging jams (see Definition 3.4). Only emerging jams are the real traffic
anomalies we expect to detect.
3.4 Experimental Study
In this section, we evaluate the accuracy and effectiveness of the proposed method by
comparing with two counterpart methods: the minDistort method [Liu et al. 2011]
and the congestion-prone method [Liu et al. 2015] to detect traffic anomalies/jams.
3.4.1 Experimental Set-Up
The parameters of the proposed method are summarized in Table 3.1.
Table 3.1: Parameters.
Step Notation Interpretation
Stop-point Cluster minPts The minimum number of points to form a dense region in DBSCAN.
ε The maximum radius of the neighborhood in DBSCAN.
ζ Size threshold of a stop-point cluster.
Anomaly χ The threshold of the stop-point cluster similarity.
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All experiments have been conducted on a PC with 64-bit Windows 7,8 GB RAM
and Interl CPU i7-4790 @ 3.60GHz. The algorithms are implemented by Matlab
and Python. We use a real-world trajectory dataset with total of 2.5 billion data
points for 27,266 taxis collected during 01/12/2014-31/12/2014 in Shenzhen City,
China. Each trajectory data point is sampled every 15-30 seconds.
3.4.2 Discussion of Optimal Parameters
In this subsection, we discuss the optimal parameters for discovering SPCs and
traffic anomalies.
Optimal parameters for SPCs
In retrieval of SPCs by BSCAN, we set minPts = 2 to achieve high recall. Before
we discuss the optimal ε, we should be aware of the importance of traffic lights in
the urban area. According to extensive practices, we set the stay stability threshold
ψ to 0.72 which corresponds to the speed of 5 km/h and set the minimal duration
of stop points to 60 seconds.
In order to determine the optimal value of parameter ε, that is, the stop points at
a similar position can be grouped into an SPC, and the SPCs at different positions
can be clearly distinguished. We have selected several junctions with traffic lights
as ground truth to optimize the parameter. We also define a traffic light detection
factor (TLD), which is the ratio of detected traffic lights and the total traffic lights.
Now, we select the optimal ε with the maximize TLD as shown in Figure 3.4(b). If
ε=0.0002, the mean of TLD is 38.8% and stop-points related to the same traffic light
are split into different clusters, as shown in Figure 3.4(c) where the different colors
represent different clusters. It indicates the setting of ε is too small. If ε=0.0008,
the mean of TLD is 74.6% and the stop-points related to different traffic lights are
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Figure 3.4: The SPCs detected in [8:20, 8:40] on 03/12/2014 with different minPts.
grouped into the same cluster, as shown in Figure 3.4(e) where all green stop-points
are in the same cluster. It implies the setting of ε is too large. Among all settings,
when setting ε=0.0005, the mean of TLD is the maximum, i.e., 95.5%, and thus
this setting is adopted.
If all stop points in a cluster belong to the same vehicle, this is a meaningless SPC.
So, ζ is used to ensure a reasonable number of distinct vehicles in one cluster.
Figure 3.4(a) shows the number of clusters changing with different settings of ζ.
When ζ increases, more meaningless SPCs can be filtered. We find when ζ=10, the
meaningless SPCs reach the smallest number and increasing ζ further cannot reduce
the number of SPCs. Thus, we set ζ=10 as the optimal value. Although we do not
mention the details of protecting location privacy in this thesis (we did it in [Huang
et al. 2019b]), we are very careful to protect the sensitive location data of vehicles
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Figure 3.5: Distribution of AH between SPCs of the same location.
in the real world when we realize the above objectives using trajectory mining.
Optimal Threshold for AH Distance
The threshold of AH, χ, is an important parameter of Algorithm 1. So, the greater
the χ value, the more difference between the two repeated SPCs that we captured at
the same location on different days. According to the distribution and cumulative
distribution of AH values from real-world dataset, we set a threshold to identify
the most (95%) repeated SPCs as shown in Figure 3.5; that is, according to our
experimental dataset, AH distance less than 54m (χ=54m) meets the needs. The
small χ value will miss many true repeated SPCs, while the great χ value will recall
many false repeated SPCs.
3.4.3 Effectiveness
Figure 3.6 shows the different average percentages of emerging jams and regular jams
detected at different time bins in a day. We can see from Figure 3.6 that only a very
small ratio of SPCs are identified as emerging jams/anomalies. Also, we can see that
different distributions exist on weekdays as shown in Figure 3.6(a) and weekends as
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shown in Figure 3.6(b). Specifically, on weekdays, more emerging jams occur around
9 am and 6-7 pm, which is known as ‘rush hours’. It is reasonable because vehicles
gather together during rush hour and it is more likely to occur traffic accidents.
At the weekend, the morning rush hour disappears, and more emerging jams occur
around lunch time (12 pm) and dinner time (6 pm). It is reasonable because most
people prefer to go out on weekends, especially during eating time. The results in
Figure 3.6 that are consistent with the fact demonstrate the effectiveness of our
proposed method.
3.4.4 Accuracy
We evaluated the accuracy of proposed ASTJF method to identify traffic anomalies
in the real world and compared the results to two existing methods (the congest-
prone method [Liu et al. 2015] and the minDistort method [Liu et al. 2011]) in
terms of precision, recall, accuracy and F1-score, as shown in Figure 3.7. Overall,
the proposed method performs better than these two existing methods, especially in
terms of precision. Specifically, although the congest-prone method [Liu et al. 2015]
is able to find traffic jams, it also erroneously detects periodic blocking regions (e.g.
intersections with traffic lights) as traffic anomalies or wrongly connects several
different traffic anomalies into one big traffic anomaly. The minDistort method
detects many traffic anomalies, some of which are dynamic changes in traffic flow
rather than real traffic jams. Neither can identify traffic anomalies as accurately as
our proposed method.
In summary, our ASTJF method is more accurate to capture the location and shape
of traffic anomalies and identifying their types. The congest-prone method provides
the wider shape of a traffic anomaly and thus incur the wrong calculation of JFRs.
The minDistort method may discover abnormal links based on traffic flow, but it has
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Figure 3.6: Emerging jams vs. regular jams.
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Figure 3.7: Correctness.
a relatively high false positive rate; that is, those links found by minDistort are not
true traffic jams but just affected peripheral road sections. Also, the SPCs in our
ASTJF method can visualize the exact traffic anomalies/jams. To our knowledge,
it is very hard to achieve the same visual effect by other existing detection methods
for traffic anomalies.
3.5 Summary
In this chapter, we proposed an ASTJF method [Huang et al. submitted on Nov.
13, 2018.] to discover unfrequent or rare traffic jams from general traffic conditions.
That is, identifying emerging traffic jams from regular traffic jams. The key tech-
niques are developed to implement this method: (1) discovering SPCs by clustering
spatiotemporal data from GPS trajectories; and (2) measuring the similarity be-
tween SPCs by proposed AH distance, and (3)counting jam frequencies at a specific
location to identify whether it is an emerging anomaly or regular anomaly. The
extensive experiment based on a large volume of GPS trajectories demonstrates the
accuracy and effectiveness of the proposed method. Besides, this method can visu-
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alize the specific shape of the emerging traffic jams and the covered range, to help
us understand traffic dynamics more directly and intuitively.
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Traffic Anomaly Prediction Using
VOI and Neighborhood Context
In this chapter, we propose a novel Visible Outlier Indexes and Meshed Spatiotempo-
ral Neighborhoods (VOIMSN) method, which automatically predict traffic anoma-
lies and help capture unexpected anomalies.
This chapter is organized as follows. In Section 4.1, we introduce the background
and overview the proposed method. In Section 4.2, we present two new concepts:
Visible Outlier Index (VOI) and Meshed Spatiotemporal Neighborhood (MSN). In
Section 4.3, we provide a new prediction model. In Section 4.4, we demonstrate the
accuracy and effectiveness of our method. In Section 4.5, we provide a summary of
this chapter.
4.1 Introduction
The advent of cognitive computing for anomaly detection, powered by machine
learning and data analytics, enables prediction of traffic anomalies from continuously
generated big GPS trajectory data [Raiyn and Toledo 2014] [Anantharam et al. 2016]
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[Huang et al. 2016] with greater accuracy than traditional statistical approaches
[Vlahogianni et al. 2014] [Jiang and Fei 2015]. In accordance with [van Loon 2018],
we list two limitations of traditional traffic anomaly detection and prediction:
• It is hard to define abnormal value ranges of traditional traffic indicators for
all traffic anomalies occurring in different traffic conditions in different road
networks. For example, using simple ranges to define anomalies will regularly
incur too many anomalies, while real critical anomalies are missed.
• Past anomalies may not be a perfect indication of future anomalies, so train-
ing detection models using past anomalies may not be effective for current
prediction. Moreover, anomalies are rare, so data samples used to train the
detection model may not contain abnormal signals.
In the existing traffic anomaly prediction methods, a straightforward approach is to
first predict the value of a traffic indicator [Kuang et al. 2015] [Fay et al. 2013], such
as traffic flow [Kumar et al. 2013] [Chen 2017] [Tian and Pan 2015] and average
speed [Ma et al. 2015], at a location and then captures a traffic anomaly if the
predicted value of the traffic indicator is beyond a normal range. However, it is
hard to define a fixed normal range to capture all sorts of local traffic anomalies
that occur at different locations/roads at different time.
We show examples of traffic-indicator based anomaly prediction in Figure 4.1. In
Figure 4.1(a), speeds are predicted based on historical data; the traffic anomaly
is detected when the predicted speed is obviously lower than a bottom threshold
line or obviously greater than a top threshold line; two horizontal threshold lines
(in yellow), for example, can be set by µ ± 3σ, where µ is the mean and σ is the
variance. Two anomalies are captured in Figure 4.1(a) at two valleys if using a
ground truth curve, but the predicted speed curve shows normal traffic (a value
54 (October 17, 2019)
SECTION 4.1: INTRODUCTION
Figure 4.1: VOI (based on abnormal level) vs. traffic indicators for anomaly pre-
diction.
Figure 4.2: Fixed-size neighborhood [Chen et al. 2016] (in the white dashed rectan-
gle) vs. exact relevant area (in red polygon). Note that different impact weights of
cells are denoted by different colors in the meshed spatial neighborhood; the lighter
the color, the greater the weights.
slightly lower or greater than the threshold is considered normal); thus, the speed-
based method misses two real anomalies in Figure 4.1(a). In the same way, in Figure
4.1(b), we can see that the traffic-flow based method captures the first anomaly but
misses the second anomaly, while the ground truth curves correctly detect the two
anomalies. Based on the above analysis, we can see that traffic-indicator based
anomaly prediction is not accurate for two reasons: (1) it is very hard to set a
local adaptive normal range to define what is abnormal; (2) the predicted errors
of traffic indicators are extremely large when anomalies occur, since anomalies are
often unexpected.
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Meanwhile, the relevant historical data for a given location is often based on simple
modeling of the spatial neighborhood or completely dependent on temporal neigh-
bors, which is defined too coarsely. Their major limitation is that they only consider
the historical dependent information but no or limited spatial dependency. For ex-
ample, using the fixed size spatial neighborhood [Chen et al. 2016], such as the
area in white dashed rectangle as shown in Figure 4.2, for prediction. Also, even
considering the impact from the spatial neighborhood, it is inaccurate to use the
same weight for different spatial parts/cells in the neighborhood when training the
prediction model [Lan et al. 2014].
Taking advantage of cognitive anomaly detection to overcome the above limitations,
in this chapter, we provide a novel Visible Outlier Indexes and Meshed Spatiotem-
poral Neighborhoods (VOIMSN) method for predicting traffic anomalies from GPS
trajectories. The Kolmogorov-Smirnov test (KS-test) [Knuth 2014] of a traffic sta-
tus (e.g., traffic flow and speed) is used to produce a probability value (P-value) to
quantify the outliers of traffic status. Unfortunately, the P-value cannot be used to
measure the abnormal levels directly. Therefore, we define a new Visible Outlier
Index (VOI) based on a P-value of traffic speeds to directly represent the abnormal
level of a given location. As shown in Figure 4.1(c), the proposed abnormal-level
based method correctly captures the two anomalies; in this method, the predict-
ed abnormal level (i.e., VOI value) of the traffic on a road can be used to predict
anomalies directly. For example, if the abnormal level is greater than the threshold,
0.1, then an anomaly is detected. The greater the abnormal level, the more abnor-
mal the traffic.
Then, the input for our VOIMSN method is historical data in both spatial and
temporal neighborhoods. The spatial neighborhood is an arbitrary-shaped area (in
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the red polygon shown in Figure 4.2), in which any location is reachable from the
given location along the road network in a certain time. To easily represent such an
arbitrary-shaped area, we mesh it into fixed-size grid cells and calculate the VOI of
each cell using the relevant GPS trajectory segments. In the temporal neighborhood,
we calculate the last n VOIs of the given location and select the optimal value of n
based on experiments. In particular, the different weights of the cells in the spatial
neighborhoods are learnt from historical data using typical learning methods such
as support vector machine (SVM) [Cortes and Vapnik 1995], neural network (NN)
[Kumar et al. 2013] [Tian and Pan 2015] [Liu and Wu 2017] and logistic regression
(LR) [Basso et al. 2018].
Our approach, VOIMSN, is different from traditional method in two aspects. First,
instead of using traffic indicators such as traffic flows and speeds to detect anoma-
lies, we define a VOI to measure the abnormal levels of traffic status directly. The
new measurement can generate a VOI value as a score for evaluating an anomaly.
Second, unlike using historical anomalies to train the prediction model we consider
a complete relevant dataset in the neighborhood of a location (we call it a meshed
spatiotemporal neighborhood), including both normal and abnormal traffic status,
to train the traffic anomaly detection model. That is, the traffic in the neighbor-
hood, which may not have been abnormal in the past, may now spread its impact
to this location, merge with the current traffic status of this location and change
the location into an anomaly in the future.
4.2 Two New Concepts: VOI and MSN
In this section, we present two new concepts: the Visible Outlier Index (VOI)
and Meshed Spatiotemporal Neighborhood (MSN), which underpin the VOIMSN
method of predicting traffic anomalies.
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4.2.1 The Visible Outlier Index (VOI)
In the existing studies, the traffic situation usually is measured by statistical indi-
cators such as traffic flow and average speed. Within a certain period of time in
a region, if the value of a traffic indicator deviates significantly from the regular
value in the same region at the same time bin, a traffic anomaly is reported [Chawla
et al. 2012] [Lan et al. 2014] [Liu et al. 2011] [Xing et al. 2015], [Pang et al. 2013].
However, these indicators are not considered to depict traffic situations accurately
from both the global and the local perspective; since traffic flow and average speed
are the high generalizations of the observed vehicle data. We need another more
accurate indicator to describe traffic situations. To this end, we measure the dis-
tribution of traffic data (i.e., speed distribution), which retains information of all
individual vehicles, that is, global distribution. We define a new traffic indicator,
the Visible Outlier Index (VOI), to measure the degree of an anomaly in traffic
conditions. The proposed VOI is based on the probability value (P-value) of the
Kolmogorov-Smirnov (KS) test [Knuth 2014] using the speed distribution. As the
KS test compares the distribution of the two datasets, it is insensitive to the amount
of dataset and can be unaffected by the inhomogeneity of the dataset. Note that,
according to the analysis in Section 2.1, we select speed since it is better than traffic
flow as a traffic indicator. Theoretically, the speed distribution in the same region
and in the same time bin in different days should be similar if traffic situation is
normal. For example, 30% vehicles are in a speed range of 40-50km/h, 40% vehicles
in a range of 50-60km/h, and 30% vehicles are in a range of 60-70km/h. If the speed
distribution in the same region and in the same time bin differs from the distribution
in some day, it indicates traffic anomalies.
The KS test is a nonparametric test of the similarity of continuous probability
distributions and can be used to compare a sample with a reference probability dis-
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tribution. The distance between the empirical distribution function of the sample
and the cumulative distribution function of the reference is quantified by the KS
statistic, which determines whether the sample is from the reference distribution.
This feature of the KS-test can help us identify the degree of traffic anomalies in
a specified spatiotemporal space. Specifically, given the speed distribution extract-
ed from trajectory data across all days as the reference distribution and the speed
distribution extracted from trajectory data in a particular day as the empirical dis-
tribution; the KS-test calculates the probability of a mismatch.
In KS test, the empirical distribution function Fn for n independent and identically
distributed observations Xi is defined as:
Fn(x) =
1
n
n∑
i=1
I[−∞,x](Xi), (4.1)
where I[−∞,x](Xi) is the indicator function, equal to 1 if Xi ≤ x and equal to 0
otherwise. When the two-sample KS-test is used in the latter case, the KS-statistic
is:
Dn,m = sup
x
|F1,n(x)− F2,m(x)| , (4.2)
where F1,n and F2,m are the empirical distribution functions of the sample on a
particular day and the reference distribution of the data across all days respectively,
sup is the supremum (also known as the least upper bound) function, n and m are
the sizes of the sample and the data across all days, respectively. The supremum
is also known as theleastupperbound. The null hypothesis is that the sample obeys
the reference distribution. The null hypothesis is rejected at significance level α if
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Dn,m > c(α)
√
n+m
nm
, (4.3)
where the value of c(α) is given by KS-test [Knuth 2014] as follows:
c(α) =
√
−1
2
ln(
α
2
). (4.4)
In the context of this chapter, in a region A and at a time bin t of a particular
day d, traffic data are extracted from a taxi trajectory dataset and are viewed as
a sample. For the same spatiotemporal partition across all days, the speeds of all
vehicles together form the reference distribution. If the null hypothesis is rejected,
it means a traffic anomaly happens in a region A at a time bin t on a particular day
d; otherwise, traffic is normal.
According to the KS-test, a useful value-asymptotic P-value can be obtained, which
is the probability of observing a test statistic as extreme as or more extreme than
the observed value under the null hypothesis. That is, the P-value represents the
minimum probability of rejecting the original hypothesis. If the P-value is less than
the specified significance level, the null hypothesis can be rejected; otherwise, it can
be accepted.
The KS test using a P-value can effectively calculate the difference between the
tested speed curve and the reference curve as shown in Figure 4.3. The coincidence
degree of the two curves indicates the anomaly degree between the observed dataset
and the reference dataset. For example, there are 10 datasets (data10 is the anoma-
ly) and each dataset with 36 timestamps as shown in Figure 4.4(a). The P-value
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Figure 4.3: Anomaly degree measurement: VOI vs. p-value.
is represented by the Y-axis, while the timestamp is represented by the X-axis.
However, if we use the P-values representation as shown in Figure 4.4, we cannot
recognize the anomaly (i.e., data10) very clearly; that is, the abnormal dataset can-
not be easily separated from normal datasets. In order to make the results more
explicit and visible, we define a new concept in Definition 4.1.
Definition 4.1 Visible Outlier Index (VOI). VOI is used to describe an abnor-
mal level of traffic on a road by
V OI = |log(pvalue)|, (4.5)
where pvalue is computed by KS-test [Knuth 2014].
Figure 4.4(b) shows that transforming P-value into the proposed VOI makes the
traffic anomalies more visible and effective than using P-values (as shown in Figure
4.4(a)) to identify them. The results in Figure 4.4(b) show that the VOI is an
effective means of detecting traffic anomalies. We now explain why VOIs are better
than P-values for capturing the abnormal levels. Using examples in Figure 4.3,
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Figure 4.4: An example anomaly cannot be detected by p-value but can be detected
by VOI.
Figure 4.3 shows three examples with different abnormal levels. we can see that
the smaller the P-value, the more abnormal the tested curve (i.e., the greater the
difference from the reference curve). However, P-values cannot capture the abnormal
level; for example, the P-values in Figure 4.3(b) and 4.3(c) are very small, but it is
hard to quantify the abnormality. On the contrary, the greater the VOI, the more
abnormal the tested curve, so, we can use VOI to denote the abnormal level; we can
see in Figure 4.3(b) and 4.3(c) that using VOI=14.55 and VOI=3.9227 respectively
to denote the abnormal levels is consistent with the manual analysis of the difference
of visual curves (tested curve vs. reference curve).
4.2.2 Meshed Spatiotemporal Neighborhoods
As we mentioned before, the trajectory of a vehicle is a sequence of location record-
s continuously captured by the vehicles’ GPS devices. A location is represented
as {lon, lat, timestamp, speed}, the longitude, latitude and speed of the vehicle at
time, timestamp. Grids are widely used for the analysis of trajectories [Li et al.
2015b]. In the spatial dimension, in order to gain insight into the traffic dynamics
of the whole city, we partition the road networks by dividing the city area into small
and uniform regions. If we select lon=0.005 and lat=0.004 as criteria, each region
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represents an approximate 500m×500m region. For example, given a region, A, all
trajectory pieces of a large number of moving objects covered by this region are
extracted from the GPS trajectory dataset. In the temporal dimension, each hour
is divided into uniform time bins; each bin spans δ mins (e.g., 5 mins). Thus, we
can get a matrix dataset for each time bin on each day, which consists of the traffic
data of all spatiotemporal partitions in different regions and in the time bins of the
day.
In specific applications, the partition parameters of time and space can be set to
various values according to different requirements. Note that the proposed method
is a general solution to work in any spatial partitioning of the road network (such as
partitioning into road links [Lan et al. 2014], dividing city areas using main roads
[Pang et al. 2013] and using a road network Voronoi diagram [Ding et al. 2017]),
and in any temporal partitioning of the time (with different sizes of time bins).
A link’s traffic flow can be estimated from its neighbor road segments and its his-
torical data in the last n time bin [Lan et al. 2014]. Based on this principle, we
define a new concept as follows:
Definition 4.2 Meshed Spatiotemporal Neighborhoods. Given a region cell,
R, its spatial temporal neighborhoods at t+ 1 moment comprise two parts:
1) The spatial neighborhoods including all grid cells directly reachable to cell R,
denoted by m, and
2) The temporal neighbor (including the historical dataset) at a series of previous
time bins: t, t− 1, ..., t− (n− 1).
Our definition of spatial neighborhood, which is an arbitrary-shaped area in a red
polygon as shown in Figure 4.2, is different from the neighborhood defined in [Lan
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et al. 2014] in two aspects: First, instead of modeling all the adjacent road segments
as the neighborhood in [Lan et al. 2014], we model the neighborhood of a region
using grid cells. According to Definition 4.2, we can easily calculate all the grid
cells reachable to the target region cell as the spatiotemporal neighborhoods of
a region using the trajectory dataset. We plot some examples of spatiotemporal
neighborhoods for regions A as shown in Figure 4.5(b); yellow grid cells are the
region A (in Figure 4.5(a) and (b)) and light blue grid cells are their spatiotemporal
neighborhoods, while dark blue grid cells are irrelevant regions. Figure 4.5(b) shows
different shapes of neighborhoods at different time bins of region A. The advantage
of using grid cells to denote neighborhoods is that we do not need to know the traffic
road networks - the trajectory dataset is enough; this is more flexible and enables
broader applications.
Second, instead of using the same weights to denote the impact for all the adjacent
road segments, we learn different weights for different grid cells in the neighborhoods
from historical data using learning models such as Neural Network (NN) [Kumar
et al. 2013] [Tian and Pan 2015], Logistic Regression (LR) [Basso et al. 2018] and
Support Vector Machine (SVM) [Cortes and Vapnik 1995]. So, theoretically, our
neighborhood modeling can capture more accurate impact from different grid cells
than methods based on the same weights and thus predict more accurately based
on spatiotemporal neighborhoods.
We develop a Finding Meshed Spatial Neighborhoods algorithm for a given region
R in time bin T in Algorithm 2.
In Algorithm 2, all vehicles passingR at time bin T are collected in a set, vehicleIDR,T .
Then, in the two-level loops, all grid cells visited during [T − 1,T ] by any vehicles
in vehicleIDR,T are recorded in a set, STNeighborR,T .
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Algorithm 2 Finding Meshed Spatial Neighborhoods
Input: a given region R, a given time bin T .
Output: STNeighborR,T .
STNeighborR,T = ∅;
Initial vehicleIDR,T ;
vehicleIDR,T ← all vehicle ID in R at T ;
for each vIDi ∈ vehicleIDR,T do
tneighbor ← all cells where vIDi visits during [T − 1, T ]);
for each subneighborj ∈tneighbor do
if subneighborj is a new neighbor then
add subneighborj to STNeighborR,T ;
end
j = j + 1
end
i = i + 1
end
return STNeighborR,T ;
4.3 The Visible Outlier Indexes and Meshed
Spatiotemporal Neighborhood (VOIMSN)
Method
We provide a new VOI prediction model shown in Figure 4.5. The input of our
VOIMSN methods is the historical data in both spatial and temporal neighborhoods,
which are the VOIs of both the spatial neighborhoods at time bin t and the temporal
neighborhoods from time bins t to t− (n− 1) to predict its VOI value at t+ 1. The
spatial neighborhood is an arbitrary-shaped area, in which any location is reachable
to the given location with a certain time along with the road network. To easily
represent such an arbitrary-shaped area, we mesh it into fixed-size grid cells and
calculate the VOI of each cell using the relevant GPS trajectory segments. In the
temporal neighborhood, we calculate the last n VOIs of the given location and select
the optimal value of n based on extensive experiments.
We assume that all VOIs in the spatiotemporal neighborhoods of an observed link
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Figure 4.5: Using known VOIs in the spatiotemporal neighborhood to predict region
A’s VOI at t+ 1.
can transmit k VOIs with different weights to the observed link, where k = m+ n,
m is the number of cells in the spatial neighborhood and n is the number of the
last time bin as shown in Figure 4.6. The different weights of the cells in the above
spatial and temporal neighborhoods are learnt from historical data using typical
learning models (e.g., NN, LR and SVM). These weights are relatively stable and
can be learned from the historical data.
4.4 Experimental Study
In this section, we evaluate the effectiveness of VOIMSN in two aspects: (1) demon-
strating that VOI (i.e., abnormal level) based traffic anomaly prediction is better
than traffic-indicator based approaches (traffic-flow based and speed based); (2)
demonstrating the exact relevant meshed spatiotemporal neighborhood (MSN) is
better than the fixed-size based method [Chen et al. 2016] for predicting VOIs.
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We present the experimental setup in Section 4.4.1, discuss the optimal settings of
VOIMSN in Section 4.4.2 and demonstrate the effectiveness of VOIMSN in Section
4.4.3.
4.4.1 Experimental Setup
We used a real-world trajectory dataset with 2.5 billion data points collected from
27,266 taxis between 01/12/2014 and 31/12/2014 in Shenzhen City, China. Each
trajectory data point was sampled every 15-30 seconds. In our experiment, the city
area was partitioned into 3,780 (90×42) meshed regions, each region represented an
approximate 500m×500m area. The time was partitioned uniformly into 8,928 (i.e.,
12 time bins per hour with 5 minutes each) time bins for each meshed region. We
used 80% of the data as the training data for each meshed region, and the remaining
20% of the data as the validation data to verify the effectiveness of our method. All
experiments were conducted on a PC with 64-bit Windows 10, 8GB RAM and Inter
CPU i7-4790@ 3.60GHz. The algorithms were implemented by Matlab and Python.
4.4.2 The Optimal Settings of VOIMSN
The VOIMSN method is based on the learning model, and there are two important
parameters to consider because they directly determine the performance of the pre-
diction model. The first parameter is the size of grid cells for spatial neighborhoods,
which is the input data of the model. Another parameter is a learning model for
prediction. In the following series of experiments, we will optimal values of the two
parameters.
Optimal Size of Grid Cells for Spatial Neighborhoods
For a comprehensive analysis of the spatial neighborhoods, we have calculated the
number of meshed spatiotemporal neighborhoods for each region of the whole city
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area. Figure 4.6(a) shows the distribution of regions according to the number of
their spatial neighborhoods. It is clear that some regions with less than 10 spatial
neighbors belong to the rural area (in dark blue) as shown in Figure 4.6(b). In the
inner-city area that we are most concerned about, almost all regions have more than
40 spatial neighborhoods (shown in Figure 4.6(b) in green); some regions covered
by main roads (marked in yellow) have more than 80 spatial neighborhoods. This
distribution map is similar to the urban road network and the number of cells in
a spatial neighborhood is closely related to the connected road networks. Figure
4.7 is the traffic anomaly heat map of the observed area between 01/12/2014 and
31/12/2014 in Shenzhen City, China. Each grid region is represented by a different
color according to the value of the abnormal level over the period. It can be seen
from Figure 4.7 that traffic anomalies usually occur in the downtown area of the
city and around the main roads.
Optimal Learning Model
We use three typical machine learning models, Neural Network (NN), Logistic Re-
gression (LR) and Support Vector Machine (SVM), to run our proposed VOIMSN
method separately. All are based on VOI with Meshed Spatiotemporal Neighbor-
hoods (MSN) as input. Note that we use a three-layer feedforward Neural Network
with the number of neurons in the hidden layer is 40 in this experiment. We use
historical data in the last n time bins as the temporal neighborhoods for the learning
model, and find that the optimal number of time bins is n=4(20min). Mean absolute
Error(MAE), Mean Squared Error(MSE) and Root Mean Squared Error(RMSE) are
used to evaluate these models. As shown in Table 4.2, the overall trend is that LR
outperforms NN and SVM on all three metrics. SVM performs the worst, with great
prediction errors, because SVM is too coarse due to only grouping data into two
classes (abnormal and normal). NN is also worse than LR for VOI prediction, since
it may result in overfitting. So, the MAE of LR is reduced to 75% of NN, the MSE
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Figure 4.6: Spatiotemporal neighborhoods, Shenzhen city, 01-31/12/2014.
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Figure 4.7: Traffic anomaly heat map of the observed area.
VOIMSN(NN) VOIMSN(LR) VOIMSN(SVM)
MAE 0.0220 0.0166 0.1586
MSE 0.0021 0.0014 0.0892
RMSE 0.0403 0.0312 0.2735
Table 4.1: Error rates of different learning models in the proposed VOIMSN.
of LR is only 67% of NN and the RMSE of LR is around 77% of NN.
4.4.3 Effectiveness of the Proposed VOIMSN Method
In this subsection, the effectiveness of the VOIMSN method is evaluated in terms
of precision, recall, accuracy and F1-score from two experiments. In the first exper-
iment, we demonstrate that VOI is better than two traffic indicators (traffic flow
and average speed). In the second experiment, we demonstrate that meshed spatial-
temporal neighborhood (MSN) is better than fixed size neighborhood for anomaly
prediction.
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Figure 4.8: VOIMSN vs. traffic-indicator based methods.
Effectiveness of VOI
We evaluate the proposed abnormal level measurement, VOI, by comparing it with
two traffic-indicator based methods (traffic-flow based and speed based) as shown
in Figure 4.8. We can see from Figure 4.8 that VOIMSN outperforms both traffic-
flow based and speed based methods on all four metrics (precision, recall, accuracy
and F1-score). While keeping slightly higher accuracy (95%) and greatly increased
precision (89%), VOIMSN obtains far more recall (66%) than those of the traffic-
flow based method (17%) and the speed based method (9%). The traffic-flow based
method is ranked second in recall, accuracy and F1-score, but its recall is only
around 1/4 that of VOIMSN and its F1-score is only around 1/3 of VOIMSN. The
precision of the speed based method (67%) is greater than that of the traffic-flow
based method (42%), but still 22 percentage points less than that of VOIMSN (89%).
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Effectiveness of the Meshed Spatiotemporal Neighborhoods
Our VOIMSN method uses the exact relevant MSNs to predict VOIs. The fixed-size
based method [Chen et al. 2016] adopts a deep learning model (SdAE) and the input
of the learning model is historical data in a rectangle area with (2p+1)×(2p+1) grid
cells. We find the optimal setting is p=3 (equals 49 cells) for our experiments. Now
we compare our optimal VOIMSN (using LR learning model and historical data in
last n=4 time bins) with the optimal fixed-size method (setting p=3) for predicting
VOIs.
Figure 4.9 shows that VOIMSN outperforms the fixed-size based method in [Chen
et al. 2016] in terms of all four metrics (precision, recall, accuracy and F1-score).
Significantly, VOIMSN achieves a precision of 89%, while the fixed-size method only
reaches a precision of 73%. VOIMSN also performs better in recall (66%) and F1-
score (76%) than the fixed-size method (57% and 64%, respectively). Both methods
achieve very good accuracy, but VOIMSN is slightly (1%) better than the fixed-size
method (94%).
There are two types of errors in VOI prediction: false positive (which wrongly
indicates the presence of an anomaly when in reality it is not present) and false
negative (which improperly indicates no presence of an anomaly when in reality it
is present). We use examples in Figure 4.10 to explain how VOIMSN reduces the
two types of errors for VOI prediction. The X-axis is the time bin and the Y-axis
is the normalized VOI value.
From Figure 4.10(a), we can see that P1’ (predicted by the proposed method) is
very close to P0’ (the ground truth); this means the proposed VOIMSN method can
predict a very accurate VOI, But P2’ (predicted by the fixed-size based method)
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Figure 4.9: VOIMSN vs. fixed-size based method [Chen et al. 2016].
is far away from P0’, the real value; this incurs a false positive prediction of an
anomaly. In Figure 4.10(b), P0 (the ground truth) shows an anomaly occurs at time
bin 1,039 and P1 (predicted by the proposed method), very close to P0, correctly
captures this anomaly. However, P2 (predicted by the fixed-size based method) is a
value lower than the threshold line; this means the fixed-size based method produces
a false negative anomaly prediction, that is, it misses a real traffic anomaly.
In summary, the proposed VOIMSN method achieves effectiveness in predicting
traffic anomalies, that is superior to both traffic-indicator based methods (speed
based and traffic-flow based) and the fixed-size based method. In addiction, LR is
a better learning model than NN or SVM for predicting VOIs.
4.5 Summary
In this chapter, we provide a cognitive approach, VOIMSN [Huang et al. submitted
on Feb. 20, 2019], to predict traffic anomalies from trajectories. The VOIMSN
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Figure 4.10: VOIMSN reduces two types of errors for VOI prediction.
74 (October 17, 2019)
SECTION 4.5: SUMMARY
comprises two new techniques: Visible Outlier Indexes (VOIs) and Meshed Spa-
tiotemporal Neighborhoods (MSN). Using VOIs that measure the abnormal levels
directly is demonstrated to outperform the use of traffic indicators (such as speeds
and traffic flows) for traffic anomaly prediction, while the proposed exact relevant
MSN exceeds the fixed-size spatial neighborhood in terms of prediction and accu-
racy. Also, we have discovered that logistic regression performs better than neural
network or support vector machine methods for VOI prediction.
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CHAPTER 5
Finding Root Cause of Traffic
Anomalies by Uneven Diffusion
Model
As discussed in Chapter 1, critical traffic anomalies have the ability to spread anoma-
lies to the surrounding roads. That is, it may lead to chaos in traffic from a point
location to a road segment, and even to an area. In this chapter, we focus on the root
cause analysis of traffic anomalies using the uneven diffusion model. Specifically,
the root cause is located at the road segment where the very original traffic anomaly
occurs due to local incidents, such as traffic accidents or social events. That is the
critical traffic anomaly we are looking for. The existing methods for traffic anoma-
ly root cause analysis detect all traffic anomalies first and then apply, implicitly
or explicitly, specified causal propagation rules to infer the root cause. However,
these methods require reliable detection techniques to accurately identify all traffic
anomalies and extensive domain knowledge of city traffic to specify plausible causal
propagation rules in road networks.
In contrast, this chapter proposes an innovative and integrated root cause analysis
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method [Huang et al. 2019a]. The proposed method is featured by 1) defining a
visible outlier index as the probabilistic indicator of traffic anomalies /disturbances
and 2) automatically learning spatiotemporal causal relationship from historical da-
ta to build an uneven diffusion model for root cause analysis.
This chapter is organized as follows. In Section 5.1, we introduce the background
and overview the proposed method. In Section 5.2, we present the probability-based
traffic anomaly indicators. In Section 5.3, we propose the uneven diffusion model.
In Section 5.4, we provide a novel method of root cause analysis. In Section 5.5,
we demonstrate the accuracy and effectiveness of our method. In Section 5.6, we
provide a summary of this chapter.
5.1 Introduction
Detection and analysis of traffic anomalies are important for the development of
intelligent transportation systems. In particular, the root causes of traffic anomalies
in road networks as well as their propagation and influence to the surrounding areas
are highly meaningful. The root cause analysis of traffic anomalies aims to identify
those road segments, where the traffic anomalies are detected by the traffic statuses
significantly deviating from the usual condition and are originated due to incidents
occurring in those roads such as traffic accidents or social events.
Most existing approaches are based on the analysis of detected anomalous links
or regions. They typically comprise two steps. First, a certain method is used
to detect traffic anomalies. Then the spatiotemporal interrelationships between
the detected traffic anomalies are analyzed following implicitly or explicitly defined
causal propagation rules to track back to the road segment where the very original
traffic anomaly occurs due to local incidents, such as traffic accidents or social events.
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However, there are shortcomings in both of the two steps which together undermine
the effectiveness of root causal analysis.
The first step is to detect traffic anomalies. Unfortunately, no method can accurately
detect all traffic anomalies since traffic anomaly detection is a probabilistic problem.
The traffic situation in a road segment (or in a region) is considered anomalous if
a traffic indicator, such as traffic flow (i.e., the number of vehicles passing per
time unit) or average traffic speed, deviates from the normal value in history. A
threshold is required to determine whether the deviation is significant or not. In the
second step, existing methods require implicit or explicit rules of causal propagation
between traffic anomalies in road network. However, no universal rule can be applied
in all situations due to the inhomogeneity of traffic on different road segments and
time periods. For example, some road segments have a large amount of traffic flow
while other road segments have a small amount of traffic flow; a traffic anomaly may
influence one nearby road segment much more significantly than other nearby road
segments in the morning but not in the afternoon. To understand the differences,
extensive domain knowledge of both road networks and traffic on them across the
entire city is required.
To overcome these shortcomings, we propose an innovative and integrated root
cause analysis of traffic anomalies method. First, we define a Visible Ourlier Index
(VOI) which represents the possibility of the traffic anomaly occurring in a road
segment (or in a region) at a certain time bin. And then the expected VOI in each
region at the current time bin is estimated using the VOIs of its neighborhoods
and itself in the past time bin using an Uneven Diffusion Model, which learns the
causal propagation of traffic anomalies in road networks from historical data. By
comparing the expected VOI and the true VOI observed, if the difference is notable,
the traffic anomaly originated by local incidents such as traffic accidents or social
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events can be identified. The original traffic anomaly may propagate to surrounding
parts of road networks and cause more traffic anomalies such that they are called
root cause.
5.2 Probability-based Traffic Anomaly Indicators
We use the same scheme as in Chapter 4 to divide spatial and temporal dimensions,
described as follows. The trajectory of a vehicle is a sequence of location record-
s continuously captured by the GPS devices equipped on the vehicle. A location
record is represented as <lon, lat, timestamp, speed >, where (lon, lat) and speed
are longitude, latitude and speed of the vehicle at time timestamp. In order to
gain insight into the traffic dynamics of the whole city, we partition the road net-
works by dividing the city area into small and uniform regions. For example, if we
select lon=0.005 and lat=0.004 as a criterion to divide, each region represents an
approximate 500m×500m region. In temporal dimension, each hour is divided into
uniform time bins where each bin spans δ mins (e.g., 5 mins or 20 mins). For each
spatiotemporal partition, the traffic condition can be extracted using the trajectory
data falling in the partition.
There are different ways of partition in the context of specific applications, for ex-
ample, partition by road links [Lan et al. 2014], or by dividing city areas using main
road segments [Pang et al. 2013], or using road network Voronoi diagram [Ding et al.
2017]. Note the city area partition method and the time bin span are independent
of the root cause analysis proposed in this study. That is, the proposed solution in
this chapter works no matter how the road networks are partitioned.
The traffic situation is measured by VOIs based on speed distribution proposed in
Chapter 4. Note that VOI is the rescaled pvalue of KS-test. The value of pvalue is
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in the range of [0,1] and the value of VOI is in the range of [0,∞]. Changing the
scale is for the following reason. Only when pvalue is very close to 0 (typically [0,
0.05]), it is regarded as an unusual situation. So, the difference between pvalues when
they are very closer to 0 is particularly important and will be used in the following
processing. After rescaling, VOI can properly capture any change in this range.
5.3 Uneven Diffusion Model
Chapter 4 already details the calculation of VOIs and predicting traffic anomalies
using VOIs. In this chapter, the traffic situation is also measured by VOIs based
on speed distribution. Note that VOI is the rescaled pvalue of KS-test. The value of
pvalue is in the range of [0,1] and the value of VOI is in the range of [0,∞]. Changing
the scale is for the following reason. Only when pvalue is very close to 0 (typically
[0, 0.05]), it is regarded as an unusual situation. So, the difference between pvalues
when they are very closer to 0 is particularly important and will be used in the
following processing. After rescaling, VOI can properly capture any change in this
range.
5.3.1 Traffic Spatiotemporal neighborhoods
Through road networks in a city, it takes time for a vehicle to move from a region to
a neighboring region. Likewise, a traffic disturbance in one region propagates pro-
gressively and eventually causes other traffic disturbances in nearby regions after a
period of time. Recall that we define a concept of meshed spatiotemporal neighbor-
hoods (see Definition 4.2) to capture the historical neighborhood context that can
impact an anomaly. In this chapter, we refine Definition 4.2 by a more immediate
neighborhood context (considering only historical data in t− 1) in Definition 5.1.
Definition 5.1 Traffic Spatiotemporal Neighborhoods. Given a road segment
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Figure 5.1: An example of traffic spatiotemporal neighborhoods.
A in road networks, A’s traffic spatiotemporal neighborhoods at time bin t are all
regions from which vehicles in one time bin can reach A by driving through road
networks in time bin t− 1.
Note that the traffic spatiotemporal neighborhoods of region A include region A it-
self. An example of traffic spatiotemporal neighborhoods is illustrated in the Figure
5.1. For region A at time bin t, its traffic spatiotemporal neighborhoods are marked
in blue. For region B at time bin t, its spatiotemporal neighborhoods is marked in
green. If the traffic situations in region A’s traffic spatiotemporal neighborhoods in
the past time bin t − 1 are known, the traffic situation of region A in time bin t
should be able to be predicted accurately if no incident like traffic accident happens
in region A in time bin t, so does region B.
For the same region, the propagation pattern of traffic disturbances from traffic spa-
tiotemporal neighborhoods is considered relatively stable. So, training the Uneven
Diffusion Model using historical data is possible to learn the propagation pattern
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from spatiotemporal neighborhoods. An example is illustrated in Figure 5.2. Giv-
en a region A at a time bin t, the traffic disturbances of A’s traffic spatiotemporal
neighborhoods at time bin t − 1 are represented as V OIs(RA, t − 1). The value of
V OI in one neighboring region is greater, the greater the traffic disturbances and
thus more impact to region A. Let the traffic disturbance of region A at time bin
t be V OI(A, t). The Uneven Diffusion Model function D can be used to predict
V OI(A, t) using V OIs(RA, t− 1).
V OI(A, t) = D(V OIs(RA, t− 1)) (5.1)
Clearly, for different regions, the propagation patterns of traffic disturbances from
their traffic spatiotemporal neighborhoods are intrinsically different because the un-
derlying road networks in different regions have different topology. For region B as
shown Figure 5.1, the traffic disturbance of region B at time bin t is represented by
V OI(B, t) which can be estimated by traffic disturbances of its traffic spatiotempo-
ral neighborhoods, i.e., V OIs(RB, t − 1). Note that it requires to train a different
Uneven diffusion Model for region B.
5.3.2 Deep Learning Architecture
For region A, we learn the traffic disturbance propagation pattern in road networks
using the Uneven Diffusion Model so as to predict VOI of region A at the next time
bin. A deep learning network is adopted. Actually, there are varieties of traffic
prediction approaches that have been proposed, including traffic status prediction
(e.g. traffic flow [Kumar et al. 2013] [Chen 2017] [Tian and Pan 2015], traffic speed
[Jiang and Fei 2015] [Ma et al. 2015]), anomaly relevant information prediction [Yu
et al. 2016] [Sameen and Pradhan 2017] and anomalous level prediction [Chen et al.
2016]. In these studies, the advantage of Neural Network and Deep Learning have
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Figure 5.2: The matrix of spatiotemporal neighborhoods as the input of the uneven
diffusion model.
been acknowledged in prediction performance.
Deep learning is a muti-layer neural network and abstracts the input data into a
series of feature data (hidden layers) and then maps to the specified output. It
typically uses unsupervised or semi-supervised feature learning and hierarchical fea-
ture extraction algorithm to obtain the relationship between input and correspond-
ing output. The major improvement of the deep network comprises the following
stages. Hinton et al. proposed a greedy learning algorithm for Deep Belief Net-
works (DBN) in 2006 [Hinton et al. 2006]. A classical DBN consists of several RBM
(Restricted Boltzmann Machines) layer and a BP (Back Propagation) layer. Bengio
et al. developed an unsupervised pre-training algorithm and Stacked Auto-Encoder
(SAE) model which uses auto-encoder instead of RBM as a layer building block
for deep networks [Bengio et al. 2007]. They have also proved its effectiveness. In
this chapter, we use the deep learning architecture with SAE to build the Uneven
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Diffusion Model illustrated in Figure 5.3. Inputs of the model are the VOIs of traffic
spatiotemporal neighborhoods at the previous time bin, and outputs of the model
are the VOI of the target region at current time bin.
Stacked Auto-Encoder (SAE)
SAE is a stack of autoencoders and it is the important components of the mod-
el. An autoencoder is a network structure which usually has one input layer, one
hidden layer and one output layer as shown in Figure 5.3 (marked in red). For ex-
ample, there is a sample X = x1, x2, x3, · · · , xn. First, X as input maps to a hidden
representation H according to Eq. 5.2. This process is known as encoder procedure.
H = f(W1X + b1) (5.2)
where W1 is a weight matrix and b1 is an encoding bias vector. We consider function
f(x) as logistic sigmoid function (i.e., 1
1+exp(−x)). And then, H is used to reconstruct
X ′ according to Eq. 5.3,
X ′ = g(W2H + b2) (5.3)
where W2 is decoding weight matrix and b2 is decoding bias vector. This process
is called decoder procedure. The model parameters can be obtained by minimizing
reconstruction error between X and X ′ (such as sum of squared errors). In fact,
only some of the parameters of autocoders are used in the SAE model (marked in
red rectangle in Figure 5.3), i.e., W1, b1 and b2. That is, the output of the previous
layer of autoencoder is used as the input of the next layer of autoencoder.
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Figure 5.3: Training uneven diffusion model for region A.
The Training Algorithm
As shown in Figure 5.3, the training process of the model is essential. The implicit
relationship between the target region and its spatiotemporal neighborhoods can
be captured. The VOIs of spatiotemporal neighborhoods at the previous time bin
is the input while the VOI of the corresponding region at the current time bin
is the output. At the output of the deep learning architecture, Back Propagation
(BP) is adapted to adjust the error in order to optimize training. BP is a multi-
layer perceptron and can learn any complex function [Rumelhart et al. 1988]. The
greedy learning algorithm [Hinton et al. 2006], and the unsupervised pre-training
algorithm and the SAE mode [Bengio et al. 2007] make deep networks more efficient
after pre-training the network layer in a bottom-up way.
The training procedure is as follows:
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(1) Train the first layer in SAE as an autoencoder according to Eq. (5.2) and Eq.
(5.3) by minimizing the reconstruction error using the input data;
(2) Train each of the following layers in SAE as an autoencoder in order, where the
output of the previous layer is the input of the next layer;
(3) Feed the output of the last layer in SAE as the input of a predictor;
(4) Initialize the deep network using the weights obtained by training each lay-
er separately, and then fine-tune the parameters of the entire network in a
supervised way.
5.4 Root Cause Analysis
Given region A at time bin t, the root cause analysis aims to report whether there
are traffic anomalies due to occurrence of significant traffic disturbance in region A
at time bin t. Note that the originated traffic disturbance can be the consequence
of any irruptive city incidents like traffic accident or social events. Identifying the
types and characters of such city incidents behind traffic disturbance is an interest-
ing topic which requires analyzing additional information such as social media and
local news. But this is out of the scope of this study.
For each region, its Uneven Diffusion Model has been trained before being used for
prediction. The VOI at time bin t can be estimated by using VOIs of its spatiotem-
poral neighborhoods at time bin t − 1 as inputs of the uneven diffusion model. If
the predicted VOI in A is similar to the truly observed VOI in A at time bin t, there
is no root cause of traffic anomaly in region A at time bin t. It indicates one of the
two situations: (i) the traffic situation of A is normal, or (ii) the traffic disturbance
happens in A but it is caused by the traffic disturbances of spatiotemporal neigh-
borhoods. On the other hand, if the predicated VOI in A is significantly less than
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Algorithm 3 Finding root causes of traffic anomalies for region r during
(Tmin, Tmax)
Input: significant threshold α, region r.
Output: A set of root causes RC.
Initial RC
∆t← 5 mins
t← Tmin + ∆t
STN r ← r’s spatiotemporal neighborhoods
if D (r) is not trained then
training D (r)
else
while t < Tmax do
RV OIr,t ← V OI(r, t)
PV OIr,t ← D(V OIs(STN r, t−∆t))
if (RV OIr,t − PV OIr,t) > α then
RC ← RC ∪ (r, t)
end
t = t+ ∆t
end
end
the truly observed VOI in A at time bin t, it indicates that traffic disturbance of
noticeable level is originated in A at time bin t. The details are shown in Algorithm
3. The significant threshold α can be defined by users according to different aim-
s. Such originated traffic disturbance may propagate to surrounding regions in the
following time bins and thus it is the root cause of traffic disturbances. The root
cause analysis sorts regions in descending order in terms of the difference between
the predicated VOI and the truly observed VOI. The regions with higher difference
deserve more attention. Using the output of the root cause analysis, further anal-
ysis tasks can be performed such as the frequent patterns detection, the relation
between the time of a day and the occurrence of originated traffic disturbance, and
the propagation direction and path of traffic disturbance in road networks.
An example is shown in Figure 5.4 and Figure 5.5, where the regions are marked
in different colors to represent the VOIs in corresponding regions. In Figure 5.4,
the predicted VOIs of regions at time bin t are shown using the trained Uneven
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Diffusion Model based on the VOIs of their traffic spatiotemporal neighborhoods.
In Figure 5.5, the truly observed VOIs of regions at time bin t are presented.
Figure 5.4: Predicted VOIs at time bin t.
Note that the truly observed VOIs of both region A and B are high as shown in
Figure 5.5. It means region A has a significant traffic disturbance, so does region B.
Comparing the predicted VOI and the truly observed VOI in region A, the difference
is trivial, it means the disturbance of region A is mainly due to the traffic distur-
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Figure 5.5: Truly observed VOIs at time bin t.
bances from traffic spatiotemporal neighborhoods at time bin t − 1. In contrast,
comparing the predicted VOI and the truly observed VOI in region B, the differ-
ence is significant. It means the traffic disturbance is mainly originated in region B
at time bin t. Compared with region B, the predicted VOI and the truly observed
VOI in region C differs much more significantly. It reveals that more significant
traffic disturbance is originated in region C at time bin t.
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In addition to the distribution of VOIs in city, the contour of traffic disturbance is
generated as shown in Figure 5.4 and Figure 5.5 by connecting neighboring regions
with the equal value. The contours give a better understanding how traffic distur-
bances diffuse to surrounding regions smoothly. It is worthy to point out that, to
understand what have happened in the road segments in region C and region B, it
is straightforward to partition road networks by road segments instead of regions.
Also, the time bin can be split into finer granularity. The same methodology can be
applied without any adaption to detect the road segment and the time bin where
traffic disturbance is originated.
5.5 Experimental Study
All experiments have been conducted on a PC with 64-bit Windows 7, 8GB RAM
and Intel CPU i7-4790 @ 3.60GHz. The algorithms are implemented by Matlab and
Python. We use a real-world trajectory dataset with total of 2.5 billion data points
from 27,266 taxis during 01/12/2014 - 31/12/2014 in Shenzhen City, China. Each
trajectory data point is sampled every 15-30 seconds. In the experiment, the time is
partitioned uniformly into 12 time bins per hour with 5mins each. The geographical
area of Shenzhen City studied in this chapter is [113:75’E - 114:64’E] and [22:44’N -
22:85’N]. We divide the city area into 42×90 regions of equal size where each region
spans 0.01 in latitude and 0.01 in longitude. For every region at every time bin,
the location records are extracted from trajectory data and the VOI is computed.
Among all regions and time bins, 80% are selected as the training dataset of Uneven
Diffusion Model, and remaining 20% as the testing dataset.
5.5.1 Performance Evaluation
In this section, we test the performance of the proposed Uneven Diffusion Model,
i.e., SAE+BP. by comparing with other three models: (i) SdAE model which is
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proposed in [Chen et al. 2016] using Stack denoise Autoencoder to form a deep ar-
chitecture, (ii) Back-propagation Neural Network (BP NN) which is a classic neural
network model and is developed in [Rumelhart et al. 1988], and (iii) SAECLR model
which is a SAE network with a logistic regression layer on top of the network [Duan
et al. 2016]. The performance metrics are mean absolute error (MAE) (see Eq. 5.4),
mean relative error (MRE) (see Eq. 5.5) and root mean square error (RMSE) (see
Eq. 5.6) which are defined below:
MAE =
1
n
n∑
i=1
|yi − ŷi| (5.4)
MRE =
1
n
n∑
i=1
|yi − ŷi|
yi
(5.5)
RMSE = (
1
n
n∑
i=1
|yi − ŷi|2
yi
)
1
2 (5.6)
VOI Prediction
The test results are presented in Table 5.1. It is clear that SAE+BP outperforms
other models in all three metrics. Although BP NN is generally an effective learning
model, there is a relatively high prediction error. Compared to other models, BP NN
has the worst performance. SAE+LR uses SAE network plus a logistic regression
layer. It is slightly better than BP NN, but not as good as SdAE which uses stacked
denoise autoencoder to form deep networks. Denoise autoencoder is characterized
by filtering values of some layers by a certain probability.
In Figure 5.6 and Figure 5.7, the contour contrastive diagram of VOI predicted
using different models (SdAE, BP NN, SAE+LR and SAE+BP) for a small region
in Shenzheng City and the ground truth are illustrated respectively. We can observe
that the predicted VOIs using SAE+BP model are almost the same as the ground
truth. It is followed by SdAE where minor errors occur. While many disturbances
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Table 5.1: Predicted values.
MAE MRE RMSE
SAE+BP 0.0273 3.7406 0.0470
SdAE model [Chen
et al. 2016]
0.0315 4.2172 0.0499
SAE+LR [Lv et al.
2014]
0.0399 5.0566 0.0712
BP NN [Rumelhart
et al. 1988]
0.0417 6.5072 0.0622
Figure 5.6: Predicted VOIs in one area of Shenzheng city.
can be predicted by SAE+LR, there are many false reports. BP NN has the worst
performance.
Comparison with Heat Diffusion Model
We compare our Uneven Diffusion Model with the heat diffusion model [Lan et al.
2014] which is the most relevant study to this work. To be fair in comparison,
the traffic anomaly detection in [Lan et al. 2014] is skipped over since parameter
settings in the detection may lead to a different set of traffic anomalies. That is, both
Uneven Diffusion Model and the heat diffusion model use VOIs observed a time bin
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Figure 5.7: Predicted VOIs in another area of Shenzhen city.
to predict the VOI at the next time bin; and compare the predicted VOI against the
truly observed VOI to figure out where the originated traffic disturbances occurs.
For this test, we manually identify 100 regions where originated traffic disturbances
happened as the ground truth. The evaluation metrics include precision, recall,
accuracy and F1-score. The test results are shown in Figure 5.8. It is unsurprised
that Uneven Diffusion Model dominates the heat diffusion model. While Uneven
Diffusion Model learns traffic disturbance propagation from historical data to fit the
situations in different locations and orientations in road network, the heat diffusion
model directly applies uniform propagation pattern everywhere across the city.
5.5.2 Case Study
Three scenarios have been closely investigated on 07/12/2014 in Shenzheng City
which is the day of Shenzhen International Marathon. Shenzhen International
Marathon is held at Shennan Road in Shenzhen City at 8:00 - 14:00. As a mas-
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Figure 5.8: Comparison with heat diffusion model [Lan et al. 2014].
sive event, it impacts the city traffic widely and significantly due to temporal road
controls in many parts of the city. That is, we can observe many significant traffic
disturbances and they are mainly caused due to the road controls. Using the case s-
tudies, the proposed root cause analysis solution is tested to report where significant
traffic disturbances are originated.
Scenario One
The first scenario is in time bin 08:00 - 08:05 of the day. As shown in Figure 5.9, the
red dots indicate the starting/ending locations of the Marathon, i.e., Shenzhen City
Civic Center. The red line with arrows indicates the Marathon route and direction
to the Return point, i.e., Nantou Middle School. Figure 5.9 shows two regions
with traffic disturbances originated in time bin 08:00 - 08:05 which are marked with
two white circles and denoted as Cause. The discovery can be well justified. The
two regions are next to the starting location of the Marathon. The traffic control
around this area begins before 08:00 and remains after 08:00. This naturally causes
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Figure 5.9: Scenario 1: causality analysis for traffic disturbance at 8:05 a.m. on
07/12/2014
unexpected traffic disturbances. Meanwhile, we can observe other areas along the
Marathon route mainly do not have traffic disturbance originated locally. This
situation can be justified by the sectional traffic control, i.e., the roads are closed
only when the runners are close.
Scenario Two
The second scenario is in time bin 09:05 - 09:10 of the day. As shown in Figure
5.10, two regions with traffic disturbances originated by local incidents have been
identified in the time bin. Similarly, they are marked with white circles. At the
same time, we notice that there are more other traffic disturbances compared to the
situation in time bin 08:00 - 08:05 as shown in Figure 5.9, but they are not originated
by local incidents in time bin 09:05 - 09:10. Instead, they are the consequence of
traffic disturbances of spatiotemporal neighborhoods in the past time bin. This can
be well justified by the actual situation where most marathoners in 09:05 - 09:10
were close to the Return point after running one hour. Around these areas, traffic
control applied and audiences aggregated originate new traffic disturbances.
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Figure 5.10: Scenario 2: causality analysis for traffic disturbance at 9:10 a.m. on
07/12/2014.
Scenario Three
The third scenario is in time bin 10:55 - 11:00 of the day. Figure 5.11 shows few
traffic disturbance has been identified and no new traffic disturbance originated by
local incidents. If we look closely, in the half of the Marathon in time bin 10:55 -
11:00, most traffic controls have been released. In particular, the day 07/12/2014 is
Sunday. The traffic in almost all areas comes back to regular situations. Only few
traffic disturbances can be observed around the ending point, but they are not new.
5.6 Summary
The understanding root cause of traffic disturbance in a city is a significant problem
because it provides the knowledge of traffic dynamics to the decision makers of
the transport department, and assists them to sharply grasp the key point, control
situations, and benefit long-term planning for the further development. By getting
over the shortcomings of the state of the arts, this study has provided innovative
solutions to represent the traffic disturbance instead of identifying traffic anomalies
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Figure 5.11: Scenario 3: causality analysis for traffic disturbance at 11:00 a.m. on
07/12/2014.
and propose the Uneven Diffusion Model to learn traffic disturbance propagation
rules from historical data. The robustness of the solutions has been verified by
extensive testing on a large real-world dataset and case studies. The originated
traffic disturbance can be the consequence of any irruptive city incidents like traffic
accidents or social events. Identifying the types and characters of such city incidents
behind traffic disturbances is an interesting topic.
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Conclusion
In this thesis, we discovered critical traffic anomalies from GPS trajectories to im-
prove understanding of urban traffic dynamics. The critical traffic anomalies satisfy
one of the following rules:
- infrequent and rare;
- unexpected and unpredictable;
- the root cause of traffic anomalies.
Accordingly, we have developed three methods to find critical traffic anomalies; each
satisfies one of the above sets of criteria.
First, we developed a technique for effectively identifying rare traffic
anomalies from general traffic conditions in GPS trajectory datasets.
We proposed a novel ASTJF method for identifying traffic anomalies by analyzing
spatial-temporal jam frequencies using SPCs in trajectories. In the ASTJF method,
SPCs that can extract the key information from a massive trajectory dataset is
used to overcome the sparsity and errors and detect accidental traffic anomalies.
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Also, we use arbitrary-shaped SPCs, discovered by DBSCAN, to locate the jams
exactly. SPCs provide detailed jam shapes and locations and are more accurate than
anomalies on roads, regions or links detected by existing methods. The accurate
representation of traffic jams by SPCs permits calculation of the jam frequencies
and thus the identification of rare traffic anomalies by low-frequency jams.
Thus, our ASTJF method has the following technical innovations:
• a novel SPCs that can extract important traffic congestion-related information
directly from the original trajectory data and pinpoint the exact location of
traffic anomalies;
• a new Adapted Hausdorff (AH) distance for measuring the similarity of two
SPCs and thus calculating the frequency of traffic jams; and
• use of the frequency of traffic jams captured by SPCs to separate emerging
traffic anomalies from general traffic anomalies.
Second, unexpected traffic anomalies can be identified effectively using
the significant differences between the predicted values and the real val-
ues of a location. The prediction traffic model is trained using historical data to
predict anomalous levels, which are compared with the real anomalous levels.
We have provided a novel VOIMSN method to predict anomalous levels of traffic
for each location from GPS trajectories. For the VOIMSN method, a new traffic
indicator, VOI, was developed based on the P-value of the KS-test to measure the
anomalous levels of traffic on each road. Theoretically, using the proposed VOI, a
traffic anomaly can be detected directly by setting a simple threshold for the mini-
mal VOI value for a traffic anomaly. VOI is better than existing methods of anomaly
detection, for two reasons. First, existing flow based anomaly detection and speed
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based anomaly detection [van Loon 2018] require the definition of an abnormal value
range for judging whether a traffic status is a traffic anomaly. Second, the abnormal
value ranges change dynamically with location and time.
Our VOIMSN method has the following technical innovations.
• A new VOI is defined to denote an abnormal level of traffic at a location. The
greater the VOI, the more abnormal the traffic. VOIs can be used to detect
traffic anomalies directly by setting an acceptable threshold. In contrast, speed
based and flow based predictions must predict a traffic status and then judge
whether this status is abnormal in a complicated traffic situation where it is
hard to set locally and dynamically changed threshold ranges.
• VOIMSN can automate the processing of all relevant data (including potential
anomalies), not just samples of past anomalies, using the abnormal scores
measured by VOIs.
• A specific relevant spatiotemporal neighborhood is defined to train the traffic
anomaly prediction model. The proposed relevant neighborhood in an exact
meshed polygon area, which screens the noise for prediction model training,
is theoretically more accurate than a fixed-size neighborhood within a rough
rectangle. Therefore, it can provide a complete and exact cognition of the
local traffic situation to improve the accuracy of traffic anomaly prediction.
Third, automatically learning the propagation and diffusion pattern of
traffic anomalies in the surrounding road network enables accurate dis-
covery of the root cause of traffic anomalies.
The proposed integrated root cause detection method uses VOI as the probabilistic
indicator of traffic anomalies and automatically learns spatiotemporal causal rela-
tionships from historical data to build an uneven diffusion model for detecting the
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root cause of anomalies.
This VOI-based root cause detection method has the following technical innovations:
• It overcomes the shortcomings of existing root cause analysis, which requires
additional manually collected knowledge to build the relationship between
traffic anomalies for root cause identification.
• The root cause of traffic anomalies is detected directly by comparing predict-
ed VOIs with real VOIs, and thus eliminates the need to detect all traffic
anomalies before causality analysis.
• The deep learning architecture model is used with an SAE to automatically
learn spatiotemporal causal relationships, based on which an uneven diffusion
model is built for analysis of traffic anomalies in different regions at different
time periods. As a result, the requirement for extensive domain knowledge of
road networks is minimized.
To conclude, we have conducted a comprehensive study of methods identifying crit-
ical traffic anomalies from three aspects and proposed several new concepts and
methods to improve the accuracy and precision of detection of critical traffic anoma-
lies. We conducted a series of experiments to demonstrate that these improvements
perform better than existing methods at detecting critical traffic anomalies, and
thus give a better understanding of urban traffic dynamics, which can be used to
improve traffic management and transport efficiency.
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