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Abstract
Suppose a graph G have n vertices, m edges, and t triangles. Letting λn(G) be the largest eigenvalue of
the Laplacian of G and μn(G) be the smallest eigenvalue of its adjacency matrix, we prove that
λn(G) 
2m2 − 3nt
m(n2 − 2m)n,
μn(G) 
3n3t − 4m3
nm(n2 − 2m)
with equality if and only if G is a regular complete multipartite graph.
Moreover, if G is Kr+1-free, then
λn(G) 
2mn
(r − 1)(n2 − 2m)
with equality if and only if G is a regular complete r-partite graph.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Our notation is standard (e.g., see [2,5]); in particular, G(n) stands for a graph of order n,
and G(n,m) stands for a graph of order n and size m. We write t (G) for the number of triangles
of a graph G, A(G) for its adjacency matrix, and D(G) for the diagonal matrix of its degree
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sequence. The Laplacian of G is defined as L(G) = D(G) − A(G). Given a graph G = G(n),
the eigenvalues ofA(G) areμ1(G)  · · ·  μn(G) and the eigenvalues ofL(G) are 0 = λ1(G) 
· · ·  λn(G).
In this note, we study how λn(G) and μn(G) depend on the number of certain subgraphs of
G. In [8] we showed that if r  2 and G is a Kr+1-free graph with n vertices and m edges, then
μn(G) < −2
r
(
2m
n2
)r
n. (1)
Here we prove a similar inequality for λn(G).
Theorem 1. If r  2 and G = G(n,m) is a Kr+1-free graph, then
λn(G) 
2mn
(r − 1)(n2 − 2m) (2)
with equality if and only if G is a regular complete r-partite graph.
We deduce Theorem 1 from more general results.
Theorem 2. If G = G(n,m), then
6nt (G)  (n + λn(G))
∑
u∈V (G)
d2(u) − 2nmλn(G) (3)
with equality if and only if G is a complete multipartite graph, and
λn(G) 
2m2 − 3nt (G)
m(n2 − 2m) n (4)
with equality if and only if G is a regular complete multipartite graph.
Inequality (4) suggests a similar inequality for μn(G).
Theorem 3. If G = G(n,m), then
μn(G) 
3n3t (G) − 4m3
nm(n2 − 2m) (5)
with equality if and only if G is a regular complete multipartite graph.
From Theorem 3 we effortlessly deduce results complementary to results of Serre, Li, and
Cioaba˘ (e.g., see [6] and its references). Note that these authors study regular graphs of fixed
degree and large order; in contrast, our results are meaningful for any graph G = G(n) with
average degree  n1/2. Here is an immediate consequence of Theorem 3.
Corollary 4. If 0  ε  1 and G = G(n,m) is a graph with t (G)  ε(m/n)3, then
μn(G)  −(1 − ε)4m
2
n3
.
In other words, graphs with small |μn(G)| abound in triangles. Likewise, graphs with small
|μn(G)| have cycles of all lengths up to O(m2/n3).
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Corollary 5. If 3  r  n/2 and a graph G = G(n,m) contains no cycle of length r, then
μn(G)  −4m
2
n3
+ 2(r − 3).
2. Proofs
For any vertex u, write (u) for the set of its neighbors, t (u) for the number of triangles
containing it, and t ′(u) for e(V (G)\(u)).
Proof of Theorem 2. It is known (e.g., see [3]) that for any partition V (G) = V1 ∪ V2,
λn(G) 
e(V1, V2)n
|V1||V2| . (6)
Therefore, for every u ∈ V (G) and partition V1 = (u), V2 = V (G)\(u),
λn(G)d(u)(n − d(u))  ne((u), V (G)\(u)). (7)
In view of∑
v∈(u)
d(v) = e((u), V (G)\(u)) + 2t (u),
summing (7) for all u ∈ V (G), we find that
λn(G)
∑
u∈V (G)
d(u)(n − d(u)) n
∑
u∈V (G)
∑
v∈(u)
d(v) − 2n
∑
u∈V (G)
2t (u)
= n
∑
u∈V (G)
d2(u) − 6nt (G),
and (3) follows. Now (4) follows from (3), in view of∑u∈V (G) d2(u)  4m2/n.
If equality holds in (3), then equality holds in (7) for every u ∈ V (G). Note that if equality
holds in (6), then all vertices from V2 are connected to the same number of vertices from V1 (for
a detailed proof of this result see, e.g., [4].) In our selection of V1 and V2 the vertex u is joined to
all vertices from (u), hence all vertices from V (G)\(u) are joined to all vertices from (u).
Consequently, G contains no induced subgraph of order 3 with exactly one edge; hence, G is
complete multipartite.
If equality holds in (4), then G is a complete multipartite graph; as∑u∈V (G) d2(u) = 4m2/n,
G is regular. 
Proof of Theorem 1. Since G is Kr+1-free, (u) induces a Kr -free graph for every u ∈ V (G).
Thus, Turán’s theorem implies that
t (u)  r − 2
2(r − 1)d
2(u).
Summing this inequality for all u ∈ V (G), we obtain
6t (G)  r − 2
r − 1
∑
u∈V (G)
d2(u).
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This, in view of (3), implies that
n
r − 2
r − 1
∑
u∈V (G)
d2(u)  (n + λn(G))
∑
u∈V (G)
d2(u) − 2nmλn(G).
Using
∑
u∈V (G) d2(u)  4m2/n, the result follows after simple algebra.
If equality holds in (2), then equality holds in (3), implying that G is a complete multipartite
graph. The condition for equality in Turán’s theorem implies that the neighborhood of every
vertex is a complete (r − 1)-partite graph, thus, G is r-partite. Finally, we have∑u∈V (G) d2(u) =
4m2/n, so G is regular, completing the proof. 
2.1. Proof of Theorem 3
To prove Theorem 3, we need two propositions and a lemma.
Proposition 6. For every graph G = G(n,m),
2
∑
u∈V (G)
d(u)(t ′(u) − t (u)) = 4m2 − 4
∑
uv∈E(G)
d(u)d(v).
Proof. For every u ∈ V (G), we have
2t (u) =
∑
v∈(u)
d(v) − e(V1, V2)
2t ′(u) =
∑
v∈V (G)\(u)
d(v) − e(V1, V2) = 2m − e(V1, V2) −
∑
v∈(u)
d(v).
Hence,
2(t ′(u) − t (u))d(u) = 2md(u) − 2d(u)
∑
v∈(u)
d(v);
summing this equality for all u ∈ V (G), we obtain the required equality. 
Proposition 7. For every graph G = G(n,m)
2
∑
uv∈E(G)
d(u)d(v)  4m2 +
∑
u∈V (G)
d3(u) − nd2(u).
Proof. We have
2
∑
uv∈E(G)
d(u)d(v) =
∑
uv∈E(G)
d2(u) + d2(v) − (d(u) − d(v))2

∑
u∈V (G)
d3(u) − 1
2
∑
u∈V (G)
∑
v∈V (G)
(d(u) − d(v))2
=
∑
u∈V (G)
d3(u) − 1
2
∑
u∈V (G)
∑
v∈V (G)
d2(u) + d2(v) − 2d(u)d(v)
=
∑
u∈V (G)
d3(u) − n
∑
u∈V (G)
d2(u) + 4m2,
completing the proof. 
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Lemma 8. Let 0  x1  · · ·  xn  1 be reals with x1 + · · · + xn = ns. Then,
n∑
i=1
2x3i − (2 + s)x2i  ns3 − 2ns2. (8)
Proof. Setting ϕ(x) = 2x3 − (2 + s)x2, we routinely find that:
(i) ϕ(x) decreases for 0  x  (s + 2)/3 and increases for (s + 2)/3  x  1;
(ii) ϕ(x) is concave for 0  x  (s + 2)/6;
(iii) ϕ(x) is convex for (s + 2)/6  x  1.
Let F(x1, . . . , xn) =∑ni=1 ϕ(xi) and suppose x1  · · ·  xn are such that F(x1, . . . , xn) is
minimal, subject to the conditions of the lemma; clearly, we may assume that x1 > 0.
If x1  (s + 2)/6, (iii) implies that x1 = · · · = xn and the proof is completed. Assume x1 <
(s + 2)/6; we shall show that this assumption leads to a contradiction. Note first that x2  (s +
2)/6; otherwise, for sufficiently small ε > 0, (ii) implies that
F(x1 − ε, x2 + ε, x3, . . . , xn) < F(x1, x2, x3, . . . , xn),
contradicting the choice of x1, . . . , xn. Using (iii) again, we find that x2 = · · · = xn. Now, setting
z = x2, we see that 0 < x1 < s and s < z < ns/(n − 1), and that the function
f (z) = F(x1, z, . . . , z)
= 2(ns − (n − 1)z)3 + 2(n − 1)z3 − (2 + s)((n − 1)z − ns)2 − (2 + s)(n − 1)z2
has a local minimum in the interval
s < z < ns/(n − 1). (9)
We have
f ′(z) = −6(n − 1)((n − 1)z − ns)2 + 6(n − 1)z2
− 2(n − 1)(2 + s)((n − 1)z − ns) − 2(2 + s)(n − 1)z
= −6(n − 1)
(
n((n − 2)z − ns)(z − s) + (2 + s)
3
n(z − s)
)
= −6n(n − 1)(z − s)
(
(n − 2)z − (n − 2)s − 2s + (2 + s)
3
)
= −6n(n − 1)(n − 2)(z − s)
(
z −
(
s + 5s − 2
3(n − 2)
))
.
In view of (9), the local minimum of f (z) must be attained at
z0 = s + 5s − 23(n − 2) ,
implying, in particular, that z0 > s. But since f ′(z) > 0 for s < z < z0 and f ′(z) < 0 for z > z0,
we see that f (z) has a local maximum at z0. This contradiction completes the proof. 
Proof of Theorem 3. In [3] it is proved that for any partition V (G) = V1 ∪ V2,
μn(G) 
2e(V1)
|V1| +
2e(V2)
|V2| −
2m
n
. (10)
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Hence, for every u ∈ V (G) and partition V1 = (u), V2 = V (G)\(u),
μn(G) 
2e(V1)
d(u)
+ 2e(V2)
n − d(u) −
2m
n
= 2t (u)
d(u)
+ 2t
′(u)
n − d(u) −
2m
n
(11)
and therefore,
μn(G)(n − d(u))d(u) 2t (u)(n − d(u)) + 2t ′(u)d(u) − 2m
n
d(u)(n − d(u))
= 2nt (u) + d(u)(2t ′(u) − 2t (u)) − 2md(u) + 2m
n
d2(u).
Summing this inequality for all u ∈ V (G), in view of μn(G)  0 and
∑
u∈V (G)
(n − d(u))d(u)  2m
n
(n2 − 2m), (12)
we obtain
μn(G)
2m
n
(n2 − 2m) = 6nt (G) +
∑
u∈V (G)
d(u)(2t ′(u) − 2t (u)) − 4m2 + 2m
n
∑
u∈V (G)
d2(u).
Propositions 6 and 7 imply that
μn(G)
2m
n
(n2 − 2m) 6nt (G) − 4
∑
uv∈E(G)
d(u)d(v) + 2m
n
∑
u∈V (G)
d2(u)
 6nt (G) − 8m2 − 2
∑
u∈V (G)
d3(u) +
(
2m
n
+ 2n
) ∑
u∈V (G)
d2(u).
Assume for convenience that V (G) = {1, . . . , n} and d(1)  · · ·  d(n). Setting xi = d(i)/n,
1  i  n, and s = 2m/n2, Lemma 8 implies that
−2
∑
u∈V (G)
d3(u) +
(
2m
n
+ 2n
) ∑
u∈V (G)
d2(u)  8m2 − 8m
3
n2
;
therefore,
μn(G) 
6nt (G) − 8m3/n2
(2m/n)(n2 − 2m)
and (5) follows.
If equality holds in (5), then equality holds in (12); thus, G is regular. Also, equality holds in
(11) for every u ∈ V (G). Some algebra shows that for regular graphs inequality (10) is equivalent
to (6); hence, as in the proof of Theorem 2, G is a complete multipartite graph. The proof is
completed. 
Proof of Corollary 5. Let G have m edges and t triangles. If G has no Cr for some r  n/2, then
e(G)  n2/4 [1, p. 150]. Since the neighborhood of any vertex u has no path of order r − 1, by a
theorem of Erdo˝s and Gallai [7], the neighborhood of u induces at most (r − 3)d(u)/2 edges, i.e.,
2t (u)  (r − 3)d(u). Summing over all vertices, we see that 3t  (r − 3)m. Hence, Theorem 3
implies that
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μn(G) 
3n3t − 4m3
nm(n2 − 2m) 
n3(r − 3)m − 4m3
nm(n2 − 2m)  −
4m2
n3
+ 2(r − 3),
completing the proof. 
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