A major problem in natural vision is how neurons in the early visual system encode the widely varying visual input with the limited dynamic range of their activity. Recent experiments suggest that retinal neurons adapt their response not only to the temporal mean but also to the temporal variance of the visual input. Inspired by these results, we propose a simple model in which temporal adaptation can be achieved by a transformation consisting of a linear filtering followed by a variance normalisation. We show that such transformation efficiently adapts to the temporal statistics of natural time series of intensities by removing most of its redundancy, while no linear transformation alone achieves the same goal. Results reproduce important features of temporal adaptation in real vision.
Introduction
The natural input of the visual system is characterised by light intensities that can vary rapidly over a very wide range of values. A basic problem that the visual system has to face is how to code such a widely varying input with the finite dynamic range of its neuronsÕ activity. Neurophysiological studies have shown that the visual system attempts to solve this problem with a variety of mechanisms of adaptation at all levels of the visual pathway, from photoreceptors to retinal ganglion cells in the vertebrate retina (Shapley & Enroth-Cugell, 1984; Victor, 1987 Victor, , 1999 , and analogously in the invertebrate visual systems (van Hateren, 1992) . Nevertheless, in many cases the detailed knowledge of the single mechanisms is not sufficient to understand the global strategy by which adaptation is performed.
The same problem can be approached theoretically by starting from the concept proposed by Attneave (1954) and Barlow (1961) more than 40 years ago: the coding strategy of the sensory system could be seen as a way to build an efficient representation of its input. Barlow (1961) applied this reasoning to the retina: since its aim is to transmit as much information as possible about the input to the rest of the brain, and since the amount of transmitted information is limited by the finite number of neurons and by their limited dynamic range, the most efficient representation should be the one with the least redundancy, i.e. where every component sends an independent message.
Following this theoretical approach, many groups have obtained interesting predictions on the neural processing occurring in the early stages of the visual system. The procedure generally consists in calculating the (usually linear) transformation that optimally decorrelates the spatial structure of the natural visual input, and comparing it with the experimentally measured response of the visual system. Predictions were quite successful in reproducing the coding of visual scenes in the space domain, such as the receptive fields of the fly large monopolar cells (LMC) (Srinivasan, Laughlin, & Dubs, 1982; van Hateren, 1992) , the receptive fields of simple cells in the primary visual cortex (Bell & Sejnowski, 1997; Olshausen & Field, 1996; van Hateren & van der Schaaf, 1998) , and even the psychophysical contrast sensitivity in humans (Atick & Redlich, 1992) .
The purpose of this work is to apply this theoretical approach to investigate the optimal coding strategy in the time domain. The main idea is that neurons can filter out the redundant part of their input by predicting it from the hystory of the same input in the past. In this way, they only have to transmit the unpredictable part of the input, which spans a much narrower range of values and is therefore easier to encode. As we will show, here redundancy reduction emerges naturally by searching the transformation that optimally predicts the input. This idea of predictive coding was first introduced by Srinivasan et al. (1982) as a strategy employed by the early visual system to encode a signal in a way that minimises the effects of intrinsic noise.
We show that a linear coding strategy such as that used in previous works (Dong & Atick, 1995b; Srinivasan et al., 1982; van Hateren, 1992) is not sufficient to adapt to the temporal statistics of natural images because it does not remove correlations in contrast. Some recent experimental results show instead that the invertebrate (Baccus & Meister, 2002; Brenner, Bialek, & de Ruyter van Steveninck, 2000; Fairhall, Lewen, Bialek, & de Ruyter van Steveninck, 2000 , 2001 and vertebrate (Smirnakis, Berry, Warland, Bialek, & Meister, 1997) retina are indeed able to adapt to the fluctuations in contrast by normalising the response with respect to the local variance of the stimulus. Variance normalisation has been suggested by Schwartz and Simoncelli (2001) as an efficient coding strategy to maximise the independence of the responses of cortical spatial receptive fields to visual scenes, and Ruderman and Bialek (1994) proposed it as the crucial transformation to maximise the information contained in natural images. Inspired by these results, we propose a model that includes both a linear transformation and variance normalisation in time, and we show that it can adapt to the temporal statistics of natural images to a large extent. We then show that, despite its generality, the optimal coding strategy that we propose reproduces some important features of adaptation measured experimentally, such as the invariant, almost Gaussian shape of the LMC response in the visual system of the blowfly to natural stimuli (van Hateren, 1997) and the ''short'' time scale of contrast adaptation in the fly (Fairhall et al., 2001) and salamander (Baccus & Meister, 2002) retina.
Time series of natural images

How they were recorded
In order to train our model on realistic natural data, we use a set of 12 time series of natural intensities (TSNI), each 45 min long, kindly made available by van Hateren on his web site (http://hlab.phys.rug.nl/tslib/ index.html). Here we briefly review the main features of the recordings (for the technical details, see (van Hateren, 1997) ). The 12 time series were recorded by a photodetector that has a spectral sensitivity similar to the photopic sensitivity of the human eye, an angular resolution of a few arcminutes, i.e. comparable to that of human foveal and parafoveal vision, and a temporal resolution of 1.2 kHz. The total system is linear in intensity over more than four orders of magnitude. The optical system was mounted on a headband and worn by a freely walking person. Since the device follows the direction of the gaze of the head (and not that of the eyes), the subject wore marked glasses, and was told to keep the markers at a fixed position in the visual field. Recordings were made by different subjects walking in various environments (woods, fields, near lakes, and residential areas) under various weather conditions (sunny, overcast and foggy). Of course, the resulting signal is only an approximation of the one that would be obtained by following the real eye dynamics. Yet, such time series are likely to be close enough to the photoreceptorÕs input to be used to investigate on the visual adaptation to the natural environment.
Statistical structure of the time series
It is well known that photoreceptors have a sensitivity that is approximately proportional to the logarithm of the light intensity (Bownds & Arshavsky, 1995) . Since we are not interested in modelling photoreceptorsÕ adaptation, we will consider as input to our model the logarithm of the light intensity,
rather than the intensity itself. Here I 0 is an arbitrary reference value, time t is a discrete variable taking the values t k ¼ kDt, where k is a positive integer and Dt ¼ 0:8333 ms is the time interval between two consecutive data recordings. In some of the following analyses, we show the statistical properties of three of the 12 TSNI. In order to show the non-stationarity of the data, we choose the time series 1, 2 and 7, 1 which differed substantially among each other and can be considered representative of the whole set. Fig. 1 shows the log-intensity histograms of the TSNI. The histograms are significantly different from zero for a broad range of values, up to seven log-units. Their roughly uniform distribution over this logarithmic range means that the original data are very skewed to low values. More important, the shape and width of the histograms vary significantly among different time series. This is an evident sign of non-stationarity: the data are far from being drawn independently from a single probability distribution. Fig. 2 shows the autocorrelation functions, C x ðsÞ, defined as
Probability distribution
Second order statistics
for the three time series. Here and throughout the paper, we use hÁ Á Ái to indicate temporal averaging. The three autocorrelation functions show three different decays, probably due to the particular visual scenes that the subject encountered or to the subjectsÕ head movements.
However, all functions show a very slow power-law decay at least up to approximately 100 ms, and a slow decay even at longer times, up to seconds. This result matches with the detection of long range correlations emerging from the power spectrum of the same time series (van Hateren, 1997) , and of another set of timevarying natural images (Dong & Atick, 1995a) . Long range correlations in time are interconnected with long range correlations in space (Dong & Atick, 1995a) , which are documented extensively (Field, 1987; Ruderman, 1994; Ruderman & Bialek, 1994) . See Ruderman (1997) for a possible explanation of the origins of scaling in natural images.
The model: theory and results
The basic idea underlying the model is that neurons can filter out the redundant part of their input by predicting it from the history of the same input in the past. In this way, they only have to transmit the unpredictable part of the input, that has a much narrower range of values and is therefore easier to code.
Linear filtering
The first step to build an optimal coding mechanism follows the same strategy as that adopted by Srinivasan et al. (1982) : it consists in transmitting the difference between the current log-intensity, xðtÞ, and its best linear prediction estimated over its past values. The transmitted signal is then the prediction error, yðtÞ, given by
where aðkÞ is the optimal linear filter, T L its length and k a positive integer. We estimate aðkÞ by minimising the average square prediction error, , on the TSNI:
This is the least-square criterion for the linear regression of Eq. (3). As it is described in detail in the Appendix A, this minimisation can be performed analytically by inverting a matrix containing the values of the autocorrelation function of xðtÞ up to a lag equal to the filterÕs length T L . The interesting property of this filter is that, for T L ! 1, it removes second-order correlations (C y ðsÞ ¼ 0 for s 6 ¼ 0) by construction (see the Appendix A for the proof). Here C y ðsÞ is defined analogously to C x ðsÞ in Eq. (2). In other words, optimising the linear prediction of Eq. (3) is equivalent to reducing the second order redundancy. Fig. 3 shows the filter obtained with T L ' 33 ms by minimising over all TSNI. We checked that such value of T L is sufficiently large to remove almost all second-order correlations in the input, and that a longer filter does not significantly improve the error. At the same time, T L is small enough to avoid numerical problems in the calculation. We computed the filter by minimising over all time series because we are looking for a transformation that does not depend on the local statistics. We will show in the discussion that filters computed on single time series give very similar results. It is evident from the figure that the filter is characterised by the first few components, while it essentially vanishes for kDt P 10 ms.
It is worth noting that our procedure is the same one adopted by Srinivasan et al. (1982) in the noise-free case. Because of their exponentially correlated input, the best prediction in their case is just given by the previous signal. Nevertheless, despite the long-range extension of second-order correlations in our input (see Fig. 2 ), our optimal filter is very short as well. This behaviour probably depends on the very high short-range correlations, which may influence the filter more than the long-range ones. Further investigation would be welcome to fully understand this phenomenon.
As we said in the introduction, we try to find a transformation that sends the maximum amount of information about the input along a channel of finite transmission capacity. The finiteness of the channel capacity can be expressed in terms of a mathematical constraint, the most common of which are a limited range, a fixed average power or a fixed average absolute value. Maximisation of information transmission in all three cases yields to a relatively compact distribution with a low kurtosis ()2, 0 and 3 respectively). Instead, as it is evident from Fig. 4 , the distribution P ðyÞ is characterised by a high narrow central peak and long tails, corresponding to a very high kurtosis (%12). This is not a very good distribution if any of these constraints are taken into account. Thus one can ask whether there is a more clever way to encode the signal. As it has been shown by Baddeley (1996) , a sparse shape, such as that for P ðyÞ, could be caused by the fact that the local variance is not constant, but changes over time. This phenomenon can arise if the width of the fluctuations about the mean are not random, but correlated. To verify this suggestion, we show in Fig. 5 the autocorrelation function of the square of the output signal, C yy ðsÞ, given by , evaluated from all time series. C xx was computed following the same formula adopted for C yy (Eq. (5)). 
that indicates the correlations between the square of the fluctuations around the mean. After an initial abrupt decrease, the autocorrelation function decays very slowly for increasing time lag s: linear filtering is not sufficient to remove the higher-order redundancy of the input, and this could be the cause of the sparseness of the distribution P ðyÞ.
Variance normalisation
Figs. 4 and 5 suggest that y can be written as
where DðtÞ indicates the local variance, and nðtÞ is an uncorrelated variable with zero mean and unit variance.
Starting from this hypothesis, in order to remove the residual redundancy, we implement the second step of our transformation by normalising the response by an estimate of the local standard deviation:
The estimate D est ðtÞ is obtained by performing a weighted sum of the square of the filtered signal yðt 0 Þ at times t 0 < t:
where T N is the length of the filter bðkÞ, D 0 is a constant and k a positive integer. The optimal filter bðkÞ and the constant D 0 are obtained by minimising the kurtosis j r ðtÞ, defined as
Why is this a good optimisation criterion? Here we show that kurtosisÕ minimisation yields to minimising the difference between DðtÞ and its estimate D est ðtÞ. This can be seen by substituting the form of Eq. (6) 
Since nðtÞ is independent of bðkÞ and D 0 , minimising the kurtosis is equivalent to minimising the first term, which is minimum when D est ðtÞ / DðtÞ. Thus, minimisation of Eq. (9) determines D est ðtÞ up to a constant. We set the proportionality constant between D est ðtÞ and DðtÞ to be 1 by setting a constraint on the power of the output activity: hr 2 ðtÞi ¼ 1. This constraint is also biologically plausible (see the discussion for further comments).
Minimisation was implemented by gradient descent on the components of the filter bðkÞ and on the constant D 0 . Numerical implementation of gradient descent revealed that the optimal filter has a much longer time scale than the first one, yielding to a very large number of parameters to be set. Because of this, the analysis turned out to be computationally intractable, requiring very large amounts of time for a whole time series. Analyses on shorter stretches showed a power law within the first 500 ms followed by a very noisy but fast decay. The best estimate of D 0 was zero. In order to analyse all time series, we chose a simple form of the filter:
This form arose from observing that while a power law fitted the first part of the filter very well, a power law tail caused the kurtosis to rise up again. The simple exponential factor in Eq. (11) turned out to account for the decay very well. Fig. 6 shows the filter obtained by minimising the kurtosis over all TSNI. The optimal filter follows a power law with exponent b ¼ 1:1 up to about c ¼ 350 ms, while for longer times it decays exponentially. This filter decays more slowly than the linear filter: a longer time is needed to estimate the local variance that optimally normalizes the input. The relatively slow power-law decay of the filter can be understood by looking at the correlation function of the square of y (Fig. 5) : while it immediately drops to low values (short-range correlations have been reduced by the first filtering), its slow power-law like decay suggests that an optimal filter should exploit the information in the long-range correlations to properly estimate the local variance.
Results
Dynamical adaptation of the response
We begin by investigating whether variance normalisation is sufficient to fit the wide and rapidly varying range of the natural stimulus into the finite range of the response. Fig. 7 shows the histograms of the natural input x and of the responses y and r for three segments of 1 min each drawn from the first time series. As expected, the histograms of the natural input vary considerably in width and shape. The histograms of the response y all have a similar shape, but the width is remarkably different. Moreover, they are characterised by a high peak and long tails, suggesting that the variance varies even within just such a short period of time. In contrast, the distributions of the variancenormalised response almost overlap, and their shape is almost Gaussian: the output r continuously adapts to the local input by encoding it into a compact, almost invariant distribution. Our model successfully reproduces the same kind of dynamical adaptation that occurs in the LMCÕs of the fly when stimulated with the same natural input, as shown by van Hateren (1997) in Fig. 4 .
Another way of seeing how the variance-normalised response adapts to the natural time series is to study how the output distribution changes with time. In Fig. 8 , we show the distributions of the variables y T and r T obtained by dividing the time series y and r into consecutive intervals of length T , and normalising each value by subtracting the mean and dividing by the standard deviation computed over the interval it belongs to. Such distributions represent the ''average'' distributions of y and r after a time T . The left figure shows that the distribution P ðy T Þ is long-tailed and highly peaked already for T ¼ 160 ms, and the peak heightens and the tails lengthen for longer times. On the other hand, the right figure shows that the shape of P ðr T Þ is almost time invariant, and is very similar to a Gaussian in the central part, slowly departing from a Gaussian only in the extreme part of the tails (note that the plots are in semilogarithmic scale): a few seconds as well as several hours of TSNI are always encoded into the same, almost Gaussian distribution.
In the following of the section, we will show that adaptation is possible because variance normalisation removes most of the redundancy of the input.
Correlations in the fluctuation variance
We first show the autocorrelation function of the square of the signal, given by:
It is evident from Fig. 9 that, while the linearly filtered signal y still has slow-decaying correlations, the fluctu- ation amplitudes of r are almost uncorrelated (note that both correlation functions are normalised to one at zero time lag). The suggestion proposed in the previous section seems to be right: variance normalisation allows adaptation because it largely removes the correlations between the fluctuations in the input.
Pair-wise redundancy
We have seen that while linear filtering adapts to the mean by removing linear correlations, variance normalisation adapts to the variance by removing correlations in the square of the fluctuations around the mean. Still, there can be some other redundancy that is not described by the correlation functions of Eqs. (2) and (12). Should we build another step for every order of correlations, or is variance normalisation enough to remove all the residual, higher-order redundancy? In order to answer this question, we start by measuring the overall pair-wise redundancy present in the data by the mutual information between the values of the data at two different times separated by an interval s:
Iðr; sÞ ¼ X P ðrðtÞ; rðt À sÞÞ log P ðrðtÞ; rðt À sÞÞ P ðrðtÞÞ Á P ðrðt À sÞÞ ð13Þ
and similarly for x and y.
To correct for the non-uniform shape of the distribution of the three variables over all the time series, the data are binned in K bins of variable width chosen such that a data point has equal probability to end up in any of the bins. Bin i is given by x being between x iÀ1 and x i , where x 0 ¼ À1 and
P ðxÞdx ¼ 1=K, where we use the data of all time series to estimate P ðxÞ. Analogously for y and r. Finally, we correct for the finite sample effect by subtracting from the mutual information estimated from the data the mutual information obtained after randomly reshuffling the data. The corrected mutual information will be unbiased, since it will be zero if there are no correlations. Fig. 10 shows the log-log plot of the resulting unbiased mutual information I u for the three variables. As expected, the unbiased mutual information of the original signal, I u ðx; sÞ, is very high, and decays very slowly as a power law. The unbiased mutual information of the linearly filtered signal, I u ðy; sÞ, is much lower (i.e. the mutual information is much closer to that of the randomly reshuffled data), but it still decays very slowly, scaling again approximately as a power law: long-range correlations are still there. However, the unbiased mutual information of the normalised signal, I u ðr; sÞ, becomes indistinguishable from zero in less than 1 s. This shows that variance normalisation strongly reduces the pair-wise redundancy at any delays.
A measure of overall redundancy
Still, there can be some redundancy that is not described even by the pair-wise dependence. Since direct measures of high order correlations among values at three or more different times using the mutual information would require much more data than we have, we measure the overall redundancy indirectly by looking at the amount of data needed to get a reasonably good approximation of the equilibrium distribution: the more (positive) correlation in the data, the longer one needs to measure before the estimated distribution approaches the true one. A measure of how long the distribution of a variable takes to approach the true distribution will therefore give an indication of how much correlated this variable is. This measure can be given by computing the distance between the distributions estimated from different time series in function of the length of the stretch T over which the distribution of each time series is estimated, and look at how much time T is needed for the distributions to approach each other, hence the equilibrium one. We measure such distance with the JensenShannon divergence D JS (Lin, 1991) , defined as follows: 
where H ðP Þ ¼ À P i P i log P i denotes the Shannon entropy of the probability distribution P over its states i. The D JS is used in many different fields to quantify the statistical difference between two (or more) distributions. We preferred it to the more common Kullback divergence because it is symmetric, and is well defined even if the distributions are not absolutely continuous. See Grosse et al. (2002) for a recent review.
In the framework of information theory, D JS can be interpreted as the mutual information between the data and the sequence from which the data are drawn. In other words, D JS quantifies how statistically different the sequences are. Hence, D JS can also be seen as a measure to quantify the adaptive properties of the three signals that were illustrated qualitatively in Figs. 7 and 8: the more the distance between distributions decreases, the better the model fits the data in the same distribution, exploiting its whole range as much as possible.
We calculated the distance D JS of each possible couple of time series, and then averaged over all couples. The variables x, y and r were binned using the same procedure described in the previous section to correct for the non-uniform shape of their distributions. In Fig.  11 , log-log plots of the distances for the three variables x, y and r are shown. In order to account for the bias given by the finiteness of the sequences, we also show the distance computed over an equally long set of 12 random sequences. The small box in the bottom left of the figure shows the same distances after subtracting the distance of the random one.
The distance D JS ðxÞ computed on the original data x decreases very slowly for increasing T . This gives a measure of the non-stationarity of x: correlations are so extended that the distributions take a virtually infinite time to approach each other. The fact that the slope of D JS is always much lower than the one corresponding to the random data means that correlations extend to the longest times measurable: no finite correlation time can be defined.
The distance D JS ðyÞ between the estimates for the y distribution is remarkably lower, and for T less than 100 ms it follows the random one; for large T however, it falls off more slowly. This is a signature of the fact that the linear filtering is able to reduce the redundancy of the input only for short stretches. Since for longer segments the long-range, higher-order correlations affect the statistics significantly, the distance between estimates of the distribution of y based on longer series are much larger than expected from the assumption of independence.
The distance D JS ðrÞ of the estimates of the distribution of r follows the theoretical distance much more closely. For up to 1 s there is no significant difference between these two. Only for longer time series do the residual correlations contribute sufficiently to increase the distance between the estimates markedly from that between estimates based on independently drawn samples. Still, even for the largest T shown here, the average distance between estimates of r is more than an order of magnitude smaller than the one for y, and two orders of magnitude smaller than the one for x, showing that variance normalisation has eliminated almost all residual correlation in x and y.
Discussion
In this paper we propose a simple non-linear model as an optimal transformation for temporal processing in early vision. This coding strategy has two stages: a linear filtering, consisting of subtracting the local mean of the input, and a non-linear transformation, corresponding . Log-log plot of the average over all possible couples of time series of Jensen-Shannon divergence D JS between distributions for data x, y, r, and for independently drawn data (rand) for increasing length of the segment from which they are estimated. The small box on the bottom left of the figure shows the log-log plot of the same average Jensen-Shannon divergence after having subtracted the one corresponding to the independently drawn data. The units are the same of the larger figure. to normalising the output of the first stage by its local standard deviation. Local mean and local standard deviation are estimated from the same signal in the past. Optimising the two stages on TSNI, we obtained the following results:
(1) Though linear filtering removes second-order redundancy, the residual higher-order redundancy of the natural input yields to a very sparse output distribution, incompatible with the finite range of neural activity; (2) Variance normalisation removes almost all the redundancy of any order from the input, permitting a continuous adaptation to the input range.
Analogous result have been obtained by Ruderman and Bialek (1994) on the spatial distribution of light intensities in natural images. Variance normalisation models are abundant in econometrics under the name of autoregressive conditional heteroskedasticity (ARCH) (Engle, 1995) .
Comparison with experimental results
The model is intentionally generic, and does not pretend to describe the complicated biophysical mechanisms underlying adaptation in the retina. Rather, it suggests the optimal computation that the retina could perform to adapt to the statistics of its natural input. Despite its generality, the model accounts for some major features of adaptation in the retina. In particular, it reproduces the main features of the activity of LMCs in the fly in response to the same set of natural time series, as shown in van Hateren (1997) : the output distribution is almost invariant with respect to the input, its shape is very close to a Gaussian (compare Fig. 7 with Fig. 4 in van Hateren (1997)) , and the redundancy is almost completely removed (the power spectrum of the LMCsÕ activity is almost flat). This suggests that our model really catches the main features of the mechanism underlying neural processing in the LMCs.
Another important result concerns the time scales of adaptation. The linear filter represents the adaptation to the mean. As it is clear from Fig. 3 , the filterÕs components vanish for kDt P 10 ms, meaning that the optimal integration time is smaller than 10 ms. This time scale matches the real one, as it has been recorded by many authors (Shapley & Enroth-Cugell, 1984; Victor, 1999) . The second, non-linear filter represents variance normalisation. As mentioned above, several works found that variance normalisation occurs in the vertebrate and invertebrate retina (Brenner et al., 2000; Fairhall et al., 2000 Fairhall et al., , 2001 Smirnakis et al., 1997) . In particular, Fairhall et al. (2000 Fairhall et al. ( , 2001 ) studied its time course, finding that the relation between the visual input and the response in the fly H1 cells completely adapts to a change in input variance within 1 s. This is compatible to our proposed mechanism of variance normalisation: the filter has a power-law tail up to 350 ms, meaning that adaptation is completely fulfilled only after this time scale. Given its simplicity, our model does not account for other features of contrast adaptation like the change in shape of the filter, or the change in the overall output activity following a change in contrast. Investigations on a more detailed model accounting for these features would be welcome.
Global and local filters
One result emerging from our model is that adaptation can be achieved by estimating both filters from all the 12 time series. What happens if the filters are estimated on shorter stretches of time, for example on only one time series? Fig. 12 shows the optimal filters estimated from the first, second and seventh time series. The left figure shows that the optimal linear filters from the first and second time series nearly overlap, while the third one has a similar shape but a scaled gain. This difference is enhanced in the right figure: while filters corresponding to the first two time series are very similar, the third one has a much longer tail. Nevertheless, as it is evident from Table 1, the optimal local filters give values of the square prediction error and of the kurtosis that are not remarkably lower than the ones obtained with the global filter, and the improvement in redundancy reduction is very weak as well (data not shown). This suggests that a continuous adaptation to the widely varying natural input can be achieved by a quasi-static coding strategy: the optimal transformation is learned on a very large time scale, even if the local statistics can differ substantially from the global one. 
Normalisation and optimisation criteria
How does the performance of the second filter depend on the optimisation criteria and on the form of the normalisation? We investigated what happens if we change one or both of them.
We performed the normalisation by minimising a term, g, different from the kurtosis:
Following steps similar to those of Eq. (10), it is straightforward to see that minimisation of g yields, as that of the kurtosis, to minimising the difference between DðtÞ and its estimate D est ðtÞ. Numerical optimisation computed over all time series shows that normalisation removes redundancy as efficiently as by minimising the kurtosis. There is a slight difference, though, in the length of the power-law tail (100 ms) and in the powerlaw exponent (1.08) of the optimal filter. Also, the distribution is a bit sparser. This could be due to the fact that the kurtosis is much more sensitive than g to outliers.
We then investigated what happens by using the local absolute deviation (mean of the absolute values) instead of the local standard deviation as the normalisation term. This is computed by expressing the estimated normalisation term as D est ðtÞ ¼ r 2 est ðtÞ with
where T N is the length of the filter bðkÞ and r 0 is a constant. The output rðtÞ is then computed as in Eq. (7). Optimisation is performed by minimising g (Eq. (15)). Numerical optimisation on all time series shows that, also in this case, redundancy is removed as efficiently as with variance normalisation. The best estimate for r 0 is zero. Nevertheless, the parameters of the optimal filter are slightly different from the variance normalisation case with both optimisation criteria: the transition time between the power law and the exponentail tail is about 100 ms and the power-law exponent is 0.95. More important, the distribution is clearly sparser than the ones obtained with variance normalisation with both optimisation criteria. This is due to the fact that the local absolute deviation is less sensitive to abrupt increases in the input than the local standard deviation, resulting in a minor normalisation power, meaning a higher probability to have outliers. Finally, we can conclude that neither the optimisation criteria nor the form of the normalisation term are really crucial for redundancy reduction, but the optimal filters can be slightly different in each case, producing distributions of different shape. Also, we expect that redundancy reduction could be achieved with filters of a different form from that of Eq. (11), even if output distribution could be slightly modified. In general, the normalisation form and the optimisation criteria will depend on the area and the function of the neurons we are trying to model. Variance normalisation performed by minimising the kurtosis seems to be the best method to reproduce the Gaussian response of LMCs to the same stimuli (van Hateren, 1997) . Different methods should be taken into account when modelling the activity of neurons in higher areas of the brain, characterised by different response distributions (see for example Baddeley et al., 1997) .
Biological interpretation
The biological mechanisms underlying contrast adaptation have been studied recently in increasingly greater detail (Baccus & Meister, 2002; Brown & Masland, 2001; Chander & Chichilnisky, 2001; Kim & Rieke, 2001) . The common belief is that it consists of several temporally distinct components characterised by time scales ranging from milliseconds to tens of seconds, and arising from different stages of the retinal circuitry. The hypothesis underlying our model is that at least part of the complex mechanism of contrast adaptation has the computational role of removing the redundancy of the visual input to build an efficient representation of its fine temporal detail. The optimal time scale of integration predicted by the model suggests that the slow contrast adaptation occurring in tens of seconds (Baccus & Meister, 2002; Chander & Chichilnisky, 2001; Kim & Rieke, 2001; Smirnakis et al., 1997) has a different functional role, maybe the one of transmitting the absolute values of mean and standard deviation (Fairhall et al., 2001) , or the one of economising energy once the stimulus statistics remains constant (Demb, 2002) .
Our model deals exclusively with the problem of coding efficiently the fine temporal details of the incoming light. It does not face the problem of reconstruction of the input because we think that the role of the retina is mainly that of transmitting information efficiently. However, we agree with BarlowÕs recent view on redundancy reduction (Barlow, 2001 ): redundancy is not simply discarded, and reconstruction could occur in Table 1 Average square prediction error and kurtosis j calculated respectively on the linearly filtered signal y and on the variance normalised signal r from time series 1, 2 and 7 after minimisation computed locally for each time series ( L and j L ) and globally on all time series ( G and j G ) higher areas of the brain either from the information coming through other nerve fibers, or directly from the history of the ganglion cellsÕ activity. Variance normalisation has already been suggested as an adaptation strategy implemented in the primary visual cortex to normalise the signals about the light intensity coming from neighbouring spatial locations signalled by neighbouring neurons (Carandini, Heeger, & Movshon, 1997; Schwartz & Simoncelli, 2001; Simoncelli & Schwartz, 1999) . Our results in the time domain resemble those found in the space domain by Simoncelli and Schwartz (1999) and Schwartz and Simoncelli (2001) , reinforcing the idea that the non-linearities that characterise neural processing have the important functional role of adapting to the input signal. Investigations on the relation between spatial and temporal contrast adaptation, and on the biological mechanisms that underlie them could reinforce the idea that contrast adaptation is a very general and crucial mechanism of neural coding.
