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Abstract
In this thesis the reasons for pursuing an optically addressable quantum object
in silicon are outlined before introducing some possible technological applications.
Chalcogen donor electron systems in silicon are then discussed as a candidate for
these quantum technologies. The chalcogen donor complexes in silicon allow the
solid-state analogues of hydrogen and helium to be studied. The time-resolved
Fourier transform technique was employed to measure the photoluminescence from
a selenium doped silicon sample when pumped above band gap at the temperatures
10 K, 80 K and 300 K. The excited state lifetime of the 2p0 state was found to
be 28.2 ns for atomic centres and 66.4 ns for molecular centres at 10 K. The life-
times were seen to be similar across large emission bands indicating a rate limiting
step. A multi-colour pump-probe experiment, using time-resolved Fourier transform
spectroscopy, was performed at the FELIX institute to determine the excited state
lifetimes of the 2p0 and 1s(T2) to be <2.5 ns and 10.62 ns respectively. A system of 5
coupled rate equations was then implemented to verify the experimental results. The
lifetimes were theoretically determined from three sets of initial conditions. Carriers
were initially positioned in the conduction band, modelling the photoluminescence
experiment, the 2p and 1s states, imitating the FELIX experiment. The 2p state
was shown to have two decay lifetimes, one 15.1 ps and the second of 7.24 ns. The
first fast decay is due to the pure 2p state relaxation while the second long lifetime is
a result of the 1s(T2) state influencing the 2p excited state lifetime. The 1s(T2) ex-
cited state lifetime that back-fills the 2p state elongates the 2p excited state lifetime,
causing the lifetime to appear longer than the true lifetime. This research implies
that silicon has the potential to be an accessible test bed for quantum experiments
by showing that it could be possible to create isolated non-interacting donor centres
that are individually optically addressable by mid-IR laser light.
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1.1 Introduction.
Research into impurities in silicon has recently undergone a resurgence which has
stemmed from a proposal made by Kane [1] that postulates a phosphorus donor in
silicon providing a route towards a quantum computer. Kane proposed a quantum
computing scheme that encodes information onto nuclear spins of donor centres in
silicon.
Silicon has become the material of choice for the semiconductor microprocessor
industry for various reasons. The primary reason is the ability to precisely control
the electronic properties of silicon, [2]. To accurately control the conductivity of
silicon definite amounts of impurities are intentionally added into the silicon lattice.
The intentional introduction of impurities leads to another reason why silicon is
the material of choice in the microprocessor industry. When silicon is doped with
elements from groups -III or -V the silicon becomes categorically either n- or p-type,
unlike when III-V semiconductors are doped.
The amount of research undertaken by the silicon microprocessor industry has
resulted in silicon being manufactured to the highest purity levels of any material.
The purity levels now achievable in silicon has even resulted in high purity silicon
being used to attempt todefine the Avogadro constant, [3]. Metallurgically man-
ufactured silicon can have impurity concentrations of 1 part per 1000, [4], while
electrical grade silicon has been manufactured to 1 part per million purity by Intel,
[5], corresponding to 1 impurity in 5.0×1016 cm−3 [6]. The high purity levels mean
that there are less scattering centres such as, dislocations and impurities, to scatter
electrons. The smaller concentrations of unintended impurities reduces the proba-
bility of non-population conserving and population conserving collisions resulting in
longer excited state and coherence lifetimes. The probability of the electrons bound
to the quantum object being scattered away from the impurity centre will be low
resulting in long coherence times.
Furthermore, for a quantum object to be studied and communicate with the
outside world it must be integrated into classical electronic elements. As existing
microelectronic architecture is constructed from silicon creating quantum objects in
silicon results in easy integration into existing technology.
Another advantage arises from using a covalent group-IV element as a base for
quantum technology is that group-IV crystals have no polar optical phonons. The
absence of polar optical phonons removes a solid-state scattering mechanism that
could act to shorten the excited state and coherence lifetimes. Silicon has no polar-
optical phonons because there is no charge distribution across the covalent bonds
therefore there is no dipole to interact with electromagnetic radiation. By mak-
ing use of the 28Si and 30Si silicon isotopes a further decoherence source can be
removed,that possess zero-nuclear spin stops the electron spin from coupling to the
nuclear spin therefore removing another decoherence source.
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By making use of the solid state lithographic techniques that have been developed
for classical computers it could be possible to manufacture a scalable system of
quantum objects in silicon. This satisfies the DiVincenzo criterion of ”A scalable
physical system with well characterized qubits” is needed for the implementation of
a quantum computer [7].
It should be noted that the advantages discussed above are also applicable to the
other group IV elements carbon and germanium. But silicon purity levels exceed
that of diamond and germanium.
However using silicon does have certain disadvantages: as a solid it is subject
to the thermodynamic laws, so there will always be lattice vibrations described by
phonons which could destroy the coherence of the quantum system through elas-
tic and inelastic scattering processes [8]. These scattering processes randomise the
phase of the wavefunction of the electrons which destroys the phase coherence needed
for the quantum operation to complete. The influence of phonons can be minimised
by cooling the sample and engineering a qubit system to work in an area with a
minimal phonon density of states. The biggest disadvantage is that the electronic
properties of silicon cannot be controlled optically due to the lack polar optical
phonons. Therefore the aim of this research is to make silicon optically addressable
while maintaining the desirable properties of silicon to produce an optically control-
lable quantum object. Precluding the possibility of silicon becoming a test bed for
quantum experiments.
If a controllable quantum object can be created in silicon it could provide a route
towards quantum technology. Chip scientists are nearly at the point of manipulating
materials at near atomic scales due to fulfilling Moore’s law.
1.2 Moore’s Law
Present day technology is based on the silicon microprocessor chip, first introduced
in the 1960’s. The technology has developed at a great rate. This rapid development
was first noticed by Moore in 1965, [9]. This led to the law which bears his name.
Moore’s law stated that the number of transistors on a chip doubles every year. The
law was then revised in 1975 to state that the number of transistors on a chip will
double every 18 months, [10]. Moore’s law is illustrated by figure 1.2.
A closer look at Moore’s law reveals that the law that has driven the semicon-
ductor microprocessor industry must eventually break down.
The existing wafer fabrication technology imposes a maximum wafer size of 300
mm [12] (450 mm wafers have been proposed in [13]). As the chip size must stay
similar the size of the transistors on the chip must shrink in order to fit more
transistors into the same area. A smaller transistor requires less power, or fewer
electrons, to switch. Summarised by Marshall Stoneham in [14], where he stated
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Figure 1.1: Evolution of microprocessor chips from the Intel 4004 chip in 1971 to
the 22-core Xeon Broadwell-E5 chip in 2016. Taken from [11].
”that the number of electrons needed to switch a transistor should fall to just one
single electron before 2020”. When a single electron is used to switch a transistor
the quantum realm is already being used. If Moore’s law remains adhered to then
quantum technology is unavoidable. The are three main research streams: quantum
computing, quantum cryptography and quantum simulation.
1.3 Quantum Technologies.
1.3.1 Quantum Computing
Feynman, in [15], was the first to suggest the idea of operating a computer according
to the laws of quantum mechanics and installing quantum hardware in a computer.
Classically physics is simulated by local differential equations. These differential
equations give an approximate solution when numerical algorithms are used to solve
them. This allows us to gain an insight into what physics ought to do but the real
world is quantum mechanical, therefore we need a machine capable of simulating
quantum mechanics in order to truly understand the world around us.
Feynman [15] has suggested 2 possible routes: 1) start from scratch and build a
computer based on elements which obey quantum mechanical laws or 2) use current
generation computers to attempt to imitate nature.
The challenge in starting from scratch is to integrate the quantum chip with
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existing technologies to allow it to talk to the outside world. This is why silicon is
being used to try to create the quantum bit (qubit).
Shor made a key breakthrough by demonstrating that a quantum computer
can factorise a large number in polynomial time rather than exponential time, as
described in [16]. This reduces the factorisation problem from the NP complexity
class to the P complexity class.
The general consensus is that some tasks will not be more efficient at all. For
example obtaining the nth iteration of a function. Some will be marginally quicker,
such as searching a database. Some tasks, like factorising an n-digit number, could
be sped up exponentially. Other tasks, such as choosing a free day for an ap-
pointment, could see a quadratic reduction in the amount of communicated data
required. Other types of tasks, not possible with classical machines, like quantum
cryptography which would allow communicating parties know if messages had been
intercepted.
Deutsch proposed encoding information as quantum states so that as the size
of the system is increased an exponential increase in computing power is achieved.
Deutsch also outlined the basic principles of quantum computation and showed that
a quantum computer could solve problems which are not efficiently solvable using
a classical computer [17]. The algorithm Deutsch proposed concerns the result of a
binary function that acts on a one-bit binary number, f(x). The function only has
two solutions, f(0) and f(1). The aim of the algorithm is to determine whether an
unknown function is balanced or constant. When a function is constant f(0) and
f(1) are both 0 or 1. A function is balanced when f(0) is 0 and f(1) is 1, or vice versa.
A classical computer would need to call the function twice to determine whether a
function is constant or balanced but a quantum computer needs to call the function
once.
Grover in [18] devised an algorithm to search an unstructured and unsorted
database more efficiently. The Grover algorithm shows that a quantum computer
will be able to search a database with N entries with approximately
√
N steps,
whereas a classical computer would require N/2 operations.
1.3.2 Quantum Cryptography.
Cryptography is the field of study dedicated to encoding a message containing in-
formation. The fundamentals of quantum cryptography were first developed in the
1980’s. The first proof of principle experiments were then carried out in 1992 [19]
where quantum key distribution was implemented. Since the inception of quantum
cryptography the technology has now developed to the point where demonstration
systems have been installed to work alongside long distance telecommunication op-
tical fibre systems. Numerous quantum cryptography schemes have been proposed
and implemented in the laboratory, one of these is the Bennett-Brassard 84 protocol
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(BB84) [20]. The practical implementations of the BB84 protocol can be split into
free-space quantum cryptography and quantum cryptography in optical fibres.
Free-space quantum cryptography employs photons transmitted through air.
The first practical demonstration of free-space quantum cryptography was performed
by Bennett et al in 1992 [19]. In this demonstration photons from an LED were
strongly attenuated and transmitted across an air gap of 0.32 m. Since the first
demonstration experiments more recent demonstrations have been carried out across
distances of 10 km [21]. The long term aim of these experiments was to test the
validity of using satellites to send quantum encrypted data.
The quantum cryptography systems using optical fibres are more convenient than
free-space quantum cryptographic systems because they make use of the existing
telecommunications infrastructure. Using optical fibres also means the beam doesn’t
diverge, unlike in free-space quantum cryptography, resulting in less photons lost.
But fibre optics do have disadvantages: fibres introduce losses which causes the
intensity of the optical signals to decay as they propagate; fibre optics also have
birefringent properties which causes problems when trying to implement polarisation
encoding schemes [22].
1.3.3 Quantum Simulation.
A quantum simulator can have many definitions, one possible definition is that of
an experimental system that exactly reproduces the physics of a precisely defined
Hamiltonian [23]. A conventional computer struggles to simulate a quantum system
due to the exponential increase in computer memory required as the quantum system
gets larger, [24]. A quantum simulator will aim to address the problems that cannot
be answered using classical computers.
An example application is quantum chemistry, which aims to fully understand
the electronic structure of atoms and molecules. For the quantum simulations to
be accurate they must be able to simulate large systems. Eventually the system
will become so large that conventional computers cannot complete the simulation
in a reasonable time scale, [25]. The main issue to address is if the result of a
quantum simulation is accurate. One solution to this problem is to perform several
quantum simulations on different physical systems that simulate the same model.
The results can then be crossed checked to ascertain the accuracy of the simulation
[26]. Another solution is to calibrate the quantum simulator with problems that
have a known solution, even as the size of the system is increased [23].
One possible route that could lead to a controllable quantum system for quan-
tum computing and quantum simulation is to dope silicon to create an optically
controllable quantum object in the perfect silicon lattice.
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(A) (B)
Figure 1.2: (A) silicon face-centred cubic (FCC) structure, atoms are identical on
sites 1 and 2, there are 4 atoms at (0, 0, 0) and 4 atoms at (1
4
, 1
4
, 1
4
). (B) Zinc
blend FCC structure. Different atoms at sites 1 and 2, for example gallium (Ga)
and Arsenic (As). There are 4 Ga atoms at (0, 0, 0) and 4 As atoms at (1
4
, 1
4
, 1
4
).
1.4 Controlling the Electronic Properties of Sili-
con.
Doping is the intentional introduction of impurities into a host material to modify
and control the hosts electrical properties [2], [27]. When a host material is not doped
it is referred to as an intrinsic semiconductor. After doping with impurity centres
the material is then known as an extrinsic semiconductor due to the introduction
of extrinsic materials. There are two main issues to consider when doping silicon.
The first is whether donors or acceptors are desired. An acceptor has one less
valence electron than the host atoms, for the case of silicon an acceptor will have
3 valence electrons. When silicon is doped with an acceptor an electron is taken
from the silicon lattice is used to create the bonds between the acceptor atom and
the lattice, createing a hole. When silicon is doped with group-V elements 4 of
the donors valence electrons are used to create bonds leaving one spare electron
that can remain bound to the donor centre depending on the binding energies and
temperature. As silicon is a group-IV element any elements from group-III or lower
are acceptors and group-V elements or higher form donors.
When silicon is doped the dopant type is known due to the number of electrons
used in the substitutional bonding. The dopant is categorically an acceptor or donor.
However when binary semiconductors, such as GaAs, are doped the nature of the
dopant depends on which of the host atoms has been substituted. The structures of
GaAs and silicon are compared in figure 1.2. The dopant type is again determined
by the number of electrons freed or used during bonding. When doping GaAs
with group-V elements the dopant centre will n-type if the gallium host atom is
substituted or p-type if arsenic host is substituted. This shows that silicon has the
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advantage of unambiguous dopant types enabling precise control of the conductivity.
The second issue to consider is the location of the dopant within the host lattice.
It is known from previous studies, [28], [29], [30], [31] and [32], that the introduction
of sulphur into silicon creates numerous types of donor centres. These can be simple
substitutional centres, where donor centres replace a silicon atom in the lattice,
centres composed of pairs of sulphur atoms occupying adjacent substituted lattice
sites. Other more complex donor centres can also be created, such as charged donor
centres. All of the different centres have different electronic spectra. The same is
true for other group-VI elements when used to dope silicon. The different types of
donor centres are illustrated schematically in figures 1.3 and 1.4.
Si
Si
Si
SiSi
Complete
covalent bond
Si
P
Si
SiSi
Si
Se
Si
SiSi
Free electron Free electrons
Figure 1.3: Two dimensional schematic showing a silicon lattice with no donors (left)
and a silicon host lattice with sulphur and selenium substitutional donors occupying
a lattice position.
1.4.1 Doping Silicon with Chalcogens.
Doping silicon with group-V elements such as phosphorus results in a valence elec-
tron that is not used in bonding the phosphorus atom to the silicon lattice. This
results in a delocalised electron at high temperatures, when at liquid helium temper-
atures the electron becomes loosely bound to an impurity centre. The loosely bound
electron and impurity centre system is analogous to a hydrogen atom, a single elec-
tron orbiting a singly charged centre, therefore the bound electron has a spectrum
analogous to the hydrogen spectrum. When doped with group-VI elements such as
sulphur and selenium there are two electrons remaining after bonds have formed.
The system of two electrons orbiting a charged centre has a helium like spectrum
that it is shifted into the IR spectral region due to the increased binding energy and
the host materials dielectric constant.
Silicon can be doped by diffusion doping using sealed ampoules, [28], [29], [32]
and by implanting donors using STM (scanning tunnel microscope) lithography,
[33].
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Figure 1.4: Two dimensional schematic showing a silicon doped with an interstitial
selenium donor, the donor does not occupy a lattice site instead the donor occupies a
position between silicon lattice sites (left). A diatomic selenium donor centre where
both donors occupy neighbouring lattice sites (right), these diatomic centres can
exist as neutral or charged complexes.
Diffusion Doping of Silicon with Chalcogens.
Gas diffusion doping can result in multiple different donor centre types. These
are neutral atomic and diatomic donor centres as well as complex centres that are
charged atomic and diatomic centres [34]. Diatomic centres have different electron
binding energies compared to atomic centres. For the atomic centre the ionisation
energy is 0.318 eV and for the diatomic centre the binding energy is 0.188 eV. The
differing energies make it difficult to address all donor centres simultaneously due
to the differing energies, or two sources would have to be used. Therefore ideally
there would be a single type of donor centre.
Astrov et al. in [34] showed that by controlling the vapour pressure during
the diffusion doping process the concentration of atomic centres is increased whilst
decreasing the concentration of diatomic centres. It was also hypothesised that deep
centres could be effectively isolated by introducing small concentrations of sulphur,
enabling precision spectroscopy of the excited electron states.
Quenching of sulphur doped silicon samples resulted in the concentration of
atomic centres increasing. Quenching the sample stops the drifting of donor centres
until a diatomic centre is formed ad other low-temperature processes. The effect
of heating duration was also studied. It was found that short heating durations
of several minutes followed by quenching increases the content of atomic centres
to concentrations of 1015 cm−3. But long heating durations of 30 minutes or more
resulted in the growth of shallow atomic donor complexes. Therefore, for large
concentrations of deep atomic centres short heating durations and quenching must
be used.
In [35] Astrov showed that to achieve high concentrations of atomic selenium
centres in silicon low selenium-vapour pressures should be used. But the low vapour
pressure leads to small concentrations of the total number of donor centres, including
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atomic centres. Using vapour pressures of 0.02 - 0.06 atm resulted in atomic donor
centre concentrations of (1.0 - 3.0) × 1015 cm−3. Quenching of the samples increased
the concentration of atomic centres to higher than 1016 cm−3 with the concentrations
of other complexes being an order of magnitude or more lower.
The main drawback of diffusion doping is that the donor centres are randomly
distributed throughout the host material, due to the Brownian motion of the vapours.
This lack of control results in random distances between donor centres. This could
result in donor centres not being able to interact at all with neighbouring donor cen-
tres, even in excited states, as they are spatially separated by too great a distance.
Or if the donors centres are too close it might be possible for the donor electrons to
interact whilst in their ground states. Both of these outcomes would be detrimental
to using donor electrons as qubits. But there is another technique that allows precise
placement of donor centres within a host lattice. This technique is STM lithography
and is covered next.
Doping Silicon with Atomic Precision.
STM hydrogen lithography can overcome one of the major challenges of reliably
producing an atomically precise array of donors in a silicon host material. Eigler
in [36] showed that STM can not only be used to image surfaces but also can be
used to manipulate matter on the atomic scale. But because of the strong covalent
bonding in semiconductors it is not straightforward to translate this technique into
the semiconductor nano-fabrication realm.
O’Brien et al in [37] proposed a modification to the STM lithography technique.
They suggested using a hydrogen resist. The technique is similar to resist technology
used in conventional lithography but the resist layer is hydrogen. The STM tip can
then be used to select hydrogen atoms to remove from the surface exposing the silicon
beneath. O’Brien et al then demonstrated that when phosphine gas is introduced
into the vacuum chamber phosphorus can be absorbed into the silicon lattice at
precise locations in sites where a silicon bonds have been exposed by the removal
of the hydrogen resist. This results in silicon doped with phosphorus at precise
locations. Silicon can then be deposited on top the phosphorus.
The STM technique can both pattern and copy a hydrogen resist with resolution
on the atomic scale, unlike electron beam lithography (EPL) which can only pattern
a hydrogen resist with a resolution of 100 nm. But STM has the disadvantage of
only being able to etch devices of up to 10 x 10 µm, a device of these dimensions
was too small to use ohmic contacts. The next step taken by Reuss, [38] was to
connect donor centres created using STM lithography to the outside world. The
ohmic contacts were made and positioned using a combination of etched markers
and a custom designed STM-scanning electron microscope/molecular beam epitaxy.
Then Ward et al developed an all optical lithographic process to create ohmic
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contacts to the donor centres implanted in the silicon host lattice by STM, [33].
The process involves making use of both ion-implanted contacts and alignment
markings in the starting host material. This bridges the scale gap between the
largest regions that an STM device can access and the smallest scale available using
photo-lithography. More specifically ion-implantation is used to create a contact
that narrows down to an area small enough to allow the STM to place the donor in
direct contact. The ion-implanted contact also extends out to an area large enough
for multiple photo-lithography steps to be performed to connect the donor centres
to metal pads large enough to make electrical contacts.
Doping silicon with group-VI elements can be achieved, even to atomic scales,
but it is not always the simple case of taking one silicon atom away and replacing
it with a single group-VI donor. Ultimately for quantum technologies to be realised
donors must be placed with atomic precision.
1.4.2 Donors in Silicon as Quantum Objects.
In principle a quantum computation can only take place is a system that is com-
pletely isolated from its environment. But using a completely isolated quantum
system means that the qubits cannot be initialised or readout, this violates two of
the DiVincenzo criteria and is therefore not ideal for a quantum computer if the
result of the calculation can’t be read out. Kane suggested using a nuclear spin
which is very well isolated from its environment, and could provide a route towards
an addressable qubit. The information would be encoded onto the spin 1
2
states of
the nuclear spin. The difficulty of using nuclear spins is that they are difficult to
measure. This is the drawback of using a well isolated system, the more isolated the
system, the harder it is to initialise and read the qubits.
Another option is to use the spin states of the excess electron of a phosphorus
donor within silicon. At low temperatures this electron is loosely bound to the donor
atom. When a gate voltage is applied the electron can be either delocalised from
the donor atom or joined by a second electron, this is reliant on the electric field
being below the value that would populate the conduction band. A second gate can
then be placed between adjacent sites to control the tunnelling of electrons between
the sites. The electron spins only respond to very specific and tuneable frequencies
meaning that they are resistant to electrical noise, allowing the qubits to maintain
their quantum states. This allows for the possibility of placing control and readout
devices between the donor electrons home atoms, as described by Vandersypen in
[39].
Building on this Tosi in [40] presented a scalable design for a silicon quantum
processor that doesn’t need precise placement of the donor atoms. A two-qubit
quantum logic gate was demonstrated by Veldhorst in [41] using single spins in iso-
topically purified silicon and is achieved using the exchange interaction on quantum
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dots to perform one- and two-qubit operations.
As stated in the DiVincenzo criteria another requirement is to find or engineer a
qubit system with a long electron spin coherence lifetimes. Tyryshkin demonstrated
electron spins have long coherence times in [42] using pulsed electron parametric
resonance measurements that show that the electron spin coherence lifetime is on the
order of 60 ms at 7 K. A successful quantum computation also needs an excited state
with a long lifetime, so that there is more time available for quantum manipulations.
Karaiskaj in [43] used high resolution IR spectroscopy of phosphorus and lithium
donors in isotopically purified silicon to observe transitions that are much sharper
than those seen in natural silicon indicating long lived excited state lifetimes.
Direct time-resolved measurements of the excited state lifetimes were then per-
formed in [44] and found to be approximately 200ps, and that the longest lived
states are those located furthest away from the peak of the phonon density of states.
When long-lived states are located far from the peak density of the phonon density
of states there is smaller population of phonons able to reduce the excited state
lifetime. The donor states are very well isolated from the environment resulting in
no major decoherence source other than population decay due to phonon emission.
The long-lived excited state and long decoherence lifetimes, which can be up to
30s for isotopically pure 28Si as measured by Muhonen in [45], opened the door to
experiments that attempt to coherently control the excited electronic phosphorus
donor states in silicon, as completed by Greenland et al in [46]. Coherent control
of the phosphorus donor wavefunctions was demonstrated using photon echoes. It
was also found that excited electronic state extended several nanometres compared
to 0.1nm for the ground state. A wavefunction with an extended influence possibly
allows for the donors to be able to communicate when excited but when in the ground
are non-interacting. Pla also demonstrated coherent manipulation of individual
electron spin qubits that were bound to phosphorus donors in natural silicon, [47].
Together these results show that an optically controlled silicon qubit might be
realised using the phosphorus donor.
1.4.3 Limitations of Silicon-Group V Donor Systems.
The major disadvantage of using phosphorus in silicon for this purpose is its small
binding energy, which is approximately 45meV, [48]. This means that at room
temperature most of the electrons are no longer bound to their respective donor
centres resulting in the shallow donor states being destroyed. Therefore, studying
these states requires cryogenic temperatures.
Silicon doped with phosphorus is also susceptible to the possible energies of the
phonons within silicon. The Debye temperature of silicon is 64.5 meV, [49]. The
Debye temperature is the maximum energy phonon within the material, [50]. Figure
1.4.4 shows the binding energies, and excitation wavelength, of the pnictogen and
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chalcogen donors in silicon. The binding energies of the pnictogen donors are all less
than the Debye temperature. Therefore phonons are able to facilitate transitions
from the conduction band to the valence band. There are also a range of possible
phonon energies below the Debye temperature. This means that there are phonons
available to mediate non-radiative transitions between the donor states. A phonon-
assisted transition from a selected excited state would destroy the quantum system.
Whereas the chalcogen donors binding energies are greater than the Debye temper-
ature of silicon. The transition from the conduction band to the valence band then
requires an improbable multi-phonon transition.
These properties of the silicon phosphorus donor system having short excited
state lifetimes, [51]. The short excited state lifetimes limits the amount of time to
manipulate the quantum object.
The small binding energy also dictates that THz laser light is necessary to per-
form quantum optics experiments. The situation is similar for the other group-V
donors, arsenic, antimony and bismuth.
1.4.4 Silicon-Chalcogen Donor Systems.
But there is another route to explore. Silicon doped with the mid gap chalcogen
elements (sulphur, selenium and tellurium) results in a deep donor centre, possibly
negating the need for liquid helium temperatures. Silicon can also be co-doped with
acceptor atoms to leave a natural quantum dot with an even higher binding energy.
Resulting in optical transitions that are allowed for the deep donors that are not
possible when using shallow donors, which could lead to a deep single photon centre
that could be controlled with a bench top laser system.
Early spectroscopic work on silicon doped with chalcogen elements showed that
these elements have much larger binding energies and that they leave sharp optical
signatures in the mid-infrared band [52]. Neutral group-VI elements result in donor
centres in silicon that have excited states with a helium like spectrum due to two
remaining spare electrons after bonding between the silicon and chalcogen elements.
Singly ionised donor centres however, which will have a single electron bound to the
centre, will have a spectrum analogous to that of a hydrogen atom.
Recent high resolution spectroscopy measurements performed by Thewalt and
his group in [52] have found linewidths of 0.008 cm−1 hinting that the chalcogen
donor states have lifetimes of 4 ns or more.
Simmons and Morse in [53] have shown that parity allowed transitions of chalco-
gen donor electrons within a silicon host lattice can emit light and that their spin
ground states are long lived near 4.2K. But they have been unable to directly mea-
sure the excited state lifetimes.
Several prototype quantum technologies have been developed that demonstrate
quantum information processing. The demonstrations were implemented on differ-
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Figure 1.5: The binding energy of the 4 pnictogen donors (P, As, Sb, and Bi), the 3
chalcogen double donors (S, Se and Te), and their singly ionised configuration. The
corresponding wavelength of light needed to achieve the binding energy is indicated
on the right-hand axis.
Figure 1.6: Partial periodic table of elements showing the first three rows of groups
IV, V (the pnictogens) and VI (the chalcogens).
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ent physical systems, NV− centres in diamond, superconductors, silicon carbide,
quantum dots and cold atoms.
1.5 Competing Quantum Technologies.
There are alternatives to solid state spin qubits in silicon being developed and ex-
plored. These are cold ion traps, superconducting qubits, nitrogen vacancies in
diamond, quantum dots and silicon carbide. Each of these schemes has advantages
and disadvantages compared to one another which are discussed below.
1.5.1 Solid-State Quantum Technology.
NV Centres in Diamond.
Nitrogen-vacancy (NV) centres found in diamond are alternative to spin qubits and
have been shown to demonstrate relevant quantum information processing tech-
niques. The NV centre is one of a multitude of defects found within diamond. The
NV centre is point defect in the diamonds lattice consisting of a nitrogen atom,
which is substituted for a carbon atom, and lattice vacancy at a nearest neighbour
site.
NV centre based qubits are of interest because they have long coherence times.
These long decoherence times are even available and can be controlled at room
temperature with magnetic fields, electric fields or electromagnetic radiation, one
advantage over spin qubits in silicon. NV centres have been used to demonstrate
single photon generation [54], coherent population trapping [55] and optical readout
and manipulation of single nuclear spins [56].
However, even with all these demonstrations there has yet to be qubit calculation
run using a NV centre. In order for this to be accomplished large arrays of NV
centres need to fabricated into arrays. But there are difficulties fabricating photonic
devices from single crystal diamond because they are vertically confined requiring
a three dimensional etching process while being able to precisely generate defects
[57]. For NV centres to become a viable means to realise a quantum computer the
manufacture of these centres needs to become less complex and cheaper.
Perhaps the biggest obstacle faced is controlling the electronic properties of di-
amond because the bandgap of diamond is 5.5 eV at room temperature,[58]. The
large bandgap makes it difficult to electronically pump the electrons from the valence
into the conduction band. Dopants could be introduced into the diamond lattice to
make it possible for diamond to be electronically pumped. But the lattice constant
of diamond is too small, 3.6×10−10 m [58], for dopants to be introduced. With
no dopants to introduce delocalised electrons into the hosts lattice the electronic
properties the conductivity of diamond cannot be controlled [59].
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Silicon Carbide.
Silicon carbide (SiC) is a compound semiconductor material consisting of silicon
and carbon that exist in many different crystal structures. This could allow SiC to
potentially be integrated into existing silicon based technology as integrated circuits
are already manufactured in silicon on a large scale. Another advantage of SiC is
that is possible to make use the technology of the semiconductor industry to improve
the prospects of scaling up SiC to large systems of qubits.
There are three forms of SiC that have deep level defect states with optical and
spin properties similar to NV centres in diamond, [60]. One advantage of SiC defect
centres is that they have excitation wavelengths in the telecommunications band,
[61], [62]. Making use of telecomms excitation offers the prospect of making use
of the telecommunications infrastructure to connect users to a solid state quantum
computer. Koehl studied the defects in 4H-SiC, specifically a defect as known as
a divacancy. The divacancy defect is a missing silicon atom adjacent to missing
carbon atom in the crystal. It is known that some these divacancies are optically
accessible with some exhibiting long decoherence at room temperature, [56].
Although SiC is an attractive prospect for qubits there are still issues to be
addressed an solved. The first is that the qubits operations reported by Koehl used
bulk qubits in SiC so the next step is to control a single qubits. The other problem
is that a large number of individually addressable qubits is needed. The divacanies
used for qubits need to be placed precisely within the SiC so that pairs of qubits
can be placed at neighbouring sites to enable two-qubit operations.
Group III-V Quantum Dots.
Quantum dots are semiconductor particles with dimensions on the order of nanome-
tres with well defined energy levels. At these length scales the optical and electronic
properties differ from those at larger scales. It has been suggested that quantum
dots offer a potential route to programmable qubit because small voltages can be
applied to the quantum dot allowing precise measurements of the spin to be made.
In a model proposed by Loss and DiVincenzo the qubit is realised as the spin of
an electron in a single electron quantum dot [63]. Loss and DiVincenzo introduced a
mechanism that uses electrical gating between qubits to alter the tunnelling barrier
between neighbouring qubits. If the barrier is ’high’ then tunnelling between dots is
forbidden and the qubit state is stable in time. When the barrier is low tunnelling
between qubits is allowed therefore spins can become coupled.
Superconducting Qubits.
The quantum information in a superconducting qubit is stored as the charge in a
small region of the superconducting material. The areas containing the quantum
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information are linked to a charge reservoir via a Josephson tunnelling junction.
The charge is controlled by the voltage across the junction, the |0〉 and |1〉 states
are then the difference in charge one cooper pair. Adjacent areas of charge exchange
quantum information via their mutual Coulomb electrostatic repulsion.
1.5.2 Cold-Ion Traps.
An ion trap uses a combination of electric and magnetic fields to trap ions. A
combination of cryogenics and laser cooling then cools the ions to µK temperatures.
The ideal scheme for manipulating the quantum states of the cold-ions is to have the
ions held in a linear trap with individual laser beams addressing separate ions, first
decribed in [64]. The repulsive forces between the trapped ions led to an equilibrium
configuration of equally spaced trapped ions. The trap is designed to ensure that
the spacing between the trapped ions is larger than the wavelength used to address
the trapped ions. This also means the fluorescence can be collected from individual
ions.
For quantum computation single ions as well as arrays of ions will need to be
addressed. At µK temperatures the qubits then correspond either to the electronic
states of different ions, or the different sublevels of the electronic ground state of an
individual trapped ion. When an array of cold-ions is cooled the systems becomes
a multiple qubit quantum computer. The qubits then interact with each other
through coupled vibrations of the ions, as one ion is displaced the repulsive Coulomb
force affects other trapped ions in the vicinity of the displaced ion. The quantum
information is transferred coherently through the lattice of individual qubits.
Cold trapped ions are an attractive possible route to quantum computing ar-
chitecture. Cold trapped ions are well isolated from their environment, and their
electronic states and external motion can be coupled and manipulated by electro-
magnetic fields. Also the individual trapped ions can be positioned with nanometre
precision, [65]. Trapped ions qubits can also be measured with nearly 100% efficiency
by making use of state of the art fluorescence techniques, [66].
For a useful quantum computer systems of thousands or millions of qubits are
needed [67]. When the numbers of trapped ions is scaled up to large numbers of
trapped ions numerous difficulties are encountered. Laser cooling becomes ineffi-
cient, the ions become more susceptible to stray electric fields from the environment
and the coherence of the system could be lost due to mode crosstalk and nonunifor-
mities [68]. It is for these reasons that it is not yet known how much the number
of trapped-ions can be scaled up. There have been schemes proposed to circum-
navigate the scalability issue by connecting multiple ion traps to form a quantum
charge-coupled device [67].
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1.6 Conclusion.
To conclude, the reasons for choosing silicon as a material to develop an optically ad-
dressable quantum object were discussed. These reasons are that silicon is currently
used to manufacture current microprocessors, this has driven the semiconductor in-
dustry to produce high purity silicon. The high purity silicon removes decoherence
sources, silicon also has no polar optical phonons to interact with electromagnetic
radiation which could act to unfavourably alter the population and coherence of a
quantum system. The final reason for using silicon is that the conductivity of silicon
can also be precisely controlled by doping. Moore’s law was then summarised and
used to demonstrate that quantum technologies are a consequence of Moore’s law.
Quantum computing, quantum cryptography and quantum simulation were then
discussed and introduced as possible applications of an optically controllable quan-
tum object. The doping of silicon by gas diffusion doping and atomically precise
STM lithography doping to control the electrical conductivity and create a donor
centre in silicon was then described. Finally the competing research streams that
aim to produce quantum technology were briefly summarised.
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2.1 Introduction.
The following chapter presents the relevant background theory for this thesis. A gen-
eral introduction to semiconductors is given paying attention to the crystal structure
and the origin of the electronic bands in a semiconductor. The theory of the affect
defects have on the perfect periodicity of crystalline semiconductor is then described.
Defects are then characterised into substitutional and interstitial defects, this is fol-
lowed by a discussion on how substitutional donors and acceptors are formed in
silicon. Shallow and deep defects are then defined in terms of the thermal energy
and the valence maximum and conduction band minimum. Drawing analogies be-
tween an isolated hydrogen atom and a donor in a dielectric medium the energy
structure of defects is then explained. The temporal dynamics of charge carriers is
split into to branches, bipolar and unipolar excitation. Bipolar excitation deals with
above band gap excitation, where an electron is excited from the valence band into
the conduction band leaving a hole in the valence band. Einstein’s rate equations
are then used to describe the radiative relaxation pathway open to electrons that
are excited into the conduction band or an energy level. The energy is conserved by
the emission of a photon. The excited state lifetime is a result of the Einstein rate
equation analysis and is described next. Unipolar excitation is when an electron is
excited from a donor state, as the electron is not excited from the valence band no
holes are generated. Under unipolar excitation carrier capture at attractive centres
is explained followed by carrier capture from the conduction band by excited states.
Electrons, holes, photons and phonons all play a role in carrier recombination. In
these transitions energy and momentum must be conserved.
2.2 Semiconductor Basics.
Certain materials with even numbers of valence electrons per unit cell may not
conduct electricity at absolute zero (T=0 K). The highest completely filled band,
valence band, is separated from the lowest completely empty band, the conduction
band, by an energy gap. Semiconductors and insulators do not conduct electricity
at T=0 because they possess the exact number of electrons to completely fill a band.
A semiconductor such as silicon has an even number of electrons in the outermost
electrons orbital, the highest filled band is then filled with electrons. The nearest
available empty states for electrons are in the conduction band. The electron must
acquire an amount of energy equal to the band gap to excite the electrons into the
available states in the conduction band. This results in semiconductors having a
lower conductivity than metals. The size of the band gap gives the distinction be-
tween a semiconductor and insulator. A semiconductor will have a smaller band
gap than an insulator. This means the electrons in a semiconductor are more easily
thermally excited from the valence band into the conduction band. Therefore there
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is a significant number of electrons in the conduction band that are able to con-
duct electricity at room temperature. Consequently semiconductors have a higher
conductivity than insulators.
A semiconductor is a crystalline material with an electrical conductivity between
that of an insulator and conductor. The atomic separation of the constitute atoms
in a solid is small enough for the electron orbitals to overlap. Conduction in a
semiconductor is the net movement of charge carriers, electrons or holes, due to
an externally applied electric field. The carrier that dominate a particular region
of the material is referred to as the majority carrier while the carrier with a lower
concentration is known as the minority carrier. An intrinsic semiconductor is one
in which the concentration of charge carriers is dependent on the material itself as
electrons transition from the valence to the conduction band as a result of excitation,
this leaves a hole in the valence band. Therefore there are equal number of electrons
and holes in an intrinsic semiconductor. In an extrinsic semiconductor the carrier
concentration depends on the impurity atoms that have been introduced.
2.3 Crystal Band Structure.
Most of the technologically important semiconductors have a face-centred cubic
structure with a two-atom basis. For silicon and germanium the atoms of the two-
atom basis are identical. In the case of binary semiconductors, such as GaAs, the
two-atom basis is comprised of different atoms, galium and arsenic. The face-centred
cubic lattice and two-atom basis results in the group-IV elemental semiconductors
and most of the binary semiconductors having the same shape of the first Brillouin
zone.
Within a solid the interatomic separation is approximately equal to the size of
the atoms. At these length scales the outer electronic orbits overlap and interact
strongly. As an electron is a fermion, no two fermions can possess the same set
of quantum numbers, the discrete energy levels of a free atom are forced into the
bonding and anti-bonding orbitals which broadens the discrete levels into bands.
The bonding orbital derives from the interactions between atomic orbitals that are
in phase and therefore constructive. The bonding orbital is lower in energy than
the atomic orbitals that combine to form the valence band. While the anti-bonding
orbitals result from the out-of-phase interactions when the atomic orbitals interact,
the anti-bonding orbital energy is higher than the atomic orbitals that form it.
The overlapping anti-bonding orbitals form the conduction band. The electronic
states within the bands are delocalised. The energy gap between the valence and
conduction bands can be determined from Bloch’s theorem. Bloch’s theorem states
that the wavefunctions have the form,
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Figure 2.1: Schematic representation of the formation of the conduction band and
valence bands. Right: graph showing the energy levels of an ensemble of atoms as
a function of interatomic separation. When atoms are separated by many lattice
spacings the energy levels of an individual atom exist as discrete levels. When the
atoms are brought closer together the orbitals begin to overlap. Due to the Pauli
exclusion principle each orbital splits into closely spaced molecular orbitals. For
large numbers of atoms within a solid adjacent orbitals are closely packed, so closely
packed that they can be considered a continuum. a is the lattice spacing. At an
atomic spacing the orbitals form the conduction and valence bands separated by a
band gap.
ψk(r) = uk(r)exp(ik.r), (2.1)
where uk(r) is a function used to describe the periodicity of the lattice. Equa-
tion 2.1 describes a travelling wave with momentum ~p = h¯~k. When the Bragg
reflection condition is met, (~k + ~G)2 = k2, the travelling wave is reflected forming a
standing wave when k = ±pi/a where a is the lattice constant. The time-dependent
wavefunction can then be represented by standing waves,
ψ(+) = exp(ipix/a) + exp(−ipix/a), (2.2)
= 2cos(pix/a), (2.3)
and
ψ(−) = exp(ipix/a)− exp(−ipix/a), (2.4)
= 2sin(pix/a). (2.5)
The notation + and − is used according to whether the the function changes
sign when x is substituted for -x. The functions ψ(+) and ψ(−) cause the electrons
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Figure 2.2: He2 electron configuration. The four electrons occupy one bonding
orbital at lower energy, and one antibonding orbital at higher energy than the atomic
orbitals.
to accumulate in different regions of the lattice, resulting in each of the functions
differing in potential energy. The probability density ρ of the functions is given
by ψ∗ψ = |ψ|2. For a pure travelling wave ρ is equal to one showing that the
charge density is constant. However the charge density is not uniform when linear
combinations of plane waves is studied, as in equations 2.3 and 2.5. Consider the
function ψ(+), the probability density is then,
ρ(+) = |ψ(+)|2, (2.6)
' cos2(pix/a). (2.7)
This function causes the electrons to accumulate on the positively charged ions
centred at x = 0, a, 2a..., where the electrical potential is lowest due to the Coulomb
attraction between the negatively charged electrons and positively charged ions. The
probability density function of ψ(−) is ' sin2(pix/a), determined in the same way as
for the ψ(+) case. The function of ψ(−) results in the electrons to be concentrated
away from the ion cores. This case increases the electrical potential energy as the
electrons are positioned away from the ions cores, the Coulomb attraction is acting to
position the electrons on the ion cores. The difference in potential energies between
the ρ(+) and ρ(−) results in the energy gap between the valence and conduction
bands.
Semiconductors have either a direct or indirect band gap. The minimum energy
of the conduction band and the maximum of the valence band are each characterised
by the crystal momentum, ~k in the Brillouin zone. If the crystal momentum vectors
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for the minimum of conduction band and the valence band maximum are the same
the semiconductor is known as an direct band gap semiconductor. For a direct band
gap semiconductor an electron requires only to absorb or emit a photon to transition
between the bands. The semiconductor is described as indirect band gap when the
crystal momentum vectors of the conduction band minimum and valence band max-
imum are different. An electron in an indirect band gap semiconductor will require
the absorption or emission of a photon as well as a phonon to make the transition
between the valence and conduction bands in order to obey the conservation of
energy and momentum laws.
Valence Band Valence Band
Conduction Band Conduction Band
Momentum
E
n
er
gy
Figure 2.3: Left: the energy vs crystal relationship for an indirect band gap semi-
conductor, showing that a change in both energy and momentum is needed for an
electron to make the transition between the valence and conduction bands. Right:
the energy vs crystal relationship for an direct band gap semiconductor, showing
that only a change in energy is required for the electron to transition from the
valence to the conduction band.
Direct band gap semiconductors are usually compound semiconductors, examples
of which are galium arsenide (GaAs) and indium arsenide (InAs). Indirect band
gap materials include diamond lattice crystalline semiconductors such as silicon
or germanium. Both have perfectly periodic crystalline structures. With a periodic
structure electrons can’t become localised, there is no change in the electric potential
landscape to trap electrons. Therefore the conductivity can not easily be controlled.
Defects need to be introduced to control conductivity more precisely.
2.4 Defects.
A semiconductor crystal can contain numerous defects, these are classified as point
or line defects. A point defect consists of a missing host atom or ion creating a
vacancy, an extra atom between the lattice sites, forming an interstitial defect or a
substitutional defect where the host atom is substituted for the defect atom. A line
defect can form when more than one adjacent point defect occurs in the crystal. A
defect in the host crystalline lattice of a semiconductor forms a discontinuity in the
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the perfect nature of the host materials lattice. The disruption in the lattice results
in localised states in the vicinity of the defect forming due to the electronic potential
landscape being disrupted.
Substitutional defects occur when a host atom from the original lattice of a
crystalline solid is substituted for a different atom. A substitutional defect occupies
a lattice site. The introduced substitutional defect can be either smaller or larger
than the host atoms. If the substitutional defect is smaller than the host crystalline
atoms the neighbouring host will remain at their lattice sites. If the substitutional
defect is larger than the host crystalline atoms the neighbouring atoms will be
displaced from their lattice positions. So by introducing a substitutional defect into
a crystalline solid the original lattice can be distorted, altering the properties of the
host crystalline semiconductor. Substitutional defects can occur naturally within
the crystalline material or be deliberately introduced via doping.
An interstitial defect can arise when an atom takes up a position between the
lattice sites of the crystalline structure. The interstitial defect can be one of two
types. The fist is a self-interstitial defect which occurs when an atom from the
crystalline lattice leaves its lattice site to occupy an interstitial position. The second
type of interstitial defect is when a foreign atom occupies an interstitial site. As
an interstitial defect occupies an interstitial position, that was empty space, the
lattice around the interstitial defect distorts and compresses the surrounding host
crystalline material. An interstitial defect can be a natural impurity within the
crystalline material or intentionally introduced to alter the physical properties of the
host crystalline material. The defects can be donors, where electrons are donated
to the conduction band, or an acceptor, where holes are added to the valence band.
2.4.1 Donors.
A donor is a deliberately introduced impurity atom that forms an n-type region
in the semiconductor. Silicon is a group-IV element with four valence electrons in
the outer electron shell. When n-type silicon is desired it is doped with group-V
elements. Phosphorus is an example group-V element with five electrons in its outer
shell. When silicon is doped with group-V elements a single electron, not used
in forming covalent bonds, remains weakly bound to the group-V atom. At room
temperature the electron not used in covalent bonds becomes delocalised and able
to conduct. When the electron is ionised the phosphorus dopant becomes positively
charged. Phosphorus is a good defect to dope silicon with because their binding
energy is approximately equal to kT at room temperature. The binding energy of
the electron to the phosphorus dopant atom is ' 45 meV, and kT is ' 26 meV
at room temperature. Therefore at room temperature a portion of the electron are
delocalised and able to conduct.
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2.4.2 Acceptors.
When a p-type region of a semiconductor material is required it is doped with
acceptor dopants. Using silicon as an example again a p-type region can be created
by doping silicon with the group-III elements boron or aluminium. A group-III
element has three electrons in the outer shell. So when silicon is doped with group-
III elements the three electrons form covalent bonds with three of the neighbouring
silicon atoms. The fourth silicon atom is unable to form the covalent bond so an
electron from neighbouring bonds is shared. At room temperature an electron from
a neighbouring bond is able to form the unsatisfied covalent bond leaving a hole.
The hole will then attract an electron to repair the covalent bond. This results in
chain-like process where the hole moves around the material, acting like a charge
carrier.
In semiconductors impurity atoms can either either be donors or acceptors.
Donors and acceptors can then be characterised by the energy separation between
the ground state and conduction band minimum for donors or the ground state and
valence band maximum for an acceptor.
2.4.3 Shallow and Deep Defects.
Electrically active impurities can be classified as either shallow or deep donors. A
shallow impurity requires a small amount of energy to ionise the electron or hole, for
a donor and acceptor respectively. The energy required to ionise a shallow impurity
is approximately equal to the thermal energy, 10’s meV. A deep donor, however,
require energies greater than the thermal energy to ionise a charge carrier, typically
100’s meV.
Shallow Defects.
A shallow donor is created by a host atom being substituted for a donor atom,
for example a silicon host atom being substituted for a group-V element. At low
temperatures the spare electron is bound to the impurity atom. Energy is required
to delocalise the electron into the conduction band from an energy state of the
impurity, the required energy is the ionisation energy. At high temperatures the
electron is delocalised becasue the excited state energy is less than kT away from a
band edge.
Other impurity centres can produce energy levels deep within the band-gap.
The radii of these deep states is small in comparison to the radial extent of shallow
donors.
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Deep Defects.
There have been many attempts at accurately determining the energy levels of deep
donors, [69] and [70] but there has yet to be a full theory developed to describe
the energy levels of deep impurities in silicon. The problems arise because EMT
theory relies on a smooth potential function, which does not occur when studying
the ground state of deep centres. However, when excited states are considered EMT
can be used to predict the energies of the excited states.
Usually the electron effective mass is less than the rest mass and the binding
energy is less than the bandgap width. Lucovsky was the first to use the zero-
radius-potential method to derive wavefunctions and use them to calculate the pho-
toionisation cross section of deep centres by assuming that the binding energy, E0,
to be the distance between the nearest band from the level being considered and
the mass to be the effective mass in this band in [71]. This method is only valid if
E0 << Eg and if the nearest band is simple. Perel and Yassievich, [72], built upon
the earlier work done by Lucovsky by generalising his model to include the case of
when the binding energy is approximately equal to the band gap and to include
complex band structures.
Defects have energy levels within the band-gap. The structure of the energy levels
depends on the nature of dopant. For example the structure can be hydrogenic if a
group-V donor in silicon is used or helium like as in the case of a group-VI donor in
silicon.
2.5 Energy Structure of Defects.
The energy structure of a defect depends on the nature of the defect. For a defect
such as phosphorus in silicon the energy structure is hydrogenic because there is one
electron not used in forming covalent bonds that remains bound to the defect. The
phosphorus is analogous to a hydrogen atom, a single electron orbits a singly charged
nucleus. An isolated hydrogen atom in free space has three degenerate states from
the three different directions, for example px, py and pz. However as a phosphorus
defect is within a dielectric medium there are only two degenerate states, p0 and
p±. The phosphorus defect has two degenerate states due to the effective masses of
the electron in the dielectric material silicon. The effective mass of the electron is
the same in two crystal directions and different in the third. In silicon the effective
masses are the same in the transverse directions and different in the longitudinal
direction resulting in the p0 and p± series of lines.
For an isolated hydrogen atom the quantised energy levels are described by the
equation,
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En = −E1
n2
, (2.8)
where E1 = 13.6 eV. The ground state, n = 1, is the lowest energy level with an
electron binding energy of 13.6 eV. For the excited states, n = 2, 3, ..., the electron
binding energy decreases. When the electron and nucleus are separated by an infinite
distance (n→∞) the electron has a binding energy of 0.
Hydrogen like ions are defined as a positively charged nucleus orbited by a single
negatively charged electron. The energy levels for an isolated singly ionised helium
atom are,
En = −E1Z
2
n2
. (2.9)
The electron energy levels of both isolated hydrogen and singly ionised helium
are shown schematically in figure 2.4.
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Figure 2.4: Isolated hydrogen (left) and helium (right) electronic binding energies.
The energies of the electronic states of phosphorus donors in silicon can be de-
scribed by the modified Bohr formula, where m0 is the electron rest mass, m
∗ is the
reduced effective electron mass, RH is the Rydberg constant for hydrogen, r is the
dielectric permittivity and N the principle quantum number.
E =
m∗
m0
1
2r
RH
(
1− 1
N2
)
. (2.10)
The formula shows that the energy of the electronic energy levels for phosphorus
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donors in a silicon host lattice depends on both the effective mass, m∗ and the
dielectric permittivity r.
To determine the energies of the excited electronic states for chalcogen donors,
the analogue of helium, in silicon the wavefunctions that describe the motion of
electrons in a crystal are needed. This is achieved by using scaled hydrogenic wave-
functions accounting for the electron effective masses. The approach of using scaled
hydrogenic wavefunctions can accurately predict the energy levels for quantum num-
bers n>2. Since the electron is more tightly bound to its donor atom the wavefunc-
tion is more much localised. This means that the defect does not vary smoothly
over the length of the unit cell. The scaled Bohr radii can then be used to scale
the hydrogenic wavefunctions, which are in turn used in the effective mass Hamilto-
nian to calculate the energies of a silicon chalcogen donor system [32]. The energies
shown in figure 2.5 have been determined using this method.
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2p± -6.40
3p0 -5.47
4p0 -3.31
Energy (meV)Level
1s(A1) -306.6
2p0 -11.5
2p± -6.39
3p0 -5.48
1s(E) -34.4
1s(T2) -31.2
2s(A1) -18.0
3p± -3.12
Conduction Band
Silicon
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Figure 2.5: Energy spectra of phosphorus donors in silicon (left), analogous to the
hydrogen atom, and selenium donors in silicon (right), analogous to a helium atom.
The valence band has been omitted as it would located far from the donor ground
states.
Figure 2.5 illustrates that the donor electron energy levels lie inbetween the
conduction band minimum and valence band maximum. The silicon band gap is
1.14 eV. This is orders of magnitude greater than the binding energies of both
the phosphorus and selenium donor centres in silicon which are of the order of
meV’s. The electron donor states are closer to the conduction band minimum than
the valence band maximum. The energy difference between the phosphorus donor
ground state and valence band maximum is 1.09 eV and 0.78 eV for the selenium
donor state. The electron binding energies of of the phosphorus and selenium donor
centres are much greater than the electron binding energies of isolated hydrogen and
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helium atoms. This is because of the silicons dielectric constant and the effective
mass of the electrons within the dielectric host.
For an electron to be in one of the energy levels between the valence and con-
duction bands it needs to possess energy. The electron will lose the excess energy
leading to the energy levels possessing temporal dynamics.
2.6 Dynamics of Defects.
For an electron and hole to recombine an energy release equal to the band-gap
of the material accompanies the recombination. The issue of where this energy is
transferred is of huge interest. An immediate passing of this energy to the crys-
tal lattice is not energetically favoured because emission of a large number of low
energy phonons or a few phonons with large energy would be required for energy
conservation. This results in a small recombination probability. In a direct band
gap semiconductor when the electron and hole recombine radiatively the energy is
transferred to a photon, no further bodies are needed because there is no change in
momentum to account for. This situation is described in section 2.6.1 for above band
gap excitation using Einstein’s rate equations to qualitatively describe the radiative
recombination process and quantify the excited state lifetime. For an indirect band
gap semiconductor a change in both energy and momentum is required for an elec-
tron and hole to recombine. In this situation photons and phonons are needed as
a photon possesses a small amount of momentum. An immediate imparting of the
energy and momentum to the crystal is not favoured because an improbably large
number of phonons is required. If the crystal has a weak electron-phonon coupling
the emission of large numbers of phonons is even less probable. The recombina-
tion probability is increased by considering that the energy is emitted in parts, the
electron is transferred from the conduction band to the valence band via intermedi-
ate states. This indirect transition via the intermediate steps is realised by energy
levels within the band gap associated with impurities or lattice defects within the
material. The case of exciting an electron from a donors state and the subsequent
non-radiative recombination is is considered in section 2.6.2.
2.6.1 Bipolar Excitation.
Interactions among electrons, holes, phonons, photons, and other particles are re-
quired to satisfy conservation of energy and crystal momentum (i.e. conservation of
total k-vector). One important process is radiative recombination, where an elec-
tron in the conduction band annihilates a hole in the valence band, releasing the
excess energy as a photon. This is possible in a direct band gap semiconductor if
the electron has a k-vector near the conduction band minima (the hole will share
the same k-vector).
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The Einstein Rate Equations.
An excited electronic state of a system is an energy state that has a higher energy
than the ground state. Einstein’s phenomenological theory of radiation assumes
that whenever a transition between energy states occurs a photon is absorbed or
emitted. When a photon is absorbed the atom transitions to an excited state. The
radiative process by which an atom de-excites is known as spontaneous emission.
Each atom has its own unique spontaneous emission spectrum defined by the energy
levels of the atom. The Einstein approach resulted in three equations that describe
spontaneous and stimulated emission as well stimulated absorption.
g1B
ω
12 = g2B
ω
21, (2.11)
Bω12 = A21N2 +B
ω
21N2u(ω), (2.12)
and
A21 =
h¯ω3
pi2c3
Bω21. (2.13)
The A coefficient describes the probability per unit time that the electron will
transition from the excited state to the ground state by the emission of a photon.
As the A coefficient has unit of s−1 it can be inverted to calculate the excited
state lifetime. The Bω12 describes the probability per unit time that an electron will
undergo a stimulated absorption transition while the Bω21 describes the probability
per unit time of a stimulated emission process. The excited state lifetime can then
be calculated,
τ =
1
A21
. (2.14)
The lifetime of the excited state is dependent on radiative and non-radiative
decay rates,
1
τ
=
1
τR
+
1
τNR
. (2.15)
As non-radiative lifetimes are governed by phonons which typically exist for
periods of time shorter than the radiative lifetime the upper limit of the longitudinal
lifetime is determined by the radiative lifetime while the lower limit is determined by
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the non-radiative lifetime. Phonons also play an important role in optical absorption
in indirect band-gap semiconductors. The role that phonons play in non-radiative
relaxation pathways is described in the next section.
Equation 2.11 shows that the rates of stimulated emission and absorption are
the same except for the degeneracy factors. Equation 2.13 shows the relationship
between the spontaneous emission coefficient and the stimulated emission coeffi-
cients. It can be seen that a transition with a high absorption probability will also
have a high stimulated and spontaneous emission probability, due to equation 2.11.
If the atom under consideration is embedded within an optical medium with a re-
fractive index n, c is replaced by c/n to account for the reduced velocity of light.
The conclusions drawn from Einstein’s phenomenological approach derives the same
conclusions as those reached when the optical Bloch equations are used. Each of the
three Einstein coefficients has a physical meaning and the correct thermodynamic
link between each of the three Einstein coefficients is also attained. Equations 2.11
and 2.13 show that when one of the Einstein coefficients is known the other two
can be calculated. But the Einstein approach does not explicitly calculate the co-
efficients. Fermi’s Golden rule can be used to calculate the transition rate between
electronic states. For a full quantum mechanical description of the system the optical
Bloch equations can be used.
2.6.2 Unipolar Excitation.
Unipolar excitation occurs when an electron is excited from a donor state to a higher
excited state or the conduction band, leaving no hole in the valence band. Once the
electron has been excited it will naturally lose the excess energy to transition into
the donors ground state or valence band.
2.6.3 Unipolar Carrier Capture by Impurity Centres.
The process of an electron being captured by an attractive centre was first considered
by Thomson is 1924 while attempting to solve the problem of positive and negative
ions recombining in gases, [73]. Thomson derived an expression for the capture cross
section by assuming that when an ion is captured it first passes into a bound state.
The ion transitions into a bound state when one of the ions collides with a third body,
transferring a portion of its energy. The ion in the bound state then has a binding
energy. If the binding energy is smaller than kT the electron is likely to be thermally
emitted. Whereas if the binding energy is larger than kT the electron is unlikely
to be thermally ejected from the bound state. Therefore for ion capture to occur
the bound state must have binding energy greater than kT . In order for an electron
to be captured by the bound state it must approach the attractive centre and lose
kinetic energy via collisions with a third body. Lax used Thomson’s approach to
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explain the capture cross sections in semiconductors, described in section 2.6.5. The
main distinction between the Thomson approach and Lax’s is that Lax assumed
that the electron did not lose all its energy by the emission of an acoustic phonon.
Instead the electron was assumed to lose small portions of energy as it fell down the
ladder of excited states.
For an electron to captured by the attractive centre it must reach a level with
a binding energy approximately equal to or greater than kT . For this to occur the
electron must pass close enough to the attractive centre for it to be accelerated and
gain kinetic energy. This energy must be lost via the emission of phonons for the
electron to remain bound. However when highly excited states with larger orbits
capture the electron the energy gained by the accelerating electron is less than if
the electron were to transition to a state with a binding energy approximately equal
to or greater than kT . The electron can then emit phonons to reach below a level
with a binding energy of the order of kT , the electron is then practically bound to
the centre.
Non-equilibrium carriers can be produced by numerous mechanisms; optical exci-
tation, fast-electron irradiation and electrical contact injection. The non-equilibrium
carriers are produced as electron-hole pairs if the electron is excited from the valence
band or just the electron is excited if the donor states are pumped. In situ with
the generation process recombination processes are also present. Recombination
processes are the reverse of the generation processes, generation produces charge
carriers while recombination removes charge carriers.
The free carrier lifetime, τcarrier, depends on the carrier concentration and num-
ber of recombination centres. If there are more free carriers than recombination
centres the recombination centres become saturated. The free charge carriers then
have no available recombination centres resulting in longer free carrier lifetimes. As
time passes the free carrier concentration decreases as the free charge carriers even-
tually lose energy by other means i.e. producing phonons. Fewer carriers means less
recombination events therefore the recombination dynamics change in time resulting
in different lifetimes between steady state generation and no generation. Therefore
different lifetimes need defining for different generation conditions.
Under steady conditions, with constant generation, the steady state concentra-
tion of free excess carriers is given by
n = Gτcarrier. (2.16)
Where n is the number of free carrier, G the generation rate and τcarrier the
carrier lifetime.
When generation rate is small the lifetime τ can be considered to be constant. In
this case the generation rate must be sufficiently small as to not generate too many
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carriers resulting in saturated capture centres. When the capture centres become
saturated no further free charge carriers can be captured therefore the charge carriers
are left in the conduction band roaming the bulk host. In this situation the carrier
lifetime can not be used to characterise the sample.
When there is no generation a simple solution of the free-carrier lifetime can be
found, shown in equation 2.17.
n(t) = n0exp(−t/τ). (2.17)
When the free-carrier generation is then switched on at time t = 0 the time
dependence of the free carrier concentration is given by
n(t) = Gτ [1− exp(−t/τ)]. (2.18)
Both equations 2.17 and 2.18 show that the lifetime of the carriers determines
the kinematics of the free charge carriers generation and recombination.
The above equations can be applied to simple cases, such as a periodically vary-
ing or constant generation, or to more complex cases. It is often found that the
stationary lifetime is different to the dynamic lifetime which determines the evo-
lution of the relaxation process. When there are multiple types of recombination
centre, centres that possess different charges, or when bipolar excitation is used
multiple dynamic lifetimes can be observed.
2.6.4 Traps and Recombination Centres.
A deep impurity in a host material can act as either a trap or recombination centre.
This depends on the impurity, the temperature and other doping conditions. The
distinction between a trap and a recombination centre can be explained by consid-
ering a minority carrier being captured at a localised impurity centre. If the carrier
is held by an impurity for a length of time and is then thermally ejected the centre
is regarded as a trap. However, if a majority carrier is captured before the minor-
ity carrier is thermally ejected recombination occurs. In this instance the centre is
referred to as a recombination centre. The role of an impurity centre depends on
the concentration of majority charge carriers and the capture cross section of the
impurity centres.
Singly charged centres that are attractive to the minority charge carriers are more
likely to act as a recombination centre because the cross section for the subsequent
capture of a majority charge carrier at the neutral centre is only one magnitude
smaller than the minority carrier capture cross section, [74]. Furthermore the num-
ber of majority carriers is sufficiently high to allow recombination to take place
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before thermal ejection of the minority carrier. A doubly charged centre that is
attractive to the minority carriers is more likely to act as a trap because after the
capture of a minority carrier the centre will still possess a positive charge and is
therefore repulsive to majority carriers. The repulsion between the centre and ma-
jority carrier reduces the capture cross section resulting in minority carriers being
thermally ejected before recombination can take place.
The energy levels of the impurity have an impact on the exchange rate of electrons
between the impurity energy level and the conduction band or valence band. If the
energy levels of the impurity centre are much closer to the conduction band a smaller
exchange of energy is necessary for the localised electron to make the transition from
the impurity state to the conduction band before recombination occurs. This implies,
for the case of energy levels located close the conduction band, that the electron
undergoes many transitions between the conduction band and impurity energy levels
because the transition can be facilitated by numerous low energy phonons. If only
the centres with energy levels separated by a small amount of energy from the
conduction band exist within the host then recombination times would be long.
But in a real crystal centres with energy levels that lie far from the conduction
band minimum exist. These deeper centres trap the electrons for a long period of
time allowing recombination to occur as multi-phonon transitions are unlikely to
occur. As a result of this even small concentrations of deep centres facilitate the
recombination process. A shallow donor only acts to reduce the concentration of
free electrons in the conduction band. It is for these reasons that shallow centres
are referred to as traps and deep centres as recombination centres.
In the material under investigation, silicon doped with selenium, deep centres
are more abundant than shallow centres. Therefore the limiting step is not the
time taken for the free electron to become trapped and localised as deep centres are
present in high concentrations.
Consider a real semiconductor with two types of impurity centres, A and B. As-
sume the sole energy level of B lies well below the energy level of A. In this situation
A-centres act as traps while B-centres act as recombination centres. To reinforce
the difference between a trap and recombination centre consider the following. For
traps the probability of electron and hole escape, back into the conduction band
and valence band respectively, by thermal emission from the centre is higher than
for recombination to occur (Rn < Gp). This implies that
cnn1 >> cpp. (2.19)
Where cn and cp are the capture cross section for electrons and holes respectively,
n1 is the number of free electrons and cpp the number of free holes.
Assuming that cn and cp are approximately equal, then equation 2.19 implies
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that the impurity centres will act as traps if there energy levels are closer to the
conduction band than the Fermi level is to the valence band. But, often cn and cp
can differ by orders of magnitude due to the impurity centre changing charge after
capturing an electron or hole. If a centre is negative, so attractive to electrons then
cn >> cp. The reverse situation can also exist for recombination centres. For a
recombination centre the probability of recombination must exceed the probability
of the carrier being ejected into the conduction band from the centre by thermal
emission.
If there were no A-centres present in the sample, the electrons would not be-
come trapped at any point in time. In this case the decrease of the excess carrier
concentration happens much faster than if A-centres were present. This is because
only free electrons can fall into a recombination centre and then annihilate with a
hole. This illustrates the case when the dynamic lifetime differs to the steady state
lifetime.
So far the example of two types of impurity centres has been covered. This ex-
ample described the time dependence of the free carrier concentration, the localised
electron concentration and the hole concentration.
2.6.5 Capture by Excited Levels.
Data taken in the 1950’s shows that the cross sections of carrier capture by attractive
centres at cryogenic temperatures was orders of magnitude higher than predicted
by the cross section of the bound-electron localisation sphere. Lax in, [75], suggests
that the cross sections that are observed can be explained by the fact that the free
carrier is captured not by the ground state but by a highly excited state. The excited
states possess a much larger orbit than the ground state. The electron then diffuses
up and down the ladder of energy states until one of two things happen. The first is
that the electron is ejected back into the conduction band. The second situation is
that the electron falls into the ground state. This cascade up and down the energy
level ladder by the emission of single phonons is the reason that Lax referred to the
process as a cascade capture model.
An impurity centre with a large orbital extents are attractive centres as the
coulomb interaction between the positively charged impurity centre and the nega-
tively charged electron will result in an attractive force. An impurity centre with a
long range attractive potential has energy levels whose orbits increase as the prin-
cipal quantum number increases. The states with large radii are responsible for the
large carrier cross sections that are observed. But only excited states with a binding
energy greater than kBT can capture a charge carrier. By lowering the temperature
more highly-excited states, with larger radii, can have an influence on the capture
cross section.
Abakumov and Yassievich in [76] built on the work by Lax by using the Pitaevskii
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Table 2.1: Experimentally determined binding energies of neutral shallow (P and
As) and deep (S and Se) donors in silicon in meV taken from [32].
Level P As S Se
1s(A1) 45.59 53.76 318.32 306.63
1s(E) 32.58 31.26 31.6 31.2
1s(T2) 33.89 32.67 34.62 34.44
2p0 11.48 11.50 11.48 11.49
2p± 6.40 6.40 6.39 6.39
3p0 5.47 5.49 5.45 5.48
3p± 3.12 3.12 3.12 3.12
method, discussed in [77] to derive a simple expression to describe carrier cross
section by an isolated attractive Coulomb centre:
σ =
4
3
pi
l0
r3T , (2.20)
where rT = e
2/κkT , κ being the dielectric constant, l0 = vτe (v is the electron
velocity and τe is the electron relaxation time therefore l0 is the mean free path).
An electron is captured when it hits an interior of a sphere of radius rT and loses
energy. The probability of this energy loss is given by rT/l0.
At room temperature the finite size of the ladder of closely spaced energy states
leads to an inefficient cascade capture mechanism because an electron would be
immediately ejected into the conduction band after capture by a highly excited state.
Therefore the efficiency of the cascade capture is limited at high temperatures.
At low temperatures, liquid helium and below, the emission of a single acoustic
phonon can be enough for an electron to be captured and not ejected back into the
conduction band. Even at high temperatures the emission of either an optical or
acoustic phonon can be enough to capture an electron if the ground state binding
energy is less than the maximum energy of a phonon.
As a general rule the lowest energy excited state is still separated from the ground
state by an energy gap in shallow and deep donors. Janzen in [32] has carried out
extensive studies of shallow and deep donors in silicon, showing ground state and
first excited state separations of meV for shallow donors to 100’s of meV for deep
donors. Table 2.1 illustrates the separation between energy levels for phosphorus,
arsenic, sulphur and selenium donors in silicon.
To illustrate this, the original assumption of an impurity centre only having one
energy level is expanded to an impurity level with two energy levels. Now three
processes can be considered:
1. The capture of electrons from the conduction band to the highest energy ex-
cited state and the reverse process of an electron escaping from the excited
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Figure 2.6: Schematic of processes available in a three level donor system. The
highest energy excited donor state is denoted as E2 and the E1 denotes the lowest
lying excited donor state. Electron capture, electron ejection and transition between
excited states are shown.
state into the conduction band.
2. The electron transition between excited states, from the excited energy level to
the ground state energy level of the impurity. This transition is characterised
by the excited state lifetime τ21.
3. The ejection of an electron from the ground state into the conduction band by
external excitation, denoted as T.
These processes are shown in figure 2.6.
The capture rate for process (1) is denoted as c, it is this value that is calculated
by the cascade capture process. If the concentration of capture cross sections is
equal to N then the characteristic lifetime of free carrier capture by the excited
state is τ0 = (cN)
−1.
For process (3) the thermal ejection and direct capture by the ground state are
often neglected because the energy change required is unfavourable.
For states close to kT Lax assumed that the states were closely enough spaced
for one phonon transitions to be possible. These transitions result in the electron
escaping or falling closer to the ground state. The transition from the first excited
state to the ground state (|1〉 to |0〉) may require a multi-phonon transition or the
emission of radiation. This final step is the is the step that limits the rate at which
electrons enter the ground state forming a bottleneck. But as the cross section is
measured by the rate at which electrons leave the conduction band this |1〉 to |0〉
transition does not affect the cross section.
For a capture to occur the electron must lose energy. The energy can be trans-
ferred to:
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1. A photon. Cross sections can be calculated from first principles or by scaling
electron-proton interactions. The calculated cross sections are a few orders of
magnitude too low to explain results.
2. Another electron or hole, aka Auger recombination. Has a non-exponential
decay, with the help of another carrier. Depends on the concentration of
carriers.
3. Optical phonons. Generally, not very effective in non-ionic materials in pro-
ducing the necessary momentum transfer. Optical phonon collisions transfer
far more energy to the lattice per collision than acoustic phonons.
4. Acoustic phonons. At large distances from the centre and at low temperatures
the electron will only be able to emit acoustic phonons. The large capture
cross sections are therefore related to acoustic phonons.
Summarising the capture cross sections of Coulomb attractive centres has been
explained by capture into highly excited states followed by a cascade down the
intracentre levels via optical and acoustic phonon mechanisms for energy loss, with
a certain number of captured electrons reaching the ground state.
2.7 Conclusion.
Initially the semiconductor was defined as a crystalline material with an electrical
conductivity between that of an insulator and conductor. The origins of the band
was described as consequence of the properties of a fermion which blurs the discrete
energy levels of an isolated atom into the conduction and valence bands of a material
when atoms are brought to close proximity to each other. It is these bands which
give rise to the materials properties such as conductivity. Controlling the material
conductivity by the intentional introduction of dopants to either introduce excess
electrons or holes into the dielectric material was then discussed. The spectrum and
energy structure of the defects was then shown to be analogous to the spectrum of
an isolated hydrogen atom. An isolated hydrogen atom has three degeneracies re-
sulting in a np series, but in a dielectric medium there two degenerate energy levels
due to the effective masses of the electrons. Einstein’s phenomenological analysis of
excited gas atoms in a box was followed to introduce the excited state lifetime of an
energy level. The Einstein derivation derives the correct conclusions and each of the
three Einstein coefficients describes a physical process, stimulated emission, sponta-
neous emission and stimulated absorption. The main result from Einstein’s analysis
is that the Einstein coefficients are linked, once one is known the other coefficients
can be calculated. The Einstein rate equations give an overview of the theory of
radiative recombination but Einstein’s approach does not explicitly calculate the co-
efficients. To be able to calculate the A and B coefficients a full quantum mechanical
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approach is needed using the optical Bloch equations. The non-radiative recombi-
nation pathway has been covered and briefly consists of either unipolar or bipolar
generation followed by the time taken for the charge carrier to become trapped at
a centre, characteristic to the sample. The lifetime is dependent on the free-carrier
concentration. As free-carriers become trapped at impurity centres the population
of free-carriers reduces leading to a second lifetime to be defined, referred to as
the dynamic lifetime. Next, one of three things could happen; the carrier could
be thermally ejected; the carrier can make transitions between the donor states; or
recombination occurs. The large capture cross sections of impurity centres was then
introduced to explain why observed capture cross sections were much larger than
predicted. The mechanism started with capture by an excited state of an impurity
centre followed by a cascade of transitions up and down the ladder of energy levels
until either thermal emission or recombination has occurred.
The topics covered in this chapter have only been discussed briefly. For further
information the reader is directed to [74] and [76].
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3.1 Introduction
The measurement techniques used to obtain the results discussed in subsequent ex-
perimental results chapters are introduced in this chapter. To introduce step-scan
spectroscopy absorption spectroscopy is first discussed. The ideas of absorption
rapid-scan spectroscopy are built on to describe step-scan spectroscopy then fi-
nally time-resolved step-scan spectroscopy. Time-resolved step-scan spectroscopy is
the measurement technique used to record the photoluminescence and multi-colour
pump probe experimental results. Fourier transforms are a key aspect of time-
resolved step-scan spectroscopy to convert between an interferograms and spectrum.
It is for this reason that the Fourier transform is discussed. This is followed by an
description of the experimental equipment used to acquire the data. Namely the
spectrometer, laser pump sources and the detectors.
3.2 Experimental Techniques.
3.2.1 Absorption Spectroscopy.
An absorption spectrum is a measure of the amount of radiation absorbed by a
sample as a function of energy (frequency). The absorption spectrum is determined
by the atomic energy levels. The radiation is absorbed when the energy of the ra-
diation coincides with the energy difference between two electronic states. Absorp-
tion spectroscopy is used because the concentration of the absorbers in the sample,
donor centres in the silicon host material in this case, is proportional to the peak
absorbance of the spectral feature associated with a particular centres electronic
transition, by the Beer-Lambert law. The absorbance of a spectral line is related to
the number of absorbers in the sample.
An absorbance spectrum is obtained by recording a background spectrum of only
the source. The background spectrum is denoted as SB(ν). A sample is then placed
inside the sample compartment at the focus of the beam from the interferometer,
see figure 3.1. Another spectrum is recorded. The unique absorption spectrum of
the constituent elements of the sample absorb certain light frequencies resulting
in unique spectral lines. The sample spectrum is denoted as S(ν). The spectrum
containing the spectral information is divided by the spectrum of the source to
obtain a transmission spectrum. A transmittance of 1 would show that the sample
is 100% transparent, at a particular wavelength. Conversely, a transmittance of
0% shows that the sample is completely opaque. The absorbance spectrum is then
calculated using equation 3.1.
A(ν) = −log10(T (ν)). (3.1)
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3.2.2 Rapid-Scan Spectroscopy.
A spectrum can be obtained using a spectrometer. The spectrometer used to record
the spectra is based on the Michelson interferometer. The Michelson interferometer
produces and recombines two wave-trains with a relative phase difference, depending
on the mirror displacement. The Michelson interferometer consists of beam-splitter
and two perpendicular planar mirrors, one is fixed and the other is mobile in a
direction perpendicular to its plane. The beam-splitter is positioned between the
mirrors. Radiation incident on the beam-splitter is separated into two components, a
reflected beam and a transmitted beam. The beams reflect off the mirrors and return
to the beam-splitter where the beams interfere and are again partially transmitted
and reflected. This variation of light passing to the detector or to the source as
a function of optical path difference (OPD) yields the spectral information in a
spectrometer. When the OPD is zero or nλ, where n is an integer, the two beams
are in phase therefore interfere constructively, the resulting intensity is the sum of
the individual intensities, all the light from the source is incident on the detector
resulting in a maximum detector signal. When the OPD is nλ/2 upon recombination
the beams are out of phase and destructively interfere, all the light returns to the
source. A schematic of the spectrometer used to record interferograms, shown in
figure 3.1, shows the positioning of the sources, beamsplitter and detectors. For
absorption spectroscopy the mobile mirror is continually scanned along the path
length for the desired resolution. Assuming that the input light is of constant
intensity by scanning the mobile mirror and measuring the intensity as a function
of the OPD an interferogram is measured.
In rapid-scan spectroscopy the mobile mirror is continually scanned along the
optical path. One trip by the mirror along the optical path results in one interfero-
gram. Multiple trips by the mirror result in multiple interferograms being recorded.
The interferograms can then be averaged together to improve the SNR.
3.2.3 Step-Scan Absorption Spectroscopy.
Step-scan spectroscopy follows a similar procedure to absorption spectroscopy. The
only difference is that the mobile mirror is not continually scanned throughout the
measurement. Instead the mobile mirror is stepped and held at equally spaced inter-
vals. The stepping mirror gives rise to the name step-scan spectroscopy. When the
mirror is held at a position one interferogram point is recorded. The mirror is held at
one point until the desired number of averages has been recorded. The mirror is then
stepped to the next interferogram point data is collected and averaged. This pro-
cess continues until the mobile mirror has moved the optical path distance required
for the desired resolution. This process results in an entire interferogram recorded
with each interferogram point averaged. In step-scan spectroscopy individual in-
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Figure 3.1: A schematic showing the Bruker Vertex 80v spectrometer used to per-
form absorbance measurements. Ports labelled E denote entrance ports and X label
exit ports.
terferogram points are averaged together, while in rapid-scan spectroscopy whole
interferograms are averaged together. Step-scan absorption spectroscopy is a useful
for recording spectra with low signal levels as it allows a particular interferogram
point, which could be weak spectral feature, to be focussed on.
3.2.4 Time-Resolved Step-Scan Absorption Spectroscopy.
Time-resolved spectroscopy (TRS) is an extension to step-scan spectroscopy that
allows the absorption as a function time to studied. Of paramount importance is
the need for a repeatable experiment. Whenever a trigger pulse to signal the start
of data collection is received the same thing must happen every time. The key
difference between step-scan and time-resolved spectroscopy is that instead of a sin-
gle interferogram point being recorded the temporal behaviour of the interferogram
point is recorded at discrete time intervals. The process of recording the tempo-
ral dynamics of an interferogram point is shown in figure 3.2. This results in an
interferogram that is a function of time.
The precise stepping of the mirror to a stationary point allows the detector to
record the signal as a function in time for a single interferogram point. After the
detector has recorded the user set number of timeslices separated by the desired
temporal resolution the mirror is then stepped to its next position. The process
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Figure 3.2: Recording the time-resolved step-scan interferogram. Transient detec-
tor signals are recorded at the same interferogram point separated by the desired
temporal resolution. Once the required number of averages of the transient signal
has been collected at an interferogram point the mirror is stepped to the next in-
terferogram point. This process is repeated until the entire interferogram has been
collected.
of recording the detector signal as a function in time is repeated for the entire
OPD corresponding to the chosen spectral resolution. The result is a 2 dimensional
array of data points, with one dimension the time dependence of the absorption
and the other dimension the mirror position. Taking the FT of the time-resolved
interferogram then yields a time-resolved spectrum.
Time-resolved step-scan spectroscopy is used because it allows the location of
the energy levels to be accurately determined along with the energy levels excited
state lifetime. These two properties in conjunction will allow an energy level to
be characterised. However the main drawback to the time-resolved technique is
that a long measurement time is needed due to the number of repeats for every
interferogram point to reduce the random noise if the SNR is small. This can
easily result in hundreds to thousands of repeats because of the desired resolutions.
However if the SNR is large then the number of averages, and therefore measurement
time, can be reduced.
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Advantages of Fourier Transform Infrared Spectroscopy.
An FT-IR has many advantages over dispersive spectroscopy instruments. These
are:
• Every scan an FT-IR spectrometer takes is calibrated with a HeNe laser. As
a HeNe laser is very stable and its wavenumber precisely known an FT-IR
spectrometer has a high wavenumber accuracy.
• The Jacquinot advantage arises from circular apertures used in FT-IR spec-
trometers. The circular apertures have a greater area than the slits used in
grating spectrometers allowing for a greater throughput of radiation therefore
a better signal to noise ratio. As the beam is not physically reduced due to
the presence of narrow slit more photons are incident on the detector.
• In FT-IR all frequencies from the source impinge on the detector simultane-
ously, known as the Fellget advantage. A monochromator measurement will
be noisy, as noise is proportional to the square root of the signal. For a
multiplexed measurement the noise is dispersed across more of the spectrum
reducing the noise on local signal intensity. This results in an improvement
in the signal to noise ratio over single point detector dispersive instruments in
the MIR.
• The time taken for a rapid-scan measurement to be taken using an FT-IR
spectrometer is the time taken to move the mobile mirror a distance propor-
tional to the desired resolution. As the mobile mirror can be moved quickly,
a complete spectra can be obtained in fractions of a second.
Further information and advantages can be found in the IR literature, see [78]
and [79].
Once the interferogram has been obtained it must be converted, using the discrete
Fourier transform (DFT), into a spectra. Generally, the FT is used to determine the
frequency components of an input signal. The Bruker Vertex 80v spectrometer in
conjunction with the OPUS software allows the spectrum to be studied in the time
domain, allowing the lifetimes of energy levels to be obtained.
3.3 The Fourier Transform.
Fourier analysis is a method for expressing a function as the sum of its sine and
cosine components, and for recovering the original function using the sine and cosine
components. When the original function and its Fourier Transform (FT) are replaced
by their discretized equivalents the discrete FT (DFT) is used. The FT and DFT are
described in section 3.3. The DFT has become the mainstay of numerical computing
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because of the implementation of the fast Fourier transform by Cooley and Tukey
in [80].
The discrete FT separates the input signal into components that contribute at
discrete frequencies, therefore it has many useful applications from signal processing
to quantum mechanics and Fourier transform infrared (FTIR) spectroscopy. The
discretised input signal exists in the time domain, after being Fourier transformed
the output spectrum exists in the frequency domain. Essentially units of time, s,
are transformed into units of frequency, s−1 = Hz, this is illustrated by figure 3.3.
Figure 3.3: Schematic example of an interferogram being converted into a spectrum
using the Fourier transform.
Data acquisition gives the digitised interferogram which must then be converted
into a spectrum by making use of the FT. When the interferogram is made up of
discrete points, i.e. after it has been digitised, and consists of N discrete points the
DFT must be used:
S(k∆ν) =
N−1∑
n=0
I(n∆x)exp(i2pink/N) (3.2)
The DFT then expresses a given function as a sum of cosine and sine functions.
The cosine and sine functions are combined with their Fourier coefficients. The sum
of the sine and cosine functions is then divided by the number of points N. The
inverse Fourier Transform is,
I(n∆x) =
1
N
N−1∑
n=0
S(k∆ν)exp(−i2pink/N) (3.3)
For measured data the DFT must be calculated numerically by a computer. Two
general rules can be used to approximately describe the correspondence between the
interferogram and spectrum. The first rule is that the finite spectral line width is due
to damping in the interferogram. The broader the line in the spectrum the narrower
the interferogram. By comparing the widths at half heights of the interferogram
and spectrum it can be seen that the width at half height of a blackbody curve and
its FT are inversely proportional. This is why a broadband source shows a very
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sharp interferogram about zero OPD, while the wings of the interferogram, which
contain most of the useful information, have a very low amplitude. The second
rule of thumb stems from equation 3.2. When n = 0 the exponential term is equal
to unity. In the case of the DFT the intensity I(0) measured at the interferogram
centreburst is equal to the sum of all the spectral intensities divided by the number of
interferogram points, N. This means that the height of the centreburst is a measure
of the average spectral intensity.
A brief description of how time-resolved spectrum is obtained has been given.
The equipment used to obtain the time-resolved spectra is given next.
3.4 Experimental Equipment.
3.4.1 Excitation Sources.
Two laser were used as excitation sources for the experiments performed in this
thesis. The first is a tunable nanosecond laser, used to excite the samples with above
band gap radiation. The second is a tunable picosecond laser, used for intracentre
excitation pumping of donor energy levels.
Ekspla Nanosecond Pulsed Laser.
The Ekspla NT342B-10-DGF-AW laser is tunable nanosecond pulse generating laser.
The laser has three output ports covering a wavelength range of 410 nm to 2600
nm. Output at 355 nm and 1064 nm is also possible. The possible wavelength
range is achieved by frequency doubling a 1064 nm fundamental beam to produce
the second harmonic with a wavelength of 532 nm beam. The second harmonic is
then frequency doubled generating the third harmonic with a wavelength of 355 nm.
The fundamental and harmonics are mixed in an optical parametric oscillator and
difference frequency generator to produce the laser wavelengths.
The optical parametric oscillator is a device that converts a pump laser, with a
frequency ωp, into two output waves, the signal and idler with frequencies ωs and ωi
respectively. The pump laser is focused into a nonlinear crystal. When the gain of
the nonlinear interaction exceeds the loss of the cavity the threshold is broken and
the device generates coherent light, [81]. Energy is conserved via
ωp = ωs + ωi. (3.4)
While momentum is conserved by
kp = ks + ki. (3.5)
48 William Royle
Chapter 3 Section 3.4
Ekspla Picosecond Pulsed Laser.
The pulse generation unit of the Ekspla picosecond laser is where the laser pulse
is generated and amplified. The pulse generation unit is comprised of 4 functional
parts:
• The master oscillator.
The master oscillator is based on a monolithic machined block of aluminium
that contains all the optical components in a sealed compartment. The master
oscillator is a diode pumped, passively mode locked Nd:YVO4 laser rod.
The master oscillator has two output beams. One of the output beams is
directed into a photodiode. The photodiode transforms the photons into elec-
trical signals which are directed to the synchronisation card. The synchronisa-
tion card uses the electrical signals to produce synchronisation pulses for the
Pockels cell. The second beam produced by the master oscillator is used to
seed the regenerative amplifier.
• The regenerative amplifier.
The regenerative amplifier is based on a laser diode pumped Nd:YAG rod.
When the oscillator pulse enters, the Pockels cell is switched on, trapping the
beam inside the cavity. After a number of round trips inside the amplifier, the
number of round trips is user defined to achieve maximum amplification. When
the maximum amplification has been attained the Pockels cell is switched off
which releases the amplified pulse from the cavity. A polariser then directs
the amplified pulse to further stages of the laser.
• Power amplifier.
After the pulse has left the regenerative amplifier the picosecond pulse is di-
rected into a double pass amplification stage, by mirrors. The double pass
amplification stage is based on a flash lamp pumped Nd:YAG rod. A half
wave plate sets the polarisation plane of the light at the input to the amplifi-
cation stage. The amplified pulse, which is polarised vertically, is then directed
to the output by polarisers.
The output energy of the laser is adjusted, without affecting the radiation
parameters, by changing the amplification. The amplification is controlled
by varying the delay between the pump flashes in the power amplifier and
regenerative amplifier. The maximum laser output energy is obtained when
the delay between the pump flashes in the power amplifier and regenerative
amplifier is optimum.
The next step after pulse generation and amplification is harmonic generation.
The harmonic generation unit uses non-linear crystals to frequency double or
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triple the fundamental frequency from the Nd:YAG laser. The fundamental
radiation is converted into green and ultraviolet radiations. The generated
harmonic radiation is collinear with the fundamental beam to maximise the
efficiency of the frequency doubling and frequency tripling.
The 355 nm third harmonic and 1064 nm fundamental beams pass from the
harmonic unit into the optical parametric generation unit. The optical para-
metric generation unit can be divided into three parts: the parametric gen-
erator, single-pass optical parametric amplifier and the difference frequency
generator.
• Optical Parametric Generator.
The 355 nm beam is directed into an optical parametric oscillator. The 355
nm pump radiation is split into two output waves by a second-order non-linear
interaction.
• Single-Pass Optical Parametric Amplifier.
The 355 nm beam and the radiation from the OPO are directed to the optical
parametric amplifier (OPA) where seed amplification occurs. After the 355nm
pump has passed through the OPA it is separated from the signal and beam
dumped. A Rochon prism then separates the signal and idler beams.
After signal and idler beam separation the radiation is spectrally cleaned.
Depending on the chosen output wavelength a second harmonic crystal is au-
tomatically moved into the beam.
• Difference Frequency Generator.
Pulses at the fundamental frequency are mixed with the idler beam from the
parametric generator in the non-linear AgGaS2 or GaSe crystals to produce
radiation in the range 2.3 - 16 µm.
3.4.2 Coldedge Stinger Closed Cycle Flow Cryogenic Sys-
tem.
The closed cycle cryogenic cooling system has a four foot flexible point of cooling
extension which can reach temperatures of 4 K. There are two closed cycle helium
loops. One loop utilises a compressor to cool the helium and reach the desired
temperature of 4 K. The second loop employs a recirculator to cause the helium to
flow to the flexible point of cooling and return to the recirculator. A heat exchanger
removes heat from the recirculator loop cooling the sample.
Both the absorbance and time-resolved experiments require cryogenic tempera-
tures, from 4 K to 300 K. The cryostat used to cool the samples was designed by Dr
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Stephen Lynch and custom built in Cardiff school of physics and astronomy work-
shop. The cryostat contains a cold shield and cold finger, the sample is mounted on
the end of the cold finger. The temperature was controlled using an Oxford Instru-
ments iTC Mercury temperature controller with a resistor based heating element
with PID control software.
There were two methods used to cool the samples. The first cooling mechanism
used a liquid helium flow transfer tube. To provide efficient cooling the cryostat
and transfer tube were evacuated to approximately 10−5 mbar. The low pressures
produce a vacuum jacket to remove a heat transfer pathway, isolating the sample
from the environment so that 4 K can be reached.
3.4.3 Detectors and Amplifiers.
For the PL experiment investigating the Si:Se 71-8 sample a Kolmar MCP0393
photovoltaic HgCdTe (MCT) detector was used. The MCP0393 detector had a 1
mm2 active area which required liquid nitrogen cooling. The MCP0393 detector has
a bandwidth of 50 MHz resulting in a rise time of 20 ns. This means that time-
dependent signals with lifetimes of less than 20 ns are unable to be recorded. The
amplifier supplied with the MCP0393 MCT detector was found to have a response
time too slow to match the rise time of the MCP0393 detector. A Pasternack
PE15A1007 amplifier, with a faster response time of 30 ps, was instead used in
conjunction with a Picosecond Pulse Labs PSPL5575A bias tee to provide a 50 mV
reverse bias.
For the multi-colour pump probe measurement studying the Si:Se 42-10 sample
a Kolmar KV104-0.1-E/11 MCT photovoltaic detector was used. The KV104 MCT
has an active area that was 0.1 mm2. The smaller active area results in a bandwidth
of 100 MHz. The KV104 series MCT detector has a rise time and fall time of 5 ns.
The low-noise wide bandwidth amplifier was provided with the KV104 MCT. The
amplifier was matched to the detector type to obtain a minimum noise figure and
maximum responsivity by Kolmar.
Both detectors have a ZnSe window with a spectral range of 2.2 µm to 16 µm.
Two detectors were needed because the lifetimes determined in the photolumines-
cence experiment were shorter than the combined rise and fall times of MCP0393
MCT detector. Therefore a detector with faster rise time was used in the subsequent
experiment at the FELIX institute.
3.4.4 Transient Recorder Card.
The internal ADC of the Bruker Vertex 80v has a maximum temporal resolution of
4 µs. This temporal resolution is orders of magnitude larger than the expected ex-
cited state lifetimes. An ADC with greater temporal resolution is then needed. The
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solution was to use a Spectrum m3i-4142EXP transient recorder card. The transient
recorder card allows high temporal resolutions to be reached. The maximum tem-
poral resolution possible is 2.5 ns, this means that the minimum temporal spacing
between interferogram points being recorded is 2.5 ns. The transient recorder card
has dynamic ranges of ±500 mV to ±5V. Due to the low signal levels of the experi-
ment a dynamic input range of ±500 mV. When the transient recorder card receives
the trigger signal from the one the lasers used as an optical excitation source data
is recorded for the set number of repeats.
3.5 Conclusion.
An absorption spectrum was shown to be the result of a spectrum taken with a sam-
ple present divided by a spectrum of the source only. For an absorption spectrum
the mobile mirror in the spectrometer is continually scanned. Whereas in step-scan
spectroscopy the mirror is stepped and held at discrete points until a number of
averages has been collected. The interferogram is then built up by stepping the mir-
ror along the path length dictated by the desired spectral resolution. Time-resolved
step-scan spectroscopy again uses a mirror stepped to discrete points. The mirror
is held to record the transient behaviour of the absorption and until the required
number of averages for the interferogram point has been recorded. The discrete
Fourier transform is used to convert the interferogram to a spectrum by decompos-
ing the interferogram into it constituent frequencies and their amplitude coefficients.
The principles of operation of the laser sources, spectrometer and detectors used to
acquire time-resolved interferograms and spectra was then given.
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4.1 Introduction.
The first aim of the photoluminescence experiment is to characterise the samples to
determine the identity of the dopant species and their concentrations to ascertain
which sample is best to perform time-resolved step-scan spectroscopy experiments.
Absorbance data taken of the samples of silicon doped with the chalcogen elements
sulphur and selenium. The linewidths of the peaks in the absorbance spectrum
were approximated by fitting Gaussian and Lorentzian functions to estimate the
expected lifetimes of the 1s(T2), 2p± and 2p0 excited states. The second aim is to
examine the temporal dynamics of the silicon chalcogen quantum system. Atomic
(Si:Se) and diatomic (Si:Se2) centres are the most common form of substitutional
donor centres in the samples. The atomic and diatomic donor centres both exhibit
quantised energy levels between the valence band maximum and conduction band
minimum. The 1s(A1) ground state of the atomic selenium centre is further below
the conduction band minimum, with a binding energy of 306.6 meV, than the 1s(A1)
ground state of diatomic selenium centres, with a binding energy of 206.4 meV. A 3-
5 ns laser pulse excited the electron from the valence into the conduction band. The
electrons relax to the conduction band minimum by emitting acoustic phonons. The
electrons at the conduction band minimum then relax to the atomic and diatomic
ground state by emitting mid infrared photons or by the emission of phonons. The
transient behaviour of the photoluminescence resulted from electronic transitions
between the quantised energy levels. The photoluminescence corresponding to the
electronic transition between the 2p and 1s(A1) should have a spectral signature in
the time-resolved photoluminescence spectrum. The lifetime of the excited state is
then found by fitting a single exponential to the transient absorption data. The
experimentally determined excited 2p state lifetime are compared to theoretically
calculated lifetimes, using Fermi’s Golden rule, to attempt to understand the origin
of the dynamics of the silicon chalcogen system.
4.2 Sample Selection.
Gas diffusion doping was used to introduce sulphur and selenium into a silicon wafers
resulting in samples A to F. A desciption of how the samples were produced and
characterised is given in section 1.4.1. Gas diffusion doping results in different types
donor centres, [82].
P-type float-zone silicon wafers with a thickness of 1 mm and resistivity in the
range ρ = 20–1.0 × 104 Ω cm were used as the silicon substrate to be doped with sul-
phur to produce samples D-F. The diffusion was performed in sealed quartz ampoules
ampoules at a temperature of 1200 ◦C for 24 hours. The doping concentration was
determined by performing Hall effect measurements to monitor the number of free
electrons as a function of temperature, over the temperature range 78-500 K. The
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ionisation energies and concentrations of the introduced dopants was determined by
modelling, using the model discussed in [34], the temperature dependences of the
free electron concentrations. The fitting of the theoretical model to the experimental
data was made by varying the level of the donor centre concentrations while using
values of the ionisation energies from optical measurements. The fitting procedure
was performed until a minimum value of the sum of root-mean-square deviations
between the theoretical model and experimental data was found. If a good agree-
ment between the theoretical model and the experimental data was not found the
ionisation energies of a level was varied to obtain a good agreement.
Samples A-C were produced by diffusion doping. As with samples D-F selenium
was introduced into silicon samples by diffusion doping. P-type silicon with resitiv-
ities in the range ρ = 450-7.0 × 103 Ω and a thickness of 1 mm served as the initial
material. The diffusion process was performed at a temperature of 1240 ◦C for a
24 hour period. The dopant centre concentrations were determined using the same
method as for samples D-F.
A survey of the available samples A to F was performed to determine which
sample is best to carry out time-resolved measurements. The doping concentrations
are shown in table 4.1. The doping concentrations give an indication as to which
sample will be best to perform time-resolved photoluminescence experiments. Beer’s
law says that absorption is proportional to the number of absorbing centres within
a sample. As sample A has the greatest concentration of donor centres by Beer’s
law it will be the best absorber. This is only an approximation so further analysis
is needed to confirm this approximation.
Table 4.1: Dopant concentrations, determined using Hall resistivity measurements,
for 6 samples of single-crystal silicon diffusion-doped with selenium and sulphur.
Sample Concentration of
atomic Se cen-
tres / cm−3
Concentration of
diatomic Se cen-
tres / cm−3
Concentration
of background B
centres / cm−3
A 5.5×1015 2.8×1015 2.0×1012
B 2.6×1015 2.5×1014 2.0×1012
C 1.5×1015 2.0×1013 2.0×1012
Sample Concentration of
atomic S centres
/ cm−3
Concentration of
diatomic S cen-
tres / cm−3
Concentration
of background B
centres / cm−3
D ' 1015 Not Known 1.3×1015
E 3.0 ×1014 7.0 ×1014 2.7×1012
F ' 1015 Not Known 3.0×1015
The family of lines relating to the electronic transitions for the atomic and di-
atomic selenium centres in silicon is shown in figure 4.1. Samples A and B both
exhibit absorption lines for the atomic centres however sample C shows no spectral
features. As the atomic and diatomic spectral features are visible in rapid-scan ab-
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Figure 4.1: FT-IR absorbance spectra as a function of wavenumber recorded at a
sample temperature of 4.2 K for atomic (left) and diatomic (right) selenium centres
in silicon.
sorption data they will also be visible when using the time-resolved measurement
technique. The percentage change in transmissions for both samples that exhibit
spectral features are summarised in table 4.2. Sample C shows no spectral features
that can be seen above the noise indicating that there is little or no selenium in
sample C.
Figure 4.2 shows the absorption spectrum of the atomic and diatomic sulphur
impurity centres in silicon. Sample D has strong diatomic absorption lines but ex-
hibits no atomic absorption lines that can be distinguished from the noise. Samples
E and F show no atomic absorption lines but do have small atomic absorption lines.
The spectral locations (energies) of the peaks within the absorption data were
compared to those found by Janzen et al in [32] to assign identities to the absorption
peaks visible in the samples provided by Astrov. The spectral resolution used to
perform the measurements was 0.5 cm−1 allowing spectral features that are separated
by more than 0.5 cm−1 to be resolved. Also if a measured absorbance peak deviates
from the literature value by 0.5 cm−1 or less allows confident identification of peaks.
The SiS and SiSe 1s(T2), 2p0 and 2p± are clearly visible in the absorption spectra,
for samples that contain either sulphur or selenium. The 2p0 and 2p± states have
been highlighted because they emit photons when transitioning to the ground state
allowing for the possibility of optical pumping to selectively excite the chosen energy
level. The 1s(T2) level has a smaller binding energy than both the 2p0 and 2p± so
transitions from the 2p states to the 1s(T2) are possible.
The change in absorption of the samples, for both atomic and diatomic sulphur
and selenium impurities was determined by calculating the difference between a fit-
ted baseline and the peak amplitude. Table 4.3 summarises the change in absorption
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Figure 4.2: FT-IR absorbance spectra as a function of wavenumber recorded at a
sample temperature of 4.2 K for atomic (left) and diatomic (right) sulphur centres
in silicon.
for sulphur impurities while the change in absorption for selenium impurities in sili-
con is summarised in table 4.2. Table 4.3 shows that sample E has the largest change
in absorption for diatomic centres, also illustrated by figure 4.2. Therefore sample
E is the best sample to choose if time-resolved measurements were to be performed
on atomic and diatomic centres respectively, using a sulphur doped silicon sample.
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Table 4.2: Change in absorption of the 1s(T2), 2p0 and 2p± energy levels for atomic
and diatomic centres in all silicon doped selenium samples.
Atomic Centres
Sample Energy Level Change in Absorption
A 1s(T2) 0.0266
2p0 0.0174
2p± 0.0753
B 1s(T2) 0.0172
2p0 0.0152
2p± 0.0536
C 1s(T2) N/A
2p0 N/A
2p± N/A
Diatomic Centres
Sample Energy Level Change in Absorption
A 1s(T2) 0.0028
2p± 0.0027
B 1s(T2) 0.0050
2p± 0.0031
C 1s(T2) 0.0008
2p± 0.0013
Table 4.3: Change in absorption of the 1s(T2), 2p0 and 2p± energy levels for atomic
and diatomic centres in all silicon doped sulphur samples.
Atomic Centres
Sample Energy Level Change in Absorption
D 1s(T2) 0.0009
2p0 N/A
2p± 0.0012
E 1s(T2) 0.0019
2p0 0.0012
2p± 0.0043
F 1s(T2) 0.0012
2p0 N/A
2p± 0.0010
Diatomic Centres
Sample Energy Level Change in Absorption
D 1s(T2) 0.0017
2p± 0.0032
E 1s(T2) 0.0083
2p0 0.0065
2p± 0.0265
F 1s(T2) 0.0017
2p± 0.0032
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The changes in absorption for selenium impurities in silicon are shown in table
4.2. It can seen from table 4.2 that sample A has the largest change in absorption
for atomic centres while sample B has the largest change in absorption for diatomic
centres. The change in absorption for sample A is also greater than sample E. The
greater change in absorption implies that sample A will modulate the signal most
making it the best candidate for time-resolved measurements. Therefore sample A
was selected for time-resolved spectroscopy measurements, and subsequent analysis
only concerns sample A.
4.2.1 Sample A Analysis.
The atomic 1s(T2), 2p0 and 2p± absorption lines of sample A were fitted with
Gaussian and Lorentzian functions.
The radiation emitted during electronic transitions between excited states is not
perfectly monochromatic. Instead the emission is described by the spectral line-
shape function. Fitting Gaussian and Lorentzian functions allows the broadening
mechanism to be classified as either homogeneous or inhomogeneous. Homogeneous
mechanisms give rise to Lorentzian lineshapes while inhomogeneous mechanisms
produce Gaussian lineshapes. Briefly, for homogeneous mechanisms all the radi-
ating atoms behave in the same way to produce the same spectrum. Whereas,
in inhomogeneous mechanisms individual atoms behave differently contributing to
different parts of the spectrum [8].
Light is emitted when an electron transitions from an excited state to a lower
energy level by spontaneous emission. The rate that spontaneous emission occurs
is described by the Einstein A coefficient, which in turn determines the radiative
lifetime. The finite nature of the excited state lifetime leads to broadening of the
spectral line due to the energy-time uncertainty principle,
∆E∆t ≤ h¯. (4.1)
When t is replaced by τ the amount of broadening in terms of angular frequency
is,
∆ω =
∆E
h¯
≤ 1
τ
. (4.2)
This broadening mechanism is intrinsic to the transition between electronic en-
ergy states and results in a Lorentzian lineshape.
Gaussian lineshapes result from the random thermal motion of the atoms within
the solid. The random thermal motion gives rise to Doppler shifts in the frequency
of emitted light.
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Figure 4.3: 2p± absorption peak fitted with a Gaussian and Lorentzian function.
To determine which function fits the experimental absorption data better the χ˜2
statistic is used. The χ˜2 is calculated using equation 4.3.
χ˜2 =
∑ (data−model)2
model
. (4.3)
Table 4.4: chi-squared goodness of fit statistic for the 1s(T2), 2p0 and 2p± absorption
lines for atomic and diatomic centres in sample A for Gaussian and Lorentzian fit
functions.
Atomic Centres
Energy Level Lorentzian χ˜2 (×10−5) Gaussian χ˜2 (×10−5)
1s(T2) 2.96 7.17
2p0 28.7 8.03
2p± 4.39 147
Diatomic Centres
1s(T2) 0.666 2.03
2p0 11.1 9.80
2p± 4.16 2.14
If the computed statistic is large then the model is not a good fit to the data. An
example of the data fitted with Gaussian and Lorentzian functions is shown in figure
4.3. Table 4.4 shows that the energy levels 1s(T2) and 2p± are better approximated
by a Lorentzian function whereas the 2p0 is better modelled by a Gaussian function.
This shows that the 2p0 is inhomogeneously broadened while the 1s(T2) and 2p±
are homogeneously broadened.
The fitted functions allow the full width half maximum (FWHM) of the ab-
sorption peaks of sample A to be estimated. The excited state lifetime can be
approximated by making use of the approximation that the excited state lifetime
is inversely proportional to the linewidth. The estimated excited state lifetimes are
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Table 4.5: FWHM of 1s(T2), 2p0 and 2p± levels for atomic and diatomic donor
centres. The FWHM of levels 1s(T2) and 2p± are determined from the Lorentzian
function while the 2p0 FWHM is determined from the Gaussian function. Errors
are determined in the peak modelling algorithm lmfit. lmfit uses a non-linear least
squares to fit a function, linear or not, with an arbitrary number of parameters.
lmfit uses the Levenberg-Marquardt algorithm. lmfit iterates until the chi-squared
value remains unchanged for three consecutive iterations, or the maximum number
of iterations has been reached.
Atomic Centres
Energy Level FWHM / cm−1 Estimated Lifetime / ps
1s(T2) 1.07 ± 0.02 4.97 ± 1.11
2p0 1.40 ± 0.08 3.78 ± 8.54
2p± 0.977 ± 0.032 5.43 ± 6.02
Diatomic Centres
1s(T2) 1.40 ± 0.02 3.79 ± 1.04
2p0 1.78 ± 0.11 2.99 ± 1.52
2p± 1.19 ± 0.04 4.45 ± 0.34
shown in table 4.5. For spectral lines with Lorentzian profiles the approximation
4.4, [8], can be used to estimate the excited state lifetime, giving a first estimate of
the lifetime.
τ =
1
∆ω
, (4.4)
where ∆ω is the FWHM. The estimated excited state lifetimes are listed in table
4.5.
The absorption peak locations in the rapid-scan absorption data were found to
agree with the peak locations in literature, absorption peak locations of the Si:Se
locations are given in [52]. Sample A has the largest change in absorption, assum-
ing that a strong absorber is also a strong emitter, this sample should modulate
the signal the most making it the best for time-resolved spectroscopy. Sample A
absorption data was then analysed further. The 1s(T2) and 2p± absorption peaks
were found to be homogeneously broadened while the 2p0 is inhomogeneously broad-
ened. Linewidths were extracted and used to determine approximate excited state
lifetimes. Next, the experimental set-up used to measure the excited state lifetimes
in described.
4.3 Experimental Set-up for Time-Resolved Si:Se
Photoluminescence.
The time-resolved step-scan measurement is similar to a pump-probe experiment
in that a fast laser pulse, the pump pulse, instigates electronic transitions from the
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ground state or valence band to excited states or the conduction band. The electrons
then lose the excess energy gained from the pulse by emitting acoustic phonons to
the conduction band bottom. The electrons at the conduction band minimum can
then undergo further phonon-assisted transitions or radiate mid-IR photons until
the electron transitions into the valence band. The time-resolved step-scan crucially
relies on the sample having a repeatable response to multiple laser pump pulses. The
electrons must be excited into the same energy level or position in the conduction
band. The time-resolved step-scan experiment takes advantage of the repeatable
physics of the system, so the experiment can be built up interferogram point by
interferogram point. The stepping of the mirror was synchronised with an electrical
TTL trigger from the pulsed nanosecond laser. For each mirror step the full transient
decay of the photoluminescence signal is recorded.
This experiment was designed and assembled to measure the time-resolved pho-
toluminescence of the Si:Se sample A after the sample has been optically pumped
by a 1220 nm 5 ns laser pulse. Figure 4.4 shows a schematic of the experimental
set-up.
Figure 4.4: Schematic of transient photoluminescence experiment. The optical pump
was an Ekspla nanosecond laser. A gold off-axis parabolic mirror was used to colli-
mate and direct the photoluminescence to the Bruker Vertex 80v spectrometer.
The nanosecond laser acts as the optical pump and trigger source. The laser
produces pulses at 1220 nm at a repetition rate of 10 Hz and a trigger signal. The
laser pulses have an energy of approximately 7.5 mJ and a duration of 3 - 5 ns.
Planar aluminium mirrors direct the laser pulse to a CaF2 focusing lens, with a
focal length of 100 mm. The CaF2 lens focuses the laser pulse down onto the A
sample. The distance between the lens and sample is not exactly 100 mm because
the fully focused laser pulse could damage the sample. The luminescence from
the sample is emitted in all directions therefore a gold off-axis parabolic mirror
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collects and collimates a fraction of the PL. The collimated PL is then directed
into the spectrometer through a KBr window via planar gold mirrors. The PL
passes through the interferometer optics until it is focused onto the MCT detectors
active area. The trigger signal is connected to the spectrum transient recorder card.
Upon receiving a trigger signal the transient recorder card commences measuring
the user-set number of timeslices separated by the temporal resolution. In this
experiment 400 timeslices were recorded with a temporal resolution of 2.5 ns. The
experiment is then repeated a chosen number of times, 32 repeats were recorded for
each interferogram point. When 32 trigger pulses have been recorded the transient
recorder signals the spectrometer to step the mobile mirror to its next position. The
same procedure is repeated for the next interferogram point and so on until the
entire interferogram has been recorded.
4.4 Results.
4.4.1 Experimental Determination of Excited State Life-
times.
The time-resolved data is shown in figure 4.5. The y axis is time (in units of ns) and
x axis is wavenumbers (in units of cm−1). The photoluminescence emission shows
qualitative and quantative differences at the different temperatures. It can be seen
that there is an increase in detector signal approximately 90 ns after initiating the
measurement. and lasting longer than 100 ns with several spectral features visible
within the PL that correspond to electronic transitions in atomic and diatomic sele-
nium centres. There are four distinct bands of emission at (1,150 - 1,500) cm−1, cor-
responding to the diatomic Si:Se centres, (1,550 - 1,600) cm−1, (1,750 - 2,300) cm−1
and (2,350 - 2,700) cm−1, the final two ranges are the atomic selenium centres. The
emission was most intense at 10 K, as the temperature increases the strength of the
emission decreases. There is well defined peak at 1,589 cm−1, corresponding to the
2p±, 2p0 to 1s(T2) transition for diatomic selenium centres in silicon, this emission
reduces as the temperature increases. There is another clear peak at 2,404 cm−1,
coinciding with the 2p±, 2p0 to 1s(T2) transition in atomic centres in silicon. The
band resulting from PL emission from the diatomic centres exhibits strong PL at
10 K but as temperature increases this band sees the greatest reduction in PL signal
intensity. The emission for all four bands has become weaker as the temperature
increases but the PL from the deeper atomic selenium centres is observed across
the temperature range tested. In addition to the clear peaks of the 2p±, 2p0 to
1s(T2) transitions in atomic and diatomic centres there is also significant emission
from recombination transitions between the conduction and valence band seen at all
temperatures.
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Figure 4.5: SiSe sample A transient photoluminescence as a 2 dimensional colour-
filled contour plot for sample temperatures of 10 K (left), 80 K (middle) and 300K
(right). The y axis is time in ns and x axis is wavenumbers in units of cm−1.
The PL in figure 4.5 shows that the lifetimes of the excited states is almost
frequency and temperature independent. This behaviour is unexpected and implies
that there is rate limiting step that is preventing the conduction band from empty-
ing. The assumption of a bottleneck within the silicon selenium system is validated
further because the photons in the highest energy continuum have energies that are
larger than transition energies from the conduction band minimum to the donor
ground state. This implies that there are radiative transitions directly from the
conduction band to the ground state. The assumption of a rate limiting step stop-
ping the conduction band emptying instantaneously should result in the conduction
filling up to '37 meV at T = 0. A simple calculation of the conduction band popu-
lation after optical pumping describes the width of this band well, the calculation is
described in appendix B.0.1. The continuum emission in figure 4.5 shows that the
continuum on the right of each plot is approximately (30 - 40) meV wide. Therefore
the photoluminescence data confirms that there is a rate limiting step stopping the
conduction emptying instantaneously.
The time traces for the transitions 2p→ 1s(A1) were then obtained by extracting
the time-dependent detector signal at the wavenumber corresponding to the transi-
tions of interest, vertical cross sections of figure 4.5. The reason the transition is from
the 2p state to 1s(A1) and not specifically from either the 2p± or 2p0 states is that
the measurements were performed with a spectral resolution of 20cm−1 resulting in
the 2p± or 2p0 states being unresolvable. Figure 4.6 shows the decay behaviour of
the PL from sample A at three different temperatures of the 1,589 cm−1 spectral
feature. The graphs for other energies relating to other transitions qualitatively
show the same decay behaviour and temperature dependence of the excited state
lifetimes. By fitting a simple exponential function, shown in equation 4.5, the decay
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constant and therefore the lifetime of the excited state can be calculated.
The rapid increase in capture cross section as temperature decreases could ex-
plain why the photoluminescence observed at cryogenic temperatures is not limited
by the electron recapture time. At cryogenic temperatures the number of excited
states with energy greater than kT increases meaning that their large orbital extents
are able to capture electrons quickly. The electron then cascades down the ladder of
energy levels to the ground state. This implies that the rate limiting step is one of
the excited states not the carrier recapture time at low temperatures. But at high
temperatures, above cryogenic temperatures, the number of levels able to capture a
carrier is small compared to cryogenic temperatures. This could result in the carrier
recapture becoming the rate limiting step.
Figure 4.6 also shows the temperature dependence of the Si:Se system. The
radiative transition rate should be temperature independent as it only depends on
the overlap integral. So it assumed that the temperature dependence of the system
is a result of phonon interactions. There is a much greater number of phonons
available at higher temperatures than at 10K meaning that there can be many more
scattering events causing depopulation of excited states via non-radiative transitions.
This means that the thermalisation time of the system is much faster at room
temperature but this has no effect on the bottleneck in the system. The larger
population of phonons at higher temperatures also means that there is a greater
probability of phonon transitions back-filling from the 1s(E), 1s(T2) to higher lying
energy levels and the conduction band.
Y (t) = A× exp(t/τ). (4.5)
Table 4.6: 2p excited state lifetimes for SiSe atomic and diatomic centres.
Atomic Centres
Centre Energy / meV Temperature / K Experimental Lifetime / ns
Si:Se0 298 10 28.2 ± 1.8
Si:Se0 298 80 28.6 ± 1.8
Si:Se0 298 300 25.4 ± 2.7
Diatomic Centres
Centre Energy / meV Temperature / K Experimental Lifetime / ns
Si:Se2 197 10 23.0 ± 0.5
Si:Se2 197 80 15.6 ± 0.6
Si:Se2 197 300 12.3 ± 2.5
The lifetime of the atomic 2p→ 1s(A1) transition remains constant for the three
different temperatures. The lifetime of the diatomic Si:Se 2p→ 1s(A1) transition
reduces as the temperature increases, dropping from 23.0 ns at 10 K to 12.3 ns
at 300 K. The determined lifetimes of the 2p→ 1s(A1) transition for atomic and
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Figure 4.6: Graphs showing the PL at 3 different temperatures, 10 K, 80 K and
300 K for the peak located at 197 meV, corresponding to the 2p → 1s(A1) transi-
tion in diatomic Si:Se2 centres. Graph shows excited state lifetime fitted with an
exponential function.
diatomic selenium centres are shown in table 4.6.
4.4.2 Theoretical Calculation of Excited State Lifetimes.
The experimentally determined excited state lifetimes are longer than the excited
state lifetimes of the analogous Si:P system, which are (200 - 250) ps. Previous
experiments of the Si:P system were also not able to measure signal above 120 K
[44]. Whereas in the Si:Se system signal is still being recorded at 300 K. The mea-
sured lifetimes are also orders of magnitude longer than estimated lifetimes, using
the linewidths, in table 4.5. To theoretically determine the excited state lifetime
Fermi’s Golden rule can be used to approximate the transition rates as the radiative
lifetime is governed by the overlap of the wavefunctions of the states concerned in
the transition. In order to determine the transition rates the wavefunctions for the
ground and 2p0 and 2p± excited states are needed. Kohn and Luttinger first devel-
oped an equation to describe the motion of electrons through a periodic potential
when the conduction band minimum is not at the centre of the Brillouin zone [83].
Faulkner then built on their work by using scaled hydrogenic wavefunctions with an
elliptical geometry to account for the anistropies in the effective mass [84].
W12 =
pi
30h¯
2 |µ21|2u(ω0) (4.6)
=
pi
30h¯
2 |µ21|2. (4.7)
The modified wavefunction determined by Faulkner is,
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φn,l,m(x, y, z) =
(
β
γ
)1/4
ψn,l,m
[
x, y,
(
β
γ
)1/2
z
]
, (4.8)
where ψn,l,m is the hydrogenic wavefunctions, γ = m‖/m⊥ is the ratio of the
transverse and longitudinal effective masses of the electrons and β is a variational
fitting parameter. The (β/γ)1/2 coefficient of the wavefunctions z component breaks
the spherical symmetry of the hydrogenic wavefunction along one of the crystal axis,
resulting in a prolate spheroid wavefunction. The theory describing deep donors in
silicon is a difficult task, [85] and [86] because current theory of donors in silicon
relies upon a smoothly varying potential. The 1s(A1) ground state of the silicon
chalcogen donor system is too deep within the band gap for the potential to vary
smoothly across the unit cell, as the electron is tightly bound to its donor atom.
By making use of Mott’s metal-insulator transition, which describes the density
of donors required for the ground states to overlap, to scale the Bohr radius to the
hydrogenic wavefunctions for the ground and excited states [87]. The critical density
is given by
n
1/3
critaB = K, (4.9)
where aB is the Bohr radius and K is a constant. Aziz et al were able to obtain
a high enough concentration for the grounds states of chalcogen donor is silicon to
overlap. Silicon was doped with chalcogens using a laser annealing approach on
ion implanted silicon samples, [88]. The critical density was found to be 1.8 to
4.3×1020 cm−3. The approximate scaling between the Bohr radius of the Si:P and
Si:S is then
aS = aP
(
ncP
ncS
)1/3
, (4.10)
' aP/5. (4.11)
As the binding energies of the sulphur and selenium, 318.32 meV and 306.63 meV
respectively, donors is similar the Bohr radius should also be similar. By using this
radius in the modified wavefunctions the transition dipole moment can be calculated.
For light polarised in the z-direction the transition dipole moment is
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µ12 = −e
∫
φ∗2,1,0(r)zφ1,0,0(r)dV (4.12)
= −e(27
√
2)
( √
aSaP
2aS + aP
)5
. (4.13)
The derivation of the transition dipole moments is shown in appendix C.1. This
transition dipole can then be substituted into equation 4.7 to estimate the lifetimes
of the 2p0 and 2p± excited states. The excited state lifetimes of the 2p0 to 1s(A1)
transitions for the Si:S and Si:Se systems are 389 ns and 284 ns respectively. The
calculated excited state lifetime for the 2p0 state is an order of magnitude larger than
the experimentally measured lifetime. The calculated 2p excited state lifetimes are
longer than the experimentally determined lifetimes because Fermi’s Golden rule
does not account for the effects of phonons, which will shorten the excited state
lifetime due to scattering mechanisms.
The measured lifetimes observed in the Si:Se system are thought to arise because
of the phonon density of states of silicon or other complex many body effects. The
silicon phonon density of states facilitates non-radiative relaxation pathways from
an excited state to the ground state up to the Debeye energy of silicon of 63 meV.
As the ground state of the Si:P system is only 45.6 meV below the conduction band
minimum fast transitions from the conduction band to the ground state, mediated
by phonons, can always occur. As only a single phonon can facilitate the transition
between the conduction band and ground in the Si:P the transition is probable.
However, the separation between the conduction band minimum and ground state is
306 meV for the SiSe system. This energy difference is approximately 5 times larger
than silicon Debye frequency therefore multiple phonons are required to facilitate
the non-radiative recombination. As multi-phonon processes are less probable than
single-phonon process the only recombination pathway available for the electron is
via the ladder of excited states. Effectively the deep nature of the excited states
protect them from fast non-radiative relaxation pathways. This is what accounts
for the longer lifetimes for the Si:Se system.
4.5 Conclusion.
Using rapid-scan absorption spectroscopy the best sample for time-resolved step-
scan spectroscopy was found to be sample A. Sample A had the greatest change in
absorption therefore resulted in the largest signal modulation for the time-resolved
photoluminscence experiment. The change in absorption for the 2p±, 2p0 and 1s(T2)
peaks in the absorption spectrum was calculated by determining the difference be-
tween a fitted baseline and the peak absorption value in the rapid-scan absorption
spectrum. The time-resolved photoluminscence data showed four bands of strong
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emission, within the bands there was clear peaks at 1,589 cm−1 and 2,404 cm−1.
These peaks correspond to the 2p±, 2p0 to 1s(T2) for diatomic and atomic centres
respectively. The excited state lifetime of the atomic 2p states was found to be
approximately 30 ns, and almost temperature independent. While for the excited
state lifetime of diatomic centres in silicon was seen to reduce from 23 ns to 12 ns
as temperature increased. The temperature independence and strong emission from
the continuum suggest that there is a bottleneck present in silicon selenium donor
system. The location of the bottleneck is unknown but is assumed to be a donor
state because the large orbital extents of the excited states that capture the electron
from the conduction band will not hinder the electron recapture. The location of
the bottleneck stopping the conduction from emptying rapidly is to be determined
by time-resolved multi-colour pump-probe experiments with intracentre pumping at
the FELIX institute in Nijmegen, Netherlands.
The measured excited state lifetime is longer than than competing solid state
systems. This will allow more quantum manipulations to be completed before the
excited state spontaneously relaxes. Furthermore, the long-lived excited state life-
times indicate that the selenium donors will have a long coherence lifetime. The
long-lived excited state coupled with the potentially long coherence lifetime fulfils
two of the DiVincenzo criteria for quantum computing. The long excited state life-
time also allows commercially available fast detectors to be used to measure the
excited state lifetime. The optical pumping source was a commercially available
bench-top laser system, further adding to the open nature and independent repro-
ducibility of the experiment. Coupling the commercially available detector with the
bench-top laser research into the sulphur- or selenium-donor system can be opened
up to more research groups. As the electron is pumped from the valence band into
the continuum further experimental work needs to be performed to identify the
long-lived state that can be used to perform quantum manipulations in silicon.
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5.1 Introduction
The excited state lifetimes determined from the photoluminescence data were found
to be long-lived, approximately 10s of ns, and temperature-independent, indicating
the existence of a bottleneck in the silicon selenium system. The silicon chalcogen
system is shown schematically in figure 5.1. The transition from the 1s(T2) to 1s(A1)
is dipole selection rule forbidden. The energy gap between the 1s(T2) and 1s(A1)
requires improbable multi-phonon transitions. Therefore the only likely route for an
electron to take once it has transitioned into the the 1s(T2) state is to back scatter
into the 2p states via phonon assisted transitions. To determine the location of
the bottleneck the lifetimes of the 2p0, 2p± and 1s(T2) states need to be measured.
To measure the excited state lifetimes a pump-probe experiment to measure fast
processes is needed with a source that can be tuned to resonantly pump the desired
energy level. FELIX can provide a temporally short pulse for the desired wavelengths
while designing a new pump-probe experiment with a broadband source will allow
transient behaviour of multiple states to be recorded.
2p±
2p0
1s(T1)
1s(E)
1s(A1)
Fast
Thermalisation
Recombination
Radiative
Transition
Fast Phonon Transistions
with back-filling
Slow multi-phonon
Transitions
Figure 5.1: Schematic of energy levels with available radiative and non-radiative
transitions shown.
There were two main goals to achieve for the FELIX experiments. The first
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goal was to demonstrate the feasibility of using the new multi-colour pump-probe
measurement technique. This technique uses FELIX as a pump and a broadband
MIR probe to perform a transient absorption measurement with a Bruker Vertex
80v FT spectrometer. The second aim was to use this new technique to study the
MIR excited state dynamics of chalcogen donors, sulphur and selenium, in silicon
to verify the excited state lifetime results from the photoluminescence experiment
and identify the location of the bottleneck. The following sections describe the
FELIX institute and the multi-colour pump-probe experiment. The pump-probe
experiment set-up at the FELIX institute is a time-resolved absorption technique
for studying carrier dynamics in materials. The technique can be used to investigate
processes such as excited state lifetimes and carrier recombination.
5.1.1 About FELIX
The FELIX laboratory is located at Radboud University in Nijmegen. The current
FELIX laboratory is a merger of the FLARE laser developed at Radbound Uni-
versity, and the free-electron lasers and staff from the Foundation for Fundamental
Research on Matter (FOM) institute previously located in Rijnhuizen. The facility
was opened in 2013 and became fully operational in 2015.
FELIX exploits intense, short-pulsed infrared and THz free-electron lasers that
are used by both in house and external users. There are four lasers, FELIX-1,
FELIX-2, FELICE and FLARE that between them cover the wavelength range 3 –
1500µm.
The infra-red radiation of FELIX interacts with materials and molecules. This
can reveal detailed information about the 3D structure and electronic properties of
the molecule or material under investigation. By making use of the pump probe
experimental configuration the excited state lifetimes of electronic states within the
sample can be determined.
5.1.2 FELIX Fundamentals
A conventional laser is based on the concept of creating a population inversion
between energy levels of discrete bound states in a material. The first three letters
in the acronym, FEL, stand for Free Electron Laser. A free electron laser differs from
conventional laser as the electrons oscillate in a vacuum, without a gain medium.
The electrons are trapped in a periodically varying magnetic field produced by the
undulator. The undulator induces a periodic deflection in the trajectory of the
electron beam. A magnetic field accelerates an electron, an accelerated charge results
in a photon being emitted to conserve momentum, perpendicular to the direction of
the oscillation [89]. The alternating polarity of the undulator, shown in figure 5.2,
causes multiple changes in acceleration of the electrons resulting in multiple photons
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being emitted. In a free-electron laser the electrons can be thought of as making
transitions between continuous states, instead of the discrete states of a conventional
laser. The transitions between continuous states are caused by firing high velocity
electrons through an alternating magnetic field to produce the required oscillations.
The frequency of the radiation produced in the electrons’ rest frame is low. In the
laboratory rest frame the relativistic velocity causes the oscillation frequency to shift
to higher frequencies. The oscillation frequency is determined by the electron kinetic
energy and the period of the magnetic field produced by the undulator [90]. Mirrors
are positioned at opposite ends of the undulator normal to the direction of the
electrons oscillation direction. A portion of the emitted radiation is reflected back
through the undulator forming a standing wave of radiation between the mirrors.
The standing radiation wave contributes to the oscillations of the electrons in the
undulator stimulating further radiation to be emitted in the desired direction, as
the electrons oscillate parallel to an electric field. A strong optical beam is then
produced within the cavity. The range of wavelengths of accessible laser emission is
determined by the range of electron kinetic energies that can be produced and the
separation of the magnets in the undulator. The spread in electron energies results
in broadening of the laser radiation.
Electron Gun and Accelerator
Undulator
Electron Dump
Infrared Radiation
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Figure 5.2: Schematic of a Free Electron Laser showing the undulator. The electrons
are generated using an electron gun then an electron accelerator fires the electrons
into the undulator. The wavelength of the produced radiation is dependent on the
electrons’ kinetic energy and distance between the magnets. The orange waves in
the inset represent the trajectory of the electrons through the undulator.
Figure 5.2 shows a schematic of a free-electron laser. A beam of high energy
electrons, generated from numerous sources such as electrostatic accelerator or radio-
frequency linear accelerator, is fired into cavity between the mirrors.
5.1.3 FEL Features
FELIX is one of the only available sources that can be quasi-continuously tuned
throughout the desired wavelength range. This is essential to study any material
that has energy level separations. Free-electron lasers have no gain medium present
in the laser cavity, which is under vacuum therefore transparent to the entire elec-
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tromagnetic spectrum. This results in a wide gain profile which can be tuned by
the cavity length, enabling a wide range of wavelengths to be covered. The lack
of a gain medium to damage also means that high output powers can be achieved.
The high output powers allow the energy level under investigation to be optically
bleached, but extreme care must be taken in order to avoid ablating and destroying
part of the sample. The final advantage of FELIX is that the pulse structure can be
manipulated as it largely mimics the electron beam pulsation. The mature electron
gun/linear accelerator technology allows ultra-short pulses to be engineered which
satisfies the required temporal resolution needed to study carrier dynamics [91].
5.1.4 The Need for A New Type of Experiment.
The FELIX pump-probe set-up is a successful and long established experiment at
the FELIX institute. The experiment has been successfully used to measure excited
state dynamics of solid state systems, in particular the picosecond dynamics of n-
type silicon. A small number of previously successful experiments are [46], [44]
and [92]. But there are two limitations of using the pump-probe set-up at FELIX.
The first is that the standard pump-probe technique is best suited to studying fast
dynamics, timescales less than 1 ns, due to the length of the delay line used. The
second limitation is that the pump and probe wavelengths are the same, as the probe
is derived from the pump beam.
Previously completed experiments at Cardiff University have revealed MIR lu-
minescence at the expected spectral frequencies for the chalcogen donors in silicon
that decays for 10s of ns. This timescale is too long for the standard pump-probe
experiment. So a new type of pump-probe experiment was designed with a laser
pump and broadband probe.
The technique aims to perform transient absorption spectroscopy with the Bruker
Vertex 80v FT spectrometer in step-scan mode. This technique has some poten-
tial advantages. The pump-probe experiment can be performed using pump and
probe beams with different wavelengths. There is a possibility to use multiple probe
wavelengths simultaneously. This could potentially allow measurements of multi-
ple spectral frequencies simultaneously. Using the Bruker Vertex 80v spectrometer
in conjunction with the m3i-4142EXP transient recorder card allows much longer
timescales to be measured as the timesteps of the transient recorder card range
from 2.5 ns to 100 µs. Figure 5.3 shows the temporal evolutions of the FELIX
pulse. This signal was recorded at 2.5 ns temporal resolution. It can be seen that
enough timesteps can be recorded to capture the entire macropulse. Also visible are
the micropulses that comprise the macropulse. The important aspect is that there
is clear unpumped time between micropulses where the transient behaviour of the
energy levels can be studied after the infrared micro pump pulse.
Another advantage is that the transient recorder card can log enough sequential
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Figure 5.3: FELIX macropulse recorded with 2000 sequential 2.5 ns intervals, with
micropulses shown in figure inset. The detector and transient recorder card com-
bination is fast enough to temporally resolve the micropulses that comprise the
macropulse. The recording sequence is long enough to capture the entire macropulse
and the tail at this time resolution.
timeslices, at the maximum time resolution of 2.5 ns, to capture the entire FELIX
macropulse, shown in figure 5.3. This results in being able to record background
and transient signals simultaneously, reducing the experimental measurement time.
Furthermore, the signal to noise ratio can be improved by averaging the micropulses,
because the micropulses within the macropulse can be temporally resolved.
However, these advantages do have some drawbacks. To be able to temporally
resolve the micropulses that comprise the macropulse the detector used must be fast
to observe the dynamics while being sensitive enough to detect the weak broadband
emission of the MIR multi-colour probe. The speed of the detector is limited by the
RC constant (the RC constant is the time taken to discharge a capacitor to 36.8%
of the initial voltage) of the detecting chip because the RC constant determines
the bandwidth of the detecting chip. This results in faster detectors having smaller
active areas, as a smaller chip means the photoelectrons have to travel a smaller
distance before digitisation. But the requirement for high sensitivity requires a
large active area or a tight focus on the detector chip to increase the amount of
light gathered and detected. A compromise between the signal to noise ratio and
detector speed was determined, as the detector must be sensitive enough to record
broadband emission in a 2.5 ns temporal window while being able to record the
transient behaviour. The Kolmar fast 100 MHz photovoltaic MCT detector, with
active area dimensions of 250 µm x 250 µm, used is a good compromise between
these two conflicting requirements.
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5.1.5 Multi-coloured Pump-probe Basics.
A pump-probe measurement measures the change in transparency in time of a sam-
ple. To measure ultrafast processes (< 10−10s) the temporal width of the pump
pulse must be small, achievable with pico- and femtosecond lasers, and the jitter
between pump pulses must small so that the temporal behaviour of the transparency
is not smeared. The pump-probe technique is an experimental technique where a
sample is excited and observed. Usually an ultrashort laser pulse, ns to fs, is split
into two pulses (a pump beam and a probe beam) by making use of a beamsplitter.
The delay between the pump and probe is varied allowing the transmission as a
function of optical delay to be recorded. The pump beam and probe beam are made
to overlap spatially on the sample.
The intense pump beam excites the sample changing its properties, perturbing
the sample from its equilibrium. Consider the energy levels in an atom, if the pump
pulse energy is equal to the separation of energy levels the electron will be pumped
into the higher energy level, |0〉 → |1〉, increasing the population of the excited
state, N1(t). The time evolution of the system is investigated by altering the optical
delay, τ , between the pump and probe beams (changing the path length of the probe
beam). The probe pulse must be measured after it has interacted with the sample
in order to determine the physical state of the system as it decays back into its
equilibrium state after being excited by the pump pulse. By continuing the example
of the energy levels of an electron in atom, if the population of the excited state is
large at the time the probe pulse arrives at the sample, at most of the 50% of the
probe pulse will be transmitted rather than absorbed as 50% of the total electron
population will be in the lower state. But if the population of the excited state is
low, most of the probe pulse will be absorbed because there are many electrons in
the lower state to absorb the radiation. So measuring the intensity of the probe
pulse as a function of time will reveal the time dynamics of the electron energy
levels.
In this experimental configuration, with the pump and probe originating from the
same laser, the pump and probe pulses coincide with the same transition. The probe
pulse measured as a function of time measures the population difference between
the excited and ground states. This experimental technique is not limited by the
temporal resolution of detector but is instead limited by the length of the laser probe
pulse. If some of the probe pulse is absorbed by exciting electrons in the sample,
this absorption had to take place during the time the probe pulse was present in the
sample. So if the length of the pulse is very short, there is a very short time interval
where absorption could have taken place.
For the new multi-colour pump-probe experiment the FELIX laser in Nijmegen
was used as the pump beam while an MIR broadband light was used as the probe
beam. The pump beam was tuned to be resonant with the 2p± to 1s(A1) and 2p0
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to 1s(A1) transitions. The 1s(T2) level was also resonantly pumped. The chosen
energy level being pumped will become bleached resulting in no spectral feature
visible in the spectrum. As the electrons relax back to the ground state more probe
light can be absorbed producing spectral lines in the absorbance spectrum. The
resulting time-resolved spectrum will reveal the absorption of the energy level under
investigation as a function of time.
5.1.6 Experimental Set-up at FELIX
The experiment carried out at the FELIX institute is outlined next. Figure 5.4
shows a schematic diagram of the overall experimental set-up. The cryostat and
sample were positioned at the focus of the FT spectrometer sample compartment.
The broadband MIR probe follows its usual optical route through the interferomter
and to the detector via the internal optics of the FT spectrometer. A plano-convex
CaF2 lens, with a focal length f = 500 cm, was positioned to focus the FELIX pump
beam onto the sample.
Figure 5.4: Schematic diagram of the experimental design showing approximate
locations of detector positions, mirrors and lenses.
To perform the trial measurements the MCP0393 photovoltaic MCT detector
was positioned in D1 according to figure 5.4. The bandwidth of the detector was
insufficient to temporally resolve the FELIX micropulses, the detector was unable
to fully recover between FELIX micropulses. The micropulses manifested a 25 MHz
ripple on the observed time trace. Once the FELIX macropulses and 25 MHz ripple
had been seen an optical experimental configuration incorporating the fast Kolmar
MCT (100 MHz)was switched to. The fast Kolmar MCT was positioned at X2,
shown in figure 5.4.
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Physical Modifications to FELIX Vertex 80v.
It is vital to signal to noise considerations that the optical path length of the broad-
band beam is minimised between the evacuated spectrometer and the fast Kolmar
MCT. This is to reduce the intensity of atmospheric lines, whilst maintaining the
position of the fast Kolmar MCT at the focus of the off axis parabolic mirror di-
recting the beam to exit port X2. The path length of the pump does not need to be
minimised unless the wavelength of the pump beam is resonant with an atmospheric
absorption line. This requirement means that the spectrometer needs to be evac-
uated throughout the experiment while directing the FELIX pump beam into the
sample compartment. To achieve this a new spectrometer front plate for the sample
compartment was designed. Infrared transparent CaF2 windows were incorporated
into the front plate, as shown in figure 5.5.
Also shown in figure 5.5 is a new entrance port flange for entrance E2. This
entrance port flange allows an infrared or visible point source, provided by Thorlabs
1100 nm and 565 nm LEDs, to aid with the alignment of the cryostat.
Figure 5.5: LED mount designed and built in Cardiff University Physics School
workshop (left). Right: Spectrometer front plate exploded. Designed by Stephen
Lynch and built in Cardiff University Physics School workshop.
The optical set-up inside the sample compartment is shown in figure 5.6. The
CaF2 500 mm focal length plano convex lens is mounted externally to the sample
compartment in-front of the 2 inch CaF2 5 mm thick window. The first planar gold
mirror inside the sample compartment is mounted on a 45◦ mirror mount attached
to a 1 inch mirror mount. The second mirror is reverse mounted (facing backwards)
in a 1 inch mirror mount.
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Figure 5.6: Optical set-up used within the Bruker Vertex 80v to direct and the
FELIX pump beam onto the sample mounted in the cryostat, the cryostat is not
shown here as it would block the view of the optical set-up.
Electrical Triggering.
The experiment required precise triggering of the transient recorder card to ensure
that the signal was recorded at the correct time in order to capture the transient be-
haviour of the excited energy levels. The temporal structure of the trigger provided
at FELIX is shown in figure 5.7.
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Figure 5.7: Temporal structure of the FELIX trigger pulse. The duty cycle of the
macropulse is 10 Hz while the micropulses that comprise the macropulse are 40ns
apart. A TTL trigger with adjustable phase is provided.
A low jitter 10 Hz trigger pulse that triggers measurements to begin with the
rising of the leading edge of the macropulse is provided at the beam station at
FELIX. The phase of the TTL trigger was adjusted using the Bruker OPUS software
to capture the rising edge of the macropulse. This was achieved by adjusting the
number and duration of the time slices. A shorter duration, higher time resolution,
and a greater number of timing intervals are required to capture the entire FELIX
micropulse.
5.2 Sample Selection.
Samples A-F had a variety of donor centre types. The different donor centres have
unique spectral features in different sections of the infrared spectral region. Each
type of donor centre will require a different excitation frequency. As only one exci-
tation frequency is used not all donor centres types can be excited simultaneously.
As fewer donor centres are excited there are less signal photons emitted that can be
measured. Therefore a sample is needed with a greater concentration of one type of
donor centre.
Sample G was prepared using the gas diffusion doping technique that was used
to produce samples A to F. The gas diffusion process was tuned by increasing the
vapour pressure to increase the concentration of atomic centres while simultane-
ously reducing the concentration of diatomic centres. Sample G had the largest
concentration of atomic centres of all the samples. Sample G was chosen to per-
form time-resolved experiments as it was shown by previous sample analysis that
the larger concentration of centres modulated the incident light more resulting in a
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stronger spectral line.
5.2.1 Sample Characterisation.
The measurements were performed using the rapid-scan technique outlined in sec-
tion 3.2.1. The doping concentrations of the samples were determined by Astrov
by performing Hall measurements of the resistivity. Sample G contains 9.3×1016
atomic selenium centres, 1.8×1012 background phosphorus centres and a negligible
concentration of molecular selenium centres.
Figure 5.8 shows the FT-IR absorption spectrum of sample G provided by Y
Astrov. The spectrum shows multiple peaks. The peaks are due to electronic tran-
sitions of the donor electrons orbiting the impurity centre. The atomic family of
lines is now discussed and investigated further.
2p±
2p0
1s(T2)
Figure 5.8: Absorption spectrum of the atomic centres in sample G with a sample
temperature of 10 K.
5.2.2 Selected Sample Analysis.
Table 5.1 shows the change in absorption of sample G. Comparison of the change
in transmission for samples A and G reaffirms that sample G is the best sample
to perform the FELIX multi-colour pump-probe measurement as it has the largest
change in transmission and therefore will modulate the signal the most and therefore
offers the best chance of observing the transient behaviour of the excited states.
By comparing the energies of the spectral features in sample G to the energies
determined by Janzen [32] the 1s(T2), 2p0 and 2p± features were identified.
The changes in absorption in table 5.1 were determined by calculating the dif-
ference between a fitted baseline and the peak amplitude. Figure 5.9 illustrates a
baseline fitted to absorption data that has already been baseline corrected. The
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Table 5.1: Comparison of change in absorption of the 1s(T2), 2p0 and 2p± energy
levels for atomic and molecular centres in samples A and G.
Atomic Centres
Sample Energy Level Change in Absorption
A 1s(T2) 0.0266
2p0 0.0174
2p± 0.0753
G 1s(T2) 0.0743
2p0 0.0625
2p± 0.1417
Molecular Centres
Sample Energy Level Change in Absorption
A 1s(T2) 0.0028
2p± 0.0027
baseline shown in figure 5.9 was the baseline fitted to determine the change in ab-
sorption of the spectral lines.
Figure 5.9: Absorption data showing the 2p± and 3p0 spectral features. The ab-
sorption data shown has already been baseline corrected, the baseline shown is to
illustrate the baseline used to determine the change in absorption. The difference
between the absorption peak amplitude and fitted baseline allows the change in
absorption of the spectral lines to be determined.
The atomic 1s(T2), 2p0 and 2p± absorption lines were then fitted with Gaus-
sian and Lorentzian functions to determine the dominant broadening mechanism.
Homogeneous mechanisms give rise to Lorentzian lineshapes while inhomogeneous
mechanisms produce Gaussian lineshapes. By fitting the absorption lines the full
width at half maximum can be determined and used to estimate the lifetimes of the
1s(T2), 2p0 and 2p± excited states.
To determine which function fits the experimental absorption data better equa-
tion 4.3 from section 4.2.1 is used. When comparing the quality of data fits using
the χ˜2 statistic, the fit with the smallest χ˜2 value is the best approximation of the
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data.
Table 5.2: chi-squared goodness of fit statistic for the 1s(T2), 2p0 and 2p± absorption
lines for atomic and diatomic centres in sample G for Gaussian and Lorentzian fit
functions.
Atomic Centres
Energy Level Lorentzian χ˜2 (×10−5) Gaussian χ˜2 (×10−5)
1s(T2) 2.96 7.17
2p0 28.7 8.03
2p± 4.39 147
Table 5.2 shows that the energy levels 1sT(2) and 2p± are better approximated
by a Lorentzian function whereas the 2p0 is better modelled by a Gaussian function.
This shows that the 2p0 is inhomogeneously broadened and the 1sT(2) and 2p± are
homogeneously broadened.
The fitted functions allow the FWHM and therefore the excited state lifetimes to
be approximated. For spectral lines with Lorentzian profiles approximation, [8], can
be used to estimate the excited state lifetime, giving a first estimate of the lifetime.
The estimated excited state lifetimes are shown in table 5.3.
τ =
1
∆ω
, (5.1)
where ∆ω is the FWHM. The estimated excited state lifetimes are listed in table
5.3.
The 1s(T2), 2p0 and 2p± absorption peaks were identified in the rapid-scan
absorption data. Sample G has a larger change in absorption than sample A. Sample
G was then chosen to perform the multi-colour pump-probe measurement. The
sample absorption data was then analysed further. The 1s(T2) and 2p± absorption
peaks were found to be homogeneously broadened while the 2p0 is inhomogeneously
broadened. Linewidths were extracted and used to determine approximate excited
Table 5.3: FWHM of 1s(T2), 2p0 and 2p± levels for atomic and molecular donor
centres. The FWHM of levels 1s(T2) and 2p± are determined from the Lorentzian
function while the 2p0 FWHM is determined from the Gaussian function. Errors
are determined in the peak modelling algorithm lmfit.
Atomic Centres
Energy Level FWHM / cm−1 Estimated Lifetime / s (×10−12)
1s(T2) 1.07 ± 0.02 4.97 ± 0.11
2p0 1.40 ± 0.078 3.78 ± 0.85
2p± 0.977 ± 0.0320 5.43 ± 0.60
Molecular Centres
1s(T2) 1.40 ± 0.024 3.79 ± 1.04
2p0 1.78 ± 0.11 2.99 ± 1.52
2p± 1.19 ± 0.04 4.45 ± 3.49
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state lifetimes.
5.3 Outline of Analysis of Data.
Importing and Averaging Data Files.
Data analysis was done in Matlab. Firstly, the individual data files are averaged
together. The timeslices of the averaged data are then summed together to check
for the presence of black-body curve with Si:Se spectral lines.
Finding the Si:Se Spectral Locations.
Next, the real locations of Si:Se 1s(T2), 2p0 and 2p± spectral features determined
from standard transmission measurements are entered manually. The indices of the
wavenumber relating to the Si:Se features in the FELIX time-resolved (TR) data
are then found by searching the wavenumber array from the time-resolved data for
matches to the manually entered real locations. Using the example of the 2p0, the
index of the 2p0 feature in the time-resolved data is found when the TR wavenumber
is greater than 2p0 - half the resolution and when wavenumber is less than 2p0 + half
the resolution. The same process is repeated for the other Si:Se spectral features as
well as the FELIX pump. The FELIX index is found so that it can be removed in
subsequent analysis.
Finding the Duration of FELIX Micropulses.
The macropulse and tail of the FELIX are defined. The macropulse data is then
summed in the spectral domain to determine the duration and indices of the macropulse
and micropulses that make up the macropulse. The micropulse indices and duration
are found so that they can be removed by making use of a filter. The durations of
the micropulses are used in a filter to remove the FELIX micropulses themselves to
reveal the temporal behaviour of the Si:Se spectral features.
Setting up and Applying the Temporal Filter.
The temporal filter used to remove the micropulses is based on modulo 16 arithmetic,
as there 16 timeslices between each FELIX micropulse. Each timeslice is separated
by 2.5 ns so there is 40 ns separating micropulses. The filter then cycles through
every 16 data points of the columns while assigning zeros to any indices that contain
a FELIX micropulse and multiplying any values that contain temporal information
by one. The end result is a data file containing the relevant temporal data with
FELIX pump pulses removed.
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Obtaining a Transmission Spectrum.
The following step is to calculate a transmission spectrum of the TR data taken
at FELIX for comparison to data taken by standard rapid scan transmission data.
This step is to check that the spectral features in the TR data are in the correct
spectral locations. As there were no backgrounds of the MIR globar source taken
at the FELIX institute pseudo-backgrounds were calculated and used to determine
the transmission spectrum of the TR data.
The pseudo background was calculated by first removing the spectral lines to
counteract the detrimental effect they have on the smoothing algorithms used. The
spectral features were removed by taking an average value calculated from two ex-
treme points either side of the spectral features. The transmission spectrum was
then calculated by dividing the TR data by the pseudo-background, which with no
spectral features is essentially a background. Fourier filtering would have been a
better option and would have been used if time permitted.
Removing the FELIX Pump Pulse.
The FELIX pump pulse is then removed from the TR data to ensure that it does
not obscure the temporal behaviour of the spectral line being pumped. This is done
by fitting a Lorentzian function to the timeslices with a pump pulse present.
L(cm−1) =
1
pi
1
2
Γ
(cm−1 − cm−10 ) + (12Γ)2
, (5.2)
where cm−10 is the centre of the pump peak. The spectral signature of FELIX
pump overlaps with the sample spectral line to be pumped. The pump pulse is then
divided out resulting in a spectrum with time-dependent Si:Se spectral features.
Figure 5.10 shows the FELIX pump pulse obscuring the 1s(T2) spectral line.
The 1s(T2) spectral feature is visible on the edge of the FELIX pulse, resulting in
the transmission of the 1s(T2) to be inaccurate. The FELIX pulse must be removed
to accurately determine the 1s(T2) transmission. If the FELIX pulse is not removed
the transient behaviour of a spectral feature can not be determined. Therefore to
accurately determine the transient behaviour of the energy level under investigation
the FELIX pump pulse needs to be divided out using the Lorentzian function fitted
to the FELIX pulse.
Determining the Excited State Lifetime.
The temporal behaviour of the excited donor states is extracted. An exponential
model is then fitted to the data to acquire an excited state lifetime. Figure 5.11
shows the noise resulting from the FELIX pulse. The FELIX pump pulse is blinding
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Figure 5.10: Lorentzian function fitted to the FELIX pump pulse at 2192 cm−1. The
FELIX pump pulse obscures the spectral line being pumped disguising the temporal
behaviour of the state being pumped. The FELIX pulse is removed to reveal the
transient behaviour of the spectral line. The Lorentzian function was centred on
the FELIX pump pulse. The FELIX pump pulse was then removed by dividing the
transmission data by the determined Lorentzian function.
the detector to all the spectral features in the sample so no transient behaviour of any
spectral feature can be extracted. The noise arises across all frequencies, indicating
that the FELIX pump pulse does not pass through the interferometer, and was
present for the first 22.5 ns, resulting in the first 10 timeslices containing no useful
information. Therefore the remaining 5 timeslices, covering 12.5 ns, are used to
determine the excited state lifetime, illustrated by figure 5.12. As FELIX operates
at 25 MHz the maximum available temporal window is 40 ns. After 22.5 ns there is
a FELIX spectral feature showing that initially the detector is blinded by reflections
of the FELIX pulse that do not pass through the interferometer.
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A: 2.5 ns after pulse
2p±
2p0
B: 12.5 ns after pulse
C: 22.5 ns after pulse
Figure 5.11: Transient transmittance of the 1s(T2) after the FELIX pump pulse
demonstrating excess noise obscuring the spectral features of the sample. Top: 2.5 ns
after FELIX pump pulse, no spectral features visible. Middle: 12.5 ns after FELIX
pump pulse, no spectral features visible. Bottom: 22.5 ns after FELIX pump pulse,
2p0 and 2p± spectral features become visible above the noise but 1s(T2) spectral
line is not visible.
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Figure 5.12: Schematic representation of the timeslices available to determine the
excited state lifetimes. Timeslices before 22.5 ns have too much excess noise to be
able to distinguish the sample’s spectral lines. The final four timeslices do exhibit
spectral features and can be used to determine excited state lifetimes.
5.4 Results.
5.4.1 Pumping the 1s(T2) Energy Level.
The data presented in this section were obtained with a FELIX pump wavelength
of 4.556 µm with an attenuation of 18 dB. Each timeslice was averaged 15 times.
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(A) 27.5 ns After FELIX Pulse
(B) 35 ns After FELIX Pulse
(C) 40 ns After FELIX Pulse
2p0
2p±
2p0
2p0
2p±
2p±
1s(T2)
1s(T2)
Figure 5.13: Timeslices extracted from the FELIX data whilst pumping the 1s(T2)
level. Top: A timeslice showing the 1s(T2) and 2p± 27.5 ns after the FELIX pump
pulse. There is no 1s(T2) line is visible in the data. Middle: A timeslice showing
the 1s(T2) and 2p± 35 ns after the FELIX pump pulse. It can be seen that the
spectral line is recovering. Bottom: timeslice showing the 1s(T2) and 2p± spectral
lines 40 ns after the FELIX pump pulse. The spectral 1s(T2) line has now recovered
to thermal equilibrium populations.
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Figure 5.13 shows the timeslices extracted from the FELIX data after the FELIX
pump pulse has been removed by dividing the data by a Lorentzian function centred
on the pump peak. The first timeslice shown is 27.5 ns after the FELIX pump pulse.
Earlier timeslices have too much noise from the FELIX beam to discern the Si:Se
spectral features. The timeslice shows that there is no 1s(T2) line visible in the data
but the 2p0 and 2p± spectral lines are visible. The 2p0 and 2p± features remain
constant throughout all timeslices in the data. At this stage the 1s(T2) spectral line
has been bleached. The FELIX pulse increases the thermal equilibrium population
of the 1s(T2) spectral to a maximum population, all the electrons in the donor
ground state are pumped into the 1s(T2) level. This results in no probe light being
absorbed, as there are no electrons available to absorb the incident probe photons,
and therefore no 1s(T2) spectral feature is visible.
Timeslice (B) shows the Si:Se spectrum 35 ns after the FELIX pump pulse. The
1s(T2) feature has begun to recover towards the equilibrium populations. This is
because a number of electrons that have been pumped into the 1s(T2) level have
relaxed and are available to absorb the probe light resulting in the feature becoming
visible.
After 40 ns the 1s(T2) population has returned to the thermal equilibrium pop-
ulation. Shown by timeslice (C) in figure 5.13. The figure shows the timeslice 40 ns
after the FELIX pump pulse overlaid with a timeslice showing the equilibrium trans-
mission values of the 1s(T2) and 2p±. At a time of 40 ns after the FELIX pulse the
transmission of the 1s(T2) spectral line is the same as the equilibrium transmission
value, therefore has recovered to the thermal equilibrium value.
Figure 5.14: Transient transmittance of the 1s(T2) after the FELIX pump pulse.
The time axis is time after the FELIX pulse. Earlier timeslices had too much excess
noise to be used to determine the excited state lifetime.
By fitting an exponential function to the transient transmission of the 1s(T2)
the lifetime of the 1s(T2) was determined to be 10.62 ± 3.10 ns. Figure 5.14 shows
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the exponential function fitted to the transient transmission data used to determine
the excited state lifetime.
5.4.2 Pumping the 2p± Energy Level.
The data presented in this section were obtained with a FELIX pump wavelength
of 4.155 µm with an attenuation of 15 dB. Each timeslice was averaged 15 times.
Figure 5.15 shows the transient behaviour of the 2p± atomic Si:Se energy level.
The timeslices span a window in time from 27.5 ns to 40 ns after the FELIX pump
pulse. Timeslices before 27.5 ns have too much excess noise to be able to distinguish
the Si:Se spectral features. Throughout the available time range the transmission of
the 2p± energy remains constant except for the random noise. This shows one of two
possibilities. The first is that the experiment failed resulting in no transient data of
the 2p± energy level. This seems unlikely as the 2p± is visible in all the timeslices
within a 12.5 ns window, with noise variation superimposed on the transmission
peak. The second possibility is that the lifetime of the 2p± is faster than the 2.5 ns
temporal resolution. Figure 5.16 shows the transient transmittance of the 2p± energy
level with an exponential function fitted to the data. The lifetime determined from
the fitted exponential function is 2.50 ±0.957 ns. This lifetime is the same length in
time as the time resolution used in the experiment, indicating that the 2p± is less
than the maximum possible time resolution of the experiment.
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(A) 27.5 ns After FELIX Pulse
(B) 35 ns After FELIX Pulse
(C) 40 ns After FELIX Pulse
2p0
2p0
2p0
2p±
2p±
2p±
Figure 5.15: Timeslices extracted from the FELIX data whilst pumping the 2p±
level. Top: A timeslice showing the and 2p± 27.5ns after the FELIX pump pulse.
Middle: A timeslice showing the 2p0 and 2p± 35 ns after the FELIX pump pulse.
Bottom: timeslice showing the 2p0 and 2p± spectral lines 40 ns after the FELIX
pump pulse.
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Figure 5.16: Transient transmittance of the 2p± after the FELIX pump pulse. The
time axis is time after the FELIX pulse. Earlier timeslices had too much excess
noise to be used to determine the excited state lifetime.
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Using FELIX to pump the 2p± no transient behaviour was observed, most likely
because the transient behaviour in the first 20 ns is obscured by noise. A genuine
pump-probe experiment could be used to test this hypothesis. This disagrees with
the results obtained from the photoluminescence experiment, discussed in the previ-
ous chapter as the photoluminescence experiment revealed the excited state lifetime
for the 2p excited state for atomic centres of 28 ns and 23 ns for diatomic centres.
5.5 Conclusion.
In summary, by using FELIX to pump the 1s(T2) spectral line the transient be-
haviour of the 1s(T2) spectral line was observed. At 27.5 ns after the FELIX pump
pulse the 1s(T2) line was bleached. The spectral line then recovered to thermal
equilibrium population 40 ns after the FELIX pulse. An exponential function was
fitted to the transient transmittance of the 1s(T2) spectral line revealing a lifetime
for the 1s(T2) energy level of 10.62 ± 3.10 ns. Using the FELIX results the lifetime
of the 1s(T2) energy level is longer than the excited state lifetime for the 2p state.
This implies that the electrons undergo single phonon-assisted transitions until they
cascade into the quasi-ground 1s(T2) state. Radiative transitions from the 1s(T2)
→ 1s(A1) are forbidden as the transition would violate the electric-dipole selection
rules. Moreover the energy gap between the 1s(T2) and 1s(A1) state is greater than
the Debeye temperature forbidding single phonon-assisted transitions. Furthermore
multi-phonon assisted transitions are unlikely because of the large amount of energy
transferred to the lattice required. This results in the creation of a reservoir of elec-
trons in the 1s(T2) energy level. But as radiative transitions from the 2p to 1s(A1)
have been observed this leads to the proposition that the 1s(T2) energy level acts
as a reservoir that drip-feeds electrons into the 2p states via single-phonon transi-
tions, the electrons then undergo a radiative transition to the 1s(A1) state. This
accounts for the photoluminescence previously observed. This phonon back-filling
from the 1s(T2) to 2p states makes the excited 2p states lifetime appear longer than
their true values. To investigate this discrepancy further a system of 5-coupled rate
equations are set up and used to investigate the energy levels of the silicon selenium
system. A further experiment in Cardiff University is also proposed to measure the
excited state lifetime of the 1s(T2) and 2p states more accurately. The multi-colour
pump-probe experiment in Cardiff allows more timeslices to be recorded than at
FELIX due to the 20 Hz repetition rate of the EKSPLA picosecond laser instead of
the 25 MhZ repetition rate of FELIX.
The 1s(T2) has been identified as the excited state that can be used to perform
quantum experiments in silicon. The more accurate determination of the long-lived
1s(T2) state lifetime reveals that the lifetime is longer than the analogous state
in the phosphorus silicon donor system. Therefore the selenium donors in silicon
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offer a better prospect to pursue quantum technologies in silicon because the longer
excited state lifetime allows more quantum manipulations to be performed. The
FELIX institute is available for any researcher to perform the experiment. This
coupled with the commercially available fast MCT detector allows other research
groups to verify and expand on the current research and results.
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6.1 Introduction.
The aim of this chapter is to validate the hypothesis that the 1s(T2) state forms
a bottleneck that dictates the relaxation rate of electrons from an excited state to
the ground state. The asymmetry between the spontaneous phonon emission and
phonon absorption processes creates the bottleneck that governs the radiative tran-
sition rates. The phonon-assisted relaxation pathways to the 1s(T2) state are faster
than the radiative transitions. A phonon is emitted during a phonon-assisted relax-
ation transition, it is a spontaneous process, while for an electron to transition to
higher excited state a phonon with energy equal to the energy separation between
energy levels is absorbed. Rates from several sources have been used to investigate
the population of the energy levels considered in the rate equation model to deter-
mine the dominant relaxation pathways. The assumptions used to build the rate
equations model of the silicon selenium donor system are first introduced. Then the
processes described by the rate equations are summarised. The photoluminescence
and FELIX experiments are recreating by altering the initial conditions to mimic
the pumping conditions of the experiments.
6.2 Introducing the Rate Equations.
An approximation of the dynamic processes in an idealised SiSe donor system is
shown in figure 6.1. For the rate equations to be valid some assumptions need to be
made.
1. The donors must be spatially separated to isolate the centres so no interaction
between donor centres is possible. The sample contains similar concentrations
of Si:Se atomic and Si:Se2 diatomic centres. The concentration of these donors
is ' 1015 cm−3. At this concentration the donors are spaced far enough apart
so that they can be considered isolated and non-interacting.
2. There is a bottleneck limiting the decay rates in the silicon chalcogen system.
The photoluminescence data indicated the existence of a bottleneck in the sys-
tem that dictates the rate of radiative recombination. The photoluminescence
(PL) data showed that photons are emitted over a broad range of wavelengths.
The lifetimes were consistent in the range of temperatures tested, 4 K to 300 K.
This implies that there is bottleneck in the system dictating the rate of the
overall radiative decay to the 1s(A1) ground state.
3. The thermalisation lifetimes are of the order ps. The thermalisation relaxation
times, which is the time taken for the system to return to thermal equilibrium,
are known to be fast. The acoustic phonon scattering and optical phonon
scattering times are of the order of picoseconds [93], [94] and [95].
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4. The carrier capture lifetime is of the order of 10−10 to 10−9 s. Work by Orlova
and Abakumov [76] has shown that the carrier capture time from the con-
duction band occurs on timescales of 10−10 to 10−9 s. Therefore the carrier
capture time from the conduction band is estimated to be less than 1 ns.
5. Phonon-assisted back-filling transitions repopulate the conduction band. The
photoluminescence data shows that the conduction band does not empty in
nanoseconds, as implied by the previous assumption, therefore there must
be phonon-assisted back-filling the conduction band. Apart from the phonon
back-filling the conduction band is also re-populated by optical pumping. With
the picosecond laser used as the pump the reservoir is refilled every 50 ms, as
the repetition rate is 20 Hz. With the FELIX free electron laser, with a
macropulse repetition rate of 10 Hz, the reservoir is refilled every 100 ms.
6. The radiative transition rates between the 2p and 1s(T2) and 1s(E) states
for selenium donors are the same as the transition rates between the 2p and
1s(T2) and 1s(E) states for pnictogen donor states in silicon. The energy
level structure of the Si:Se atomic and Si:Se2 diatomic centres is similar to the
energy level scheme of Si:P donors in silicon. The main difference between
the energy level structures is that the 1s(A1) is much deeper in the chalcogen
donor systems than in the pnictogens. Therefore it can be assumed that the
transitions from the 2p±, 2p0 to 1s(T2), 1s(E) states in the silicon chalcogen
system has similar timescales to the silicon pnictogen sytem of ' 200 ps [51].
As the majority of energy levels are closely spaced single phonon transitions are
possible making the transitions between adjacent energy levels likely. But there
are energy levels that are separated by energy gaps too large for single single
phonon transitions. This means that multi-phonon transitions are required
to make the electronic transition. The more phonons required to make the
transition the more unlikely the transition is as a large amount of energy needs
to be transferred to the lattice. At the cryogenic temperatures used to study
the system there are fewer highly energetic phonons resulting in multi-phonon
transitions becoming improbable therefore only single phonon transitions are
considered.
7. The 1s(T2) and 1s(E) have long lifetimes due to improbable multi-phonon
transitions and requiring the presence of a phonon with a specific energy to
facilitate the transition of an electron to a state with greater energy. The im-
probable multi-phonon transitions result in the 1s(T2) and 1s(E) levels having
long lifetimes as the electron can only reach the ground state via non-radiative
multi-phonon relaxation pathways or undergoing a phonon-assisted transition
to a higher excited state where the electron can transition into the ground
state via radiative transitions. For an electron to undergo a phonon-assisted
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transition to higher excited states there needs to be a phonon with energy
equal to the difference in energies between the excited states to facilitate the
transition. There are two possible relaxation routes to be taken from the 2p±
and 2p0 to the ground state. The first is via radiative relaxation and the
second is highly improbable multi-phonon non-radiative transitions.
8. The pairs of states 2p±, 2p0 and 1s(T2), 1s(E) have similar binding energies
and relaxation pathways and can therefore assumed to be single 2p and 1s
levels in the simplified rate equation picture.
2p±
2p0
1s(T1)
1s(E)
1s(A1)
Fast
Thermalisation
Recombination
Radiative
Transition
Fast Phonon Transistions
with back-filling
Slow multi-phonon
Transitions
Figure 6.1: Schematic of energy levels with available radiative and non-radiative
transitions shown.
Using the above assumptions and deductions the system can be simply described
by a rate equation model consisting of 5 coupled rate equations.
6.2.1 The Rate Equations.
The highest energy level in figure 6.2 is the energy of the photo-excited electrons after
being pumped, by a 1220 nm photon, into the conduction band, with a population
Nex. The continuum of the conduction band is approximated by this level. The
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N2p
N1s
Ngr
Ncb
Nex
τth
τcap
τr2p
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τphτx
τy
Figure 6.2: Simplified rate equation model showing electron populations denoted as
N and lifetimes of various transitions denoted by τ .
bottom of the conduction band is then modelled by another level with a population
Ncb. The fast thermalisation time from the highest energy to the bottom of the
conduction band is described by a characteristic lifetime 10−11 s, denoted as τth.
There is a potential relaxation pathway from the conduction band bottom to the
ground state via a radiative transition, which a has lifetime of τrcb.
The next process to occur is the carrier capture from the bottom of the conduc-
tion band to the excited states of the donor impurity. Highly excited states have a
greater probability of capturing electrons from the conduction band due to the larger
orbital extent of the excited state [75] and [96]. The electron will be captured by
the impurity level with the largest orbital as it has the largest capture cross section.
In the simplified rate equation model the impurity level with the largest capture
cross section is the 2p level. The population of the 2p state by carrier capture has a
lifetime τcap. The 2p level can also be populated by phonon back-filling from neigh-
bouring impurity levels with a characteristic lifetimes τx and τy. The population of
the 2p level decreases due to the radiative transitions to the ground state as well
as improbable multi-phonon non-radiative transitions. The relaxation pathway is
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described by τr2p. The 2p level can also be de-populated by phonon-assisted tran-
sitions into the 1s level with a characteristic lifetime τph. The phonon lifetime was
determined to be 17.6 ps using Fermi’s Golden rule in the calculation described in
appendix D.1.
The next impurity level is the 1s level, with a population of N1s. The 1s level
is populated by decay from the 2p level and is de-populated by phonon back-filling
transitions with characteristic lifetimes τy and τx. τy is the lifetime concerning the
back-filling phonon-assisted transition to the conduction band bottom. The lifetime
of a phonon-assisted transition from the 1s state to the 2p state is characterised by
τx. The probability of phonon-assisted transitions from the 1s state is determining
by setting τy and τx. When τy and τx are equal the rate of phonon-assisted transitions
from the 1s state to the 2p state and conduction band bottom is equal. The rate of
phonon-assisted transitions can be made non-equal by setting τy and τx to different
values.
Finally, the lowest lying impurity level is the 1s(A1) state is represented by a
ground state with a population Ngr. There is no de-population from the 1s(A1) level.
The resulting rate equations can be written in the following matrix form,

dNex/dt
dNcb/dt
dN2p/dt
dN1s/dt
dNgr/dt
 =

−1/τth 0 0 0 0
1/τth −1/τcap − 1/τrcb 0 1/τy 0
0 1/τcap −1/τr2p − τph 1/τx 0
0 0 1/τph −1/τx − 1/τy 0
0 1/τrcb 1/τr2p) 0 0


Nex
Ncb
N2p
N1s
Ngr

The input values of the various lifetimes, τ ’s, that describe the relaxation and
phonon-assisted back-filling processes are in table 6.1.
Table 6.1: Table summarising the values of τ used to simulate the various processes
within the rate equation model. The values of τx and τy are given as a range because
the lifetimes of the 1s and 2p states are investigated as a function of τx and τy.
Process Symbol Lifetime / ns
Thermalisation τth 0.1
Carrier capture τcap 1
Recombination τrcb 1
Phonon-assisted relaxation τph 0.01
Radiative transition τr2p 1
Phonon-assisted absorption from 1s state to 2p state τx 0.1 → 10
Phonon-assisted absorption from 1s state to 2p state τy 0.01 → 10
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6.3 Results.
The following section discusses the results from the rate equation model. The section
is broken down into 5 subsections. The first section deals with how phonons effect
the temporal behaviour of the considered energy levels and the excited state lifetimes
of the 2p and 1s(T2) excited states. This is achieved by initially setting the electrons
to be in the continuum level then investigating the relaxation pathways with and
without the presence of phonons. The next sections study the effect of pumping
wavelength by altering the initial conditions to mimic pumping the conduction band,
the 2p excited state and the 1s(T2) excited state. The maximum number of electrons
was arbitrarily chosen to be 1000.
6.3.1 Pumping the Conduction Band.
This subsection models the PL experiment performed at Cardiff, where the con-
duction band was pumped with nanosecond laser emitting 1220 nm radiation at a
repetition rate of 10 Hz. The initial conditions of the rate equation model were
set up so that all the quasi-electrons were located in the energy level Nex, in the
continuum, shown in figure 6.2.
6.3.2 No Phonons.
The temporal behaviour of the energy levels was studied without the influence of the
phonons. Terms including the phonon lifetime were removed from the rate equation
model by setting τph to zero. Figure 6.3 shows the temporal behaviour of the levels
under consideration. It can be seen that the population of Nex decreases from a
maximum population to empty in ' 600 ps. The rapid decrease in population of Nex
initially fills the bottom of the conduction band, Ncb. The 2p state is then populated
by transitions from the conduction band minimum. The maximum populations
of the conduction band bottom and the 2p state were 668 and 246 electrons per
thousand respectively. This shows that approximately a quarter of the total number
of electrons cascaded into the 2p state. Without phonons the electron relaxation
pathways from the conduction band bottom is via the capture of an electron by
the 2p state or by recombination. The rate at which the conduction band bottom
empties is similar to rate at which the ground state, Ngr fills. This implies that the
dominant relaxation pathway is recombination between an electron from the bottom
of the conduction band and a hole from the valence band. The population of the
ground state reached the maximum possible population of 1000 after ' 7 ns.
Figure 6.4 shows a semilog plot of the populations of the energy levels under
consideration, with no phonon decay pathways. The semilog plot shows that the
levels each decay with their own characteristic lifetime indicating that there is no
bottleneck present in the system. The excited state lifetime of the 2p state was
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Figure 6.3: Solution to rate equation with no phonons. Initially all electrons are
located in the Nex level, equivalent to pumping the conduction band with a pump
wavelength 1220 nm.
determined to be 1.17 ns. This lifetime is roughly an order of magnitude shorter
than observed in the PL experiment. However the lifetime does agree with the
observations from the FELIX multi-colour pump-probe measurement in that the
excited state lifetime of the 2p state is less than 2.5 ns (2.5 ns being the maximum
temporal resolution of our system). The 1s state had a maximum population of 0
electrons. Therefore the 1s state is not populated when there are no phonons present
in the sample. As a real system will have phonons this is an unrealistic case.
6.3.3 With Phonons.
To account for the influence of phonons that are present at finite temperatures terms
including the phonon lifetime were included in the rate equation model by setting
τph to 10 ps as per assumption 3.
The influence of phonons on the temporal behaviour of the energy levels consid-
ered is shown in figure 6.5. The decrease in population of the Nex level is the same
as the situation with no phonons. However the rate of the conduction band emp-
tying is less than without phonons, seen by the difference in the intercept between
the Ncb and Ngr curves in figures 6.3 and 6.5. Without phonons the intercept is at
700 ps whereas with phonon relaxation pathways the intercept is occurs at 950 ps.
This is due to the conduction band bottom being repopulated by phonon-assisted
back-filling transitions, as phonon-assisted transitions can result in transitions down
as well as up the ladder of energy states. With phonons the population of the 1s
state is non-zero. As illustrated by figure 6.2 the only mechanism to populate the
1s state is phonon-assisted transitions. The maximum of the 2p state and 1s states
is 13 and 66 per thousand respectively. The presence of phonons within the sam-
ple reduces the maximum population of the 2p because electrons are now able to
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Figure 6.4: Semilog plot of the solution to the rate equations with no phonons
present in the system. The rate of depopulations of the levels is different for each
level showing that there is no bottleneck.
transition into the 1s, as well as back-up the ladder of energy levels. The small
number of electrons present in the 2p energy level indicates that there will only be
a small number of radiative transitions to be detected. As τy and τx are equal and
an order of magnitude greater than τph phonon-assisted transitions into the 1s state
as more probable than back-filling phonon-assisted transitions out of the 1s state,
creating a small reservoir of electrons in the 1s state. The reason for the 1s state
becoming populated is caused by there being no available energy level lower for
the electrons to undergo fast phonon-assisted transitions into. The phonon-assisted
transition from the 1s energy level to the ground state is neglected because a multi-
phonon-assisted transition is energetically unfavourable and therefore unlikely. The
electrons can only transition upwards to the 2p instead of upwards and downwards
to neighbouring energy levels.
When τy and τx are equal the excited state lifetime of the 2p state was determined
to be 1.11 ns. Again the 2p excited state lifetime determined using the rate equation
model reinforces the idea that the 2p excited state lifetime is less than 2.5 ns. The
1s excited state lifetime from the rate equation model is 1.11 ns. The 1s lifetime is
equivalent to the 2p lifetime which does not support the hypothesis that the 1s is
long-lived and acts as a reservoir that gradually feeds the 2p state with electrons.
A semilog plot of the solution to the rate equations including the influence of
phonons is shown in figure 6.6 for equal τy and τx. It can be seen that the rate of
population decays for each level is identical. This indicates that the rate of decay for
each level is bottlenecked by the same lifetime. By including the influence of phonons
the 1s state is populated. When the 1s state is populated the decay in populations
becomes the same for each level showing that the 1s state is the decay rate limiting
step in the system, because with no 1s state the level decays are dissimilar. The rate
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Figure 6.5: Solution to rate equation with phonons. Initially all electrons are located
in the Nex level. This is equivalent to pumping the conduction band with a pump
wavelength 1220 nm.
of population decay as a function of τy and τx was then investigated to account for
the differing probabilities of phonon absorption to different levels within the model
system.
The 1s and 2p excited state lifetime dependence on τy is shown in figure 6.7. It
can be seen that both the 1s and 2p excited state lifetimes are sensitive to small
changes in τy until τy ' 10 ns. For τy lifetimes greater than 10 ns the 1s and 2p
excited state lifetimes become less sensitive to τy. The longer τy lifetime results
in phonon-assisted transitions out of the 1s state becoming less frequent increasing
the 1s excited state lifetime. With the electrons initially located in the continuum
and τy = 100 ns the excited state lifetime of the 1s state is 7.76 ns. This is in
close agreement with the 1s(T2) excited state lifetime of 10.6 ns determined from
the FELIX experiment. For τy = 100 ps the 1s excited state lifetime is an order
of magnitude less than the 1s excited state lifetime for τy = 100 ns. The longer 1s
excited state lifetime results in the ground state filling at a slower rate, illustrated
by the shallower gradient in figure 6.8. The excited state lifetimes of the 1s and 2p
states are independent to changes in τx.
When phonon relaxation pathways are open the 1s state can be populated. Once
the 1s state can become populated a bottleneck is formed resulting in the rate of
decay from excited states becoming equal, this confirms that the 1s(T2) state is
the bottleneck. Both the situations considered this far show that the 2p excited
state lifetime is less than the 30 ns lifetime observed with the PL experiment which
matches the FELIX result of the 2p excited state lifetime. The results of the rate
equations when including phonons relaxation pathways and with τy = 100 ns agree
with experimental data. The lifetimes all decay at the same rate, as seen in the
photoluminescence data, and the lifetimes of the 1s and 2p states match the 2p± and
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Figure 6.6: Semilog plot of the solution to the rate equations with phonons present
in the system. The rate of depopulations of the levels are identical showing that the
level decays are bottlenecked at the same lifetime when τy = τx = 10 ps.
1s(T2) lifetimes measured with the multi-colour pump-probe experiment at FELIX.
Accounting for this and that the sample temperature was 10 K, therefore phonons are
present in the sample, subsequent analysis only concerns results obtained accounting
for the influence of phonons with τy = 100 ns.
6.3.4 Pumping the 2p State.
This section reproduces the multi-colour pump-probe experiment performed at FE-
LIX. In this instance the initial conditions of the rate equations are set up so that all
of the electrons are initially in the 2p state. This is the same situation as pumping
the 2p state with a pump wavelength of 4.155 µm. The phonon absorption lifetimes,
τy and τx, were set equal to 100 ns and 100 ps respectively.
The rate of population decay of the 2p state is shown in figure 6.9. Over the
course of 50 ps the population of the 2p state decreases by an order of magnitude.
After the high rate of change in the electron level populations the rate of excited
state population decays becomes highly similar, showing that the 1s state forms a
bottleneck in approximately 50 ps after the simulation has started or the electrons
are excited into the 2p state via a pump pulse. The population of the 1s and ground
states is seen to rapidly increase in approximately picoseconds. The population
increase of the 1s state is greater than the population increase of the ground state.
The population of the 1s state approaches the maximum possible population of
1000 whereas the ground state population approaches a population of 10 electrons
per thousand. The difference in rate between the phonon-assisted transitions and
radiative transition from the 2p state results in 100 phonon-assisted transitions to
1 radiative transition. Therefore the electrons are more likely to transition into
the 1s state. τy then governs the rates at which electrons transition from 1s state
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Figure 6.7: 2p and 1s excited state lifetime as a function of the phonon absorption
lifetime τy.
to the conduction band minimum or 2p state respectively. By increasing τy the
rate at which electrons transition from the 1s state is reduced causing electrons
to congregate in the 1s state. The excited state lifetime of the 1s state is 7.49 ns
with a maximum population of 892 electrons per thousand showing that a long-lived
electron reservoir is created in the 1s state. The longer τy lifetime of 100 ns results
in a slower rate of phonon-assisted back-filling transitions from the 1s state to the
conduction band.
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Figure 6.8: Semilog plot of the solution to the rate equations, up to 20 ns, with
phonons present in the system. The rate of depopulations of the levels are identical
showing that the level decays are bottlenecked at the same lifetime when τy = 100 ns
and τx = 100 ps.
Figure 6.9: Solution to rate equation with phonons to investigate the temporal
behaviour of the energy levels up to 500 ps for τy = 100 ns and τx = 100 ps plotted
on a semilog plot. Initially all electrons are located in the 2p state, equivalent to a
pump wavelength of 4.155 µm.
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Figure 6.10: Population of the 2p state as a function of time on a semilog plot. Two
decay lifetimes are visible as evidenced by the two different gradients of population
decay. The slow and fast decays are fitted with single exponentials to determine
both the excited state lifetimes.
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The 2p state exhibits two different decay rates and therefore has two different
lifetimes, illustrated by figure 6.10. The initial decay was found to be 15.1 ps,
an order of magnitude less than the 2p lifetime in the Si:P system. This decay is
unaffected by the rate of phonon transitions from the 1s state as the 1s population is
small. The second lifetime, much longer-lived lifetime, was determined to be 7.24 ns.
This second long-lived lifetime is almost equal to the calculated 1s state lifetime of
7.49 ns showing that over long timescales the 2p state lifetime mimics the 1s excited
state lifetime. The transitions into and from the 1s state can be seen to dictate the
rate at which radiative transitions from the 2p state to the ground state occur.
6.3.5 Pumping the 1s State.
The initial conditions of the rate equations are now set up to put all the electrons
within the 1s state. Synonymous with pumping the 1s state at FELIX with a pump
wavelength of 4.129 µm. The phonon absorption lifetimes, τy and τx, were set equal
to 100 ns and 100 ps respectively.
Figure 6.11: Solution to rate equation with phonons to investigate the temporal
behaviour of the energy levels up to 50 ns for τy = 100 ns and τx = 100 ps plotted
on a semilog plot. Initially all electrons are located in the 2p state, equivalent to a
pump wavelength of 4.129 µm.
The decay in level populations occurs at the same rate indicating that the 1s state
is bottlenecking the system, shown in figure 6.11. The rate of population increase
of the 2p state is greater than the rate of population increase of the conduction
band minimum. The population of the 2p state is greater than the conduction band
minimum throughout the simulation, the maximum of the 2p states and conduc-
tion band minimum are 90 electrons per thousand and 37 electrons per thousand
respectively. This shows that radiative transitions from the 2p state to the ground
state are dominant over the recombination between the conduction band minimum
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and ground state. But the small populations indicate that there is a small number
of radiative and recombinations transitions per unit time. The excited state with
the greatest population for the duration of the simulation is the 1s state. The large
long-lived population of the 1s state confirms that a reservoir of electrons is formed
in the 1s state. The 1s state lifetime of 7.16 ns is closely matched the 2p state life-
time of 7.50 ns. The 2p state lifetime has been increased by the long-lived 1s state
drip-feeding electrons via phonon-assisted transitions to the 2p state and conduction
band minimum.
6.4 Conclusion.
Figure 6.12: Silicon phonon density of states with the transition energies of the
conduction band, 2p and 1s states shown as vertical lines.
Figure 6.12 shows the phonon density of states of silicon with the transition
energies between the levels modelled in rate equation shown by vertical lines. It can
be seen that the phonon density of states in silicon for the transition between the 2p
and 1s states is large in comparison to the other transitions considered. This shows
that when an electron enters either the 2p or 1s states phonon-assisted transitions
between the states are more likely than phonon-assisted transitions between the 1s
state and conduction and between the 2p state and conduction band minimum. The
phonon density of states for the transition between the conduction band and 2p state
and the conduction band and 1s state is close to zero. This results in a small number
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of phonons available to facilitate the transition between the conduction band and
2p and 1s states making the transitions unlikely. To improve the accuracy of the
rate equation model the phonon density of states needs to be used to determine
the likelihood of a phonon possessing the energy required to facilitate a transition
between energy levels.
By setting the initial conditions to imitate the photoluminescence experiment
the existence of a bottleneck in the silicon selenium donor system was confirmed to
be the 1s state. When the influence of phonons was removed from the rate equations
there in no relaxation pathway populating the 1s state. When the 1s state remained
unpopulated each excited state had its own relaxation rate, there was no lifetime
bottlenecking the system. However with the presence of phonons accounted for the
1s state became populated and the rate of population decays of the excited levels
became equal affirming that the 1s state is the bottleneck in the system. With the
rate of phonon-assisted transitions from the 1s state to the 2p state, τx, and from
the 1s state to conduction band minimum, τy, equal to 10 ps the 1s and 2p state
lifetimes were both determined to be 1.11 ns. The 2p state lifetime from the rate
equation model agreed with 2p± excited state lifetime determined at FELIX whereas
the 1s state was an order of magnitude shorter than the 1s(T2) measured at FELIX.
The 1s excited state lifetime, of 7.76 ns, was found to agree with the results from
the FELIX experiments when τy is increased to 100 ns. With τy = 100 ns the rate
equations were able to reproduce the bottleneck seen in the photoluminescence data.
A τy value of 100 ns accounts for the asymmetry between the rate of phonon-assisted
transitions from the 1s state to the 2p state and conduction band minimum.
The 2p state lifetime was found to have two separate decay lifetimes. The first
fast lifetime was found to be 15.1 ps, before the 1s(T2) states forms the bottleneck.
Before the formation of the bottleneck the 2p state is unaffected by the 1s state
because population in the 1s state is insufficient for the phonon transitions from
the 1s state to govern the relaxation rate of the system. Over longer timescales of
10’s ns a second longer-lived lifetime of 7.24 ns was determined. This longer lifetime
is approximately equal to the lifetime of the 1s state. The excited state lifetime of
the 2p state, over long-timescales, is dictated by the rate electrons transition into
the conduction band minimum and 2p state. The 1s state modifies the short 2p
state, causing the 2p state lifetime to appear longer than the true value.
Further future work to be done on the rate equation model will be to include
a phonon transition probability determined using the phonon density of states in
silicon and the electron-phonon coupling. The rate equation model can also be
expanded to account for more of the energy levels of the Si:Se system, more accurate
results can then be obtained by introducing more ordinary differential equations to
account for further energy levels.
The rate equation model confirms that the 1s(T2) excited state is long-lived and
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therefore can be used to perform quantum experiments in the solid state and opti-
cally control the conductivity of the silicon host material. The purity levels achiev-
able and knowledge that the silicon microprocessor industry possesses regarding
silicon will aid future experiments into the silicon and sulphur or selenium system.
By creating an optically controllable quantum object in silicon the solid state litho-
graphic techniques developed for classical microchip production could be used to
manufacture a scalable system of optically controllable quantum objects in silicon.
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7.1 Conclusion.
The main aim of the research undertaken in this thesis assess the feasibility of making
an optically addressable quantum object in silicon. For a useful quantum object a
long-lived excited state in the silicon donor system is needed. A long excited state
lifetime leaves more time available for quantum manipulations to be completed. To
determine the excited states lifetimes of the selenium donors in silicon were measured
using FT-IR while pumping the silicon with 1220 nm radiation. The excited state
lifetime of the 2p0 state was determined to be 28.2 ns for atomic centres at 10 K.
The excited state lifetime of the 2p0 for atomic centres was almost independent
of temperature, the lifetime only decreased to 25.4 ns at 300 K. For molecular
centres the 2p0 excited state lifetime was found to be 23.0 ns for molecular centres
at 10 K, the lifetime decreased to 15.6 ns at 80 K and then 12.3 ns at 300 K. The
experimentally determined 2p0 lifetimes were an order of magnitude less than the 2p0
lifetime predicted using Fermi’s Golden rule. The difference between the predicted
and measured lifetime is most likely due to phonons not being accounted for in
Fermi’s Golden rule. Fermi’s Golden rule relies on the overlap of the wavefunctions
of interest, there is no term accounting for phonons. As the energy level spacing
between the 1s(T2) and 1s(A1) states is greater than the Debye energy of silicon
so single phonon transitions are not possible between these states. The transition
from 1s(T2) state to 1s(A1) state is also selection rule forbidden. Therefore the only
way for electrons to reach the ground state is to undergo radiative transitions from
higher excited states or multi-phonon transitions from the 1s(T2) state. The multi-
phonon transitions are improbable so the most likely relaxation route is radiative
recombination. Pumping the above band gap could also lead to the long lived
excited states. When pumping above band gap the electrons from the valence band
are pumped into the conduction band. For an electron to transition to the ground
state they first need to be captured by a donor centre, this is the recapture lifetime.
If there is a greater number of electrons in the conduction band than donor centres
in silicon at some point there will no donor centres available to capture an electron
from the conduction band. The electron already captured by a donor centre will
need to recombine or be thermally ejected before the centre can capture another
electron from the conduction band. This process could act to decrease the rate in
population decay of the energy levels if the donor centre.
The electron recapture time can be circumnavigated by pumping electrons di-
rectly into the level to be investigated. The FELIX institute in the Netherlands
was used to perform a multi-coloured pump-probe experiment to determine the ex-
cited state lifetime of the 2p0 and 1s(T2) energy levels using an intracentre pump.
By using an intracentre pump the electrons do not transition into the conduction
so the determined experimental excited state lifetime will be that of the energy
level being pumped only. Using FELIX to pump the 1s(T2) spectral line the tran-
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sient absorbance had an excited state lifetime of 10.62 ns. When the 2p0 level was
pumped no transient behaviour was observed indicating that the lifetime of the 2p0
level is less than 2.5 ns, 2.5 ns being the maximum possible time resolution of the
FT-IR spectrometer and transient recorder card. This indicates that the electrons
undergo fast single phonon-assisted transitions until they cascade into the quasi-
ground 1s(T2) state, forming a reservoir that feeds electrons back into the higher
excited states. The electrons then radiatively recombine to reach the ground state.
This phonon back-filling from the 1s(T2) to 2p state makes the excited 2p state
lifetime appear longer than the true lifetime. To verify the excited state lifetimes
pump-probe experiments, with intracentre pumping, will need to be performed as
they have a much greater temporal relativity.
A system of 5 coupled rate equations was implemented to ascertain that the
1s(T2) energy level forms a reservoir of electrons. The reservoir of electrons in the
1s(T2) forms a bottleneck that limits the rate of decay of the conduction band mini-
mum and 2p state. The rate equations were set up to imitate the photoluminescence
and multi-colour pump-probe experiments. To model the photoluminescence exper-
iment the carriers were initially located in the conduction band with the lifetime
of a phonon-assisted transition from the 1s state to the conduction band bottom
equal to 100 ns. In this case the theoretically determined lifetimes of the 1s and 2p
states were 7.76 ns and 7.67 ns respectively. The 1s(T2) was confirmed to be the
bottleneck of the system by including phonon relaxation pathways to populate the
1s(T2). When the 1s(T2) state became populated the 1s, 2p states and conduction
band minimum were bottlenecked by the same lifetime.
When mimicking the FELIX experiment the initial conditions were set up so that
carriers were located in the 2p and 1s states. When the carriers were positioned in
the 2p state the 2p state was found to have two separate decay lifetimes, one short
lifetime of 15.1 ps and a long lifetime of 7.24 ns. The short lifetime is pure decay from
the 2p state, that is unaffected by phonon transitions from the 1s state. The longer
lifetime of the 2p state was approximately equal to the 1s excited state lifetime. The
long 2p lifetime occurred because the long-lived 1s(T2) state drip-fed electrons into
the 2p via phonon-assisted transitions. The slow rate of phonon-assisted transitions
into the 2p state caused the lifetime of the 2p to appear longer than the true excited
state lifetime. The comparatively long-lived 1s(T2) excited state modified the short
2p excited state lifetime. The 1s(T2) lifetime of 10.62 ns precludes the possibility of
having an optically addressable quantum object in silicon. The long 1s(T2) lifetime
allows for many quantum manipulations of the electron to be completed before
spontaneous emission occurs.
This research could possibly have huge implications for the silicon-based quantum
technologies because it opens up a pathway to create isolated non-interacting donor
centres that are individually optically addressable by mid-IR laser light, based on the
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proposal by Stoneham [97]. The doping concentration can be tuned to ensure that
the 2p± wavefunctions of any two different chalcogen donor atoms do not overlap
and therefore can not interact. A donor concentration of 3× 1016 cm3 would result
in a donor separation of approximately 32 nm, this separation is greater than the
orbital extent of 2p± state. The differing energies between the ground and excited
states of each donor atom result in the donor atoms being uniquely addressable. If,
in addition, to doping silicon with chalcogen elements the sample can be co-doped
with a third different donor atom the interaction between the sulphur or selenium
centres can be controlled. When the control atom is in its tightly bound ground
state, the donor atoms can not interact, therefore the system can be initialised. If
the control atom is then excited to an excited state the interaction between the
sulphur and selenium donor centres is switched on. This would create an optically
configurable and interacting 2-qubit system.
This possible 2-qubit system is feasible with current technology. The excited
state lifetime of the 1s(T2) lifetime of 10.62 ns is long when compared to excited state
lifetimes of group-V donors in silicon. Fast infrared detectors with a bandwidth of
1 GHz, that are commercially available, will be able to measure the excited state
lifetime of the sulphur or selenium silicon donor system. Bench-top short-pulse
(ns or ps) laser systems with an infrared optical parametric amplifier provide an
available lab-based option for optical initialisation and control. Mid-IR quantum
cascade lasers within the wavelength range to initialise and control the qubits are
also commercially available.
By creating a quantum object in silicon all the advantages of silicon can be
utilised, namely the quantum object could be easily integrated into classical elec-
tronic elements allowing the quantum object to be studied and communicate with
the outside world. While the high purity levels achievable in silicon remove scattering
mechanisms elongating the excited state and coherence lifetimes further enhancing
the chalcogen-silicon donor systems credentials as aa optically controllable quantum
object.
Future work will to be repeat the experiments performed at the FELIX institute
to measure and validate the excited state lifetimes of the 2p±, 2p0 and 1s(T2) states
at Cardiff university. This experiment will be able to record more timeslices between
laser pump pulses allowing a more accurate determination of the excited state life-
times. The accuracy of the rate equation model can be improved by accounting
for the phonon density of states and electron-phonon coupling when determining
the probability of a phonon-assisted transition. Also there are far more than five
levels within the system to be modelled, so more of the energy levels will need to
be included in the rate equation for a more complete description of the dynamics of
the donor system.
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These processes are illustrated in figure A.
Level 2: Population N2
Level 1: Population N1
Absorption
Spontaneous Emission
Stimulated Emission
A21
B12 B21
h¯ν
Figure A.1: Absorption, spontaneous emission and stimulated emission transitions
between a higher energy state and a lower energy state in the presence of electro-
magnetic radiation with a frequency ν.
Conservation of energy, for radiative emission, requires that
h¯ν = E2 − E1, (A.1)
where E2 is the energy of the upper level and E1 is the energy of the lower level.
The radiative process by which an electron transitions from an upper level to a
lower level is called spontaneous emission. The process is called spontaneous because
an atom in an excited state has a natural tendency to lose its excess energy and
return to its ground state.
The rate at which spontaneous emission occurs is described by the Einstein A
coefficient for that particular transition. The A coefficient then gives the probability
per unit time that the electron will drop from the upper state to the lower state by
the emission of a photon. This shows that the photon emission rate is proportional
to the number of atoms in the upper state. Therefore the rate equation for the
number of atoms in the excited state, N2(T), is
dN2
dt
= −A21N2. (A.2)
The subscript 21 denotes a transition from the upper level to the lower level.
Solving equation A.2 for N2(t) gives
N2(t) = N2(0)exp(−t/τ), (A.3)
with
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τ = 1/A21. (A.4)
Where τ is the radiative lifetime of the transition, the property under investiga-
tion.
Equation A.3 shows that the population of the excited state decays in an expo-
nentially in time with a time constant τ due to spontaneous emission.
In absorption the atom gains energy from an external source and transitions
from a lower level to a higher level. Absorption is not spontaneous, unlike emission.
The electron cannot naturally jump to the excited state without an external energy
source. The rate of absorption transitions is then given by
dN1
dt
= −Bω12N1u(ω), (A.5)
where N1(t) is the population of the lower state at a time t, B
ω
12 is the Einstein
B coefficient for the transition, and u(ω) is the spectral energy density at an an-
gular frequency ω. But the energy of the entire spectrum does not take part in
the absorption process. Only the radiation at angular frequencies around ω where
h¯ω = E2 − E1 can induce optical absorption. Equation A.5 defines the Einstein B
coefficient.
The two Einstein coefficients defined above don’t describe the absorption and
emission processes completely. For completion a third coefficient is needed to ac-
count for stimulated emission. In stimulated emission the incident light field induces
a downward transition from the upper state to the lower state, in addition to induc-
ing transitions in the opposite direction. The stimulated emission is described by
the Einstein B21 coefficient.
The rate of stimulated emission is described by
dN2
dt
= −Bω21N2u(ω). (A.6)
Photons created by stimulated emission are emitted with the same phase as the
incident photons.
The three Einstein coefficients determined are inter-related quantities. If one of
the values is known the other two can be calculated. To illustrate this Einstein’s
approach is used.
Consider a gas containing N atoms in total inside a box with black walls of
temperature T . Assume that the atoms cannot interact with each other and only
with the radiation filling the cavity. The black-body radiation will induce stimulated
emission and absorption transitions, spontaneous emission will also take place at a
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rate described by the A coefficient. The possible transitions are shown in figure A.
After being left alone for a long period of time the system off atoms will reach a
thermal equilibrium with the black-body radiation. At thermal equilibrium the rate
of downward transitions is equal to the rate of upward transitions, therefore
Bω12N1u(ω) = A21N2 +B
ω
21N2u(ω). (A.7)
The distribution of the atoms in either of the energy levels is governed by thermal
dynamical laws. The ratio of N2 to N1 is then described by Boltzmann’s law
N2
N1
=
g2
g1
exp
(
− h¯ω
kBT
)
, (A.8)
where g1 and g2 are the degeneracies of the levels 1 and 2.
The energy spectrum of the black-body walls is given by the Planck distribution
u(ω) =
h¯ω3
pi2c3
1
exp(h¯ω/kBT )− 1 . (A.9)
For equations A.7 - A.9 to be consistent with each other is if
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B.0.1 Calculation of Conduction Band Population After Op-
tical Pumping.
The 3D density of electronic states in the conduction band is given by,
g(E) =
V
2pi2
(
2me
h¯2
) 3
2
E
1
2 . (B.1)
As there are more photons than donor centres in silicon the following assumption
can be made, all of the loosely bound donor electrons are excited into the conduction
band after optical excitation pulse. The phonon relaxation to thermal equilibrium
occurs on very short timescales, therefore are not the rate limiting step so can be
neglected. Bu assuming that there is a rate limiting step stopping the conduction
band emptying, this allows the conductions bands quasi-Fermi level, EFc at 0K to
be determined.
By taking the number of donor centres to be ' 1015 cm−3 per unit volume,
which is equal to the number of single ionised donor centres. If neutral centres
are considered the number of donor electrons is double the number donor centres,
' 2 × 1015 cm−3. The number of electrons at the bottom of the conduction band
is,
n0 =
∫ EFc
0
f(E, T0)g(E)dE. (B.2)
The assumption that T = 0 results in f(E, T0) being equal to 1 up to the quasi-
Fermi level. The number of electrons, n0 is,
n0 =
∫ EFc
0
g(E)dE, (B.3)
=
V
2pi2
(
2me
h¯2
) 3
2
∫ EFc
0
E
1
2dE, (B.4)
=
V
2pi2
(
2me
h¯2
) 3
2
[
E
3
2
]EFc
0
. (B.5)
Then by simplifying,
(EFc)
3
2 =
3n0
2
[
V
2pi2
(
2me
h¯2
) 3
2
]−1
. (B.6)
Therefore,
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EFc =
[(
3n0
2
)(
2pi2
V
)] 2
3
[
2me
h¯2
]−1
. (B.7)
In SI units V = 1 m3 and n0 = 10
15/10−6 per cubic metre. Substituting these
values into equation B.7,
EFc =
[
(3pi2)(1021)
] 2
3
(
h¯2
2me
)
. (B.8)
Next the electrons effective mass needs to be calculated. To do this a geomet-
ric mean of the effective masses in each of the three directions weighted by the
degeneracy factor should be used.
m∗ = me
√
g2m⊥m‖m‖, (B.9)
= 1.06me. (B.10)
Then,
EFc = 1.17× 10−23J, (B.11)
= 3.65× 10−5eV. (B.12)
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C.1 Calculations of transition dipole moment.
C.2 Fermi’s Golden Rule.
The calculation of radiative transition rates and therefore lifetimes was done using
the Einstein A rate equation. The Einstein A coefficient can be determined us-
ing Fermi’s Golden Rule. The relationship between the Einstein A coefficient and
radiative lifetime is shown in equation C.1,
W = A21 =
1
τR
. (C.1)
Therefore in order to theoretically determine the excited state lifetime the tran-
sition rate is needed. The transition rate is calculated using Fermi’s Golden Rule,
C.2,
W12 =
2pi
h¯
|M12|2g(h¯ω) (C.2)
|M12|2 is the matrix element for the transition under investigation. g(h¯ω) is the
final density of states, which is proportional to ω2.ω. The density of photon states
in free space is represented by ω2 and ω is the energy of the photon. The density
of states is defined as the number of final states per unit volume within the energy
range E to E + dE, in this case the final density of photon states. The matrix
element can be written succinctly in the form,
M12 = −µ210 (C.3)
where µ21 is the transition dipole moment, discussed in more detail in section.
The transition dipole moment is the summation of the components of the elec-
tric field along the x, y and z axes. Assume the atom size is much less than the
wavelength of the light therefore the electric field of the incident radiation doesn’t
vary much over the atom.
µ21 = −e(〈2|x|1〉ˆi+ 〈2|y|1〉jˆ + 〈2|z|1〉kˆ). (C.4)
For light polarised in the z-direction,
µ21 = −e
∫
ψ∗2zψ1dV. (C.5)
Now it can be seen that the transition dipole moment is the key parameter that
determines the rate of electric dipole processes. If the wavefunctions of the initial
and final states are known the matrix elements for the transition can be calculated.
Fermi’s Golden rule can then be used to calculate the transition rate per atom.
In a real material, i.e a gas or solid with discontinuities, the atomic dipole mo-
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ments are random. Assuming the angle between the atomic dipole moment and the
light polarisation vector is θ then an average of µ21cos(θ) is needed. Since
〈cos2(θ)〉 = 1
3
(C.6)
The transition rate can be equated to the transition probability Bω12u(ω). For
transitions between discrete states initiated by absorption or emission of unpolarised
light with an angular frequency ω is [8],
A21 =
ω3
3pi0h¯c3
|µ12|2. (C.7)
The transition rate probability is then,
W12 =
µ212ω
3
3pi0h¯c3
=
1
τR
, (C.8)
where τR is the radiative lifetime of the transition.
Therefore to calculate the radiative lifetime of a transition the transition dipole
moment is needed. The transition dipole moment for transitions from the energy
levels 2p0 and 2p± to the ground 1s state are calculated. The derivation of the
transition dipole moment requires using modified wavefunctions, the reasons for
using modified wavefunctions are discussed next.
C.3 Determining the Modified Wavefunctions.
For an atom in free space the matrix dipole element is determined using the Bohr
radius, a0. For a chalogen donor in silicon a0 will need to be modified to account
for the relative permittivity (0) and the effective masses of the electrons within
the silicon. The differing effective masses effectively squashes the spherical charge
distribution of the electronic 1s shell in the z direction into a prolate spheroid ,
shown in figure C.1. Therefore, two modified Bohr radii are needed, a1 and a2. The
Mott criteria can be used to modify the Bohr radiu.
aBn
1
3
crit = K. (C.9)
Where ab is the effective Bohr radius, ncrit is the critical density and K is a
constant. For the chalcogen donors in silicon the critical density was found to
be 1.8 to 4.3×1020 cm−3, [88], while for phosphorus donors the critical density is
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Figure C.1: Figure to help understand the structure of energy levels of a chalcogen
donor in silicon. A) represents the 1s state in free space. B) shows the 1s state for
a donor atom in silicon. The spherical electron shell is squashed in the z direction
forming a prolate spheriod. This necessitates the need to modify the free space wave-
functions. The 1s state is approximated by scaling Faulkner prolate wavefunction
with the effective Bohr radius from the Mott criteria [87].
3.5×1018 cm−3. The approximate scaling between the Bohr radius of the Si:P and
Si:S is then
aS = aP
(
ncP
ncS
)1/3
, (C.10)
= aP
(
3.5× 1018
3.0× 1020
)1/3
(C.11)
' aP/5. (C.12)
.
With the doping concentrations present in our silicon samples the Bohr radii is
equal to the electrons radius around a phosphorus donor divided by 5. The modified
wavefunctions of the 2p0, 2p± and 1s levels are then,
Modified 1s Wavefunction
ψ100 =
1
pi
(
Z
a1
) 3
2
e
−Zr
a1 (C.13)
Modified 2p0 Wavefunction
ψ210 =
1
4
√
2pi
(
Z
a2
) 3
2 Zr
a2
e
− Zr
2a2 cos(θ) (C.14)
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Modified 2p± Wavefunction
ψ210 =
1
8
√
pi
(
Z
a2
) 3
2 Zr
a2
e
− Zr
2a2 sin(θ)e±iθ (C.15)
For hydrogen Z = 1.
C.3.1 Calculating the Modified Transition Dipole for the 2p0
to 1s Transition.
In the z direction,
µ21 = 〈ψ210|z|ψ100〉
= −e
∫
ψ∗210zψ100dV
For spherical polar coordinates dV = r2sin(θ)drdθdφ and z = rcos(θ).
Therefore,
µ21 = −e
∫ ∞
0
∫ pi
0
∫ 2pi
0
1
4
√
2pi
(
1
a2
) 3
2 r
a2
e
− r
2a2 cos(θ)rcos(θ)
1√
pi
(
1
a1
) 3
2
e
− r
a1 r2sin(θ)drdθdφ
=
−e
4
√
2pi
1√
pi
(
1
a2
) 3
2
(
1
a1
) 3
2 1
a2
∫ ∞
0
∫ pi
0
∫ 2pi
0
r4e
− r
a1 e
− r
2a2 cos2(θ)sin(θ)dφdθdr
=
−e
4
√
2pi
(
1
a2
) 5
2
(
1
a1
) 3
2
∫ ∞
0
∫ pi
0
∫ 2pi
0
r4e
− r
a1 e
− r
2a2 cos2(θ)sin(θ)dφdθdr
=
1
2
√
2
(
1
a2
) 5
2
(
1
a1
) 3
2
∫ ∞
0
∫ pi
0
r4e
− r
a1 e
− r
2a2 cos2(θ)sin(θ)dθdr
Breaking down the integration into parts gives,
Part 1
∫ pi
0
cos2(θ)sin(θ)dθ =
2
3
. (C.16)
Part 2
∫ ∞
0
r4e
− r
a1 e
− r
2a2 dr
=
∫ ∞
0
r4e
−r( 1
2a2
+ 1
a1
)
dr
=
∫ ∞
0
r4e
r(− 1
2a2
− 1
a1
)
dr. (C.17)
Upon substitution of u = cos(θ) and therefore du = −sin(θ)dθ into equation
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C.16 part 1 of the integration becomes,
∫ −1
1
u2sin(θ)
du
−sin(θ) =
∫ −1
1
u2du (C.18)
=
∫ 1
−1
u2du (C.19)
=
u
3
∣∣∣∣1
−1
(C.20)
=
2
3
. (C.21)
Using the identity,
∫
xne−axdx =
n!
an+1
. (C.22)
Equation C.17 can be solved to be,
∫ ∞
0
r4e
r(− 1
2a2
− 1
a1
)
dr =
4!
( 1
2a2
+ 1
a1
)5
=
4!(2a2a1)
5
(a1 + 2a2)5
= 4!
32a52a
5
1
(a1 + 2a2)5
. (C.23)
The transition dipole moment in the z direction is then,
µ12 =
−e
2
√
2
(
1
a2
) 5
2
(
1
a1
) 3
2 2
3
4!
32a52a
5
1
(a1 + 2a2)5
=
−e
3
√
2
1
a
5/2
2 a
3/2
1
4!
32a52a
5
1
(a1 + 2a2)5
=
−e
3
√
2
4!
32a
5/2
2 a
7/2
1
(a1 + 2a2)5
= −128e
√
2
a
5/2
2 a
7/2
1
(a1 + 2a2)5
= −e215/2 a
5/2
2 a
7/2
1
(a1 + 2a2)5
.
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D.1 Phonon Lifetimes.
The short lifetime of phonons is due to the system deviating from that of a harmonic
oscillator. Phonon modes are solutions to equations of motion of the constituent
atoms assuming that they experience harmonic restoring forces. This assumption
does not hold up in the real world as it is only valid for small displacements. More
generally the atoms sit in a potential well of the form,
U(x) = C2x
2 + C3x
3 + C4x
4... (D.1)
The x2 term is the harmonic term and therefore relates to harmonic oscillators.
The x2 term leads to simple harmonic oscillator equations of motion with restoring
forces equal to dU/dx ∝ −x. The subsequent terms with higher orders relate to
non-linear restoring forces, e.g dU − dx ∝ −x2, and are therefore known as the
anharmonic terms. The anharmonic terms allows phonon-phonon interactions to
take place, i.e. the x3 term allows interactions between three phonons. Schematics
of three phonon processes are shown in figure D.1.
Ω1q1
Ω3q3
Ω2q2
Ω1q1
Ω2q2
Ω3q3
(A) (B)
Figure D.1: Examples of three phonon processes. Each undulating arrow represents
a phonon. (A) shows one high energy phonon being annihilated and creating two new
lower energy phonons. (B) shows two lower energy (frequency) phonons combining
into a single higher energy (frequency) phonon. Ω and q represent the energy and
wavevector respectively of the phonon.
Figure D.1 (A) shows a schematic of three phonon process where one phonon
is annihilated creating two new phonons. This is an example of an anharmonic
interaction that is responsible for the short phonon lifetime. The three phonon pro-
cesses allow the optical phonon to decay into two acoustic phonons. The momentum
and energy can be conserved if the two acoustic phonons each have half the energy
(frequency) of the optical phonon and equal and opposite wave-vectors. The many
other higher order processes also contribute to short lifetime of optical phonons.
The phonon lifetime is required for the rate equations, therefore the calculation of
the phonon lifetime is described next.
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D.1.1 Phonon Lifetime Calculation.
The phonon lifetime is calculated using Fermi’s Golden rule for phonons at a finite
temperature from [58] using,
W (emission) =
C2m∗kkbT
pic2sρh¯
3 . (D.2)
The lifetime is then,
τ1 =
1
W (emission)
. (D.3)
To calculate the phonon lifetime the speed of sound in silicon is needed. Sound
waves can propagate in both longitudinal and transverse directions. Longitudinal
sound waves are compression waves that propogate in the direction that the wave
travels. Transverse sound waves cause the particle to oscillate in a direction per-
pendicular to the direction of propagation. At the surface of the material or at
interfaces other types of oscillations are possible but theses are not considered here.
The following discussion concerns longitudinal waves. The general equation for the
speed of sound in a solid from [98] is,
U =
√
C
ρ
, (D.4)
where C is the coefficient of stiffness. In a solid such as silicon sounds waves
generate compression waves. Solids possess a coefficient of stiffness for these com-
pression waves which corresponds to the bulk modulus of the respective material.
The bulk modulus of silicon was taken from [98].
The average effective mass of the electrons was used to calculate the phonon
lifetime, [99]. defined as,
m∗ = (mT ×mT ×mL) 13 , (D.5)
where mT and and mL are the effective masses in the transverse direction and
longitudinal direction respectively.
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