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1 単独保存則
F を既知の関数，xを空間変数，tを時間変数とするとき,スカラー量 u = u(x, t)
に関する
∂tu+ ∂xF (u) = 0 (1.1)
という形の偏微分方程式で記述される法則を量 u に関する単独保存則という．こ
のような法則に従うと考えられる現象には交通の流れ, 氷河の流れ, 洪水時の河川
の流れ, 風による山岳の侵食などがある．ここでは特に交通の流れの数学モデルと
して現れる単独保存則について, その解の典型的な様子を調べ, 一般的に保存則を
考える為の準備とする．
車の流れ (traﬃc ﬂow)の数学モデルとしては, microscopic なもの, macrosopic
なもの, mesoscopic(kinetic)なものの３種が知られている． 通常の手段で観測さ
れる量を対象にするモデルが macroscopic なモデルであり, ここで考えるモデルで
ある．この macrosopic なモデルでは交通密度 ρ, 交通流量 q, 車速度 vなどを対象
とする． これらは位置 x と時間 tの関数である． 車はすべて x-直線の正の向き
に進むとする．交通密度 ρ は, ある時刻における単位長さあたりの車の数を表す．
したがって ∫ x1
x0
ρ(x, t) dx
は時刻 t において区間 x0 < x < x1 にある車の総数を与える． よって, また∫ x1
x0
ρ(x, t1) dx−
∫ x1
x0
ρ(x, t0) dx =
∫ x1
x0
(ρ(x, t1)− ρ(x, t0)) dx (1.2)
は区間 x0 < x < x1のおける時刻 t0 から t1 までの車の数の増減を表す． 交通流
量 q はある位置を単位時間に通過する車の数を表す．したがって,∫ t1
t0
q(x, t) dt
は 時刻 t0 から t1 の間に位置 xを通過する車の総数を与える． よって, また∫ t1
t0
q(x0, t) dt−
∫ t1
t0
q(x1, t) dt =
∫ t1
t0
(q(x0, t)− q(x1, t)) dt (1.3)
は, 時刻 t0 から t1 までの間に, 区間 x0 < x < x1 に流入した車の総数を与える．
二つの量 (1.2), (1.3) は等しくなければならないので,∫ x1
x0
(ρ(x, t1)− ρ(x, t0)) dx+
∫ t1
t0
(q(x1, t)− q(x0, t)) dt = 0 (1.4)
が成り立つと考えられる． これを (積分形の)車の数の保存則という．この式で
x0 = x, x1 = x+∆x, t0 = t, t1 = t+∆tとおき, ∆t∆x ̸= 0で除してから, ∆t→ 0,
∆x→ 0 とすれば
∂tρ+ ∂xq = 0 (1.5)
1
を得る． これを (微分形の)車の数の保存則という．
車速度 v はある位置を通過する車の平均速度を表す． したがって,
q = ρv (1.6)
が成り立つ．これを (1.5)に代入して
∂tρ+ ∂x(ρv) = 0 (1.7)
を得る．微分方程式 (1.7) を閉じるために Lighthill と Whitham [43]は 車速度 v
は 密度 ρ の関数であるとするモデルを提案した:
v = V (ρ), q = Q(ρ) = ρV (ρ). (1.8)
このとき方程式は
∂tρ+ ∂xQ(ρ) = 0 (1.9)
となる．関数 V (ρ) や Q(ρ) の形は一般には観測によって決められるが, 次の性質
をもつと考えられる． 道路上に他の車がいない状況では車は制限速度 (最高の速
度) vm > 0 で走行するであろう．しかし, 車の数が多くなるとそれだけ速度を落
とさなければならなくなる．すなわち
dV
dρ
= V ′(ρ) ≤ 0
と考えられる． さらに交通密度がある密度 ρm > 0 に達すると車は停止せざるを
得なくなるであろう:
V (ρm) = 0.
最大密度 ρm を数珠つなぎ交通密度 (bumper to bumper density) という．このよ
うな性質を持つ V (ρ) として最も簡単なものは
V (ρ) = vm
(
1− ρ
ρm
)
, 0 ≤ ρ ≤ ρm (1.10)
である．これを線形モデルという．他に, n1, n2 > 0 として
V (ρ) = vm
(
1−
(
ρ
ρm
)n1)n2
, 0 ≤ ρ ≤ ρm
という形のモデルも提案されている．([31]を参照．) Greenberg [25] は a > 0 を
適当な定数として
V (ρ) = −a log(ρ/ρm), 0 < ρ ≤ ρm
とおくモデルを提案し, リンカーン・トンネル (ニュージャージーとニューヨーク
市を結びハドソン川の下を走る約 2マイル＝約 3km強の長さのトンネル)などで
の観測と十分適合することを報告している． このモデルでは vm =∞ である．
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図 1: 線形モデルにおける交通密度・車速度関係
0
0.05
0.1
0.15
0.2
0.25
0 0.2 0.4 0.6 0.8 1
q(x)
図 2: 線形モデルにおける交通密度・交通流量関係
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図 3: 線形モデルにおける交通密度・密度波速度関係
時刻 t = 0 での交通密度を ρ0(x) とする．初期条件
ρ(x, 0) = ρ0(x), −∞ < x <∞
の下で方程式 (1.9) を満たす解を求めれば交通密度の時間的・空間的な変化の様子
すなわち交通の流れの様子がわかる．それをみるため, 時刻 t = 0 で位置 x0 から
出発し, 時刻 t ≥ 0 での位置が x(t) であるように運動する観測者から交通の流れ
を観てみる．時刻 t でこの観測者は自分の位置に単位長さあたり ρ(x(t), t) 台の車
を観ることになる． この数の時間的な変化は
d
dt
ρ(x(t), t) = ∂tρ(x(t), t) + x
′(t)∂xρ(x(t), t)
である．したがって,もし観測者が
x′(t) = Q′(ρ(x(t), t)) (1.11)
を満たすように運動すれば, 式 (1.9) により,
d
dt
ρ(x(t), t) = ρt(x(t), t) +Q
′(ρ(x(t), t))ρx(x(t), t) = 0
となる． 観測者の速度 x′(t)がQ′(ρ) と等しくなるように観測者が運動すれば, 観
測者は自分の位置に常に一定の密度の車を観察することになる．(Q′(ρ) を (局所)
密度波速度という．)よって, このとき, 観測される車の数は
ρ(x(t), t) = ρ(x(0), 0) = ρ0(x0)
4
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で与えられる． さらに, このとき
Q′(ρ(x(t), t)) = Q′(ρ0(x0))
である．これを (1.11) に代入して,
x′(t) = Q′(ρ0(x0))
となる．よって, 観測者は等速運動
x(t) = x0 + tQ
′(ρ0(x0)) (1.12)
をすることになる． (x, t) 平面上のこの直線を特性曲線 (直線) という．いろいろ
な位置 x0 から出発した観測者の観察を総合すれば交通の流れの様子がわかるであ
ろう． すなわち −∞ < x0 <∞ をパラメータとして
ρ = ρ0(x0), x = x0 + tQ
′(ρ0(x0)) (1.13)
で交通密度 ρ が求められることになる．
解 ρ を (x, t) の関数として陽的に定めるために, Q はC2 級, ρ0は C1 級と仮定
する．λ(x) = Q′(ρ0(x)) と書き, ある M0, K0 ≥ 0に対し
|λ(x)| ≤M0, −∞ < x <∞,
−λ′(x) ≤ K0, −∞ < x <∞, s.t. λ′(x) < 0
であると仮定する． (すべての x に対して λ′(x) ≥ 0のときはK0 = 0とする．)
このとき (1.13)は
ρ = ρ0(x0), x = x0 + tλ(x0) ≡ f(x0, t)
と書ける．
f(y, t) = y + tλ(y)
に関して,
lim
y→±∞
f(y, t) = ±∞
であり, さらに 0 ≤ t < 1/K0 のとき
∂yf(y, t) = 1 + tλ
′(y) = 1− t(−λ′(y)) ≥ 1− tK0 > 0
である．よって, 0 ≤ t < 1/K0 ならば, 各 (x, t)に対し
x = f(y(x, t), t) = y(x, t) + tλ(y(x, t)) (1.14)
を満たす y = y(x, t) が一意的に定まる． このとき,
|y(x+ k, t+ h)− y(x, t)| ≤ |k|+M0|h|
1− tK0
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が成り立ち, y(x, t) は−∞ < x <∞, 0 ≤ t < 1/K0で連続になる．実際に，
x+ k = y(x+ k, t+ h) + (t+ h)λ(y(x+ k, t+ h))
と (1.14)により，
k =y(x+ k, t+ h)− y(x, t) + t(λ(y(x+ k, t+ h))− λ(y(x, t)))
=(1 + tλ′(y(x, t) + θ(y(x+ k, t+ h)− y(x, t)))(y(x+ k, t+ h)− y(x, t))
+ hλ(y(x+ k, t+ h)) (0 < θ < 1)
だから，
|k| ≥(1 + tλ′(y(x, t) + θ(y(x+ k, t+ h)− y(x, t)))|y(x+ k, t+ h)− y(x, t)|
− h|λ(y(x+ k, t+ h))|
≥(1−K0t)|y(x+ k, t+ h)− y(x, t)| −M0h
である．さらに, 式 (1.14) の両辺を形式的に微分して
∂xy(x, t) =
1
1 + tλ′(y(x, t))
, ∂ty(x, t) =
−λ(y(x, t))
1 + tλ′(y(x, t))
となるので, 実際に y(x, t) は −∞ < x <∞, 0 ≤ t < 1/K0で C1 級になることが
示せる． 得られた y = y(x, t) をもちいて,
ρ(x, t) = ρ0(y(x, t))
とおけば, この ρ は初期条件を満たす, −∞ < x <∞, 0 ≤ t < 1/K0 においてC1
級の一意解になることを示すことができる．以上のようにして解を求める方法を
特性曲線法という．
上の議論で求まった C1 級の一意解の存在範囲は−∞ < x < ∞, 0 ≤ t < 1/K0
であり, 1/K0 を超えて延長することはできない． 簡単のため, 線形モデルを考え
る． 制限速度 vm と 数珠つなぎ交通密度 ρm をいずれも 1 とする．
V (ρ) = 1− ρ, Q(ρ) = ρ(1− ρ), Q′(ρ) = 1− 2ρ
であり, 保存則は
∂tρ+ ∂x (ρ(1− ρ)) = 0
である．いま, 初期密度 ρ0(x) は C1 級で x ≤ −1 で 恒等的に 0, −1 < x ≤ 1 で
単調増大で, x > 1 で恒等的に 1 とする．
λ(x) = 1− 2ρ0(x), λ′(x) = −2ρ′0(x) ≤ 0
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であり, 平均値の定理から, ある x0 ∈ (−1, 1) で ρ′0(x0) = 1/2となるから, K0 ≥ 1
すなわち 1/K0 ≤ 1 である．いま C1 級の解が−∞ < x < ∞, t0 > 1 まで定まっ
たとする． x軸上の x = x0 = −t0 < −1 を通る特性直線は
x = x0 + tQ
′(ρ0(x0)) = x0 + tQ′(0) = x0 + t
で (0, t0) を通る． よって ρ(0, t0) = ρ0(x0) = 0でなければならない．一方, x0 =
t0 > 1 を通る特性直線は
x = x0 + tQ
′(ρ(x0)) = x0 + tQ′(1) = x0 − t
で やはり (0, t0) を通る． したがって ρ(0, t0) = ρ0(x0) = 1でもなければならな
い．これは矛盾である． さらに詳しく様子を見るために
ρ0(x) =

0, x ≤ −1
(x+ 1)/2, −1 < x ≤ 1
1, x > 1
とする．（この関数は C1級でないがリプシッツ連続な一意解を時間局所的に与え
る．） −1 < x0 < 1 を通る特性直線は
x = x0 + tQ
′(ρ0(x0)) = x0 + tQ′((x0 + 1)/2) = x0 − x0t
で (0, 1) を通る．0 ≤ t < 1 の範囲ではリプシッツ連続な解
ρ(x, t) =

0, x ≤ −1 + t
(1 + x/(1− t))/2, −1 + t < x ≤ 1− t
1, x > 1− t
が求まる． ここで t ↑ 1 とすると
lim
t↑1
ρ(x, t) =

0, x < 0
1/2, x = 0
1, x > 0
となる．このことから, 解は t = 1 を超えて延長できないことがわかる．今考えて
いる初期密度は x ≥ 1 のおいて数珠つなぎ交通密度 1 に等しく, x ≥ 1 にいる車は
赤信号や交通事故の発生などの原因ですべて停止している状態である． 後続の車
はこの渋滞の列にあって次々に停止し, 時刻 t = 1ですべての車が停止したと考え
られる．微分方程式の C1 級の解は, この時刻 t = 1 までしか求まらないが, 現実
7
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図 4: 赤信号による衝撃波の発生
の現象では, この時刻以降はこのままの状態が続くと考えられる．すなわち t > 1
においても
ρ(x, t) =

0, x < 0
1/2, x = 0
1, x > 0
であると考えられる． これは x = 0 で微分可能でないが, 積分形の保存則は満た
す． 今の場合∫ x1
x0
(ρ(x, t1)− ρ(x, t0)) dx (1.15)
+
∫ t1
t0
(ρ(x1, t)(1− ρ(x1, t))− ρ(x0, t)(1− ρ(x0, t))) dt = 0
0 ≤ t0 < t1, −∞ < x0 < x1 <∞
である．このように積分形の保存則を満たす解を微分方程式の弱解 (weak solution)
という．これに対し C1 級の解を古典解 (classical solution) という．(弱解の正確
な定義は後に与える．)今 −∞ < x <∞, t > 0 の範囲で求まった解は考えている
問題の弱解を与えることになる． 特に 時刻 t = 1 以降の不連続な弱解を衝撃波
(shock wave)という．
次に, 初期密度として,
ρ0(x) =
{
1, x ≤ 0
0, x > 0
8
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図 5: 赤信号による衝撃波の特性曲線
を考える．
ρ(x, t) =
{
1, x ≤ 0
0, x > 0
を考えると, これはこの初期関数に対する上の意味の弱解になる．しかしこの解で
与えられる現象は実現するであろうか．これを観るために ε > 0 とし, 初期密度と
して,
ρε0(x) =

1, x ≤ −ε
(1− x/ε)/2, −ε < x ≤ ε
0, x > ε
を考える．x = x0 を通る特性直線は
x =

x0 − t, x0 ≤ −ε
x0 + x0t/ε, −ε < x0 ≤ ε
x0 + t, x0 > ε
となり, −∞ < x <∞, t ≥ 0 の範囲でリプシッツ連続な解
ρε(x, t) =

1, x ≤ −ε− t
(1− x/(ε+ t))/2, −ε− t < x ≤ ε+ t
0, x > ε+ t
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図 6: 青信号後の交通波
を得る． ここで ε ↓ 0 とした極限
ρ(x, t) =

1, x ≤ −t
(1− x/t)/2, −t < x ≤ t
0, x > t
として, 不連続な初期密度 ρ0(x) に対する一つの解が求まる． これはリプシッツ
連続な解であり弱解にもなる． ρε が現実に実現する解とすれば, ε ↓ 0 とした極
限として得られた上の解が現実に実現する解であろう．今考えている初期密度は,
x = 0 の位置に信号機があり, 赤信号でその後方に車の渋滞が生じたが, 時刻 t = 0
で信号が青に変わった場合に相当する． このとき, まず先頭の車が発進し後続の
車が次々と発進することになるであろう． 上のリプシッツ連続な解が実際に実現
する解であると考えられる． このような解を希薄波 (rarefaction wave)という．
交通流の方程式, 特にその線形モデルについて, 赤信号や青信号により車の流れ
がどのように変化するかを観察した． このことにより, 次のことが分かった．
(1) 現実の現象は古典解だけでは捉えることができない．
(2) 一方, 弱解には非現実的な解が含まれている．
このことをどのように考えたらよいか． 一つの考えは, この交通流の方程式が現
実の現象を十分には捉えていないとするものである．しかし, 上で観たように, 方
程式は現実の現象に対応する解を含んでおり, それは現実の現象を理解する上で十
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図 7: 青信号後の交通波の特性曲線
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図 8: 青信号直後の希薄波の発生
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図 9: 青信号直後の希薄波の特性曲線
分に役立つと考えられる． 弱解の中から現実の現象に相応する解を見出す法則が
分かれば十分に有用であると期待される．
現実の現象に相応する解はどのようにして見出すか． 当然に, これは場当たり
的にではなく, 適切な法則に則って見出されなければならない． 現実の現象に相
応する解は次のような条件を満たすべきである．
(1) 解は 任意の初期関数に対して −∞ < x <∞, t ≥ 0 で存在し,初期関数に対
して一意的に定まらなければならない．
(2) 解は初期関数に連続的に依存しなければならない．
このような条件を満たす問題を J. Hadamard(1865–1963)は適切な問題 (well posed
problem)とよんだ．また, このほかに,
(1) 方程式に含まれるパラメータなどに解が連続的に依存する．
(2) 解を数値的に求める手段がある．
などの要請も満たされるべきである．これらの事柄を解明することはすべて数学
(数理科学)の問題である．
演習問題 1.1. 交通流は線形モデル
∂tρ+ ∂x (ρ(1− ρ)) = 0
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に従うとし, 初期密度を
ρ0(x) =
{
1, x ≤ 0
0, x > 0
とする．時刻 t = 0 で x0 < 0 にいた車の, 時刻 t > 0 での位置X(t) を求めよ．
ただし, 位置 X(t) での車の速度は
V (ρ(X(t), t)) = 1− ρ(X(t), t)
に等しい．
演習問題 1.2. 交通流の方程式
∂tρ+ ∂x (ρV (ρ)) = 0
は, 初期条件
ρ(x, 0) = ρ0(x)
を満たす古典解を −∞ < x < ∞, 0 ≤ t ≤ T0で持つと仮定する． 時刻 t = 0 で
x0 < x1 にいる車の時刻 t > 0 での位置をそれぞれ X0(t), X1(t)とする．このとき∫ X1(t)
X0(t)
ρ(x, t) dx =
∫ x1
x0
ρ0(x) dx, 0 ≤ t ≤ T0
が成り立つことを示せ．また, 現実の現象において, この等式はどのようなことを
意味するかを述べよ．
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2 試験関数
関数 f(t) を
f(t) =
exp
(
−1
t
)
, t > 0,
0, t ≤ 0
で定める． n = 0, 1, 2, . . . に関する帰納法を用いると, pn(t) を適当な t の多項式
として,
f (n)(t) =
pn(t)
t2n
exp
(
−1
t
)
, t > 0
となることを確かめることができる． したがって,
lim
t↓0
f (n)(t) = lim
x→∞
pn
(
1
x
)
x2n exp(−x) = 0
であり, f(t) は −∞ < t <∞ で C∞ 級であることが分かる． x ∈ (−1, 1)におい
て, f(1− x2) > 0であるから,
I =
∫ 1
−1
f(1− x2) dx
が正の有限値として定まる． この定数 I を用いて, (−∞,∞) 上の関数 φ を
φ(x) = f(1− x2)/I (2.1)
で定める．この φ は (−∞,∞) 全体で C∞ 級であり, −1 < x < 1 のとき φ(x) > 0
で, それ以外の xに対しては φ(x) = 0である． また,
φ(−x) = φ(x), x ∈ (−∞,∞)
である． さらに, 定数 Iの定め方から,∫ ∞
−∞
φ(x) dx =
∫ 1
−1
φ(x) dx = 1
が満たされる．
−∞ ≤ a < b ≤ ∞ とする． 開区間 (a, b)上の (実数値)連続関数の全体を
C(a, b) と書く． (a, b) 上の関数で, そこで Ck級の関数の全体を Ck(a, b) と書く
(k = 0, 1, 2, . . . ,∞)．φ ∈ C(−∞,∞) に対して
supp(φ) = {x ∈ (−∞,∞); φ(x) ̸= 0}
を φ の台 (support) という．台が (−∞,∞) の有界集合であり, その台が開区
間 (a, b) に含まれる (−∞,∞) 上の連続関数の全体を C0(a, b) と書く． さらに,
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Ck0 (a, b) = C0(a, b) ∩Ck(a, b) と書く (k = 0, 1, 2, . . . ,∞)． C∞0 (a, b) に属する関数
を (a, b) 上の試験関数 (test function) という．(2.1) で与えられる φは (−∞,∞)
上の 試験関数 であり, supp(φ) = [−1, 1]である．
ε > 0 に対し, (2.1) で与えられる φ を用いて,
φε(x) =
1
ε
φ(
x
ε
), x ∈ (−∞,∞)
と定める．関数の族 φϵをFriedrichs の軟化子という．φε ∈ C∞0 (−∞,∞) であり,
φε は次の性質を持つ．
命題 2.1.
φε(x) ≥ 0, φε(−x) = φε(x), x ∈ (−∞,∞)
supp(φε) = [−ε, ε]∫ ∞
−∞
φε(x) dx =
∫ ∞
−∞
φ1(x) dx = 1
sup
x∈(−∞,∞)
|xφε(x)| = sup
x∈(−∞,∞)
|xφ1(x)| = sup
x∈[−1,1]
|xφ1(x)| <∞
lim
ε↓0
φε(x) = 0, x ̸= 0, lim
ε↓0
xφε(x) = 0, x ∈ (−∞,∞).
ε > 0 に対し
hε(x) =
∫ x
−∞
φε(s) ds =
∫ x
−ε
1
ε
φ1(
s
ε
) ds =
∫ x/ε
−1
φ1(s) ds, x ∈ (−∞,∞)
と定める． hε ∈ C∞(−∞,∞) は次の性質を持つ．
命題 2.2.
hε(x) = 0, x ≤ −ε; 0 < hε(x) < 1, −ε < x < ε; hε(x) = 1, x ≥ ε,
hε(x) ≤ hε(y), x ≤ y
lim
ε↓0
hε(x) = sign
+(x) x ∈ (−∞,∞).
ただし,
sign+(x) = (sign(x) + 1)/2, sign−(x) = (sign(x)− 1)/2, x ∈ (−∞,∞),
sign(x) =

−1, x < 0,
0, x = 0,
1, x > 0
である． sign を符号関数, sign+ を ヘビサイド関数という． 一般に,
sign+(x) + sign−(x) = sign(x), sign+(−x) = − sign−(x)
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である．
ε > 0 に対し
Φε(x) =
∫ x
−∞
hε(s) ds =
∫ x
−ε
hε(s) ds, x ∈ (−∞,∞)
と定める． Φε ∈ C∞(−∞,∞) は次の性質を持つ．
命題 2.3.
Φε(θx+ (1− θ)y) ≤ θΦε(x) + (1− θ)Φε(y), θ ∈ [0, 1], x, y ∈ (−∞,∞),
Φε(x) ≤ Φε(y), x ≤ y, x, y ∈ (−∞,∞),
0 ≤ Φε(x) ≤ (x+ ε)+ ≤ x+ + ε, x ∈ (−∞,∞),
lim
ε↓0
Φε(x) = x
+, x ∈ (−∞,∞).
ただし,
x+ = (|x|+ x)/2, x− = (|x| − x)/2, x ∈ (−∞,∞)
と書く．一般に,
x+ + x− = |x|, x+ − x− = x, (−x)+ = x−, (−x)− = x+
である．また，
x+ = x ∨ 0, x− = −x ∧ 0,
とかける。ただし，
a ∨ b = max{a, b}, a ∧ b = min{a, b}
である。
−∞ ≤ a < b ≤ ∞ とする．開区間 (a, b) 上で (Lebesgue)可積分な関数の
全体を L1(a, b)と書く．(a, b) 上で本質的に有界な関数の全体を L∞(a, b) と書く．
1 < p < ∞ のとき, 開区間 (a, b) 上で p乗可積分な関数の全体を Lp(a, b) と書く．
f ∈ Lp(a, b) のとき, その (標準)ノルムを
∥f∥Lp =

inf{M ; |f(x)| ≤M a.a. x ∈ (a, b)}, if p = ∞(∫ b
a
|f(x)|p dx
)1/p
, if 1 ≤ p <∞
と書く．(a, b) の任意の有界閉部分区間上で可積分な関数の全体を L1loc(a, b) と書
く．このような関数を (a, b) 上で局所可積分な関数という．(a, b) 上で連続な関数
は (a, b) 上で局所可積分である．また，Lp(a, b) ⊂ L1loc(a, b)である．
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f ∈ Lp(a, b) とする (1 ≤ p ≤ ∞)．各 ε > 0 に対し，(−∞,∞)で定義される関
数 fε(x)を
fε(x) =
∫ b
a
f(y)φε(x− y) dy, x ∈ (−∞,∞)
と定めると, φε ∈ C∞0 (−∞,∞) であることから fε ∈ C∞(−∞,∞) となる． この
fε(x) について, 次が成り立つ．
命題 2.4.(1) ほとんどすべての x ∈ (a, b) で
lim
ε↓0
fε(x) = f(x)
となる．
(2) f ∈ Lp(a, b) ならば, fε ∈ Lp(−∞,∞)で∫ ∞
−∞
|fε(x)|p dx ≤
∫ b
a
|f(x)|p dx
lim
ε↓0
∫ b
a
|fε(x)− f(x)|p dx = 0
となる．ただし, 1 ≤ p <∞である．
(3) f ∈ C[a, b] ならば, 任意の a < c < d < b に対して
lim
ε↓0
(
sup
x∈[c,d]
|fε(x)− f(x)|
)
= 0
となる．
証明. x ̸∈ (a, b) に対して f(x) = 0 とおき, f(x) を (−∞,∞) 全体に拡張してお
く．このとき
fε(x) =
∫ ∞
−∞
f(y)φε(x− y) dy =
∫ ∞
−∞
f(x− y)φε(y) dy
である．一方,
f(x) = f(x)
∫ ∞
−∞
φε(y) dy =
∫ ∞
−∞
f(x)φε(y) dy
である．よって,
fε(x)− f(x) =
∫ ∞
−∞
(f(x− y)− f(x))φε(y) dy
|fε(x)− f(x)| ≤
∫ ε
−ε
|f(x− y)− f(x)|φε(y) dy (2.2)
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であり,
|fε(x)− f(x)| ≤ M
ε
∫ ε
−ε
|f(x− y)− f(x)| dy (2.3)
となる．ただし, M = sup{φ1(y); y ∈ (−∞,∞)} である．x が f の Lebesgue 点
ならば, この右辺は ε ↓ 0 のとき消える．
f ∈ L1(a, b) とする．このとき,∫ ∞
−∞
|fε(x)| dx ≤
∫ b
a
|f(y)|
(∫ ∞
−∞
φε(x− y) dx
)
dy ≤
∫ b
a
|f(y)| dy
である． (2.2)の両辺を (a, b) 上で積分して∫ b
a
|fε(x)− f(x)| dx ≤
∫ ε
−ε
(∫ b
a
|f(x− y)− f(x)| dx
)
φε(y) dy
≤
∫ ε
−ε
φε(y) dy sup
|y|≤ε
(∫ b
a
|f(x− y)− f(x)| dx
)
= sup
|y|≤ε
(∫ b
a
|f(x− y)− f(x)| dx
)
となる．
lim
y→0
∫ b
a
|f(x− y)− f(x)| dx = 0
だから, 上の最右辺は ε ↓ 0 のとき消える．
次に，f ∈ Lp(a, b) とする．(1 < p <∞) このとき, Ho¨lderの不等式により∫ b
a
|f(y)|φε(x− y) dy
=
∫ b
a
|f(y)|φε(x− y)1/pφε(x− y)1/q dy
≤
(∫ b
a
|f(y)|pφε(x− y) dy
)1/p(∫ b
a
φε(x− y) dy
)1/q
≤
(∫ b
a
|f(y)|pφε(x− y) dy
)1/p
であるから (1/p+ 1/q = 1),∫ ∞
−∞
|fε(x)|p dx ≤
∫ b
a
|f(y)|p
(∫ ∞
−∞
φε(x− y) dx
)
dy =
∫ b
a
|f(y)|p dy
を得る．同様にして,∫ ∞
−∞
|f(x− y)− f(x)|φε(y) dy
≤
(∫ ∞
−∞
|f(x− y)− f(x)|pφε(y) dy
)1/p
=
(∫ ε
−ε
|f(x− y)− f(x)|pφε(y) dy
)1/p
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であるから, (2.2) より,∫ b
a
|fε(x)− f(x)|p dx ≤
∫ ε
−ε
φε(y)
(∫ b
a
|f(x− y)− f(x)|p dx
)
dy
≤ sup
|y|≤ε
(∫ b
a
|f(x− y)− f(x)|p dx
)
となる． Lebesgue の定理により
lim
y→0
∫ b
a
|f(x− y)− f(x)|p dx = 0
だから, 上の最右辺は ε ↓ 0 のとき消える．
最後に, f ∈ C[a, b] とし, a < c < d < b とする．(2.2) より,
sup{|fε(x)− f(x)|; x ∈ [c, d]}
≤ sup{|f(y)− f(yˆ)|; y, yˆ ∈ [c− ε, d+ ε], |y − yˆ| ≤ ε}
∫ ε
−ε
φε(y) dy
である．この右辺は ε ↓ 0 のとき消える．
系 2.1. C∞0 (a, b) は Lp(a, b)で稠密である．ただし, 1 ≤ p <∞ である．
証明. a < an < bn < b を n → ∞のとき, an ↓ a, bn ↑ b であるように選ぶ．
f ∈ Lp(a, b) に対して,
fn(x) =
{
f(x), x ∈ (an, bn)
0, x ∈ (a, b) \ (an, bn)
で定めれば, n → ∞のとき, Lp(a, b) において, fn は f に収束する．ε > 0に対
して
fn,ε(x) =
∫ b
a
fn(y)φε(x− y) dy
と定めれば, ε > 0のとき, Lp(a, b) において, fn,ε は fn に収束する．さらに,
supp(fn,ε) ⊂ [an − ε, bn + ε] であるから, ε > 0が十分に小さければ, supp(fn,ε) ⊂
(a, b)である．
系 2.2. f ∈ Lp(a, b) とする (1 ≤ p ≤ ∞)．φ ≥ 0 であるようなすべての φ ∈
C∞0 (−∞,∞) に対して, ∫ b
a
f(x)φ(x) dx ≥ 0
ならば, ほとんどすべての x ∈ (a, b) において f(x) ≥ 0 である．また, φ ≥ 0 であ
るようなすべての φ ∈ C∞0 (−∞,∞) に対して,∫ b
a
f(x)φ(x) dx = 0
ならば, ほとんどすべての x ∈ (a, b) において f(x) = 0 である．
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系 2.3. f ∈ C[a, b] とする．φ ≥ 0 であるようなすべての φ ∈ C∞0 (−∞,∞) に対
して, ∫ b
a
f(x)φ′(x) dx ≥ 0
ならば,
f(c) ≥ f(d), a ≤ c < d ≤ b
である．また, φ ≥ 0 であるようなすべての φ ∈ C∞0 (−∞,∞) に対して,∫ b
a
f(x)φ′(x) dx = 0
ならば, 適当な定数 k に対して,
f(x) = k, x ∈ (a, b)
である．
証明. a < c < d < b とする．ε > 0 に対して
φ˜(x) = hε(x− c)− hε(x− d), x ∈ (−∞,∞)
とおくと, φ˜ ∈ C∞0 (−∞,∞) で φ˜ ≥ 0 がみたされる．
φ˜′(x) = φε(x− c)− φε(x− d), x ∈ (−∞,∞)
である． したがって∫ b
a
f(x)(φε(x− c)− φε(x− d)) dx =
∫ ∞
−∞
f(x)(φε(c− x)− φε(d− x)) dx ≥ 0
が成り立つ． ここで, ε ↓ 0 とすれば f(c)− f(d) ≥ 0が従う．　 f(x)の連続性か
ら, c = aや d = bのときも成り立つ．
命題 2.5. [c, d] を有界閉区間, (a, b)を有界開区間で
[c, d] ⊂ (a, b)
を満たすものとする．このとき次を満たす φ ∈ C∞0 (−∞,∞)が存在する．
(1) 0 ≤ φ(x) ≤ 1, −∞ < x <∞,
(2) supp(φ) ⊂ (a, b)
(3) φ(x) = 1, x ∈ [c, d]
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証明. ε > 0 を ε < (c− a)/2と ε < (b− d)/2 を満たすようにとり, x0 = (a+ c)/2,
x1 = (b+ d)/2 とおいて,
φ(x) = hε(x− x0)hε(x1 − x)
とおけばよい．
命題 2.6. [c, d] を有界閉区間, (aj, bj), (j = 1, 2, · · · , N), を有界開区間で
[c, d] ⊂ ∪Nj=1 (aj, bj)
を満たすものとする．このとき次を満たす φj ∈ C∞0 (−∞,∞), (j = 1, 2, · · · , N),
が存在する．
(1) supp(φj) ⊂ (aj, bj), j = 1, 2, · · · , N,
(2)
N∑
j=1
φj(x) ≤ 1, φj(x) ≥ 0, j = 1, 2, · · · , N, −∞ < x <∞,
(3)
N∑
j=1
φj(x) = 1, x ∈ [c, d]
証明. 有界閉区間 [cj, dj] を
[c, d] ⊂ ∪Nj=1(cj, dj), [cj, dj] ⊂ (aj, bj), j = 1, 2, · · · , N
を満たすように選ぶ．このとき, ψj ∈ C∞0 (−∞,∞)を
supp(ψj) ⊂ (aj, bj), ψj(x) = 1, x ∈ [cj, dj],
0 ≤ ψj(x) ≤ 1, x ∈ (−∞,∞), j = 1, 2, · · · , N
を満たすようにとる (j = 1, 2, · · · , N) ．このとき,
φ1 = ψ1, φj = ψj(1− ψ1) · · · (1− ψj−1), j = 2, · · · , N
と定めればよい． なぜなら,
N∑
j=1
φj = 1− (1− ψ1) · · · (1− ψN)
が成り立つからである．
定理 2.1. 1 ≤ p <∞とする．集合 F ⊂ Lp(−∞,∞)に対して次を仮定する．
(1) supf∈F∥f∥Lp <∞
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(2) lim
y→0
(
sup
f∈F
∥τyf − f∥Lp
)
= 0
(3) lim
R→∞
(
sup
f∈F
∫
|x|>R
|f(x)| dx
)
= 0
このとき, F は Lp(−∞,∞) で全有界になる． ただし, f ∈ Lp(−∞,∞), y ∈
(−∞,∞) のとき, (τyf)(x) = f(x+ y)である．
証明. ε > 0, f ∈ F のとき,
fε(x) =
∫ ∞
−∞
f(y)φε(x− y) dy
と書き, Fε = {fε; f ∈ F} とおく．Fε ⊂ Lp(−∞,∞)であり, f ∈ F のとき,
∥fε − f∥Lp ≤ sup
|y|≤ε
∥τyf − f∥Lp ≤ sup
|y|≤ε
sup
f∈F
∥τyf − f∥Lp
であるから, ε ↓ 0のとき,
inf{∥g − f∥Lp ; g ∈ Fε, f ∈ F} → 0
である．よって, 各 ε > 0に対して, Fεが Lp(−∞,∞)で全有界であることを示せ
ばよい．
ε > 0を固定する． f ∈ F とする．
|fε(x)| ≤
(∫ ∞
−∞
|f(y)|pφε(x− y) dy
)1/p
≤ ∥φε∥L∞∥f∥Lp
|fε(x+ y)− fε(x)| ≤
(∫ ∞
−∞
|f(s+ y)− f(s)|pφε(x− s) ds
)1/p
≤ ∥φε∥L∞∥τyf − f∥Lp
が成り立つ．よって,
sup
f∈F
∥fε∥L∞ ≤ ∥φε∥L∞ sup
f∈F
∥f∥Lp
sup
f∈F
∥τyfε − fε∥L∞ ≤ ∥φε∥L∞ sup
f∈F
∥τyf − f∥Lp
である．すなわち, Fε は (−∞,∞) において, 一様有界で同程度連続である．δ > 0
とする．R > εを
sup
f∈F
(∫
|x|>R−ε
|f(x)|p dx
)1/p
≤ δ
4
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であるようにとる．Ascoli-Arzela`の定理により, f1, f2, · · · , fN ∈ F が取れて, 任
意の f ∈ F に対して,
min
i=1,2,··· ,N
(
sup
|x|≤R
|fi,ε(x)− fε(x)|
)
≤ δ
2(2R)1/p
となる．このとき, 任意の f ∈ F に対して,
min
j=1,2,··· ,N
∥fj,ε − fε∥Lp
≤
(∫
|x|≤R
|fi,ε(x)− fε(x)|p dx
)1/p
+
(∫
|x|>R
|fi,ε(x)|p dx
)1/p
+
(∫
|x|>R
|fε(x)|p dx
)1/p
≤(2R)1/p
(
sup
|x|≤R
|fi,ε(x)− fε(x)|
)
+
(∫
|x|>R−ε
|fi(x)|p dx
)1/p
+
(∫
|x|>R−ε
|f(x)|p dx
)1/p
≤(2R)1/p
(
sup
|x|≤R
|fi,ε(x)− fε(x)|
)
+ 2 sup
f∈F
(∫
|x|>R−ε
|f(x)|p dx
)1/p
である．よって，
min
j=1,2,··· ,N
∥fj,ε − fε∥Lp
≤(2R)1/p min
i=1,2,··· ,N
(
sup
|x|≤R
|fi,ε(x)− fε(x)|
)
+ 2 sup
f∈F
(∫
|x|>R−ε
|f(x)|p dx
)1/p
≤δ/2 + δ/2 = δ
となる．δ > 0は任意だから, Fε は Lp(−∞,∞)で全有界である．
(−∞,∞) × (−∞,∞)上の Ck 級関数の全体を Ck((−∞,∞) × (−∞,∞)) と書
く． (k = 0, 1, · · · ,∞) φ ∈ C((−∞,∞)× (−∞,∞)) = C0((−∞,∞)× (−∞,∞))
に対して,
supp(φ) = {(x, y); φ(x, y) ̸= 0}
をφの台という．Ω ⊂ (−∞,∞)× (−∞,∞)を開集合とする．supp(φ) ⊂ Ωである
φ ∈ C∞((−∞,∞)× (−∞,∞))の全体をC∞0 (Ω)と書き, Ω上の試験関数という．
演習問題 2.1. 任意の φ ∈ C∞0 (Ω)に対して，φ1, φ2 ≥ 0であるような φ1, φ2 ∈
C∞0 (Ω) がとれて，φ = φ1 − φ2となることを示せ．
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3 単独保存則のエントロピー解
単独保存則
∂tu+ ∂xF (u) = 0 (3.1)
に対する初期値問題を考える. ただし F は C1 級であると仮定する. 今 u(x, t) と
uˆ(x, t) を 0 ≤ t ≤ T0, −∞ < x < ∞ で有界な (3.1)の古典解とする. 定数 M を
|u(x, t)|, |uˆ(x, t)| ≤M であるようにとり,さらに定数 Lを supr∈[−M,M ]|F ′(r)| ≤ L
であるようにとる. このとき,
|F (u)− F (uˆ)| ≤ L|u− uˆ|
が成り立つ. φ ∈ C∞0 ((−∞,∞)× (0, T0)) とする．部分積分により,∫ T0
0
(∫ ∞
−∞
Φε(u− uˆ)∂tφdx
)
dt
= −
∫ T0
0
(∫ ∞
−∞
∂tΦε(u− uˆ)φdx
)
dt
= −
∫ T0
0
(∫ ∞
−∞
Φ′ε(u− uˆ)∂t(u− uˆ)φdx
)
dt
=
∫ T0
0
(∫ ∞
−∞
Φ′ε(u− uˆ)φ∂x(F (u)− F (uˆ)) dx
)
dt
= −
∫ T0
0
(∫ ∞
−∞
∂x (Φ
′
ε(u− uˆ)φ) (F (u)− F (uˆ)) dx
)
dt
= −
∫ T0
0
(∫ ∞
−∞
hε(u− uˆ)(F (u)− F (uˆ))∂xφdx
)
dt
−
∫ T0
0
(∫ ∞
−∞
φε(u− uˆ)∂x(u− uˆ)(F (u)− F (uˆ))φdx
)
dt (3.2)
を得る. 命題 2.1により,
|φε(u− uˆ)(F (u)− F (uˆ))| ≤ Lφε(u− uˆ)|u− uˆ|
の右辺は有界で ε ↓ 0のとき消える. したがって, 等式 (3.2)の右辺第 2項も ε ↓ 0
のとき消える. 故に (3.2)で ε ↓ 0とすることにより,∫ T0
0
(∫ ∞
−∞
(u− uˆ)+∂tφdx
)
dt
= −
∫ T0
0
(∫ ∞
−∞
sign+(u− uˆ)(F (u)− F (uˆ))∂xφdx
)
dt
すなわち,∫ T0
0
(∫ ∞
−∞
(u− uˆ)+∂tφ+ sign+(u− uˆ)(F (u)− F (uˆ))∂xφdx
)
dt = 0 (3.3)
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を得る.
R > 0とし, 各 ε > 0 に対し,
φ(x, t) = hε(x+R− Lt)hε(R− Lt− x)ψ(t)
とおく．ただし, ψ ∈ C∞0 (0, T0)でψ ≥ 0であるとする. このとき, φ ∈ C∞0 ((−∞,∞)×
(0, T0)) である. また, φ ≥ 0 である.
∂xφ(x, t)
= (h′ε(x+R− Lt)hε(R− Lt− x)− hε(x+R− Lt)h′ε(R− Lt− x))ψ(t)
∂tφ(x, t)
= −L (h′ε(x+R− Lt)hε(R− Lt− x) + hε(x+R− Lt)h′ε(R− Lt− x))ψ(t)
+ hε(x+R− Lt)hε(R− Lt− x)ψ′(t)
である．よって,
sign+(u(x, t)− uˆ(x, t))(F (u(x, t))− F (uˆ(x, t)))∂xφ(x, t)
≤ L(u(x, t)− uˆ(x, t))+(h′ε(x+R− Lt)hε(R− Lt− x)
+ hε(x+R− Lt)h′ε(R− Lt− x))ψ(t) (3.4)
である．一方,
(u(x, t)− uˆ(x, t))+∂tφ(x, t)
= −L(u(x, t)− uˆ(x, t))+(h′ε(x+R− Lt)hε(R− Lt− x)
+ hε(x+R− Lt)h′ε(R− Lt− x))ψ(t)
+ (u(x, t)− uˆ(x, t))+hε(x+R− Lt)hε(R− Lt− x)ψ′(t) (3.5)
である．式 (3.4), (3.5) より,
(u(x, t)− uˆ(x, t))+∂tφ(x, t)
+ sign+(u(x, t)− uˆ(x, t))(F (u(x, t))− F (uˆ(x, t)))∂x(x, t)
≤ (u(x, t)− uˆ(x, t))+hε(x+R− Lt)hε(R− Lt− x)ψ′(t)
であることがわかる. (3.3) に代入して∫ T0
0
(∫ ∞
−∞
(u(x, t)− uˆ(x, t))+hε(x+R− Lt)hε(R− Lt− x)ψ′(t) dx
)
dt ≥ 0
を得る．ε ↓ 0 とすると,
hε(x+R− Lt)hε(R− Lt− x)→ sign+(x+R− Lt) sign+(R− Lt− x)
=

1, −R + Lt < x < R− Lt, 0 < t < R/L
0, x < −R + Lt
0, x > R− Lt
1/2, x = −R + Lt, x = R− Lt
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であるから, ∫ T0
0
f(t)ψ′(t) dt ≥ 0
を得る. ただし, 0 ≤ t ≤ T0のとき，
f(t) =
∫
−R+Lt<x<R−Lt
(u(x, t)− uˆ(x, t))+ dx
とし,t < 0のとき，f(t) = f(0)，t > T0 のとき，f(t) = f(T0)である．故に,
0 ≤ t0 ≤ t1 ≤ T0のとき,
f(t1) ≤ f(t0)
となる. 故に, 0 ≤ t0 ≤ t1 ≤ T0, R > 0 に対して∫
−R+Lt1<x<R−Lt1
(u(x, t1)− uˆ(x, t1))+ dx
≤
∫
−R+Lt0<x<R−Lt0
(u(x, t0)− uˆ(x, t0))+ dx (3.6)
が成り立つ. u(x, 0) = u0(x), uˆ(x, 0) = uˆ0(x) とし, u0 ≤ uˆ0 であると仮定すると,∫
−R<x<R
(u0(x)− uˆ0(x))+ dx = 0
である．よって, (3.6)で t0 = 0, t1 = t とおくことにより,∫
−R+Lt<x<R−Lt
(u(x, t)− uˆ(x, t))+ dx = 0, 0 ≤ t ≤ T0
を得る．R > 0, 0 ≤ t ≤ T0 は任意だから, x ∈ (−∞,∞), 0 ≤ t ≤ T0 にたいして,
(u(x, t)− uˆ(x, t))+ ≤ 0
となる．すなわち, u0(x) ≤ uˆ0(x)ならば
u(x, t) ≤ uˆ(x, t)
が成り立つことになる. 単独保存則の古典解はこの意味で順序保存性を持つこと
が分かった. (3.6)で u と uˆ を入れ替えて,∫
−R+Lt1<x<R−Lt1
(uˆ(x, t1)− u(x, t1))+ dx
≤
∫
−R+Lt0<x<R−Lt0
(uˆ(x, t0)− u(x, t0))+ dx (3.7)
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も成り立つ. (3.6) と (3.7) より∫
−R+Lt1<x<R−Lt1
|uˆ(x, t1)− u(x, t1)| dx
≤
∫
−R+Lt0<x<R−Lt0
|uˆ(x, t0)− u(x, t0)| dx
(0 ≤ t0 ≤ t1 ≤ T0, R > 0)となる．特に∫
−R+Lt<x<R−Lt
|uˆ(x, t)− u(x, t)| dx ≤
∫
−R<x<R
|uˆ0(x)− u0(x)| dx
(0 ≤ t ≤ T0, R > 0)である．このことは古典解が上の意味で初期値に連続的に依
存することを示している. またこの式に 自明解 uˆ(x, t) = 0 を代入して,∫
−R+Lt<x<R−Lt
|u(x, t)| dx ≤
∫
−R<x<R
|u0(x)| dx, 0 ≤ t ≤ T0, R > 0
であることもわかる.
等式 (3.3)は弱解に対しては一般には成立しない. しかし, 現実の現象に対応す
る解は順序保存性は持っていると考えられる. あるいは逆に順序保存性を持ってい
る解は現実の現象に対応すると考えられる. なぜなら,そのような解は上と同じ意
味で初期値に連続的に依存するからである.
(−∞,∞)×(0, T0)上で本質的に有界な可測関数の全体をL∞((−∞,∞)×(0, T0))
とかく. このうち任意の −∞ < a < b <∞と 0 ≤ t ≤ T0 に対して
lim
s→t
∫ b
a
|u(x, t)− u(x, s)| dx = 0
となる u ∈ L∞((−∞,∞)× (0, T0)) の全体を L∞((−∞,∞)× (0, T0)) ∩ C([0, T0] :
L1loc(−∞,∞)) とかく．上の議論と同様にして，次が示される.
定理 3.1. u, uˆ ∈ L∞((−∞,∞)×(0, T0))∩C([0, T0] : L1loc(−∞,∞)) とする．φ ≥ 0
であるような任意の φ ∈ C∞0 ((−∞,∞)× (0, T0)) に対して，不等式∫ T0
0
(∫ ∞
−∞
(u− uˆ)+∂tφ+ sign+(u− uˆ)(F (u)− F (uˆ))∂xφdx
)
dt ≥ 0 (3.8)
が成り立つと仮定する. 定数 L を
|F (u(x, t))− F (uˆ(x, t))| ≤ L|u(x, t)− uˆ(x, t)|, (x, t) ∈ (−∞,∞)× (0, T0)
を満たすようにとる．このとき∫
−R+Lt<x<R−Lt
(u(x, t)− uˆ(x, t))+ dx
≤
∫
−R<x<R
(u(x, 0)− uˆ(x, 0))+ dx, 0 ≤ t ≤ T0, R > 0
が成り立つ.
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現実の現象に対応する解を u, uˆ とするとき, 不等式 (3.8) が満たされると考え
る. uˆ ≡ k は方程式 (3.1) の自明解であることを考慮して, 次のように定義する．
定義 3.1. u, uˆ ∈ L∞((−∞,∞)×(0, T0))∩C([0, T0] : L1loc(−∞,∞))とする．φ ≥ 0
であるような任意の φ ∈ C∞0 ((−∞,∞) × (0, T0)) と任意の定数 k ∈ (−∞,∞) に
対して∫ T0
0
(∫ ∞
−∞
(u− k)+∂tφ+ sign+(u− k)(F (u)− F (k))∂xφdx
)
dt ≥ 0 (3.9)
が成り立つとき, uを保存則 (3.1)の 0 ≤ t ≤ T0におけるエントロピー劣解 (entropy
subsolution) という. φ ≥ 0であるような任意の φ ∈ C∞0 ((−∞,∞)× (0, T0)) と任
意の定数 k ∈ (−∞,∞) に対して∫ T0
0
(∫ ∞
−∞
(k − uˆ)+∂tφ+ sign+(k − uˆ)(F (k)− F (uˆ))∂xφdx
)
dt ≥ 0 (3.10)
が成り立つとき, uˆを保存則 (3.1)の0 ≤ t ≤ T0におけるエントロピー優解 (entropy
supersolution)という. (3.1) の 0 ≤ t ≤ T0 におけるエントロピー劣解でかつエン
トロピー優解である u ∈ L∞((−∞,∞)× (0, T0)) ∩ C([0, T0] : L1loc(−∞,∞)) を保
存則 (3.1) の 0 ≤ t ≤ T0 におけるエントロピー解 (entropy solution)という
定義 3.2. u ∈ L∞((−∞,∞)× (0, T0))∩C([0, T0] : L1loc(−∞,∞)) とする．任意の
φ ∈ C∞0 ((−∞,∞)× (0, T0)) に対して∫ T0
0
(∫ ∞
−∞
u∂tφ+ F (u)∂xφdx
)
dt = 0 (3.11)
が成り立つとき, u を保存則 (3.1) の 0 ≤ t ≤ T0 における弱解 (weak solution)と
いう.
注意 3.1. uがエントロピー劣解ならば, uは有界だから kを十分小にとればu−k >
0 となる．よって, (3.9) より,∫ T0
0
(∫ ∞
−∞
(u− k)∂tφ+ (F (u)− F (k))∂xφdx
)
dt ≥ 0
である． supp(φ) ⊂ (−∞,∞)× (0, T0) だから,∫ T0
0
(∫ ∞
−∞
u∂tφ+ F (u)∂xφdx
)
dt ≥ 0
である. 同様にして, u がエントロピー優解ならば
−
∫ T0
0
(∫ ∞
−∞
u∂tφ+ F (u)∂xφdx
)
dt ≥ 0
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が成り立つ. 故に, u がエントロピー解ならば∫ T0
0
(∫ ∞
−∞
u∂tφ+ F (u)∂xφdx
)
dt = 0
が成り立つ. すなわちエントロピー解は弱解である.
注意 3.2. u ∈ C1((−∞,∞) × [0, T0]) とする． u がエントロピー劣解ならば部分
積分により,
−
∫ T0
0
(∫ ∞
−∞
(∂tu+ ∂xF (u))φdx
)
dt ≥ 0
である．故に, (x, t) ∈ (−∞,∞)× (0, T0)に於て，
∂tu+ ∂xF (u) ≤ 0
である．u がエントロピー優解ならば, 同様に，(x, t) ∈ (−∞,∞)× (0, T0)に於て，
∂tu+ ∂xF (u) ≥ 0
となる．u がエントロピー解ならば，(x, t) ∈ (−∞,∞)× (0, T0)に於て，
∂tu+ ∂xF (u) = 0
となる．すなわち u は古典解である.
注意 3.3. 任意の φ ∈ C∞0 ((−∞,∞) × (0, T0)) と任意の定数 k ∈ (−∞,∞) に対
して ∫ T0
0
(∫ ∞
−∞
(u ∨ k)∂tφ+ F (u ∨ k)∂xφdx
)
dt ≥ 0
が成り立つことが, uが保存則 (3.1)の 0 ≤ t ≤ T0におけるエントロピー劣解である
ための必要十分条件である．φ ≥ 0であるような任意の φ ∈ C∞0 ((−∞,∞)×(0, T0))
と任意の定数 k ∈ (−∞,∞) に対して∫ T0
0
(∫ ∞
−∞
(u ∧ k)∂tφ+ F (u ∧ k)∂xφdx
)
dt ≤ 0
が成り立つことが, uˆ が保存則 (3.1) の 0 ≤ t ≤ T0 におけるエントロピー優解であ
るための必要十分条件である.
次の定理がなりたつ．
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定理 3.2. u, uˆ を保存則 (3.1) の 0 ≤ t ≤ T0 におけるエントロピー解とする．定
数 L を
|F (u(x, t))− F (uˆ(x, t))| ≤ L|u(x, t)− uˆ(x, t)|, (x, t) ∈ (−∞,∞)× (0, T0)
を満たすようにとる．このとき 0 ≤ t0 ≤ t1 ≤ T0, R > 0 に対して,∫
−R+Lt1<x<R−Lt1
|u(x, t1)− uˆ(x, t1)| dx
≤
∫
−R+Lt0<x<R−Lt0
|u(x, t0)− uˆ(x, t0)| dx (3.12)
が成り立つ. とくに u(x, 0) = uˆ(x, 0) , −∞ < x < ∞ ならば, u(x, t) = uˆ(x, t) ,
−∞ < x <∞, 0 ≤ t ≤ T0 である．
定理 3.1により, 定理 3.2を確かめるためには, 次の定理 3.3を示せば十分である.
定理 3.3. u, uˆ をそれぞれ保存則 (3.1) の 0 ≤ t ≤ T0 におけるエントロピー
劣解とエントロピー優解とする．このとき, φ ≥ 0であるような, 任意の φ ∈
C∞0 ((−∞,∞)× (0, T0)) に対して, 不等式∫ T0
0
(∫ ∞
−∞
(u− uˆ)+∂tφ+ sign+(u− uˆ)(F (u)− F (uˆ))∂xφdx
)
dt ≥ 0
が成り立つ.
証明. φ ∈ C∞0 ((−∞,∞)× (0, T0)) は φ ≥ 0であるとする．ε > 0, δ > 0 に対し
ψ(x, y, t, s) = φ((x+ y)/2, (t+ s)/2)φε(x− y)φδ(t− s)
とおく．δ > 0が十分小さければ, ψ ∈ C∞0 ((−∞,∞)×(−∞,∞)×(0, T0)×(0, T0))
である．u が保存則 (3.1) の 0 ≤ t ≤ T0 におけるエントロピー劣解であるから,∫ T0
0
dt
∫ ∞
−∞
dx
{
(u(x, t)− uˆ(y, s))+∂tψ(x, y, t, s)
+ sign+(u(x, t)− uˆ(y, s))(F (u(x, t))− F (uˆ(y, s)))∂xψ(x, y, t, s)
} ≥ 0 (3.13)
が成り立つ．uˆ が保存則 (3.1) の 0 ≤ t ≤ T0 におけるエントロピー優解である
から,∫ T0
0
ds
∫ ∞
−∞
dy
{
(u(x, t)− uˆ(y, s))+∂sψ(x, y, t, s)
+ sign+(u(x, t)− uˆ(y, s))(F (u(x, t))− F (uˆ(y, s)))∂yψ(x, y, t, s)
} ≥ 0 (3.14)
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が成り立つ．不等式 (3.13)の両辺を −∞ < y <∞, 0 < s < T0 上で積分したもの
と, 不等式 (3.14)の両辺を −∞ < x < ∞, 0 < t < T0 上で積分したものとを辺々
加えて,∫ T0
0
dt
∫ T0
0
ds
∫ ∞
−∞
dx
∫ ∞
−∞
dy
{
(u(x, t)− uˆ(y, s))+(∂tψ(x, y, t, s) + ∂sψ(x, y, t, s))
+ sign+(u(x, t)− uˆ(y, s))(F (u(x, t))− F (uˆ(y, s)))(∂xψ(x, y, t, s) + ∂yψ(x, y, t, s))
}
≥ 0
を得る．
∂tψ(x, y, t, s) + ∂sψ(x, y, t, s) = (∂tφ)((x+ y)/2, (t+ s)/2)φε(x− y)φδ(t− s)
∂xψ(x, y, t, s) + ∂yψ(x, y, t, s) = (∂xφ)((x+ y)/2, (t+ s)/2)φε(x− y)φδ(t− s)
であるから,∫ T0
0
dt
∫ T0
0
ds
∫ ∞
−∞
dx
∫ ∞
−∞
dy φε(x− y)φδ(t− s){
(u(x, t)− uˆ(y, s))+(∂tφ)((x+ y)/2, (t+ s)/2)
+ sign+(u(x, t)− uˆ(y, s))(F (u(x, t))− F (uˆ(y, s)))(∂xφ)((x+ y)/2, (t+ s)/2)
}
≥ 0
である． ここで, ε ↓ 0とし, 次に，δ ↓ 0とすれば, 不等式 (3.8)を得る.
演習問題 3.1.
∂tρ+ ∂x (ρ(1− ρ)) = 0
について, 次を示せ.
(1)
ρ(x, t) =

0, x < 0
1/2, x = 0
1, x > 0
はエントロピー解である.
(2)
ρ(x, t) =

1, x < 0
1/2, x = 0
0, x > 0
はエントロピー解でない.
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4 縮小半群と消散作用素, 指数公式
X を実バナッハ空間とし, そのノルムを ∥·∥ で表わす. D を X の部分集合と
する.
定義 4.1. D からそれ自身への作用素の族 {T (t)}t∈[0,∞) は, 次の条件が満たされる
とき, D 上の作用素の半群 (semi-group) と呼ばれる.
(S1) t, s ∈ [0,∞), x ∈ Dに対して，T (t)T (s)x = T (t+s)x, T (0)x = xが成り立つ．
(S2) x ∈ D.のとき， t→ T (t)xは,[0,∞)上でX値関数として，連続になる．
定義 4.2. {T (t)}t≥0 を D 上の半群とする. 次で定まる作用素 A0 をその半群の無
限小生成素 (infinitesimal generator) と呼ぶ.
A0x = lim
h↓0
h−1(T (h)x− x).
ただし, その定義域 D(A0) は上の極限が存在する x ∈ D の全体である. 適当な
xh ∈ D, h ∈ (0,∞) が存在して,
(xh, h
−1(T (h)xh − xh))→ (x, ξ), h ↓ 0
となるような (x, ξ) ∈ X × X の全体 A を半群の一般無限小生成素 (generalized
infinitesimal generator) と呼ぶ.
一般に, X における関係 (relation)A ⊂ X×X を X からそれ自身への (多価)作
用素 (multi-valued operator) ともいい, Ax = {ξ; (x, ξ) ∈ A} を A の x ∈ X での
値 (集合) , D(A) = {x ∈ X;Ax ̸= ∅} とR(A) = ∪x∈D(A)Ax をそれぞれ A の定義
域 (domain) と値域 (range) という. (一価)作用素 A0 : D(A0)(⊂ X) → X はその
グラフ {(x,A0x); x ∈ D(A0)} と同一視する. A, B ⊂ X ×X とし, α ∈ (−∞,∞)
とする．A+B, αA, A−1 を
A+B = {(x, ξ + η); (x, ξ) ∈ A, (x, η) ∈ B}
αA = {(x, αξ); (x, ξ) ∈ A}
A−1 = {(ξ, x); (x, ξ) ∈ A}
で定義する. A ⊂ B のとき, B は A の拡張であるという．A を A の閉包といい,
A = Aのとき, Aは閉作用素であるという. 恒等作用素をI = IX = {(x, x); x ∈ X}
と書く.
定義 4.3. ある ω ∈ (−∞,∞) が存在して,
∥T (t)x− T (t)y∥ ≤ eωt∥x− y∥, t ∈ [0,∞), x, y ∈ D (4.1)
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が満たされるとき, D 上の半群 {T (t)}t≥0 は準縮小的 (quasi-contractive) であると
呼ばれる. 特に, ω = 0にとれるとき, すなわち
∥T (t)x− T (t)y∥ ≤ ∥x− y∥, t ∈ [0,∞), x, y ∈ D
が成り立つとき, 縮小的 (contractive)，または，非拡大的 (nonexpansive)であると
いう. (4.1) を満たすD 上の半群の全体を S(D,ω) と書く.
例 4.1. X = (−∞,∞) を |·| をノルムとする, バナッハ空間とする. D = [0,∞),
t ∈ [0,∞) のとき,
T (t)x = (x− t)+ =
{
0, 0 ≤ x ≤ t
x− t, x > t
(4.2)
と定める. {T (t)}t≥0 は D 上の縮小半群になり, その無限小生成素 A0 は
A0x =
{
−1, x > 0
0, x = 0
(4.3)
となる．その一般無限小生成素は A
Ax =
{
−1, x > 0
[−1, 0], x = 0
(4.4)
で与えられる. 実際に, xh ∈ [0,∞) とし, (xh, Ahxh) → (x, ξ) とする．
Ahxh =
{
−1, xh > h
−xh/h, 0 ≤ xh ≤ h
だから, 0 ≥ ξ ≥ −1である．α ∈ [0, 1] とし, xh = αh とすると, Ahxh = −α だか
ら, A0 = [−1, 0] である．(x, ξ) ∈ A で x > 0 とする．もし, ξ > −1, であると仮定
すると,ある h0 が定まり, 0 < h ≤ h0 のとき, Ahxh < −1,したがって, 0 ≤ xh < h
となり, limh↓0 xh = x > 0 に矛盾する. よって, ξ ≤ −1，従って，ξ = −1 である．
定義 4.4. A ⊂ X ×X とする．ある ω ∈ (−∞,∞) が存在して,
∥x− y − λ(ξ − η)∥ ≥ (1− λω)∥x− y∥ λ > 0, (x, ξ), (y, η) ∈ A (4.5)
が満たされるとき, Aは準消散的 (quasi-dissipative)であると呼ばれる. 特に, ω = 0
にとれるとき, すなわち,
∥x− y − λ(ξ − η)∥ ≥ ∥x− y∥ λ > 0, (x, ξ), (y, η) ∈ A
が成り立つとき, 消散的 (dissipative) であるという. (4.5) をみたす, 準消散作用素
の全体を G(ω) と書く.
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命題 4.1. ω ∈ (−∞,∞), D ⊂ X とする．A0, A をそれぞれ {T (t)}t≥0 ∈ S(D,ω)
の無限小生成素, 一般無限小生成素とする．このとき, A0, A ∈ G(ω)である．
証明. h > 0 のとき,
Ahx = h
−1(T (h)x− x), x ∈ D
と書く. λ > 0 とし, x, y ∈ D とする．このとき,
∥x− y − λ(Ahx− Ahy)∥ = ∥(1 + λ/h)(x− y)− λ/h(T (h)x− T (h)y)∥
≥ (1 + λ/h)∥x− y∥ − λ/h∥T (h)x− T (h)y∥
≥ (1 + λ/h)∥x− y∥ − eωhλ/h∥x− y∥
= (1− λ(eωh − 1)/h)∥x− y∥
が成り立つ. このとき, h ↓ 0 として,
∥x− y − λ(A0x− A0y)∥ ≥ (1− λω)∥x− y∥
となる．h ↓ 0 のとき, (xh, Ahxh)→ (x, ξ), (yh, Ahyh)→ (y, η) とする．
∥xh − yh − λ(Ahxh − Ahyh)∥ ≥ (1− λ(eωh − 1)/h)∥xh − yh∥
において, h ↓ 0 として,
∥x− y − λ(ξ − η)∥ ≥ (1− λω)∥x− y∥
を得る.
定義 4.5. A ∈ G(ω) とする. 1 − λω > 0 のとき, I − λA は 1対 1作用素である.
λ ∈ (0, 1/ω+) をパラメーターとする一価作用素の族
Jλ = (I − λA)−1, λ ∈ (0, 1/ω+)
を A のレゾルベント (resolvent)という. ただし, ω+ = 0のとき, 1/ω+ = ∞と
する.
命題 4.2. A ∈ G(ω) とする. Jλ (λ ∈ (0, 1/ω+)) を A のレゾルベントとする.
λ, µ ∈ (0, 1/ω+)のとき, 次が成り立つ.
(1) x ∈ D(Jλ)ならば,
λ−1(Jλx− x) ∈ AJλx.
(2) x, y ∈ D(Jλ)ならば,
∥Jλx− Jλy∥ ≤ (1− λω)−1∥x− y∥.
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(3) x ∈ D(A) ∩D(Jnλ ), n = 1, 2, · · ·, ならば,
∥Jnλx− x∥ ≤ λ
n∑
k=1
(1− λω)−k inf{∥ξ∥; ξ ∈ Ax}.
(4) x ∈ D(Jλ) のとき, µ
λ
x+
λ− µ
λ
Jλx ∈ D(Jµ) で,
Jλx = Jµ(
µ
λ
x+
λ− µ
λ
Jλx)
が成り立つ.
(5) x ∈ D(Jλ) ∩D(Jλ+µ) のとき,
∥Jλ+µx− Jλx∥ ≤ (1− (λ+ µ)ω)−1 µ∥Jλx− x∥/λ
が成り立つ.
(6) x ∈ D(Jλ), y ∈ D(Jµ) ならば,
∥Jλx− Jµy∥ ≤
(
1− ω λµ
λ+ µ
)−1(
λ
λ+ µ
∥Jλx− y∥+ µ
λ+ µ
∥x− Jµy∥
)
.
証明. u = Jλx とする．ある ξ ∈ Au に対して,
u− λξ = x, λ−1(u− x) = ξ ∈ Au
となる．
x, y ∈ D(Jλ) とし, u = Jλx, v = Jλy とする．ある ξ ∈ Au, η ∈ Av に対して,
u− λξ = x, v − λη = y
となる．
∥x− y∥ = ∥u− λξ − (v − λη)∥ ≥ (1− λω)∥u− v∥
だから,
∥Jλx− Jλy∥ ≤ (1− λω)−1∥x− y∥
である．
x ∈ D(Jnλ ) ∩D(A) とし, u = Jλx とする．ある ξ ∈ Au に対して,
u− λξ = x
となる． (x, η) ∈ A とする．
∥λη∥ = ∥u− λξ − (x− λη)∥ ≥ (1− λω)∥u− x∥
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だから,
∥Jλx− x∥ ≤ λ(1− λω)−1∥η∥
である． したがって,
∥Jnλx− x∥ ≤
n∑
k=1
∥Jkλx− Jk−1λ x∥
≤
n∑
k=1
(1− λω)−(k−1)∥Jλx− x∥
≤
n∑
k=1
(1− λω)−(k−1)λ(1− λω)−1∥η∥
= λ
n∑
k=1
(1− λω)−k∥η∥
である．
x ∈ D(Jλ) とし, u = Jλx とする．ある ξ ∈ Au に対して,
u− λξ = x
である．
µ
λ
x+
λ− µ
λ
Jλx =
µ
λ
(u− λξ) + λ− µ
λ
u
= u− µξ ∈ R(I − µA)
だから, µ
λ
x+
λ− µ
λ
Jλx ∈ D(Jµ) で,
Jµ(
µ
λ
x+
λ− µ
λ
Jλx) = u = Jλx
である．
x ∈ D(Jλ) ∩D(Jλ+µ) とする．
∥Jλ+µx− Jλx∥
=∥Jλ+µx− Jλ+µ
(
λ+ µ
λ
x− µ
λ
Jλx
)
∥
≤ (1− (λ+ µ)ω)−1 µ∥Jλx− x∥/λ
となる．
x ∈ D(Jλ), y ∈ D(Jµ) とし, σ = λµ/(λ+ µ) とする．
0 < σ < λ, 0 < σ < µ
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である．
σ
λ
x+
λ− σ
λ
Jλx =
µ
λ+ µ
x+
λ
λ+ µ
Jλx ∈ D(Jσ)
σ
µ
y +
µ− σ
µ
Jµy =
λ
λ+ µ
y +
µ
λ+ µ
Jµy ∈ D(Jσ)
だから,
Jλx = Jσ
(
µ
λ+ µ
x+
λ
λ+ µ
Jλx
)
Jµy = Jσ
(
λ
λ+ µ
y +
µ
λ+ µ
Jµy
)
が成り立つ. よって,
∥Jλx− Jµy∥ ≤ (1− ωσ)−1
���� µλ+ µx+ λλ+ µJλx−
(
λ
λ+ µ
y +
µ
λ+ µ
Jµy
)����
≤ (1− ωσ)−1
(
λ
λ+ µ
∥Jλx− y∥+ µ
λ+ µ
∥x− Jµy∥
)
が成り立つ.
補題 4.1. λ, µ > 0 とし, αn,m ∈ (−∞,∞), n,m = 0, 1, 2, · · · は
αn,0 = (nλ)
2 + nλ2, α0,m = (mµ)
2 +mµ2, m, n = 0, 1, 2, · · ·
と
αn,m =
λ
λ+ µ
αn,m−1 +
µ
λ+ µ
αn−1,m, n, m = 1, 2, · · ·
を満たすとする．このとき
αn,m = (nλ−mµ)2 + nλ2 +mµ2, n, m = 0, 1, 2, · · · (4.6)
である．
証明. 仮定から, n = 0またはm = 0のとき, (4.6)は成り立つ. (4.6)が (n,m−1),
(n− 1,m) に対して成り立つと仮定する.
αn,m =
λ
λ+ µ
αn,m−1 +
µ
λ+ µ
αn−1,m
=
λ
λ+ µ
(
(nλ− (m− 1)µ)2 + nλ2 + (m− 1)µ2)
+
µ
λ+ µ
(
((n− 1)λ−mµ)2 + (n− 1)λ2 +mµ2)
=
λ
λ+ µ
(
(nλ−mµ)2 + 2(nλ−mµ)µ+ nλ2 +mµ2)
+
µ
λ+ µ
(
(nλ−mµ)2 − 2(nλ−mµ)λ+ nλ2 +mµ2)
= (nλ−mµ)2 + nλ2 +mµ2
となる．
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D ⊂ X とする. A ∈ G(ω) について, つぎの条件を考える.
(R;D) D(A) ⊂ Dで，ある λ0 ∈ (0, 1/ω+) に対して
R(I − λA) ⊃ D, λ ∈ (0, λ0].
例 4.2. (4.4)で与えられる, 消散作用素 Aについて, u ∈ D(A) のとき,
u− λAu =
{
[0, λ], u = 0
u+ λ, u > 0
だから, R(I − λA) = [0,∞) = D = D(A) であり, x ∈ D(A) のとき,
Jλx = (x− λ)+ =
{
0, 0 ≤ x ≤ λ
x− λ, x > λ
である．一方, (4.3) で与えられる消散作用素 A0については
R(I − λA0) = {0} ∪ (λ,∞), λ > 0
である．
命題 4.3. A ∈ G(ω) とし, 条件 (R;D) を仮定する. x ∈ D(A), λ, µ ∈ (0, λ0] な
らば,
∥Jnλx− Jmµ x∥
≤ (1− ω+λ)−n(1− ω+µ)−m ((nλ−mµ)2 + nλ2 +mµ2)1/2 inf{∥ξ∥; ξ ∈ Ax}
(4.7)
n,m = 0, 1, 2, · · ·
が成り立つ.
証明. x ∈ D(A) とする．
∥Jnλx− x∥ ≤ λ
n∑
k=1
(1− λω)−kL0
≤ nλ(1− ω+λ)−nL0
である． ただし, L0 = inf{∥ξ∥; ξ ∈ A} である．よって,
an,m = (1− ω+λ)2n(1− ω+µ)2m∥Jnλx− Jmµ x∥2
n, m = 0, 1, 2, · · ·
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とおくと,
an,0 ≤ (nλ)2L20 ≤ αn,0L20, n = 0, 1, 2, · · ·
が成り立つ. ただし,
αn,m = (nλ−mµ)2 + nλ2 +mµ2
である．同様に
a0,m ≤ α0,mL20, m = 0, 1, 2, · · ·
が成り立つ.
an,m ≤ (1− ω+λ)2n(1− ω+µ)2m(1− ω λµ
λ+ µ
)−2
×
(
λ
λ+ µ
∥Jnλx− Jm−1µ x∥+
µ
λ+ µ
∥Jn−1λ x− Jmµ x∥
)2
≤ (1− ω+λ)2n(1− ω+µ)2m(1− ω λµ
λ+ µ
)−2
×
(
λ
λ+ µ
∥Jnλx− Jm−1µ x∥2 +
µ
λ+ µ
∥Jn−1λ x− Jmµ x∥2
)
≤ λ
λ+ µ
an,m−1 +
µ
λ+ µ
an−1,m
を得る. ただし,
(1− ω λµ
λ+ µ
)−1 ≤ (1− ω+λ)−1, (1− ω λµ
λ+ µ
)−1 ≤ (1− ω+µ)−1
を用いた．故に,
an,m ≤ αn,mL20
である．
定理 4.1. A ∈ G(ω)とし,条件 (R;D)を仮定する. このとき, {T (t)}t≥0 ∈ S(D(A), ω)
が存在して, x ∈ D(A), xλ ∈ D とし, λ ↓ 0 のとき, xλ → x であるとき,
T (t)x = lim
λ↓0
J
[t/λ]
λ xλ (4.8)
となる. (4.8) で収束は有界な t ∈ [0,∞)に関して一様で, 特に, x ∈ D(A) のとき,
∥T (t)x− Jnλx∥ ≤ eω
+t(1− ω+λ)−n ((t− nλ)2 + nλ2)1/2 inf{∥ξ∥; ξ ∈ Ax} (4.9)
∥T (t)x− T (s)x∥ ≤ inf{∥ξ∥; ξ ∈ Ax}
����∫ s
t
eωτ dτ
���� (4.10)
が成り立つ.
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証明. x ∈ D(A)，λ, µ ∈ (0, λ0] とし, y ∈ D(A), t ≥ 0 とする．
∥J [t/λ]λ y − J [t/µ]µ y∥ ≤ (1− λω+)−[t/λ](1− µω+)−[t/µ]
{
(λ ∨ µ)2 + t(λ+ µ)}1/2 L(y)
が成り立つ. ただし,
L(y) = inf{∥η∥; η ∈ Ay}
である．
∥J [t/λ]λ xλ − J [t/λ]λ y∥ ≤ (1− λω+)−[t/λ]∥xλ − y∥
∥J [t/µ]µ xµ − J [t/µ]µ y∥ ≤ (1− µω+)−[t/µ]∥xµ − y∥
であるから, 任意の τ > 0 に対して
sup
t∈[0,τ ]
∥J [t/λ]λ xλ − J [t/µ]µ xµ∥
≤ (1− λω+)−[τ/λ]∥xλ − y∥+ (1− µω+)−[τ/µ]∥xµ − y∥
+ (1− λω+)−[τ/λ](1− µω+)−[τ/µ] {(λ ∨ µ)2 + τ(λ+ µ)}1/2 L(y)
を得る. 故に,
lim sup
λ,µ↓0
(
sup
t∈[0,τ ]
∥J [t/λ]λ xλ − J [t/µ]µ xµ∥
)
≤ 2eω+τ∥y − x∥
である． y ∈ D(A) は任意だから,
lim sup
λ,µ↓0
(
sup
t∈[0,τ ]
∥J [t/λ]λ xλ − J [t/µ]µ xµ∥
)
= 0
である．xˆλ ∈ D で λ ↓ 0 のとき, xˆλ → xˆ ∈ D(A) とする．
∥J [t/λ]λ xλ − J [t/λ]λ xˆλ∥ ≤ (1− λω)−[t/λ]∥xλ − xˆλ∥
であるから, λ ↓ 0として，
∥T (t)x− T (t)xˆ∥ ≤ eωt∥x− xˆ∥
が成り立ち, 各 t ∈ [0,∞) に対し, T (t) : D(A)→ D(A) が定まる.
x ∈ D(A)のとき,
∥Jnλx− J [t/µ]µ x∥
≤ (1− λω+)−n(1− µω+)−[t/µ]{(nλ− [t/µ]µ)2 + nλ2 + [t/µ]µ2}1/2 L(x)
であるから,
∥Jnλx− T (t)x∥ ≤ (1− λω+)−neω
+t{(nλ− t)2 + nλ2}1/2 L(x)
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が成り立つ.
x, y ∈ D(A)のとき,
∥J [(t+s)/λ]λ x− J [t/λ]λ y∥
≤ (1− λω)−[t/λ]∥J [(t+s)/λ]−[t/λ]λ x− y∥
だから，λ ↓ 0として，
∥T (t+ s)x− T (t)y∥ ≤ eωt∥T (s)x− y∥
を得る．各 T (t) は D(A) でリプシッツ連続だから, これは x, y ∈ D(A) のときも
成り立つ.よって，任意の x ∈ D(A)に対して，
T (t+ s)x = T (t)T (s)x, t, s ≥ 0
が成り立つ. x ∈ D(A) のとき,
∥J [t/λ]λ x− x∥ ≤ λ
[t/λ]∑
k=1
(1− λω)−kL(x)
だから,
∥T (t)x− x∥ ≤
∫ t
0
eωτ dτ L(x), t ≥ 0
∥T (t+ s)x− T (s)x∥ ≤ eωs
∫ t
0
eωτ dτ L(x) =
∫ t+s
s
eωτ dτ L(x), t, s ≥ 0
である．
定義 4.6. A ∈ G(ω) は条件 (R;D)を満たすとする. 上の定理の半群 {T (t)}t≥0 ∈
S(D(A), ω) を A で生成された半群という．
例 4.3. (4.4)で与えられる消散作用素 A で生成される半群は (4.2)である．
演習問題 4.1. λ, µ > 0 とし, αn,m ∈ (−∞,∞), n,m = 0, 1, 2, · · · は補題 4.1の条
件を満たすとする. αn,m の母関数
f(t, s) =
∞∑
n,m=0
αn,mt
nsm
求め, これを用いて,
αn,m = (nλ−mµ)2 + nλ2 +mµ2, n, m = 0, 1, 2, · · · (4.11)
を示せ.
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5 抽象コーシー問題
命題 5.1. Φ : (−∞,∞)→ (−∞,∞)は凸とする. このとき,
∂+x Φ(x) = lim
h↓0
(Φ(x+ h)− Φ(x))/h = inf
h>0
(Φ(x+ h)− Φ(x))/h
∂−x Φ(x) = lim
h↓0
(Φ(x)− Φ(x− h))/h = sup
h>0
(Φ(x)− Φ(x− h))/h
が存在して, h > 0 のとき,
(Φ(x)− Φ(x− h))/h ≤ ∂−x Φ(x) ≤ ∂+x Φ(x) ≤ (Φ(x+ h)− Φ(x))/h
が成り立つ. また, ∂−x Φ, ∂+x Φ は非減少である.
証明. Φ : (−∞,∞)→ (−∞,∞)は凸とする. x < y < z のとき,
y =
z − y
z − xx+
y − x
z − xz
と書けるから,
Φ(y) ≤ z − y
z − xΦ(x) +
y − x
z − xΦ(z)
が成り立つ. これから,
Φ(y)− Φ(x)
y − x ≤
Φ(z)− Φ(x)
z − x ≤
Φ(z)− Φ(y)
z − y
が成り立つことが分る.このことから従う.
例 5.1. Φ(x) = x+ とする．
∂−x Φ(x) =
{
1, x > 0
0, x ≤ 0
, ∂+x Φ(x) =
{
1, x ≥ 0
0, x < 0
,
であり,
∂−x Φ(x) = Φ
′
−(x) ≤ sign+(x) ≤ Φ′+(x) = ∂+x Φ(x)
が成り立つ. このことから, h > 0 のとき,
(x+ h)+ − x+ ≥ ∂+x Φ(x)h ≥ sign+(x)h ≥ ∂−x Φ(x)h
が成り立つことがわかる．
Xは実バナッハ空間とする. x, ξ ∈ X とし, Φ(t) = ∥x + tξ∥, t ∈ (−∞,∞), と
おくと, Φ(t) は凸である. よって, ∂±t Φ(0) が定まる. これを [x, ξ]± とかく.
[x, ξ]+ = lim
h↓0
(∥x+ hξ∥ − ∥x∥)/h = inf
h>0
(∥x+ hξ∥ − ∥x∥)/h
[x, ξ]− = lim
h↓0
(∥x∥ − ∥x− hξ∥)/h = sup
h>0
(∥x∥ − ∥x− hξ∥)/h.
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である．
[x, ξ]− ≤ [x, ξ]+, [x, ξ]− = −[x,−ξ]+, [x, ξ]+ = −[x,−ξ]−
が成り立つ. また,
[0, ξ]+ = ∥ξ∥, [0, ξ]− = −∥ξ∥
である．
例 5.2. X は ⟨·, ·⟩ を内積とする実ヒルベルト空間とする．このとき,
[x, ξ]+ = ⟨x, ξ⟩/∥x∥, x ̸= 0
である.
例 5.3. X = L1(a, b) とする．f, g ∈ X のとき
[f, g]+ =
∫
f(s)̸=0
sign(f(s))g(s) ds+
∫
f(s)=0
|g(s)| ds.
例 5.4. X = Lp(a, b), (1 < p <∞)とする．f, g ∈ X, f ̸= 0 のとき
[f, g]+ =
∫ b
a
|f(s)|p−1 sign(f(s))g(s) ds
/(∫ b
a
|f(s)|p ds
)(p−1)/p
.
例 5.5. X = C[a, b], (−∞ < a < b <∞) とする, f, g ∈ X, f ̸= 0 のとき
[f, g]+ = sup{sign(f(s))g(s); s ∈ [a, b], |f(s)| = ∥f∥L∞}.
命題 5.2. x, ξ, η ∈ X, α > 0とする．また, X において, xn → x, ξn → ξ,
(n→∞), とする．このとき, 次が成り立つ.
(1) [x,±αx+ ξ]+ = ±α∥x∥+ [x, ξ]+
(2) [x, αξ]+ = α[x, ξ]+, [x, ξ + η]+ ≤ [x, ξ]+ + [x, η]+
(3) [−x,−ξ]+ = [x, ξ]+, [αx, ξ]+ = [x, ξ]+
(4) |[x, ξ]+| ≤ ∥ξ∥
(5) lim supn→∞[xn, ξn]+ ≤ [x, ξ]+
証明. h > 0 を十分小とする. このとき, 次が成り立つ.
(∥x+ h(±αx+ ξ)∥ − ∥x∥)/h = ±α∥x∥+ (1± αh)(∥x+ h(1± αh)−1ξ∥ − ∥x∥)/h
(∥x+ h(αξ)∥ − ∥x∥)/h = α(∥x+ (αh)ξ∥ − ∥x∥)/(αh)
(∥x+ h(ξ + η)∥ − ∥x∥)/h ≤ (∥x+ 2hξ∥ − ∥x∥)/(2h) + (∥x+ 2hη∥ − ∥x∥)/(2h)
(∥−x+ h(−ξ)∥ − ∥−x∥)/h = (∥x+ hξ∥ − ∥x∥)/h
(∥αx+ hξ∥ − ∥αx∥)/h = (∥x+ (h/α)ξ∥ − ∥x∥)/(h/α)
|(∥x+ hξ∥ − ∥x∥)/h| ≤ ∥ξ∥
lim sup
n→∞
[xn, ξn]+ ≤ lim sup
n→∞
(∥xn + hξn∥ − ∥xn∥)/h = (∥x+ hξ∥ − ∥x∥)/h.
43
43
これらにおいて, それぞれ h ↓ 0 とすればよい.
命題 5.3. u : (a, b) → X , t ∈ (a, b) とする．もし, ∂+t u(t) (resp. ∂−t u(t)) が存在
すれば, ∂+t ∥u(t)∥ (resp. ∂−t ∥u(t)∥) も存在して,
∂+t ∥u(t)∥ = [u(t), ∂+t u(t)]+ (resp. ∂−t ∥u(t)∥ = [u(t), ∂−t u(t)]−)
が成り立つ. もし, ∂t∥u(t)∥ と ∂tu(t) が存在すれば
∂t∥u(t)∥ = [u(t), ∂tu(t)]+ = [u(t), ∂tu(t)]−
が成り立つ.
証明. h > 0 のとき,∣∣∥u(t+ h)∥ − ∥u(t) + h∂+t u(t)∥∣∣ ≤ ∥u(t+ h)− u(t)− h∂+t u(t)∥
だから, ∣∣(∥u(t+ h)∥ − ∥u(t)∥)/h− (∥u(t) + h∂+t u(t)∥ − ∥u(t)∥)/h∣∣
≤ ∥h−1(u(t+ h)− u(t))− ∂+t u(t)∥
である．ここで, h ↓ 0とすればよい. 左微分に関しても同様.
命題 5.4. A ⊂ X ×X, ω ∈ (−∞,∞) とする．
(1) A ∈ G(ω)であるためには, 任意の (x, ξ), (y, η) ∈ Aに対して,
[x− y, ξ − η]− ≤ ω∥x− y∥ (5.1)
が成り立つことが必要十分である.
(2) A ∈ G(ω)であるとき, 任意の (x, ξ), (y, η) ∈ Aに対して,
[x− y, ξ]− + [y − x, η]− ≤ ω∥x− y∥ (5.2)
が成り立つ.
証明. (x, ξ), (y, η) ∈ Aとする．A ∈ G(ω)と仮定し, λ > 0とすると,
∥x− y − λ(ξ − η)∥ ≥ (1− λω)∥x− y∥
λ−1(∥x− y − λ(ξ − η)∥ − ∥x− y∥) ≥ −ω∥x− y∥
が成り立つ． λ ↓ 0として,
[x− y,−(ξ − η)]+ ≥ −ω∥x− y∥
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を得る. 両辺に −1を乗じて, (5.1)を得る. 逆に (5.1)が成り立つとすると, 任意の
λ > 0に対して,
λ−1(∥x− y∥ − ∥x− y − λ(ξ − η)∥) ≤ [x− y, ξ − η]− ≤ ω∥x− y∥
が成り立つ.
一般に,
[x− y, ξ]− + [y − x, η]− = −([x− y,−ξ]+ + [y − x,−η]+)
= −([x− y,−ξ]+ + [x− y, η]+)
≤ −[x− y,−ξ + η]+
= [x− y, ξ − η]−
であるから, (5.1)から, (5.2)が従う.
A ⊂ X ×X とする．与えられた x ∈ X に対して
u′(t) ∈ Au(t), t > 0; u(0) = x
を満たす関数 u(t)を求める問題を抽象コーシー問題と言う. 但し, u′(t) = ∂tu(t)
である．この問題をACP(A, x)とかく.
定義 5.1. τ > 0とする. u : [0, τ ]→ X は [0, τ ]上で連続的に微分可能で, すべての
t ∈ [0, τ ] で (u(t), u′(t)) ∈ Aを満たし, u(0) = xであるとき, ACP(A, x)の [0, τ ]上
の古典解であると言う. u : [0, τ ]→ X は [0, τ ]上で絶対連続でかつ (0, τ)上でほと
んど至るところで微分可能で, ほとんどすべての t ∈ (0, τ) で (u(t), u′(t)) ∈ D(A)
を満たし, u(0) = xであるとき, ACP(A, x)の [0, τ ]上の強解であると言う. ε > 0
に対して, uεが ACP(A, xε)の [0, τ ]上の強解で, u : [0, τ ] → X が uεの ε ↓ 0の
ときの t ∈ [0, τ ]について一様な極限になっているとき, uを ACP(A, x)の弱解と
言う.
注意 5.1. 古典解は強解であり, 強解は弱解である.
注意 5.2. uがACP(A, x)の [0, τ ]上の古典解であるとき, すべての t ∈ [0, τ ] に対
して, u(t) ∈ D(A)である. uがACP(A, x)の [0, τ ]上の強解あるいは弱解であると
き, すべての t ∈ [0, τ ] に対して, u(t) ∈ D(A)である.
注意 5.3. u : [0, τ ]→ Xは任意の ε > 0に対して, δ > 0を適当にとれば, 互いに素
な [si, ti] ⊂ [0, τ ], (i = 1, 2, · · · , n)に対し,
n∑
i=1
(ti − si) < δ ならば
n∑
i=1
∥u(ti)− u(si)∥ < ε
が満たされるとき, [0, τ ] 上で絶対連続であると言う. X が無限次元のとき, [0, τ ]
上で絶対連続な関数は (0, τ)上で至るところ微分可能とは限らない. 実際に, X =
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L1(0,∞)とし, t ∈ [0,∞)のとき,
u(x, t) =
{
0, x > t
1, その他
とおくと, ∫ ∞
0
|u(x, t)− u(x, s)| dx = |t− s|
であるが, φ ∈ C∞0 (0,∞)のとき,
lim
h→0
∫ ∞
0
h−1(u(x, t+ h)− u(x, t))φ(x) dx = φ(t)
であることから, すべての t ∈ (0,∞)で u は微分可能でないことが従う. すべ
ての絶対連続な u : [0, τ ] → X が (0, τ)上でほとんどいたるところ微分可能で
あるとき, ノルム空間X はRadon-Nikody´m性を持つと言う. 回帰的な空間は
Radon-Nikody´m性を持つことが知られている. 証明については [50]または [63]を
参照.
例 5.6. X = (−∞,∞) を |·| をノルムとする, バナッハ空間とする. D = [0,∞),
t ∈ [0,∞) のとき,
T (t)x = (x− t)+ (5.3)
と定める. {T (t)}t≥0 の一般無限小生成素を Aとする:
Ax =
{
[−1, 0], x = 0
−1, x > 0.
(5.4)
各 x ∈ Dに対して,
u(t) = T (t)x
はACP(A, x)の強解になる.
以下では A ∈ G(ω)とする．
命題 5.5. u, uˆ を それぞれ, ACP(A, x), ACP(A, xˆ) の [0, τ ]上の弱解とする．こ
のとき,
∥u(t)− uˆ(t)∥ ≤ eωt∥x− xˆ∥, t ∈ [0, τ ]
が成り立つ. 特に, ACP(A, x)の弱解は存在すれば, 初期値 x により一意に決まる.
証明. u, uˆをそれぞれ, ACP(A, x), ACP(A, xˆ)の [0, τ ]上の強解とする．f(t) =
∥u(t)− uˆ(t)∥ は [0, τ ]上で絶対連続にあり, (0, τ)上でほとんどいたるところ微分可
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能である. u(t)− uˆ(t)も (0, τ)上でほとんどいたるところ微分可能であるから, ほ
とんどすべての t ∈ (0, τ)に対して
∂t∥u(t)− uˆ(t)∥ = [u(t)− uˆ(t), u′(t)− uˆ′(t)]−
が成り立つ. ところが,ほとんどすべての t ∈ (0, τ)に対して, (u(t), u′(t)), (uˆ(t), uˆ′(t)) ∈
A で, A ∈ G(ω)であるから, ほとんどすべての t ∈ (0, τ)に対して
[u(t)− uˆ(t), u′(t)− uˆ′(t)]− ≤ ω∥u(t)− uˆ(t)∥
が成り立つ. 故に, ほとんどすべての t ∈ (0, τ)に対して
∂t∥u(t)− uˆ(t)∥ ≤ ω∥u(t)− uˆ(t)∥
∂t
(
e−ωt∥u(t)− uˆ(t)∥) ≤ 0
が成り立つ. 積分して, t ∈ [0, τ ]のとき,
e−ωt∥u(t)− uˆ(t)∥ − ∥u(0)− uˆ(0)∥ ≤ 0
となる. uε, uˆε をそれぞれACP(A, xε), ACP(A, xˆε) [0, τ ]上の強解とする.
e−ωt∥uε(t)− uˆε(t)∥ − ∥uε(0)− uˆε(0)∥ ≤ 0
が成り立つ. u, uˆをそれぞれ uε, uˆεの ε ↓ 0としたときの一様極限とすれば
e−ωt∥u(t)− uˆ(t)∥ − ∥u(0)− uˆ(0)∥ ≤ 0
となる.
定義 5.2. u : [0, τ ] → X は連続で, u(0) = xとする．任意の [s, t] ⊂ [0, τ ]と
(y, η) ∈ A に対して,
∥u(t)− y∥ − ∥u(s)− y∥+
∫ t
s
[y − u(σ), η]− dσ ≤ ω
∫ t
s
∥u(σ)− y∥ dσ
が成り立つとき, u は ACP(A, x)の（タイプ ωの）積分解と呼ばれる.
命題 5.6. ACP(A, x)の弱解はACP(A, x)の一意的な積分解を与える.
証明. uをACP(A, x)の [0, τ ]上の強解とする. (y, η) ∈ Aとする. ほとんどすべ
ての t ∈ (0, τ) に対して,
∂t∥u(t)− y∥ = [u(t)− y, u′(t)]−
[u(t)− y, u′(t)]− + [y − u(t), η]− ≤ ω∥u(t)− y∥
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が成り立つ. よって,
∂t∥u(t)− y∥+ [y − u(t), η]− ≤ ω∥u(t)− y∥
が成り立つ. 積分して, 任意の [s, t] ⊂ [0, τ ]に対して,
∥u(t)− y∥ − ∥u(s)− y∥+
∫ t
s
[y − u(σ), η]− dσ ≤ ω
∫ t
s
∥u(σ)− y∥ dσ
が成り立つ. よって, u はACP(A, x)の [0, τ ] 上の積分解である. 極限移行により,
弱解も積分解であることがわかる. 但し, 汎関数 [·, ·]− がX ×X で下半連続であ
ることを用いる.
vをACP(A, x)の [0, τ ]上の積分解, uをACP(A, x)の [0, τ ]上の強解とする．任
意の [s, t] ⊂ [0, τ ], (y, η) ∈ Aに対して,
∥v(t)− y∥ − ∥v(s)− y∥+
∫ t
s
[y − v(σ), η]− dσ ≤ ω
∫ t
s
∥v(σ)− y∥ dσ
が成り立つ. ほとんどすべての σˆ ∈ (0, τ) に対して, (u(σˆ), u′(σˆ)) ∈ A だから, 上
で (y, η) = (u(σˆ), u′(σˆ)) として, ほとんどすべての σˆ ∈ (0, τ)に対して,
∥v(t)− u(σˆ)∥ − ∥v(s)− u(σˆ)∥+
∫ t
s
[u(σˆ)− v(σ), u′(σˆ)]− dσ
≤ ω
∫ t
s
∥v(σ)− u(σˆ)∥ dσ
が成り立つ.
[u(σˆ)− v(σ), u′(σˆ)]− = ∂σˆ∥u(σˆ)− v(σ)∥
であるから, σˆに対して, [sˆ, tˆ] ⊂ [0, τ ]上で積分すると,∫ tˆ
sˆ
(∥v(t)− u(σˆ)∥ − ∥v(s)− u(σˆ)∥) dσˆ +
∫ t
s
(∥u(tˆ)− v(σ)∥ − ∥u(sˆ)− v(σ)∥) dσ
≤ ω
∫ t
s
∫ tˆ
sˆ
∥v(σ)− u(σˆ)∥ dσˆdσ
を得る. 極限移行により, これは uが弱解のときも成り立つ. 次の補題により,
t ∈ [0, τ ]に対して,
∥v(t)− u(t)∥ ≤ eωt∥v(0)− u(0)∥ = 0
が成り立つ.
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補題 5.1. ω ∈ (−∞,∞)とする. f : [0, τ ] × [0, τ ] → (−∞,∞) は連続で, 任意の
[s, t], [sˆ, tˆ] ∈ [0, τ ] に対して,∫ tˆ
sˆ
(f(t, σˆ)− f(s, σˆ)) dσˆ +
∫ t
s
(
f(σ, tˆ)− f(σ, sˆ)) dσ
≤ ω
∫ t
s
∫ tˆ
sˆ
f(σ, σˆ) dσˆdσ
が成り立つものとする．このとき任意の [s, t] ⊂ [0, τ ]に対して
e−ωtf(t, t) ≤ e−ωsf(s, s)
が成り立つ.
証明. τ > h > 0を固定する. t ∈ [0, τ − h] に対して,
F (t) =
∫ t+h
t
∫ t+h
t
f(σ, σˆ) dσdσˆ
とおく．仮定から, t ∈ (0, τ − h)に対して,
∂tF (t) ≤ ωF (t)
が成り立つから,
∂t(e
−ωtF (t)) ≤ 0
である．よって, [s, t] ⊂ [0, τ − h]のとき,
e−ωt
∫ t+h
t
∫ t+h
t
f(σ, σˆ) dσdσˆ ≤ e−ωs
∫ s+h
s
∫ s+h
s
f(σ, σˆ) dσdσˆ
となる．両辺を h2で除してから h ↓ 0とすればよい.
Aの X × X における閉包を A とかく. A ∈ G(ω)だから，A ∈ G(ω)である．
D ⊂ X, y ∈ Xに対し,
d(D, y) = inf{∥z − y∥; z ∈ D}
とかく.
命題 5.7. uをACP(A, x)の [0, τ ]上の積分解とする. t ∈ (0, τ) において uは微分
可能とする. このとき, (u(t), u′(t)) ∈ Aであるためには
lim inf
h↓0
h−1d(R(I − hA), u(t− h)) = 0 (5.5)
であることが必要十分である.
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証明. uは tで微分可能だから,
u(t+ h) = u(t) + hu′(t) + hρ(h) (5.6)
とかくと, h → 0のとき, ρ(h) → 0である．uは積分解であるので, (xˆ, ξˆ) ∈ A ,
h > 0 とすると,
h−1 (∥u(t+ h)− xˆ∥ − ∥u(t)− xˆ∥) + h−1
∫ t+h
t
[xˆ− u(σ), ξˆ]− dσ
≤ ωh−1
∫ t+h
t
∥u(σ)− xˆ∥ dσ
である. よって, h ↓ 0として,
[u(t)− xˆ, u′(t)]+ + [xˆ− u(t), ξˆ]− ≤ ω∥u(t)− xˆ∥
を得る.
[u(t)− xˆ, u′(t)]+ + [xˆ− u(t), ξˆ]− = [u(t)− xˆ, u′(t)]+ − [u(t)− xˆ, ξˆ]+
≥ −[u(t)− xˆ, ξˆ − u′(t)]+
= [u(t)− xˆ, u′(t)− ξˆ]−
であるから,
[u(t)− xˆ, u′(t)− ξˆ]− ≤ ω∥u(t)− xˆ∥ (5.7)
が成り立つ.
(u(t), u′(t)) ∈ A と仮定する. h ↓ 0のとき
h−1d(R(I − hA), u(t− h)) = h−1d(R(I − hA), u(t− h))
≤ h−1∥u(t)− hu′(t)− u(t− h)∥ = ∥ρ(h)∥ → 0
である．
逆に, (5.5)を仮定する. hn > 0, (xn, ξn) ∈ Aが存在して, n→∞のとき, hn → 0,
εn = h
−1
n ((xn − hnξn)− u(t− hn))→ 0となる. このと，
u(t− hn) = xn − hnξn − hnεn
である. (5.6)において，h = −hnとおいて,
u(t− hn) = u(t)− hnu′(t)− hnρ(−hn)
であるから,
u(t)− xn = hn(u′(t)− ξn) + hn(ρ(−hn)− εn)
u′(t)− ξn = h−1n (u(t)− xn)− (ρ(−hn)− εn) (5.8)
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である. (5.7)で，(xˆ, ξˆ) = (xn, ξn)にとって
[u(t)− xn, u′(t)− ξn]− ≤ ω∥u(t)− xn∥
[u(t)− xn, h−1n (u(t)− xn)− (ρ(−hn)− εn)]− ≤ ω∥u(t)− xn∥
h−1n ∥u(t)− xn∥+ [u(t)− xn,−(ρ(−hn)− εn)]− ≤ ω∥u(t)− xn∥
h−1n ∥u(t)− xn∥ ≤ ω∥u(t)− xn∥+ ∥ρ(−hn)− εn∥
(1− hnω)h−1n ∥u(t)− xn∥ ≤ ∥ρ(−hn)− εn∥
を得る. よって, n→∞のとき h−1n (u(t)− xn)→ 0 である．したがって, (5.8)に
より，(xn, ξn)→ (u(t), u′(t)) である．故に, (u(t), u′(t)) ∈ Aである．
以下では, D ⊃ D(A)で, ある λ0 ∈ (0, 1/ω+) に対し,
R(I − λA) ⊃ D, λ ∈ (0, λ0] (5.9)
が成り立つことを仮定する. A が生成する半群を {T (t)}t≥0 ∈ S(D(A), ω) とかく.
また, Jλ = (I − λA)−1と書く. λ ∈ (0, λ0], x ∈ Dとする．t ∈ [0,∞)のとき
uλ(t) = J
[t/λ]
λ x
とおく. このとき
λ−1(uλ(t)− uλ(t− λ)) ∈ Auλ(t), t ≥ λ (5.10)
uλ(t) = x, 0 ≤ t < λ (5.11)
が成り立つ.
定理 5.1. 任意の x ∈ D(A) に対して, u(t) = T (t)x はACP(A, x)の一意的な積分
解になる.
証明. 極限操作により, x ∈ D(A)の場合に調べれば十分である. x ∈ D(A),
uλ(t) = J
[t/λ]
λ xとし, (xˆ, ξˆ) ∈ Aとする. t ≥ λのとき, (5.10)から,
[uλ(t)− xˆ, λ−1(uλ(t)− uλ(t− λ))]− + [xˆ− uλ(t), ξˆ]− ≤ ω∥uλ(t)− xˆ∥,
λ−1 (∥uλ(t)− xˆ∥ − ∥uλ(t− λ)− xˆ∥) + [xˆ− uλ(t), ξˆ]− ≤ ω∥uλ(t)− xˆ∥
を得る. n ≥ m ≥ 1を整数とし, 両辺を tに関して, mλから nλまで積分すると,
λ−1
(∫ nλ
mλ
∥uλ(t)− xˆ∥ dt−
∫ nλ
mλ
∥uλ(t− λ)− xˆ∥ dt
)
+
∫ nλ
mλ
[xˆ− uλ(t), ξˆ]− dt
≤ ω
∫ nλ
mλ
∥uλ(t)− xˆ∥ dt
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である．
λ−1
(∫ nλ
mλ
∥uλ(t)− xˆ∥ dt−
∫ nλ
mλ
∥uλ(t− λ)− xˆ∥ dt
)
= λ−1
(∫ nλ
mλ
∥uλ(t)− xˆ∥ dt−
∫ (n−1)λ
(m−1)λ
∥uλ(t)− xˆ∥ dt
)
= λ−1
(∫ nλ
(n−1)λ
∥uλ(t)− xˆ∥ dt−
∫ mλ
(m−1)λ
∥uλ(t)− xˆ∥ dt
)
= ∥uλ((n− 1)λ)− xˆ∥ − ∥uλ((m− 1)λ)− xˆ∥
であるから, t ≥ s > 0 に対して, n = [t/λ], m = [s/λ] とおいて, λ ↓ 0とすれば,
[xˆ− u(σ), ξˆ]− ≤ lim inf
λ↓0
[xˆ− uλ(σ), ξˆ]− であるから，
∥u(t)− xˆ∥ − ∥u(s)− xˆ∥+
∫ t
s
[xˆ− u(σ), ξˆ]− dσ
≤ ω
∫ t
s
∥u(σ)− xˆ∥ dσ
となる. 連続性から, これは s = 0のときも成り立つ. よって, u はACP(A, x)の
積分解である.
vをACP(A, x)の積分解とする. 任意の [s, t] ⊂ [0,∞)と (xˆ, ξˆ) ∈ A に対して,
∥v(t)− xˆ∥ − ∥v(s)− xˆ∥+
∫ t
s
[xˆ− v(σ), ξˆ]− dσ
≤ ω
∫ t
s
∥v(σ)− xˆ∥ dσ
が成り立つ. σˆ ≥ λのとき, (xˆ, ξˆ) = (uλ(σˆ), λ−1(uλ(σˆ)− uλ(σˆ − λ))) を代入して,
∥v(t)− uλ(σˆ)∥ − ∥v(s)− uλ(σˆ)∥
+
∫ t
s
[uλ(σˆ)− v(σ), λ−1(uλ(σˆ)− uλ(σˆ − λ))]− dσ ≤ ω
∫ t
s
∥v(σ)− uλ(σˆ)∥ dσ
∥v(t)− uλ(σˆ)∥ − ∥v(s)− uλ(σˆ)∥
+
∫ t
s
λ−1 (∥uλ(σˆ)− v(σ)∥ − ∥uλ(σˆ − λ)− v(σ)∥) dσ ≤ ω
∫ t
s
∥v(σ)− uλ(σˆ)∥ dσ
を得る. tˆ ≥ sˆ ≥ λとし, 両辺を σˆに関して, [sˆ/λ]λから, [tˆ/λ]λまで積分して, λ ↓ 0
とすることにより,∫ tˆ
sˆ
(∥v(t)− u(σˆ)∥ − ∥v(s)− u(σˆ)∥) dσˆ +
∫ t
s
(∥u(tˆ)− v(σ)∥ − ∥u(sˆ)− v(σ)∥) dσ
≤ ω
∫ t
s
∫ tˆ
sˆ
∥v(σ)− u(σˆ)∥ dσdσˆ
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を得る. 補題 5.1により, t ≥ 0のとき
∥u(t)− v(t)∥ ≤ eωt∥u(0)− v(0)∥ = 0
を得る.
定理 5.2. X は Radon-Nikody´m性を持つと仮定する. 任意の x ∈ D(A) に対し
て, u(t) = T (t)x は ACP(A, x)の一意的な弱解になる. 特に, x ∈ D(A)のとき,
u(t) = T (t)x はACP(A, x)の一意的な強解になる.
証明. x ∈ D(A)とすると, u(t)は局所的にリプシッツ連続になる. XはRadon-
Nikody´m性を持つと仮定しているから, ほとんどすべての t ∈ (0,∞)で微分可能
である. 仮定 (5.9)から条件 (5.5)が満されていて，uは ACP(A, x)の積分解であ
るから, 命題 5.7により, ほとんどすべての t ∈ (0,∞)に対し (u(t), u′(t)) ∈ Aで
ある．すなわち u は ACP(A, x)の強解になる. x ∈ D(A)のとき, xn ∈ D(A)を
xn → xであるようにとり, un(t) = T (t)xn とおく. un はACP(A, xn)の強解であ
り, uに [0,∞)上で広義一様収束する. よって, u(t) はACP(A, x)の弱解になる.
定理 5.3. D(A)は閉で, Aは D(A)上で一価連続とする. 任意の x ∈ D(A) に対
して, u(t) = T (t)x はACP(A, x)の一意的な古典解になる.
空間XがRadon-Nikody´m性をもたないときは, 次の例が示すように, 半群は弱
解を与えるとは限らない.
例 5.7. X = C[0, 1]とし, u ∈ Xに対して,
(T (t)u)(s) = (u(s)− t)+ − (u(s) + t)−, s ∈ [0, 1], t ∈ [0,∞)
と定めると, {T (t)}t≥0は X上の縮小半群になる．ある v ∈ Xに対して
s ∈ [0, 1]のとき，|v(s)| ≤ 1, u(s) ̸= 0のとき，v(s) = − sign(u(s))
となる u ∈ Xの全体をD(A)とし，このような vの全体をAuとする．{T (t)}t ≥ 0
の一般無限小生成素はA で与えられる. D(A) = Xで, Aは
R(I − λA) = X, λ > 0
をみたし,
(I − λA)−1u = T (λ)u, λ > 0
である. よって, {T (t)}t≥0 は Aで生成される半群である. u0 ∈ X を集合 {s ∈
[0, 1]; u0(s) > 0} と {s ∈ [0, 1]; u0(s) < 0}が空でない関数とする. このとき,
u(t) = T (t)u0は, ACP(A, u0)の弱解にならない.
演習問題 5.1. 例 5.2,5.3,5.4,5.5を検証せよ.
演習問題 5.2. 定理 5.3を証明せよ.
演習問題 5.3. 例 5.7を詳しく検証せよ.
53
53
6 ソボレフ空間
u ∈ L2(−∞,∞)とする．ある v ∈ L2(−∞,∞)が存在して,任意の φ ∈ C∞0 (−∞,∞)
に対して, ∫ ∞
−∞
u∂xφdx = −
∫ ∞
−∞
vφ dx,
が成り立つとき, uは (−∞,∞)上でL2-微分可能という．このとき, v ∈ L2(−∞,∞)
は一意に定まるので, v = ∂xu とかく. また,このような u の全体を H1(−∞,∞)
とかく. H1(−∞,∞) は L2(−∞,∞) の線形部分空間になり, u, v ∈ H1(−∞,∞),
α ∈ (−∞,∞) のとき,
∂x(u+ v) = ∂xu+ ∂xv, ∂x(αu) = α∂xu
が成り立つ．u, v ∈ H1(−∞,∞)のとき,
⟨u, v⟩H1 =
∫ ∞
−∞
(uv + ∂xu∂xv) dx
と定めて, H1(−∞,∞) は内積空間になる. 対応 u → (u, ∂xu) は H1(−∞,∞) か
ら L2(−∞,∞) × L2(−∞,∞) の中への等距離作用素で,その像は L2(−∞,∞) ×
L2(−∞,∞) の閉線形部分空間になる. よって, H1(−∞,∞) は可分なHilbert空間
である. 帰納的に,
Hk+1(−∞,∞) = {u ∈ Hk(−∞,∞); ∂xu ∈ Hk(−∞,∞)}, k = 1, 2, . . .
と定める. Hk(−∞,∞)をソボレフ空間と言う.
命題 6.1. C∞0 (−∞,∞) は H1(−∞,∞) で稠密である.
証明. ζ ∈ C∞0 (−∞,∞)は 0 ≤ ζ ≤ 1を満たし, |x| ≤ 1のとき, ζ(x) = 1, |x| ≥ 2
のとき ζ(x) = 0 であるとする. ε > 0に対して,
ζε(x) = ζ(εx)
とおく. u ∈ H1(−∞,∞) に対して,
uε(x) =
∫ ∞
−∞
u(y)φε(x− y) dy
とおく．このとき ζεuε ∈ C∞0 (−∞,∞) である.
∥ζεuε − u∥L2 ≤ ∥ζεuε − ζεu∥L2 + ∥ζεu− u∥L2
≤ ∥uε − u∥L2 + ∥ζεu− u∥L2
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より ε ↓ 0 のとき, ζεuεは uに L2(−∞,∞) で収束する.
(∂xuε)(x) =
∫ ∞
−∞
u(y)(∂xφε)(x− y) dy
= −
∫ ∞
−∞
u(y)∂y (φε(x− y)) dy
=
∫ ∞
−∞
(∂xu)(y)φε(x− y) dy
である. よって, 上と同様に ζε∂xuε は ∂xuに L2(−∞,∞) で収束する. 一方,
|(∂xζε)(x)| = ε|(∂xζ)(εx)| ≤ ε∥∂xζ∥L∞
である． よって,
∥uε∂xζε∥L2 ≤ ε∥∂xζ∥L∞∥uε∥L2 ≤ ε∥∂xζ∥L∞∥u∥L2
であり, uε∂xζε は L2(−∞,∞) で 0 に収束する. 故に,
∂x(ζεuε) = ζε∂xuε + uε∂xζε
は ∂xuに L2(−∞,∞) で収束する.
命題 6.2.(1) u ∈ H1(−∞,∞)は零集合を無視して, u ∈ C(−∞,∞)∩L∞(−∞,∞)
と考えてよく, さらに
|u(x)− u(y)| ≤ ∥∂xu∥L2 |x− y|1/2, x, y ∈ (−∞,∞),
∥u∥L∞ ≤ ∥u∥H1 , lim|x|→∞u(x) = 0
が成り立つ.
(2) u, v ∈ H1(−∞,∞) のとき, uv ∈ H1(−∞,∞) で,
∂x(uv) = u∂xv + v∂xu∫ ∞
−∞
u∂xv dx = −
∫ ∞
−∞
v∂xu dx
が成り立つ.
(3) G ∈ C1(−∞,∞) は G(0) = 0 を満たすとする. u ∈ H1(−∞,∞) に対して,
G(u) = G ◦ u ∈ H1(−∞,∞) で,
∂xG(u) = G
′(u)∂xu
となる．
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証明. u ∈ C∞0 (−∞,∞) のとき,
u(x)2 =
∫ x
−∞
2u(y)(∂xu)(y) dy
≤
∫ x
−∞
u(y)2 + (∂xu)(y)
2 dy
≤ ∥u∥2H1
である．u ∈ H1(−∞,∞) に対して, uε ∈ C∞0 (−∞,∞) を ε ↓ 0 のとき, uε が
u に H1(−∞,∞) で収束するようにとる. このとき, 上の評価から, uε はある
v ∈ C(−∞,∞) ∩ L∞(−∞,∞) に一様収束する. uε は u に L2(−∞,∞) で収束し
ているから, ほとんどいたるとこる, u(x) = v(x) である．また, 上の評価から,
v(x)2 ≤
∫ x
−∞
u(y)2 + (∂xu)(y)
2 dy
が成り立ち, x→ −∞ のとき, v(x)→ 0 である．同様にして,
v(x)2 ≤
∫ ∞
x
u(y)2 + (∂xu)(y)
2 dy
も成り立ち, x→∞ のとき, v(x)→ 0 である．u ∈ C∞0 (−∞,∞) のとき,
u(x)− u(y) =
∫ x
y
(∂xu)(t) dt
|u(x)− u(y)| ≤
����∫ x
y
|(∂xu)(t)| dt
���� ≤ |x− y|1/2∥∂xu∥L2
が成り立つ．よって,
|v(x)− v(y)| ≤ |x− y|1/2∥∂xu∥L2
も成り立つ.
u, v ∈ H1(−∞,∞)に対して, uε, vε ∈ C∞0 (−∞,∞)を ε ↓ 0のときH1(−∞,∞)
で, それぞれ u, v に収束するようにとる. このとき, uε, vε は ε ↓ 0 のとき
L∞(−∞,∞) で, それぞれ u, v に収束する. したがって, uεvε は uv にL2(−∞,∞)
で収束し,
∂x(uεvε) = uε∂xvε + vε∂xuε
は u∂xv + v∂xu に L2(−∞,∞) で収束する. 故に, φ ∈ C∞0 (−∞,∞) のとき,∫ ∞
−∞
uεvε∂xφdx = −
∫ ∞
−∞
(uε∂xvε + vε∂xuε)φdx
で, ε ↓ 0 として, uv ∈ H1(−∞,∞) で, ∂x(uv) = u∂xv + v∂xu であることがわか
る. また, ∫ ∞
−∞
uε∂xvε dx = −
∫ ∞
−∞
vε∂xuε dx
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において, ε ↓ 0として, ∫ ∞
−∞
u∂xv dx = −
∫ ∞
−∞
v∂xu dx
を得る.
G ∈ C1(∞,∞) は G(0) = 0 とする. このとき, G(uε) ∈ C10(−∞,∞) で, ε ↓ 0
のとき G(uε) は L∞(−∞,∞) で, G(u) に一様収束する.
|G(u(x))| ≤ |u(x)| sup{|G′(r)|; |r| ≤ ∥u∥L∞}
であるから, G(u) ∈ L2(−∞,∞) である．φ ∈ C∞0 (−∞,∞) のとき,∫ ∞
−∞
G(uε)∂xφdx = −
∫ ∞
−∞
G′(uε)φ∂xuε dx
において, ε ↓ 0とすることにより,∫ ∞
−∞
G(u)∂xφdx = −
∫ ∞
−∞
G′(u)φ∂xu dx
を得る. G′(u)∂xu ∈ L2(−∞,∞) だから, G(u) ∈ H1(−∞,∞) で, ∂xG(u) =
G′(u)∂xu である．
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7 粘性を伴う単独保存則に支配される半群
ν を正の定数, F を既知関数とするとき, スカラー量 u = u(x, t) に関する
∂tu+ ∂xF (u) = ν∂
2
xu
という形の偏微分方程式で記述される法則を u に関する粘性を伴う単独保存則と
いう．ν∂2xuを粘性項と言う.
例えば, 交通流の方程式
∂tρ+ ∂x(ρv) = 0
において,
v = V (ρ)− ν ∂xρ
ρ
とおいてこのような方程式を得る. ∂xρ/ρ の値が正で大きいほど前方が渋滞して
いることを意味し, ∂xρ/ρ の値が負で小さいほど後方が渋滞していることを意味す
る．vが上の形で与えられるのは, 前方が渋滞しているときは,それに見合って速
度を落とし, 後方が渋滞してときは, それに見合って速度を上げる場合である. こ
のとき, 車はスムーズに流れるであろう.
F ∈ C1(−∞,∞) とし, ν > 0 とする．
命題 7.1. F ′(r) は−∞ < r <∞ で有界であると仮定する. λ0 > 0 を
λ0∥F ′∥2L∞ < 2ν,
を満たすようにとる. λ ∈ (0, λ0] と, f ∈ L2(−∞,∞) に対して, u ∈ H2(−∞,∞)
で, 次を満たすものが存在する.
u− λ (ν∂2xu− F ′(u)∂xu) = f. (7.1)
もし,さらに, f ∈ L1(−∞,∞)∩L∞(−∞,∞)ならば, u ∈ L1(−∞,∞)∩L∞(−∞,∞)
で
∥u∥Lp ≤ ∥f∥Lp , p = 1, ∞
が成り立つ.
証明. λ ∈ (0, λ0], f ∈ L2(−∞,∞)とし, 固定する. H = H1(−∞,∞) を
⟨u, v⟩H =
∫ ∞
−∞
(uv + λν∂xu∂xv) dx
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を内積とする Hilbert空間と考える. u ∈ H = H1(−∞,∞)とする．v ∈ H =
H1(−∞,∞)のとき,
|
∫ ∞
−∞
(f − λF ′(u)∂xu) v dx|
≤
∫ ∞
−∞
(|f |+ λ∥F ′∥L∞ |∂xu|) |v| dx
≤ 1 ∨ (λ∥F ′∥L∞)
∫ ∞
−∞
(|f |+ |∂xu|) |v| dx
≤ 1 ∨ (λ∥F ′∥L∞)(∥f∥L2 + ∥∂xu∥L2)∥v∥L2
≤ 1 ∨ (λ∥F ′∥L∞)(∥f∥L2 + ∥∂xu∥L2)∥v∥H
であるから, Rieszの定理により, w ∈ H = H1(−∞,∞) が一意的に存在して, 任意
の v ∈ H = H1(−∞,∞) に対して∫ ∞
−∞
(wv + λν∂xw∂xv) dx =
∫ ∞
−∞
(fv − λF ′(u)v∂xu) dx
=
∫ ∞
−∞
(fv − λ∂x(F (u)− F (0))v) dx
=
∫ ∞
−∞
(fv + λ(F (u)− F (0))∂xv) dx
が成り立つ. このとき, w = Tu とおいて, T : H → H を定める. u, uˆ ∈ H とし,
w = Tu, wˆ = T uˆ とする．このとき,∫ ∞
−∞
((w − wˆ)v + λν∂x(w − wˆ)∂xv) dx
= λ
∫ ∞
−∞
(F (u)− F (uˆ))∂xv dx
である． ここで, v = w − wˆ とおくと,∫ ∞
−∞
(
(w − wˆ)2 + λν(∂x(w − wˆ))2
)
dx
= λ
∫ ∞
−∞
(F (u)− F (uˆ))∂x(w − wˆ) dx
≤ λ
∫ ∞
−∞
∥F ′∥L∞|u− uˆ||∂x(w − wˆ)| dx
≤ λ
2
∫ ∞
−∞
∥F ′∥2L∞
ν
|u− uˆ|2 + ν|∂x(w − wˆ)|2 dx
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であるから, ∫ ∞
−∞
(
(w − wˆ)2 + λν
2
(∂x(w − wˆ))2
)
dx
≤ λ∥F
′∥2L∞
2ν
∫ ∞
−∞
(u− uˆ)2 dx
である． H = H1(−∞,∞) を
d(u, uˆ) =
(∫ ∞
−∞
(
(u− uˆ)2 + λν
2
(∂x(u− uˆ))2
)
dx
)1/2
を距離とする完備な距離空間と考える. 上の評価から,
d(Tu, T uˆ) ≤
√
λ∥F ′∥2L∞
2ν
d(u, uˆ), u, uˆ ∈ H
が成り立つから,縮小写像の原理により, Tu = uとなるu ∈ H = H1(−∞,∞)が存
在する. すなわち u ∈ H1(−∞,∞) が存在して, 任意の v ∈ H1(−∞,∞)に対して∫ ∞
−∞
(uv + λν∂xu∂xv) dx =
∫ ∞
−∞
(fv − λF ′(u)v∂xu) dx (7.2)
が成り立つ. f ∈ L2(−∞,∞) で，u ∈ H1(−∞,∞) だから, u ∈ H2(−∞,∞) が
従い,
u− λν∂2xu = f − λF ′(u)∂xu
が成り立つ.
とくに, f ∈ L1(−∞,∞) ∩ L∞(−∞,∞) とする. ε > 0 のとき, v = hε(u− ε) ∈
H1(−∞,∞) で ∂xv = h′ε(u− ε)∂xu だから, これを (7.2)に代入して,∫ ∞
−∞
(u− f)hε(u− ε) dx
= −λν
∫ ∞
−∞
h′ε(u− ε)(∂xu)2 dx− λ
∫ ∞
−∞
F ′(u)hε(u− ε)∂xu dx
≤ −λ
∫ ∞
−∞
∂x
(∫ u
0
F ′(r)hε(r − ε) dr
)
dx
となる.
∫ u
0
F ′(r)hε(r − ε) dr は C1 級で lim|x|→∞ u(x) = 0 だから, 上の最右辺は
0である．故に,∫ ∞
−∞
uhε(u− ε) dx ≤
∫ ∞
−∞
fhε(u− ε) dx ≤
∫ ∞
−∞
f+hε(u− ε) dx ≤
∫ ∞
−∞
f+ dx
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である．uhε(u− ε) ≥ 0だから, Fatouの補題により∫ ∞
−∞
u+ dx ≤
∫ ∞
−∞
f+ dx
となる．v = −hε(−u− ε)とし，同様に議論すれば,∫ ∞
−∞
u− dx ≤
∫ ∞
−∞
f− dx
も示せる. 故に, u ∈ L1(−∞,∞) で∫ ∞
−∞
|u| dx ≤
∫ ∞
−∞
|f | dx
である．M ≥ 0 とし, ほとんどいたるところ f(x) ≤ M であるとする．v =
hε(u− ε−M) とおくと, v ∈ H1(−∞,∞) だから, 上と同様に∫ ∞
−∞
uhε(u− ε−M) dx ≤
∫ ∞
−∞
fhε(u− ε−M) dx
が従う.
|hε(u− ε−M)| = |hε(u− ε−M)− hε(−ε−M)| ≤ |u|∥h′ε∥∞
だから, hε(u− ε−M) ∈ L1(−∞,∞) である． そこで, 上の両辺から∫ ∞
−∞
Mhε(u− ε−M) dx
を減じて,∫ ∞
−∞
(u−M)hε(u− ε−M) dx ≤
∫ ∞
−∞
(f −M)hε(u− ε−M) dx ≤ 0
となる. (u−M)hε(u− ε−M) ≥ 0だから, ほとんどいたるところ
(u−M)hε(u− ε−M) = 0
である．ε ↓ 0 として, ほとんどいたるところ
(u−M)+ = 0
である． よって, ほとんどいたるところ u ≤M である．同様にして, ほとんどい
たるところ f ≥ −M のとき, ほとんどいたるところ u ≥ −M である．
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定義 7.1.
D(Aν) = {u ∈ L1(−∞,∞) ∩H2(−∞,∞); ν∂2xu− F ′(u)∂xu ∈ L1(−∞,∞)}
とし,
Aνu = ν∂
2
xu− F ′(u)∂xu, u ∈ D(Aν)
で L1(−∞,∞) の作用素を定める.
定理 7.1. Aν は L1(−∞,∞)で消散的で, R(I−λAν) ⊃ L1(−∞,∞)∩L∞(−∞,∞),
(λ > 0) が成り立つ． さらに, f ∈ L1(−∞,∞) ∩ L∞(−∞,∞), (λ > 0)のとき,
∥(I − λAν)−1f∥Lp ≤ ∥f∥Lp , p = 1,∞
が成り立つ.
証明. u, uˆ ∈ D(Aν), λ > 0 とする．
u− λAνu = f, uˆ− λAν uˆ = fˆ
とかく.
λ−1(u− uˆ− (f − fˆ)) = ν∂2x(u− uˆ)− ∂x(F (u)− F (uˆ))
と書ける．φ ∈ C∞0 (−∞,∞) を非負とし, v = hε(u− uˆ)φ とする.
∂xv = h
′
ε(u− uˆ)∂x(u− uˆ)φ+ hε(u− uˆ)∂xφ
であるから,
λ−1
∫ ∞
−∞
(
(u− uˆ)− (f − fˆ)
)
hε(u− uˆ)φdx
= ν
∫ ∞
−∞
∂2x(u− uˆ)hε(u− uˆ)φdx−
∫ ∞
−∞
∂x(F (u)− F (uˆ))hε(u− uˆ)φdx
= −ν
∫ ∞
−∞
∂x(u− uˆ) (h′ε(u− uˆ)∂x(u− uˆ)φ+ hε(u− uˆ)∂xφ) dx
+
∫ ∞
−∞
(F (u)− F (uˆ)) (h′ε(u− uˆ)∂x(u− uˆ)φ+ hε(u− uˆ)∂xφ) dx
≤ −ν
∫ ∞
−∞
∂x(u− uˆ)hε(u− uˆ)∂xφdx
+
∫ ∞
−∞
(F (u)− F (uˆ))h′ε(u− uˆ)∂x(u− uˆ)φdx
+
∫ ∞
−∞
(F (u)− F (uˆ))hε(u− uˆ)∂xφdx
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である． よって,
λ−1
∫ ∞
−∞
(
(u− uˆ)− (f − fˆ)
)
hε(u− uˆ)φdx
≤ ν
∫ ∞
−∞
Φε(u− uˆ)∂2xφdx
+
∫ ∞
−∞
|(u− uˆ)h′ε(u− uˆ)||∂x(u− uˆ)φ| dx · sup{|F ′(r)|; |r| ≤ ∥u∥L∞ ∨ ∥uˆ∥L∞}
+
∫ ∞
−∞
(F (u)− F (uˆ))hε(u− uˆ)∂xφdx
である．|(u− uˆ)h′ε(u− uˆ)| は有界で, かつ ε ↓ 0 のとき消えるから, 上の式の右辺
第 2項は ε ↓ 0 のとき消える. 第 1項と第 3項はそれぞれ, ε ↓ 0 のとき
ν
∫ ∞
−∞
(u− uˆ)+∂2xφdx,
∫ ∞
−∞
(F (u)− F (uˆ)) sign+(u− uˆ)∂xφdx
に収束する. 一方, 最左辺より,
λ−1
∫ ∞
−∞
(
(u− uˆ)hε(u− uˆ)− (f − fˆ)+
)
φdx
の方が小さいかまたは等しく, これは ε ↓ 0 のとき
λ−1
∫ ∞
−∞
(
(u− uˆ)+ − (f − fˆ)+
)
φdx
に近づく. 故に,
λ−1
∫ ∞
−∞
(
(u− uˆ)+ − (f − fˆ)+
)
φdx
≤ ν
∫ ∞
−∞
(u− uˆ)+∂2xφdx+
∫ ∞
−∞
(F (u)− F (uˆ)) sign+(u− uˆ)∂xφdx
が成り立つ. ζ ∈ C∞0 (−∞,∞) は 0 ≤ ζ ≤ 1 であり, |x| ≤ 1 で 1 に等しく, |x| ≥ 2
で 0 に等しいとする. このとき, 上で, φ(x) = ζ(εx) とおいて, ε ↓ 0 とすれば, 右
辺は消えて, ∫ ∞
−∞
(
(u− uˆ)+ − (f − fˆ)+
)
dx ≤ 0
となる． ∫ ∞
−∞
(
(uˆ− u)+ − (fˆ − f)+
)
dx ≤ 0
も成り立つから, ∫ ∞
−∞
(
|u− uˆ| − |f − fˆ |
)
dx ≤ 0
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である． これで, Aν が L1(−∞,∞) で消散的であることが分かった.
値域条件を調べるために, M > 0 とする．ζ ∈ C∞0 (−∞,∞) は 0 ≤ ζ ≤ 1 であ
り, |r| ≤M で ζ(r) = 1 となり, |r| ≥M + 1で ζ(r) = 0 となるとする. このとき,
F˜ (r) = F (
∫ r
0
ζ(s) ds)
とおくと, F˜ ∈ C1(−∞,∞) で F˜ ′ は (−∞,∞) で有界で, さらに |r| ≤ M のとき,
F˜ (r) = F (r) である．λM > 0 を
λM∥F˜ ′∥2L∞ < 2ν,
であるように定める, 命題 7.1により, 任意の λ ∈ (0, λM ], f ∈ L1(−∞,∞) ∩
L∞(−∞,∞) に対して, u ∈ H2(−∞,∞) ∩ L1(−∞,∞) が存在して,
u− λ
(
ν∂2xu− ∂xF˜ (u)
)
= f
が成り立ち,
∥u∥Lp ≤ ∥f∥Lp , p = 1,∞
となる．特に , ほとんどいたるところ |f(x)| ≤M であるならば, ほとんどいたる
ところ, |u(x)| ≤M であるから, F˜ (u) = F (u) である. よって,
u− λ (ν∂2xu− ∂xF (u)) = f
が成り立つ. u − f ∈ L1(−∞,∞) であるから, ν∂2x − ∂xF (u) ∈ L1(−∞,∞) であ
る．故に, u ∈ D(Aν) で
u− λAνu = f
が成り立ち, ∥u∥Lp ≤ ∥f∥Lp である．
λ > 0とし µ ∈ (0, λM ]をµ < λであるように選ぶ．f ∈ L1(−∞,∞)は |f(x)| ≤
M を満たすとする. DM = {u ∈ L1(−∞,∞); ∥u∥L∞ ≤ ∥f∥L∞ , ∥u∥L1 ≤ ∥f∥L1}と
おくと, DM は L1(−∞,∞) の閉凸集合である. u ∈ DM とすると, (µ/λ)f + ((λ−
µ)/λ)u ∈ DM であり, したがって, (I − µAν)−1((µ/λ)f + ((λ− µ)/λ)u) ∈ DM で
ある．u ∈ DM に対して,
Tu = (I − µAν)−1(µ
λ
f +
λ− µ
λ
u)
とおいて, T : DM → DM を定める. u, uˆ ∈ DM のとき,
∥Tu− T uˆ∥L1 ≤ λ− µ
λ
∥u− uˆ∥L1
であるから, Tu = uをみたす u ∈ DM が存在する. このとき, u ∈ D(Aν) で
u− µAνu = µ
λ
f +
λ− µ
λ
u, u− λAνu = f
であり, ∥u∥Lp ≤ ∥f∥Lpである (p = 1,∞).
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M > 0とし, DM = {u ∈ L2(−∞,∞); ∥u∥L∞ ≤M}とおく. DMは L2(−∞,∞)
の閉凸集合になる.
定義 7.2. Aν,M を
Aν,Mu = ν∂
2
xu− F ′(u)∂xu, u ∈ D(Aν,M) = {u ∈ H2(−∞,∞); ∥u∥L∞ ≤M}
で定める.
定理 7.2. Aν,M は L2(−∞,∞) で閉で準消散的になる. L2(−∞,∞)において,
D(Aν,M) = DM で, 条件 (R;DM)が満たされる. Aν,M がDM で生成する半群を
{Tν,M(t)}t≥0とすると, u0 ∈ D(Aν,M)のとき, u(t) = Tν,M(t)u0 は
u′(t) = Aν,Mu(t), t > 0, u(0) = u0
の一意的な強解になる．
証明. un ∈ D(Aν,M), vn = Aν,Munとし, L2(−∞,∞) × L2(−∞,∞)において,
(un, vn)→ (u, v)であるとする.∫ ∞
−∞
unvn dx =
∫ ∞
−∞
unAν,Mun dx
= −ν
∫ ∞
−∞
|∂xun|2 dx−
∫ ∞
−∞
F ′(un)un∂xun dx
≤ −ν
2
∫ ∞
−∞
|∂xun|2 dx+ 1
2ν
∫ ∞
−∞
|F ′(un)un|2 dx
≤ −ν
2
∫ ∞
−∞
|∂xun|2 dx+ 1
2ν
sup
|s|≤M
|F ′(s)|
∫ ∞
−∞
|un|2 dx
であるから,
ν
2
∫ ∞
−∞
|∂xun|2 dx ≤ 1
2ν
sup
|s|≤M
|F ′(s)|
∫ ∞
−∞
|un|2 dx+ 1
2
∫ ∞
−∞
|un|2 + |vn|2 dx
を得る. 右辺は有界であるから, un は H1(−∞,∞) で有界で，u ∈ H1(−∞,∞)で
ある．φ ∈ C∞0 (−∞,∞)とする.∫ ∞
−∞
νφ∂2xun − φF ′(un)∂xun dx =
∫ ∞
−∞
φvn dx∫ ∞
−∞
νun∂
2
xφ+ (F (un)− F (0))∂xφdx =
∫ ∞
−∞
φvn dx
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である．unの部分列は概収束するから,∫ ∞
−∞
νu∂2xφ+ (F (u)− F (0))∂xφdx =
∫ ∞
−∞
φv dx∫ ∞
−∞
(−ν∂xu∂xφ− F ′(u)(∂xu)φ) dx =
∫ ∞
−∞
φv dx
である．よって, u ∈ D(Aν,M)で v = Aν,Muである. すなわち, Aν,M は L2(−∞,∞)
で閉である.
u, uˆ ∈ D(Aν,M), v = Aν,Mu, vˆ = Aν,M uˆ とする.∫ ∞
−∞
(v − vˆ)(u− uˆ) dx = ν
∫ ∞
−∞
(u− uˆ)∂2x(u− uˆ) dx
−
∫ ∞
−∞
(F ′(u)∂xu− F ′(uˆ)∂xuˆ)(u− uˆ) dx
= −ν
∫ ∞
−∞
|∂x(u− uˆ)|2 dx
+
∫ ∞
−∞
(F (u)− F (uˆ))∂x(u− uˆ) dx
≤ −ν
2
∫ ∞
−∞
|∂x(u− uˆ)|2 dx
+
1
2ν
∫ ∞
−∞
|F (u)− F (uˆ)|2 dx
≤ ων,M
∫ ∞
−∞
|u− uˆ|2 dx
となり, Aν,M は L2(−∞,∞)で準消散的である. ただし,
ων,M =
1
2ν
sup{|F ′(s)|2; |s| ≤M}
である.
DM ∩ C∞0 (−∞,∞) ⊂ D(Aν,M) で, DM ∩ C∞0 (−∞,∞) は，L2(−∞,∞)の位相
で, DM で稠密である. f ∈ DM とする．fn ∈ L1(−∞,∞) ∩ DM で n → ∞の
とき, ∥f − fn∥L2 → 0 となるものが存在する. 定理 7.1により, λ > 0のとき,
un ∈ D(Aν,M)で
un − λAν,Mun = fn
を満すものが存在する. λ ∈ (0, 1/ων,M)のとき,
∥un − um∥L2 ≤ (1− λων,M)−1∥fn − fm∥
であるから, unは n → ∞のとき，ある u ∈ L2(−∞,∞)に，L2(−∞,∞)で収束
する. Aν,M は L2(−∞,∞) で閉じているので, u ∈ D(Aν,M) で
u− λAν,Mu = f
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となる．すなわち, λ ∈ (0, 1/ων,M)のとき,
R(I − λAν,M) ⊃ DM = D(Aν,M)
である.
Aν,Mが生成する半群を {Tν,M(t)}t≥0 とすると, L2(−∞,∞)は,回帰的で, Radon-
Nikody´m性を持つので, u0 ∈ D(Aν,M)のとき, u(t) = Tν,M(t)u0は
u′(t) = Aν,Mu(t), t > 0, u(0) = u0
の一意的な強解になる．
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8 半群の収束
X を実バナッハ空間とし, D ⊂ X とする．A ∈ G(ω) は条件 (R: D)を満たすと
する：ある λ0 ∈ (0, 1/ω+) に対して
R(I − λA) ⊃ D ⊃ D(A), λ ∈ (0, λ0].
Aν ∈ G(ων),(ν ∈ (0, ν0]), も条件 (R: D)を満たすとする：ある λν ∈ (0, 1/ω+ν )に
対し
R(I − λAν) ⊃ D ⊃ D(Aν), λ ∈ (0, λν ].
A, Aν で生成される半群をそれぞれ{T (t)}t≥0 ∈ S(D(A), ω), {Tν(t)}t≥0 ∈ S(D(Aν), ων)
と書く. また, λ > 0のとき
Jλ = (I − λA)−1, Jν,λ = (I − λAν)−1
と書く.
定理 8.1. 上の A, Aν に関して次の条件を仮定する.
(1) lim sup
ν↓0
ων ≤ ω
(2) λ0 ≤ λνで, x ∈ D(A), λ ∈ (0, λ0]のとき
lim
ν↓0
Jν,λx = Jλx.
(3) 任意の x ∈ D(A)に対して, xν ∈ D(Aν)が取れて lim
ν↓0
xν = x となる．
このとき, xν ∈ D(Aν), x ∈ D(A)で, lim
ν↓0
xν = x ならば, 任意の τ > 0に対して
sup
t∈[0,τ ]
∥Tν(t)xν − T (t)x∥ → 0, ν ↓ 0
となる．
証明. x ∈ D(A), xν ∈ D(Aν) とし, xν → xであると仮定する. τ > 0とし,
t ∈ [0, τ ] とする．
∥Tν(t)xν − T (t)x∥
≤ ∥Tν(t)xν − J [t/λ]ν,λ y]∥+ ∥J [t/λ]ν,λ y − J [t/λ]λ y∥+ ∥J [t/λ]λ y − T (t)x∥
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である．µ ∈ (0, λ0)とする．
∥Tν(t)xν − J [t/λ]ν,λ y∥
≤ ∥Tν(t)xν − Tν(t)Jν,µy∥+ ∥Tν(t)Jν,µy − J [t/λ]ν,λ Jν,µy∥+ ∥J [t/λ]ν,λ Jν,µy − J [t/λ]ν,λ y∥
≤ eωνt∥xν − Jν,µy∥+ eω+ν t(1− λων)−[t/λ]
(
λ2 + λt
)1/2 ∥Jν,µy − y∥/µ
+ (1− λων)−[t/λ]∥Jν,µy − y∥
が成り立つ. ここで，µ−1(Jν,µy−y) ∈ AνJν,µyであることを用いた．y ∈ D(A) ⊂ D
であるから,
lim sup
ν↓0
sup
t∈[0,τ ]
(
∥Tν(t)xν − J [t/λ]ν,λ y∥
)
≤ eωτ∥x− Jµy∥+ eω+τ (1− λω)−[τ/λ]
(
λ2 + λτ
)1/2
µ−1∥Jµy − y∥
+ (1− λω)−[τ/λ]∥Jµy − y∥
である．一方,
∥J [t/λ]ν,λ y − J [t/λ]λ y∥
≤
[t/λ]∑
k=1
∥Jkν,λJ [t/λ]−kλ y − Jk−1ν,λ J [t/λ]+1−kλ y∥
≤
[t/λ]∑
k=1
(1− λω+ν )−(k−1)∥Jν,λJ [t/λ]−kλ y − J [t/λ]+1−kλ y∥
≤
[τ/λ]∑
k=1
(1− λω+ν )−(k−1) max
k=0,1,··· ,[τ/λ]−1
(∥Jν,λJkλy − JλJkλy∥)
である．よって,
lim
ν↓0
sup
t∈[0,τ ]
(
∥J [t/λ]ν,λ y − J [t/λ]λ y∥
)
= 0
である．故に,
lim sup
ν↓0
sup
t∈[0,τ ]
∥Tν(t)xν − T (t)x∥
≤ eωτ∥x− Jµy∥+ eω+τ (1− λω)−[τ/λ]
(
λ2 + λτ
)1/2
µ−1∥Jµy − y∥
+ (1− λω)−[τ/λ]∥Jµy − y∥+ sup
t∈[0,τ ]
∥J [t/λ]λ y − T (t)x∥
である．ここで, λ ↓ 0とし, 次に µ ↓ 0, y → xとすればよい.
A ∈ G(ω) とする．µ ∈ (0, 1/ω+)をパラメーターとする族 Aµ = µ−1(Jµ − I)
をAの吉田近似 (Yosida approximation)という．但し, Jµ = (I − µA)−1 である．
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x, y ∈ D(Aµ) = R(Jµ)とする．
∥x− y − λ(Aµx− Aµy)∥ = ∥(1 + λ
µ
)(x− y)− λ
µ
(Jµx− Jµy)∥
≥ (1 + λ
µ
)∥x− y∥ − λ
µ
∥Jµx− Jµy∥
≥ (1 + λ
µ
)∥x− y∥ − (1− µω)−1λ
µ
∥x− y∥
= (1− λωµ)∥x− y∥
が成り立ち, Aµ ∈ G(ωµ)である．但し, ωµ = µ−1((1− µω)−1 − 1) = ω(1− µω)−1
である．さらに, Aµは Lipshitz連続である．実際に
∥Aµx− Aµy∥ ≤ 1
µ
(∥Jµx− Jµy∥+ ∥x− y∥)
≤ 1
µ
((1− µω)−1 + 1)∥x− y∥
が成り立つ.
Dは凸であると仮定し, Aは条件 (R;D)を満たすとする. x ∈ D とし, λ + µ ∈
(0, λ0)とする.
y =
µ
λ+ µ
x+
λ
λ+ µ
Jλ+µx
とおくと, y ∈ D で,
Jλ+µx = Jµy
が成り立つ. 一方, yの定め方から,
Jλ+µx = y +
µ
λ
(y − x)
である．よって,
y − λAµy = x
である. 故に，Aµ|D は，D(Aµ|D) = Dとして，条件 (R;D)を満たし, x ∈ D の
とき
(I − λAµ|D)−1x = µ
λ+ µ
x+
λ
λ+ µ
Jλ+µx
である．
A, Aµ|D が生成する半群をそれぞれ {T (t)}t≥0 ∈ S(D(A), ω), {Tµ(t)}t≥0 ∈
S(D,ωµ) とする. このとき, 次が成り立つ.
定理 8.2. 任意の x ∈ D(A) と τ > 0 に対して,
sup
t∈[0,τ ]
∥Tµ(t)x− T (t)x∥ → 0, µ ↓ 0
が成り立つ.
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演習問題 8.1. λ ∈ (0, λ0), x ∈ D(A) のとき,
(I − λAµ|D)−1x→ Jλx, µ ↓ 0
であることを示すことにより, 定理 8.2を証明せよ．
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9 単独保存則に支配される半群
F ∈ C1(−∞,∞) とする. f ∈ L∞(−∞,∞) に対して,
u+ ∂xF (u) = f,−∞ < x <∞ (9.1)
を満たす u ∈ L∞(−∞,∞) を求めることを考える.
定義 9.1. −∞ ≤ a < b ≤ ∞ とする. u, f ∈ L∞(a, b) とする. φ ≥ 0であるよう
な任意の φ ∈ C∞0 (a, b) と任意の定数 k ∈ (−∞,∞) に対して∫ b
a
sign+(u− k)(u− f)φdx ≤
∫ b
a
sign+(u− k)(F (u)− F (k))∂xφdx (9.2)
が成り立つとき, u を (9.1) の (a, b) 上のエントロピー劣解 (entropy subsolution)
という. φ ≥ 0であるような任意の φ ∈ C∞0 (a, b) と任意の定数 k ∈ (−∞,∞) に
対して∫ b
a
sign+(k − u)(f − u)φdx ≤
∫ b
a
sign+(k − u)(F (k)− F (u))∂xφdx (9.3)
が成り立つとき, u を (9.1)の (a, b) 上のエントロピー優解 (entropy supersolution)
という. (9.1) の (a, b) におけるエントロピー劣解でかつエントロピー優解である
u ∈ L∞(a, b)を (9.1) の (a, b)上のエントロピー解 (entropy solution)という
定理 9.1. u, uˆ, f, fˆ ∈ L∞(−∞,∞) とする．u が (9.1) の (−∞,∞) 上のエント
ロピー劣解で, uˆ が
uˆ+ ∂xF (uˆ) = fˆ ,−∞ < x <∞ (9.4)
の (−∞,∞)上のエントロピー優解であるとする．このとき,∫ ∞
−∞
(u− uˆ)+ dx ≤
∫ ∞
−∞
(f − fˆ)+ dx (9.5)
である． 特に, もし, (−∞,∞) 上で f ≤ fˆ であるならば, (−∞,∞) 上で u ≤ uˆ
である．さらに，uと uˆが，それぞれ (9.1)と (9.4)のエントロピー解ならば，∫ ∞
−∞
|u− uˆ| dx ≤
∫ ∞
−∞
|f − fˆ | dx
である．
証明. ψ ∈ C∞0 ((−∞,∞)× (−∞,∞)) は ψ ≥ 0 とする．このとき,∫ ∞
−∞
∫ ∞
−∞
dxdy sign+(u(x)− uˆ(y)) (u(x)− f(x))ψ(x, y)
≤
∫ ∞
−∞
∫ ∞
−∞
dxdy sign+(u(x)− uˆ(y)) (F (u(x))− F (uˆ(y))) ∂xψ(x, y)∫ ∞
−∞
∫ ∞
−∞
dxdy signt(u(x)− uˆ(y))
(
fˆ(y)− uˆ(y)
)
ψ(x, y)
≤
∫ ∞
−∞
∫ ∞
−∞
dxdy sign+(u(x)− uˆ(y)) (F (u(x)− F (uˆ(y)))) ∂yψ(x, y)
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が成り立つ．第 2式は
−
∫ ∞
−∞
∫ ∞
−∞
dxdy sign+(u(x)− uˆ(y))
(
uˆ(y)− fˆ(y)
)
ψ(x, y)
≤
∫ ∞
−∞
∫ ∞
−∞
dxdy sign+(u(x)− uˆ(y)) (F (u(x))− F (uˆ(y))) ∂yψ(x, y)
と書き直すことができるので,∫ ∞
−∞
∫ ∞
−∞
dxdy
(
(u(x)− uˆ(y))+ − (f(x)− fˆ(y))+
)
ψ(x, y)
≤
∫ ∞
−∞
∫ ∞
−∞
dxdy sign+(u(x)− uˆ(y))
(
u(x)− uˆ(y)− (f(x)− fˆ(y))
)
ψ(x, y)
≤
∫ ∞
−∞
∫ ∞
−∞
dxdy sign+(u(x)− uˆ(y)) (F (u(x))− F (uˆ(y))) (∂xψ(x, y) + ∂yψ(x, y))
が成り立つ. φ ∈ C∞0 (−∞,∞) は φ ≥ 0 とする．
ψ(x, y) = φ((x+ y)/2)φε(x− y)
を代入して, ε ↓ 0として,∫ ∞
−∞
(
(u(x)− uˆ(x))+ − (f(x)− fˆ(x))+
)
φ(x) dx
≤
∫ ∞
−∞
sign+(u(x)− uˆ(x)) (F (u(x))− F (uˆ(x))) ∂xφ(x) dx
を得る．r > 1 とし,
φ(x) = h1(x+ r)− h1(x− r), ∂xφ(x) = φ1(x+ r)− φ1(x− r)
とおくと, ∫ r−1
−r+1
(u(x)− uˆ(x))+ dx−
∫ r+1
−r−1
(f(x)− fˆ(x))+ dx
≤ LC1
(∫ r+1
r−1
(u(x)− uˆ(x))+ dx+
∫ −r+1
−r−1
(u(x)− uˆ(x))+ dx
)
= LC1
(∫ r+1
−r−1
(u(x)− uˆ(x))+ dx−
∫ r−1
−r+1
(u(x)− uˆ(x))+ dx
)
を得る． ただし, L > 0, C1 > 0 を
|F (u)− F (uˆ)| ≤ L|u− uˆ|, φ1 ≤ C1
を満たすようにとった.
g(r) =
∫ r−1
−r+1
(u(x)− uˆ(x))+ dx, h(r) =
∫ r+1
−r−1
(f(x)− fˆ(x))+ dx, r ≥ 1
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とおくと,
g(r)− h(r) ≤ LC1(g(r + 2)− g(r))
g(r) ≤ LC1
1 + LC1
g(r + 2) +
1
1 + LC1
h(r)
であるから, 帰納的に
g(r) ≤
(
LC1
1 + LC1
)n
g(r + 2n) +
1
1 + LC1
n−1∑
k=0
(
LC1
1 + LC1
)k
h(r + 2k)
を得る. M > 0 を
|u| ≤M, |uˆ| ≤M
であるようにとれば,
g(r + 2n) ≤ 4M(r + 2n− 1), h(r + 2k) ≤
∫ ∞
−∞
(f(x)− fˆ(x))+ dx
であるから, 上で n→∞ として,
g(r) ≤
∫ ∞
−∞
(f(x)− fˆ(x))+ dx
を得る．故に, r →∞ として,∫ ∞
−∞
(u(x)− uˆ(x))+ dx ≤
∫ ∞
−∞
(f(x)− fˆ(x))+ dx
を得る.
定理 9.2. u, f ∈ L∞(a, b) とする. このとき, 次の 3条件は互いに同値である.
(1) u が (9.1) の (a, b) 上のエントロピー劣解 (resp. エントロピー優解)である.
(2) φ ≥ 0であるような任意の φ ∈ C∞0 (a, b)と凸で非減少 (resp. 非増大)な任意の
Φ ∈ C2(−∞,∞) に対して∫ b
a
Φ′(u)(u− f)φdx ≤
∫ b
a
(∫ u
0
Φ′(r)F ′(r) dr
)
∂xφdx (9.6)
が成り立つ.
(3) φ ≥ 0であるような任意の φ ∈ C∞0 (a, b), 凸で非減少 (resp. 非増大)な任意の
Φ ∈ C2(−∞,∞) と任意の−∞ < k <∞に対して, 次の (9.7)(resp. (9.8)) が成り
立つ.∫ b
a
Φ′(u ∨ k) sign+(u− k)(u ∨ k − f)φdx ≤
∫ b
a
(∫ u∨k
0
Φ′(r)F ′(r) dr
)
∂xφdx
(9.7)∫ b
a
Φ′(u ∧ k) sign−(u− k)(u ∧ k − f)φdx ≤
∫ b
a
(∫ u∧k
0
Φ′(r)F ′(r) dr
)
∂xφdx
(9.8)
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証明. (1)を仮定する. Φ ∈ C2(−∞,∞) は凸で非減少とする. φ ∈ C∞0 (a, b)
は φ ≥ 0とする. M > 0 を |u| < M であるようにとる. 仮定から, 任意の
−∞ < k <∞ に対して∫ b
a
sign+(u− k)(u− f)φdx
≤
∫ b
a
(∫ u
k
sign+(r − k)F ′(r) dr
)
∂xφdx
=
∫ b
a
(∫ u
−M
sign+(r − k)F ′(r) dr
)
∂xφdx
が成り立つ. ただし，ここで，
∫ b
a
∂xφdx = 0 であることを用いた.　上式の両辺
に Φ′′(k) を掛けて k について −M から M まで積分する. −M < r < M とき,∫ M
−M
Φ′′(k) sign+(r − k) dk =
∫ r
−M
Φ′′(k) dk = Φ′(r)− Φ′(−M)
であるから, ∫ b
a
(Φ′(u)− Φ′(−M))(u− f)φdx
≤
∫ b
a
(∫ u
−M
(Φ′(r)− Φ′(−M))F ′(r) dr
)
∂xφdx
=
∫ b
a
(∫ u
0
(Φ′(r)− Φ′(−M))F ′(r) dr
)
∂xφdx
が成り立つ.
−
∫ b
a
Φ′(−M)(u− f)φdx−
∫ b
a
(∫ u
0
(−Φ′(−M))F ′(r) dr
)
∂xφdx
= −Φ′(−M)
∫ b
a
((u− f)φ− (F (u)− F (0)) ∂xφ) dx
= −Φ′(−M)
∫ b
a
((u− f)φ− F (u)∂xφ) dx
が成り立つ. Φ′(−M) ≥ 0 であり, (9.2)で k = −M として，∫ b
a
((u− f)φ− F (u)∂xφ) dx ≤ 0
が従うから, 上の式は負にならない. よって (2) が成り立つ.
次に, (2)を仮定する. Φ ∈ C2(−∞,∞)は凸で非減少と仮定する. −∞ < k <∞
とする. Ψ(r) = Φ(Φε(r − k) + k) はやはり凸で非減少であり,
Ψ′(r) = Φ′(Φε(r − k) + k)hε(r − k)
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である．よって, φ ∈ C∞0 (−∞,∞), φ ≥ 0 のとき,∫ b
a
Φ′(Φε(u− k) + k)hε(u− k)(u− f)φdx
≤
∫ b
a
(∫ u
0
Φ′(Φε(r − k) + k)hε(r − k)F ′(r) dr
)
∂xφdx
が成り立つ. ここで ε ↓ 0とすれば, 次を得る.∫ b
a
Φ′((u− k)+ + k) sign+(u− k)(u− f) dx
≤
∫ b
a
(∫ u
0
Φ′((r − k)+ + k) sign+(r − k)F ′(r) dr
)
∂xφdx
=
∫ b
a
(∫ u
−M
Φ′(r ∨ k) sign+(r − k)F ′(r) dr
)
∂xφdx
=
∫ b
a
(∫ u
k
Φ′(r ∨ k) sign+(r − k)F ′(r) dr
)
∂xφdx
=
∫ b
a
sign+(u− k)
(∫ u
k
Φ′(r)F ′(r) dr
)
∂xφdx
=
∫ b
a
(∫ u∨k
k
Φ′(r)F ′(r) dr
)
∂xφdx
=
∫ b
a
(∫ u∨k
0
Φ′(r)F ′(r) dr
)
∂xφdx.
これから, (3) が従う. 最後に，(3)で Φ(r) = r とすれば, (1) が従う.
系 9.1. un ∈ L∞(a, b), fn ∈ L∞(a, b) は一様に有界で それぞれ u ∈ L∞(a, b),
f ∈ L∞(a, b) に (a, b) 上ほとんど至るところ収束しているとする. もし un が
un + ∂xF (un) = fn
のエントロピー劣解 (resp. エントロピー優解) ならば, u は
u+ ∂xF (u) = f
のエントロピー劣解 (resp. エントロピー優解)になる．
定義 9.2. F ∈ C1(−∞,∞)とする．u, f ∈ L1(−∞,∞)に対し, u, f ∈ L∞(−∞,∞)
であって任意の C2 級の凸関数 Φ と任意の非負な φ ∈ C∞0 (−∞,∞) に対し∫ ∞
−∞
Φ′(u)fφ dx ≤
∫ ∞
−∞
(∫ u
0
Φ′(r)F ′(r) dr
)
∂xφdx
でが成り立つとき , (u, f) ∈ A であるとして, L1(−∞,∞) の作用素 A を定める．
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Aνは定義 7.1で与えられる L1(−∞,∞) の消散作用素とする.
定理 9.3. 作用素 Aは,一価で, L1(−∞,∞)での消散作用素になる．C10(−∞,∞) ⊂
D(A) で, 任意の λ > 0 に対してR(I −λA) ⊃ L1(−∞,∞)∩L∞(−∞,∞) となる．
さらに, λ > 0, f ∈ L1(−∞,∞)∩L∞(−∞,∞) とすると, ν ↓ 0 のとき, L1(∞,∞)
において,
(I − λAν)−1f → (I − λA)−1f
となる．ただし，Aνは，定義 7.1で定めた L1(−∞,∞)の作用素とする．
証明. (u, f) ∈ A とする．定義で Φ(r) = ±r とおくと, 任意の非負な φ ∈
C∞0 (−∞,∞) に対して, ∫ ∞
−∞
fφ dx
=
∫ ∞
−∞
(F (u)− F (0))∂xφdx
が成り立つことがわかる．任意のφ ∈ C∞0 (−∞,∞)は,非負な φ1, φ2 ∈ C∞0 (−∞,∞)
により, φ = φ1 − φ2 と書けるから, この等式は任意の φ ∈ C∞0 (−∞,∞) に対して
成り立つ． よって, f は u に対して一意的に決まる．
u ∈ C10(−∞,∞) のとき,
∂x
(∫ u
0
Φ′(r)F ′(r) dr
)
= Φ′(u)F ′(u)∂xu
だから, u ∈ D(A) で f = −F ′(u)∂xu ∈ Au となる．
λ > 0, u, uˆ ∈ D(A) とし,
u− λAu = f, uˆ− λAuˆ = fˆ
であるとする． このとき, f, fˆ ∈ L1(−∞,∞) ∩ L∞(−∞,∞) であり, u, uˆ ∈
L1(−∞,∞) ∩ L∞(−∞,∞) はそれぞれ,
u+ ∂x(λF (u)) = f, uˆ+ ∂x(λF (uˆ)) = fˆ
のエントロピー解になる．したがって,
∥u− uˆ∥L1 ≤ ∥f − fˆ∥L1
となる．すなわち, A は L1(−∞,∞) において消散的である．
λ > 0, f ∈ L1(−∞,∞) ∩ L∞(−∞,∞) とする．各 ν > 0 に対して, uν ∈ D(Aν)
を
uν − λAνuν = f
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とする．ν ↓ 0 とすると, uν は L1(−∞,∞) において, ある u ∈ D(A) に収束して,
u− λAu = f
となることを示す. 簡単のため, 以下では, λ = 1 とする．
Aν の定義から, uν ∈ H2(−∞,∞) で,
uν −
(
ν∂2xuν − F ′(uν)∂xuν
)
= f
が成り立つ. Φ ∈ C2(−∞,∞) は凸で, φ ∈ C∞0 (−∞,∞) は非負とする. Φ′(uν)φ ∈
C10(−∞,∞) で,
∂x(Φ
′(uν)φ) = Φ′′(uν)φ∂xuν + Φ′(uν)∂xφ
が成り立つ. したがって,∫ ∞
−∞
Φ′(uν)(uν − f)φdx
=
∫ ∞
−∞
Φ′(uν)
(
ν∂2xuν − F ′(u)∂xuν
)
φdx
= −ν
∫ ∞
−∞
∂xuν (Φ
′′(uν)φ∂xuν + Φ′(uν)∂xφ) dx
−
∫ ∞
−∞
Φ′(uν)F ′(uν)∂x(uν)φdx
≤ −ν
∫ ∞
−∞
∂x (Φ(uν)− Φ(0)) ∂xφdx
−
∫ ∞
−∞
∂x
(∫ uν
0
Φ′(r)F ′(r) dr
)
φdx
= ν
∫ ∞
−∞
(Φ(uν)− Φ(0)) ∂2xφdx
+
∫ ∞
−∞
(∫ uν
0
Φ′(r)F ′(r) dr
)
∂xφdx (9.9)
が成り立つ. Φ = Φεとして, ε ↓ 0 とすれば,∫ ∞
−∞
sign+(uν)(uν − f)φdx
≤ ν
∫ ∞
−∞
u+ν ∂
2
xφdx+
∫ ∞
−∞
(∫ uν
0
sign+(r)F ′(r) dr
)
∂xφdx
= ν
∫ ∞
−∞
u+ν ∂
2
xφdx+
∫ ∞
−∞
(∫ uν∨0
0
F ′(r) dr
)
∂xφdx
となる. これから,∫ ∞
−∞
(u+ν − f+)φdx
≤ ν
∫ ∞
−∞
u+ν ∂
2
xφdx+
∫ ∞
−∞
(F (uν ∨ 0)− F (0)) ∂xφdx
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を得る. Φ(r) = Φε(−r)として，同様に議論すれば,∫ ∞
−∞
(u−ν − f−)φdx
≤ ν
∫ ∞
−∞
u−ν ∂
2
xφdx+
∫ ∞
−∞
(F (0)− F (uν ∧ 0)) ∂xφdx
を得る. よって,∫ ∞
−∞
(|uν | − |f |)φdx
≤ ν
∫ ∞
−∞
|uν |∂2xφdx+
∫ ∞
−∞
(F (uν ∨ 0)− F (uν ∧ 0)) ∂xφdx
が成り立つ. ψ ∈ C∞(−∞,∞) は非負で, ψ, ∂xψ, ∂2xψ が (−∞,∞) で有界なもの
とする. ζ ∈ C∞0 (−∞,∞) は 0 ≤ ζ ≤ 1 を満たし,|x| ≤ 1 で ζ(x) = 1, |x| ≥ 2 で
ζ(x) = 0 となるものとする. ε > 0に対し, φ(x) = ψ(x)ζ(εx) を代入し, ε ↓ 0 とす
れば, ∫ ∞
−∞
(|uν | − |f |)ψ dx
≤ ν
∫ ∞
−∞
|uν |∂2xψ dx+
∫ ∞
−∞
(F (uν ∨ 0)− F (uν ∧ 0)) ∂xψ dx
を得る. ただし，uν ∈ L‘∞(−∞,∞)で，F (uν ∨ 0) − F (uν ∧ 0) ∈ L1(−∞,∞)
であることを用いた．R2 > R1 > 0 とし,
ψ(x) = h1
(
2|x| −R1 −R2
R2 −R1
)
とおく． ψ ∈ C∞(−∞,∞) で，0 ≤ ψ ≤ 1 が満たされ, |x| ≤ R1 で ψ(x) = 0,
|x| ≥ R2 で ψ(x) = 1 となる. さらに,
ψ′(x) =
2 sign(x)
R2 −R1 h
′
1
(
2|x| −R1 −R2
R2 −R1
)
ψ′′(x) =
4
(R2 −R1)2h
′′
1
(
2|x| −R1 −R2
R2 −R1
)
であるから,∫
|x|≥R2
|uν(x)| dx−
∫
|x|≥R1
|f(x)| dx
≤ ν 4
(R2 −R1)2∥uν∥L1∥h
′′
1∥L∞ +
2
R2 −R1∥uν∥L1∥h
′
1∥L∞ · sup{|F ′(r)|; |r| ≤ ∥uν∥L∞}
79
79
を得る. 定理 7.1により，∥uν∥Lp ≤ ∥f∥Lp , (p = 1,∞), だから,
lim sup
R2→∞
(
sup
0<ν≤1
(∫
|x|≥R2
|uν(x)| dx
))
≤
∫
|x|≥R1
|f(x)| dx
となり, したがって,
lim
R2→∞
(
sup
0<ν≤1
(∫
|x|≥R2
|uν(x)| dx
))
= 0
となる．また, ∫ ∞
−∞
|uν(x)| dx ≤
∫ ∞
−∞
|f(x)| dx
である．さらに，fˆ(x) = f(x+ y)のとき，uˆν(x) = uν(x+ y)が，uˆν −Auˆν = fˆ を
満す．よって，∫ ∞
−∞
|uν(x+ y)− uν(x)| dx ≤
∫ ∞
−∞
|f(x+ y)− f(x)| dx, −∞ < y <∞
である．故に，定理 2.1により，F = {uν ; 0 < ν ≤ 1} は L1(−∞,∞) で全有界で
ある. 適当な 零列 {ν(n)}に対して, uν(n) は ある u ∈ L1(−∞,∞) に L1(−∞,∞)
で収束する. uν(n) は uに概収束すると仮定してよい．u ∈ L∞(−∞,∞)である．不
等式 (9.9) で ν = ν(n) → 0 として, u ∈ D(A) で u−Au = f であることがわかる．
よって, f ∈ R(I−A)であり, ν ↓ 0のとき, L1(−∞,∞)において, uν → (I−A)−1f
であることが分かった．さらに，極限の一意性により，u = (I − λA)−1f である．
Aν , A の生成する L1(−∞,∞) 上の半群をそれぞれ {Tν(t)}t≥0, {T (t)}t≥0 とす
る．定理 9.3により, 任意の u0 ∈ L1(−∞,∞) に対して L1(−∞,∞) において,
Tν(t)u0 → T (t)u0, ν ↓ 0
である．ただし収束は有界な t に関して一様である.
定理 9.4. u0 ∈ L1(−∞,∞) ∩ L∞(−∞,∞) とし, u(x, t) = (T (t)u0)(x) とおく．
u(x, t) は
∂tu+ ∂xF (u) = 0
のエントロピー解である.
証明. u ∈ L∞((−∞,∞) × (0,∞)) ∩ C([0,∞);L1(−∞,∞)) である．λ > 0 の
とき
uλ(·, t) = (I − λA)−[t/λ]u0(·)
と書く.
λ−1(uλ(x, t)− uλ(x, t− λ)) = Auλ(x, t), t ≥ λ
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である．Φ ∈ C2(−∞,∞) は凸で, φ ∈ C∞0 ((−∞,∞)× (0,∞)) は非負とする.∫ ∞
λ
{∫ ∞
−∞
Φ′(uλ(x, t))λ−1(uλ(x, t)− uλ(x, t− λ))φ(x, t) dx
}
dt
≤
∫ ∞
λ
{∫ ∞
−∞
(∫ uλ(x,t)
0
Φ′(r)F ′(r) dr
)
∂xφ(x, t) dx
}
dt (9.10)
である. この左辺より,∫ ∞
λ
{∫ ∞
−∞
λ−1(Φ(uλ(x, t))− Φ(uλ(x, t− λ)))φ(x, t) dx
}
dt
=
∫ ∞
λ
{∫ ∞
−∞
Φ(uλ(x, t))λ
−1(φ(x, t)− φ(x, t+ λ)) dx
}
dt
− λ−1
∫ λ
0
{∫ ∞
−∞
Φ(uλ(x, t))φ(x, t+ λ) dx
}
dt
の方が小さいかまたは等しい. よって, (9.10)で λ ↓ 0として,
−
∫ ∞
0
{∫ ∞
−∞
Φ(u(x, t))∂tφ(x, t) dx
}
dt
≤
∫ ∞
0
{∫ ∞
−∞
(∫ u(x,t)
0
Φ′(r)F ′(r) dr
)
∂xφ(x, t) dx
}
dt
を得る．ただし，ここで φ(x, 0) = 0, x ∈ (−∞,∞)であることを用いた．Φ(r) =
Φε(r − k)，k ∈ (−∞,∞), として, ε ↓ 0とすれば,
−
∫ ∞
0
{∫ ∞
−∞
sign+(u(x, t)− k)∂tφ(x, t) dx
}
dt
≤
∫ ∞
0
{∫ ∞
−∞
(∫ u(x,t)
0
sign+(r − k)F ′(r) dr
)
∂xφ(x, t) dx
}
dt
=
∫ ∞
0
{∫ ∞
−∞
(∫ u(x,t)
k
sign+(r − k)F ′(r) dr
)
∂xφ(x, t) dx
}
dt
=
∫ ∞
0
{∫ ∞
−∞
sign+(u(x, t)− k)(F (u(x, t))− F (k))∂xφ(x, t) dx
}
dt
を得る．よって，u(x, t) は
∂tu+ ∂xF (u) = 0
のエントロピー劣解であることがわかる．同様に Φ(r) = Φε(k − r) として, ε ↓ 0
とすれば, エントロピー優解であることがわかる．
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定理 9.5. Fε ∈ C1(−∞,∞), (ε ≥ 0) とする．u, f ∈ L1(−∞,∞) に対し, u, f ∈
L∞(−∞,∞) であって任意の C2 級の凸関数 Φ と任意の非負な φ ∈ C∞0 に対し∫ ∞
−∞
Φ′(u)fφ dx ≤
∫ ∞
−∞
(∫ u
0
Φ′(r)F ′ε(r) dr
)
∂xφdx
でが成り立つとき , (u, f) ∈ Aε であるとして, L1(−∞,∞) の作用素 Aε を定め
る．Aεの生成する L1(−∞,∞)上の半群を {Tε(t)}t≥0とする. ε ↓ 0のとき Fεは
F0 に (−∞,∞)上で広義一様収束すると仮定する. このとき, ε ↓ 0とすると, 任意
の u0 ∈ L1(−∞,∞)に対して, Tε(t)u0は T0(t)u0に L1(−∞,∞)で t ∈ [0,∞)に関
して広義一様収束する.
演習問題 9.1. 系 9.1を証明せよ.
演習問題 9.2. 定理 9.5を証明せよ.
演習問題 9.3. u0 ∈ L∞(−∞,∞)とする．R > 0に対して,
uR0 (x) =
{
u0(x) , |x| < R
0 , |x| ≥ R
とおくと, uR0 ∈ L1(−∞,∞) ∩ L∞(−∞,∞) である．uR0 (x)を初期関数とするエン
トロピー解を uR(x, t)とする．このとき, u0(x)を初期関数とするエントロピー解
u(x, t) が存在して, 任意の τ > 0と (a, b) ⊂ (−∞,∞)に対して, R ↑ ∞のとき
sup
t∈[0,τ ]
∫ b
a
|uR(x, t)− u(x, t)| dx→ 0
となる．このことを示せ.
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10 半群の近似
X を実バナッハ空間とし, D ⊂ X, ω ∈ (−∞,∞), h0 ∈ (0, 1/ω+) とする．Dか
らそれ自身の中への作用素の族 {Ch}h∈(0,h0] で
∥Chx− Chy∥ ≤ (1− hω)−1∥x− y∥, x, y ∈ D, h ∈ (0, h0]
を満たすものを考える. h ∈ (0, h0], x ∈ D = D(Ah)のとき, Ahx = h−1(Chx− x)
とおく. λ > 0のとき,
∥x− y − λ(Ahx− Ahy)∥ = ∥(1 + λ
h
)(x− y)− λ
h
(Chx− Chy)∥
≥ (1 + λ
h
)∥x− y∥ − λ
h
∥Chx− Chy∥
≥ (1 + λ
h
)∥x− y∥ − (1− hω)−1λ
h
∥x− y∥
= (1− λωh)∥x− y∥
が成り立ち, Ah ∈ G(ωh)である．但し, ωh = h−1((1 − hω)−1 − 1) = ω(1 − hω)−1
である．さらに,
∥Ahx− Ahy∥ ≤ 1
h
(∥Chx− Chy∥+ ∥x− y∥)
≤ 1
h
((1− hω)−1 + 1)∥x− y∥
が成り立つ.
Dが凸閉集合のとき, λ0 > 0 を λ0 + h0 ∈ (0, 1/ω+)を満たすようにとれば
R(I − λAh) ⊃ D, λ ∈ (0, λ0], h ∈ (0, h0] (10.1)
が成り立つ. 実際に, λ ∈ (0, λ0], h ∈ (0, h0]とし,
κ =
λ
λ+ h
(1− hω+)−1 = λ
λ+ h(1− (λ+ h)ω+) < 1
とおく. x ∈ Dのとき,
Jy =
h
λ+ h
x+
λ
λ+ h
Chy, y ∈ D
とおいて, J : D → Dを定める.
∥Jy − Jyˆ∥ = λ
λ+ h
∥Chy − Chyˆ∥
≤ λ
λ+ h
(1− hω+)−1∥y − yˆ∥
= κ∥y − yˆ∥
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であるから, 縮小写像の原理により, y ∈ Dで y = Jy を満たすものが存在する. す
なわち
y =
h
λ+ h
x+
λ
λ+ h
Chy
(λ+ h)y = hx+ λChy = hx+ λ(y + hAhy)
hy = hx+ hλAhy
y − λAhy = x
となる．
以下, Dが凸閉集合でなくとも，Ah は (10.1)を満たすと仮定する. 各 Ah は D
上の半群 {Th(t)}t≥0 ∈ S(D,ωh)を生成する. A ∈ G(ω)は条件
(R;D) ある λ0 ∈ (0, 1/ω+)に対して,
R(I − λA) ⊃ D ⊃ D(A), λ ∈ (0, λ0].
を満たすと仮定する. Aが生成する半群を {T (t)}t≥0 ∈ S(D(A))とする．λ > 0の
とき
Jλ = (I − λA)−1, Jh,λ = (I − λAh)−1
と書く.
上の A, Ah に関して次の条件を仮定する.
(1) lim sup
h↓0
ωh ≤ ω
(2) λ0 ≤ λhで x ∈ D(A), λ ∈ (0, λ0]のとき
lim
h↓0
Jh,λx = Jλx.
(3) 任意の x ∈ D(A)に対して, xh ∈ D(Ah) = Dが取れて lim
h↓0
xh = x となる．
このとき,定理 8.1により， 次が成り立つ.
定理 10.1. xh ∈ D(Ah) = D, x ∈ D(A)で, lim
h↓0
xh = x ならば, 任意の τ > 0に対
して
sup
t∈[0,τ ]
∥Th(t)xh − T (t)x∥ → 0, h ↓ 0
となる．
また, 次も成り立つ.
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定理 10.2. xh ∈ D(Ah) = D, x ∈ D(A)で, lim
h↓0
xh = x ならば, 任意の τ > 0に対
して
sup
t∈[0,τ ]
∥C [t/h]h xh − T (t)x∥ → 0, h ↓ 0
となる．
定理 10.2を示すために, 命題を用意する.
命題 10.1. λ ∈ (0, λ0)のとき, 次が成り立つ.
(1) x ∈ D ならば,
∥Cnhx− x∥ ≤ h
n∑
k=1
(1− hω)−(k−1)∥Ahx∥
(2) x, xˆ ∈ D ならば,
∥Chx− Jh,λxˆ∥ ≤ h
λ+ h
∥Chx− xˆ∥+ λ
λ+ h
(1− hω)−1∥x− Jh,λxˆ∥
証明. x ∈ D とする．
∥Cnhx− x∥ ≤
n∑
k=1
∥Ckhx− Ck−1h x∥
≤
n∑
k=1
(1− hω)−(k−1)∥Chx− x∥
= h
n∑
k=1
(1− hω)−(k−1)∥Ahx∥
である．
x, xˆ ∈ D とする．
Jh,λxˆ =
h
λ+ h
xˆ+
λ
λ+ h
ChJh,λxˆ
であるから，
Chx− Jh,λxˆ = Chx−
(
h
λ+ h
xˆ+
λ
λ+ h
ChJh,λxˆ
)
=
h
λ+ h
(Chx− xˆ) + λ
λ+ h
(Chx− ChJh,λxˆ)
が成り立つ. よって,
∥Chx− Jh,λxˆ∥ ≤ h
λ+ h
∥Chx− xˆ∥+ λ
λ+ h
∥Chx− ChJh,λxˆ∥
≤ h
λ+ h
∥Chx− xˆ∥+ λ
λ+ h
(1− hω)−1∥x− Jh,λxˆ∥
が成り立つ.
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命題 10.2. x ∈ D, λ ∈ (0, λ0] h ∈ (0, h0] ならば,
∥Cnhx− Jmh,λx∥
≤ (1− hω+)−n(1− λω+h )−m
(
(nh−mλ)2 + nh2 +mλ2)1/2 ∥Ahx∥ (10.2)
n,m = 0, 1, 2, · · ·
が成り立つ.
証明. x ∈ D とする．命題 4.2により，
∥Jmh,λx− x∥ ≤ λ
m∑
k=1
(1− λωh)−k∥Ahx∥
≤ mλ(1− λω+h )−m∥Ahx∥
である．また,
∥Cnhx− x∥ ≤ h
n∑
k=1
(1− hω)−(k−1)∥Ahx∥
≤ nh(1− hω+)−n∥Ahx∥
である．よって,
an,m = (1− hω+)2n(1− λω+h )2m∥Cnhx− Jmh,λx∥2
n, m =, 1, 2, · · ·
とおくと,
an,0 = (nh)
2∥Ahx∥2 ≤ αn,0∥Ahx∥2, n = 0, 1, 2, · · ·
が成り立つ. ただし,
αn,m = (nh−mλ)2 + nh2 +mλ2
である．同様に,
a0,m ≤ α0,m∥Ahx∥2, m = 0, 1, 2, · · ·
が成り立つ.
an,m ≤ (1− hω+)2n(1− λω+h )2m
×
(
h
λ+ h
∥Cnhx− Jm−1h,λ x∥+
λ
λ+ h
(1− λω+)−1∥Cn−1h x− Jmh,λx∥
)2
≤ (1− hω+)2n(1− λω+h )2m
(
h
λ+ h
+
λ
λ+ h
)
×
(
h
λ+ h
∥Cnhx− Jm−1h,λ x∥2 +
λ
λ+ h
(1− λω+)−2∥Cn−1h x− Jmh,λx∥2
)
=
h
λ+ h
(1− λω+h )2an,m−1 +
λ
λ+ h
an−1,m
≤ h
λ+ h
an,m−1 +
λ
λ+ h
an−1,m
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を得る. 故に,命題 4.3のときと同様に，
an,m ≤ αn,m∥Ahx∥2
である．
命題 10.3. x ∈ D, t ∈ [0,∞) h ∈ (0, h0] ならば,
∥Cnhx− Th(t)x∥
≤ (1− hω+)−neω+h t ((nh− t)2 + nh2)1/2 ∥Ahx∥ (10.3)
n = 0, 1, 2, · · ·
が成り立つ.
証明. (10.2) において, m = [t/λ]とおき, λ ↓ 0とすればよい.
定理 10.2の証明. x ∈ D(A), xh ∈ Dは, h ↓ 0のとき, xh → x であるとする.
y ∈ D(A) ⊂ D とする. yh,µ = Jh,µyとおく. Ahyh,µ = µ−1(yh,µ − y) だから, 命題
10.3より,
∥C [t/h]h yh,µ − Th(t)yh,µ∥
≤ (1− hω+)−[t/h]eω+h t(h2 + ht)1/2µ−1∥yh,µ − y∥
が成り立つ. よって,
∥C [t/h]h xh − Th(t)x∥
≤ ∥C [t/h]h xh − C [t/h]h yh,µ∥+ ∥Th(t)yh,µ − Th(t)x∥
+ (1− hω+)−[t/h]eω+h t(h2 + ht)1/2µ−1∥yh,µ − y∥
≤ (1− hω+)−[t/h]∥xh − yh,µ∥+ eωht∥yh,µ − x∥
+ (1− hω+)−[t/h]eω+h t(h2 + ht)1/2µ−1∥yh,µ − y∥
を得る. よって, τ > 0のとき,
lim sup
h↓0
(
sup
t∈[0,τ ]
(
∥C [t/h]h xh − Th(t)x∥
))
≤ 2eω+τ∥x− yµ∥
である. 但し, yµ = Jµy である． µ ↓ 0とし, y → xとすればよい.
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11 単独保存則の差分近似
単独保存則
∂tu+ ∂xF (u) = 0 (11.1)
に対する差分近似を考える. ∆t > 0, ∆x > 0 とする．r = ∆t/∆xと書き，rは定
数とする．一般には r に依存する Fr ∈ C1((−∞,∞)× (−∞,∞)) を用いて,
u(x, t+∆t)− u(x, t)
∆t
+
Fr(u(x, t), u(x+∆x, t))− Fr(u(x−∆x, t), u(x, t))
∆x
= 0 (11.2)
の形の差分近似を考える. ただし, 保存則 (11.1)との適合性のために,
Fr(s, s) = F (s), −∞ < s <∞
である仮定する. u(x, t+∆t) は u(x, t) から
u(x, t+∆t) = u(x, t)− rFr(u(x, t), u(x+∆x, t)) + rFr(u(x−∆x, t), u(x, t))
= Gr(u(x−∆x, t), u(x, t), u(x+∆x, t))
で定まる. 初期条件 u(x, 0) = u0(x) から順次 u(x, n∆t), n = 1, 2, . . . が定まる.
M > 0 とする. s−1, s0, s1 ∈ [−M,M ] のとき, Gr(s−1, s0, s1) が各変数 s−1, s0, s1
に関して非減少のとき, 差分近似 (11.2)は 区間 [−M,M ] 上で単調であるという.
例 11.1.
1
∆t
(u(x, t+∆t)− (u(x+∆x, t) + u(x−∆x, t))/2)
+
1
2∆x
(F (u(x+∆x, t))− F (u(x−∆x, t))) = 0 (11.3)
の形の差分近似をFriedrichs-Laxの差分近似という. この差分近似は
Fr(s1, s2) = (F (s1) + F (s2))/2 + (s1 − s2)/2r
Gr(s−1, s0, s1) =
1
2
∫ s−1
0
(1 + rF ′(s)) ds+
1
2
∫ s1
0
(1− rF ′(s)) ds
とおいて, (11.2)の形になる. したがって,定数 r > 0 を
r sup{|F ′(s)|; s ∈ [−M,M ]} ≤ 1
を満たすように固定すれば, Friedrichs-Lax の差分法は [−M,M ]上で 単調である.
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例 11.2.
1
∆t
(u(x, t+∆t)− u(x, t))
+
1
∆x
(
∫ u(x,t)
u(x−∆x,t)
F ′(r)+ dr −
∫ u(x+∆x,t)
u(x,t)
F ′(r)− dr) = 0 (11.4)
の形の差分近似を上流差分近似という. この差分近似は
Fr(s1, s2) =
1
2
(F (s1) + F (s2))− 1
2
∫ s2
s1
|F ′(s)| ds
Gr(s−1, s0, s1) = r
∫ s−1
0
F ′(s)+ ds+ r
∫ s1
0
F ′(s)− ds+
∫ s0
0
(1− r|F ′(s)|) ds
とおいて, (11.2)の形になる. したがって, やはり r > 0 を
r sup{|F ′(s)|; s ∈ [−M,M ]} ≤ 1
を満たすように固定すれば, 上流差分近似は [−M,M ]上で 単調である.
M > 0 とし, 以下で，差分近似 (11.2)は [−M,M ] で単調であると仮定する.
∥u∥L∞ ≤M である u ∈ L∞(−∞,∞) に対して,
u∆t(x) = u(x)− rFr(u(x), u(x+∆x)) + rFr(u(x−∆x), u(x))
= Gr(u(x−∆x), u(x), u(x+∆x))
と書く． k ∈ [−M,M ] とする．Gr は各変数に関して, 非減少だから,
u∆t(x) ≤ Gr(k ∨ u(x−∆x), k ∨ u(x), k ∨ u(x+∆x))
である. 一方,
k = Gr(k, k, k) ≤ Gr(k ∨ u(x−∆x), k ∨ u(x), k ∨ u(x+∆x))
である．したがって,
k ∨ u∆t(x) ≤ Gr(k ∨ u(x−∆x), k ∨ u(x), k ∨ u(x+∆x))
である. これを, 書き直すと,
k ∨ u∆t(x)
≤ k ∨ u(x)− rFr(k ∨ u(x), k ∨ u(x+∆x)) + rFr(k ∨ u(x−∆x), k ∨ u(x))
となる. 両辺から, k を減じて整理すると,
(u∆t(x)− k)+ − (u(x)− k)+ ≤
− rFr(k ∨ u(x), k ∨ u(x+∆x)) + rFr(k ∨ u(x−∆x), k ∨ u(x)) (11.5)
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を得る. 同様にして,
(u∆t(x)− k)− − (u(x)− k)− ≤
+ rFr(k ∧ u(x), k ∧ u(x+∆x))− rFr(k ∧ u(x−∆x), k ∧ u(x)) (11.6)
を得る. (11.5), (11.6) において, それぞれ, k = ∥u∥L∞ , k = −∥u∥L∞ とおいて,
∥u∆t∥L∞ ≤ ∥u∥L∞ ≤M であることがわかる. さらに, (11.5), (11.6)を辺々加えて,
|u∆t(x)− k| − |u(x)− k| ≤
− rFr(k ∨ u(x), k ∨ u(x+∆x)) + rFr(k ∨ u(x−∆x), k ∨ u(x))
+ rFr(k ∧ u(x), k ∧ u(x+∆x))− rFr(k ∧ u(x−∆x), k ∧ u(x))
を得る. ここで, 特に, k = 0 として,
|u∆t(x)| − |u(x)| ≤
− rFr(u(x)+, u(x+∆x)+) + rFr(u(x−∆x)+, u(x)+)
+ rFr(−u(x)−,−u(x+∆x)−)− rFr(−u(x−∆x)−,−u(x)−)
である. よって, もし, u ∈ L1(−∞,∞) ならば, u∆t ∈ L1(−∞,∞) で,
∥u∆t∥L1 ≤ ∥u∥L1
である．
uˆ ∈ L∞(−∞,∞)を ∥uˆ∥L∞ ≤ M であるとする. w(x) = u(x) ∨ uˆ(x)とおくと,
w ∈ L∞(−∞,∞) で, ∥w∥L∞ ≤M である．
uˆ∆t(x) = Gr(uˆ(x−∆x), uˆ(x), uˆ(x+∆x))
w∆t(x) = Gr(w(x−∆x), w(x), w(x+∆x))
と書く． 単調性から,
u∆t(x) ∨ uˆ∆t(x) ≤ Gr(w(x−∆x), w(x), w(x+∆x)) = w∆t(x)
である. u ∈ L1(−∞,∞), uˆ ∈ L1(−∞,∞)と仮定する．このときw ∈ L1(−∞,∞)
で, また,
uˆ∆t, w∆t ∈ L1(−∞,∞)
であり, ∫ ∞
−∞
uˆ∆t dx =
∫ ∞
−∞
uˆ dx,
∫ ∞
−∞
w∆t dx =
∫ ∞
−∞
w dx
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が成り立つ. したがって,∫ ∞
−∞
(u∆t − uˆ∆t)+ dx =
∫ ∞
−∞
(u∆t ∨ uˆ∆t − uˆ∆t) dx
≤
∫ ∞
−∞
(w∆t − uˆ∆t) dx
=
∫ ∞
−∞
(w − uˆ) dx
=
∫ ∞
−∞
(u ∨ uˆ− uˆ) dx
=
∫ ∞
−∞
(u− uˆ)+ dx
が成り立つ. 同様にして,∫ ∞
−∞
(u∆t − uˆ∆t)− dx ≤
∫ ∞
−∞
(u− uˆ)− dx
も成り立つ. 故に, ∫ ∞
−∞
|u∆t − uˆ∆t| dx ≤
∫ ∞
−∞
|u− uˆ| dx
が成り立つ.
L1(−∞,∞) の閉凸集合 DM を
DM = {u ∈ L1(−∞,∞) ∩ L∞(−∞,∞); ∥u∥L∞ ≤M}
で定める. h > 0とし, 各 u ∈ DM に対して, Chu を
(Chu)(x) = Gr(u(x−∆x), u(x), u(x+∆x)), h = ∆t
で定める．以上で調べたことから, 次が成り立つ.
命題 11.1. 各 h > 0 に対し, Ch は DM からそれ自身の中への作用素であり, 次
が成り立つ.
(1) u, uˆ ∈ DM のとき,
∥Chu− Chuˆ∥L1 ≤ ∥u− uˆ∥L1 .
(2) 任意の y ∈ (−∞,∞) に対して,
τyCh = Chτy.
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(3) u ∈ DM , k ∈ [−M,M ] のとき,
((Chu)(x)− k)+ − (u(x)− k)+ ≤
− rFr(k ∨ u(x), k ∨ u(x+∆x)) + rFr(k ∨ u(x−∆x), k ∨ u(x)), (11.7)
((Chu)(x)− k)− − (u(x)− k)− ≤
+ rFr(k ∧ u(x), k ∧ u(x+∆x))− rFr(k ∧ u(x−∆x), k ∧ u(x)) (11.8)
(4) u ∈ DM のとき,
|(Chu)(x)| − |u(x)| ≤ (11.9)
− rFr(u(x)+, u(x+∆x)+) + rFr(u(x−∆x)+, u(x)+)
+ rFr(−u(x)−,−u(x+∆x)−)− rFr(−u(x−∆x)−,−u(x)−).
A を 定義 9.2で定めた L1(−∞,∞) の消散作用素, {T (t)}t≥0 をそれから生成さ
れる L1(−∞,∞) 上の半群とする.
定理 11.1. u0 ∈ DM とする．L1(−∞,∞) において,
C
[t/h]
h u0 → T (t)u0, h ↓ 0
となる．ただし, 収束は有界な t ∈ [0,∞) に関して一様である.
証明. h > 0, u ∈ DM のとき, Ahu = h−1(Chu−u) と書く. DM は L1(−∞,∞)
の閉凸集合だから, λ > 0 のとき, R(I − λAh) ⊃ DM が成り立つ. f ∈ DM , λ > 0
とする．L1(−∞,∞) において,
(I − λAh)−1f → (I − λA)−1f, h ↓ 0
を示せばよい. 簡単のため λ = 1 とする.
uh = (I − λAh)−1f = (I − Ah)−1f
と書く．{uh} が L1(−∞,∞) で全有界であることを示す.
uh =
h
h+ 1
f +
1
h+ 1
Chuh
だから, p = 1, ∞のとき
∥uh∥Lp ≤ h
h+ 1
∥f∥Lp + 1
h+ 1
∥Chuh∥Lp
≤ h
h+ 1
∥f∥Lp + 1
h+ 1
∥uh∥Lp
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であり,
∥uh∥Lp ≤ ∥f∥Lp
である. y ∈ (−∞,∞) のとき,
τyuh =
h
h+ 1
τyf +
1
h+ 1
Chτyuhuh
も成り立つから, これを変形して，τyuh = (I − Ah)−1τyf である．よって,
∥τyuh − uh∥L1 = ∥(I − Ah)−1τyf − (I − Ah)−1f∥L1 ≤ ∥τyf − f∥L1
である．したがって,
sup
h>0
∥τyuh − uh∥L1 → 0, y → 0
である. (11.9) において, u = uh とおく．
|(Chuh)(x)| − |uh(x)| ≥ sign(uh(x))((Chuh)(x)− uh(x))
= h sign(uh(x))(uh(x)− f(x))
≥ h(|uh(x)| − |f(x)|)
であり, r/h = 1/∆x であるから,
|uh(x)| − |f(x)|
≤ 1
∆x
(
Fr(uh(x−∆x)+, uh(x)+)− Fr(uh(x)+, uh(x+∆x)+)
+ Fr(−uh(x)−,−uh(x+∆x)−)− Fr(−uh(x−∆x)−,−uh(x)−)
)
(11.10)
が従う．R2 > R1 > 0 とし,
ψ(x) =

1, |x| > R2
(|x| −R1)/(R2 −R1), R1 < |x| ≤ R2
0, |x| ≤ R1
を (11.10)の両辺に乗じて (−∞,∞) 上で積分して∫ ∞
−∞
|uh(x)|ψ(x) dx−
∫ ∞
−∞
|f(x)|ψ(x) dx
≤
∫ ∞
−∞
(
Fr(uh(x−∆x)+, uh(x)+)− Fr(−uh(x−∆x)−,−uh(x)−)
)
× 1
∆x
(ψ(x)− ψ(x−∆x)) dx
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となる．|s1|, |s2| ≤M のとき,
|∂1Fr(s1, s2)|, |∂2Fr(s1, s2)| ≤ Kr
であるとすると,
|Fr(uh(x−∆x)+, uh(x)+)− Fr(−uh(x−∆x)−,−uh(x)−)|
≤ Kr(|uh(x−∆x)+ + uh(x−∆x)−|+ |uh(x)+ + uh(x)−|)
= Kr(|uh(x−∆x)|+ |uh(x)|)
である．故に,∫
|x|>R2
|uh(x)| dx−
∫
|x|>R1
|f(x)| dx ≤ 2Kr
R2 −R1
∫ ∞
−∞
|f(x)| dx
を得る. よって
sup
h>0
∫
|x|>R2
|uh(x)| dx→ 0, R2 ↑ ∞
である．定理 2.1により, h(n) を適当な零列とし uh(n) は L1(−∞,∞)で, ある
u ∈ L1(−∞,∞) に強収束する. uh(n)(x), uh(n)(x−∆xn)は u(x) に概収束すると仮
定してよい. ただし, ∆xn = h(n)/r である．
u = (I − A)−1f であることを示せばよい. uh − f = Ahuhで，
uh(x)− f(x) = 1
∆x
(Fr(uh(x−∆x), uh(x))− Fr(uh(x), uh(x+∆x)))
である． φ ∈ C∞0 (−∞,∞)，φ ≥ 0，とする．∫ ∞
−∞
(uh(x)− f(x))φ(x) dx =
∫ ∞
−∞
Fr(uh(x−∆x), uh(x))φ(x)− φ(x−∆x)
∆x
dx
である． h = h(n)→ 0 として,∫ ∞
−∞
(u(x)− f(x))φ(x) dx =
∫ ∞
−∞
Fr(u(x), u(x))∂xφ(x) dx
=
∫ ∞
−∞
F (u(x))∂xφ(x) dx (11.11)
を得る．Φ ∈ C2(−∞,∞) は凸で非減少とする．(11.7) より,
1
h
∫ ∞
−∞
{∫ M
−M
Φ′′(k)
(
((Chuh)(x)− k)+ − (uh(x)− k)+
)
dk
}
φ(x) dx
≤ 1
∆x
∫ ∞
−∞
{∫ M
−M
Φ′′(k)
(
Fr(k ∨ uh(x−∆x), k ∨ uh(x))
− Fr(k ∨ uh(x), k ∨ uh(x+∆x))
)
dk
}
φ(x) dx
=
∫ ∞
−∞
{∫ M
−M
Φ′′(k)Fr(k ∨ uh(x−∆x), k ∨ uh(x)) 1
∆x
(φ(x)− φ(x−∆x)) dk
}
dx
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をえる．
1
h
∫ M
−M
Φ′′(k)
(
((Chuh)(x)− k)+ − (uh(x)− k)+
)
dk
≥
∫ M
−M
Φ′′(k) sign+(uh(x)− k) 1
h
((Chuh)(x)− uh(x))) dk
=
∫ uh(x)
−M
Φ′′(k) (uh(x)− f(x)) dk
だから,∫ ∞
−∞
{∫ uh(x)
−M
Φ′′(k) (uh(x)− f(x)) dk
}
φ(x) dx
≤
∫ ∞
−∞
{∫ M
−M
Φ′′(k)Fr(k ∨ uh(x−∆x), k ∨ uh(x)) 1
∆x
(φ(x)− φ(x−∆x)) dk
}
dx
となる．ここで h = h(n)→ 0 として,∫ ∞
−∞
{∫ u(x)
−M
Φ′′(k) ((u(x)− f(x)) dk
}
φ(x) dx
≤
∫ ∞
−∞
{∫ M
−M
Φ′′(k)Fr(k ∨ u(x), k ∨ u(x))∂xφ(x) dk
}
dx
=
∫ ∞
−∞
{∫ M
−M
Φ′′(k)F (k ∨ u(x))∂xφ(x) dk
}
dx (11.12)
を得る. この右辺は∫ ∞
−∞
{∫ u(x)
−M
Φ′′(k)F (u(x)) dk +
∫ M
u(x)
Φ′′(k)F (k) dk
}
∂xφ(x) dx
=
∫ ∞
−∞
{
(Φ′(u(x))− Φ′(−M))F (u(x))
+
[
Φ′(k)F (k)
]M
u(x)
−
∫ M
u(x)
Φ′(k)F ′(k) dk
}
∂xφ(x) dx
= −Φ′(−M))
∫ ∞
−∞
F (u(x))∂xφ(x) dx+ Φ
′(M))F (M)
∫ ∞
−∞
∂xφ(x) dx
+
∫ ∞
−∞
{∫ u(x)
M
Φ′(k)F ′(k) dk
}
∂xφ(x) dx
= −Φ′(−M))
∫ ∞
−∞
F (u(x))∂xφ(x) dx+
∫ ∞
−∞
{∫ u(x)
0
Φ′(k)F ′(k) dk
}
∂xφ(x) dx
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となる．(11.11)を用いて (11.12)を整理すると,∫ ∞
−∞
Φ′(u(x)) (u(x)− f(x))φ(x) dx
≤
∫ ∞
−∞
{∫ u(x)
0
Φ′(s)F ′(s) ds
}
∂xφ(x) dx
を得る. ゆえに, u(x) は
u+ ∂xF (u) = f
のエントロピー劣解である. 同様に, u(x)がエントロピー優解であることが示せる.
線形モデルの交通流の方程式の
∂tρ+ ∂x (ρ(1− ρ)) = 0
に関する数値実験例を図 10, 11, 12, 13, 14に示す. 縦軸 (Vehicle-Axis)が交通密度
ρを表す．図 13ではFriedrichs-Laxの差分近似を, それ以外は上流差分近似を用い
た. 図 10の初期密度は
ρ0(x) =

0, x ≤ −1
(x+ 1)/2, −1 < x ≤ 1
1, x > 1
で衝撃波が観測される. 図 11の初期密度は
ρ0(x) =
{
1, x ≤ 0
0, x > 0
で稀薄波が観測される. 図 12, 13の初期密度は
ρ0(x) = exp(−5x2)
である．かなり早い時期に衝撃波が生じている. 上流差分近似の方がFriedrichs-Lax
差分法より衝撃波をシャープに与えている. 図 14の初期密度は
ρ0(x) = exp(−5x2) + 0.5 exp(−5(x+ 0.5)2)
である．後方の小集団が前方の大集団に追いつき吸収されていく様子がわかる．
演習問題 11.1. 例 11.1と例 11.2を検証せよ.
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Traffic Flow with Neuman B.C.(Up-Stream Scheme), density
0
0.5
1
1.5
2 -1
-0.5
0
0.5
1
1.5
0
0.5
1
1.5
Time-Axis
Space-Axis
Value-Axis
図 10: 数値計算例 1
Traffic Flow with Neuman B.C.(Up-Stream Scheme), density
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図 11: 数値計算例 2
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Traffic Flow with Periodic B.C.(Up-Stream Scheme), density
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図 12: 数値計算例 3
Traffic Flow with Periodic B.C.(Friedrichs-Lax Scheme), density
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図 13: 数値計算例 4
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Traffic Flow with Periodic B.C.(Up-Stream Scheme), density
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図 14: 数値計算例 5
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あとがき
交通流の方程式については [27]が読み物風で楽しい．この数理モデルの提案者の
一人であるWhithamの講義録 [65]にも簡潔な解説がある. mesoscopicなモデルに
関する解説も含んだ総合報告として [40] がある．保存則や非線形双曲型方程式に
関して本格的に学ぶにはBardos[4], Majda[45], Ho¨rmander[28], Smoller[59]などが
ある．物理的背景も込めて学ぶにはChorin-Marsden[20]がある．
非線形半群または非線形発展方程式に関する専門書に関しては高村・小西 [39]
とWalker[64] が入門的な性格であるが高度な内容も持つ. 本格的に学ぶ為には
Barbu[3], Bre´zis[10], 田辺 [62],増田 [48],宮寺 [51], Showalter[58] がある. [51],[62]
には英訳もある. [42],[46],[57], [21],[2]も関連する専門書である. [66]にも非線形半
群論の簡潔な解説がある. 総合報告としてはCrandall[12]がもっとも新しいもので
ある．Ko¯mura[38], Minty[49] は単調作用素と非線形半群に関する記念碑的論文で
ある.
関数解析やLebesgue積分については, 例えば教科書 [60] 程度の知識を仮定した.
必要に応じて, [37],[50],[63],[9], [26],[9]などを参照していただきたい．[37], [9]には
邦訳がある．なお, [50],[63],[9] には線形半群論が含まれている.
定義 3.1と定理 3.2はKruzˇkov[41] による．定理 4.1はCrandall–Liggett[16]によ
る．証明はKobayashi[32]にあるものを適用した. 定理 8.1, 10.1, 10.2はMiyadera–
Oharu[54], Bre´zis–Pazy[11]による．証明はMiyadera–Kobayashi[53]にあるものを
適用した. 定理5.1はBe´nilan[5]による．定理5.2はCrandall–Liggett[16], Miyadera[52]
による．なお,命題 5.7はこれらにあるものの拡張を与える. 定理 7.1,9.1,9.2,9.3,9.4
は実質的にCrandall[13]による．Be´nilan[5], Kruzˇkov[41] などを参考にして若干の
整備をした. 定理11.1はCrandall–Majda[17]による．証明はOharu–Takahashi[56],
Kobayashi[33],[34]にならって半群の近似定理を用いたものを与えた. (粘性を伴う)
単独保存則は空間次元が 1次元の場合に限定して取り扱ったが, 証明は空間次元が
2次元以上の場合にも容易に拡張できる形で与えた.
非線形半群論は単独保存則の方程式以外にも, Hamilton-Jacbi方程式や多孔性媒
質中の流体の方程式 (porus medium equation) などに適用される. これらについて
はBe´nilan–Bre´zis–Crandall[6], Crandall–Lions[18], Bre´zis[8]などを参照.
交通流の方程式は車密度 ρの他に車速度 vの時間発展も考慮すると例えば
∂tρ+ ∂x(ρv) = 0
∂tv + ∂x(v
2/2 + aργ−1) = (V (ρ)− v)/τ
となる．ただし,a > 0, γ > 1, τ > 0は定数である. τ ↓ 0とした極限が今まで扱っ
た方程式である. このような保存則系に適用可能なように非線形半群の理論を整
備拡張することができるであろうか？このことについてはBressan[7]を参照.
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