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Peri-xanthenoxanthene (PXX) is an electron donor molecule that has been previously 
used as an active component in organic thin film transistors (OTFTs), exhibiting 
desirable properties such as high levels of stability, efficient charge injection and high 
mobility. Previous studies of PXX and related molecules have shown that small 
changes to its structure enable the adjustment (in energy) of its frontier orbitals, 
enabling precise tweaking of its energetic alignment with other materials in devices. 
In this thesis, PXX and related molecules are studied at metallic interfaces via 
scanning tunnelling microscopy (STM), scanning tunnelling spectroscopy (STS) and 
x-ray photoelectron spectroscopy (XPS) in idealised conditions. In particular, on-
surface reactions are used to form extended nanoribbons of PXX and related 
molecules, and the dependence of the donor/acceptor strength on the length of these 
structures is examined via STS. 
The on-surface reactions of a related molecule, binol, were studied on Cu(111) and 
Au(111) via STM and XPS with the aim of forming PXX in an idealised analogous 
reaction to solution phase synthetic methods that involve metal catalysts. Binol was 
found to form metal-organic structures on Cu(111) with annealing, with disordered 
covalent structures forming at higher temperatures. Au(111) did not catalyse on-
surface reactions of binol, with the addition of a co-deposited metal (Fe) required to 
initiate the formation of metal-organic structures and covalent products at higher 
temperatures. 
PXX was found to adsorb onto metallic surfaces, with indications of molecule-metal 
decoupling on Au(111), such as the high levels of mobility exhibited and the clear 
signals in STM imaging that resemble its gas phase molecular orbitals. The addition 
of bromine atoms to its structure allowed for the formation of halogen bonded 
networks and enabled the on-surface synthesis of extended PXX nanoribbons via 
metal-catalysed on-surface Ullmann and dehydrogenation reactions. STS 
measurements on the PXX nanoribbons give a strong indication of an increased donor 
strength (higher HOMO energy) with increased length. 
An acceptor analogue of brominated PXX, Vat Orange 3 (VO3), was also studied on 
Au(111). After the formation of halogen bonded networks upon its deposition, 
xvi 
 
annealing was found to yield extended nanoribbon structures that exhibited increased 
acceptor strength with increased length. 
Finally, on-surface donor-acceptor (DA) type structures involving PXX were 
examined. Its deposition with a common acceptor molecule, 
tetracyanoquinodimethane (TCNQ) was found to lead to the formation of mixed 
assemblies that showed signs of increased levels of surface-mediated charge transfer 
to TCNQ. Similar results were found when instead using PXX nanoribbons, with any 
differences ascribed to the change in the stabilities of the mixed assemblies due to 
changes in intermolecular interactions. Covalently bonded DA nanoribbon structures, 
formed from PXX and VO3, were also examined via STM/STS, and the tweaking of 
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1 Introduction: Molecules at Metallic Surfaces 
 
In recent years, electronics based around small molecules have become increasingly 
more prevalent. Optoelectronic applications generally require tuneable semi-
conducting materials1,2 with controllable frontier orbital energies and HOMO-LUMO 
(highest occupied – lowest unoccupied molecular orbital) gaps. Polyaromatic 
hydrocarbons (PAH) showcase these properties in optoelectronics, with uses as 
chromophores3,4 and emissive materials5. The frontier energy levels of PAHs may be 
tuned in a variety of ways, including: changing the size of the aromatic network6; 
changes to the edge states and functional groups at the peripheries7; and the 
replacement of carbon positions in the framework via heteroatom doping8–12. The 
effects of increasing the size of the aromatic network and doping are subjects of 
particular interest for this project. 
Bottom-up synthetic methods are one potential way of further increasing the number 
and variety of these structures. There are an increasing number of demonstrations of 
the power of bottom-up synthetic techniques, one field of which involves the use of 
underlying substrates as both catalysts and frame-works for the formation and 
structure of the resulting products. The field of on-surface synthesis is an exciting and 
rapidly expanding one, with a steadily increasing number of synthetic pathways that 
can yield significantly different results to their solution-based counterparts13–18. 
Studying and exploiting the self-assembly of these molecules at interfaces also paves 
the way to smaller-scale devices that are not currently possible with top-down 
processing methods. Furthermore, understanding how these molecules interact with 
and assemble on electrode-type substrates is also essential for the creation of more 
efficient devices with good matches between molecular energy levels and the 
electrode Fermi level for charge transport in devices19,20. In particular, the structure of 
the first few layers of molecular material in devices has a significant effect on this 
energy level alignment. 
In the following, the background to all of these aspects will be explored in the context 
of studying molecular systems at metallic surfaces. A particular focus of this project 
is on the molecule peri-xanthenoxanthene (PXX), an electron donor molecule, and 




how its structure may be tweaked via on-surface synthesis in order to change its 
properties for potential future use in optoelectronic devices. 
In this section, the basic concepts of molecular systems adsorbed at metallic surfaces 
will be discussed. In particular, the effects of molecular adsorption on interfacial 
dipoles, frontier molecular orbital shifts and charge transfer are presented. Finally, 
brief literature reviews on 2D self-assembly and on-surface reactions are set out. 
1.1 Work Function and Interfacial Dipoles 
The work function of a metal surface, ϕ, is defined as the energy required to remove 
an electron from the highest bound state (the electrochemical potential of the surface, 
μ, or the Fermi level, EF, at low temperatures) to rest at the vacuum level (VL(s)), just 
beyond the surface at a point at which the image force can be neglected21: 
𝜙 = 𝑉𝐿(𝑠) − 𝜇 =  𝑉𝐿(𝑠) − 𝐸𝐹 
Eq. 1.1 
The difference between the vacuum level just outside the surface (VL(s)) and the 
vacuum level at an infinite distance (VL(∞)) can be mainly attributed to the effect of 
the surface dipole layer. Variations in measured work functions are found for different 
facets of the same material22, and thus the corresponding changes in surface potential 
must clearly play a role in the work function value as the Fermi level is a common 
property of the bulk material. The work function can be related to the compactness of 
the surface, with the work function increasing for more compact facets of the same 
material23. As VL(s) is usually found to be higher than VL(∞), it can be seen as an 
initial electron extraction barrier that must be overcome to bring an electron to rest at 
larger distances.  
The surface dipole layer is a result of the spill-out of electrons that occurs at a metallic 
surface. This is because there is no repulsion felt with other electrons that would have 
been found in the ‘missing’ half of the crystal (where there is now a vacuum). A 
corresponding reduction in the density of electrons also occurs at the surface layer due 
to this ‘spill out’, leading to a dipole formation. A diagram, adapted from Ishii et al.24 
in Fig. 1.1, illustrates the change in potential felt by an electron as it moves further 
away from a surface. Initially at small distances, this can be modelled as an infinite 
plane capacitor. As the electron moves further away, the dipole layer of the surface 




can be considered as a point dipole, so the potential decays with x-2 to the vacuum level 
at infinity. 
                           
Figure 1.1. An illustration, adapted from Ishii et al.24, of a model of the potential felt by an electron 
(V(x)) as it moves further (in x) from the surface dipole of a metal. The initial linear approximation 
only holds at shorter distances from the surface, as the system can be approximated as a plate capacitor. 
 
1.2 Molecular Adsorption 
Adsorption of molecules can lead to a variety of changes to properties observed at 
interfaces, including the work function. There are two extremes of adsorption: 
physisorption and chemisorption. Physisorption is characterised by weak molecule-
metal interactions (mostly van der Waals (vdW) forces) and a shallow adsorption 
potential well, with the adsorbate often found further from the surface plane, at a 
distance equal to the combined sum of the van der Waals radii of both systems. 
Chemisorption, on the other hand, is a closer, stronger binding between the molecule 
and substrate; hybridisation (the formation of new states) and broadening of the 
adsorbate and surface wavefunctions may occur, and the molecule sits more closely to 
the surface plane than the sum of the vdW radii21. In some cases, chemisorption may 
be associated with breaking intramolecular bonds in the adsorbate, with new bonds to 
the substrate formed. In general, many molecular systems sit somewhere between 
these two extremes. As is discussed later, the adsorption potential of molecules is also 
affected by the presence of other species on the surface; stabilising interactions 
between co-adsorbates may also change the adsorption potential well. 




The adsorption of molecules at metallic surfaces can also have a significant impact on 
the interfacial dipole, and thus the work function of the surface. Several different 
situations leading to this are presented in Fig. 1.2. 
A phenomenon that generally affects most adsorbate-metal interfaces is the so-called 
‘pillow’ effect (Fig. 1.2(a)). Upon adsorption of a molecule at a metal surface, the 
‘spilled-out’ electron density of the metal may be pushed back by Pauli repulsion with 
electrons in the molecule. As a result, the interfacial dipole is reduced underneath the 
molecule. This effect is shown throughout Fig. 1.2. 
Charge transfer between the molecule and metal (and vice versa) also alters the 
interfacial dipole (Fig. 1.2(c)). A negatively charged adsorbate increases the size of 
the interfacial dipole -  this is because the dipole formed between it and its ‘image 
charge’ in the underlying metal lies in the same direction as the initial surface dipole 
before adsorption21. As a result, increasing the coverage of such a negatively charged 
adsorbate also leads to an overall increase of the work function (in the macroscopic 
sense) of the surface. A positively charged adsorbate and its dipole (with its image 
charge) opposes the intrinsic surface dipole, leading to a reduction in the overall 
surface dipole and thus a reduction in the work function25. Whilst in both cases, an 
initial increase in coverage will either increase or reduce the work function, a 
maximum/minimum work function value may be reached before the surface is 
saturated with a full layer of the adsorbate25. This is because an increase in charged 
species at the interface also leads to adsorbate-adsorbate repulsion, thus eventually 
disfavouring charge transfer and reducing the overall transfer to/from the adsorbates, 
slightly reducing their effect on the work function. 
Intrinsic molecular dipoles (depending on the conformation of the adsorbed molecule 
at the surface) may also add to/subtract from the intrinsic interfacial dipole (Fig. 
1.2(d)).  
Finally, in the case of chemisorbed species, there may also be a dipole associated with 
the bond/hybrid states between the molecule and the surface (Fig. 1.2(e)). 




                             
Figure 1.2. (a) and (b) The intrinsic surface dipole due to electron spill out, and the effect that adsorbed 
molecules may have on it (the ‘pillow effect’). The green dipole symbol refers to the intrinsic interfacial 
dipole. This is shown for all of the diagrams as it is omnipresent. (c) Dipoles due to charge transfer 
between adsorbate and surface (blue) may add to or oppose the intrinsic surface dipole, increasing or 
reducing the overall surface dipole (red). (d) Molecules may have intrinsic dipoles of their own due to 
their molecular structure or adsorption conformation. (e) Chemical bonds between molecule and 
substrate may also be polar.  
 
Assuming that there is not a significant level of hybridisation, the adsorption of 
molecules onto metallic surfaces can also have a notable effect on the energies of the 
adsorbate’s HOMO (highest occupied molecular orbital) and LUMO (lowest 
unoccupied molecular orbital). In particular, a shrinking of the HOMO-LUMO gap 
occurs, with the effective HOMO being raised in energy relative to the gas phase 
molecule, and the effective LUMO being lowered in energy relative to the gas phase. 
This can be rationalised by considering the screening effects of the metal on charged 




species via the image-charge effect; the energy of charged species is lowered via an 
interaction with an opposing image charge in the underlying metal. Less energy is 
required to extract an electron (i.e. the effective HOMO is increased) and more energy 
is gained from acquiring an electron (i.e. the effective LUMO is decreased). This effect 
is shown in Fig. 1.3 and has an impact on charge transfer between metals and 
adsorbates21. The HOMO-LUMO gap may also be further reduced by a decreased 
molecule-metal distance when adsorbed21. 
                                
Figure 1.3. The effect of metal substrates on the effective HOMO and LUMO energies, referred to here 
as EICT+ and EICT-. A narrowing of the gap occurs upon the approach of the molecule to the image plane 
of the surface. 
 
1.3 Charge Transfer 
Charge transfer (CT) between adsorbed molecules and an underlying metal may occur 
in two ways. In the case of weakly adsorbed or decoupled molecules, transfer of full 
charges may occur across the interface via tunnelling of electrons: this is known as the 
integer charge transfer (ICT) model, as described by Braun et al26. This relies on the 
relative alignment of the energy levels of both the molecule and the metal. Fig. 1.4, 
adapted from Braun et al.26, shows three possible situations in the ICT model. If the 
energy of the effective molecular HOMO, referred to above as EICT+ (the positive 
















is transferred from the molecule to the metal until an equilibrium is reached, where 
EICT+ and the potential energy of the interface (Δ) is equal to the substrate work 
function. As a result, the Fermi level is pinned to EICT+ at the interface. The opposite 
is also true for CT into the effective LUMO (EICT-); if the Fermi level is higher than 
EICT- then charge is spontaneously transferred from the metal to the molecule until an 
equilibrium is reached.  
                
Figure 1.4. Diagrams illustrating the ICT model, adapted from Braun et al.26 In (a), the energy of the 
effective HOMO is higher than the Fermi energy of the surface, resulting in molecule to substrate CT. 
In (c), the effective LUMO is lower in energy than the Fermi level of the surface, resulting in substrate 









If the Fermi level lies between EICT+ and EICT- then no charge is transferred, and the 
vacuum levels of both sides of the interface are aligned. The latter situation is an 
idealised one, and does not take into account possible dipoles that may form when 
molecules are adsorbed at surfaces but no charge transfer occurs21. 
The ICT model does not apply to interfaces in which more hybridisation is involved. 
When molecules are chemisorbed, the description of any charge transfer that takes 
place becomes considerably more complex. Whilst the general alignment of the 
molecular levels with the Fermi level may still dictate the general direction of charge 
transfer, chemical bonds between the molecule and metal can also result in a 
rearrangement of charge at the interface, and the energies of the HOMO and LUMO 
of the molecule may be significantly modified by hybridisation. 
The induced density of states (IDIS) model may be used for molecules that exhibit a 
chemical interaction with the substrate (albeit a weak one, with no covalent bond). 
Hybridisation of the molecular and metal states leads to a continuum density of 
broadened states that are located both on and between the molecule and substrate 
atoms. As a result, the molecule may no longer be considered as purely a 
semiconductor, but instead has inherited some metallic character from the substrate. 
The direction of the charge transfer is dictated by the difference between the metal 
Fermi level and the charge neutrality level (CNL). This is modelled by taking the 
calculated induced density of states of the interface and filling it up with charge from 
the gas phase molecule – this dictates the position of the CNL21. 
Neither model may perfectly suit most systems – but many can be reasonably 
approximated as one or the other. In the case of strongly chemisorbed systems, such 
as those that exhibit significant charge transfer but not Fermi-level pinning (e.g. the 
filling of a molecular LUMO that is downshifted well below the Fermi level27–30), the 
IDIS model does not apply. In some cases, such a chemisorption via certain molecular 
bonding sites can result in a significantly more stable charged species when bound to 
the surface, through increased levels of aromaticity or conjugation length31–33. 
1.4 Supramolecular Self-Assembly at Surfaces 
Supramolecular self-assembly can allow the precise formation of structures on the 
nanoscale that are not yet feasible with top-down methods. Careful control of 
molecular structure may yield a wide variety of possible geometries and structures, 




with the reversibility of intermolecular bonding also giving structures self-healing 
properties. This control can be enacted by choosing the functional groups of the sub-
units within the structure, as well as controlling their geometry via synthetic chemistry. 
Surface-based supramolecular assembly has several aspects that distinguish it from 
the more traditional three-dimensional supramolecular chemistry. The use of 
supporting substrates in 2D self-assembly allows for templating via surface structure; 
using substrates with a particular reconstruction or symmetry can also help to guide 
self-assembly34. Changing the reactivity of the substrate material can in turn also affect 
the type of bonding that takes place as well as determine the molecule-substrate 
binding strength35. Imperfections in surface structure such as step edges may also 
interfere with supramolecular structure, and often act as locations for the initial 
seeding and growth of structures. 
There are several main types of intermolecular interaction that are often exploited for 
on-surface self-assembly. A list of these, with indications of their range and strength, 
is presented in Table 1.1. From this list, the only truly long-range type of interaction 
is electrostatic. Van der Waals (vdW) forces are omnipresent and are often weak 
relative to the other interactions listed, with the exception of some systems such as 
those in which long alkyl chains with extensive vdW contacts are involved14,36,37. 
Substrate-mediated interactions (not listed) can also play a role in a small amount of 
systems; adsorbed molecules may act as scattering centres for electrons in the 
substrate’s surface state and change the adsorption potential for other molecules21. All 
of the interactions on this list play significant roles in the self-assembly of the various 
molecules described throughout this thesis. 
Interaction Strength Range 
vdW38 0.02 – 0.10 eV <1 nm 
H-bonding21,39 0.01 – 1.70 eV 1.2 – 3.0 Å 
Halo-bonding40 0.1 – 1.6 eV 0.6 – 4.0 Å 
Metal-organic38,41 0.1 – 3.5 eV 1.5 – 2.5 Å 
Electrostatic38 0.05 – 2.5 eV Long range 
 
Table 1.1. A list of the most important supramolecular interactions, along with ranges for their strength 
(energy) and distances. 
 




Hydrogen bonding is a particularly common interaction studied in on-surface 
supramolecular assembly. A hydrogen atom, referred to as the hydrogen bond donor, 
is covalently bound to a more electronegative atom (X), resulting in a polar bond. The 
donor hydrogen may then form a bond (that can have both electrostatic characteristics 
and some features of covalent bonding, depending on the system) to another atom (A) 
that is typically an electronegative element with a lone pair of electrons, known as the 
hydrogen bond acceptor39. A variety of functional groups have been shown to take 
part in H-bonding at surfaces42. Carboxylic acid moieties have been particularly 
extensively studied43, with molecules such as trimesic acid44 (TMA) and related 
structures42,45,46 having been a particular focus. Structures consisting of multiple H-
bonds for extra strength have been demonstrated, including co-assemblies such as the 
PTCDI-melamine network47–49, in a similar fashion to DNA base pairs50. These 
assemblies involve nitrogen-based functional groups as the H-bond acceptor and 
donor, as well as ketone groups that may act as acceptors51. Hydrogen bonds may be 
classified into strong, moderate and weak bonds, based on their length, directionality 
and induced changes in the length of the X-H bond21,39. Whilst many of the above 
systems were designed for the formation of moderate to strong hydrogen bonds, 
weaker H-bonds may also occur in other systems that are designed for other purposes. 
For example, C-H bonds in adsorbed molecules can act as weak hydrogen bond 
donors52–55.  
Halogen bonding40 is considerably less widely studied but has increasingly been a 
focus of research in supramolecular chemistry in recent years. A halogen bond consists 
of an attractive interaction felt between an electrophilic D-X (X = Cl, Br, I…) donor 
and a nucleophilic acceptor moiety. The interaction typically arises due to the 
polarisable nature of larger halogen atoms. Other groups in the same molecule can 
withdraw charge through the D-X sigma bond, resulting in a distribution in the 
electrostatic potential over the halogen atom. The so-called ‘sigma hole’, a region of 
positive electrostatic potential, is thus formed on the side of the halogen opposite to 
the sigma bond40. A band of negative electrostatic potential can also be found around 
the middle of the halogen atom. Halogen bonds are a result of the sigma hole being 
oriented towards regions of negative electrostatic potential, such as electronegative 
atoms on other molecules or the sides of other halogen atoms. There are three main 




forms of halogen bond, illustrated in Fig. 1.5. A brief literature review of examples of 
halogen bonded systems can be found in the introduction to Chapter 5. 
                                       
Figure 1.5. (a) – (c) The three general types of halogen bonding seen with C-X groups. (a) and (b) 
involve the orientation of the sigma hole towards regions of negative electrostatic potential, whereas 
(c) is more of a dipolar interaction. X = halogen, Y = halogen bond acceptor. 
 
Metal-organic (MO) co-ordination provides another way of forming selective and 
directional bonds of intermediate strength16 in the formation of supramolecular 
architectures. MO structures are both reversible and directional, and a wide variety of 
structures may be formed, such as 1D chains, 2D grids and 3D frameworks56. In these 
networks, ligand molecules are bound to shared metal co-ordination centres and 
arranged into an ordered array. This shows promise for future technological 
applications that may require regular arrays of metal atoms, such as catalysis56,57 and 
information storage58. There is also the potential for other novel properties in 2D co-
ordination networks that have been predicted by theory, such as topological 
insulation59. Additionally, the large surface area of some porous metal organic 
frameworks (MOFs) can be exploited for the storage of gases60. Surface-confined 
MOFs in general have fewer linkages per metal atom due to the nature of 2D surface 
confinement. In on-surface MOF formation, the metal atom may be sourced from the 
surface itself (as an adatom61 or pulled-up substrate atom62) or co-deposited with the 
molecular linkers34. Carboxylic acid functionalities are commonly used in on-surface 








or co-deposited transition metal atoms66, they may arrange into arrays that depend on 
the number and location of the binding groups within the molecular linkers. Molecules 
such as trimesic acid (TMA)67, terephthalic acid (TPA)66, trimellitic acid (TMLA)68 
and 4,1′,4′,1′′-terphenyl-1,4′′-dicarboxylic acid (TDA)69 are commonly used as MOF 
building blocks. A wide variety of other molecular linkers have also been presented in 
the literature. A comprehensive list of these is presented in the review by Dong et al.56, 
and includes other motifs such as carbonitrile groups70, halogenated precursors35, 
pyridine groups71, thiols61 and alcohols70. As with carboxylic acids, in some of these 
cases activation by the surface is required before MOFs may form – such as the 
deprotonation of SH or OH groups and the dehalogenation of C-X groups. In many 
examples of on-surface synthesis that involve Ullmann couplings (see later in this 
chapter), a metal-organic intermediate (also known as a ‘protopolymer’35,72 in some 
cases) is formed after the dehalogenation of the C-X bond in the precursor and the 
resulting formation of a radical carbon position35,73–75. 
The effects of electrostatic interactions on intermolecular assembly are less widely 
studied. There are several cases in the literature of dispersive assemblies that may be 
the result of repulsive interactions between adsorbates. It has been demonstrated that 
molecules such as tetrathiafulvalene76,77 (TTF), rubrene78, porphine79, tetraphenyl 
porphyrins80 and phthalocynanines81 may become charged upon adsorption onto a 
metallic surface, leading to a dispersed repulsive assembly. The amount of molecule-
molecule repulsion can depend on the substrate used80,82, as such a charge transfer 
depends on the relative alignments of metallic and molecular states. Increasing the 
coverage of charged molecular species at surfaces may eventually lead to more 
compact assemblies at higher coverages, as is the case with TTF on Au(111)77. At 
lower coverages, long-range repulsive forces dominate the TTF/Au(111) assembly. At 
higher coverages, however, short range attractive forces (such as H-bonding, vdW) 
become more important. As shown by Fraxedas et al.77, an increase in molecular 
coverage also leads to a decrease in the dipole moment per molecule at the surface due 
to a decrease in the amount of charge transfer. Because of this, the work function of 
the surface does not change linearly with increasing coverage, in a similar fashion to 
other charged systems at surfaces25. More complex structures may form when 
molecules that become oppositely charged when adsorbed at interfaces are co-
deposited83. Della Pia et al.84 showed via experimental results on the TBP/TCNQ 




(tetra[1,3-di(tert-butyl)phenyl]pyrene/tetracyanoquinodimethane) system, along with 
Monte Carlo calculations, that the structure of electron donor/acceptor islands can be 
a result of a delicate combination of electrostatic interactions combined with other 
intermolecular forces. There are several other examples of mixed donor-acceptor type 
assemblies, many of which involve the acceptor TCNQ and other related  
molecules85–89. As will be discussed further in Chapter 8, the structure of these 
assemblies can depend quite significantly on not just electrostatics, but also other 
intermolecular interactions such as H-bonding, as well as the coverage of each 
species90. Another perspective on this is to consider that mixing molecules at surfaces 
affects the level of possible charge transfer with the substrate, due to the effects of the 
supramolecular surroundings on the stability of the resulting charged species21.  
1.5 On-Surface Reactions: Covalent Bond Formation 
Stronger than any of the aforementioned intermolecular forces is, of course, the 
covalent bond. The study of on-surface reactions that result in the formation of 
covalent bonds is an area of rapidly increasing interest in the surface science 
community. On-surface synthesis opens new pathways to reactions that would not 
normally readily occur in traditional solution-based chemistry. Networks that are 
based around covalent bonds also have an inherently higher level of stability than those 
held together by intermolecular interactions, along with more effective charge 
transport properties through the bond91. Control over the reaction pathway on metallic 
surfaces is usually enacted via the precursor structure, substrate material/facet, and 
temperature. There are an increasing number of types of reactions that have been 
demonstrated in the literature13,17. In the following, a brief review of the more 
prevalent reactions is presented. 
The most commonly utilised on-surface reaction is the Ullmann92 coupling. It was first 
demonstrated in this context with iodobenzene on Cu(111) by Xi et al93,94; later, the 
STM tip-induced Ullmann coupling of the same molecule was also demonstrated95. 
The ground-breaking study of brominated (tetraphenyl)porphyrins by Grill et al.96 first 
demonstrated the use of Ullmann coupling for the formation of 1D and 2D covalent 
networks, and since that time there have been a large amount of studies based on the 
formation of various structures at surfaces via Ullmann coupling13,17.  




The reaction proceeds thusly: a halogenated (usually Br or I) molecule is adsorbed 
onto a metallic surface. At a certain temperature (depending on the surface used), the 
C-X bond can undergo a surface-catalysed homolysis, leaving behind a radical carbon 
position and a halogen atom that is bound to the metal. The resulting molecular 
radicals may then diffuse and combine to form new molecules. The design of the 
precursor usually dictates the resulting structure; for example, a singly halogenated 
monomer may only form dimers after Ullmann coupling, whereas two or more C-X 
bonds may lead to 1D chains or 2D networks96. In some cases, other reactions may 
then proceed after an Ullmann coupling at similar or higher temperatures, such as 
dehydrogenation and cyclization97.  
The conditions required for Ullmann coupling, along with the morphology of the 
resulting covalently bound structures, significantly depend on the substrate used. More 
reactive surfaces generally dehalogenate precursors at lower temperatures – for 
example, dehalogenation often requires annealing on Au(111), whereas it readily 
occurs at room temperature on copper surfaces98. Differences may be found between 
substrates of the same material but different facets due to changes in the relative 
reactivity and the geometry of the surface35. It has also been shown that using different 
substrates can change the relative density and order of the resulting 2D covalent 
structures99; stronger binding between the surface and the molecules limits the 
diffusion of radicals and results in sparser, more dendritic assemblies.  The surface 
geometry/reconstruction can also serve to direct and template the structures100,101. The 
choice of halogen for Ullmann coupling plays a significant role; iodine typically 
requires lower annealing temperatures for dissociation than bromine due its weaker 
bond to carbon – this can be exploited for the sequential addition of building blocks 
of different components100. As mentioned above, the formation of metal-organic 
proto-polymer intermediates after dehalogenation is also often seen on surfaces with 
higher surface adatom concentrations, such as Cu(111). 
Alongside Ullmann coupling, there are a number of other reactions that have been 
demonstrated in on-surface studies. Surface-assisted C-H activation and 
dehydrogenation is commonly used in on-surface coupling reactions. Upon heating on 
metal surfaces, certain C-H positions in molecules are often found to more favourably 
react to form C-C linkages102,103. This is frequently used in the on-surface synthesis of 
graphene nanoribbons, in which an Ullmann coupling that forms a polymer is followed 




by dehydrogenation that flattens the polymer into a nanoribbon97. Glaser coupling, in 
which a C-C bond is formed between terminal alkyne groups, has also been 
reported104–106, as have reactions between terminal alkynes and halogen groups 
(Sonogashira couplings)107. Condensation reactions, using boronic acid groups to form 
boroxines or boronic esters108 have been shown to occur readily at room temperature 
on Ag(111), and this has also been combined with Ullmann coupling to form networks 
consisting of boroxine and C-C linkages in two steps109. Other condensation reactions 
in the literature include those resulting in the formation of an imines110 and imides111. 
More examples of on-surface couplings, such as several examples of different types 
of cyclisation reactions, can be found in comprehensive reviews on the subject13,17. 
1.6 Molecular Systems Used in this Work: PXX and Related Molecules 
In this thesis, the self-assembly, on-surface reactions and electronic properties of peri-
xanthenoxanthene (PXX) and several related molecules (Fig. 1.6) are investigated on 
metallic surfaces via scanning tunnelling microscopy (STM), scanning tunnelling 
spectroscopy (STS) and x-ray photoelectron spectroscopy (XPS).  
                   
Figure 1.6. The molecules worked with during this project. VO3 is short for Vat Orange 3, and TCNQ 









PXX is a chromophore that has previously been used as an active organic 
semiconductor in flexible organic light emitting diode (OLED) screens112,113. 
Structurally, PXX is the O-doped, more stable analogue of anthanthrene114. 
Substituted derivatives of PXX have been found to have good injection and carrier 
transport properties, along with high levels of chemical and thermal stability114,115. It 
has been shown that altering the structure of PXX by changing the size of the aromatic 
moieties can be used to tune the absorption properties of the molecule, with derivatives 
retaining the same high emission yields. As an electron donor, PXX’s HOMO level 
can be raised (and thus its donor strength increased) by the addition of further aromatic 
structure, as shown by Miletić et al.6 (Fig. 1.7(a)). Small zig-zag nanoribbons with 
PXX features (Fig. 1.7(b)) have also been synthesised up to three units in length, with 
a corresponding increase in the HOMO level, as measured by cyclic voltammetry and 
photophysical data116. In addition, it has been shown that the HOMO level of PXX 
may be further tweaked (and lowered) by the addition of alkyl-imide groups, 
producing a molecule that was found to be photoredox active7. 
 
Figure 1.7. (a) Figure adapted from Miletić et al.6 showing the dependence of the HOMO-LUMO gap 
on the addition of aromatic features to the structure of PXX. (b) and (c) Figures adapted from Berezin 
et al.116, showing the structure and HOMO-LUMO gaps of PXX-type nanoribbons. 
 
The central oxygen-containing rings in PXX are also shown to be anti-aromatic by 
density functional theory (DFT) calculated nucleus-independent chemical shifts 
(NICS) (performed by Dr. Luka Đorđević, University of Trieste), and this is also 
  
 




expected to be true of nanoribbon structures that may be formed from its derivatives 
(Fig. 1.8). Few examples of molecules studied/formed at surfaces for their anti-
aromaticity exist117, and it is not clear what effect adsorption onto a metallic surface 
may have in this case. The oxidation of PXX molecules or nanoribbons due to charge 
transfer with the surface could, however, result in a fully aromatic molecule. 
                    
Figure 1.8. A PXX nanoribbon with calculated NICS values for each ring. A large positive value 
indicates anti-aromaticity. NICS(0) is the value at the centre of the ring, NICS(1) is the value 1 Å above 
the centre. Calculations performed by Dr. Luka Đorđević, University of Trieste. 
 
In the following, PXX’s behaviour as an electron donor molecule will be examined in 
the context of its adsorption on metal surfaces in idealised conditions (i.e. in vacuum), 
both alone and with an electron acceptor, tetracyanoquinodimethane (TCNQ). Its 
electronic properties and self-assembly behaviour at metallic surfaces will be 
characterised via scanning tunnelling microscopy and spectroscopy. Binol, a precursor 
to PXX in one solution-based synthetic protocol118, will also be studied at surfaces 
with the aim of forming PXX via metal-catalysed on-surface ring-closing reactions. 
In addition, on-surface reactions involving a brominated derivative of PXX, Br2PXX, 
will be investigated, with the aim of forming ultra-thin PXX nanoribbons at surfaces 
that are significantly longer than is possible in solution, with corresponding 
measurements to examine their potential properties as stronger electron donors than 
the PXX due to their increase in length116,119–121. An acceptor analogue of PXX, Vat 
Orange 3 (VO3), will also be examined in this context, with the aim of forming strong 
acceptor nanoribbons. Finally, the tuning of the properties of these nanoribbons via 
co-polymer formation will also be investigated. 
In all of the above cases, the molecular systems will be characterised on single crystal 
metal surfaces in ultra-high vacuum (<10-9 mbar). This allows the study of idealised 
interfaces, which can give greater insight into molecule-substrate and molecule-
NICS(1)iso 
NICS(0)iso 




molecule interactions without the interference of atmospheric gases/contaminants. It 
also enables the facile use of more reactive materials that would oxidise in air, such as 
copper surfaces. Furthermore, examining these systems at low temperatures in vacuum 
allows precise characterisation via the use of techniques such as scanning tunnelling 
spectroscopy and constant height scanning tunnelling microscopy imaging, both of 
which are discussed in more detail in Chapter 2. 
This project is part of a collaboration with the group of Prof. Davide Bonifazi at 
Cardiff University and the University of Trieste. PXX and Br2PXX were synthesised 
by Dr. Luka Đorđević, who also performed some of the DFT calculations shown. 
Other DFT calculations were also performed by Dr. Gabriele Sosso and Harry 
Pinfold at the University of Warwick. The collaborator that ran/analysed the 
calculations is indicated in the figure/table caption for each case. The rest of the 
molecules used throughout this project were purchased from chemical suppliers, with 
further purification performed in some cases. 
1.7 Metallic Surfaces 
Throughout this project, the (111) surfaces of gold and copper are utilised. Au(111) 
has been previously shown to enable the controllable study of Ullmann coupling 
reactions; the molecules may be easily characterised before and after reaction without 
de-bromination at room temperature122. Furthermore, it is generally seen as a more 
inert substrate – the trend in molecule-substrate interaction strength from Cu to Au 
can be attributed to the relative extent of the bonding d-orbitals, with the more 
extended Au 5d orbital resulting in a decreased coupling strength and thus a more 
repulsive interaction between molecule and metal21. As a result of this, molecules 
adsorbed onto Au(111) can sometimes be considered as relatively decoupled from the 
underlying metal surface, without the need for insulating layers such as NaCl. This 
may enable experiments in which molecular states with a resemblance to those seen 
in the gas phase can be observed by scanning tunnelling microscopy and spectroscopy. 
Cu(111) acts as a more reactive substrate in comparison to experiments on Au(111), 
with a significantly lower work function (The work function of Cu(111) is 4.98 eV 
and Au(111) is 5.31 eV)123. Copper surfaces can be useful for studying copper 
catalysed reactions in idealised conditions, as will be examined in the binol chapter of 
this thesis. Cu(111) also has a strong tendency to form metal-organic structures that 




involve adatoms or pulled-up surface atoms32,124–126, resulting in significantly different 
assemblies to those observed on Au(111). 
Scanning tunnelling microscopy images of Au(111) and Cu(111) are shown in Fig. 
1.9. The Cu(111) surface is unreconstructed, whereas Au(111) exhibits a 
‘herringbone’ reconstruction. Pairs of parallel corrugation lines run along the 
equivalent [112̄] directions, with 120° bends at elbow points to form a zig-zag pattern. 
This reconstruction is due to the elastic strain that is a result of incorporating 23 surface 
atoms into 22 bulk sites; the surface contracts along the [11̄0] direction and forms the 
herringbone ridge lines to minimise its energy.  
 
Figure 1.9. (a) and (b) Overview and atomic resolution scanning tunnelling microscopy (STM) images 
of Cu(111). (b) – (d) STM images of Au(111), with the herringbone fcc and hcp regions indicated. 
 
The reconstructed surface has regions of fcc (face-centred cubic) and hcp (hexagonally 
closed packed) surface atoms127, as indicated in Fig. 1.9. Adsorbates are often found 
to preferentially adsorb on the fcc regions and elbow sites due to their deeper potential 
well76,128. In some cases, strong binding to the Au(111) surface results in the lifting of 
the reconstruction – typically this can be seen in STM measurements when the 
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herringbone cannot be detected through molecular islands, or if there is a clear 
distortion of the ridge lines around adsorbates129–131. Atomic resolution of both 
surfaces is shown in Fig. 1.9. Two different Au(111) crystals were used during the 
course of this work, with different orientations relative to the STM scanning 
directions.




2 Experimental Methods: Background and Setup 
 
2.1 Scanning Tunnelling Microscopy and Spectroscopy 
2.1.1 Introduction 
First demonstrated by Binnig and Rohrer in 1982132, and later earning them the Nobel 
prize in physics in 1986, the scanning tunnelling microscope (STM) was a 
revolutionary invention that allowed unprecedented resolution when imaging 
conductive surfaces. Since that time, it has become a routine technique for studying 
systems at surfaces at the molecular and atomic level, revealing information about the 
geometrical and electronic characteristics of these systems. Due to the nature of the 
atomically sharp STM tip, precise manipulation of individual atoms and molecules has 
also been demonstrated133,134 and has become increasingly sophisticated135,136, giving 
scientists the ability to move closer to the ideas presented by Richard Feynman in his 
famous “There’s Plenty of Room at the Bottom” lecture in 1959137. 
STM works on the principle of quantum tunnelling, which occurs when two 
conductive materials are held close together (at the nanometre scale) and a bias voltage 
is applied between them, leading to a tunnelling current138. In STM experiments, an 
atomically sharp metallic tip is brought close to a conductive sample of interest, with 
the bias voltage typically applied to the sample. A tunnelling current may then be 
detected, which can then be used to probe the surface by scanning the tip across it to 
form an image. In the following, a brief description of the theoretical background to 
quantum tunnelling will be provided, along with explanations of the different scanning 
modes employed to image surfaces with the STM. A related technique that can be used 
to investigate the electronic structure of the sample, scanning tunnelling spectroscopy 
(STS), will also be introduced. Finally, the experimental setup of the low temperature 
STM (LT-STM) used throughout this thesis will be presented. 
2.1.2 Quantum Tunnelling: Theoretical Background 
A schematic of the potential landscape experienced by an electron in a tunnelling 
junction is shown in Fig 2.1139. Three different situations are presented: zero bias, 
positive bias and negative bias (all applied to the sample). In the zero-bias situation, 
an electrical equilibrium is reached across the junction, with common Fermi levels 




reached. No net transfer of electrons (i.e. a current) is seen in this situation. Applying 
a bias voltage, however, leads to the detection of a tunnelling current, the direction of 
which is determined by the polarity of the bias. In this situation, a positive voltage 
results in the transfer of electrons from the occupied states of the tip to the unoccupied 
states of the sample, and for a negative voltage the transfer occurs from the occupied 
states of the sample to the unoccupied states of the tip. 
 
Figure 2.1. Energy level diagrams for tunnelling junctions with different bias polarities. EF refers to 
each electrode’s Fermi level, V is the applied bias voltage (on the sample), e is the electron charge, ϕT 
and ϕS are the tip and sample work functions. For the negative bias situation (V<0), electrons flow from 
the occupied states of the sample to the unoccupied states of the tip. For the positive bias (V>0) 
situation, electrons flow from the occupied states of the tip to the unoccupied states of the sample. For 
both situations, there is exponentially decreasing current away from the Fermi level due to the 
increased potential barrier for electrons that are lower in energy, as shown by the decreasing size of 
the red arrows. When no bias is applied, there is no net current flow and the Fermi levels are aligned. 
 
The potential barrier in the gap region, shown by the size of both work functions (ϕT 
and ϕS for the tip and sample work functions, respectively) is typically much larger 
than kBT (the thermal energy) of an electron, and thus no transfer of electrons between 
the two electrodes would be expected for a classical particle. However, as electrons 
can be described in terms of quantum mechanics with delocalised wave functions, a 
penetration through a large potential barrier may occur. This is referred to as quantum 
tunnelling. 
A tunnelling current can be described in terms of time-dependent perturbation theory, 
shown in more detail elsewhere139–141. The current may be obtained by considering the 
transition probability per unit time, which is given by Fermi’s golden rule when 
considering the isolated sample and tip as unperturbed systems. Summing the 




transition probability per unit time over all states, and multiplying this by the electron 
charge, e, results in an energy integral equation for the tunnelling current (I) in terms 
of the density of states of the sample and tip (ρS and ρT, respectively), and the Fermi-
Dirac distributions of each (fS and fT): 
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where e is the electron charge, ħ is the reduced Planck constant, EF is the Fermi level, 
V is the applied bias voltage, and M is the tunnelling matrix element. At lower 
temperatures, kBT << eV, and the Fermi-Dirac distributions can be approximated by 
step functions. This leads to a simplified equation for the tunnelling current when V > 
0: 










For negative bias voltages (V < 0), the integration limits become −𝑒|𝑉| and 0. As 
shown by the above equation, only electrons between EF and EF – eV may participate 
in the tunnelling current. Electrons with lower energies than this cannot tunnel across 
the junction due to the Pauli exclusion principle. The tunnelling matrix, M, is unknown 
- this is because the precise sample and tip wave functions are also unknown, and 
potentially very complex. At low bias voltages, |𝑀|2 may be approximated by a one-
dimensional tunnelling probability, 𝐷(𝜖), that only accounts for the last atom of the 
tip and the atom of the sample underneath it142. Further simplifications, such as the 
approximation of the trapezoidal potential barrier as a square barrier of an average 
height of that in both tip and sample, result in a simple equation for the tunnelling 
probability: 
𝐷(𝜖, 𝑉, 𝑠) = 𝑒−2𝑘𝑠 
Eq. 2.3 
where: 
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Eq. 2.4 
s is the tip- sample distance, m is the mass of an electron, and 𝜙eff is the effective work 
function, as approximated by the average height of both barriers. This simple equation 
for the tunnelling probability exhibits the inverse exponential relationship with the tip-
sample separation. As a result of this, small changes in the tip-sample distance result 
in large changes in the tunnelling probability, and thus the tunnelling current. For 
typical work function values, an increase of 1 Å in separation can result in an order of 
magnitude decrease of the tunnelling probability. This demonstrates the exceptional 
sensitivity of the tunnelling current to small changes in tip-sample distance that allows 
the high vertical resolution of STM. The lateral resolution in STM is determined by 
the tip geometry. This is extremely changeable in STM experiments, but in ideal cases 
(such as a single atom at the end of the tip) may be as low as sub-Ångstrom. 
Combining the above equations yields an overall one for the simplified tunnelling 
current: 










To summarise, this shows that, for a certain tunnelling junction with a tip fixed in 
position above the sample, the tunnelling current depends on the voltage, V, applied 
in the junction, the density of states of the last atom of the tip and the atom of the 
sample underneath it (𝜌𝑇 and 𝜌𝑆, respectively, where 𝜌𝑆 is referred to as the local 
density of states or LDOS due to this approximation), and the tip-sample distance, s. 
Crucially, this dependence on the LDOS of the sample allows the use of the STM for 
studying the electronic states of the sample. 
2.1.3 STM Scanning Modes 
To exploit this tunnelling current for the imaging of conductive surfaces, an atomically 
sharp tip is brought close enough to the surface that a tunnelling current may be 
detected. This is achieved via control electronics with a feedback loop. After the tip is 
manually moved close to the surface, a current set point is entered, and the tip is 
automatically approached until the required tunnelling current is detected. The tip is 




then raster-scanned across the surface to form an image. Precise control of the tip is 
achieved via the use of piezos that distort upon the application of a voltage. This allows 
fine movement on the sub-Ångstrӧm scale.  
There are two main scanning modes that are employed for this purpose in STM 
experiments: constant current and constant height modes. These are both presented in 
Fig. 2.2. 
 
Figure 2.2. Cross-sectional view of a single line of constant current and constant height imaging. The 
feedback mechanism is turned off in constant height mode, and ideally the tip does not move up and 
down during scanning. 
 
Constant current: As the tip is scanned across the surface, the feedback mechanism 
monitors the tunnelling current and adjusts the height of the tip relative to the surface 
in order to maintain the setpoint current. The output recorded whilst scanning is thus 
the vertical (z)-movement of the tip. This mode lets the user scan more three-
dimensional features at a surface without the issue of tip-surface collision, as the 
height of the tip is constantly adjusted to avoid this. It also compensates for vertical 
thermal drift (due to temperature changes and thermal expansion/contraction of 
different materials in the scanner/sample) of the tip/sample that may lead to the tip 
drifting away from or into the surface. 
Constant height: After approaching the tip to a certain height above the surface via 
the feedback mechanism/tunnelling current, the feedback is then turned off as the tip 
scans across the surface at a constant z-piezo position (or in a set plane). Changes in 
the tunnelling current as the tip raster scans across the surface are then recorded and 
output as an image. This mode is only suitable for very flat areas of the surface and 
low temperatures with low thermal drift, as it may otherwise lead to a tip/sample 




collision. However, as no feedback is involved, the tip can be scanned much more 
quickly across the surface. It may also be a more reliable indicator of the relative 
intensity of features, e.g. for imaging the shape/intensity of a molecular electronic state 
in dI/dV imaging (see later). 
It is important to point out that STM imaging, though often used as an indication of 
the topography, does not necessarily give a true representation of it. This is due to the 
dependence of the tunnelling current on the sample density of states, as shown in eq. 
2.5. There are often situations, particularly with adsorbates on the surface, in which 
features that should be represented as a ‘hill’ feature in the topography are actually 
represented as a ‘hole’ relative to the surrounding surface, despite being adsorbed on 
top of it143–145. This is because it is possible to have a decrease in the sample density 
of states close to the Fermi level over some features, often as a result of charge transfer 
phenomena. To compensate for this, the tip moves closer to maintain the same current 
in constant current imaging, resulting in a decrease in apparent height. It should also 
be noted that the opposite can also be true – features may appear disproportionately 
brighter (with a larger apparent height than would be expected) due to a higher LDOS, 
localised on the feature, that is within the bias range of the scan. As such, the apparent 
height of objects (with the exception of comparing features with the same LDOS, such 
as step heights in metal surfaces) should not be trusted as an indicator of ‘real’ height. 
2.1.4 High resolution STM (HR-STM) 
In recent years, higher resolution forms of scanning probe microscopy (SPM) have 
become available52,146–149 that make use of  functionalised tips (such as CO, Xe, D2, 
H2, Br, and CuO)
146,148–151 to reveal the atomic structure of molecules adsorbed on 
surfaces with astounding clarity147. In particular, non-contact atomic force microscopy 
(NC-AFM) and high resolution STM (HR-STM) have been used to resolve the internal 
structures of molecules that are difficult to determine with other more traditional 
analytical methods such as NMR or mass spectrometry152–154, as well as to identify the 
intermediates and products of reactions that have taken place on surfaces155–157. Both 
NC-AFM and HR-STM are now routinely employed for examining the internal 
structure of graphene nanostructures, as the number and type of molecular rings can 
be easily resolved158–161. There are also various examples of the use of these high 
resolution techniques for studying self-assembled molecular structures51,162–165, but in 




most cases the molecular arrangements within these structures are not ambiguous and 
can be clearly determined already with the standard forms of SPM. 
The mechanism of the sub-molecular resolution in NC-AFM and HR-STM with 
functionalised tips has been the subject of multiple theoretical studies166–170. In the 
case of NC-AFM, sub-molecular contrast can be attributed to a combination of forces 
acting between the probe molecule and the sample: Pauli repulsion, van der Waals 
interactions, electrostatic forces, and the relaxation of the probe molecule166,168. The 
latter has in particular been identified as the origin for some anomalous intermolecular 
features that have been previously controversially attributed to hydrogen bonding52, 
as well as amplified covalent bond lengths171. For HR-STM, it is thought that the 
observed contrast is a combination of the relaxation motions of the probe particle and 
of the variations in the local density of states (LDOS) of the molecule167. For HR-STM 
imaging, the probe molecule on the tip must be close enough to the underlying 
molecule to enter the repulsive regime. This leads to relaxation motions of the probe 
molecule that reflect the forces felt between it and the adsorbed molecule. As a result, 
the tunnelling current also changes. This can lead to sub-molecular resolution, as more 
repulsion is generally felt over the covalent bonds in the molecule (e.g. the rings of 
planar aromatic molecules). 
 
Figure 2.3. Cartoon depicting a CO tip/molecule interface. The red arrow indicates the motion of the 
probe when it enters the repulsive regime in close proximity to the molecule. 




A simple cartoon illustrating the motions of the CO probe molecule when in the 
repulsive regime is shown in Fig. 2.3. A similar resolution can be achieved with both 
techniques, although the interpretation of HR-STM images may sometimes be 
complicated by the LDOS contribution, which is not an issue with NC-AFM. There 
are several approaches to performing HR-STM measurements; the quantity measured 
is usually either the tunnelling current (I), the dI/dV signal or the d2I/dV2 signal 
(inelastic tunnelling spectroscopy, IETS imaging) in constant height mode. There are 
also notable exceptions in which constant current mode is used, measuring the out of 
phase dI/dV signal to give a different contrast over the molecular rings159. In all of 
these cases, the tip is typically very close to the surface, with a bias voltage near to 
zero.  
There are many examples of HR-STM performed with a CO tip throughout this thesis. 
Generally, the desired molecular system is first deposited onto the surface and allowed 
to self-assemble. The sample is then cooled down with liquid helium to 7 K in the low 
temperature STM chamber. After this, CO is leaked into the system to a pressure of 
approximately 10-7 mbar for a short time (in the range of 15-45 seconds). Due to the 
temperature of the sample, which is around 10-15 K during this process, the CO 
molecules adsorb onto the substrate, even if it would not normally do so at higher 
temperatures. Following initial tip preparation via controlled bias voltage pulses and 
tip ‘dipping’ into the metallic surface, a CO molecule is then picked up by the tip. This 
may occur during scanning, when the tip passes over a CO molecule, or may be done 
more controllably by adjusting the height of the tip and the bias voltage applied when 
over a CO molecule. In some cases, there is an obvious change in imaging resolution 
or observed features when the CO is adsorbed onto the tip. For example, the picking 
up a CO from Cu(111) results in other adsorbed CO molecules changing from a purely 
dark appearance to a dark circle with a bright central feature144. However, most of the 
HR-STM experiments in this work have been performed on Au(111), and there is not 
always an obvious change in the appearance of most objects after CO pickup. Unlike 
Cu(111), CO is found to still be mobile at 7 K on Au(111), resulting in semi-regular 
hexagonal clusters of molecules with a large deviation in their appearance. This 
deviation may be due to mobility of CO molecules that are confined to a small region. 
Fig. 2.4(b) and (c) show the same area before and after pickup of CO on Au(111) via 
the STM tip, along with an overview STM image showing groups of CO molecules in 




clusters that are adjacent to an island of Vat Orange 3 molecules (see Chapter 7 of 
this thesis) in Fig. 2.4(a).  
 
     
Figure 2.4. (a) Overview STM image (1.8 V) of a molecular island of Vat Orange 3 (lower left) adjacent 
to an area of bare Au(111) with clusters of CO molecules arranged over it. One cluster is circled. (b) 
Before and after STM images (1.3 V) of a CO molecule pickup at the location indicated. More than one 
CO has disappeared in the ‘after’ image. (c) Example of picking up a CO molecule whilst scanning 
over it in constant current mode (1.1 V). The tip change observed at the position of the red arrow 
correlates well with the position of the CO island. The tip moves upwards in z to maintain the same 
current after CO pickup, hence why the lower half of the image appears brighter. 
 
Following this, the molecules of interest are scanned in constant height mode with the 
tip close to the surface and at low bias voltages (<50 mV applied). The bias is generally 
chosen so that it is not close in energy to any molecular resonances. This avoids the 
convolution of the sub-molecular structure and the spatial variation of the electronic 
state. This is not always possible, as seen later in this thesis. A lower voltage also helps 
to prevent damage to molecules that would be caused by a strong electric field when 
the tip is in close proximity (i.e. in the repulsive regime) for HR-STM measurements. 
All examples of HR-STM used in this work are constant height images in which only 
the tunnelling current is recorded. 
2.1.5 Scanning Tunnelling Spectroscopy 
The tunnelling current equation described in the previous section (eq. 2.5) clearly 
shows a relationship between the tunnelling current and the density of states of both 
the sample and the tip. This in turn implies that information about the density of states 











tunnelling spectroscopy. Furthermore, as the STM tip inherently probes the local 
density of states due to its size, this allows the user to examine the properties of 
individual atoms and molecules, as well as spatially map out the extent and structure 
of the states measured over these species.  
Taking the derivative of eq. 2.5 (but instead with the one-dimensional tunnelling 
probability left as D) and assuming that the tip density of states is constant and that a 




𝑆 + 𝑒𝑉)𝐷(𝑒𝑉, 𝑉, 𝑠) 
Eq. 2.6 
As D depends monotonously on V, the structure seen in the differential conductance 
when varying the voltage can thus be related to the sample density of states underneath 
the STM tip. The assumption that the density of states of the tip is constant is a good 
approximation for metallic tips, but often the tip structure is unknown, and there may 
be adsorbed molecules near or at the apex. To account for this, STS experiments often 
also involve recording a spectrum of a known species (e.g. the bare surface) to check 
for features in the dI/dV spectrum that relate to the tip and not the sample. 
The typical procedure for recording a dI/dV point spectrum (as used throughout the 
work in this thesis) is the following: Firstly, the tip is moved to the position of interest 
(e.g. an adsorbed molecule) with the feedback loop closed. Once the tip has reached 
this point (with a height above the sample dictated by the set tunnelling 
conditions/feedback), the feedback is turned off, and the voltage is swept across a set 
range whilst the current (I) and dI/dV signals are recorded. This may be repeated 
multiple times, with an average formed in order to increase the signal:noise ratio. If at 
higher temperatures in which vertical (z) thermal drift is a significant factor, the tip 
may also be instructed to move towards/away from the surface to counter it. The total 
time taken for recording a spectrum may also be reduced to avoid this problem. The 
dI/dV signal, plotted against voltage, may then contain features such as peaks that may 
correspond to features in the local density of states of the sample underneath the tip. 
An example dI/dV spectrum of a bare Au(111) surface is shown below in Fig. 2.5. The 
dI/dV units are not shown – this is because the size of the signal depends significantly 




on the stabilisation conditions used prior to the spectrum acquisition, and these 
conditions may vary between different spectra that are being compared. 
                     
Figure 2.5. Example of a Au(111) dI/dV spectrum, with the typical surface state feature that has an 
onset at around −500 mV. 
 
Whilst the dI/dV signal may be arrived at by numerically differentiating the current (I) 
signal, this typically results in a noisy spectrum. To avoid this, a lock-in amplifier is 
used to directly record a dI/dV signal. This is achieved by adding a small high 
frequency sinusoidal oscillation to the bias voltage. The resulting current signal is then 
amplified and multiplied by a sinusoidal reference signal and integrated over a time 
longer than the reference signal period. As the signal can be expanded into a power 
series due to the small amplitude of the sinusoidal oscillation, the dI/dV signal can thus 
be directly extracted by the lock-in amplifier. This enables the recording of the signal 
whilst scanning to create dI/dV maps, as well as spectra with a higher signal:noise 
ratio. 
Typical oscillation frequencies used in the dI/dV spectra presented in this work range 
from 400 – 1100 Hz, with amplitudes of 5 – 50 mV. Stabilisation conditions prior to 
acquiring a spectrum varied, but the bias voltage was always within normal scanning 
conditions (±2.5 V) and the tunnelling current was usually in the range of 300 – 1000 
pA. All dI/dV spectra shown in this thesis are acquired at a constant height. 
After features of interest in dI/dV spectra have been identified, spatial maps of these 
features may also be acquired. This can help with identification of the source and 
















identity of the spectral feature; for example, certain states with distinct shapes may be 
recorded over adsorbed molecules and not elsewhere on the surface. These can in turn 
be related to theoretical calculations to assist with identification. In some cases, when 
molecules are decoupled from surfaces, states with a similar appearance to gas-phase 
calculations of frontier molecular orbitals may be observed in dI/dV maps172,173.  
dI/dV maps are created by recording an STM image whilst also measuring the dI/dV 
signal at a certain voltage (i.e. the voltage of the feature). This may be done in both 
constant current and constant height mode. Throughout this thesis, only constant 
height mode dI/dV maps are shown. This is because the vertical motion of the tip in 
constant current mode (which may be responding to tunnelling through other states 
that are not of interest) leads to a less reliable indicator of the relative intensity of 
features in dI/dV maps. 
Recording dI/dV maps of molecules at surfaces with a CO tip leads to a significantly 
different contrast to similar maps recorded with metallic tips. The p-wave nature of 
the CO tip results in an increased signal at the nodes of the molecular orbitals of the 
adsorbed molecule174. This can be understood with a simple model in which the 
overlap of the p-orbitals of the CO molecule and the underlying molecular orbitals is 
considered. The most overlap occurs at the positions in which the phase of the orbital 
changes, i.e. the position at which the lateral gradient of the orbital is the greatest. This 
is in agreement with Chen’s derivative rule175. The effects of the CO p-wave tip are 
demonstrated in more detail in the results shown in Chapter 6. 
2.1.6 LT-STM Experimental Setup 
The main instrument used throughout this thesis is a low temperature, ultra-high 
vacuum scanning tunnelling microscope, manufactured by CreaTec Fischer & Co. 
GmbH. Various custom parts have also been added to the system, in particular for the 
deposition of molecular species onto surfaces. Photographs of the system are shown 
in Fig. 2.6, with the main sections of the machine labelled. 
Although STM may be performed under ambient conditions, the use of ultra-high 
vacuum allows the study of more reactive substrates (such as copper) and adsorbed 
molecular species in isolation. At higher pressures, oxidation of metallic surfaces may 
occur, and a film of water and other species from the atmosphere may also interfere 
with fundamental measurements. All of the work presented in this thesis has been 




performed under ultra-high vacuum, at 10-9 mbar or lower. After any equipment has 
been exposed to atmosphere, it is usually baked at higher temperatures (393 – 423 K) 
to remove adsorbed species that may otherwise slowly outgas when placed under 
vacuum. As a result, lower pressures may be reached immediately after baking. 
There are three main chambers that make up the bulk of the system: the STM analysis 
chamber, the sample preparation chamber, and the load-lock chamber.  
            















The STM chamber contains the STM scanning head, encased in two layers of radiation 
shielding that help to maintain constant low sample temperatures, particularly when 
using liquid helium. On top of the chamber sits the cryostat, directly attached to the 
STM head. The cryostat contains two layers, which are both filled with cryogenic 
liquid when operating at low temperatures. For 77 K operation, the inner and outer 
cryostats are both filled with liquid nitrogen. For 7 K operation, the inner is filled with 
liquid helium and the outer is filled with liquid nitrogen. The inner cryostat may last 
up to four days before requiring re-filling with liquid helium, and seven days with 
liquid nitrogen. A rubber hose is attached to the outlet of the inner cryostat and 
connected to a helium reclamation line for the collection and re-use of helium boil-
off. The outer cryostat is filled every two to three days. The STM chamber is pumped 
via an ion pump and held at a typical pressure of 5 x 10-11 mbar, as monitored by an 
ion gauge. This allows the study of even reactive samples for a week or more without 
significant levels of contamination/oxidation from gaseous species. 
The preparation chamber is directly connected to the STM chamber via a gate valve. 
A manipulator arm allows the transfer of samples between the preparation and STM 
chambers through the valve. Samples are prepared whilst attached to the end of the 
manipulator. Two deposition sources are attached to the preparation chamber: the 
organic molecular beam epitaxy (OMBE) system for molecular deposition (see later, 
Fig. 2.8), and an e-beam metal deposition source. A low energy electron diffraction 
(LEED) system is also fitted on top of the chamber, but no results from this system 
are presented in this work as it is mostly unsuitable for delicate molecular films. 
Within the preparation chamber there is also a ‘garage’ arm for sample and tip storage. 
An ion gun is placed on the side of the preparation chamber, with an attached argon 
gas line; this is used for the preparation of samples. Adjacent to this is another gate 
valve that leads to the load lock chamber. The preparation chamber is pumped via an 
ion pump for the majority of the time and kept at pressures in the range of 1-5 x 10-10 
mbar; during sputtering, the ion pump is closed off via a gate valve and the chamber 
is instead pumped by a turbomolecular pump, which can also be shut off from the 
chamber via a pneumatic gate valve. 
The load-lock (LL) chamber is pumped by another turbomolecular pump and can 
reach pressures as low as 5 x 10-10 mbar after baking. A hatch on top of the chamber 
allows the transfer of new samples into the system – the LL chamber is first vented, 




then the hatch is opened and the new sample is placed on to the transfer arm. After 
pumping down again to high vacuum (10-8 mbar), the sample may then be transferred 
through the gate valve to the preparation chamber via the transfer arm and removed 
with the manipulator. 
Samples are attached to a CreaTec sample holder, shown in Fig. 2.7. Single metal 
crystals, purchased from MaTecK (Au(111) and Cu(111) are used in this thesis), are 
clamped on top of a button heater via a molybdenum clamp and tantalum wire. A 
thermocouple is mounted onto the side of the crystal, and wires for sample connections 
and heating are connected to the button heater via spot welding. At the rear of the 
sample holder, metal pads allow the connections to the manipulator and the STM head 
to be made, with separate pads for heating and thermocouple readings. The sample is 
picked up by the manipulator via a T-bar clamping mechanism. Before being 
transferred to the STM chamber, samples are usually cooled to around 150 K by 
flowing liquid nitrogen through the manipulator. This avoids excessive wait times 
whilst the sample cools down after transfer. 
           
Figure 2.7. Photograph of the Au(111) sample clamped onto the manipulator head, adjacent to the 
















Metal samples are cleaned via cycles of Ar+ sputtering and annealing. During 
sputtering, argon (99.999% purity, purchased from Air Liquide) is leaked into the 
preparation chamber to a pressure of 1 x 10-5 mbar. The ion gun then ionises the argon 
and accelerates the resulting ions towards the sample at typical energies of around 1 
keV. The ions bombard the crystal, removing material from the surface; samples are 
typically sputtered for 20-30 minutes. During this process, the chamber is pumped by 
the turbomolecular pumps to prevent argon contamination of the ion pumps. 
Following the sputtering, the samples are annealed up to around 800 K for 5-10 
minutes. This allows the atomically flat surface to reform and desorbs other species, 
including embedded argon from the sputtering. Depending on the sample, multiple 
sputtering and annealing cycles may be used. 
Following the cleaning of the crystals, molecules are deposited via organic molecular 
beam epitaxy (OMBE). A photograph of the OMBE apparatus is shown in Fig. 2.8. 
Compounds in powder/crystal form are placed into crucibles. Four of these crucibles 
can then be placed into four heaters held at the end of the OMBE. The temperature of 
the crucibles is then increased via resistive heating of filaments inside the heaters – a 
thermocouple attached to each allows the regulation of the temperature, and the 
heating is regulated by a control box with a feedback loop. The molecules sublime in 
vacuum with sufficient heating and are directed into a beam by two holes above the 
crucible, one of which can be moved as part of a shutter that controls deposition time. 
The metal samples are held in front of the beam for the duration of this deposition 
time. Unless stated otherwise, the samples were held at room temperature (293-303 
K) during depositions. In order to avoid cross-talk (i.e. undesired heating of other 
adjacent compounds), the OMBE can also be cooled with water or air.  




            
Figure 2.8. (a) Exterior view of the OMBE attached to the side of the chamber. (b) The head of the 
OMBE with the cap and shutter removed, showing the heaters for the crucibles and the direction of the 
beam. 
 
A list of the molecules used throughout this work and their sublimation temperatures 
is presented in Table 2.1. The deposition times for these compounds at the stated 
temperatures are in the order of minutes for achieving a full monolayer. 
Molecule Sublimation Temperature /K 
Binol  413 
PXX 438 
Br2PXX 483 
Vat Orange 3 543 
TCNQ 403 
 
Table 2.1. A list of the compounds used in this thesis, along with the sublimation temperature used 
during depositions. 
 
Samples may also be post-annealed after the deposition of molecules. Post-annealing 
temperatures are detailed in the results sections for each molecule. Typically, samples 













A metal evaporation source, mounted on the side of the preparation chamber, is used 
for the deposition of iron onto samples. Inside the source, an iron rod is surrounded at 
one end by a filament. A current is flowed through this filament and a voltage (700-
1000 V) is applied between it and the iron rod, resulting in electron bombardment that 
in turn releases iron (neutral and charged) from the end of the rod. A shutter at the end 
of the source allows more precise deposition times. 
Attached to the Ar line (used for sputtering) is a second gas line, used for CO 
deposition. A lecture bottle filled with 99.995% purity CO (CK Special Gases Ltd) is 
connected to the line via a regulator, and several valves along the line control the 
volumes that are filled with each gas. Prior to deposition, the line is purged with CO 
several times via a connection to the LL, then filled to a pressure of 1.5 bar. During 
the deposition, it is leaked into the preparation chamber (pumped by the 
turbomolecular pumps, ion pumps shut off) via the leak valve to 10-7 mbar. The ion 
pump in the STM chamber is then shut off, and the valve between the two chambers 
is opened. When samples are at liquid helium temperatures, the exposure time at this 
pressure is in the order of 15-45 s. The CO molecules also readily adsorb onto other 
cold surfaces in the chamber. As a result, when it is warmed to liquid nitrogen 
temperatures or higher, a significant amount of CO desorption occurs. Lower 
pressures/times are required for CO deposition at 77 K. 
A photograph of the STM Beesocke-Beetle type scanner head is shown in Fig. 2.9(a). 
The head may sit in two positions: pulled down, for sample transfer and cooling; and 
pulled up, for scanning. The head is moved between the two positions via a pulling 
mechanism that leads to a handle on the exterior of the cryostat. A stainless-steel tape 
is connected to the handle through a series of rollers and springs and attaches to the 
underside of the STM head. When in the scanning position, the sample is raised inside 
the head and pushed up against it for mechanical stability and a good thermal contact. 
The whole head hangs on three springs to reduce the effects of mechanical vibration, 
and a ring of magnets underneath the head allows for eddy current damping of any 
motion. 





Figure 2.9. (a) Photograph through the shutter in the inner radiation shield, showing the STM head 
without a sample inside. (b) Schematic of the Beesocke-Beetle type scanner piezo arrangement, adapted 
from the thesis of A. Della Pia38. 
 
The scanner itself consists of four piezos. Three of these are mounted in a triangle 
around the sample, with a sapphire ball attached to the top of each. A disc with three 
ramps underneath (Fig. 2.9(b)) sits freely on top of the three outer piezos. At the centre 
of the underside of the disc sits the fourth piezo, with the STM tip magnetically 
attached to the bottom. Coarse movement of the tip in all directions is achieved with 
the three outer piezos. Large vertical movements are performed via the rotational slip-
stick movement of the ramp up and down on top of the three piezos. When 
approaching the tip to the sample, it is first moved close via a series of coarse 
movements of the outer piezos. After this, an automatic approach may be performed, 
with the controls and feedback of the STM active. The automatic approach and 
scanning can be done with both sets of the piezos; the three outer piezos can control 
x, y and z when scanning, as can the central piezo. Normally a combination of both is 
used, with the outer piezos controlling lateral (x, y) movement and the central piezo 
controlling the vertical (z) movement of the tip. This allows the decoupling of the 
lateral and vertical motions. 
STM and STS experiments are controlled by a computer that is interfaced with a 
CreaTec manufactured digital-to-analogue converter (DAC) and analogue-to-digital 
(ADC) converter control unit. The tunnelling parameters are set and monitored in the 
  




computer software, as is the proportional-integral feedback control. The calibration of 
the piezos is also controlled via the software and is typically adjusted by comparing 
atomic resolution imaging with values from the literature. As a result of the 
relationship between temperature and the voltage required to distort the piezos, 
different calibration values are used for 77 K and 7 K measurements. These values 
were checked with Cu(111) atomic resolution every time the temperature was 
changed. 
The STM tips used during this work were all made of tungsten, and electrochemically 
etched to form a sharp point. In some cases, after extensive use or time spent in the 
preparation chamber, the tips were re-prepared via Ar+ sputtering, in a similar fashion 
to the sample preparation. Tip-forming was also undertaken during STM experiments; 
to create a cleaner or sharper tip, a voltage pulse can be applied, or the tip can be 
controllably crashed into the surface with a set z-movement. These procedures may 
remove material from the tip but can also result in the coating of the tip with substrate 
atoms. As such, after extensive tip forming, the apex of the tip is typically considered 
to consist of whatever metal is being scanned at the time. 
Typical scanning conditions used during STM experiments for this thesis were bias 
voltages in the range ±2.5 V, with a tunnelling current in the range of 50-1000 pA. 
Acquisition times per image also varied between 40s and 300s. Quicker scanning was 
often utilised when in constant height mode to avoid vertical (z) drift – the lack of 
feedback mechanism also allows for faster scan rates. All image analysis was 
performed with the WSxM176 and Gwyddion177 software packages. 
2.2  X-ray Photoelectron Spectroscopy 
2.2.1 Introduction and Background 
X-ray photoelectron spectroscopy (XPS) is a commonly used surface science 
technique that enables characterisation of the elemental composition of surfaces. XPS 
relies on the photoelectric effect178,179; absorption of photons of a sufficient energy 
may excite core-level electrons from atoms at a surface to an unbound state higher 
than the vacuum level. Different elements have characteristic sets of binding energies 
for their core-level electrons, resulting in a fingerprint when examining the resulting 
kinetic energies of electrons after they have been ejected from the solid. Slight 
variations in the kinetic energies (and thus the original binding energies) of core 




electrons also provide an indication of their chemical environment, allowing the 
identification of different types of species on the surface180,181. 
A simple diagram of the process of photoelectron ejection is shown in Fig. 2.10. A 
photon of specific energy, hν, is absorbed by a core-level electron. The core-level 
electron is ejected from the sample, with enough energy to move beyond the vacuum 
level (VL). The remaining kinetic energy, Ek, is used as a measure of the original 
binding energy, Eb, when taking into account the work function of the surface, ϕ. 
          
Figure 2.10. Diagram of the photoelectric effect showing the ejection of electrons (green circles) from 
a core level to beyond the vacuum level, with a remaining kinetic energy that is measured by the 
analyser in XPS experiments.  
 
The kinetic energy of the photoelectron is given by the following simplified model 
equation: 
𝐸𝑘 = ℎ𝜈 − 𝐸𝑏 − 𝜙  
Eq. 2.7  
Where Ek is the kinetic energy of the electron, hν is the photon energy, Eb is the binding 
energy of the core electron, ϕ is the work function. Emission from core levels typically 
requires photons in the x-ray region of the electromagnetic spectrum, whereas valence 
electrons may be ejected with lower energy radiation in the ultraviolet (UV) spectrum. 
Valence electrons are examined using ultraviolet photoelectron spectroscopy (UPS) 
When using a monochromated x-ray source (i.e. photons of a single energy), the 


















A more rigorous approach to the evaluation of the binding energy (Eb) of the core-
electron relates to the consideration of final-state effects. The binding energy of the 
photoelectron is the difference between the (N-1) electron final state and the N-
electron initial state of the atom that absorbs the photon. The energy gained from 
electronic relaxations (Er) after the formation of a core hole must also be considered 
if these relaxations occur on a similar or faster time scale to the photoelectron 
emission: 
𝐸𝑏 = 𝐸𝑓(𝑁 − 1) − 𝐸𝑖(𝑁) − 𝐸𝑟 
Eq. 2.8 
where Ef is the final state energy after photoemission and Ei is the initial state energy. 
Different chemical/bonding environments can be responsible for variation in the initial 
state energy. Bonds to more electronegative atoms result in a higher binding energy 
of the core electrons due to a decreased level of screening of the core states by valence 
electrons (also known as ‘deshielding’). As well as the electronic relaxations, final 
state effects also include the occurrence of additional electronic excitations alongside 
the photoemission process, such as plasmon excitations in metals181. 
Peaks related to the Auger process are also detected in XP spectra. Upon the formation 
of a core-hole, an electron in a higher energy state may fall in energy to fill it. The 
energy lost by this electron can be transferred to another electron, resulting in a 
secondary photoemission. The kinetic energy of the second photoelectron does not 
depend on the photon energy used; varying it results in the movement of Auger peaks 
when plotting XP spectra on a binding energy scale. 
An example survey XP spectrum of Cu(111) is presented in Fig. 2.11. 




     
Figure 2.11. Survey XP spectrum of a clean Cu(111) surface. The various Cu energy levels are 
indicated. A series of Auger emission peaks are labelled as LMM, relating to the source of the core 
hole, the electron filling it, and the second photoelectron. A clear split is observed for the 2p peaks due 
to spin-orbit splitting. 
 
The background of the spectrum, increasing towards higher binding energy, is related 
to the inelastic collisions of photoelectrons. Pronounced steps after each peak are 
observed; a loss in kinetic energy associated with an inelastic collision results in 
increased intensity at higher values on the binding energy scale. 
The photoelectron kinetic energies are usually analysed with a hemispherical analyser. 
After being focused with electrostatic lenses and slowed down with a retarding field, 
the photoelectrons pass between two curved plates with a potential difference applied 
between them. Electrons with the correct pass energy pass through the analyser; if 
their kinetic energy is too high, they hit the outer plate of the analyser; if their kinetic 
energy is too low then they hit the inner plate. Electrons that pass through the 
hemisphere then pass through an exit slit and finally hit a channel electron multiplier. 
2.2.2 XPS Setup 
The instrument used in this project is an Omicron XPS/UPS. A photograph of the 
system is presented in Fig. 2.12. Similar sample preparation methods to the LT-STM 




















OMBE deposition source. Samples are mounted on Omicron sample plates, held in 
place via spot-welded tantalum wire. 
The preparation chamber is pumped with a turbomolecular pump, with a typical 
pressure ranging between 2 x 10-11 mbar and 5 x 10-10 mbar. The analysis chamber is 
pumped by a turbomolecular pump and an ion pump, and consistently has a pressure 
in the low 10-11 mbar range. 
Similar conditions to the LT-STM system are used for sputtering and annealing of 
metal samples, with cycles of 30 minutes of sputtering at 1 x 10-5 mbar and 1.5 keV 
followed by 10 minutes of annealing to 773 K. All samples are checked via XPS for 
cleanliness prior to molecular deposition. The same OMBE is used in both the LT-
STM and XPS systems to ensure consistent deposition conditions. The distance 
between the OMBE and the sample is matched with that in the LT-STM; however, 
achieving the exact same position of the sample relative to the OMBE beam is 
difficult, as the length of the OMBE leads to angle dependent ‘sag’ that alters the 
resulting beam angle. This is because the available ports for attaching the OMBE are 
at different angles on the XPS and LT-STM. The XPS system has an analysis chamber 
with both XPS and UPS capabilities – only XPS was used in this project. The normal 
emission arrangement of the sample/analyser is shown in Fig. 2.12(b). 
      
Figure 2.12. (a) Photograph of the XPS/UPS system. (b) Photograph of the interior of the analysis 
chamber. The sample is held on a manipulator during the acquisition of the spectra, with the normal 

















The x-ray source is a monochromated Al Kα source with an energy of 1486.6 eV and 
the analyser work function is calibrated with silver foil with a known work function. 
In some cases at low molecular coverages, a large number of sweeps were averaged 
over due to the low signal:noise ratio. The signal was monitored to check for x-ray 
damage – no examples of this were found during the work carried out for this thesis.  
The manipulator in the analysis chamber allows for annealing of the sample whilst in 
the measurement position. In the temperature-dependent work reported in this thesis, 
samples were post-annealed for 10 minutes and then allowed to cool down to close to 
room temperature before scanning. No cooling of the sample is available on the 
analysis chamber manipulator, so all XPS experiments are performed at room 
temperature. This is not expected to significantly affect comparisons with LT-STM 
data, as molecules in both cases are typically deposited onto the surface at room 
temperature. 




3 Binol: Reactions at Metallic Surfaces 
 
3.1 Introduction 
Investigations into chemical reactions that occur in idealised conditions at metallic 
surfaces potentially lead to fundamental insights into how and why such reactions 
occur on larger scales with metallic catalysts. Studying molecules adsorbed on single 
crystal surfaces under vacuum simplifies systems to a level in which they can more 
precisely be characterised and understood. The use of scanning probe techniques such 
as STM helps lead to the characterisation and understanding of these processes at the 
single molecule scale, whilst complementary larger scale techniques, such as XPS, 
allow reliable chemical interpretation of the products of reactions at surfaces. 
 
                              
Figure 3.1. The solution-phase reaction to form PXX from binol118. 
 
One such reaction is the formation of peri-xanthenoxanthene (PXX, Fig. 3.1) from 
1,1'-Bi-2-naphthol (binol, Fig. 3.2). Binol and its derivatives are commonly used in 
organic synthesis as a versatile chiral reagent182. One reaction to form PXX from binol 
(developed by our collaborators in the Bonifazi group, and shown in Fig. 3.1), takes 
place in solution in the presence of a Cu(I) catalyst118, and leads to the fusing of the 
central hydroxyl groups with carbon atoms on each naphthalene ring to form a flat, 
conjugated molecule. A potential route for investigating this reaction further is to 
replicate it on a metallic surface in idealised conditions. 
Unlike many other molecular systems commonly studied at interfaces, binol is three-
dimensional in nature. This is due to the presence of only a single connecting bond 
between the naphthalene rings within the binol molecule, meaning that only partial 




rotation of the aromatic sections with respect to each other may take place. Steric 
hindrance between neighbouring C-H groups prevents a full rotation around this single 
bond. As a result, binol is also a chiral compound, with (+) and (−) enantiomers, shown 
in Fig. 3.2.  
 
                            
Figure 3.2. The chemical structure of binol, with both enantiomers shown. 
 
In order to investigate whether the reaction shown in Fig. 3.1 can also take place in an 
idealised environment, binol was deposited onto metallic single crystal surfaces in 
ultra-high vacuum (UHV), annealed to different temperatures, and studied via both 
STM and XPS. The (111) facets of both copper and gold were utilised as substrates in 
order to demonstrate the effects of the different reactivities (and adatom 
concentrations) of these metals on the resulting on-surface assemblies and reactions. 
In particular, Cu(111) is well-known for catalysing on-surface reactions more readily 
than Au(111)122, as well as for its high adatom concentration at room temperature and 
above that provides a source of potential metal atom linkers for metal-organic 
structures32,183,184.  
Finally, the effect of co-depositing a small amount of a different reactive metal (iron) 
on the surface with binol was also studied – in particular, whether controlled amounts 
of reactive metals on more inert surfaces can significantly change the outcome of the 
on-surface reactions. 
(−) (+) 




3.2 Results and Discussion 
3.2.1 Binol on Cu(111) 
 
Figure 3.3. (a) and (b) 77 K STM images (−1.2 V and 1.8 V) of binol(+) on Cu(111), with the two most 
common clusters highlighted with circles. (c) and (d) Potential models for the two most common 
clusters of binol(+). 
 
A sub-monolayer film of enantiomerically pure binol was deposited at room 
temperature onto Cu(111) via sublimation in UHV conditions. In separate 
experiments, both (+) and (−) enantiomers were used, in order to check for the 
expected differences between the two enantiomers when self-assembled on the surface 
(and in turn, the potential enantiomeric purity of the compounds). LT-STM 
measurements (77 K) reveal small clusters evenly spread out over the surface (Fig. 
3.3(a)). Zooming into these clusters presents several regular structures, as shown in 
Fig. 3.3(b). Fitting scaled molecular models to these clusters demonstrates that they 
are all approximately the size of three molecules – tentative models for the two most 
common clusters are also shown in Fig. 3.3(c) and (d). The spread of these clusters 
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implies that there is a repulsive interaction that disfavours compact assemblies at low 
coverages. As the molecular structure of binol allows for limited rotation around the 
connecting single bond, different conformations on the surface are possible and thus 
may result in the various types of clusters observed. When ‘flattening’ the molecule 
as much as possible (i.e. bringing the two naphthalene rings to a position that is as 
close to planar as steric hindrance allows), two simple possibilities arise, with the 
oxygen groups oriented either on the same side of the molecule or towards opposite 
sides. There is, of course, a continuum of more three-dimensional conformations 
between these two extremes, as well as the potential for situations in which the 
molecule is upright (normal to the surface plane) rather than close to planar with the 
surface. More precise modelling, however, is not possible from just STM results and 
requires extensive theoretical input that is beyond the scope of this project. 
XPS of the as-deposited binol system at a low coverage on Cu(111) is shown in Fig. 
3.4. The position of the O 1s peak (531.0 eV) fits well with deprotonated OH group 
systems on Cu surfaces seen previously in the literature102,185,186. The C 1s spectrum 
also matches the expected number of carbon environments, with the ratio of 18:2 
reflected in the areas of the fitted components. The O 1s peak position may help to 
explain the observation of clusters spread out over the surface – the deprotonation of 
C-OH groups leads to C-O that may bind to either the substrate or Cu adatoms that 
are present at room temperature on the Cu(111) surface, potentially resulting in 
interfacial dipoles and thus dipole-dipole repulsive forces between adjacent clusters. 
In contrast, a similar molecule to binol in terms of functionality, bisphenol A, has 
previously been shown to not fully deprotonate at room temperature on Cu(111)186, 
instead requiring annealing to over 400 K. This is potentially due to its adsorption 
conformation, with one ring upstanding away from the surface. This may suggest that 
for binol, both OH groups make contact with the surface. Typically, OH groups have 
been found to deprotonate on Cu surfaces readily at room temperature187,188. 
Similarities with bisphenol A may still be drawn due to the formation of small clusters 
held together by deprotonated C-O- groups, and computational modelling of that 
system also raises the possibility of intramolecular C-H --- O- hydrogen bonding 
within binol clusters.  




   
Figure 3.4. XPS spectra of binol on Cu(111). (a) O 1s spectrum, with a subtracted linear background 
and a single peak fitted. A linear background is suitable in this case due to the short binding energy 
range and the location of the peak on the side of a large Cu substrate Auger peak. (b) C 1s spectrum, 
with two components fitted over a Shirley background, corresponding to the C-C and C-O 
environments. 
 
A comparison between the (+) and (−) deposition on Cu(111) is shown in Fig. 3.5, 
with the underlying Cu(111) orientations indicated. The same types of cluster shapes 
are observed for both depositions but with different orientations, mirrored with respect 
to the principal substrate directions. No indications of enantiomeric impurities in either 
deposition were observed. The apparent single orientation of the triangular and ring-
shaped molecular clusters is due to their three-fold symmetry. Typically, several 
orientations (depending on the number of equivalent underlying surface directions, 
and the chirality of the molecule) would be expected. The chirality of the 
molecule/clusters, when combined with the three-fold symmetry of the Cu(111) 
surface, results in only three chiral cluster orientations (approximately 7° off the 
principle Cu(111) directions). As the cluster itself is rotationally three-fold symmetric, 































  Binol(−) on Cu(111): O 1s Binol(−) on Cu(111): C 1s 




    
Figure 3.5. A comparison between the chiral triangular shaped clusters formed by (−) and (+) forms 
of binol, with the reflection in the principle underlying Cu(111) crystallographic directions indicated. 
STM recorded at 77 K, with bias voltages of 1.5 V ((−) enantiomer) and 1.8 V ((+) enantiomer). 
 
The molecular coverage of the binol(+) sample was increased via further room 
temperature depositions on Cu(111). Low temperature (77 K) STM imaging of the 
resulting assemblies is presented in Fig. 3.6. Increasing the coverage initially only 
results in a decreasing average cluster-cluster distance, without the formation of any 
extended islands. Eventually, close to 1ML, the clusters are ‘forced’ to form 
hexagonally packed islands mostly consisting of just the triangular type clusters 
observed at lower coverage, with a unit cell with parameters a = b = 2.24 ± 0.07 nm, 
θ = 61 ± 2° (phase 1, Fig. 3.6(d)). Increasing the coverage further leads to the co-
existence of these hexagonally packed islands with another hexagonal structure, 
characterised by a larger unit cell (a = b = 3.77 ± 0.07 nm, θ = 60 ± 2°) that contains 
both the triangular and the ring-shaped clusters (phase 2, Fig. 3.6(e)). Within the phase 
2 islands, the triangular clusters are oriented in two different directions, as shown in 
Fig. 3.6(e). One of these orientations is not the same as that which is observed in the 
phase 1 islands. Both chiral island assemblies also seemingly present with a single 
orientation for the same reason as the component clusters – their three-fold symmetry. 
Depositing any more molecules over this assembly results in what may be the 
beginning of a second molecular layer, with poorly resolved regions of mobile objects 










Figure 3.6. (a) to (c) STM images of sequentially increasing coverages of room temperature binol (+) 
depositions on Cu(111), scanned at 77 K. Bias voltages: (a) −1.6 V (b) 1.8 V (c) 2.0 V. Domains of the 
two different phases at the highest coverage are explicitly indicated. (d) and (e) Zooms of hexagonal 
high coverage phases 1 and 2, with unit cells indicated. Bias voltages: (d) 1.2 V (e) 1.3 V. 
 
Annealing the highest coverage of binol(+) on Cu(111) in steps up to 423 K leads to a 
variety of assemblies. Simply allowing the sample presented above in Fig. 3.6(c) to 
warm up to room temperature for several hours is found to allow the adlayer to become 
mostly disordered (Fig. 3.7(a)), with a few small regions of both hexagonal phases 
seen previously, along with hints of a new row-type structure. Annealing further to 
373 K and then 423 K in turn leads to two different row assemblies, respectively 
shown in Figs. 3.7(b) and (c), with tentative molecular models. Each of these row 
assemblies have three different orientations with respect to the underlying substrate 
directions. The lower temperature assembly (Fig. 3.7(b) and (e)) has a unit cell with 
parameters a = 2.62 ± 0.08 nm, b = 1.57 ± 0.04 nm, and θ = 68 ± 3°. The higher 
temperature row structure (Figs. 3.7(c) and (f)) consists of both double and single 
rows, and there is no strict alternation between the two. As a result, there is no unit 
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cell to define. The periodicity along the length of both single and double rows is found 
to be 0.89 ± 0.05 nm. Tentative models of both of these assemblies are overlaid onto 
Figs. 3.7(e) and 7(f). Features in the gaps between the rows are found in both cases 
but they are not always consistently observed and thus are most probably not ‘real’ 
features; instead, they may be attributed to imaging artefacts that are related to the tip 
structure. 
Assuming that no significant chemical change has taken place (see XPS data later in 
this chapter, Fig. 3.9), these results may imply that the row structure is perhaps the 
more thermodynamically stable. The XPS data for the higher coverage (Fig. 3.9) 
shows that desorption only starts to occur in significant amounts above 573 K, and 
thus a changing coverage can also be ruled out as a cause for the change in assembly. 
  
Figure 3.7. 77 K STM images of a series of annealing experiments performed on the highest coverage 
of binol (+), demonstrating the observed changes in structure. The lower panels are high resolution 
zoomed images of the structures shown in the upper panels. The unit cell for the row phase in (b) and 
(e) is also shown. No unit cell is shown for (c) and (f), as there is significant variation in the number of 
single and double rows adjacent to one another. Bias voltages: (a) 1.6 V (b) 1.8 V (c) 2.2 V (d) 1.6 V 
(e) 1.5 V (f) -2.0 V 
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Annealing a lower coverage (sub-monolayer) of binol on Cu(111) does not show the 
same behaviour. Up to 423 K, the same trimer clusters (i.e. those seen in Fig. 3.3) are 
observed in low temperature (77 K) STM experiments. Annealing to higher 
temperatures than this, however, yields significantly different results. A series of STM 
images at different annealing temperatures is presented in Fig. 3.8. A set of XPS 
spectra showing the oxygen environment at different annealing temperatures is also 
shown in Fig. 3.9. 
Another smaller peak in the XPS data of Fig. 3.9 may be noted at lower annealing 
temperatures in the high coverage experiments at approximately 533 eV; this may be 
due to the formation of a multilayer. Molecules adsorbed in a second layer or above 
are subject to a different chemical environment, particularly for the oxygen atoms, as 
they may no longer be deprotonated by the metallic surface and are not bound strongly 
to it. This is further supported by the main peak from the underlayer being reduced in 
size in the as-deposited spectrum when compared to higher annealing temperatures, 
due to the attenuation of the photoelectron signal caused by the overlayer. 
It is important to note that the STM and XPS measurements were performed on 
different experimental setups, and as such it cannot be guaranteed that the lower 
coverage of binol on Cu(111) was the same in both sets of data. As such, two sets of 
experiments were performed in the XPS system, with a high coverage (starting at over 
a monolayer, decreasing to around a monolayer with initial annealing, as noted by the 
loss of a multilayer peak) and a lower sub-monolayer coverage. Sub-monolayer 
annealing STM experiments (data not shown) were found to be fairly consistent in 
behaviour at a range of coverages, allowing a reasonable comparison to be formed 
with the lower coverage XPS data, Due to limitations in the amount of available 
binol(+), the () enantiomer was instead used in the XPS experiments – this has no 
impact on the measured spectra, as the chirality of the molecules only affects their 
orientation with respect to the surface crystallographic directions, as observed in STM 
experiments (Fig. 3.5).  
The XPS and STM systems used in this study might also have slight differences in 
sample temperature calibration – a common problem when comparing temperature 
dependent results between different UHV setups. This effect is however not expected 
to be a significant issue in this case, as experiments with other temperature dependent 




systems (e.g. the desorption of bromine after annealing Br2PXX on Au(111), Chapter 
6 of this thesis) showed small differences (<30 K) between the measured temperatures 
in the STM and XPS systems. 
Throughout both sets of O 1s XPS spectra (Fig. 3.9), two peaks are consistently 
observed. As previously stated, the lower binding energy peak at 531.0 eV can be 
assigned to the deprotonated oxygen species, bound to copper atoms. At 523 K and 
above, a second peak at 533.9 eV, tentatively assigned to the formation of a new C-O-
C environment102, increases in intensity with temperature, shifting slightly to 533.8 eV 
at 573 K and finally to 533.7 eV at 623 K. The C-O− peak is also found to down-shift 
by 0.1 eV to 530.9 eV at temperatures above 473 K. Finally, there is a corresponding 
decrease in signal intensity at 623 K and above, most probably due to molecular 
desorption. 
    
Figure 3.8. 77 K STM images of annealed binol (+) on Cu(111). Regular structures are no longer 
observed at and above 573 K, panels (c) and (d), most probably due to the occurrence of 














   
Figure 3.9. O 1s XPS region for high and low coverage depositions of binol() on Cu(111) with 
increasing annealing temperature. Tentative assignments to the two major peaks are indicated. At lower 
annealing temperatures, what appears to be a multilayer peak is detected for the higher coverage 
experiments. This peak disappeared after the 473 K anneal, most probably due to desorption of the 
binol molecules that were not in direct contact with the surface. 
 
In the STM experiments, after reaching 473 K, straight chain-like structures (referred 
to in the following as type I chains) are observed. These chains are also present after 
annealing to 523 K, with the addition of new ‘curly’ chains (type II) that have a 
different internal structure (see later). Higher annealing temperatures result in 
increasingly distorted and irregular chains with no consistent internal structure, most 
probably due to extensive amounts of Cu(111)-catalysed dehydrogenation reactions 
and subsequent C-C coupling that bind molecules at various (less selective) sites. In 
the following, only chains of type I and type II, observed after annealing to 473 K and 

















































O 1s XPS Spectra with Annealing 




Type I Chains 
After a 473 K anneal, the separated binol clusters transform into chain-like structures 
with both straight and curved sections. The straight parts of the chains often pack 
together into small islands (Figs. 3.10 (a) and (b)) characterised by a rectangular unit 
cell with parameters a = 1.15 ± 0.05 nm, b = 2.16 ± 0.04 nm, θ = 91 ± 2°. Chains are 
often found adjacent to clusters of binol molecules, identified by their brighter 
appearance (i.e. greater apparent height) in the STM images. This is perhaps indicative 
of a more three-dimensional conformation of the molecules within these clusters. 
Monoatomic step edges in the underlying Cu(111) crystal are significantly 
restructured after annealing, with the formation of long, straight steps decorated by 
regularly spaced molecules with an average molecule-molecule distance of 0.71 ± 0.03 
nm. The straight, decorated sections of the reconstructed steps generally follow the 
three principal Cu(111) surface directions, as illustrated in Figs. 3.10(c) and (d). 
The internal structure of the type I chains can be clearly resolved, showing pairs of 
‘lobes’ held side-to-side. The size of these lobe-pairs approximately fits the size of a 
semi-flattened (i.e. the rings are not exactly in the same plane due to steric hindrance, 
but within 45° of each other) model of a binol (+) molecule. Significant variation in 
the brightness (apparent height) of the lobes is observed, particularly in chains that 
curve. As the STM contrast is expected to relate, at least partially, to the conformation 
of the molecules within chains, this observation implies that the molecular 
conformation has to change significantly to allow the formation of curved chains. As 
previously stated, however, apparent heights measured in STM are often not reliable 
measures of molecular conformation at surfaces, as variations in the LDOS at and 
below the applied voltage can cause significant changes in tunnelling current. As such, 
although the above explanation is the most likely one, definitive conclusions cannot 
be made about the molecular adsorption conformation within the chains. 
The type I chains are observed after both 473 K and 523 K experiments. After the 523 
K anneal, however, they are found to be generally longer and straighter than those 
seen at the 473 K, as is evident when comparing Figs. 3.8(a) and (b).  





Figure 3.10. (a) STM image of type-I chains formed by binol (+) on Cu(111) after annealing to 473 K. 
(b) Island of straight chains packed together. (c) and (d) Monoatomic step in the Cu(111) surface, 
reconstructed and decorated by binol (+) molecules. The reconstructed steps follow the three principal 
substrate crystallographic directions, one of which is indicated by the red arrow in (d). All images 
recorded at 1.3 V. 
 
A regular variation in the apparent height of the molecules is also recorded within 
straight chains, with a repeat unit containing six features that most probably 
corresponds to groups of three molecules in a row, with two features per molecule 
(Fig. 3.11). When comparing the repeat distance along the chain axis (2.16 ± 0.04 nm) 
and the angle with the Cu(111) crystallographic directions (23 ± 2° with the nearest), 
a regular fit with the underlying substrate is found (approximately 2.2 nm periodicity 
in the model system, Fig. 3.11(c)), suggesting that the chain structures might be 
commensurate with the Cu(111) surface although it is impossible to prove this with 
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Figure 3.11. (a) 77 K STM image (1.6 V) of a single straight chain, with a height profile taken along 
the red arrow, shown in (b). The direction and repeat unit distance of the chains is also shown with a 
blue arrow. (c) Overlay of a cartoon model of the straight chains onto the Cu(111) surface. Variations 
in apparent height are indicated with shades of grey. A white oval indicates the pair of features that 
most probably correspond to a single molecule. 
 
There are two general possibilities for the type of bonding within these chains: either 
the molecules are directly covalently bound to each other, or the molecules are instead 
linked by metal-organic interactions with shared Cu atoms. Covalent bonding (i.e. the 
formation of polymers) has several inherent constraints that would significantly 
restrict the possible structures of these chains. There is a limited range of allowed 
bonding angles, distances and bonding positions that can lead to the formation of 
covalently linked chains. Assuming that the pairs of lobes observed in the STM images 
relate to the two naphthalene rings of the binol, the molecules are limited to a certain 
orientation within the chains. It can thus be inferred that, if the chains are covalently 
bound, the oxygen atom must take part. This is because it is the only atom capable of 
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forming a new bond that allows the formation of covalent chains with molecules in 
this orientation. A potential model for a covalent polymer is shown in Fig. 3.12(a). 
The formation of bonds to oxygen results in a high degree of buckling and twisting of 
the molecule when structurally optimised via molecular mechanics (MM2 force field) 
in the gas phase (Fig. 3.12(b)). Moreover, linking the binol molecules through their 
oxygen atoms would change their chemical environment from C-O to C-O-C, which 
should be reflected in a significant shift in the position of the O 1s peak in XPS 
experiments, from 531.0 eV to above 533 eV. As a comparison, the C-O-C type O 1s 
peak of Br2PXX, a brominated and ring-closed version of binol, is at 533.6 eV when 
deposited on Cu(111) (further results described in Chapter 5). However, this O 1s 
peak at higher binding energy is not visible in the XPS measurements acquired at the 
lower annealing temperature when the type I chains first form (around 473 K, Figs. 
3.8 and 3.9). A peak at 533.9 eV, that can be identified with the C-O-C environment102, 
starts to emerge only after annealing to 523 K, and develops significantly at 573 K.  
 
Figure 3.12. (a) Potential structure of a covalent binol polymer. (b) 3D molecular-mechanics optimised 
structure of a trimer, demonstrating the high degree of buckling required by the formation of covalent 
bonds involving oxygen atoms. 
 
Metal-organic bonding (i.e. binol molecules connected by shared copper atoms, most 
probably via their deprotonated O groups) is a more likely proposition for the bonding 
within the chains. Simply overlaying semi-flattened, scaled molecular models onto the 
STM images of the chains (Fig. 3.13(a)) demonstrates that the binol molecules would 
be have to be very crowded. However, if both the naphthalene rings were tilted away 
from the surface, there could be enough space for Cu atoms to be shared among 
neighbouring molecules and, potentially, for π-π stacking interactions between 
adjacent rings. Typically in the literature, when flat molecules are studied, metal-
organic structures are easily differentiated from covalently bound chains by the 
  




modelled bonding distance35,189,190. A longer bonding distance than allowed for by 
covalent bonding is usually seen to imply that the chains are metal-organic, even if 
there is no clear signal in the STM imaging for the metal atom in between the 
molecules. This simple analysis does not apply to this case due to the tilting of the 
binol rings. 
    
Figure 3.13. (a) Overlay of deprotonated binol (+) molecules in a close-to planar geometry onto the 
chain, showing how closely packed they would have to be if forming a metal-organic structure. (b) 
Cartoon top view of a possible model of a metal-organic bound chain, with a greyscale indicating 
possible amounts of tilting of the naphthalene rings. The possible positions of Cu adatoms are indicated 
by brown circles. (c) Cartoon side view of the model indicated in (b), with red circles representing 
oxygen atoms that may bind to Cu. In this example, all bonds are with adatoms. The real system could 
also include bonds to pulled-up Cu atoms. 
 
A simplified model with tilted naphthalene rings is presented in Figs. 3.13(b) and (c). 
Identification of the adatom sites cannot be achieved purely with STM experiments 
and requires the input of either theoretical methods or other techniques that are beyond 
the scope of this work. It is worth noting that the copper atoms in between the 
molecules do not necessarily have to be adatoms; they could instead be pulled up from 









Metal-organic chains are also favoured by the XPS results shown in Fig. 3.9. The 
oxygen environment is characterised by only one peak at 473 K in a similar position 
to the as-deposited molecule, which corresponds to a deprotonated C-O group 
binding to the copper surface. As previously mentioned, a small down-shift of this 
peak of 0.1 eV is observed at temperatures above 473 K, fitting well with the transition 
to the chain assembly, and possibly indicative of a slightly different chemical 
environment for the C-O species – potentially binding to adatoms instead. The C-O 
peak is also still the majority species at 573 K, with a reduction in size only after higher 
annealing temperatures. This corresponds well to STM results, in which type I chains 
are also found less frequently at 573 K and above.  
Type II Chains 
After annealing to 523 K, STM images show the coexistence of type I chains with 
another less regular chain structure (Fig. 3.14(a)), henceforth referred to as type II 
chains. The latter are composed of a mixture of double lobe structures with an 
appearance similar to that seen in the original type I chains, and ‘flatter’ looking 
objects in between (Fig. 3.14(b)). Adjacent to each flat object are two bright features 
that can be related to binol molecules with protruding naphthalene rings. The number 
of linking double lobe molecules between these flat objects varies (e.g. in Fig. 3.14(b) 
and (c)), and they often connect both types of chains. In reality, the chains are also 
often found to be mixed, with sections of both type I and type II packing. The size of 
the flat structures approximately fits with two fused binol molecules (i.e. the size of 
two PXX molecules) connected via a single bond, as shown in Fig. 3.14(d). There are 
two reasonable options for the chemical structures of these flat objects, shown in Fig. 
3.14(e) as structure 1 and 2. Both of these dimers roughly fit the size of the flat objects, 
with 1 showing a slightly better match. Work by Kong et al.102 found a similar C-C 
coupling reaction that took place when the brominated form of binol was deposited on 
Ag(111), in a step separate from the dehalogenation/intramolecular fusion (flattening) 
of the molecule. In their case, product 2 was found in abundance on the surface after 
the annealing of product 3, which originally resulted from the fusion of a brominated 
binol molecule. Fusion to form a PXX molecule (in most cases still brominated) was 
only found on Au(111).102 The precise nature of the dimer structures could possibly 
be revealed by high resolution STM measurements similar to those presented 




throughout the rest of this thesis, but these measurements were not performed for binol 
on Cu(111).  
Many examples of objects that roughly fit the size and symmetry of product 3 are 
found, usually at the edges of chains (e.g. in the upper right corner of Figs. 3.14(c) and 
(d)). The linkages (if any) between these objects and the adjoining chains, however, 
are unclear. For example, it cannot be excluded that these flat structures are simply 
incorporated into the self-assembled structures of binol(+) via attractive vdW forces 
and π-stacking, and do not share any strong (e.g. metal-organic, covalent) bonds with 
them. 
At 523 K and above, a high binding energy peak starts to appear in the O 1s spectrum 
at values between 533.9 and 533.7 eV, as shown in Fig 3.9. As mentioned previously, 
when compared to XPS results for the brominated form of the binol molecule102, this 
is consistent with the formation of a second bond between the oxygen group and a 
carbon atom, i.e. the formation of a C-O-C group. This fits well with the ‘flat’ 
appearance of the fused objects seen in the type II chains. 
These observations, combined with the evidence from the literature, point towards the 
formation of objects such as 1, 2 and 3 on the surface, albeit in a less controlled manner 
than the brominated form of the molecule on Ag(111). It is difficult to conclude 
whether it is object 1 or 2 that is present in the type II chains; the structure of 1 fits 
more closely with the shapes observed in the STM images, but 2 has been observed 
previously with a similar molecule (albeit on a different substrate) and also roughly 
fits with the shapes seen. The presence of 3 on the surface may also allow for the 
formation of 2 via surface-catalysed dehydrogenation. 





Figure 3.14. (a) 77 K STM image showing the variety of chain structures observed in STM after 
annealing a low coverage of binol (+) on Cu(111) to 523 K. (b) Close-up showing the coexistence of 
type I (indicated by the green ellipse) and type II (blue ellipse) chains. (c), (d) Close-up of a type II 
chain, with possible flat model structures overlaid. (e) Three possible chemical structures of the flat 
features in type II chains. Bias voltages: (a) 1.6 V (b) 1.8 V (c) 1.2 V.  
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Higher Annealing Temperatures 
Annealing to higher temperatures (573 K and above) results in irregular, meandering 
structures (Fig. 3.15), most probably formed from covalent linkages at a variety of C-
H positions on the periphery of the molecules. The general appearance of these (higher 
temperature) chain structures is also found to be more ‘flat’, suggesting a simultaneous 
increase in ring fusing reactions that produce more planar molecules. The fact that 
these reactions are observed at higher temperatures also adds further proof that the 
type I chains originally observed at lower annealing temperatures are more likely to 
be metal-organic in nature.  
Occasionally more regular structures are found within the chains (Fig. 3.15(c), blue 
ellipse) after the 573 K anneal. These typically resemble a more extended version of 
the dimers seen within the type II chains. A possible model for one of these polymers 
is shown in Fig. 3.15(e). Similar results were not reported by Kong et al. with the 
brominated form of the molecule on Ag(111), but this may be due to the low annealing 
temperatures used in that study, as well as the less reactive metallic substrate. 
The XPS measurements performed for annealing temperatures above 573 K, show a 
decrease in the size of both peaks in the O 1s spectra (Fig. 3.9), a phenomenon that is 
attributed to molecular desorption. The formation of the proposed fused furan-ring 
products also causes a reduction of the oxygen signal, as H2O is lost in the reaction, 
and water easily desorbs from Cu(111) at these temperatures191. It should be noted that 
the C-O-C peak does not diminish in size with increasing temperature as quickly as 
the C-O peak; this is most probably due to the reactions forming C-O-C at those 
temperatures, combined with an increased level of thermal stability once the planar 
sections of the chains have formed.  
 





Figure 3.15. (a) and (c) 77 K STM images of the 573 K anneal of binol (+) on Cu(111). (b) and (d) 623 
K anneal. (e) Possible structure of the polymeric chain fragment highlighted in (c). Bias voltages (a) 
1.2 V (b) 0.8 V (c) 1.3 V (d) 1.2 V. 
 
3.2.2 Binol and Fe on Cu(111) 
An indirect method for further proving that the type I chains found at lower annealing 
temperatures are metal-organic in nature is to verify whether the co-deposition of 
another metal species on the surface with binol after it has formed type I chains leads 
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to a change in the molecular organisation. It has previously been shown that iron can 
displace copper adatoms in metal organic structures on Cu(111)32 and Au(111)192. If 
the type I binol chains are significantly disrupted or changed after the deposition of 
iron, this provides further evidence that they consist of metal-organic linkages and are 
not covalently bound polymers, as it is unlikely that thermally co-deposited Fe atoms 
would catalyse the breaking of C-C or C-O covalent bonds at room temperature. To 
test this, iron was evaporated (via an e-beam metal source mounted on the preparation 
chamber of the LT-STM) onto a Cu(111) surface that already had binol() type I 
chains formed on it. 
                                 
Figure 3.16. 77 K STM image (1.1 V) of approximately 0.05 ML of Fe deposited on Cu(111) at room 
temperature. 
 
Prior to this, the rate of the Fe deposition was calibrated by depositing onto a clean 
Cu(111) surface at room temperature and scanning the resulting assembly in STM. In 
Fig. 3.16, the low coverage (approximately 0.05 ML) Fe/Cu(111) assembly is shown. 
Adsorption of a low coverage of iron results in the formation of small clusters at the 
upper part of step edges. Fig. 3.16 also shows occasional undecorated ‘caves’ in the 
substrate steps that have been previously observed in the literature for the Fe/Cu(111) 
system193,194 and were attributed to the effects of Cu diffusion from steps as a 
mechanism of strain relief195. 
77 K STM images of the binol() chain assembly before and after two subsequent Fe 
depositions (0.05 ML each) are shown in Fig. 3.17. The chain structures clearly 
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disappear after the first deposition of Fe, leaving behind smaller irregular clusters – 
presumably binol molecules bound to clusters of iron – of which the internal structure 
could not be clearly resolved. This result, combined with previous STM and XPS 
experiments, adds further evidence to the assertion that the type I chains are stabilised 
by metal-organic and not covalent bonds. 
 
Figure 3.17. (a) – (c) Increasing coverage of Fe deposited over a pre-prepared sample of binol() type 
I chains on Cu(111). After even a small amount of Fe, the type I chains are disrupted. Bias voltages: 
(a) 1.2 V (b) 1.5 V (c) 0.9 V. 
 
Further experiments involving iron deposition and annealing were performed in order 
to ascertain whether it was possible to induce different reactions or to determine if 
precisely controlled amounts of a different metal could lead to the formation of other 
types of self-assembled structures. 
Annealing the deposition shown in Fig. 3.17(c) (binol() chains + 0.10 ML Fe) up to 
373 K did not significantly change the appearance of the clusters. Higher annealing 
temperatures lead to a more ‘chain-like’ organisation with some of the clusters 
displaying a ‘hollow’ geometry (Fig. 3.18(b)), possibly due to the formation of small, 
flatter Fe islands that binol molecules can co-ordinate to at the edges. In any case, the 
original chain structure was never recovered whilst iron was present on the surface, 
indicating that the type I chains are specific to copper and further demonstrating the 
preference of binol binding to Fe instead of Cu.  
   
30 nm 30 nm 30 nm 
Increasing Fe Coverage 
Binol(-) on Cu(111) + 220°C 
anneal 
+ 0.05 ML Fe + 0.10 ML Fe 




    
Figure 3.18. (a) and (b) 77 K STM images of irregular binol(-) cluster structures after 373 K and 523 
K annealing. (c) STM image after 573 K annealing. The red arrows indicate FeO islands growing from 
the lower step edges. (d) Higher resolution image of an FeO island. The large blue dotted unit cell 
indicates the moiré pattern, whilst the small red unit cell relates to the FeO periodicity. Inset: FFT of 
the STM image in (d). Bias voltages: (a) 0.9 V (b) 0.8 V (c) 1.0 V (d) 0.2 V. 
 
Interestingly, above 493 K, small, flat islands with an apparent height lower than that 
of a copper monoatomic step (Fig. 3.18(c)) are also observed in STM images at the 
bottom of steps in the Cu(111) surface. These islands slightly increase in size with 
higher annealing temperatures, whilst the binol structures become increasingly 
irregular and display more ‘flat’ sections, hinting at the occurrence of semi-random 
ring fusing reactions (similar to what was observed at higher annealing temperatures 
in the absence of iron, see section 3.2.1). Zooming in on these step-edge islands (Fig. 
3.18(d)) reveals a hexagonal structure (lattice parameter a = b = 3.18 ± 0.07 Å, θ = 60 
± 1°) with a larger hexagonal moiré pattern of periodicity 1.26 ± 0.05 nm. As the 
islands are only observed when annealing the molecule in the presence of iron atoms, 
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it is reasonable to assume that they either contain iron or are a result of a reaction that 
is catalysed by iron. The measured lattice parameters and directionality (matching the 
underlying surface) fit well with values taken from the literature for FeO/Cu(111)196. 
The moiré pattern occurs as a result of four FeO spacings fitting into every five 
Cu(111) spacings (equivalent to 1.279 nm) along the three principal surface directions; 
this approximately matches the observed moiré periodicity of 1.26 ± 0.05 nm. Similar 
FeO islands with moiré patterns have also been observed on Pt(111)197 and Au(111)198. 
We therefore tentatively assign the structures in Figs. 18(c) and 18(d) to FeO, noting 
that, based only on STM data, it is impossible to be completely certain of this 
assignment due to the chemical insensitivity of STM. Assuming that there is no other 
source of oxygen present, this result implies that FeO islands have formed from 
oxygen that has been removed from the binol molecules, possibly during ring fusion 
reactions. Examples of such could be those leading to the formation of furan-
containing products that, as seen previously, involve a loss of H2O (see section 5.2.1). 
A control experiment in which the same coverage of Fe on Cu(111) (without binol) 
was annealed to the same temperatures did not yield these islands, further indicating 
that binol acts as a source of oxygen. 
A study involving the co-deposition of binol(-) and iron without annealing was also 
performed in order to investigate whether regular chain structures similar to those 
formed by binol with Cu adatoms could also be formed with Fe without the extra 
thermal energy (and Cu adatoms) provided by annealing. To this end, an increasing 
amount of Fe was deposited onto a Cu(111) surface with a constant binol coverage. 
Small amounts of iron (approx. 0.05 - 0.1 ML, 60s deposition time) resulted in the 
formation of a new type of network hitherto unseen with binol on Cu(111), as 
presented in Fig. 3.19(a). Porous, triangular islands with a hexagonal internal structure 
and a rhombic unit cell (parameters a = b = 2.37 ± 0.06 nm, θ = 60 ± 1°) were observed, 
alongside less frequent fragments of a second assembly with a higher porosity 
(hexagonal unit cell a = b ≈ 5 nm, θ ≈ 60°). A small scale STM image of the main 
assembly is shown in Fig. 3.19(d) and demonstrates that the hexagonal unit cell is 
oriented 5.4 ± 0.5° clockwise from the nearest underlying Cu(111) principal 
directions. As with the original binol/Cu(111) experiments (section 3.2.1), only ‘one’ 
orientation of the chiral assembly is observed for binol()/Fe. There are several 
possibilities for the orientation of the molecules within the hexagonal packing and for 




the position of Fe atoms, with potential sites of the latter indicated with green circles 
in Fig. 3.19(e). Interestingly, the structures that best fit with the double lobe shape of 
binol (2 and 3 in Fig. 3.19(e)) do not involve the C-O groups sharing metal atoms 
between nodes of the packing, while in the structure that does have the groups oriented 
in such a fashion (1), the C-O groups are too far away from each other to be sharing 
a single atom. Iron atoms within the assembly are not resolved, as is often the case in 
STM measurements of metal-organic networks34,199,200. As a consequence, it is not 
possible to precisely determine the actual structure of this assembly; for example, it 
might even be that the hexagonal lattice simply results from the aggregation of 
molecules binding to Fe atoms that are not shared between them.  
 
Figure 3.19. (a)-(c) 77 K STM images of an increasing coverage of Fe (measured in deposition time) 
over binol() on Cu(111). The formation of ordered structures is only observed at the lower coverage. 
(d) Close-up STM image of one of the triangular islands in (a). (e) Potential different models showing 
the position/conformation of binol() with Fe shown as green circles. Bias voltages: (a) 0.9 V (b) 1.4 
V (c) 1.6 V (d) 1.0 V. 
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Depositing a larger amount of iron results in the formation of irregular clusters (Fig. 
3.19(b)) that become longer and more aligned with an increasing the Fe coverage (Fig. 
3.19(d)). Similarly to what was observed during annealing, it was not possible to 
clearly resolve the structure within these clusters, which may consist of rows of binol 
molecules surrounding increasingly large iron clusters. However, without annealing, 
no regular step reconstruction and no significant formation of flatter objects was 
observed, irrespective of the Fe coverage. Again, this observation (in combination 
with the previous) points towards a temperature-induced loss of oxygen from the binol 
molecules, most probably resulting from ring fusion reactions. 
3.2.3 Binol on Au(111) 
Binol molecules were also deposited on the Au(111) surface and the results were 
directly compared with the behaviour seen on Cu(111). Examining a more inert 
surface helps to further rationalise the effect the substrate has on the self-assembly and 
reactivity (e.g. deprotonation leading to metal-organic or covalently bound new 
structures) of the binol molecules. 
Attempts to image a sub-monolayer coverage of binol() (room temperature 
deposition) on Au(111) by  STM at 77 K were unsuccessful. The molecule is found to 
be too mobile to self-assemble at that temperature, most probably due to very weak 
molecule-molecule and molecule-substrate interactions. This assumption is supported 
by XPS measurements of a room temperature deposition: the O 1s peak appears at 
533.0 eV (Fig. 3.20), approximately 2 eV higher than on Cu(111), which fits with a 
molecule that has not been deprotonated upon adsorption on Au(111)102,186. As the 
most probable interaction between binol molecules and the Cu(111) surface is binding 
via the deprotonated hydroxy group (as seen with other molecules on Cu surfaces in 
the literature186,188), the protonated form of the molecule is expected to only weakly 
physisorb onto the Au(111) surface. Annealing the surface after deposition results in 
no change other than an eventual desorption of the molecule at around 423-473 K. 
Thus, in stark contrast to what is observed with Cu(111), the inherently more inert 
Au(111) surface does not catalyse the deprotonation of binol molecules. 




                                    
Figure 3.20. O 1s XPS spectrum of binol() deposited at room temperature on Au(111). 
 
Cooling the sample to 7 K reduces the mobility of the binol molecules, allowing them 
to organise into two different self-assembled structures, as illustrated in Fig. 3.21. 
Potential models for these structures are shown in Figs. 3.21(c) and (d). The 
intermolecular interactions are most probably mainly van der Waals, although 
hydrogen bonding between adjacent OH groups may also be possible. As no 
deprotonation has occurred, there are no options for strong metal-organic binding. The 
absence in general of strong intermolecular interactions is supported by the fact that 














    
Figure 3.21. (a) and (b) The two assemblies of binol() on Au(111) observed in STM at 7 K. (c) and 
(d) Proposed models for these structures. Bias voltages: all 1.3 V. 
 
3.2.4 Binol and Fe on Au(111) 
Co-deposition experiments of Fe atoms and binol molecules were performed to 
investigate whether the intrinsic inertness of Au(111) could be enhanced by the 
addition of a limited amount of a more reactive metal and to examine whether this 
could induce or catalyse on-surface reactions. 
Depositing iron alone on Au(111) leads to the formation of iron clusters, particularly 
located at the elbow sites of the herringbone reconstruction (Fig. 3.22). A rough 
estimate of the rate of deposition was made by making a comparison to reports on the 
Fe/Au(111) system from the literature201,202. The internal structure of these small 
clusters was not clearly resolved, possibly due to their disordered three-dimensional 
nature. 
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Figure 3.22. 77 K STM image (1.1 V) of a low coverage (<0.1 ML) of Fe on Au(111). Fe clusters form 
at the elbow sites of the herringbone reconstruction and thus show a regularity in their dispersion. 
 
Binol() was deposited over the Fe/Au(111) surface at room temperature. STM 
images acquired at 77 K demonstrate that that the surface is covered by small, irregular 
chain-like clusters (Fig. 3.23(a) and (c)). Importantly, it is clearly possible to identify 
binol molecules within these clusters, as they are stabilised by the presence of iron. 
Annealing this assembly to 373 K and 423 K leads to the formation of longer and more 
regular chain structures (Fig. 3.23 (b) and (d)), presumably consisting of binol 
molecules in metal-organic structures with iron, similar to what was observed on 
Cu(111) without co-adsorbed iron (Fig. 3.10). In this case, however, the chains form 
a double row instead of a single row structure. Moreover, the maximum apparent 
height of the chains is approximately 5 Å, significantly larger than that measured for 
the straight type I chains on Cu(111) (around 1.5-2 Å). Attempting to overlay 
molecules on the sides of these chains leaves a central region (consisting of pairs of 
lobes, highlighted with a red ellipse in Fig. 3.23(d)) that may consist of a lower row 
of binol molecules, possibly bound to Fe, underneath. As such, there may actually be 
three binol molecules across each unit of the chain. Another possibility is the 
formation of a regular central Fe structure that the binols on each side are adsorbed 
onto, in a similar fashion to molecules sitting over an atomic step on a surface. In 
either case, the two central features cannot be easily identified due to the 
proximity/overlap of the neighbouring molecules. 
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Figure 3.23. (a) and (c) STM images (77 K) of binol() deposited on Fe/Au(111). (b) and (d) STM 
images of the same surface after annealing to 423 K. Molecules are overlaid onto the sides of the chains 
in (d), and the central region of the chain – which may have a lower layer of binol or a Fe structure – 
is indicated with a red oval. Bias voltages: all 1.5 V. 
 
The chains as a whole typically follow the direction of the herringbone, but individual 
straight sub-sections do not, with shifts in position and changes in direction to 
accommodate the directionality of the herringbone. Steps, decorated with chains of 
molecules (and possibly iron) are also reconstructed in straight lines along the 
principal substrate directions – again, in a similar fashion to Cu(111). It is unclear 
whether Fe is always involved in these suspected metal-organic structures; in fact, 
there is also the possibility that it is only responsible for deprotonating the molecules, 
after which they could also bind to atoms from the Au(111) substrate. The 
demonstration of regular chain formation with Fe on Au(111) and not Cu(111) could 
also be related to the different inter-atomic spacing on these surfaces, with a better fit 
to the larger lattice of Au(111). 
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STM images (77 K) acquired after annealing to 473 K and 523 K show hints of new 
mobile objects in between the binol-Fe chains and at the edges of (binol-decorated) 
Au(111) monoatomic steps (Fig. 3.24(a) and upper panel of (b)). As these new 
molecules are too mobile to be imaged on the timescale of the STM (approx. 1-2 
minutes per image), they are simply imaged as an average of their position. The dark 
lines seen over the herringbone may be indicative of a preference for these objects to 
occupy the regions in between the herringbone lines (i.e. they spend less time on top 
of the lines and thus the average height over these positions is lower than in the 
surrounding areas). In a similar fashion to some of the electron donor molecular 
systems shown later in this thesis (PXX and Br2PXX, Chapters 4 and 5) any sign of 
the mobile objects disappears upon scanning at a negative sample bias voltage, which 
is most probably the result of a repulsive interaction between the molecules and the 
positively charged STM tip. This is clearly shown in the lower panel of Fig. 3.24(b), 
in which the faint objects clustered around the metal-organic structures that are seen 
in the upper panel disappear, and the typical bright lines of the Au(111) herringbone 
become apparent.  
In an attempt to properly identify these objects by immobilising them, STM 
experiments at 7 K were performed on the same systems. The resulting images (Fig. 
3.24(c)) reveal individual molecules located preferentially close to step edges but also 
scattered across the surface terraces. Their uniform appearance and their lower height 
with respect to the metal-organic chains, suggest that they are the result of an 
intramolecular ring-closure reaction of binol (), leading to a fully planar product. The 
symmetry, shape, and size of these objects seems to indicate that, instead of forming 
PXX, the binol molecules have instead fused to form a furan ring on one side. 
Overlaying the structural model of this molecule onto the STM images indeed shows 
a good fit (Fig. 3.24(d)). A dI/dV spectrum (Fig. 3.24(e)) of the furan product was 
also recorded at 7 K, revealing an occupied state at approximately 1550 mV. If this 
corresponds to the HOMO of the molecule, then it fits well with a lower expected 
HOMO energy when compared to that observed with PXX on Au(111) (see Chapter 
4 of this thesis), as predicted by cyclic voltammetry measurements in the literature6. 





Figure 3.24. (a) 77 K STM image (1.5 V) of binol()/Fe/Au(111) after annealing to 573 K. (b) Voltage 
dependent STM, demonstrating the change in the appearance of both the herringbone lines and the 
mobile objects stabilised by the metal-organic structures. The height scale of the upper panel is adjusted 
for higher contrast over the mobile objects. The green dashed line is the same position on the 
herringbone reconstruction in both panels.  (c) and (d) STM images (1.1 V) of the same system at 7 K, 
showing the previously mobile objects scattered over the terrace, with a good fit to the furan-containing 
structure in (d). (e) dI/dV spectrum of one of the products, showing its occupied peak at approx. −1550 
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Previous results reported in the literature for a brominated form of binol on Au(111)102 
provide an interesting comparison with the unfunctionalised binol molecule. In the 
case of brominated binol, a stable island assembly formed and could easily be imaged 
at 77 K, unlike the unfunctionalized molecule. Furthermore, annealing the brominated 
molecule on Au(111) (without any additional co-deposited metal) led to ring fusing 
reactions and eventually polymers formed via C-C bonds at the positions of the former 
C-Br groups. The ring-fused products (prior to polymerisation) in that case were both 
the furan molecule and PXX. In the case of unfunctionalised binol presented above, a 
more selective reaction has taken place, with seemingly only furan products formed. 
It should be noted that the increased adsorption stability of the brominated molecule 
on Au(111) may reduce the activation energy of the fusing reactions; they were found 
to occur at only 380 K, whereas even with iron on the surface, the reaction of the 
unfunctionalized molecule does not take place until above 473 K. 
3.3 Conclusions 
In this chapter, the self-assembly and on-surface reactions of binol molecules on 
Cu(111) and Au(111) substrates have been examined in depth. Whilst the original aim 
of reacting binol to form PXX was not achieved, a variety of other reactions were 
investigated. In particular, the direct comparison between Cu and Au surfaces showed 
the significant effects of their different surface reactivities. 
Binol was found to readily form clusters upon adsorption on Cu(111), most probably 
involving metal-organic bonds via deprotonated O-H groups to Cu atoms. A variety 
of structures was observed at higher coverages before and after annealing, with a 
tendency towards a striped phase after annealing. Annealing the system to higher 
temperatures initially led to the formation of metal-organic chains and eventually 
reactions that formed covalent bonds, albeit not in a controllable manner. No 
temperature was found at which the majority of the molecules were converted to a 
single product. Experiments with Fe adsorption further proved the metal-organic 
nature of the chains. 
In the case of Au(111), due to its lower reactivity, XPS results demonstrated that the 
O-H bond of binol remained intact upon adsorption. Self-assembled structures could 
only be observed at 7 K, most probably due to weak intermolecular and molecule-
surface interactions. Adding Fe resulted in the formation of chain structures, and 




higher annealing temperatures eventually led to the formation of a fused molecule 
containing a furan ring, demonstrating an on-surface Fe-catalysed reaction. 




4 PXX at Metallic Surfaces 
 
4.1  Introduction 
PXX (peri-xanthenoxanthene) has shown its potential as an electron donor in previous 
studies6, as well as its role as an active organic semiconductor in flexible OLED 
displays113,203. In particular, modification of the chemical structure of PXX allows the 
tailoring of the energy of its molecular states, potentially allowing the formation of 
stronger donor molecules with a lower-lying highest occupied molecular orbital 
HOMO6. It has been shown that short O-doped zig-zag molecular ribbons containing 
PXX-type structures can be formed in solution, with a corresponding upshift in the 
energy of the HOMO with increasing length116. Conversely, the opposite effect has 
been achieved via the addition of alkyl-imide groups, with an overall slight 
compression of the HOMO-LUMO gap and an overall shift downwards in the energy 
of both frontier energy levels7. When moving to on-surface studies, it is important to 
study PXX in its unmodified state before structurally altering the molecule, in order 
to more precisely determine the effects of structural alteration. When adsorbed on 
metallic surfaces, the behaviour of PXX may be examined by STM at the single 
molecule level. Using surfaces with different work functions may also demonstrate 
the effect of the energy level alignment on interfacial charge transfer processes82, as 
the HOMO of PXX must be close to or above the Fermi level of the metal in order for 
charge transfer to occur. 
With these aims in mind, PXX was deposited onto both Au(111) and Cu(111) surfaces 
and studied via STM, STS and XPS. PXX was thermally sublimed (with the 
evaporator held at 438 K) onto room temperature metal single crystals in UHV 
conditions and studied at low temperature (77 K and 7 K) with STM/STS. XPS 
measurements were performed on room temperature samples. 
4.2  Results and Discussion 
4.2.1 PXX on Au(111) 
Upon sublimation and adsorption on a Au(111) single crystal, PXX is seen to be 
extremely mobile when studied via STM at 77 K. At lower coverages, molecules 




cannot be imaged at all (data not shown), due to the speed of their diffusion being 
greatly in excess of the scanning rate of the STM, despite the low temperature utilised. 
Increasing the coverage to close to a monolayer (i.e. when the surface is completely 
covered by molecules) results in the appearance of rows on the surface that often 
follow the underlying herringbone of the substrate, as depicted in Fig. 4.1. Within the 
majority of the rows, individual molecules cannot be observed but, in a few cases, they 
can be more clearly visualised. This may be due to the stabilising effects of 
contaminants co-adsorbed with the molecules or to changes in the underlying surface 
adsorption potential due to the presence of defects in the Au(111) crystal. Another 
possible explanation for this is a locally higher molecular density in these 
regions/rows. The more mobile rows are simply imaged as an average of the molecular 
positions; the dark regions in between the mobile rows may indicate a preference (on 
average) for regions in between the herringbone reconstruction lines at this coverage. 
However, as the reconstruction lines cannot be clearly seen through the adlayer, this 
cannot be confirmed by STM imaging at this temperature. Molecules have been shown 
in the literature to preferentially adsorb upon different parts of the herringbone 
reconstruction due to variations in adsorption potential, often with a particular 
preference for the elbow and the fcc sites76,204,205. In this case, however, a preference 
for fcc sites is not shown, potentially due to the high coverage. There is also no 
tendency for the more stable rows to be located on the fcc regions of the herringbone. 
An interference pattern is also occasionally observed in regions where the direction of 
the molecular rows do not follow the herringbone and both the molecular rows and the 
herringbone reconstruction lines are simultaneously imaged (Fig. 4.1(b)).  





Figure 4.1. (a) STM image (77 K, 2 V) showing a mixture of mobile and more stable rows. (b) 
Interference patterns of molecular rows that do not completely follow the Au(111) herringbone 
reconstruction (2 V). (c) Zoom into one of the more stable rows (2 V) with overlaid molecular structure. 
(d) H-bonded model of the row structure, with an O---H distance of approximately 2.5 Å. 
 
The periodicity of the molecular features within these rows is found to be relatively 
consistent (7.8 ± 0.5 Å), with some variation that can be attributed to differing degrees 
of mobility of the PXX molecules found in some rows. A possible model for the 
interaction between adjacent molecules is shown in Fig. 4.1(d). Weak, non-classical 
hydrogen bonds between peripheral oxygen atoms and hydrogen atoms on the 
aromatic rings of adjacent molecules may be responsible for the row formation. More 
variation (approximately 10%) can be found in the inter-row distance, with a 
periodicity of 21.2 ± 2.1 Å. This may be due to weaker attractive inter-molecular 
interactions along this axis (such as van der Waals forces) and local variations in the 












   
Figure 4.2. (a) 7 K STM of a sub-monolayer coverage of PXX on Au(111) (−1.26 V). (b) Zoomed in 
STM image (−2.00 V) showing the chains. (c) A single PXX molecule (−1.06 V). The red dot indicates 
where the point spectrum shown in (d) was recorded. (d) dI/dV point spectrum of a PXX molecule on 
Au(111). An occupied state attributed to the HOMO of the molecule can be seen at approximately −800 
mV. 
 
Reducing the temperature of the STM to 7 K with liquid helium cooling allows the 
imaging of a sub-monolayer coverage of PXX on Au(111), as shown in Fig. 4.2(a). 
The reduction in temperature of the metal sample in turn reduces the thermal energy 
of the molecules and thus the extent of their diffusion. Single, immobilised molecules 
are clearly observed, along with molecular rows (length dependent on coverage) with 
a periodicity of 8.5 ± 0.2 Å , again held together by weak hydrogen bonds with a  
O---H distance of 2.2 ± 0.2 Å, as modelled in Fig. 4.1(d). The significant lack of 2D 
island formation, even at low temperatures, is perhaps indicative of an intermolecular 
repulsive interaction that competes with the hydrogen bonding interaction. This may 
also be responsible for the high molecular mobility observed at higher temperatures. 
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The origin of this repulsive force could be PXX’s tendency to act as an electron donor 
– a surface dipole may have formed between the molecule and the surface due to some 
amount of charge transfer from PXX to Au(111). However, it might instead just be a 
manifestation of repulsion between dipoles formed by the ‘pillow effect’26,206, 
combined with a lack of strong attractive intermolecular forces. A similar repulsive 
molecular arrangement has been observed for the electron donor molecule 
tetrathiafulvalene (TTF) adsorbed on Au(111)76.  In that case, this was attributed to 
charge transfer at the interface, as shown by DFT calculations, although no dI/dV 
measurements were shown that could help to demonstrate this. Charge-transfer 
dependent assemblies have also previously been observed with the tetra[1,3-di(tert-
butyl)phenyl]pyrene (TBP) molecule82, showing significantly different 
supramolecular organisations on different metallic surfaces, depending on the level of 
charge transfer between the molecule and metal. 
Measurements of the dI/dV signal over a single molecule (Fig. 4.2(d)) reveal an 
occupied state at −830 ± 30 mV, which can be identified as a state relating to the 
HOMO of PXX. Imaging the molecule at this (or at a more negative) voltage results 
in an appearance that matches well the shape of the PXX gas phase HOMO, as shown 
in Figs. 4.3(a) and (b). As this state is well into the occupied region of the dI/dV 
spectrum, this may indicate that no/little charge transfer with the surface has yet taken 
place.  
 
Figure 4.3. (a) Constant height image of a PXX row recorded at a slightly more negative voltage than 
the HOMO resonance with a bias voltage of −1.00 V. (b) DFT-calculated (B3LYP) HOMO of PXX, 
oriented in a similar fashion to the molecules in (a). Calculations performed by Harry Pinfold, 
University of Warwick. 
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High resolution constant height measurements (HR-STM) with a CO functionalised 
tip performed on a short row of PXX molecules reveal their internal structure (Fig. 
4.4). Each of the internal rings displays clear features, with the central rings that 
contain oxygen appearing much darker than the naphthalene end-sections of the 
molecule. This may be due to differences in the local density of states over these rings 
at the scanning voltage (30 mV), or to a difference in the level of repulsion felt by the 
CO tip as it passes over them. The features seen in HR-STM imaging can indeed be 
the result of a complex mixture of probe-substrate interactions and of the effects of the 
density of states167. It is important to note that the image in Fig. 4.4(b) also shows both 
possible H-bonded positions between adjacent molecules within the molecular rows. 
 
Figure 4.4. (a) Constant height HR-STM image (CO tip, 30 mV) of a row of PXX molecules on Au(111). 
(b) Overlay of scaled models of PXX demonstrating the fit of the observed features with the molecular 
structure. 
 
XPS spectra of a sub-monolayer coverage of PXX on Au(111) (recorded at room 
temperature) are shown in Fig. 4.5. The C 1s spectrum (Fig. 4.5(a)) shows two clear 
signals, corresponding to C-C and C-O carbon environments. The spectrum fits well 
with two peaks within the C-C environment, corresponding to carbons bound to either 
two or three neighbours. The expected ratio of the carbon environments (10:6:4) also 
fits well with the data. As expected, the O 1s spectrum (Fig. 4.5(b)) only shows one 
peak at 533.2 eV, corresponding to an oxygen bound to two carbons, in agreement 
with values found in the literature102. 
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Figure 4.5. (a) C 1s XPS spectrum of sub-monolayer PXX on Au(111). C-O peak: 285.8 eV, C-C(A) 
peak: 284.5 eV, C-C(B) peak: 284.0 eV. Fitted with Shirley background. (b) O 1s spectrum, peak at 
533.2 eV. Fitted with a (subtracted) linear background. 
 
4.2.2 PXX on Cu(111) 
In terms of its molecular self-assembly, some similarities with Au(111) are found 
when PXX is adsorbed onto Cu(111). At 77 K, the molecules are too mobile to image 
at coverages well below a monolayer. In contrast to the low coverage results on 
Au(111) (data not shown), however, some indications of the absorbed molecules are 
observed at lower coverages. Namely, ‘ripples’ emanating from the steps in the 
Cu(111) surface and from co-adsorbed contaminants can be seen in STM images. 
Periodic features (attributed to single molecules) within these ‘ripples’ can sometimes 
also be observed. The positions on the substrate at which these features are observed 
(steps and contaminants) most likely correspond to regions with a deeper absorption 
potential, leading to a greater stability of the PXX molecules and a lower rate of 
diffusion. As a result, these are potentially regions where PXX is more likely to be 
stabilised and thus observed in STM imaging. The ripples observed on Cu(111) are 
not imaged as protrusions from the surface when compared to the rest of the terraces; 
instead, there are simply regions (dark lines in Fig. 4.6(a)) in between rows and 
molecular positions within the rows, where molecules are less likely to be found. The 
apparent ‘depth’ of these ripples (Fig. 4.6(b)) decays away from these stabilising 
surface features. The molecule-molecule distance within each ripple is found to be 
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arrangement to that seen on Au(111). When taking all of these observations into 
account, it can thus be concluded that the molecules are less mobile on Cu(111) than 
Au(111) in the sub-monolayer regime at similar coverages. 
This interpretation is further supported by STM imaging of the high coverage (close 
to 1 ML) regime at 77 K; semi-ordered rows of molecules that display limited mobility 
are observed in STM imaging (Figs. 4.6(c) and (d)). Unlike Au(111), individual 
molecules are much more commonly observed within these rows. Variations in the 
appearance of the molecules can also be attributed to different levels of mobility that 
most probably relate to differences in stability due to their local surroundings. Some 
rows (Fig. 4.6(d)) are found to be particularly stable, and a distinct molecular shape is 
observed. Within these more stable rows, a molecule-molecule distance of 8.3 ± 0.3 
Å was measured, similar to that found at lower coverages and on Au(111). The rows 
can again be modelled as H-bonded, and measurements of overlaid molecular models 
on stable rows yield an O---H distance of 2.2 ± 0.1 Å, again similar to that seen on 
Au(111). Discrepancies between these measurements (similar H-bond lengths but 
slightly different intermolecular distances) can be associated with the uncertainty that 
is related to the position and rotation of the molecules within the more mobile 
assemblies; the Au(111) H-bond length was estimated from 7 K measurements.   
As PXX is a pro-chiral molecule, the two conformations of the molecule that occur 
upon adsorption are clearly observed in STM imaging upon deposition due to their 
distinctive shapes. Only one orientation is shown in Fig. 4.6 in the stable section of 
the row, but for comparison, both are shown later in Fig. 4.7. Switching between these 
conformations requires flipping the molecule at the surface; presumably a process with 
an excessively high potential barrier when the molecules are already adsorbed. 
Annealing the PXX/Cu(111) system has no effect; the molecules simply desorb after 
reaching approximately 570 K. 





Figure 4.6. (a) 77 K STM (2 V) of a low coverage of PXX on Cu(111). Ripples at steps and contaminants 
are observed. (b) Line profile of a set of ripples from (a), marked with a red arrow on the image. (c) 
STM image (2 V) of a higher coverage (close to 1ML) of PXX/Cu(111). (d) Zoom of the higher coverage, 
with a more stable row highlighted (2 V). 
 
Increasing the coverage via longer deposition times results in more stable ordered 
structures, as shown in Fig. 4.7. Initially a parallel row structure, similar to that shown 
in Fig. 4.6, is observed – with stability now both along the molecular rows and across 
them, and a unit cell with parameters a = 1.21 ± 0.05 nm, b = 0.84 ± 0.01 nm, θ = 87 
± 2°. Large ordered domains are formed, generally segregated by chirality. Increasing 
the coverage (Figs. 4.7(c) and (d)) even further causes the formation of a new type of 
packing with a larger unit cell (a = 1.26 ± 0.03 nm, b = 1.72 ± 0.02 nm, θ = 70 ± 2°) 
that consists of groups of four molecules arranged in an ‘X’ shape. Within these 
groups, a 50:50 racemic mixture of ‘enantiomers’ is generally observed, although with 
a large number of defects, as can be seen in larger scale images such as Fig. 4.7(c). 
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The PXX molecules in this packing are held together by similar weak hydrogen bonds 
to those seen in the other assemblies. 
   
Figure 4.7. (a) 77 K STM image (1.3 V) of an increased coverage of PXX on Cu(111). Ordered, stable 
islands are visible, with a zoom in (b) showing their internal structure (0.6 V). (c) and (d) Higher 
coverage phase of PXX on Cu(111), containing both on-surface ‘enantiomers’ of PXX. Bias voltages  
both 1.3 V. 
 
Cooling a sub-monolayer coverage on Cu(111) to 7 K again resulted in a high level of 
dispersion of the PXX molecules over the surface, as shown in Fig. 4.8. Interestingly, 
fewer hydrogen-bonded chains of molecules were observed when compared to the 
same coverage on Au(111), shown previously in Fig. 4.2(a). This is perhaps indicative 
of an increased level of repulsive interactions present between PXX molecules on 
Cu(111). As the work function of Cu(111) is lower than Au(111), it is unlikely that 
this increased repulsive behaviour is a simple result of an increased level of simplistic 
(i.e. not involving significant levels of rehybridization) charge transfer between the 
1 nm 15 nm 
  












molecule and metal. It may, however, be that the molecule is more strongly bound to 
Cu(111) – as shown by its lower mobility at higher temperatures – and that this 
stronger binding is linked to some level of hybridisation between PXX and the 
underlying surface, resulting in a higher effective charge transfer than what would be 
expected from simply comparing work functions. The resulting dipole at the molecule-
metal interface could in turn lead to greater levels of dipole-dipole repulsion between 
molecules on Cu(111), resulting in the more dispersed assembly. However, there 
appears to be somewhat of a contradiction in behaviour when comparing the assembly 
of PXX on Au(111) and Cu(111) at both temperatures. Despite the increased level of 
dispersion observed at low temperatures on Cu(111), there are more hints of self-
assembled structures at 77 K than on Au(111) due to the lower mobility of the 
molecules. A notable depletion in molecular coverage was also observed on Cu(111) 
close to the upper part of steps in the surface, which could be a result of the changes 
in adsorption potential close to Cu(111) steps, with spatial oscillations in the LDOS 
of Cu(111) having previously been found to have greater modulations on the upper 
terraces of steps134, along with effects on the adsorption of molecules207. This was not 
observed at 77 K, most probably due to the increased mobility of the molecules. 
 
Figure 4.8. (a) Large scale 7 K STM image (1.5 V) of PXX on Cu(111). Areas near the tops of steps 
are clearly less populated. (b) STM image (2.0 V) of a terrace showing the dispersion of PXX into single 
molecules and short rows. (c) Zoom (2.0 V) of an area containing a short row and separated PXX 
molecules. 
 
4.3  Conclusions 
In this chapter, the deposition of unfunctionalized PXX on Au(111) and Cu(111) has 
been investigated. STM measurements at 77 K and 7 K revealed the assembly of PXX 
at sub-monolayer coverages on both substrates, showing the tendency of the molecule 
towards repulsive behaviour in both cases, with an increased level of dispersion 
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observed on Cu(111). Weak hydrogen bonding was found to hold together chains of 
molecules when stabilised at lower temperatures, with this extended to larger 
structures at monolayer coverages, as shown on Cu(111). Measurements with a CO 
tip of short H-bonded chains on Au(111) unambiguously revealed the structure of both 
the molecule and of the weakly H-bonded arrangement. 
PXX was also characterised on Au(111) via dI/dV STS measurements. A strong 
resonance in the occupied states was observed, which could be assigned to the HOMO 
with a high level of confidence, due to the distinct shape that was observed in STM 
measurements when scanning at or below its voltage. With the HOMO well below the 
Fermi level, it is unlikely that there is any significant level of charge transfer between 
PXX and Au(111). Potential future work may lie in STS measurements and theoretical 
calculations of PXX adsorbed on Cu(111) to examine how this compares to Au(111) 
and to help explain the differences observed in STM imaging. 




5 The Self-Assembly of Br2PXX at Metallic Surfaces 
 
5.1 Introduction 
The modification of PXX via the addition of a halogen atom at each end of the 
molecule potentially allows for the formation of PXX polymers via the on-surface 
Ullmann reaction74, combined with a dehydrogenation, as in the typical on-surface 
synthesis of graphene nanoribbons97,208,209. This reaction usually requires a post-
deposition annealing of the surface in order to induce homolysis of the C-X bond, 
catalysed by the metallic surface. However, the halogen end-groups of the modified 
molecule also potentially allow the molecule to self-assemble in significantly different 
ways to the standard PXX molecule. The presence of peripheral oxygen atoms, 
hydrogen atoms, and Br atom end groups may result in the formation of self-assembled 
structures based on other interactions (not possible with PXX) such as halogen 
bonding, as well as allowing for hydrogen bonding between the end groups of one 
molecule (i.e. Br, H) and the side groups of another (O, H).  
Halogen bonded assemblies are considerably less common but are increasingly being 
studied and seen as an important addition to the ‘toolbox’ of supramolecular assembly. 
Typically, iodine55,210–212 and bromine213–217 atoms are used in halogen bonding due to 
their larger size and polarisability, but there are also examples of chlorine218 and 
fluorine164,219 based assemblies that have some aspects of halogen bonding. Halogen 
bonds often involve halogen atoms acting simultaneously as both donor and 
acceptor35,211,214,215,220, with the positive electrostatic potential of the sigma hole 
oriented towards the central ‘belt’ of negative electrostatic potential found on an 
adjacent halogen atom. Alternatively, nitrogen55,210,212,217 and oxygen215,221–223 groups 
may also act as acceptors. 





Figure 5.1. (a) The chemical structure of Br2PXX. (b) Electrostatic potential surface maps of Br2PXX 
depicted in two different orientations. Blue: more positive, red: more negative. The sigma hole on the 
end of the Br (blue region) is clearly visible. Calculations performed by Harry Pinfold, University of 
Warwick. 
 
Our collaborators in the Bonifazi lab (Cardiff University) have synthesised a di-
brominated form of PXX, named Br2PXX (Fig. 5.1(a)). This molecule can be readily 
sublimed and adsorbed onto metal single crystal surfaces. DFT-calculated electrostatic 
potential maps (Fig. 5.1(b)) demonstrate its potential ability to form halogen bonded 
supramolecular self-assembled networks. A clear ‘sigma hole’ of positive electrostatic 
potential is located on the bromine atoms, which may interact with regions of negative 
electrostatic potential on other molecules, such as the oxygen or bromine atoms. 
It is important to note that, despite extensive attempts by our collaborators to purify 
the Br2PXX product, a high purity sample could not be obtained. In particular, PXX 
molecules with different numbers/positions of bromine atoms are formed as by-
products of the synthesis, potentially leading to different assemblies when adsorbed 
on metal surfaces. The effects of these contaminants are shown throughout the results 





In this chapter, the self-assembly of Br2PXX after deposition at room temperature (and 
prior to annealing) is studied via STM. Both Au(111) and Cu(111) surfaces have been 
utilised, in order to examine the effects of substrate reactivity and adatom 
concentration on the self-assembly of the molecule.  Au(111) is known to be more 
inert than Cu(111), and Cu adatoms are often found to play an important role in the 
assemblies of molecules on Cu(111)32,122,224, especially when halogenated precursors 
are deposited on the substrate at room temperature or higher. Typically, these systems 
are found to form metal-organic structures on Cu(111) at room temperature after the 
substrate catalyses the homolysis of the C-Br bond(s) and the resulting radicals form 
bonds to Cu adatoms35,98,122,124,190. On the other hand, the same halogenated molecules 
are often found to remain intact on Au(111) after room temperature deposition98,122. 
Br2PXX was sublimed at 483 K and deposited onto room temperature Au(111) and 
Cu(111), then scanned at low temperatures (77 K and 7 K) in the STM. Both standard 
STM and HR-STM have been used to determine the precise structure of the 
supramolecular assemblies observed. The electronic properties of the molecule were 
also measured via STS, including dI/dV spectroscopy and imaging, in order to form a 
comparison with PXX and examine the effects of halogenation on the electron donor 
strength of the molecule. 
5.2 Results and Discussion 
5.2.1 The Self-Assembly of Br2PXX on Au(111) 
At sub-monolayer coverages, three main types of self-assembled structure are 
observed after adsorption on Au(111) surface, as shown in Fig. 5.2. At lower 
coverages, a spiral-type assembly (1) and a more dense, semi-ordered assembly (2) 
dominate, both confined to the fcc regions of the herringbone. A similar behaviour has 
been documented with other molecular systems on Au(111) in the literature76,128, and 
this preference can be attributed to a deeper adsorption potential in these sites than the 
hcp areas of the herringbone. At 77 K, significant molecular mobility is observed, with 
the peripheries of islands varying between scans. Combined with the lack of 
herringbone distortion observed, we attribute this mobility to the molecule being 
weakly bound to the surface. Increasing the coverage (but still in the sub-monolayer 
regime) leads to the formation of island structures that are no longer confined to just 




the fcc regions of the surface (3). The structure of each of these assemblies is described 
in the following section. 
                  
Figure 5.2. 7 K STM image (1.1 V) of the three main varieties of assembly observed with sub-monolayer 
coverages of Br2PXX. Island packing 3 is only observed when increasing the coverage beyond 
approximately 0.5 ML.  
 
Structure 1: Spirals 
Two different orientations of the spiral structures can be found when it is adsorbed on 
the surface; as the molecule is pro-chiral, with two orientations after adsorption, these 
are expected to be segregated chiral domains (Fig. 5.3). The spiral structures 
themselves are made up of triangular sub-units consisting of three molecules, each 
appearing to be bound via the end of one molecule pointing to the side groups of the 
other. This indicates that the molecular end groups are bound in some way to the 
oxygen side groups, though the nature of this interaction is not immediately clear, as 
is seen below in Fig. 5.4.  The spirals can be classified as a chiral kagome lattice, 
similar to other systems seen in the literature225,226. The triangular sub-units are packed 
into a hexagonal unit cell with a lattice vector of a = b = 2.2 ± 0.1 nm, and an angle of 
60 ± 2°. Full unit cells are rarely found due to the confinement of the assembly in the 









molecule at 77 K, the spiral structures cannot be easily imaged with a negative bias 
voltage, as they often disappear, leaving an apparently bare surface (data not shown). 
This may be related to some repulsion felt between the tip and the molecules that is 
only manifested at negative voltages. The same effect is not seen at 7 K when the 
molecules are more immobilised, as they presumably do not have enough energy to 
‘escape’ the effect of the tip. 
 
                   
Figure 5.3. STM image of the Br2PXX spiral packing recorded at 77 K (1.3 V). The rhombic unit cell 
is indicated with vectors a and b, acute angle θ. Spirals of both orientations are indicated with curled 
arrows. 
 
Initial modelling of the spirals by overlaying molecular models onto the STM images 
results in two distinct possibilities for the type of intermolecular interaction that 
governs the assembly. The unit cell dimensions and possible orientations of the 
molecule allow for either halogen bonding between the Br end groups and the O side 
groups of adjacent molecules, or two non-classical hydrogen bonds (Br---H and O---
H) (Fig. 5.4). The relatively featureless appearance of the molecules in typical STM 
tunnelling conditions does not present an obvious solution to this, even when varying 
the bias voltage. In this case, the position of the molecular groups (and thus the type 








seen later, some intra-molecular features can be observed when at a negative voltage, 
but the majority of the time they cannot be easily correlated to the appearance of the 
occupied states of the molecule (and thus its orientation) due to either a lack of 
resolution or the character of the tip (e.g. with CO, see Chapter 6). Theoretical 
calculations provide a potential way of resolving this issue. 
 
Our collaborator at the University of Warwick (Dr. Gabriele Sosso) performed density 
functional theory (DFT) calculations on free standing monolayers of both types of 
assemblies. DFT calculations were performed using the mixed Gaussian and Plane-
Waves (GPW) method implemented in the CP2K package227. Two different fully self-
consistent non-local exchange-correlation functionals (vdW-DF228 and optB88-
vdW229) were used to assess the reliability of the results. A single unit cell (in-plane 
dimensions of ~20 Å and containing three Br2PXX molecules, thus totalling 96 
atoms), together with a vacuum region of ~20 Å inserted between the periodic replica 
of the 2D self-assemblies was found to be sufficient to ensure a high level of accuracy. 
 
As the molecules appeared to be weakly adsorbed on the relatively inert Au(111) 
surface, and since the commensurability of the molecular adlayer could not be 
determined purely from STM measurements, the calculations were performed on free-
standing monolayers, taken as reasonable theoretical approximations of the 
experimental structure. The molecular unit cells were optimised from initial conditions 
taken from the experimentally determined values, but for both assemblies remained 
within the experimental error after optimisation (see table 5.1 summarising the 
differences calculated). The difference in energy between the halogen bonded and 
hydrogen bonded assemblies was also found to be rather small, with the halogen 
bonded assembly slightly favoured (0.82 meV/atom lower than the hydrogen bonded 
assembly). Calculations were also performed on dimers of halogen and hydrogen-
bonded molecules as a function of the Br---O and O---H distances, respectively (Fig. 
5.5). The halogen bonded dimer is characterised by a slightly larger (0.1 Å) 
equilibrium distance and is found to be more stable by 25 meV. Whilst these results 
point towards the halogen bonded assembly being marginally more likely to form, it 
would also be expected that, due to the small energy differences relative to the thermal 
energy available to the molecules at room temperature (the temperature at which these 




molecules are deposited on Au(111)), there would still be a coexistence of both types 
of assembly present on the surface, with a ratio determined by the corresponding 
Boltzmann factor. However, STM experiments did not resolve two different types of 
the kagome spirals and thus, even in conjunction with DFT calculations, were unable 
to unambiguously identify the intermolecular bonding mode. 
 
Figure 5.4. (a) STM image (7 K, 0.5 V) of the spiral packing. Red triangle overlay around a group of 
three molecules, as indicated in (b). (b) Two proposed models for the spiral assembly, based around 
either halogen or hydrogen bonding. It is not clear from standard STM imaging which of these is the 
thermodynamically more stable assembly. 
 
                     
Table 5.1. Comparison between the energies and bonding dimensions of the geometry optimised DFT 
calculated assemblies for both halogen and hydrogen bonding. Similar energies and dimensions were 
found for the optimised structures of both halogen and hydrogen bonded assemblies. The underlying 
surface was not accounted for in these calculations as the commensurability of the molecular adlayer 
could not be ascertained purely from STM measurements. Calculations performed by Dr. Gabriele 
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Figure 5.5. Calculated bond energies for dimers bound via halogen or hydrogen bonding, plotted 
against the distance between the end and side groups. A slightly lower energy is calculated for the 
halogen bonded dimer. Calculations performed by Dr. Gabriele Sosso, University of Warwick. 
 
In order to settle this question, high resolution scanning tunnelling microscopy (HR-
STM) measurements were undertaken at 7 K with a CO tip. After deposition and pick-
up of CO on the Au(111) surface at low temperature (for more information, see the 
experimental section of this thesis, Chapter 2), constant height measurements at a low 
bias voltage (typically in the range ± 40 mV) were performed. As was reported in 
previous HR-STM experiments and theoretical studies167, intramolecular features are 
clearly resolved when approaching the CO tip close to adsorbed molecules (Fig. 5.6). 
These features are not observed with a ‘stiff’ metallic tip. The rings of the molecule 
(in particular, the naphthalene aromatic sections) are resolved, as are the positions of 
the C-Br end groups. All examples of the kagome spiral packing studied via HR-STM 
were unambiguously determined to be governed by halogen bonding. No examples of 
hydrogen bonded assemblies could be found, further demonstrating that the Br2PXX 
spirals on Au(111) consist of only one type of intermolecular bond. We attribute 
differences between this result and those of the DFT calculations to the effects of the 
underlying surface on the self-assembled structures that free-standing monolayer DFT 
calculations cannot consider.  Overlaying molecular models onto HR-STM images for 
more precise measurements gives an estimated Br---O halogen bonding distance of 




3.1 ± 0.1 Å. This value is slightly lower than that predicted by the DFT calculations 
(3.24 Å), possibly also due to the effects of the substrate. It is worth noting that the 
sharp dark features observed between the bromine and oxygen atoms cannot be simply 
assigned to ‘imaging’ the halogen bond, as it has been demonstrated that such 
intermolecular features can be attributed to the relaxation of the flexible CO 
probe166,167. A contrast in tunnelling current between the central rings and the 
naphthalene sections is also evident – this may be related to some combination of the 
LDOS at this voltage and interactions between the CO tip and the underlying 
molecules. As shown in Fig. 5.7, acquiring HR-STM images at slightly different 
heights also leads to differences in the observed distortion of the molecular structure 
due to the changes in forces felt by the CO tip.  
     
Figure 5.6. (a) Constant current STM of the spiral packing, as shown in Fig. 5.4 (CO tip, 7 K, 0.5 V). 
(b) The same area in constant height mode with the CO tip close to the molecules (7 K, 30 mV). (c) 
Zoom of the area shown in (b), also constant height (30 mV), CO tip. (d) Br2PXX molecular overlay of 










   
Figure 5.7. Comparison showing the differences in the levels of distortion and sharpness observed with 
different stabilisation heights for CO tip HR-STM imaging of Br2PXX (30 mV). In (b) the tip is less 
retracted from the initial position that is determined by the stabilisation parameters and is thus closer 
to the molecules, leading to greater levels of distortion due to stronger interactions between the CO 
and underlying molecules.  
 
Structure 2: Dense/disordered packing 
Packing 2, also only present in the fcc regions of the herringbone (Fig. 5.8), was 
initially thought to be a self-assembled mixture of intact molecules, Br atoms (that had 
dissociated upon adsorption from molecules), and fragmented molecules. However, as 
stated above, it is not usually the case that halogenated molecules dissociate upon 
adsorption on Au(111) at room temperature. 
When studying these regions with HR-STM (CO tip), the nature of these structures, 
not clear from standard STM imaging, becomes apparent. Packing 2 consists of a 
mixture of molecules with either a bromine end group shifted over by one position 
onto an adjacent carbon or an extra bromine atom bound onto a side position. 
Interestingly, no examples of molecules (in a sample of several hundred) with both of 
these changes could be found. Fitting a scaled model of these molecules, as shown in 
Fig. 5.8(d), demonstrates that a Br bound directly to the molecule, with a bond length 
of approximately 1.9 Å, provides a better fit than with a ‘free’ Br atom bound to the 
metal. The presence of a distinct line feature corresponding to the C-Br bond in HR-
STM imaging and the required proximity of the Br atom also adds weight to this 
interpretation; when molecules are assembled with ‘free’ Br atoms on a surface, the 
Br atoms are commonly imaged in HR-STM as a distinct separate signal, considerably 
further away from the molecules (see Chapters 6, 7 and 8 for several examples of 
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this). As mentioned previously, the presence of these molecules relates to issues with 
the purity of the synthesised product that could not be overcome. 
   
Figure 5.8. (a) Constant current STM (CO tip) of an area of packing 2. Objects on the sides of molecules 
are indicated with red circles (7 K, 1.1 V). (b) Constant height (CO tip) HR-STM of the same region as 
(a) in the repulsive regime (−30 mV). (c) Zoom of highlighted area (30 mV) in (b) showing distinct 
features on the sides and ends of molecules corresponding to Br bound to the wrong carbon atoms – 
image has been low-pass FFT filtered to remove electronic noise. (d) Overlay of (b) showing the fit of 
contaminant molecules with the structure, with Br---O halogen bonds indicated. (e) and (f) Structures 











As with packing 1, halogen bonding is again possibly one of the main driving forces 
behind the assembly in packing 2. The extra Br atom found on the side of some defect 
molecules can be seen forming halogen bonds with adjacent molecules (Fig. 5.8(d)). 
Weaker hydrogen bonds may also play a role in the assembly. 
Unlike packing 1, packing 2 is notably found to rarely show signs of forming a fully 
ordered structure; in most ‘islands’, few examples of regular repetition of molecular 
features were observed. The reason for this may lie in the size of the unit cell of the 
fully ordered structure; the confines of the fcc region of the herringbone rarely allow 
for a full unit cell to be observed due to its size. As such, fragments of the ordered 
structure are found packed together within the fcc regions of the surface. At higher 
coverages, small hexagonally-packed islands of just the tri-brominated molecules are 
rarely found in elbow sites of the herringbone (Fig. 5.9), with a hexagonal unit cell of 
approximately a = b ≈ 3.1 nm, θ ≈ 60°. Few examples of this packing were found, and 
as such, reliable statistics for the unit cell dimensions could not be ascertained. 
    
Figure 5.9. (a) STM image (7 K, 0.6 V) of an elbow site in the herringbone construction with an 
assembly consisting of tri-brominated molecules, with other molecules as peripheral defects. (b) Zoom 
of (a), showing the unit cell of the assembly and a molecular overlay. 
 
Structure 3: Island packing 
Increasing the coverage of Br2PXX to around 0.5 ML and above results in the 
formation of extended island structures (Fig. 5.10). Molecules within these islands are 
packed into parallel rows with a unit cell of a = 0.83 ± 0.02 nm, b = 1.31 ± 0.06 nm, 
θ = 75 ± 3°. As the orientation of the molecules is again not clear from standard STM 








Fig. 5.10(b), molecules are found arranged with weak hydrogen bonds between the O 
and H atoms of adjacent molecules (similar to that seen with unfunctionalised PXX in 
Chapter 4), along with the ‘type I’ form of halogen bonding40 between the C-Br bonds 
of molecules with their end groups directed towards each other. The modelled O---H 
distance was found to be similar to that measured with PXX in Chapter 4 (2.2 ± 0.1 
Å), and the Br---Br distance was also modelled as 3.6 ± 0.2 Å. This distance is 
comparable to that found in other examples of this type of Br---Br halogen bond in the 
literature230. 
 
Figure 5.10. CO-tip constant height STM image (30 mV) of the high coverage island packing, with 
molecular overlay in (b). (c) Model of the packing. Molecules interact via hydrogen bonding (blue 
dashed line, O---H distance of 2.2 ± 0.1 Å) and type I halogen bonding (green dashed line, Br---Br 
distance 3.6 ± 0.2 Å) 
 
HR-STM experiments also reveal the presence of defects within these islands. Both 
types of defective molecules found in packing 2 are observed within the islands (Fig. 
  









5.11), as are molecules that have been singly de-brominated, often found at the 
peripheries. It is unclear as to whether these molecules are de-brominated upon 
adsorption, or if they are unwanted synthesis products. XPS results for the as-
deposited molecule, (shown later, in Chapter 6) do not reveal any significant amounts 
of de-bromination upon adsorption at room temperature, and few objects that can be 
identified as ‘free’ Br atoms are ever observed. 
 
Figure 5.11. Constant height CO tip images (all 30 mV) of defect molecules found in and around the 
island packing. (a) Singly de-brominated molecules at the edge of an island. (b) A defect molecule found 
within an island with a Br on the wrong position. (c) Two adjacent tri-brominated molecules found 
within an island. 
 
5.2.2 Electronic Properties of Br2PXX on Au(111) 
STS measurements were also performed on Br2PXX molecules in order to determine 
the effect bromination has on its donor strength. As this strength can be related to the 
position of the molecule’s HOMO in energy (i.e., a stronger donor has a HOMO that 
is higher lying in energy), this can be revealed using dI/dV spectroscopic 
measurements by examining energetic shifts in the highest occupied state that occur 
with bromination. Recording the current or dI/dV signal at a certain voltage whilst 
scanning at a constant height also allows the direct visualisation of states localised on 
molecules (the current signal is sufficient for this if there are no other states between 
the voltage used and the Fermi level). If molecules are relatively uncoupled from 
surfaces, the appearance of these states can fit well (assuming sufficient resolution) 
with molecular orbitals seen in gas phase DFT calculations172,231,232. 
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Figure 5.12. (a) and (b) STM image (−1.1 V) and corresponding dI/dV spectrum (recorded in the 
position of the red dot) of Br2PXX, showing an occupied state at approximately −1060 mV that 
corresponds to the HOMO of the molecule. (c) and (d) Constant height STM image (−1.1 V) of Br2PXX, 
with a scaled overlay of the DFT-calculated gas-phase HOMO (DFT performed by Harry Pinfold, 
University of Warwick). 
 
A peak in the occupied states between −1.0 and −1.1 V is observed over intact Br2PXX 
molecules (Fig. 5.12), most probably corresponding to the HOMO state of the 
molecule. This demonstrates a shift of approximately −0.2 V when compared to PXX. 
This is consistent with the shift seen in DFT calculations of the energies of the frontier 
molecular orbitals for PXX and Br2PXX: a downshift of approximately −0.3 eV of the 
HOMO upon addition of Br, with a corresponding rigid downshift of the LUMO. 
Whilst the absolute values of the STS results and DFT cannot be compared, the 
presence of a shift in both is still notable.  
Small variations of the position of HOMO peak (within a range of 100 mV) can be 
found within molecules packed in the same island. Although the spiral islands are 
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confined within the fcc region of the herringbone, there may be small shifts in surface 
potential across this region that are responsible for the observed range in peak position. 
Constant height images recorded at −1060 mV (Fig. 5.12(c)) show a distinct shape 
resembling the gas phase DFT-calculated HOMO of the molecule. The tip termination 
at the time of these measurements was unknown. Performing these measurements 
instead with a CO tip may allow for a high spatial resolution of the localisation of the 
state. However, this can also result in differences observed when comparing to DFT 
calculated molecular orbitals, due to the p-wave nature of CO tips. This means that 
bright features may be detected where nodes are expected174. These differences in 
contrast are discussed further in Chapter 6. 
 
Figure 5.13. 7 K STM image (1.1 V) and dI/dV spectra recorded over a molecule with the Br shifted to 
the wrong position (red) and a tri-brominated molecule (blue). A shift of approximately −60 mV was 
observed with the addition of the third bromine. Spectra have been smoothed to remove electronic 
noise. 
 
Shifting of the HOMO peak is also observed when recording dI/dV spectra of 
contaminant molecules with an extra bromine atom. The peak is shifted by 
approximately a further −60 mV on molecules with a third bromine atom attached 
(Fig. 5.13). No significant difference in dI/dV peak position between normal Br2PXX 
molecules and those with the Br shifted over by one position (e.g. the red spectrum in 
Fig. 5.13(b)) is observed. De-brominated molecules also exhibit a shift in the highest 
occupied peak to higher (more positive) energies. Spectra taken before and after 
debromination via the STM tip (occurred during dI/dV acquisition, +2 V to −2.5 V 

























sweep, Fig. 5.14), clearly show a significant shift of approximately +200 mV of the 
HOMO state upon removal of one bromine atom. As locally adsorbed bromine can 
result in rigid shifts of molecular peaks in dI/dV spectra, this value may not be a 
precise indication of the actual HOMO shift of the molecule upon de-bromination. The 
radical nature of the de-brominated end group may also affect the observed dI/dV peak 
position. Similar shifts have been seen previously with the tip-induced dehalogenation 
of a porphyrin on Ag(111), but were not assigned to a pure shift in the HOMO, but 
rather different orbitals becoming visible in the dI/dV spectra233. However, not all 
experimental results in that study (in particular, the position of the HOMO of the intact 
molecule) were fully compatible with theoretical calculations. 
 
Figure 5.14. (a) 7 K STM image (1.0 V) of Br2PXX spirals prior to debromination of a single molecule. 
(b) Image (0.8 V) acquired after a series of spectra were recorded close to the C-Br bond, showing the 
clear separation of Br (green) from the molecule. (c) Spectra recorded before and after debromination 
on the same part of the molecule, with a clear +200 mV shift in the HOMO peak after debromination. 
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5.2.3 The Self-Assembly of Br2PXX on Cu(111) 
Deposition of a sub-monolayer coverage of Br2PXX on the more reactive Cu(111) 
surface at room temperature yields a significantly different (although not unexpected) 
result. Chains following the underlying three main crystallographic orientations of the 
substrate are observed (Fig. 5.15(a)). Clusters of small objects are found adjacent to 
the chains, along with dark regions (imaged as depressions in the surface) that are 
generally seen in-between groups of chains at higher coverages. These observations 
lead to the conclusion that the molecules most probably de-brominate upon adsorption 
on Cu(111) at room temperature and form metal-organic chains with Cu(111) 
adatoms, with bromine atoms clustered nearby. Similar dark islands observed after a 
metal-organic chain formation that resulted from the debromination of molecules have 
previously been attributed to holes (measured approximately 2 Å deep) in the Cu(111) 
surface, resulting from the extraction of Cu atoms from the upper layer of the terrace 
for the formation of metal-organic chains234. The measured apparent depth of the dark 
features is found to vary in the Br2PXX system (from 0.5 – 1.7 Å), possibly due to 
their small size and the effects of the lateral width of the tip (i.e. the tip does not ‘fit’ 
into the hole and cannot measure its true depth). As a result, a simple comparison to 
the step height of Cu(111) (2.08 Å) cannot be easily made in this case. No clear internal 
structure of these dark objects could be resolved, and thus no solid conclusion about 
their identity can be made. Experiments at a higher coverage that may result in larger 
dark patches could resolve this issue. 
Imaging the chains in standard STM conditions (Fig. 5.15(b)) generally does not 
reveal any distinct molecular features that can help with assigning the position/rotation 
of the molecule more precisely. Furthermore, within the chains there are clearly 
changes in orientation of the molecule that lead to small kinks/bends, most probably 
due to both possible conformations of the molecule (as Br2PXX is pro-chiral) 
participating in the same chains, rather than segregating into separate chains. This may 
suggest that there is some flexibility in the allowed positions of the Cu adatoms 
between molecules, but that these defects cannot be extended significantly due to a 
loss of registry with the surface (i.e. it no longer becomes favourable in terms of bond-
length and surface registry). Generally, bends in chains simply redirect them by 120° 
towards another high-symmetry substrate direction. 




     
Figure 5.15. (a) Large-scale STM image (1.1 V) of Br2PXX on Cu(111) after a room temperature 
deposition. The underlying crystallographic directions are shown, and a dark patch is highlighted with 
a red circle. (b) Zoom of an area (CO tip, 0.4 V) showing the chain structure, including various kinks 
and bends. Clusters of Br atoms (red arrow) can also be seen. (c) and (d) Constant height CO tip HR-
STM (30 mV) of a chain, with overlaid structure consisting of debrominated molecules and Cu adatoms 
 
HR-STM imaging with a CO tip (Fig. 5.15(c) and (d)) clearly elucidates the structure 
and confirms the metal-organic nature of the chains – the modelled distance between 
carbons of adjacent molecules (approximately 3.5 – 4.0 Å) is too great for covalent 
bonding. The existence of bright signals in-between the carbon radical positions also 
hints towards a metal-organic chain structure. Overlaying the structure of the 
molecules, and placing a Cu adatom in an equidistant position between adjacent 
carbon radicals reveals an estimated C---Cu bond distance of approximately 2 Å. The 
nature and origin of the Cu atoms, whether they are adatoms or Cu atoms pulled up 















Many examples of junctions between chains can also be found; two are shown in Fig. 
5.15(b). Many of these can be associated with the tri-brominated contaminant 
molecules that were also observed (intact) in experiments on Au(111). As the bromine 
on the side of these molecules is probably also dissociated upon landing on Cu(111) 
at room temperature, this allows for another position with which a metal-organic bond 
to a Cu atom may be formed. An example of one of these junctions is shown in the 
HR-STM image presented in Fig. 5.16. 
    
Figure 5.16. (a) Constant height CO tip HR-STM image (30 mV) of a chain junction. The molecule 
indicated with a red arrow has three metal-organic connections, most probably due to it being formerly 
a tri-brominated contaminant. (b) Molecular overlay. 
 
Attempts at performing voltage-dependent STM imaging of Br2PXX on Cu(111) were 
inconclusive. Few intramolecular features were observed in the typical voltage ranges 
employed (± 2 V). Similarly, dI/dV spectra were mostly found to be relatively 
featureless. This may be a reflection of increased levels of hybridisation between the 
molecules and the substrate when compared to the more inert Au(111) surface.  
5.3  Conclusions 
In this chapter, the bromination of PXX has been shown to significantly affect the 
structure of its molecular self-assembly at surfaces. In particular, the presence of a C-
Br group allows the formation of stronger self-assembled networks through halogen 
bonds on Au(111). 
High resolution STM performed with a CO-functionalised tip was found to be the only 
way to conclusively identify the type of intermolecular bonding in the on-surface self-
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assembled molecular network. Whilst standard metallic-tip STM was unable to 
differentiate between halogen and hydrogen assembly motifs, DFT calculations 
predicted a coexistence of these two bonding types that is not experimentally observed. 
HR-STM, on the contrary, unambiguously identified Br---O halogen bonding as the 
only source of the observed kagome spiral assemblies of Br2PXX on Au(111). 
Following on from cases in which HR-SPM has been shown to be an invaluable tool 
for the identification of the chemical structure of unknown molecules152–154 or for the 
determination of the intermediates and products of on-surface reactions,155–157 these 
results show the unique analytical insight that HR-SPM can give in establishing the 
nature of intermolecular interactions.  
Significant amounts of contamination of undesired products from the organic 
synthesis were also found on the surface – these were revealed by HR-STM to be 
either molecules with Br on the wrong position, or tri-brominated molecules.  
The position of the HOMO of all of the species (when adsorbed on Au(111)) was 
clearly observed in STS measurements, with small shifts corresponding to changes in 
the amount of Br bonded to the molecules. The state was clearly imaged in STM and 
corresponded well to the expected shape of the gas phase orbital. 
Deposition of the molecule on the more reactive Cu(111) surface yielded a metal-
organic type chain assembly composed of de-brominated molecules bound to Cu 
adatoms via their radical positions. Some deviations in the chain structures can be 
assigned to the presence of contaminant molecules allowing different binding 
positions, as well as the mixture of orientations of the molecules that are incorporated 
into the chains.  








A potential way to tweak the optoelectronic properties of PXX is to react Br2PXX to 
form nanoribbons. The formation of these nanoribbons would result in fused perylene 
sections separated by oxygen-containing rings, as shown in Fig. 6.1. As demonstrated 
by the recent work of the Bonifazi group6,118, the addition of these aromatic sections 
to PXX and related molecules may result in frontier orbital energetic shifts and the 
narrowing of the HOMO-LUMO gap, with a corresponding increase in the strength of 
the molecules as electron donors (due to the their energetically higher-lying HOMOs). 
The same group has also demonstrated via cyclic voltammetry and photophysical data 
that similar short PXX polymers have an increasingly higher HOMO level than the 
PXX monomer116. However, initial attempts to form long polymers of PXX in solution 
were hampered by problems with precipitation of ribbons after a certain length was 
achieved, due to strong π-stacking interactions118.   
On-surface synthetic methods, although on a smaller scale in terms of quantity, 
potentially allow an alternate pathway to the formation of longer PXX nanoribbons 
(NRs), as the precipitation problem is avoided. Many examples of the formation of 
‘long’ (>10 units in length) nanoribbons at surfaces exist in the literature97,235–240, 
although this is very much dependent on the monomer/surface combination used. 
Simply annealing Br2PXX on metallic surfaces may yield polymers via the on-surface 
Ullmann reaction combined with a dehydrogenation reaction. In the typical on-surface 
synthesis of nanoribbons on Au(111), these reactions take place in two steps97,241. 
After an initial deposition of the halogenated precursor on the surface, annealing yields 
dehalogenation, followed by diffusion and combination of the resulting molecular 
radicals to form polymers. Heating these polymers to a higher temperature then allows 
a metal-catalysed dehydrogenation reaction to occur208, resulting in flat nanoribbons. 
In the case of Br2PXX, as the precursor molecule is flat, forming polymers prior to 
nanoribbons may not be favourable, as it would require significant twisting and lift-




off (from the surface) of the chains. It may thus take place in one heating step rather 
than two. Different surfaces, such as Cu(111), have been shown to allow the formation 
of different NRs (with the same precursor) via other pathways240,242. Similar 
monomers, such as di-bromo perylene, have been shown to form graphene 
nanoribbons (GNRs) on both Au(111)238 and Cu(111)190. In the case of Cu(111), no 
polymeric intermediate was observed, with a dehydrogenation and metal-organic 
structure instead preceding GNR formation. On Au(111), it was reported that a 
polymer structure formed at lower temperatures preceded the formation of the GNR, 
but no evidence of this was provided238. 
In this chapter, the formation of PXX nanoribbons at metallic surfaces is studied via 
STM/STS and XPS. The progress of the reaction can be followed by XPS; any shifts 
in carbon and bromine environment with annealing may indicate the temperature 
dependence of the de-bromination and fusion processes243. Likewise, studying the 
resulting species via STM after annealing can also yield similar information, as well 
as demonstrate how the polymers self-assemble after their formation. Using dI/dV 
spectroscopy and imaging to examine nanoribbons of different lengths allows the 
investigation of their local electronic properties, with a specific focus on 
demonstrating a trend in the changing position of their frontier energy levels due to 
finite length effects. If the PXX nanoribbons do not interact strongly with the surface 
(i.e. if there is no significant hybridisation between molecule and underlying metal), 
the molecular states should also give clear peaks that are limited to the molecule and 
not related to hybrid states between the molecule and the underlying metal159.  
                                      
Figure 6.1. Possible reaction scheme for the formation of PXX nanoribbons. The end sections of PXX, 
formerly naphthalene rings, are fused to form perylene moieties. 
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6.2  Results and Discussion 
6.2.1 PXX Nanoribbon Formation on Au(111) 
After sublimation and deposition of Br2PXX on room temperature Au(111) (described 
in the previous chapter), the sample was post-annealed from room temperature up to 
673 K in 50 K steps. After every step, the sample was cooled to 77 K or 7 K and 
studied via STM and STS. In XPS experiments, after each annealing step the sample 
was left to cool down to less than 370 K before spectra were recorded. 
 
Figure 6.2. STM images of Br2PXX (recorded at 7 K) with increasing annealing temperature. After the 
473 K anneal ((b) and (e)), ribbons of various lengths have formed, and are packed together with ‘free’ 
Br atoms into islands, with the herringbone reconstruction distorted around them. Annealing to 523 K 
results in the desorption of most of the remaining bromine. Bias voltages: (a) −0.7 V, all others 1.1 V. 
 
The first formation of nanoribbon structures on Au(111) can be observed in STM 
experiments after annealing to 473 K. Mostly triangular islands composed of ribbons 
of varying lengths, mixed in with small objects, are observed (Figs. 6.2(b) and (e)). 
The herringbone reconstruction can clearly be seen distorting around these islands, 
implying a strong interaction with the surface129–131,244. This, combined with the 
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presence of small objects between the nanoribbons, suggests the presence of ‘free’ 
bromine atoms on the surface that form self-assembled structures with nanoribbons, 
as previously reported in the literature for other Ullmann coupling systems98,102. These 
bromine atoms presumably dissociated from the Br2PXX molecules but did not have 
enough energy to desorb from the surface. Annealing the surface to 523 K results in 
the desorption of the majority of the bromine and a greater level of dispersion of the 
nanoribbon islands (Fig. 6.2(c) and (f)). This result implies that the islands of 
nanoribbons observed in Figs. 6.2(b) and (e) were only held together by the presence 
of bromine atoms. After bromine desorption, the nanoribbons generally exhibit similar 
repulsive behaviour to that of the PXX monomers, with some still held together by the 
few remaining bromine atoms. This repulsive behaviour can be attributed to similar 
phenomena, such as dipole-dipole interactions resulting from a charge transfer 
between the ribbons and the underlying surface76,82. As shown in Fig. 6.3(a), 
modelling the nanoribbon structure yields a good fit with the scheme proposed in Fig. 
6.1; the Br2PXX molecules have clearly fused their naphthalene-type aromatic end 
sections to form perylene structures, bordered on each side by anti-aromatic oxygen-
containing rings. Due to nature of their synthesis (via the Ullmann coupling of 
Br2PXX), the ends of the ribbons are naphthalene sections from one end of a precursor 
molecule, with the exception of a minority of defective ribbons that have undergone 
additional unwanted reactions, such as further dehydrogenation of other carbon 
positions, or reactions due to the presence of tri-brominated molecules (described in 
Chapter 5). The majority of the observed nanoribbons contain connections of the 
alternating type; however, some ribbons also contain ‘straight’ sections as well, and 
very rarely a completely straight ribbon is observed (Fig. 6.3(b) and (c)). This general 
preference for the alternating type may relate to the surface-catalysed mechanism of 
the nanoribbon formation, and perhaps how it correlates to the position of the bromine 
atom on the majority of the precursor molecules. If monomers that react to form 
nanoribbons only do so when the C-Br positions (and resulting radicals) are aligned 
with each other, then for the majority of the molecules, the alternating type is favoured 
due to the position of the radical that results from the C-Br homolysis (Fig. 6.3(d)). 
Straight sections of the nanoribbons may be explained by considering the contaminant 
molecules that are brominated in different positions (Fig. 6.3(e)), as presented in the 
previous chapter. It is not expected that any significant difference may be found in 




terms of the HOMO/LUMO energies of the two different ribbon types; however, this 
could not be proven, as very few isolated examples of short, straight nanoribbons were 
observed. 
       
Figure 6.3. (a) STM image (7 K, 1.1 V) of an alternating type pentamer nanoribbon with a scaled 
molecular model overlay. (b) and (c): 7 K STM images (30 mV and −0.9 V) of examples of straight 
sections of nanoribbons. A straight section found in the middle of a nanoribbon is indicated with a blue 
oval, and an entirely straight tetramer nanoribbon is shown in (c). The different contrast in (b) is due 
to constant height imaging with a CO tip. (d) Connecting the Br2PXX monomer to make an alternating 
nanoribbon. (e) Connecting the Br2PXX contaminant (different Br position) to make a straight 
nanoribbon. 










The interpretation of the STM imaging of annealing experiments is further supported 
by XPS experiments that follow the Br 3d and C 1s signals with increasing annealing 
temperature steps, as illustrated in Fig. 6.4. Each Br 3d signal (ideally) appears as a 
doublet in XPS measurements, with a 3d5/2 and a 3d3/2 peak in a 3:2 ratio due to spin-
orbit splitting. Up to 413 K, the bromine environment is unchanged, with binding 
energies of approximately 69.8 and 70.8 eV for the Br 3d5/2 and 3d3/2 peaks, 
respectively, matching those of an intact C-Br bond. Between 410 K and 493 K, an 
increasing amount of the Br signal shifts to a lower binding energy (67.7 and 68.8 eV 
for the Br 3d5/2 and 3d3/2 peaks, respectively), corresponding to ‘free’ bromine atoms 
bound to the Au surface102,239,245. By 553 K, the Br 3d signal disappears due to 
desorption from the surface, in agreement with the STM experimental evidence.       
 
Figure 6.4. (a) Selected Br 3d XPS spectra showing the change in the bromine environment with 
annealing temperature. The signal first shifts to lower binding energies as the Br atoms detach from 
the molecule to form Au-Br complexes, then disappears when Br atoms desorb at higher temperatures. 
(b) Change in the C 1s XPS binding energies with annealing temperature. Ribbon formation starts to 
occur above 413 K, as evidenced by the shift in binding energy. Certain spectra (293 K, 453 K and 513 
K) had lower overall intensities due to some variability in the x-ray source output – as such, the spectra 
were normalised using the background intensity. 
 
Examining the C 1s signal with annealing temperature (Fig. 6.4(b)) also shows a small 
binding energy shift upon ribbon formation, with the reaction starting to occur above 
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are no longer increasing in length above this point (i.e. most of the chains have been 
terminated/passivated).  
   
Figure 6.5. (a) 7 K STM image (1.1 V) of islands of ribbons (of varying length) mixed with bromine 
atoms. The herringbone reconstruction is distorted around the islands. (b) Constant height CO tip HR-
STM (30 mV) image of a mixed island, showing the various different sizes of ribbons mixed with 
bromine atoms. Some molecules still have intact C-Br bonds (red arrows). A small number of features 
appearing in pairs near the end of some ribbons, circled in blue, are also observed. 
 
STM images of the mixed nanoribbon-Br islands (after annealing to 473 K, i.e. prior 
to bromine desorption) are shown in Fig. 6.5. Small objects of the size of monomers 
can also be seen within these mixed islands; these are presumably unreacted/partially 
reacted monomers and PXX molecules, the latter formed from di-radicals that have 
been terminated by hydrogen before being able to react to form longer ribbons. With 
the exception of Br-terminated objects, the termination of the monomers and ribbons 
is not necessarily easy to correlate with their appearance in standard constant current 
mode STM imaging. In the literature, however, it has been shown that such images 
may be used, when combined with theoretical calculations, to identify terminations246. 
HR-STM experiments with a CO tip (Fig. 6.5(b)) clearly reveal the structure of mixed 
ribbon-bromine islands, demonstrating the variation in nanoribbon structure length 
and the location of intermixed bromine atoms. Molecules terminated by C-Br groups 
(indicated with red arrows) can be easily recognised, as they typically resemble the 
features observed in HR-STM imaging of the intact precursor molecule (Chapter 5) 
and are always found in the expected positions on the molecules. Other terminations 
(such as doubly hydrogenated carbon atoms or metal-organic structures) could not be 
clearly identified using this technique, although some unknown bright pairs of objects 
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were occasionally detected near the ends of nanoribbons, as in Fig. 6.5(b), circled in 
blue. Their location near to the termination of the objects may imply that they are 
bonded in some way to the radical carbon positions, although few conclusions may be 
drawn from the imaging. 
Interestingly, attempting to image longer ribbons with constant height HR-STM at low 
bias voltages is found to be increasingly difficult with length. As will be described 
later in this chapter, longer ribbons have a higher local density of states (LDOS) 
around the Fermi level (0 V), and thus there is increasingly a convolution of the 
repulsive contrast (due to the CO probe) and the signal that is due to electronic states 
on the nanoribbon. No voltage was found that allowed a compromise in terms of HR-
STM imaging. As demonstrated in Fig. 6.6, imaging a long nanoribbon (4 units or 
more) at a constant height (CO tip, 30 mV bias) with a larger tip-sample distance 
reveals the shape of an electronic state (Fig. 6.6(a)) that eventually combines with the 
repulsive contrast when the tip is close enough to the underlying ribbon (Fig. 6.6(b)). 
This is similar to experimental and theoretical studies of other molecules that have 
been imaged with HR-STM in which features from both the molecular structure and 
electronic states were observed and predicted by theory167. This is an inherent issue 
with HR-STM that is not found with NC-AFM. 
   
Figure 6.6. Constant height CO tip STM images (30 mV) of longer PXX nanoribbons, with differences 
in tip height offset. Image in (b) has the tip 0.5 Å closer to the surface. An electronic state at this voltage 
with a distinct shape clearly interferes with attempts to image the structure of the nanoribbons. 
 
At higher annealing temperatures, a few isolated ribbons (Fig. 6.7) are observed due 
to the partial desorption of bromine from the surface. The annealing temperature 
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required for this depends significantly on the coverage, i.e. at higher precursor 
coverages, a higher temperature is required to desorb enough bromine to isolate most 
of the nanoribbons on the surface. As mentioned above, the nanoribbons are not found 
to aggregate without bromine atoms, with the exception of occasional short H-bonded 
rows of PXX monomers, as described previously in 7 K STM experimental results for 
PXX on Au(111) (Chapter 4). The isolation of the nanoribbons, along with a wide 
variation in their length, is useful for studies of their electronic structure via STS; 
locally adsorbed molecules/atoms (such as bromine) can lead to shifting in the 
observed position of peaks in dI/dV spectra. This can be attributed to the effect of Br 
adatoms on the local work function of metal surfaces, as described previously in the 
literature101,247–249. 
    
Figure 6.7. (a) and (b): 7 K STM images (1.0 V and −1.5 V) of PXX nanoribbons after a 523 K anneal. 
Most of the bromine has desorbed, with some still remaining to pack nanoribbons together into small 
islands. Short, isolated ribbons can now be individually studied via STS. 
 
6.2.2 Electronic Properties of PXX Nanoribbons 
Short, isolated ribbons (from monomer to tetramer) were studied via STS to 
investigate the dependence of the energy of various molecular states on the nanoribbon 
length. In particular, changes in the position of the HOMO were compared between 
ribbons of different lengths in order to judge changes in their strength as electron 
donors. Spectra for the occupied and unoccupied states were typically recorded 
separately because the peaks in the occupied states (for the dimers and above) were 
significantly weaker than those in the unoccupied states. As a result, it is preferable to 
choose two different tip stabilisation conditions (that essentially govern the height of 
5 nm 5 nm 
  




the tip during the acquisition of dI/dV spectra and thus the resulting strength of the 
tunnelling current signal), one for the occupied and the other for the empty state 
spectra. Attempts to scan across the whole voltage range typically resulted in either 
the occupied state peaks being barely detectable or over-saturation of the signal from 
the unoccupied states (when the tip was close enough to get a reasonable signal for the 
occupied states). For the occupied states, the tip was typically stabilised at a higher 
current/lower voltage over the ribbons, resulting in it being closer to the sample and 
leading to a larger dI/dV signal that more clearly showed the position of peaks in the 
negative bias range. 
Fig. 6.8(a) illustrates the observed changes in the occupied states when increasing in 
ribbon length from monomer to trimer. The monomer (PXX, described in Chapter 4) 
shows a single clear peak in the occupied states at approximately 830 mV. The 
highest occupied peak in the dimer spectrum is significantly shifted upwards in energy 
to −200 mV and is in turn shifted to −70 mV for the trimer. It is important to note that 
in the case of the trimer, even when adsorbed alone with no neighbouring species, 
there was some variation in the appearance and position of the HOMO peak. In some 
cases, no peak could be seen at all, with a general rise in DOS towards 0 V, as seen 
with longer ribbons. This could be indicative of variations in the underlying surface 
potential due to the herringbone reconstruction that lead to different relative 
alignments of the molecular and metal states, or could even be the impact that other 
adsorbates have at longer ranges than expected (i.e. in the order of nanometres).  
Due to the proximity of the Fermi level (i.e. 0 V in the STS spectra), ribbons longer 
than the trimer no longer have a HOMO state that can be reliably identified in this 
region. This is most probably because upon reaching a certain length, a significant 
charge transfer from ribbon to metal may take place due to the relative alignment of 
the HOMO and the Fermi level. Similar effects have been seen previously with other 
donor type molecules adsorbed at metallic surfaces238. However, in the case of PXX 
nanoribbons, there is no clear unoccupied state feature close to 0 V after the ribbons 
reach a certain length. The reason for this is unclear; it may be that the state is weak 
and broad, and as such was not detected in STS measurements. Occupied states that 
are lower in energy (e.g. HOMO−1, −2…) can still be detected for longer ribbons, as 
shown in Fig. 6.8 in the occupied states of the tetramer. 




           
Figure 6.8. Occupied and unoccupied states dI/dV spectra for short ribbons of varying lengths, with 
the shift in HOMO/LUMO indicated. No peak was observed for the monomer in the unoccupied states. 
The LUMO peak for the dimer in (b) was unclear, so the exact assignment of its position is somewhat 
arbitrary, and the shift may be smaller than indicated. The tetramer occupied states spectrum has been 
scaled up to make the features more obvious when compared to other ribbon lengths; the spectrum was 
recorded in different conditions to the other occupied states spectra and thus has a lower signal:noise 
ratio. 
 
Fig. 6.8(b) shows a similar (opposite) trend for the unoccupied states of the ribbons. 
A general shift of the LUMO downwards in energy is predicted by simple gas phase 
DFT calculations and reflected in the dI/dV spectra of nanoribbons of various lengths. 
Only the trend from dimer to tetramer is shown – this is because no clear peak in the 
unoccupied states for the PXX monomer was ever observed in the ±2.5 V range. This 
may be because higher voltages (which can often lead to damage of molecules when 
performing STS experiments) are required to access it. Whilst the general trend in the 
shift of the unoccupied states with ribbon length is clear, the placement of the LUMO 
peak for the dimer is somewhat arbitrary due to there being a general rise (‘lump’) in 
the dI/dV signal, rather than a strong peak. As such, the absolute value for this shift is 
not reliable, and may be smaller than indicated.  
The relative changes in energy with increasing length approximately fit with the 
expected trend as predicted by DFT calculations of gas phase nanoribbons, shown in 
Fig 6.9. Whilst the absolute values that come out of these calculations might not be 
fully reliable, it should be possible to correlate relative changes in the calculated 


































energies to similar changes observed in the dI/dV spectra. It should however be noted 
that the shifts observed in the dI/dV spectra of the adsorbed molecules are not expected 
to correspond exactly to those calculated for molecules in the gas phase (or even to 
those potentially measured by other experimental methods in solution). This is due to 
the general reduction of molecular HOMO-LUMO gaps upon molecular adsorption 
on metallic surfaces, which can be related to the image charge effect (as described 
earlier in this thesis)21,250.   
                
Figure 6.9. DFT calculated frontier occupied and unoccupied states of PXX ribbons, up to a trimer. 
The dashed line indicates the energies the HOMO and LUMO tend towards with increasing length, as 
estimated by examining the decreasing calculated energy shifts of longer ribbons. DFT calculations 
performed by Dr. Luka Đorđević, University of Trieste. 
 
After observing this trend in the overall shift upwards in energy of the HOMO of the 
ribbons, an explanation of the issues with constant height imaging of longer 
nanoribbons (as mentioned earlier in this chapter) becomes apparent. As the ribbons 
become longer, they exhibit a higher LDOS near to the Fermi level. In order to acquire 
simple HR-STM images, voltages close to 0 V (i.e. the Fermi level) are usually used; 
there is often a low LDOS in this region for molecular systems, allowing the imaging 
contrast in HR-STM to mainly derive from the repulsive mechanism described 
previously in this thesis and in the literature167. When the tip is very close to the sample 













molecule, having a weaker electric field (i.e. lower voltage) is also desirable, as some 
molecules may be ‘delicate’ and undergo tip-induced reactions and/or fragmentation. 
Due to the higher density of states of longer ribbons near EF, there is increasingly an 
issue of molecular states interfering with attempts at HR-STM imaging. This is 
illustrated in Fig. 6.10: a mixture of long and short ribbons (at lower annealing 
temperatures, packed together with bromine atoms) is imaged in HR-STM conditions 
(Constant height, 30 mV, CO tip close to molecules). A much brighter signal can be 
observed over the longer ribbons (mainly present in the upper right portion of the 
image), and the shape of an electronic state (presumably the HOMO) is much more 
apparent. Some influence of the HR-STM mechanism can also be seen, with the bright 
rings of the perylene sections interfering with similarly located lobes of the HOMO. 
There may potentially be other ways of imaging the structure of long PXX 
nanoribbons with STM methods, such as via CO tip IETS170 imaging, but this was not 
attempted.  
                                    
Figure 6.10. Constant height STM image (CO tip, 30 mV) of a mixture of ribbons/bromine. Longer 
ribbons (top right) appear with much more signal than shorter ribbons (bottom left).  
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Figure 6.11. (a) Combined occupied and unoccupied states dI/dV spectra of a trimer ribbon, with 
tentative peak assignments. Spectra recorded with a metallic tip at the locations indicated with red and 
green dots in an image shown in (b). (b) Constant height dI/dV images of two different trimers with 
(left) and without (right) a CO tip, compared to the DFT calculated gas phase orbitals. DFT 
calculations performed by Dr. Luka Đorđević, University of Trieste. 
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Constant height dI/dV images were recorded for each observed state (both occupied 
and unoccupied) of the monomer, dimer, trimer and tetramer ribbons. These were in 
turn compared to gas phase DFT calculations for the nanoribbon orbitals, potentially 
allowing the identification of each peak in the dI/dV spectrum if there is not a 
significant hybridisation between the ribbons and the underlying surface. Fig. 6.11(a) 
shows the whole dI/dV spectrum (recorded in two parts for the reasons mentioned 
above) of a trimer nanoribbon. In Fig. 6.11(b), dI/dV constant height images (with and 
without a CO tip) are shown, with each image recorded at voltages corresponding to 
the states shown in (a). A different trimer was used for each set of experiments (i.e. 
for each tip); both had states at similar voltages. The occupied states all appear to be 
relatively similar in terms of shape, albeit with changes in intensity over different parts 
of the ribbon for different energies. These general changes in intensity are present both 
with and without a CO tip. Differences between the unoccupied states were also 
observed, with regions of varying intensity found mainly at the edges of the perylene 
sections of the ribbon. In Fig. 6.11(b), a comparison is also made between the DFT 
calculations and the observed dI/dV images, with an assignment of the molecular 
states to each peak in the spectrum.  
Comparing the images produced by both metallic and CO tips shows the same general 
trends in intensity variation between the different states, allowing an assignment to be 
made according to the similar general trends seen in the DFT results. As expected, this 
comparison identifies the peak at approximately −100 mV as the HOMO. However, 
the distinction between the HOMO−2 and HOMO−3 images is not clear – and as such, 
these assignments are only tentative. This is also the case for the LUMO and LUMO+1 
resonances. Noticeably broader/more diffuse features were observed in the dI/dV 
maps of the unoccupied states when compared to the occupied states, along with 
broader resonances in the spectra. A similar effect on the unoccupied states has been 
previously seen with an armchair ultra-narrow GNR formed from dibromo-perylene 
precursors, and was attributed to a shorter lifetime of tunnelling electrons resulting in 
increased lifetime broadening238. 
A significantly higher level of resolution is also observed with the CO tip. However, 
as is often found with CO tip imaging of electronic states in STM, there is not a clear 
match between the features observed and the expected number of lobes/nodes in each 
orbital. This can be attributed to the p-wave nature of the CO tip; imaging molecular 




states with CO tips has previously been shown to give significantly different results to 
metallic (s-wave) or other s-wave type tips, due to it having a mixture of both p-wave 
and s-wave character174. This is because tunnelling via the π-orbitals of the CO takes 
place, leading to a greater intensity over the nodes in the orbitals of the underlying 
sample molecule due to higher amounts of overlap. More generally, it can be 
considered that CO tip images resemble the lateral gradient of the underlying 
molecule’s orbital, rather than just its intensity. When comparing the shapes expected 
over these perylene sections with the number of lobes observed with a CO tip, it 
becomes clear that the bright features observed correspond to the location of the nodes 
in the molecular orbital, as is expected with a p-wave tip174 (Fig. 6.12(b) and (c)).  
                    
Figure 6.12. (a) Figure reproduced from Gross et al.174, with a cartoon illustrating the contrast 
mechanism when imaging molecular states with a CO tip. (b) Constant height STM image (30 mV, CO 
tip) of a long ribbon (7 units), with an overlay of the HOMO of a tetramer ribbon in (c). There are 
clearly signals that are mostly found in the nodes of the HOMO, as expected with a CO p-wave tip. It 
is important to note that when the nanoribbons reach above 3 units in length, the shape of their HOMO 
becomes visible in the low positive bias range (despite the lack of a clear peak in the dI/dV spectra), 








Typically, the general shape of the features in both the occupied and unoccupied states 
did not change with the length of the ribbons. This is also illustrated in Fig. 6.12 with 
a CO-tip constant height image (30 mV) of a long ribbon (7 units), which bears a great 
similarity to the dimer/trimer occupied states also shown in Figs. 6.11 and 6.13. This 
is also clear when examining the DFT-calculated gas phase orbitals (e.g. Fig. 6.9).  
    
Figure 6.13. (a) HR-STM image (CO tip, −30 mV) of a cluster of two dimers and a trimer, held together 
by a central bromine atom. (b) dI/dV spectra recorded at the points highlighted in (a). (c) and (d): 
Constant height dI/dV images (CO tip) of the cluster recorded at voltages corresponding to peaks in 
the dI/dV spectra. Greater intensity at each voltage can be observed on the ribbon with the 
corresponding peak in its dI/dV spectrum. 
 
dI/dV spectra and images of ribbons of different lengths (dimers and trimers) are 
shown in Fig. 6.13. It should be noted that the more negative voltages of the occupied 
state resonances than those previously reported are due to the presence of locally 
adsorbed bromine that downshifts the HOMO in energy. Fig. 6.13(c) and (d) 
demonstrate the localisation of the states seen in dI/dV spectra on each type of ribbon. 
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In (c), the HOMO resonance of the dimer at −330 mV is imaged, with a clearly 
stronger signal found over the dimers than the trimers. Imaging the HOMO−1 
resonance of the trimer at −710 mV in (d) also shows the reverse of this, with more 
intensity found over the trimer. 
Making a direct comparison between PXX ribbons and other nanoribbons from the 
literature, in particular graphene nanoribbons, is difficult. The anti-aromatic nature of 
the central (oxygen-containing) rings of the PXX unit may indicate that it cannot be 
technically labelled as a ‘graphene’ nanoribbon, unlike other examples of heteroatom-
containing nanoribbons (such as those containing boron251,252, nitrogen237 and 
sulfur11), which all have an aromatic ‘core’ with edge dopants159 or aromatic 
heterocycles237 in their structure, also often at the edges. Non-aromatic edge doping 
via the conjugation of lone pairs253 or double bonds159 into the π-system has also been 
used to both rigidly shift the GNR band gap as well as tweak it. In these studies, groups 
involving oxygen have been used, with furan-type rings253 or ketone groups159 at GNR 
edges. 
The width of the PXX nanoribbons is on a par with other ultra-narrow GNRs238, but 
the edge types vary between armchair on the perylene sections and zig-zag on the PXX 
sections, albeit with the caveat of edge oxygen atoms and anti-aromaticity. The 
measured band gap of longer PXX NRs tends towards a value of approximately 1 eV, 
thus demonstrating that the PXX NRs retain their semi-conducting character. This is 
quite different from armchair rylene-type GNRs of a similar width, which have been 
shown to possibly be close to metallic with a small band gap of 100 mV due to their 
N = 3p + 2 characteristic (where p is an integer and N is the number of carbon atoms 
across the width of the GNR)238,239. There is no report in the literature of an equivalent 
all-carbon GNR of the same width with a fully zig-zag character. Only one example 
of an all carbon, somewhat similar mixture of zig-zag and armchair GNR has been 
demonstrated254 (albeit with a shorter zig-zag section), but was not characterised with 
any STS band gap measurements. Further electronic structure calculations, along with 
conductance measurements of the PXX NRs, were not within the scope of this study 
but may provide promising future avenues of research, in particular to determine how 
similar the PXX nanoribbons are to other GNRs. Potential for comparisons may also 
lie in examining anthanthrene derivatives for the synthesis of an all-carbon equivalent 




GNR, but correctly functionalising the molecule with end groups whilst preserving the 
reactive side carbon positions may prove difficult. 
6.3  Conclusions 
In this chapter, it has been demonstrated that donor-type PXX nanoribbons can be 
formed from Br2PXX on Au(111) when annealing the surface to temperatures above 
approximately 400 K. In contrast with attempts to synthesise these nanoribbons in 
solution, polymers of much greater length have been made possible via the utilisation 
of on-surface synthesis. The energies of the HOMO levels of the resulting ribbons 
have been measured via dI/dV spectroscopy and have been found to indicate 
increasingly strong donor molecules with increasing length. This is evidenced by a 
clear shift of the HOMO level to less negative voltages. Various electronic states of 
the nanoribbons, visible as peaks in the dI/dV spectra, have been imaged and assigned 
to molecular states via a comparison with gas phase DFT-calculated orbitals. The high 
surface diffusivity of the ribbons and the lack of distortion of the herringbone 
reconstruction of the substrate suggest the absence of a strong interaction between the 
ribbons and the Au(111) surface – which in turn adds validity to any comparison with 
gas-phase calculated orbitals. Experiments with a CO tip show the structure of ribbons 
and add a further demonstration of the effects of a p-wave tip when imaging molecular 
states at surfaces.  
More studies are required to determine the properties of PXX NRs, in particular their 
relation to graphene NRs and the effect of the anti-aromatic central O-containing rings 
on their electronic characteristics. However, the possibility demonstrated here of 
tweaking the PXXs donor strength via polymer formation is an important first step in 
this direction. Promise also lies in selectively forming polymers of a certain length to 
aim for specific HOMO energy levels via careful synthesis of precursor monomers 
(e.g. reacting singly brominated molecules to form purely dimers). 




7 Vat Orange 3: An Acceptor Analogue 
 
7.1  Introduction 
The demonstration of PXX nanoribbons increasing in donor strength as they 
simultaneously increase in length naturally leads to a related molecule that may 
demonstrate the opposite effect: an electron acceptor molecule that may also be 
strengthened by the formation of conjugated nanoribbon polymers. 
                                            
Figure 7.1. Structure of Vat Orange 3 (left), with the proposed reaction scheme for the formation of 
acceptor-type nanoribbons (right) on Au(111). 
 
Vat Orange 3 (VO3, 4,10-dibromoanthanthrone, also known as indanthrene brilliant 
orange RK, structure shown in Fig. 7.1), so-called due to its use as a vat dye compound 
for its distinctive red-orange colour255,256, is a natural acceptor analogue of Br2PXX. 
It shares the same naphthalene end aromatic groups, with C-Br end groups that may 
allow for the formation of nanoribbons at surfaces in a similar fashion to Br2PXX 
(albeit on the adjacent carbon position). The main differences lie in the central rings 
of the molecule: where before there were simply oxygen atoms linking the naphthalene 
sections, there are now electron-withdrawing ketone groups, which are a common 
moiety in electron acceptor molecules32,257–259. As such, the DFT-calculated LUMO 
of the molecule is significantly lowered relative to Br2PXX, and the on-surface 
Au(111) 
Heating 




formation of polymers may further lower it, allowing it to become a stronger electron 
acceptor (Fig. 7.2). 
Apart from its use as a pigment, it has also been demonstrated that VO3 and other 
related compounds can be used as organic semiconductors in organic field-effect 
transistor (OFET) devices with good charge mobility, in particular for their low 
toxicity and biodegradability that is suited to more ‘green’ devices260–262. 
      
Figure 7.2. Comparison between the calculated frontier energy levels of PXX nanoribbons, VO3 
nanoribbons and an all carbon equivalent (from the anthanthrene monomer, AA), with a structural 
model of each NR type. The ketone groups of the VO3 ribbons significantly lower the HOMO and 
LUMO levels in energy when compared to PXX, demonstrating that VO3 ribbons may act as the 
strongest acceptor. This acceptor strength also clearly increases with length, as shown by the 
decreasing LUMO energy. Calculations performed by Dr. Luka Đorđević, University of Trieste. 
 
The C-Br groups on each end of the molecule allow for the formation of halogen bonds 
when the molecule is self-assembled on a surface, and the ketone groups on the 
periphery of the molecule may be able to participate as a halogen bond acceptor. 
Indeed, in the crystal structure, determined by Schmidt et al.256, C-Br groups point 
towards the ketone groups, albeit off  (21.4°) the ideal axis with the sigma hole 
location, with a Br---O distance of 3.291 Å, within the expected range for halogen 
bonding40. 






















 PXX NR HOMO
 PXX NR LUMO
 VO3 NR HOMO
 VO3 NR LUMO
 AA NR HOMO























A study of the self-assembly and on-surface reactions of VO3 on Au(111) via STM is 
described in this chapter. As with Br2PXX, STS is used to measure changes in acceptor 
strength with increasing length by following the trend in the LUMO energy. 
 
7.2  Results and Discussion 
7.2.1 Self-Assembly of Vat Orange 3 on Au(111) 
VO3 was found to readily sublime in UHV conditions at approximately 540 K. 
Deposition of VO3 on room temperature Au(111) at sub-monolayer coverages results 
in large islands of only one type of self-assembled structure when examined via STM, 
as shown in Fig 7.3. Experiments close to 1 ML also only result in the same type of 
packing. Small, mobile molecular clusters at the elbow sites of the herringbone 
reconstruction are also observed at lower coverages when scanning at 77 K (data not 
shown). 
The island is found to consist of molecules packed into an approximately square unit 
cell (unit cell parameters a = b = 1.53 ± 0.04 nm, θ = 89 ± 1°). As with Br2PXX, the 
molecule is pro-chiral and thus has two possible orientations when adsorbed on the 
surface which segregate into separate islands. The herringbone reconstruction lines of 
the underlying Au(111) can still be observed through the island assembly, so it may 
be assumed that there is not a significantly strong interaction between VO3 and the 
Au(111) surface as the reconstruction has not been altered or lifted98,130,244.  Individual 
VO3 molecules are found to be mobile outside of the islands at 77 K, which is a further 
indication of a weak interaction with the surface. HR-STM experiments at 7 K (Fig. 
7.3(c)) with a CO tip reveal the structure to be held together by type II halogen 
bonding40 with the sigma hole on Br end groups pointing to the region of negative 
electrostatic potential on the side of adjacent Br atoms. The modelled Br---Br distance 
of 3.9 ± 0.1 Å implies that the halogen bond is relatively similar in length to others of 
the same type (type II, four-way Br---Br) seen on surfaces in the literature125,215,263,264. 
The ketone side groups of the molecule are clearly visualised in the HR-STM imaging 
as a sharp pointed region. Notable similarities between the network presented here and 
one of the phases found by Yoon et al. in their study of dibromoanthraquinones on 
Au(111)215 can be found – in particular due to the structural similarities between the 
two molecules (both being poly-aromatic molecules with two bromine and two ketone 




substituents). Multiple orientations of the molecular packing were found, but the large 
number of possibilities (due to chiral segregation and the three-fold symmetry of the 
underlying substrate), combined with the large island sizes, meant that not all possible 
orientations of the packing were observed and thus a full analysis could not be 
performed. 
    
Figure 7.3. (a) Large scale 7 K STM image (1.1 V) showing the VO3 islands on Au(111), with the 
herringbone reconstruction still visible underneath. (b) Zoom of an island (0.9 V), with the unit cell 
indicated. (c) HR-STM constant height CO tip image (30 mV) of VO3, with a scaled molecular model 
overlaid in (d). The sigma hole of each bromine atom approximately points towards the side of an 
adjacent bromine. 
 
dI/dV spectroscopy of VO3 on Au(111) at 7 K reveals a strong peak over the 
molecules in the unoccupied region of the spectrum at approximately +1000 ± 50 mV 
(Fig. 7.4(b)) – this is assumed to be the LUMO of the molecule. Variations in the 
energetic position of the LUMO could be seen in different parts of the islands and may 











relate to the adsorption site of the molecule relative to the underlying substrate’s 
herringbone reconstruction. 
    
Figure 7.4. (a) and (b) 7 K STM image (0.9 V) and dI/dV spectra of VO3 and the bare Au(111) surface, 
showing the LUMO peak and the shift of the Au(111) surface state under the molecules. Features at 
approximately 0 and −1300 mV may be related to the tip as they are present in both cases. (c) and (d) 
7 K STM image (1.2 V) and a wide range spectrum showing a peak that is potentially related to the 
LUMO+1 of the molecule, and the damage (red circle) that can be caused by taking spectra at higher 
voltages. Attempts to mitigate this with the tip further away from the surface (hence the lower 
signal:noise ratio in (d)) did not make a significant difference. 
 
Constant height CO tip imaging at this voltage (Fig. 7.5) shows some similarity to the 
DFT calculated LUMO shape, although some asymmetry is also noticeable, possibly 
due to an asymmetric structure of the metal tip ‘above’ the CO molecule. Unlike the 
PXX NR occupied states, the ‘p-wave’ tip effects were not found to be as significant 
in this case – this could be related to a number of factors, including the positive bias 
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voltage (unoccupied states), the tip material (most probably Au), and the molecule 
itself.  
   
Figure 7.5. Constant height CO tip STM (1.0 V) at the LUMO resonance of VO3, with a scaled overlay 
of the gas phase DFT-calculated LUMO. 
 
Taking spectra with a wide range (±2500 mV) also consistently reveals a further 
unoccupied state at approximately +2250 mV (Fig. 7.4(d)). However, recording 
spectra at higher voltages is usually found to result in damage to the molecules (such 
as debromination) and, as such, this peak cannot be assigned to the LUMO+1 with a 
high level of confidence. A shift is also observed in the onset of the Au(111) surface 
state underneath the molecule of approximately +150 mV, and  is most probably due 
to the ‘pillow effect’ of the adsorbed molecule84,206,231. A weak feature at around 
−2000 mV and below is occasionally detected (data not shown), possibly indicating 
the position of HOMO of the molecule, leading to an estimated HOMO-LUMO gap 
of approximately 3.0 eV. In a similar fashion to the LUMO+1, recording spectra with 








7.2.2 Nanoribbon Formation from VO3 on Au(111) with Annealing 
  
Figure 7.6. 7 K STM images of annealing experiments with VO3. (a) and (d): As deposited; self-
assembled islands of VO3. (b) and (e): 473 K anneal; islands of short ribbons mixed with bromine 
atoms. (c) and (f): 573 K anneal; longer ribbon formation, desorption of bromine. Bias voltages: (a) 
1.1 V (b) 0.9 V (c) 1.1 V (d) 0.9 V (e) 0.7 V (f) 1.1 V. 
 
The sample shown in Fig. 7.3 was annealed in steps to 473 K and 573 K (Fig. 7.6). 
Annealing to 473 K resulted in the formation of similar structures to those seen with 
Br2PXX: mixed islands (Fig. 7.7(a)-(d)) of bromine and short nanoribbon sections, 
with the herringbone reconstruction of the underlying Au(111) substrate significantly 
distorted around them. As suggested in the case of Br2PXX, this is most likely the 
effect of the bromine contained within these islands that strongly binds to Au(111), 
altering the reconstruction, as has been reported for other strongly bound 
systems129,130,244. Similar islands that distort the herringbone have been observed in 
other Ullmann coupling reactions at surfaces when bromine atoms were still 
present98,102.  
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Figure 7.7. (a) and (b) 7 K STM images (0.9 V and 0.8 V) of mixed islands of short ribbons and bromine 
atoms (formed after a 473 K anneal) imaged at different magnifications. (c) Zoom (0.5 V, CO tip) of a 
mixed island in constant current mode. (d) Constant height CO tip HR-STM image (30 mV) of the same 
area. Intact C-Br bonds are indicated with red circles. (e) Edge of an island of dimers/bromine (−0.4 
V). (f) CO tip constant height STM (30 mV) zoom of a dimer/Br island, with the overlaid structure of a 
dimer. The faint objects in-between the molecules are assumed to be Br atoms. 
 
  
1 nm 1 nm 
10 nm 3 nm 
  
  








An example of an island containing various different-sized fragments after a 473 K 
annealing is shown in Figs. 7.7(c) and (d), with and without HR-STM imaging.  
Unlike Br2PXX, one regular type of island is also formed: a hexagonal arrangement 
of nanoribbon dimers and bromine atoms, with a unit cell of a = b = 2.72 ± 0.03 nm, 
θ = 60 ± 1°, shown in Fig. 7.7(e). HR-STM imaging (Fig. 7.7(f)) clearly resolves the 
internal structure of these islands.  
Several examples of molecules with intact C-Br bonds are indicated with red circles 
in Fig 7.7(d). Interestingly, there is also evidence of other fusion reactions having 
taken place that do not follow the expected reaction scheme shown previously in Fig. 
7.1. HR-STM imaging allows the identification of such cases; for example, Fig. 7.8 
shows two different cases of nanoribbon fragments that have fused to form a 5-
membered ring. Within these fragments, the expected radical positions (from the 
homolysis of the C-Br bonds) have reacted, but with the molecules in the ‘wrong’ 
orientation for nanoribbon formation. A different dehydrogenation reaction has thus 
taken place, with the ribbons fusing to form a 5-membered ring instead of the desired 
6-membered ring. These structures are also observed when annealing to higher 
temperatures. As it is in principle possible to arrange also the Br2PXX molecules in a 
similar way that may form a 5-membered ring, it is not clear why such alternative ring 
closure reactions are not observed for Br2PXX – it may relate to the position of the C-
Br bond within the molecule.  
 




    
Figure 7.8. (a) and (b) HR-STM with a CO tip (30 mV) of an area of mixed nanoribbons and bromine 
atoms, with two different possible examples of molecules that have fused to form a 5-membered ring. 
(c) and (d) Molecular models of the two fused molecules. 
 
Longer ribbons are also observed at the lower annealing temperature. In particular, 
islands of long nanoribbons packed together with their long axis perpendicular to the 
direction of the herringbone reconstruction lines can be seen (Fig. 7.9(a)). Within 
these chains, bright features at positions that approximately match the location of the 
herringbone lines are detected in STM images. At a first glance, it might simply be 
assumed that these bright areas are due to imaging the bright lines of the herringbone 
through the molecular adlayer, as has been seen previously in the literature98,231,265,266 
and within this thesis, for the island packing of both Br2PXX and VO3 (Fig. 7.3(a)). 









Figure 7.9. (a) 7 K STM image (1.1 V) of longer ribbons packed together, with adjacent islands of 
mixed smaller fragments and bromine. Co-adsorbed CO clusters are also visible. Bright lines within 
ribbon islands can be seen, perpendicular to the long axis of the ribbons, and approximately following 
the underlying herringbone lines. (b) Zoom of the area in (a), showing the distinct bright features 
observed at positive voltage (1.1 V in this image). Two ribbons are overlaid onto the image, with the 
region of steric clashing highlighted. (c) and (d): Side views of two potential linkages in the end-to-end 
VO3 nanoribbon junctions. In (c) the ribbons are twisted to avoid steric clashing between C-H groups. 
 
Imaging at a positive bias (unoccupied states) reveals a distinct structure to these 
regions, with a line of bright signals at each nanoribbon row. Furthermore, the 
structure of these rows does not fit with a single continuous alternating nanoribbon 
passing over the herringbone lines. Overlaying two scaled molecular models of 
nanoribbons across these junctions (Fig. 7.9(b)) results in ends of the ribbons being 
too close to simply be interacting via intermolecular forces (e.g. van der Waals) due 
to steric hindrance. The measured distance instead fits better with the formation of at 
least one C-C bond between the end sections of the ribbons, potentially at the radical 
position that is expected after C-Br homolysis. This leads to two distinct possibilities 
for the structure of these junctions. The first is that a single C-C bond has formed at 
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this position, with the local sections of ribbon either side of this bond twisted (via a 
slight lift off from the surface) to avoid unfavourable steric clashes between C-H 
groups, shown in Fig. 7.9(c). The second possibility (shown in Fig. 7.9(d)) is that, 
along with the formation of this C-C bond, there is also the fusing of C-H groups on 
both sides of this bond, leading to two new 5-membered rings (the possibility of such 
single ring-fusion reactions was already demonstrated above, see Fig. 7.8). The 
formation of these rings may lead to distinct electronic states located at these ribbon 
junctions, with a strong resonance in the unoccupied states.  
There are two potential ways of clarifying this with STM experiments: through HR-
STM (to reveal the structure of the junction and the location of the possible new rings) 
and dI/dV spectroscopy (to find any peak in the positive bias region/unoccupied states 
that is localised at these junctions). The latter is not necessarily a good demonstration 
of the hypothesis by itself, as there could also potentially be different states located at 
the singly bonded junction. 
Attempts to image the junctions via HR-STM were only partially successful (shown 
in Fig. 7.10). The structure of the ribbons away from the junctions is relatively clear, 
but in the area around the junctions little can be made out. This may indicate that there 
is only a single bond and that no fusing reaction has taken place, as molecular rings 
that are pointing out of the surface plane are notoriously difficult to image (and 
interpret) with HR-STM and NC-AFM267. In particular, as the signal in HR-STM 
depends on the tunnelling current, which in turn is not purely affected by the height of 
molecules at the surface, but also the local density of states, few solid conclusions 
about conformation may be made from the imaging of three-dimensional molecules at 
surfaces.  




    
Figure 7.10. (a) HR-STM (CO tip, 30 mV) of junctions between nanoribbons. (b) Zoom (30 mV) of the 
same region, showing that, close to the junction, ring features are no longer resolved. 
 
Imaging the molecules at a low negative bias in constant current mode, in which they 
appear to be relatively featureless (and thus imaging is likely not strongly affected by 
changes in the LDOS), does show some slight differences in brightness around these 
junctions (Fig. 7.11(a) and (b), shown with a line profile) when compared to an 
equivalent position at the other end of the molecule, which could in turn indicate 
differences in apparent height.  
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Figure 7.11. (a) Occupied states 7 K STM image (−0.8 V) of the same region as (c), with an apparent 
height profile (b) along the red arrow demonstrating the difference in apparent height at the junction 
region over equivalent positions along the ribbon. (c) and (d): STM image (1.1 V) and corresponding 
dI/dV spectra of the junction and another part of a ribbon, demonstrating that unoccupied states 
features are not observed over the junction. The state at around 0.5 V on the ‘normal’ section of the 
ribbon is attributed to the LUMO, as discussed later in this chapter. 
 
On the other hand, it is still possible that there is simply a state interfering with HR-
STM imaging (Fig. 7.10) that obscures the structure of the junction. 
dI/dV spectroscopy (Fig. 7.11(d)) does not reveal any particular features localised at 
these junctions, despite their clear features in the positive bias range constant current 
imaging. This may be further proof that the bright features may relate to the twisting 
of the ribbon ends rather than the formation of new rings and thus new states. The 
features seen at positive voltages may instead merely correspond to the distinctly 
shaped state seen over the rest of the nanoribbons, with an increased level of brightness 
related to an apparent height increase. 











































The DFT-optimised geometry of a fused VO3 dimer is presented as a simplified model 
for the fused junction in Fig. 7.12. As is clear from the side-view shown in Fig. 
7.12(b), a significant buckling of the ribbon takes place in order to accommodate the 
shorter bond (between the five-membered rings) in the centre of the fusing position. 
This buckling, combined with the shorter bond, results in a poor fit when overlaid onto 
any images of the junctions. 
               
Figure 7.12. (a) top view and (b) side view of the DFT-optimised structure of a doubly-fused dimer. 
The structure buckles and contracts in order to accommodate the shorter bonds required by the 5-
membered rings. DFT calculations performed by Harry Pinfold, University of Warwick. 
 
Whilst it is not possible to be certain about the structure of these junctions, the above 
evidence points more towards the formation of only a single C-C bond and the twisting 
of the ribbons at their connection points. The location of these binding points over the 
herringbone lines may be related to an increased level of stability at these positions 
for adopting the twisted conformation. Future experiments with NC-AFM imaging 
could potentially clarify the structure of these junctions, as the Δf signal in NC-AFM 
is not subject to the effects of changes in the LDOS with bias voltage166,168. 
 
 






Figure 7.13. (a) 7 K STM image (1.1 V) of VO3 after annealing to 573 K on Au(111). No herringbone 
distortion around the nanoribbon islands is observed, most probably due to the desorption of bromine. 
(b) and (c) HR-STM (CO tip, −10mV) of long VO3 ribbons. 
 
Increasing the annealing temperature to 573 K results in the formation of much longer 
ribbons (Fig. 7.13) some of which appear to be bonded in unusual 
locations/orientations. This is most probably due to more unwanted side-reactions, 
such as dehydrogenation reactions at other positions on the molecules. Few signs of 
bromine remain (most probably due to its desorption, in a similar fashion to Br2PXX 
at a similar annealing temperature), with the herringbone no longer distorting around 
nanoribbon islands.  
Reliable dI/dV experiments on VO3 ribbons of increasing length were found to be 
significantly more difficult to perform than those on the PXX nanoribbons. Shorter 
ribbons and monomers are mostly only found at lower annealing temperatures (such 
as 473 K) in the presence of co-adsorbed bromine (e.g. Fig. 7.7), which may shift the 
energetic position of dI/dV peaks101,247–249  As VO3 does not demonstrate similar 
repulsive characteristics to PXX (and PXX NRs), short isolated ribbons that could be 
studied without considering the effects of locally adsorbed species were rarely, if ever, 
found. Because of these issues, it was decided to focus on short ribbons surrounded 
by bromine atoms, which still seem to have relatively consistent peak positions in their 
dI/dV spectra. As such, the dI/dV spectra for ribbons of different lengths are 
tentatively presented in Fig. 7.14 as being indicative of the general trend of increasing 
ribbon acceptor strength with increasing length. As stated above, the exact values for 
peak shifts, however, have some considerable uncertainty, which is particularly true 
for monomers and dimers that were mainly found packed into islands with bromine 
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atoms. It should be noted (for example, when comparing Fig. 7.4 to Fig. 7.14) that 
there is a considerable difference in the peak position for the monomer LUMO. This 
shift can be attributed to the effect of both no longer having either of its C-Br groups 
(as shown previously with Br2PXX in Chapter 5), as well as the effect of the 
surrounding adsorbed bromine atoms. 
                              
Figure 7.14. dI/dV spectra of VO3 nanoribbons of varying lengths, with a down-shift in the LUMO 
indicated. 
 
Despite these issues, the increased acceptor strength upon nanoribbon formation is 
clear from the spectra from the downshift in energy of the LUMO state. The shift 
quickly levels off at around +0.5 V with increasing length, as verified by 
measurements on longer ribbons (data not shown here). This result potentially paves 
the way towards using VO3 nanoribbons in donor-acceptor complexes. For example, 
the LUMO value of longer VO3 ribbons is lower than that of the classic electron 
acceptor molecule tetracyanoquinodimethane (TCNQ), which has its LUMO (as 
measured by STS) at approximately +0.7 V when adsorbed on Au(111)231. 

























    
Figure 7.15. (a)-(d) Voltage dependent constant current STM imaging of a mixed VO3 
nanoribbon/bromine island with an unknown tip state. (a) and (b) Unoccupied states, (c) and (d) 
Occupied states. More positive/more negative voltages were required to clearly image the 
LUMO/HOMO of the monomers than the dimers, implying a narrowing in the HOMO-LUMO gap with 
increased ribbon length. (e) and (f) DFT-calculated frontier MOs for the monomer and dimer (without 
bromine). A clear resemblance to the STM images can be seen: HOMO in occupied states (negative 
voltages), LUMO in unoccupied states (positive voltages). Calculations performed by Harry Pinfold, 
University of Warwick. 
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Voltage dependent STM imaging was performed on VO3 nanoribbons of various 
lengths. Some hints of the shapes of both occupied and unoccupied states were seen 
with a tip of unknown character (Fig. 7.15; the tip may have picked up a bromine atom 
or molecule from the surface, leading to a drastic increase in resolution when 
compared to typical metallic tip states), despite the lack of clear peaks in the occupied 
states of the spectra of the ribbons. This lack of peaks could be related to using the 
same stabilisation conditions for the entirety of each dI/dV spectrum, and the disparity 
in signal intensity when comparing occupied to unoccupied states. A clear 
demonstration of the increased acceptor strength of ribbons with increased length is 
shown in Fig. 7.15 – at lower positive voltages in constant current imaging (Fig. 
7.15(b)), the distinctive LUMO shape is mainly visible on the dimer nanoribbons and 
not the monomers, because its energy is lower in the nanoribbons with increased 
length. At higher positive voltages (Fig. 7.15(a)), it becomes clear in both. When 
imaging at a negative voltage (in this case, −1.4V and −1.8V), another shape becomes 
clear, with a resemblance to the HOMO of the molecules, with the same apparent trend 
(more negative voltages are required to clearly image the monomer HOMO). This 
dependence in both voltage ranges is consistent with the narrowing of the HOMO-
LUMO gap with increased ribbon length. The DFT-calculated gas phase HOMO and 
LUMO shapes are presented in Figs. 7.15(e) and 7.15(f), showing a good fit with the 
shapes of both HOMO and LUMO. 
 
7.3  Conclusions 
Vat Orange 3 has proven to be a useful analogue to Br2PXX for forming electron 
acceptor-type nanoribbon structures, with the acceptor strength clearly increasing with 
nanoribbon length via a lowering of the LUMO energy. 
The deposition of the VO3 molecule on room temperature Au(111) (prior to 
nanoribbon formation) was studied via STM and found to result in islands consisting 
of a self-assembled structure held together by halogen bonding, with a noticeably 
increased stability (characterised by a much lower mobility, as well as more extended 
island structures) over Br2PXX at 77 K. Annealing this assembly resulted in 
nanoribbons of various lengths, connected by the formation of two C-C covalent 
bonds. Other interesting connections between ribbons were also observed, which most 




probably are due to the formation of a single bond between ribbons, with some twisting 
of the end groups in the junction region to avoid steric clashes. dI/dV experiments give 
indication of the increased acceptor strength upon formation of nanoribbons, with an 
overall downward shift of the LUMO energy. This is further supported by voltage 
dependent imaging of the ribbons, which show a distinct LUMO shape for longer 
ribbons at lower voltages than the monomers. 
The formation of VO3 acceptor nanoribbons further extends the possibility for a 
variety of tuneable extended nanoribbon structures, also allowing for the potential 
formation of mixed donor-acceptor type ribbons via an on-surface reaction with 
Br2PXX. 









Monolayer donor-acceptor (D-A) systems at surfaces are commonly studied as 2D 
analogues to typical 3D D-A systems. These assemblies share similarities with their 
3D counterparts, but the mechanism of charge transfer is substantially different. Often, 
the required orbital overlap between adjacent donor/acceptor unit frontier orbitals is 
not possible when adsorbed at an interface in a mixed monolayer, due to their 
orientation normal to the surface (in typical flat adsorption of planar organic molecular 
systems on metallic substrates). The main drivers of charge transfer in bulk structures 
are the ionisation potential and electron affinity of donor and acceptor molecules, 
respectively. The situation is more complex at metallic interfaces, with charge transfer 
to and from the metal itself, along with the effects of electrostatic screening of the 
highly polarisable metal, and the potential electronic hybridisation between the 
organic overlayer and the substrate88.  
There are many examples of monolayer donor-acceptor systems at metallic surfaces 
in the literature. A commonly used acceptor unit is the TCNQ molecule (Fig. 8.1(a)) 
and its derivatives. 2D analogues of the famous 3D donor-acceptor system TTF/TCNQ 
(the first ‘organic metal’268) have been examined via STM85,86, and various studies 
involving tweaking either the donor or acceptor structure have been undertaken to 
examine the effect on the resulting charge transfer. These include TMTTF/TCNQ269, 
TTF/TNAP88, TTT/TNAP270 and 6T/F4TCNQ
271. Other D-A systems involving 
TCNQ also include co-depositions with alkali metals89,272.  
In the first half of this chapter, PXX is co-deposited with TCNQ onto metallic 
substrates to study its behaviour at surfaces as an electron donor. This behaviour will 
be contrasted with the 3D crystal of PXX-TCNQ (Fig. 8.1(b)), first studied in the 
1990s273, which did not display similar properties to TTF-TCNQ; in particular, rather 
than a columnar arrangement that allows for metallic type conduction down a line of 




TTF or TCNQ molecules, the PXX-TCNQ crystal was instead found to have columns 
of alternating molecules. The estimated level of charge transfer (from the geometry of 
the TCNQ molecule, which distorts upon accepting charge) was thought to be low in 
the crystal, with an ensuing low estimated conductivity. D-A crystals in which PXX 
has been combined with halogenated TCNQ derivatives such as F2 and F4-TCNQ have 
also been studied in terms of their charge transfer and suitability for organic field-
effect transistor devices274, with higher levels of charge transfer found. Other 3D 
complexes in which PXX acts as an electron donor have also been found275, including 
salts with I3 and also [Ni(mnt)2]. 
Particular emphasis will be placed on a comparison with the TTF-TCNQ (and related) 
complexes that have been studied at surfaces, as they offer an interesting reference 
when relating bulk to 2D properties. A comparison to a similar co-deposition that 
instead involves PXX nanoribbons (of a stronger donor character, as shown in 
Chapter 6) will also be made. 
     
Figure 8.1. (a) Structure of TCNQ, a prototypical electron acceptor molecule. (b) Crystal structure of 
PXX-TCNQ, adapted from Hjorth et al.273 The alternating stacks of PXX and TCNQ can be seen in the 
lower half of (b). 
 
In the second half of this chapter, preliminary investigations into mixed PXX/VO3 
nanoribbons will be presented. Both Br2PXX and VO3 have been shown in this thesis 
to form nanoribbons on Au(111) with annealing, potentially opening the door to the 
formation of nanoribbons consisting of both units in sequence, to form a type of donor-
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acceptor polymer. The sequencing of the resulting polymers will be studied, as will 
the electronic properties of simple examples (dimers, trimers) of the mixed 
nanoribbons, including how the sequencing of these trimers affects the observed peaks 
in the STS spectra. 
Recently, donor-acceptor polymers have been widely studied in the context of their 
use in photovoltaic devices. Forming regular arrays of donor-acceptor units allows the 
narrowing of the band gap, and precise control of these units in turn allows the 
tweaking of optoelectronic behaviour and other physical properties such as their 
packing and microstructure276. The characteristics of PXX-VO3 polymers may be 
different to typical D-A polymers due to their rigid conjugated ribbon backbone – 
parallels may instead be drawn to graphene nanoribbon heterojunction type structures. 
Examples of these from the literature include precise control of monomer structure to 
form ribbons with junctions that involve changes of width and thus band gap (for 
armchair GNRs)208,277, as well as regular heteroatom doping for similar results, along 
with rigid shifts in the gap11,159,237,253,278. As previously mentioned, however, the anti-
aromatic nature of rings in both component molecules make drawing precise parallels 
with these structures difficult. 
 
8.2 Results and Discussion 
8.2.1 TCNQ on Au(111) 
To act as a reference, the behaviour of TCNQ adsorbed alone onto Au(111) is shown 
in Fig. 8.2. The results shown reproduce previous measurements of this system well, 
as first reported by Torrente et al.231 The molecule packs into large islands of a 
brickwork network via CN---H-C hydrogen bonding, with a unit cell of parameters a 
= b = 9.00 ± 0.07 Å, θ = 97 ± 2°. dI/dV measurements of TCNQ on Au(111) have also 
been described previously in the literature84,231, showing a peak in the unoccupied 
states at approximately + 0.7 V that was attributed to the LUMO state of the molecule 
due to its distinct shape in STM imaging at positive biases231. The molecule has a 
featureless appearance when scanned at typical negative bias voltages (occupied 
states, Fig. 8.2(a)). HR-STM (CO tip) measurements on TCNQ islands are shown in 
Fig. 8.2(b), with the distinct shapes of the cyano groups and central ring resolved well, 
with similarities in appearance to NC-AFM images of F4TCNQ in the literature
279,280. 




The herringbone reconstruction is seemingly unaffected by the adsorption of TCNQ; 
it is clearly detected through the islands in STM imaging, indicating a weak binding 
with the surface. 
   
Figure 8.2. (a) STM image of a TCNQ island on Au(111) at 7 K, −1.0 V. (b) CO tip constant height 
HR-STM image (−30 mV) of the same island, with overlaid TCNQ models. 
 
8.2.2 PXX and TCNQ on Au(111): Structure 
After a room temperature sub-monolayer deposition of both PXX and TCNQ on 
Au(111) (in sequence, with an initial deposition of PXX followed by TCNQ), large 
islands of a mixed phase are observed in low temperature STM imaging (Fig. 8.3(a)). 
At 77 K, PXX molecules outside of the islands are mobile; as reported earlier in this 
thesis, PXX is extremely mobile at sub-monolayer coverages on Au(111). At 7 K, 
these PXX molecules are immobilised and dispersed in a similar manner to the 
deposition presented in Chapter 4, with short H-bonded chains and isolated molecules 
mostly confined to the fcc regions of the herringbone. Islands of pure TCNQ are also 
occasionally found. 
Two types of mixed PXX-TCNQ islands are observed. The majority phase (Figs. 
8.3(b) and (c)) consists of large islands of alternating rows of PXX and TCNQ 
molecules with a unit cell of a = 2.02 ± 0.02 nm, b = 0.83 ± 0.01 nm, θ = 92 ±2°. 
However, from examining any STM image of the assembly at lower bias voltages it is 
obvious that within the TCNQ rows, there are several ‘types’ of TCNQ, as described 
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arrangement of both molecules, it does not describe the repeat unit of the molecules in 
terms of their electronic state, as will be discussed later in this chapter. 
   
Figure 8.3. (a) Overview 7 K STM image (1.3 V) of the PXX/TCNQ on Au(111) co-deposition. Large 
islands of the mixed row phase can be seen, with PXX molecules spread out over the terraces in 
between, along with small islands of the minority core-shell mixed phase. (b) A mixed PXX/TCNQ row 
island, with the unit cell indicated (Bias voltage −1.1 V). (c) and (d) Zoom (−0.8 V) of the same island, 
with a molecular overlay in (d). 
 
Within the rows, the molecules are in positions that favour hydrogen bonding (Fig. 
8.3(d)). Similar O---H bonds to those seen in between adjacent PXX molecules in 
Chapter 4 can be observed within the PXX rows in the mixed phase; however, the H-
bonds are slightly shorter (by 0.2 Å) in this case, as they are 2.0 ± 0.1 Å. Similarly, 
the TCNQ molecules are also oriented in a position that is slightly offset from the rows 
observed in the pure TCNQ packing on Au(111), but still may allow for hydrogen 
bonding between CN and CH groups. H-bonding between TCNQ and PXX molecules 
















crystal shown above in Fig. 8.1(b). The row-type mixed phase also bears a strong 
resemblance to the assembly reported in the literature for some of the other donor-
acceptor pairs on surfaces in which TCNQ and related molecules participate; in 
particular, TTF/TCNQ85,86, TMTTF/TCNQ269, and TTF/TNAP88. 
A minority mixed phase is also found on the surface. Small core-shell type islands are 
observed in STM (Fig. 8.4(a) and (b)), with a central region consisting of TCNQ, 
surrounded by a monomolecular rim of PXX molecules at the borders of the islands. 
As will be discussed later in this chapter, the appearance of the TCNQ molecules in 
the core of these islands in STM is found to be substantially different to those found 
in the row-type mixed phase, and very much depends on the bias voltage polarity. 
Similarly structured core-shell islands have been observed with TCNQ and another 
donor molecule, TBP84. The islands are generally too small to exhibit a repeat unit in 
their core, and the shell structure (i.e. the arrangement of the PXX molecules) is highly 
irregular.  
   
Figure 8.4. (a) 7 K STM image (1.1 V) of a core-shell island. (b) Zoom (0.5 V) of the island in (a), with 
identifying labels for each molecule. 
 
Elsewhere on the surface, large islands of pure TCNQ may also be observed. The 
dependence of the relative amounts of these assemblies on the overall coverage of 
each molecule was not examined, and may provide interesting future avenues of 
research (in particular, whether the core-shell islands can be increased in number/size 
by altering the PXX:TCNQ ratio). 
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8.2.3 PXX and TCNQ on Au(111): Electronic Properties 
Voltage dependent imaging and dI/dV spectra of the mixed row PXX/TCNQ assembly 
show many similarities to results on the TMTTF/TCNQ on Au(111) system presented 
in the literature by Torrente et al.269. In particular, the results suggest that TCNQ can 
accept a single charge when co-assembled with PXX in a mixed row phase, and that 
STM measurements can also affect the  molecular charge state. 
In the TMTTF/TCNQ study, it was found that in the mixed assembly with TMTTF, 
TCNQ adopts one of two possible charge states: neutral or singly charged. These 
differences in charge state were attributed to variations in the underlying adsorption 
potential that influence the alignment of the TCNQ LUMO with the Fermi level when 
assembled in the mixed phase. Changes in charge state from being neutral in the ‘pure’ 
TCNQ packing can also be attributed to the local presence of a ‘donor’ molecule, as 
will be discussed below. Furthermore, distinct, sharp peaks and ‘dips’ in dI/dV spectra 
of the TCNQ molecules were observed. These features were explained via a double 
barrier tunnelling junction (DBTJ) model, in which the TCNQ is decoupled enough 
from the underlying Au(111) surface that when an electric field is present (i.e. when 
the STM tip is in close proximity and a bias voltage is applied), there is a voltage drop 
between the TCNQ molecule and the metal sample. This model is presented in Fig. 
8.5. As a result of this voltage drop, the alignment of the states on the TCNQ relative 
to the Au(111) surface chemical potential may change with the bias voltage. By 
contrast, if the coupling of the TCNQ molecule with Au(111) was stronger, the relative 
energy alignment would not change with the applied bias voltage, i.e. the electronic 
structure of molecule and surface would move “rigidly” with the bias. For a singly 
charged molecule, if the singly occupied LUMO (i.e. the SOMO) is raised above the 
surface chemical potential when a voltage is applied, then a discharging from the 
molecule to the metal may take place, resulting in a spike observed in the dI/dV 
spectrum at positive voltage. This spike is due to changes in the tunnelling 
characteristics of a neutral molecule relative to a charged one; these changes are 
associated with the ‘coulomb blockade’ effect of tunnelling into a charged 
molecule269. Likewise, a neutral molecule’s LUMO may be pushed down relative to 
the surface potential by applying a negative bias, and thus a charge transfer (with a 
corresponding charging ‘dip’ in the dI/dV spectrum at the required voltage) may take 
place from the surface to the SUMO. In some cases, a second dip at a more negative 




voltage may also be observed – this may be related to a second charging event, i.e. the 
formation of TCNQ2-. 
            
Figure 8.5. Simplified version of an energy diagram adapted from the study of TMTTF/TCNQ269. 
Electrons are represented by red circles. (a) Model for the discharging of a TCNQ− in the mixed PXX-
/TCNQ assembly via the application of a positive bias voltage to the surface. (b) Model for the charging 
of a neutral TCNQ molecule when applying a negative bias voltage to the surface. In both cases, a 
small bias drop between TCNQ and Au(111) is responsible for the shifting of the TCNQ LUMO relative 
to the Au(111) surface potential when applying a voltage.  
 
These features are also clearly observed in the case of PXX/TCNQ, with some of the 
TCNQ molecules in the mixed assembly displaying a behaviour fitting with the 
transfer of one electron to their LUMO. Images showing both ‘types’ of TCNQ 
molecules (at a voltage that does not perturb their ground state), along with examples 
of the tip-induced charging and discharging phenomena, are shown in Fig. 8.6. As 
with TMTTF/TCNQ, an important aspect to note is that whilst the TCNQ molecules 
are either in a charged or neutral ground state when an electric field is not being 
applied, the relative energetic alignment of the molecular states with the Au(111) 
surface chemical potential does vary across the mixed islands. As a result, for 
molecules that are in a charged ground state, different voltages may be required in 
order to discharge them – this manifests as a different position of the discharging peaks 
(in voltage) when recording the dI/dV spectra with all conditions (position relative to 
the molecule, initial stabilising current/voltage) kept constant. The same is also true 
for the charging of neutral molecules, with the ‘dips’ observed at different voltages for 
 
 




different molecules that are in the same neutral ground charge state. Small changes in 
the energetic position of these peaks on the same molecule are also observed when 
altering the initial conditions of the dI/dV spectra. For example, moving the tip closer 
to the molecule results in a slight downshift of the discharging peak (i.e. less voltage 
is required to discharge the molecule), as shown in Fig. 8.6(d). This fits well with the 
DBTJ model, as a smaller tip-molecule distance results in a stronger electric field 
when the same voltage is applied, and a greater proportion of the voltage is dropped 
between the molecule and surface.  
 
Figure 8.6. (a) 7 K STM image of an area of mixed PXX-TCNQ packing (labelled as “Mixed”) adjacent 
to a small strip of pure TCNQ (labelled as “TCNQ”), with another mixed island starting in the lower 
left corner. The image was recorded at −0.2 V, a voltage that does not cause the charging of neutral 
molecules. Charged ground state molecules appear as the (CO tip convoluted) LUMO shape (red 
circled molecule), while neutral molecules appear featureless (black circled molecule). (b) The same 
region, imaged at −2.0 V. All of the neutral molecules in the mixed phase have become charged due to 
the bias voltage. (c) Examples of charged and neutral dI/dV spectra. A discharging peak (red line) is 
visible on the charged molecule, a charging dip is present on the neutral molecule. (d) Discharging 
peaks measured on a TCNQ molecule, with a corresponding shift that depends on the vertical 
proximity of the tip (i.e. the stabilising current prior to recording a spectrum). 
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Sometimes features that correspond to the neighbouring molecule are also detected, 
leading to situations in which two discharging peaks are observed over a single 
molecule.  
Unlike the TMTTF/TCNQ system, the peak that in that work was assigned to an 
interface state localised at the TCNQ molecule86,269 in the low positive bias region of 
the spectra is not consistently observed for charged TCNQ molecules in the 
PXX/TCNQ assembly (e.g. Fig. 8.6(c)). However, features in this region are present 
for the neutral molecule, and may be assigned to its downshifted LUMO. 
As most of these experiments were performed with a CO molecule adsorbed on the 
tip, it is important to note the appearance of the LUMO; as with several other 
experiments presented in this thesis, imaging with a p-wave CO tip results in intensity 
over the nodes of the orbital. This is very apparent when comparing the DFT-
calculated gas phase LUMO to the shapes seen with and without a CO tip. A clear 
signal in the position of the central node of the molecule, along with a signal 
corresponding to the node surrounding the ‘head-like’ feature on each end can be 
observed. A comparison with a metallic tip is shown below in Fig. 8.7. 
  
Figure 8.7. Comparisons of STM imaging of charged TCNQ molecules in the mixed phase (imaged at 
negative voltage; CO tip image −1.0 V, metallic tip image −0.8 V) with and without a CO tip. The 
central feature in the CO tip image is in fact located at a node in the LUMO shape, as shown via the 
indicated nodal planes in the DFT calculated LUMO (centre) and the metallic tip image (right).  
 
The singly charged ground state of some of the TCNQ molecules is clearly shown by 
the presence of a zero bias Kondo peak, which is indicative of a magnetic/singly 
charged species at a metallic surface85,232. The feature is attributed to a spin-flip 
CO tip Metal tip 




tunnelling process that may take place at zero bias at low temperatures. The same peak 
was also observed in the case of TTF/TCNQ85 and TMTTF/TCNQ269, as well as the 
Na/TCNQ system on Au(111)89. Molecules that are in a neutral ground state when no 
electric field is applied do not have this feature, nor do adjacent PXX molecules. 
Examples of spectra in this region for both general types of molecules are shown in 
Fig. 8.8.  
 
Figure 8.8. (a) STM image (−1.0 V) of the mixed row PXX/TCNQ assembly. (b) Point dI/dV spectra at 
low bias voltages recorded on the TCNQ molecule positions indicated in (a). The TCNQ molecule with 
a charged ground state has a zero bias Kondo peak, whereas the neutral molecule is fairly featureless 
in this region, with a rising signal towards more positive voltages that may relate to the onset of its 
LUMO. 
 
Small peaks either side of the Kondo peak at approximately ± 40 mV have been 
previously attributed to coupling with in-plane vibrational modes of the molecule85,269, 
and show the same dependence on position within the TCNQ molecule as the 
TTF/TCNQ on Au(111) system, with more intensity on the vibrational peaks at the 
centre of the molecule. There are, however, no apparent peaks close to 0 V that may 
correspond to the SOMO/SUMO resonances, as seen in the TTF/TCNQ system85 at 
±67 mV. It may simply be that these resonances are still present, but too weak to 
detect. Another clear indication of charging is the presence of the LUMO shape at both 
low positive and low negative biases (data not shown). The charging of neutral 
molecules in the mixed phase when applying a more negative bias is also apparent in 
voltage dependent imaging, as the LUMO shape only appears at more negative biases 
(as well as at the expected positive biases when the molecule is still neutral and the 
LUMO is unoccupied). Examples of these effects are shown in Figs. 8.6(a) and (b).  


















Unlike the TMTTF/TCNQ system, in which a pattern could be discerned in the ground 
state of the TCNQ molecules (e.g. alternation of charged rows and neutral rows of 
TCNQ, or a gradual transition along a row of molecules), in the PXX/TCNQ system 
no such simple overall pattern is observed. Often molecules with very different relative 
alignments are found adjacent to one another. In some areas, alternation between 
charged and neutral TCNQ molecules is observed. It should be noted, however, that 
generally more charged TCNQ molecules are found in the fcc regions of the Au(111) 
herringbone reconstruction. This is evident in some STM images of the mixed row-
type islands, such as that presented in Fig. 8.9, in which more TCNQ molecules with 
a ‘dark’ appearance (i.e. charged) are found in those regions.  
 
                                  
Figure 8.9. 7 K STM image (0.8 V) of a mixed row island of PXX/TCNQ. More variation in the 
appearance of TCNQ rows is observed in the fcc regions of the herringbone reconstruction. 
 
The surface potential of the Au(111) surface does vary with the reconstruction, so the 
above results may be rationalised. More detailed explanations of the large amount of 
variance often found in the same part of the reconstruction may be much more 
complex, involving factors such as the local positions of the PXX molecules and how 
they relate to the herringbone/underlying surface. The commensurability of the islands 
with the Au(111) substrate could not be determined via just STM results. Another 
aspect in which the PXX/TCNQ system differs from those reported so far in the 
literature is the switching of molecules between ground states when in close proximity 
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to the STM tip. Scanning the same area of a mixed row island repeatedly under the 
same conditions (bias voltage, tunnelling current, STM feedback and scanning speed) 
is occasionally found to induce switching between states in TCNQ molecules. An 
example of the same area, scanned three times at +1.85 V, is shown in Fig. 8.10. 
TCNQ molecules in the ‘dark’ state can be seen changing in subsequent scans. Whilst 
this voltage may be enough to discharge some molecules from their charged state, it 
would be expected that the ground state of the molecules would be unchanged, and 
thus their state during scanning should also be constant when the same voltage is 
applied between all three images. Instead, it seems that the molecules have been 
switched. The mechanism of this is unclear and warrants further investigation. One 
possibility is a tip-induced change in the adsorption position/conformation of the 
TCNQ molecules within the assembly that may in turn affect the alignment of their 
LUMO relative to the surface potential. The amount of switching in different islands 
of the mixed row assembly was also not always the same, and may relate to the local 
concentration of defects in the underlying Au(111) substrate. 
 
Figure 8.10. (a)-(c) Subsequent 7 K STM images (all in the same conditions, +1.85 V) of an island of 
the mixed row assembly of PXX/TCNQ. TCNQ molecules with a dark appearance are observed 
switching during scanning. 
 
In the minority phase core-shell islands, the state of the TCNQ molecules is quite 
different. Imaging at positive and negative bias voltages gives very different results, 
as shown in Fig. 8.11. At a positive voltage, the TCNQ molecules appear as featureless 
objects with a close-to rectangular shape. At a negative voltage, bright signals are 
present in between the cyano groups of the molecules, and the LUMO shape (again, 
seen with a CO tip here) appears. dI/dV spectra over the bright regions (Fig. 8.11(c)) 
reveal a peak in the negative voltage range that does not move as a function of the 
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stabilising conditions (i.e. it does not show the same characteristics of the 
charging/discharging peaks observed in the row assembly as it does not depend on the 
electric field). As the LUMO shape appears only at negative bias voltages, this implies 
that the LUMO has been completely filled by charge transfer, i.e. the TCNQ molecule 
is doubly negatively charged, TCNQ2. There is some variation in the position (in 
energy) of the occupied state when examining different areas – this may relate to the 
position of the molecules within the island relative to the ‘shell’ of PXX. However, 
the islands studied were not extensive or regular enough to make any firm conclusions 
on this matter. 
 
Figure 8.11. (a) and (b) 7 K STM images of a core-shell island at positive and negative voltages. The 
(CO tip convoluted) TCNQ LUMO shape is visible at negative voltage, as are bright protrusions 
between the cyano groups of the molecules. (c) dI/dV spectra recorded at the positions indicated in (a). 
An occupied state is found in the vicinity of the bright regions, corresponding to a filled TCNQ LUMO. 
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A similar assembly and voltage dependences have been previously reported by our 
group for TCNQ mixed with another donor molecule, 1,3,6,8-tetrakis(3,5-di-tert-
butylphenyl)pyrene (TBP)84. The parallel packed assembly was ascribed to a mixture 
of charged TCNQ molecules and Au adatoms. This was supported by DFT 
calculations, and further rationalised by the position of the TCNQ molecules relative 
to one-another. When TCNQ becomes doubly charged, the charge is mostly localised 
at the cyano end groups as the central ring becomes aromatic33. It is therefore 
unfavourable to have these end groups oriented towards each other in a parallel packed 
assembly. As such, having a positively charged metal atom that ‘screens’ the charge 
in between the end groups helps to stabilise such an assembly. A similar parallel 
arrangement was seen with the stronger acceptor F4TCNQ and Au adatoms, and also 
in  Mn/TCNQ networks on Au(111)281. A model for this assembly will be presented 
in the next section (PXX NRs/TCNQ). 
When considering the results presented above, the question remains: why do both of 
these assemblies occur, and why does one result in more charge transfer than the other? 
The answer may relate to the relative stabilities of each assembly, along with the 
stoichiometry of the deposition. In the TBP/TCNQ core-shell islands84, the charging 
of TCNQ was considered to be a result of the stabilising effect of the surrounding ring 
of ‘donor’ molecules on the charged state of TCNQ. Charge transfer from the surface 
was favourable because TCNQ2- was rendered more stable by the presence of 
interactions between the interfacial dipoles located at the position of the donor 
molecules and those of an opposite orientation on the charged TCNQ molecules. This 
was further supported by Monto Carlo simulations. As stated above, the assembly was 
also stabilised by metal-organic interactions with Au atoms.  
dI/dV measurements (Fig. 8.12) on PXX molecules in both types of assemblies still 
show the presence of a HOMO peak (at a similar position to that seen with the 
molecule alone on Au(111)) in the occupied states – as such, the PXX may not be 
actively ‘donating’ integer charges to the substrate or TCNQ within the co-assembly. 
Rather, its presence, along with any interfacial dipole that may be present due to its 
interaction with the surface, may be the stabilising factor that allows the charge 
transfer from Au(111) to TCNQ to occur.  





Figure 8.12. (a) Example dI/dV spectrum of a PXX molecule in a mixed row island, with a clear signal 
relating to its HOMO resonance labelled. (b) Example of an STM image of PXX molecules in the mixed 
row phase, imaged at −1.25 V, with the distinct shape of the HOMO as observed in Chapter 4. 
 
Whilst more charge is transferred in the case of the core-shell islands, other 
considerations for the overall stability of each system must be accounted for when 
rationalising why one assembly is more abundant. In particular, inter-molecular 
interactions between PXX/PXX, PXX/TCNQ and TCNQ/TCNQ have a further 
stabilising effect, but the resulting assembly may not favour the formation of doubly 
charged TCNQ. Factors such as the energy cost for adatom formation must also be 
taken into account. In the case of TBP/TCNQ, it may be that there was no stable mixed 
row type assembly (unlike TTF and TMTTF), possibly due to a more limited potential 
for intermolecular interactions between both molecules. PXX, on the other hand, 
allows for hydrogen bonding with TCNQ and, as a consequence, mixtures of TCNQ 
and PXX co-crystallise in 3D, while this is not the case when TCNQ is mixed with 
TBP84. 
 
8.2.4 PXX Nanoribbons and TCNQ 
Depositing TCNQ with pre-formed (via on surface coupling) PXX nanoribbons allows 
an interesting comparison to be made with the PXX/TCNQ system. Whilst the ribbons 
may be stronger electron donors, their structure also changes the possibilities for 
intermolecular interactions in any potentially resulting assemblies due to the fixed 
orientation of PXX sub-units within the ribbons. 
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Figure 8.13. (a) and (b) Overview 7 K STM images (1.1 V and 1.0 V) of the PXX NR/TCNQ co-
assembly. Large core-shell islands are indicated with red arrows. Clusters of CO molecules can also 
be seen as faint features in (a). (c) and (d) Zoom of a mixed row assembly at two different voltages, 
showing the same variance in ground state and charging/discharging effects as seen with PXX/TCNQ. 
(e) and (f) A core-shell island adjacent to a small row island, at positive and negative bias. The bright 
signals between the TCNQ molecules become clear when imaged at negative voltages. 
 
STM images of nanoribbons (formed via annealing Br2PXX to 573 K on Au(111)) 
intermixed with TCNQ molecules are shown in Fig. 8.13. As with PXX, two types of 
assembly are observed: the ‘row’-type, with nanoribbons alternating with rows of 
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TCNQ, as well as the core-shell type island. However, the most significant difference 
is the relative amount of each: there are far more core-shell type islands than seen with 
PXX/TCNQ when at a similar coverage. Furthermore, their size is significantly larger.  
STM images of both types of assembly are shown in Fig. 8.13. One noticeable 
difference when comparing the row assemblies is that often TCNQ molecules are 
oriented in several directions within a row adjacent to nanoribbons, most likely to 
accommodate for their structure and to maximise the number of intermolecular bonds. 
CO-tip HR-STM of the core-shell islands is shown in Fig. 8.14. In these images, the 
structure of the TCNQ molecules is clearly resolved, but no signals from metal atoms 
in between the cyano groups of the molecules are detected. As mentioned earlier in 
this thesis (Chapter 3), adatoms in metal-organic structures are not always detected 
via STM or AFM. However, in ‘normal’ constant current imaging at negative biases, 
the position of the bright signals in between the cyano groups fits well with the 
expected adatom position. When placing an Au atom at the centre of each gap between 
the molecules, it becomes clear that two of the TCNQ cyano groups (of the 
surrounding four) are closer to/form a stronger bond with the metal atom. This is in 
agreement with the model proposed by Della Pia et al84. The unit cell of the TCNQ 
cores is found to be a = 0.69 ± 0.02 nm, b = 1.10 ± 0.02 nm, θ = 83 ± 2°, which is also 
in good agreement with the experimentally measured unit cell for the core-shell 
assembly of TBP/TCNQ84. 
     
Figure 8.14. (a) 7 K HR-STM (CO tip, 30 mV) of the TCNQ inner part of a core-shell island. (b) Scaled 










Both assemblies exhibit similar electronic properties to those found in the PXX/TCNQ 
system. TCNQ molecules within the mixed ‘row’ type assembly often have 
discharging/charging peaks/dips, as well as a clear Kondo peak for molecules in a 
charged ground state (data not shown). In general, more molecules with charging 
features (i.e. a neutral ground state) were observed with the ribbons. However, clear 
conclusions about any general change that may be correlated with the length of the 
NRs in these islands (when compared to PXX) cannot be made, due to the irregularity 
of the islands; the row assembly is often found to consist of long nanoribbons of 
various lengths with many deviations. Further experiments with lower coverages and 
lower annealing temperatures could yield more regular islands consisting of shorter 
NRs mixed with TCNQ, and in turn reveal differences in their effect on neighbouring 
TCNQ molecules.  
 
Figure 8.15. 7 K STM Images and dI/dV spectra of the bright TCNQ-metal features in core-shell 
islands. (a) and (b) Examples of the shift (between −720 and −1000 mV) in the filled LUMO as a 
function of the position of a TCNQ molecule within the island. (c) and (d) STS of a bright TCNQ-metal 






























dI/dV measurements on the NR core-shell islands also yield an occupied state at 
negative bias voltage, with a resemblance to the TCNQ LUMO in STM imaging, along 
with bright signals where metal atoms are expected. Variance in the position of this 
peak is observed and may be related to the position within the island, as shown in Fig. 
8.15. In some cases, when in the centre of a regular core-shell island, the filled LUMO 
peak may be found as low as −1.1 V. Few features are observed in dI/dV spectra of 
the centre of the TCNQ molecules; instead, the occupied spectral features are generally 
more limited to the cyano groups/metal atom. 
The higher abundance of core-shell islands relative to the PXX/TCNQ system may be 
related to a number of factors. Formation of the mixed row assembly with nanoribbons 
may be slightly disfavoured (relative to PXX) by the change in possible inter-
molecular interactions within these islands when compared with PXX/TCNQ. For the 
same length of row (i.e. for a row of n TCNQ molecules), there may be fewer/weaker 
hydrogen bonds possible. The effect of the increased donor character of the 
nanoribbons could also favour the core-shell assembly; stronger dipoles located at the 
nanoribbons (related to a possible increased level of charge transfer with the surface) 
can in turn stabilise the opposing dipoles of doubly charged TCNQ molecules in the 
core-shell assembly, and potentially also increase the core-shell domain size.  
 
8.2.5 Mixed PXX/VO3 Nanoribbon Formation and Properties 
The formation of mixed nanoribbons of VO3 and PXX on Au(111)  is straightforward. 
Due to the presence of C-Br groups on VO3 and Br2PXX, both molecules can simply 
be deposited together on the Au(111) surface at room temperature, and then annealed 
to temperatures between 473 K and 573 K. Both molecules were observed forming 
NRs when alone on the surface at these temperatures – as such, mixed NRs may well 
result from the same treatment due to the similar end group functionality of both 
molecules. 
The co-assembly of Br2PXX and VO3 after RT deposition was not studied extensively 
via STM and may provide interesting results in future work. However, no mixed 
assembly was observed when briefly scanned in the STM at 77 K (data not shown). A 
co-deposition of a high coverage of both molecules was annealed to 573 K, resulting 




in the observation of islands consisting of NR objects mixed with bromine atoms (Fig. 
8.16).  
Higher annealing temperatures that could desorb the Br were not used; this is because 
shorter mixed ribbons were the desired product, and VO3 in particular generally forms 
much longer ribbons when annealing high enough to desorb Br atoms. As such, the 
majority of the dI/dV spectra presented in this section are recorded over ribbons that 
are co-adsorbed with bromine atoms, and as such may exhibit small shifts in the 
position of spectral features relative to the ‘ideal’ case of NRs adsorbed alone on 
Au(111). In order to easily identify the components of mixed ribbons, CO was 
deposited onto the surface after NR formation so HR-STM measurements on the 
islands could be performed. 
STM and HR-STM images of the mixed NR/Br islands on Au(111) are presented in 
Fig. 8.16. As seen with both Br2PXX and VO3 in previous chapters of this thesis, 
these islands distort the herringbone reconstruction due to the presence of adsorbed 
bromine. Examining the islands via HR-STM reveals a diverse collection of objects, 
ranging from monomers of each molecule to longer mixed ribbons. 
The amount of each molecule present after the annealing was estimated by counting 
the total observed numbers of PXX or VO3 units (including units within polymers and 
lone monomers) in HR-STM images of the assembly. Despite an estimated 50:50 
coverage deposition, the observed ratio was 43% PXX, 57% VO3 in a count of 798 
total units after the 473 K anneal. Examining the connections within the polymers 
revealed that 62% involved VO3-PXX coupling, 13% VO3-VO3 and 25% PXX-PXX. 
Furthermore, 36% of the VO3 units observed were present as lone monomers, whereas 
7% of PXX units were alone. Despite the slightly increased amount of VO3 relative 
to PXX, there were disproportionately more examples of cross-coupled connections, 
indicating a general preference of VO3 for the formation of the PXX-VO3 junction.  
 





Figure 8.16. (a)–(c) 7 K STM images of mixed-NR/bromine islands on Au(111). (d)-(f) HR-STM (CO 
tip) images of the islands, demonstrating that the internal structure (in terms of VO3 and PXX units) 
can be easily discerned. In (f), the highlighted nanoribbons (blue circles) have the same structure, but 
substantially more tunnelling current is detected over one of them in constant height mode. This may 
be due to the unknown adjacent objects, two of which are indicated with a red arrow. Bias voltages: 
(a) −0.9 V (b) −0.9 V (c) −1.5 V (d)-(f) 30 mV. 
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HR-STM of the structure of these junctions also reveals that, for all examples of PXX-
VO3 coupling found, every junction is of the ‘straight’ type rather than one that forms 
a bend. This preference is not exhibited when forming nanoribbons of PXX or VO3 
alone – both tend to have alternating bends formed from precursors with alternating 
chiral orientations. The simplest explanation for this, as shown in Chapter 6, relates 
to the position of the C-Br group on the precursors and may also offer an insight into 
the mechanism of the nanoribbon formation. The only orientation that connects the 
positions of the C-Br bonds on adjacent VO3 and PXX molecules and allows NR 
formation (i.e. the formation of a perylene unit) results in a straight nanoribbon. By 
contrast, for both PXX and VO3, the only orientation that allows this results in a 
‘bendy’/alternating nanoribbon. The small amount of straight connections observed 
previously in PXX nanoribbons may be explained by the presence of contaminant 
molecules, as described in Chapter 5, that have a C-Br group on an adjacent position 
on the molecule. This observation also gives further weight to the conclusion that the 
molecules must primarily connect at the radical positions before dehydrogenation, as 
with other NR formation seen in the literature, and also that both steps must happen at 
the same temperature. These conclusions are summarised in Fig. 8.17. 
                 
Figure 8.17. Diagram showing the preference for bends in NRs exhibited by PXX and VO3 
homopolymers due to the C-Br bond locations, and the preference for straight NRs in PXX-VO3 
connections due to the different locations of the C-Br groups. 
PXX-PXX VO3-VO3 PXX-VO3 
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The electronic properties of shorter mixed ribbons were examined via dI/dV point 
spectra and constant height imaging; in particular, VO3-PXX dimers, along with all 
possible mixed trimers: PXX-VO3-PXX, PXX-PXX-VO3, VO3-VO3-PXX, and 
VO3-PXX-VO3. The termination of these objects (as some are still brominated) was 
disregarded for the comparison – difficulty was had finding examples of all of these 
objects with the same termination (i.e. no C-Br groups or fully brominated). These 
bromine terminations result in small shifts of the dI/dV peaks, as shown in previous 
chapters. Combining this effect with that of the locally adsorbed bromine leads to 
considerable uncertainty in the positions of the states for all of these objects, and thus 
precise comparisons of the energy of states are not possible; rather, general trends in 
energetic position and spatial localisation of the states are presented here. The 
electronic properties of longer mixed ribbons were not extensively characterised and 
thus are not shown. 
As shown in Fig. 8.16(f), there are cases in which objects with the same structure have 
large differences in brightness when performing HR-STM measurements at constant 
height. In general, these brighter nanoribbons were adjacent to another unknown 
object (presumably a contaminant) that appears as a sharp apex in HR-STM imaging, 
and a bright feature in normal constant current imaging. When taking dI/dV spectra of 
nanoribbons, any ribbons in the vicinity of one of these objects were disregarded, as 
there is clearly a substantial effect on the LDOS of the NRs when in close proximity 
to the contaminant. This may relate to charge transfer between the surface and the 
ribbon that only occurs when this object is nearby, in a similar fashion to that seen 
with PXX/TCNQ.  
dI/dV spectra and constant height images of a VO3-PXX dimer are shown in Fig. 8.18. 
The HOMO state of the dimer is found at approximately −800 to −1000 mV, in a 
similar position to that of PXX. The LUMO state, however, is found in the 300-450 
mV region, significantly lower than that of a PXX-PXX dimer as presented in 
Chapter 6 (with a LUMO at approximately 1200-1500 mV and a HOMO at −200 
mV). As such, the band gap is ~1300 mV, compared to the ~1550 mV of a PXX dimer. 
A distinct peak for the HOMO level of VO3 dimers was not measured, so an accurate 
comparison cannot be made. These measurements demonstrate that combining the two 
monomers allows tweaking of the energies of the frontier orbitals, with both a shift of 
the HOMO and LUMO levels along with a narrowing of the gap. Also of note is that 




constant height imaging at the HOMO and LUMO resonances of the mixed dimer 
demonstrates that they are not both localised onto the donor (PXX) and acceptor 
(VO3) units respectively. Whilst the HOMO state has slightly more intensity over the 
PXX unit, the LUMO state is more delocalised around the junction. This is not entirely 
unexpected, due to the connecting perylene section and the small size of the molecule. 
     
Figure 8.18. (a) CO tip HR-STM (30 mV) of a VO3-PXX dimer, with a corresponding molecular model 
in (b). (c) and (e) Constant height STM images (CO tip) of the dimer, at voltages corresponding to the 
peaks seen in the dI/dV spectrum in (d).  
 
Examining trimers of all the possible permutations shows a diverse set of properties; 
in particular, differences were found between alternating and block type co-polymers. 
The measured HOMO and LUMO positions of all the trimers, along with constant 
height dI/dV (or current signal) images of the frontier states are presented in Fig. 8.19 
and Fig. 8.20. Example dI/dV point spectra that contain the relevant features are also 
shown alongside the constant height images of the molecules. 






















     
Figure 8.19. (a) Constant height HR-STM imaging (30 mV), dI/dV imaging and dI/dV spectrum of the 
VO3-PXX-VO3 alternating trimer, with one end brominated. (b) Constant height HR-STM imaging (30 
mV), dI/dV imaging and dI/dV spectrum of the PXX-VO3-PXX alternating trimer, with both ends 
brominated. All images with a CO tip. 
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Figure 8.20. (a) Constant height HR-STM imaging (30 mV), current imaging and dI/dV spectrum of 
the PXX-PXX-VO3 block trimer, with the PXX end brominated. (b) Constant height HR-STM imaging 
(30 mV), dI/dV imaging and dI/dV spectrum of the PXX-VO3-VO3 block trimer, with both the VO3 end 
brominated. All images with a CO tip. 
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These results show the influence that the ordering of the sub-units within the 
nanoribbons can have on their overall electronic properties, and how these may be 
potentially exploited in order to tune the frontier orbital energies and the HOMO-
LUMO gap. In general, though, only relatively small differences are observed. 
Increasing the number of sequential donor or acceptor units has more of an impact on 
the position of the HOMO or LUMO states, respectively. For example, three out of 
the four trimer combinations have a HOMO at approximately −600 mV (with some 
small variation). However, in the PXX-PXX-VO3 trimer (Fig. 8.20(a)), having two 
PXX units in a block helps to raise the HOMO to approximately −350 mV. In a similar 
fashion, the VO3-VO3-PXX trimer has a lower LUMO (~ +500 mV) than the rest of 
the trimer structures (750-1000 mV). In the alternating trimers, the number of each 
unit (and thus the identity of the end unit) does not seem to have a large impact on the 
frontier energies, with both in relatively similar positions. There is, however, 
considerable uncertainty in the exact position of the PXX-VO3-PXX LUMO (Fig. 
8.19(b)) due to the broadness of the feature observed in the dI/dV spectrum. The 
features away from the frontier levels, such as the HOMO−1 or LUMO+1, are also 
very different for the two alternating trimers. More occupied states are observed in the 
±2 V range for the alternating trimer with two PXX units; likewise, more unoccupied 
states are seen in this range for the alternating trimer with two VO3 units. The 
approximate HOMO-LUMO gaps measured were all fairly similar for the trimers, in 
the range of 1 – 1.5 eV. 
In some cases, the states are also more clearly localised onto specific sections of the 
polymer. The PXX-VO3-PXX trimer (Fig. 8.19(b)) has a LUMO that is clearly 
positioned around the central VO3 ‘acceptor’ unit. Both block co-polymers in Fig. 
8.20 also have the expected localisation of donor (PXX) HOMO states and acceptor 
(VO3) LUMO states. It should be noted that this is less obvious for Fig. 8.20(a) as the 
presented images are constant height current signal images rather than dI/dV images; 
issues with z-drift at the time of the data acquisition for the PXX-PXX-VO3 trimer 
prevented the slow constant height imaging required for dI/dV images. However, if 
there are no states between the voltage of the imaged state and the Fermi level, the 
current signal and dI/dV signal are generally quite similar in appearance. 
 




8.3  Conclusions 
It has been demonstrated in this chapter that PXX may be used in donor-acceptor 
systems at surfaces: in non-covalent 2D co-assemblies with an acceptor molecule and 
as a component in covalent donor-acceptor polymers  
Co-deposition of PXX with TCNQ, a widely used acceptor molecule, yielded the 
formation of 2D mixed assemblies that resulted in a charge transfer to TCNQ. The 
source of this charge transfer is not simply the donor molecule, as can be found in 3D 
co-crystals of donor/acceptor molecules, but rather the underlying surface. The effect 
of the donor molecule may in fact be more related to the stability of the charged state 
that it provides when adsorbed locally, via favourable interfacial dipole-dipole 
interactions, as suggested by Della Pia et al.84 Effects of the STM tip/bias voltage on 
the charge state of the TCNQ molecules in the mixed row assembly were also studied, 
and similar results to those previously seen with TMTTF/TCNQ and TTF/TCNQ were 
obtained. In particular, two ‘ground’ charge states for TCNQ were observed, with 
corresponding differences in dI/dV spectra, such as charging/discharging features and 
a Kondo peak. Similar assemblies were found when examining the co-assemblies of 
the PXX nanoribbons with TCNQ; with the exception of a greater tendency towards 
the formation of core-shell type islands with doubly charged TCNQ molecules 
contained within. Whilst this might suggest that this is due to the stronger donor 
character (higher-lying HOMO) of the nanoribbons as they increase in length, it may 
be related to a number of factors. In particular, the stabilities of mixed row and core-
shell type assemblies may be considerably different when involving PXX or 
nanoribbons in a way that does not necessarily relate to their donor strength, but also 
other intermolecular interactions (e.g. the number/strength of H-bonds). 
In the second half of this chapter, it was shown that PXX and VO3 may be combined 
via on-surface Ullmann coupling/dehydrogenation into covalent donor-acceptor 
nanoribbon polymers. The resulting effects on the electronic properties were examined 
via STS, with the positions of the frontier orbitals determined. Changing the order of 
the monomer units within short PXX-VO3 co-polymers was proven to be a way of 
precisely tweaking the energies of the HOMO and LUMO orbitals, and the resulting 
amount of localisation of these states was shown via dI/dV imaging of the states.  




This work paves the way to future work in which PXX-VO3 polymers may be 
synthesised using methods that allow a larger scale production for more practical 
applications that may in turn exploit their tweaked electronic properties. Reactions 
could be tailored around the formation of certain lengths or compositions of co-
polymers via careful selection of molecular precursors in order to aim for select 
HOMO/LUMO energies. 




9 Overall Conclusions & Outlook 
 
In this thesis, the properties of peri-xanthenoxanthene and related compounds have 
been studied at surfaces via scanning tunnelling microscopy and x-ray photoelectron 
spectroscopy, with the aim of tuning its frontier energy levels for potential future use 
in optoelectronic devices. In particular, the formation of polymers from a brominated 
derivative via on-surface synthetic methods was used to attempt to raise the highest 
occupied molecular orbital in energy to make the molecule a stronger electron donor. 
A comparison to nanoribbons of an acceptor analogue (Vat Orange 3) was also made, 
and the two components were mixed to investigate whether the energy and localisation 
of frontier molecular orbitals could be tweaked further via co-polymer formation. An 
attempt was also undertaken to access an on-surface metal-catalysed analogue of the 
solution-based synthesis of PXX, via the molecule binol. Finally, a brief examination 
of PXX as part of an on-surface donor-acceptor assembly was made, in order to form 
a comparison with similar assemblies with other traditionally used electron donors, 
such as tetrathiafulvalene (TTF). 
A key motivation behind this work was not just to examine the properties of these 
systems at surfaces, but also to investigate on-surface methods as an alternative to 
solution-based synthesis. The synthesis used to form similar PXX-like nanoribbons 
has previously limited their length due to issues with their solubility and also required 
side-groups to try to counteract these issues. In another line of investigation, the 
conversion of binol to PXX was also examined to try and replicate and understand this 
copper-catalysed reaction with an idealised system; i.e. the binol molecule on a 
metallic surface.  
To form an idealised system for this reaction, binol was deposited onto metallic 
surfaces in vacuum, with both Cu(111) and Au(111) used to compare substrates of 
significantly different reactivity. On the copper surface, the molecule was found to 
deprotonate and cluster, forming metal-organic chains upon annealing that eventually 
formed disordered covalent polymer structures at high temperatures. When instead 
deposited on Au(111), the molecule did not react, instead requiring the deposition of 
iron to initiate the deprotonation and reaction of the molecule at the surface, eventually 




leading to a product containing a fused furan ring at higher annealing temperatures. 
This product was found to be similar to structures seen in related studies on a 
brominated derivative of the molecule102. Potential future work for this system may 
lie in the deposition of binol on a surface of intermediate reactivity, such as Ag(111), 
which may catalyse ring-closing reactions in a more controllable way than Cu(111), 
but more readily than Au(111). 
As PXX could not be formed from binol on Cu(111) or Au(111), the synthesised 
molecule was instead deposited via sublimation and examined via STM/STS on 
Au(111) and Cu(111). A high level of mobility at 77 K, along with a relatively 
dispersed assembly on both Au and Cu(111) may be indicative of dipole-dipole 
repulsion upon adsorption, in a similar manner to that seen previously with TTF76. A 
slightly less repulsive assembly was observed on Au(111), with the formation of more 
H-bonded molecular chains. The greater level of dispersion on Cu(111) could be 
attributed to dipoles associated with increased levels of molecule-metal 
binding/hybridisation in comparison to Au(111). STS measurements of PXX on 
Au(111) revealed a clear signal corresponding to the HOMO of the molecule, as 
confirmed by the distinctive shape also seen in STM images recorded at that voltage. 
The position of this peak well below the Fermi level also implies that there may not 
be any significant level of charge transfer from the molecule to the metal. Similar 
measurements were not successfully performed on Cu(111), paving the way for further 
investigation in future studies that may help to clarify its higher level of dispersion. 
DFT calculations of the adsorbed molecule could also aid in the understanding of the 
PXX-metal interface. 
The addition of a C-Br moiety to the peri positions of PXX allows the possibility of 
nanoribbon structures formed via on-surface Ullmann coupling/dehydrogenation. The 
halogen groups also offer the possibility of different forms of self-assembly when 
adsorbed at surfaces – in particular, halogen bonding. After synthesis by our 
collaborators in the Bonifazi group, Br2PXX was studied on the Au(111) and Cu(111) 
surfaces. A clear contrast with PXX emerged, as Br2PXX was found to more readily 
self-assemble into 2D islands due to stronger intermolecular interactions. The 
structure of the islands observed in STM imaging could not be easily identified by 
standard STM or free-standing monolayer DFT calculations. HR-STM, performed 
with a CO tip, solved this problem, and allowed easy identification of the internal 




structure (and thus orientation) of the molecules. As a result, the structure was 
identified as halogen bonded. This method was also used to identify contaminant 
products from the synthesis of the molecule with C-Br groups on different positions. 
The electronic structure of these species was determined via STS, with a HOMO state 
slightly downshifted from PXX due to the addition of C-Br groups. 
When Br2PXX was instead adsorbed onto Cu(111) at room temperature, chain 
structures were observed, and further revealed by HR-STM to be metal-organic in 
nature. As has been seen before many times in the literature, the more reactive nature 
of Cu(111) (in comparison to Au(111)) resulted in the debromination of the molecule 
upon adsorption at room temperature, with the resulting radicals combining with Cu 
atoms to form MO structures.  
In order to understand the effect of PXX nanoribbon formation on the molecule’s 
donor strength, NRs were formed by annealing the brominated molecule after 
adsorption on the Au(111) surface. Isolated nanoribbons of increasing length were 
studied via STS and showed a clear shift of the HOMO upwards in energy towards the 
Fermi level with increasing ribbon length, as predicted by DFT calculations. The 
HOMO energy of longer ribbons could not reliably be measured, as they most 
probably were donating charge to the substrate with a corresponding Fermi level 
pinning effect. NR lengths were also achieved that were not possible in the solution-
based synthesis of similar PXX-type NRs. Future work may involve the more 
controlled on-surface synthesis of these nanoribbons, using precursors (such as singly 
brominated PXX dimers or trimers) that may combine and form NRs of a set length 
that all have the same properties.  
As the objective of forming PXX NRs with a stronger donor character had been 
achieved, an analogous system for a similar acceptor molecule was also investigated. 
Changing the structure of the central rings of PXX to contain C=O groups results in a 
significant lowering of the LUMO energy of the molecule, as shown by DFT 
optimisations in the gas phase. This molecule, (Vat Orange 3) also containing C-Br 
groups at each end, provides a simple way of forming a comparison to PXX and PXX 
NRs. Upon deposition on Au(111), STM imaging revealed that VO3 formed large, 
compact island assemblies, in contrast to the slightly more repulsive (less extended) 
behaviour observed with Br2PXX. HR-STM showed that the structure was halogen 




bonded, and STS measurements of the molecule exhibited a clear resonance 
corresponding to its LUMO in the unoccupied states.  
Annealing VO3 led to similar NRs to those seen with PXX, and STS measurements 
also showed a general trend downward in energy of the LUMO, as predicted by DFT. 
A similar alternating structure was revealed by HR-STM measurements, and 
indications of the molecular states were seen in STM imaging, with a good fit to the 
calculated gas phase orbitals. Junctions between the ends of adjacent nanoribbons 
were observed and rationalised through HR-STM imaging and DFT calculations of 
gas phase structures as single bonds in a position that could not result in 
dehydrogenation and thus continuation of the NRs.  
The behaviour of PXX and VO3 in donor-acceptor systems was also investigated. 
Depositing PXX with a commonly used electron acceptor, TCNQ, resulted in large 
extended islands of a majority mixed row type phase and a minority core-shell phase. 
Both phases exhibited signs of charge transfer to the TCNQ, in a very similar fashion 
to other donor/TCNQ systems seen in the literature. A rationalisation of the observed 
behaviour in these systems is to consider the PXX as a stabiliser for the charging of 
TCNQ by the Au(111) surface; the presence of PXX makes the charged state of TCNQ 
more favourable and thus lowers its effective LUMO. Both singly charged (row 
assembly) and doubly charged (core-shell assembly) TCNQ molecules were observed, 
with a corresponding Kondo feature on singly charged molecules. A similar tip-
induced charging/discharging behaviour to the TMTTF/TCNQ system87 was also seen 
in the row assembly. Utilising the PXX NRs as electron donors resulted in similar 
assemblies, with a larger proportion of core-shell islands involving doubly charged 
TCNQ in MO structures. This is not necessarily an indication of their performance as 
stronger electron donors but may instead be related to the different stability of the 
resulting assemblies when compared to those formed with PXX. Investigations into 
the dependence of these systems on the relative coverage of each component could 
provide a pathway towards a more detailed understanding of these systems; similarly, 
utilising NRs of a set length, rather than a mixture of lengths, could show how the 
behaviour of the TCNQ molecules varies with donor strength and structure. 
Finally, the mixing and reaction of Br2PXX and VO3 led to the formation of mixed 
nanoribbons consisting of donor/acceptor units. STS investigations revealed a 




dependence of the frontier molecular orbital energies on the internal structure of these 
ribbons, allowing further tuning of the frontier energies. In future work, on-surface 
synthetic methods could be utilised to form co-polymers of certain lengths via the 
careful control of precursor structure. 
Although general conclusions could be made from STM, STS and XPS for all of these 
systems, a significant limitation in these studies lies in the lack of theoretical backing 
from DFT calculations of adsorbed systems. In particular, modelling of the binol 
systems with DFT could enable more precise conclusions about the structure of the 
various clusters and chains that were observed in STM measurements. Similarly, the 
level of interaction between the nanoribbons and Au(111) substrates could be 
investigated with DFT calculations that elucidate the LDOS and level of 
hybridisation/bonding with the surface – any effect of this on the measured STS 
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