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Abstract
This paper considers permanence of a single-species dispersal periodic system with the possibility of the loss for
the species during their dispersion among patches. The condition obtained for permanence generalizes the known
condition on the system without loss for the species in the process of movement. Next, we add predators into every
patch and consider the survival possibility of the predator. It is shown that the total amount of the predators can
remain positive, if the single-species (prey) dispersal system has a positive periodic solution and the quantity of
prey in each patch is enough for survival of the predator.
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1. Introduction
Since the interrelationship between the organisms and the environment seems to play an essential role
on the stability (or permanence) of ecological systems, the effect of the dispersion on the possibility of
species survival has been an important subject in population biology.
In the former studies on dispersal populationmodels, the single and predator–preymodels described by
autonomous ordinary differential equations have long played an important role inmathematical population
biology [1–5,10–17,19–24,27]. Recently, some authors have also studied the inﬂuence of dispersal on the
time dependent population models because some realistic parameters change dependent upon seasonal
environment [6–9,25,26,28]. Most of the studies assume that the intrinsic growth rates of the prey species
are all continuous and bounded above and below by positive constants (this means that every species
lived in a suitable environment). They obtained some sufﬁcient conditions that guarantee permanence of
every species and global stability of a unique positive periodic solution.
However, the actual living environment of endangered species is not always like this. Because of the
ecological effects of the human activities and industry, e.g., the location of manufacturing industries, the
pollution of the atmosphere, of river, of soil, etc., more andmore habitats were broken into smaller patches
and some of the patches were polluted. In some of these patches the species will go extinct without the
contribution from the other patches, and hence the species must live in a poor patchy environment [9].
This paper considers the time-dependent population models with single and predator–prey species
which live in a poor patchy environment. At the same time, by using these models we try to describe a
kind of biological phenomenon that there are some losses for the species when the individuals move from
one patch to another patch.
Let us suppose that the environment is spatially heterogeneous and is partitioned into several subspaces
(called patches). The species can disperse among the patches and the dispersion is not safe, that is, there
is some possibility for the species to die in the process of movement between patches. Further, we add
predators into all patches and assume that the predator is conﬁned in each patch. This is a typical situation
like ecological systems composed of several islands. Here, the dispersable species is a kind of birds and
its predator is an animal foraging the birds. For the predator, the sea is barrier to dispersal.
In this paper, we consider the above system under the (time) periodic environment. Main problems are
as follows: (i) to obtain permanence conditions of prey dispersal periodic systems; (ii) to study survival
possibility of the predator under the permanent prey systems.
The organization of the paper is as follows. In the next section, we describe the model and give some
useful theorems to study the dynamical properties of the model. In Section 3, we give the main theorems
and explain their biological implications. The detailed proofs are given in the ﬁnal section.
2. The models and preliminaries
We ﬁrst describe the following single-species system in patchy environment
x˙i = xi[bi(t)− ai(t)xi] +
n∑
j=1
(1− ij (t))Dij (t)xj −
n∑
j=1
Dji(t)xi, i = 1, 2, . . . , n, (2.1)
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where xi (i=1, 2, . . . , n) denotes the species x in patch i. bi(t), ai(t), ij (t) andDij (t) are all continuous
functions of time t ∈ (−∞,+∞) and are assumed to be periodic with common period > 0. bi(t) is the
intrinsic growth rate for species x in patch i; ai(t) represents the self-inhibition coefﬁcient and is assumed
to be positive for 0 t <; ij (t) expresses the loss for the species in the process of movement from
patch j to patch i, Dij (t) is the dispersal coefﬁcient of species x from patch j to patch i.
Predators are then introduced into all patches. We get the following predator–prey system in patchy
environment:
x˙i=xi[bi(t)− ai(t)xi − ci(t)i(t, xi)yi] +
n∑
j=1
(1− ij (t))Dij (t)xj −
n∑
j=1
Dji(t)xi,
y˙i=yi[−di(t)+ ei(t)i(t, xi)xi − fi(t)yi], i = 1, 2, . . . , n. (2.2)
In the absence of predators (yi(t) = 0 for i = 1, 2, . . . , n) this model would be reduced to (2.1).
Note that yi(t) denotes the population density of predator i conﬁned in patch i. The term xii(t, xi)
is called the predator functional response; xii(t, xi) is the number of prey consumed per predator in
unit time. In addition to the assumption in (2.1), in this paper, we always assume that the functions
ci(t), di(t), ei(t), fi(t),i(t, xi) are all continuous and -periodic with time t, and ai(t)> 0, ci(t)> 0,
di(t)> 0, ei(t)> 0, fi(t)> 0, 0ij (t)< 1, Dij (t)0, ii(t) = 0,Dii(t) = 0 (i, j = 1, 2, . . . , n); and
there exists a positive constant L such that
i(t, xi)> 0 (xi > 0), i(t, xi)<L,

xi
(xii(t, xi))0. (2.3)
The last condition in (2.3) implies that as prey population increases the consumption rate of prey per
predator increases. Some explicit forms for the predator functional response that have been used are
xi(t, x)=
B(t)x
x + A(t) [Holling type II (1965)],
xi(t, x)=
B(t)x2
x2 + A(t) [Holling type III (1965)],
xi(t, x)= a(t)(1− exp(−cx)) [Ivlev (1961)],
xi(t, x)= a(t)xq(q < 1) [Rosenzweig (1971)].
For any continuous -periodic function f (t) deﬁned on R we denote
A(f (t))= −1
∫ 
0
f (t) dt, f M = max
t∈[0,] f (t), f
L = min
t∈[0,] f (t). (2.4)
In order to study permanence of (2.1) and (2.2), we need the information on the following periodic logistic
model:
x˙ = x(b(t)− a(t)x), (2.5)
where b(t) and a(t) are -periodic functions, aM > 0. We have the following well-known result.
Lemma 2.1. If A(b(t))> 0, then (2.5) has a unique globally asymptotically stable positive -periodic
solution; if A(b(t))0, then the trivial solution x = 0 of (2.5) is globally asymptotically stable.
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This lemma can be found in many articles, for example [29].
Lemma 2.2 (Smith [[18]]). . Let x(t) and y(t) be solutions of
x˙ = F(t, x)
and
y˙ =G(t, y),
respectively, where both systems are assumed to have the uniqueness property for initial value problems.
Assume both x(t) and y(t) belong to a domain D ⊆ Rn for [t0, t1] in which one of two systems is
cooperative and
F(t, z)G(t, z), (t, z) ∈ [t0, t1] ×D.
If x(t0)y(t0) then x(t)y(t) for all t satisfying t0 t t1. If F =G and x(t0)< y(t0) then x(t)< y(t)
for all t satisfying t0 t t1.
3. Main results and biological implication
We now state the main results with respect to models (2.1) and (2.2).All of the proofs, for convenience,
have been placed in Section 4.
The system of differential equations
x˙ = F(t, x), x ∈ Rn
is said to be permanent if there exists a compact set K in the interior of Rn+ = {(x1, x2, . . . , xn) ∈
Rn | xi0, i = 1, 2, . . . , n}, such that all solutions starting in the interior of Rn+ ultimately enter K and
remain in it.
First, we consider the dynamical property of (2.1) (the system for single-species without predators). A
sufﬁcient condition for the permanence of (2.1) is given in Theorem 3.1.
Theorem 3.1. Assume that there is a nonempty subset I of N = {1, 2, . . . , n} such that
DLji > 0 (i ∈ I, j ∈ I, i = j), A(B(t))> 0, (3.1)
where
B(t)=min
i∈I

bi(t)−
∑
j∈N−I
Dji(t)−
∑
j∈I
ji(t)Dji(t)

 (3.2)
and, for every j ∈ N − I , there exists at least an integer i0 ∈ I such that DLji0 > 0. Then (2.1) is
permanent.
The proof of this theorem is entirely similar to that of [9, Theorem 3.1], we omit it. Note that system
(2.1) includes the possibility of the loss for the species during its dispersion among patches. The system
considered in [9] assumed “safe” dispersion (that is, ji(t)= 0 for any i, j ∈ N ).
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Let us consider the biological meaning of Theorem 3.1. Remember that bi(t) is the intrinsic growth rate
for the species in patch i andDji(t) is the diffusion coefﬁcient for the species from patch i to patch j. Hence
bi(t)−∑j∈N−I Dji(t)−∑j∈I ji(t)Dji(t) represents the net increasing rate for the species in patch i
(that is, intrinsic growth in patch iminus out-ﬂow from patch i to patch j ∈ N − I minus the loss for the
species in the process of movement among patches i ∈ I ). The assumptionA(B(t))> 0 implies that the
above rate is strictly positive on the average. Note that we do not require thatB(t)> 0 for all t (0 t <),
that is bi(t) can be negative at some time durations in 0 t <. We call such a patch belonging to I as
“food-rich”. On the contrary, the patch j ∈ N − I is called “food-poor”. Note that B(t) is deﬁned by
bi(t)−∑j∈N−I Dji(t)−∑j∈I ji(t)Dji(t), not by bi(t)−∑j∈N Dji(t)−∑j∈N ji(t)Dji(t). Hence
patch i is food-rich in the sense that it can provide out-ﬂow only for food-poor patch j ∈ N − I , not
necessarily to all patches j ∈ N .
To be permanent for (2.1), it is sufﬁcient (besides the existence of food-rich patches i ∈ I ) that each
food-rich patch is connectedwith all other patches in I (DLji > 0 (i ∈ I, j ∈ I, i = j)) and each food-poor
patch has a connection with at least one food-rich patch (DLji0 > 0 (i0 ∈ I, j ∈ N − I )).According to (3.1) and Theorem 3.1, suitable dispersal between “food-rich” and the other patches
implies permanence. Note that we do not need to take care of the dispersal movement among the “food-
poor” patches. This observation may be useful in planning and controlling ecosystems.
For the global stability of permanent solution, we have the following theorem:
Theorem 3.2. Assume that there is a nonempty subset I of N such that
DLji > 0 (i ∈ N, j ∈ N, i = j), A(B(t))> 0, (3.3)
then (2.1) has a unique positive -periodic solution (x∗1 (t), x∗2 (t), . . . , x∗n(t)) which is globally asymp-
totically stable.
The proof of this theorem is entirely similar to that of [6, Theorem 5], we omit it.
Note that, to have a globally stable periodic solution, we require that every patch is connected with any
others directly by DLji > 0 (i, j ∈ N, i = j).
Now we consider the full system (2.2). The following theorem shows that the introduction of predators
into all patches is harmless for permanence of the prey species.
Theorem 3.3. Prey species in system (2.2) is permanent in the sense that there are positive constantsMx
and xi > 0 such that
xi lim
t→∞ inf xi(t) limt→∞ sup xi(t)Mx (i = 1, . . . , n),
if (2.3) and the assumptions of Theorem 3.1 hold.
Now we assume condition (3.3), that is, we consider the prey system (2.1) with a global asymptotic
stable -periodic solution. The ﬁrst result gives conditions under which the predators in some patches
go extinct.
Theorem 3.4. Assume that (2.3) and (3.3) hold, and there is a subset J of N such that
A(−di(t)+ ei(t)x∗i (t)i(t, x∗i (t)))< 0, i ∈ J, (3.4)
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then
lim
t→∞ yi(t)→ 0 (i ∈ J )
for any positive solution (x(t), y(t))= (x1(t), . . . , xn(t), y1(t), . . . , yn(t)) of (2.2).
Condition (3.4) implies biologically that the periodic solution of the prey system is not sufﬁcient on
the average for the predator to survive. In fact, in (3.4) the term ei(t)x∗i (t)i(t, x∗i (t)) describes the
growth of the predator by foraging the prey in patch i, of which quantity is speciﬁed as x∗i (t). Note that
(x∗1 (t), x∗2 (t), . . . , x∗n(t)) is a globally asymptotically stable periodic solution in prey dispersal system
(2.1) and the predator yi is conﬁned in patch i. Hence condition (3.4) implies that the growth by foraging
minus the death for the predator i is negative on the average. The extinction is inevitable for the predator.
On the other hand, if the growth by foraging minus the death for a predator is positive on the average,
we expect that the predator can survive. The following two theorems give us a partial answer to the
expectation.
Theorem 3.5. Assume (2.3), (3.3) and
A ((t))> 0, (3.5)
where
(t)= min
1 in
{−di(t)+ ei(t)x∗i (t)i(t, x∗i (t))}. (3.6)
Then there exists a positive constant y such that
lim
t→∞ sup y(t)> y, (3.7)
where
y(t)=
n∑
i=1
yi(t). (3.8)
Theorem 3.6. Assume that (2.3), (3.3) and (3.5) hold, then there exists a positive constant y such that
lim
t→∞ inf y(t)> y. (3.9)
The above theorems imply that the total amount of the predator (y(t)) surely remains positive if the
growth by foraging minus the death for predators is positive on the average in all patches (A ((t))> 0).
The problem on permanence for the predator in each patch is open.
4. Proofs of theorems
We need the following four propositions to prove Theorem 3.3.
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Proposition 4.1. If condition (2.3) hold, then there are positive constantsMx andMy such that
lim
t→∞ sup xi(t)Mx, limt→∞ sup yi(t)My (i = 1, . . . , n). (4.1)
Proof. Obviously, R2n+ = {(x1, . . . , xn, y1, . . . , yn) : xi0, yi0, i = 1, . . . , n} is a positively invariant
set of system (2.2). Given any positive solution (x1(t), . . . , xn(t), y1(t), . . . , yn(t)) of (2.2), we have
x˙ixi[bi(t)− ai(t)xi] +
n∑
j=1
(Dij (t)xj −Dji(t)xi), i = 1, 2, . . . , n
from 0ij (t)< 1. Deﬁne
V (t)=
n∑
i=1
xi(t).
Calculating the derivative of V (t) along positive solution of (2.2), we have
V˙ (t)
n∑
i=1

xi[bi(t)− ai(t)xi] +
n∑
j=1
(Dij (t)xj −Dji(t)xi)


=
n∑
i=1
xi[bi(t)− ai(t)xi]
V (t)
(
b(t)− a(t)
n
V (t)
)
,
where b(t)=max1 in{| bi(t) |}, a(t)=min1 in{ai(t)}. The following auxiliary equation
V˙ (t)= V (t)
(
b(t)− a(t)
n
V (t)
)
has a globally asymptotically stable positive-periodic solutionV ∗(t) by Lemma 2.1. So, for any positive
solution (x1(t), . . . , xn(t), y1(t), . . . , yn(t)) of (2.2), there exists T1> 0 such that
V (t)<V ∗(t)+ 1 (t > T1).
LetMx =max0 t<{V ∗(t)+ 1}, we have
lim
t→∞ sup xi(t)Mx (i = 1, . . . , n).
From the second equation of (2.2), combining with (2.3), we get
y˙iyi[di(t)+ ei(t)LMx − fi(t)yi], tT1, i = 1, 2, . . . , n.
Similar to the above discussion we can obtain positive constantMy such that
lim
t→∞ sup yi(t)My (i = 1, . . . , n).
This completes the proof of Proposition 4.1. 
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Proposition 4.2. Suppose that (2.3) and (3.1) hold, then there exists a positive constant x such that
lim
t→∞ sup x(t)x, (4.2)
where
x(t)=
∑
i∈I
xi(t).
Proof. Suppose that (4.2) is not true, then there is a sequence {zm} ⊂ R2n+ , such that
lim
t→∞ sup x(t, zm)<
1
m
, m= 1, 2, . . . , (4.3)
where (x1(t, zm), . . . , xn(t, zm), y1(t, zm), . . . , yn(t, zm)) is the solution of (2.2) with an initial value zm.
By (3.1) we can choose sufﬁciently small positive constants 	x < 1 and 	y < 1 such that
A(
	(t))< 0 (4.4)
and
A(B	(t))> 0, (4.5)
where

	(t)= max1 in{−di(t)+ ei(t)L	x}, (4.6)
B	(t)=min
i∈I

bi(t)− ai(t)	x − ci(t)L	y exp()−
∑
j∈N−I
Dji(t)−
∑
j∈I
ji(t)Dji(t)

 ,
= max
0 t
|
	(t)|. (4.7)
From (4.3), for the given 	x > 0, there exists a positive integer N0, such that
lim
t→∞ sup x(t, zm)<
1
m
< 	x, m>N0
and hence there exists (m)1 > 0 such that xi(t, zm)< 	x for t
(m)
1 and i ∈ I . The rest of this proof we
always assume that m>N0. By (2.3) and (2.2), we have
y˙i(t, zm)yi(t, zm)[−di(t)+ ei(t)L	x − fi(t)yi(t, zm)], i ∈ I, t(m)1 .
It follows that
lim
t→∞ yi(t, zm)= 0, i ∈ I
from (4.4) and Lemma 2.1, there is a (m)2 > (m)1 such that
yi(t, zm)< 	y, i ∈ I, t(m)2 . (4.8)
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Furthermore,
x˙i(t, zm)xi(t, zm)[bi(t)− ci(t)L	y − ai(t)xi(t, zm)]
+
n∑
j=1
[(1− ij (t))Dij (t)xj (t, zm)−Dji(t)xi(t, zm)]
for i ∈ I, t(m)2 .
˙x(t, zm)
∑
i∈I

 xi(t, zm)[bi(t)− ci(t)L	y − ai(t)xi(t, zm)]
+
n∑
j=1
[(1− ij (t))Dij (t)xj (t, zm)−Dji(t)xi(t, zm)]



∑
i∈I

 (bi(t)− ci(t)L	y)xi(t, zm)− ai(t)x2i (t, zm)
+
∑
j∈I
(1− ij (t))Dij (t)xj (t, zm)−
n∑
j=1
Dji(t)xi(t, zm)


=
∑
i∈I



bi(t)− ci(t)L	y − ∑
j∈N−I
Dji(t)
−
∑
j∈I
ji(t)Dji(t)

 xi(t, zm)− ai(t)x2i (t, zm)


x(t, zm)(B¯(t)− C(t)x(t, zm)),
where
B¯(t)=min
i∈I

bi(t)− ci(t)L	y −
∑
j∈N−I
Dji(t)−
∑
j∈I
ji(t)Dji(t)

 ,
C(t)=max
i∈I {ai(t)}
and A(B¯(t))> 0 from (4.5) and (4.7).
The following auxiliary equation
v˙(t)= v(t)(B¯(t)− C(t)v(t)) (4.9)
has a globally asymptotically stable positive-periodic solution v∗(t) under the conditionA(B¯(t))> 0.
Let v(t) be the solution of (4.9) with v((m)2 )= x((m)2 , zm), so x(t, zm)v(t)(t(m)2 ).
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Moreover, from the global asymptotic stability of v∗(t), there is a positive constantm1 (m1Mx) and
m1 is independent of any positive solution of (2.2) such that
lim
t→∞ inf x(t, zm) limt→∞ inf v(t)m1.
This is a contradiction. This completes the proof of Proposition 4.2. 
Proposition 4.3. Under the assumptions of Proposition 4.2, there exists a positive constant x such that
lim
t→∞ inf x(t)x. (4.10)
Proof. Suppose that (4.10) is not true, then there exists a sequence {zm} ⊂ R2n+ , such that
lim
t→∞ inf x(t, zm)<
x
2m2
, m= 1, 2, . . . .
On the other hand
lim
t→∞ sup x(t, zm)> x, m= 1, 2, . . .
fromProposition 4.2. Hence, for eachm, there are two sequences {s(m)q } and {t (m)q } satisfying the following
conditions:
0<s(m)1 < t
(m)
1 <s
(m)
2 < t
(m)
2 < · · ·<s(m)q < t(m)q < · · ·
s(m)q →∞, t (m)q →∞ as q →∞
and
x(s
(m)
q , zm)=
x
m
, x(t
(m)
q , zm)=
x
m2
,
x
m2
< x(t, zm)<
x
m
, t ∈ (s(m)q , t (m)q ). (4.11)
By Proposition 4.1, for a given integer m, there is a T (m)1 > 0, such that
xi(t, zm)Mx, yi(t, zm)My, i = 1, 2, . . . , n for tT (m)1 .
Because of s(m)q → ∞ as q → ∞, there is a positive integer K(m), such that s(m)q >T (m)1 as qK(m),
hence
x˙i(t, zm)xi(t, zm)[bi(t)− ai(t)Mx − ci(t)LMy]
+
n∑
j=1
[(1− ij (t))Dij (t)xj (t, zm)−Dji(t)xi(t, zm)]
for qK(m), i = 1, 2, . . . , n, so
˙x(t, zm)
∑
i∈I

xi(t, zm)[bi(t)− ai(t)Mx − ci(t)LMy −
n∑
j=1
Dji(t)]


 − 0x(t, zm)
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for qK(m) and t ∈ [s(m)q , t (m)q ], where
0 =max

| bi(t) | +ai(t)Mx + ci(t)LMy +
n∑
j=1
Dji(t) : t0, i ∈ I

 .
Hence
x(t
(m)
q , zm)x(s(m)q , zm) exp
∫ t (m)q
s
(m)
q
(−0) dt,
or
0(t
(m)
q − s(m)q ) lnm for qK(m). (4.12)
From this, we have
t (m)q − s(m)q →∞ as m→∞, qK(m).
By (4.4) and (4.5), there are positive constants P = l (l is a positive integer) and N0> 0 such that
x
m
< 	x, t
(m)
q − s(m)q > 2P (4.13)
and
nMy exp
∫ P
0

	(t) dt < 	y,
∫ a
0
B	(t) dt > 0 (4.14)
for mN0, qK(m) and aP . This implies
xi(t, zm)< 	x, i ∈ I, t ∈ [s(m)q , t (m)q ] (4.15)
for mN0, qK(m). Denote
y(t, zm)=
∑
i∈I
yi(t, zm).
For positive 	y satisfying (4.5) and (4.14), we have the following two circumstances:
(i) y(t, zm)	y for all t ∈ [s(m)q , s(m)q + P ];
(ii) there exists (m)q1 ∈ [s(m)q , s(m)q + P ], such that y((m)q1 , zm)< 	y .
If (i) holds, by (4.15) we have
˙y(t, zm)
	(t)y(t, zm)
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and
	yy(s(m)q + P, zm)
y(s(m)q , zm) exp
∫ s(m)q +P
s
(m)
q

	(t) dt
nMy exp
∫ P
0

	(t) dt
< 	y
which is a contradiction.
If (ii) holds, we now claim that
y(t, zm)	y exp(), t ∈ ((m)q1 , t (m)q ], (4.16)
where  is deﬁned by (4.7). Otherwise, there exists (m)q2 ∈ ((m)q1 , t (m)q ] such that
y(
(m)
q2 , zm)> 	y exp().
Because y(t, zm) is continuous, there must exist 
(m)
q3 ∈ ((m)q1 , (m)q2 ) such that
y(
(m)
q3 , zm)= 	y
and
y(t, zm)> 	y for t ∈ ((m)q3 , (m)q2 ).
Let P (m) be the nonnegative integer such that (m)q2 ∈ ((m)q3 + P (m), (m)q3 + (P (m) + 1)], we obtain
	y exp()<y(
(m)
q2 , zm)
< y(
(m)
q3 , zm) exp
∫ (m)q2
(m)q3

	(t) dt
= 	y exp
{∫ (m)q3 +P (m)
(m)q3
+
∫ (m)q2
(m)q3 +P (m)
}

	(t) dt
< 	y exp().
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This contradiction establishes that (4.16) is true, particularly (4.16) holds for t ∈ [s(m)q + P, t(m)q ]. By
(4.11) and (4.14), we have
x
m2
=x(t(m)q , zm)
x(s(m)q + P, zm) exp
∫ t (m)q
s
(m)
q +P
B	(t) dt
>
x
m2
exp
∫ t (m)q
s
(m)
q +P
B	(t) dt
>
x
m2
,
which is also a contradiction. This completes the proof of Proposition 4.3. 
Proposition 4.4. Under the assumptions of Theorem 3.1 and (2.3), there exist constants xi > 0 such that
lim
t→∞ inf xi(t)> xi, i = 1, 2, . . . , n. (4.17)
Proof. By Propositions 4.1 and 4.3, there exists T2T1 such that
x(t)> x, yi(t)My for tT2.
So we have
x˙ixi

bi(t)− n∑
j=1
Dji(t)− ci(t)LMy − ai(t)xi

+∑
j∈I
(1− ij (t))Dij (t)xj (i ∈ N, tT2).
If i ∈ I , then
x˙ixi

bi(t)− n∑
j=1
Dji(t)− ci(t)LMy −D − ai(t)xi

+Dx,
where D = min0 t{(1 − ij (t))Dij (t) : i ∈ I, j ∈ I, i = j}. D> 0 from (3.1). Similar to the
discussion in [6, Theorem 2], there are positive constants xi (i ∈ I ) such that
lim
t→∞ inf xi(t)> xi, i ∈ I. (4.18)
If i ∈ N − I , there exists an integer i0 ∈ I , from the assumptions of Theorem 3.1, such that Dii0(t)> 0,
and
x˙ixi

bi(t)− n∑
j=1
Dji(t)− ci(t)LMy − ai(t)xi

+ (1− ii0(t))Dii0(t)xi0(t).
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Hence
x˙ixi

bi(t)− n∑
j=1
Dji(t)− ci(t)LMy − ai(t)xi

+ (1− Mii0)DLii0xi0
for sufﬁciently large t. Similar to the discussion in [6, Theorem 2], there are positive constants xi (i ∈
N − I ) such that
lim
t→∞ inf xi(t)> xi, i ∈ N − I. (4.19)
This completes the proof of Proposition 4.4 from (4.18) and (4.19). 
From Propositions 4.1 to 4.4, we have obtained the result of Theorem 3.3.
Proof of Theorem 3.4. From (2.3) and (3.4) there exists positive constant 	 such that
A(−di(t)+ ei(t)(x∗i (t)+ 	)i(t, x∗i (t)+ 	))< 0, i ∈ J, (4.20)
where (x∗1 (t), x∗2 (t), . . . , x∗n(t)) is the globally asymptotically stable positive-periodic solution of (2.1).
By (2.2) we have
x˙ixi[bi(t)− ai(t)xi] +
n∑
j=1
(1− ij (t))Dij (t)xj −
n∑
j=1
Dji(t)xi .
Because (x∗1 (t), x∗2 (t), . . . , x∗n(t)) is globally asymptotically stable, then, for above 	> 0, there are
sufﬁciently large T such that
xi(t)< x
∗
i (t)+ 	, i ∈ N, tT
and
y˙iyi[−di(t)+ ei(t)(x∗i (t)+ 	)i(t, x∗i (t)+ 	)], i ∈ J, tT .
It follows
lim
t→∞ yi(t)= 0, i ∈ J
from (4.20). This completes the proof of Theorem 3.4. 
Proof of Theorem 3.5. By assumption (3.5), we can choose constant 	0> 0 such that
A(	0(t))> 0, (4.21)
where
	0(t)= min1 in{−di(t)+ ei(t)(x
∗
i (t)− 	0)i(t, x∗i (t)− 	0)− fi(t)	0}.
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Consider the following equations with positive parameter 
x˙i=xi[bi(t)− 2Lci(t)− ai(t)xi] +
n∑
j=1
(1− ij (t))Dij (t)xj
−
n∑
j=1
Dji(t)xi, i = 1, 2, . . . , n. (4.22)
From (3.3) we have
A(E(t))> 0 (4.23)
for sufﬁciently small > 0, where
E(t)=min
i∈I

bi(t)− 2Lci(t)−
∑
j∈N−I
Dji(t)−
∑
j∈I
ji(t)Dji(t)

 . (4.24)
By Theorem 3.2 and (4.23), Eqs. (4.22) has a unique positive -periodic solution (x1(t), x2(t), . . . ,
xn(t)), which is globally asymptotically stable. Let (x¯1(t), x¯2(t), . . . , x¯n(t)) be the solution of (4.22)
with initial condition x¯i(0)= x∗i (0), i = 1, 2, . . . , n, then for the above 	0, there exists sufﬁciently large
T3 such that
| x¯i(t)− xi(t) | < 	04 for tT3.
By the continuity of solution to parameter, we have (x¯1(t), x¯2(t), . . . , x¯n(t)) → (x∗1 (t), x∗2 (t), . . . ,
x∗n(t)) uniformly in [T3, T3 + ] as  → 0. Hence for 	0> 0, there exists 0 = 0(	0)> 0 such that
| x¯i(t)− x∗i (t) | <
	0
4
for t ∈ [T3, T3 + ], 0< < 0.
So we have
| xi(t)− x∗i (t) |  | x¯i(t)− xi(t) | + | x¯i(t)− x∗i (t) | <
	0
2
for t ∈ [T3, T3 + ]. Since xi(t) and x∗i (t) are all -periodic, we have
| xi(t)− x∗i (t) | <
	0
2
for t0, 0< < 0.
Choosing constant 1 (0< 1< 0, 21< 	0), we get
xi1(t)x∗i (t)−
	0
2
, t0. (4.25)
Suppose that (3.7) is not true, then there exists Z ∈ R2n+ , for the positive solution (x1(t), . . . , xn(t),
y1(t), . . . , yn(t)) of (2.2) with initial condition (x1(0), . . . , xn(0), y1(0), . . . , yn(0))= Z, we have
lim
t→∞ sup y(t)< 1.
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So there exists T4T3 such that
yi(t)< 21, i = 1, 2, . . . , n for tT4 (4.26)
and hence
x˙ixi[bi(t)− 21Lci(t)− ai(t)xi] +
n∑
j=1
(1− ij (t))Dij (t)xj
−
n∑
j=1
Dji(t)xi, i = 1, 2, . . . , n.
Let (u1(t), u2(t), . . . , un(t)) be the solution of (4.22) with  = 1 and condition ui(T4) = xi(T4), i =
1, 2, . . . , n, by Lemma 2.2, we know that
xi(t)ui(t), tT4.
By the global asymptotic stability of (x11(t), x21(t), . . . , xn1(t)), for given 	=	0/2, there exists T5T4
such that
| ui(t)− xi1(t) | <
	0
2
for tT5.
So we have
xi(t)ui(t)> xi1(t)−
	0
2
, tT5
and
xi(t)> x
∗
i (t)− 	0, tT5
according to (4.25). Moreover
y˙iyi[−di(t)+ ei(t)(x∗i (t)− 	0)i(t, x∗i (t)− 	0)− fi(t)	0], i = 1, 2, . . . , n
from (2.3). It implies
yi(t)→∞ (t →∞)
from (4.21), which is in contradiction with (4.1). This completes the proof of Theorem 3.5. 
Proof of Theorem 3.6. Suppose that (3.9) is not true, then there exists a sequence {zm} ⊂ R2n+ , such that
lim
t→∞ inf y(t, zm)<
y
(m+ 1)2 , m= 1, 2, . . . .
But
lim
t→∞ sup y(t, zm)> y, m= 1, 2, . . .
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fromTheorem3.5.Hence there are two time sequence {s(m)q } and {t (m)q } satisfying the following conditions:
0<s(m)1 < t
(m)
1 <s
(m)
2 < t
(m)
2 < · · ·<s(m)q < t(m)q < · · ·
s(m)q →∞, t (m)q →∞ as q →∞
and
y(s
(m)
q , zm)=
y
m+ 1 , y(t
(m)
q , zm)=
y
(m+ 1)2 ,
y
(m+ 1)2 < y(t, zm)<
y
m+ 1 , t ∈ (s
(m)
q , t
(m)
q ). (4.27)
By Proposition 4.1, for a given integer m, there is a T (m)1 > 0, such that
yi(t, zm)My, i = 1, 2, . . . , n for tT (m)1 .
Because of s(m)q → ∞ as q → ∞, there is a positive integer K(m), such that s(m)q >T (m)1 as qK(m),
hence
y˙i(t, zm) − (di(t)+ fi(t)My)yi(t, zm)
for i = 1, 2, . . . , n, qK(m), t ∈ [s(m)q , t (m)q ], so
˙y(t, zm)(t)y(t, zm), qK(m), t ∈ [s(m)q , t (m)q ], (4.28)
where (t)=min1 in{−di(t)− fi(t)My}.
Integrating (4.28) from s(m)q to t (m)q for qK(m), we obtain
y(t
(m)
q , zm)y(s(m)q , zm) exp
∫ t (m)q
s
(m)
q
(t) dt
or
−
∫ t (m)q
s
(m)
q
(t) dt ln(m+ 1) for qK(m).
It follows that
t (m)q − s(m)q →∞ as m→∞, qK(m)
because of A((t))< 0. By (4.21), there are constants P > 0, aP and an integer N0> 0 such that
y
m+ 1 < 1< 	0, t
(m)
q − s(m)q > 2P (mN0, qK(m)) (4.29)
and ∫ a
0
	0(t) dt > 0. (4.30)
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Hence for mN0, qK(m) we have
yi(t, zm)< 1, i = 1, 2, . . . , n, t ∈ [s(m)q , t (m)q ]. (4.31)
In addition, for t ∈ [s(m)q , t (m)q ], i = 1, 2, . . . , n, we have
x˙i(t, zm)xi(t, zm)[bi(t)− 2L1ci(t)− ai(t)xi(t, zm)]
+
n∑
j=1
(1− ij (t))Dij (t)xj (t, zm)−
n∑
j=1
Dji(t)xi(t, zm).
Let (u1(t), u2(t), . . . , un(t)) be the solution of (4.22) with  = 1 and ui(s(m)q ) = xi(s(m)q , zm), by
Lemma 2.2 we have
xi(t, zm)ui(t), t ∈ [s(m)q , t (m)q ].
Further, by Propositions 4.1, 4.4 together with s(m)q → ∞ as q → ∞, we can choose K(m)1 >K(m)
such that
xixi(s(m)q , zm)Mx, i = 1, 2, . . . , n, qK(m)1 .
For =1, (4.22) has a unique positive-periodic solution (x11(t), x21(t), . . . , xn1(t))which is globally
asymptotically stable. In addition, by the periodicity of (4.22), the periodic solution (x11(t), x21(t), . . . ,
xn1(t)) is uniformly asymptotically stable with respect to the compact set  = {(x1, x2, . . . , xn) :
xixiMx, i = 1, 2, . . . , n}. Hence, for the given 	0 in the proof of Theorem 3.5, there exists T0>P
which is independent of m and q such that
ui(t)xi1(t)−
	0
2
, i = 1, 2, . . . , n, tT0 + s(m)q .
Since t (m)q −s(m)q →∞ asm→∞, qK(m)1 , there existsN1N0, such that t (m)q > s(m)q +2T0>s(m)q +2P
for mN1 and qK(m)1 . So we have
xi(t, zm)x∗i (t)− 	0, t ∈ [s(m)q + T0, t (m)q ]
as mN1 and qK(m)1 . Hence
y˙i(t, zm)yi(t, zm)[−di(t)+ ei(t)(x∗i (t)− 	0)i(t, x∗i (t)− 	0)− fi(t)	0], i = 1, 2, . . . , n.
It implies
˙y(t, zm)	0(t)y(t, zm), t ∈ [s(m)q + T0, t (m)q ].
Furthermore
y(t
(m)
q , zm)y(s(m)q + T0, zm) exp
∫ t (m)q
s
(m)
q +T0
	0(t) dt,
J. Cui, Y. Takeuchi / Journal of Computational and Applied Mathematics 175 (2005) 375–394 393
that is to say
y
(m+ 1)2 
y
(m+ 1)2 exp
∫ t (m)q
s
(m)
q +T0
	0(t) dt >
y
(m+ 1)2 ,
which is a contradiction. This completes the proof of Theorem 3.6. 
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