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digraph D in terms of the edge weighted complexity on spanning
trees (with a fixed root) ofD.We present newproofs for two Levine’s
Theorems. Furthermore, we express the number of unicycles of the
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1. Introduction
Graphs and digraphs treated here are finite and simple. Let G be a connected (unoriented) graph
with vertex set V(G) and edge set E(G), where E(G) is the set of unoriented edges of G. The complexity
κ(G) of G is the number of spanning trees in G. The complexities for various graphswere given in [2,6].
Let D be a connected digraph (oriented graph) with vertex set V(D) and arc set A(D), where A(D)
is the set of oriented edges of D. For e = (u, v) ∈ A(D), set u = o(e) and v = t(e). Furthermore, let
e−1 = (v, u) be the inverse of e = (u, v). For any vertex v ∈ V(D), we write
indeg(v) = |{e ∈ A(D) | t(e) = v}| and outdeg(v) = |{e ∈ A(D) | o(e) = v}|.
Then indeg(v) and outdeg(v) are called the indegree and the outdegree of v in D, respectively.
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A (directed) spanning tree ofD is a subdigraph containing all vertices ofD, having no cycles, in which
one vertex (the root) has outdegree 0, and every other vertex has outdegree 1. The complexity κ(D) of
D is the number of directed spanning trees of D.
Nowwe consider a weight function x : V(D)∪A(D) −→ C, where x(vi) and x(vi, vj) are a nonzero
complex number for vi ∈ v(D) and (vi, vj) ∈ A(D), respectively. Set xv = x(v) for v ∈ V(D) and set
xe = x(e) for e ∈ A(D). Furthermore, let x(vi, vj) = 0 for (vi, vj) ∈ A(D). We define two polynomials
as follows:
κedge(D, x) = ∑
T
∏
e∈A(T)
xe
and
κvertex(D, x) = ∑
T
∏
e∈A(T)
xt(e),
where T runs over all spanning trees ofD. Thenκedge(D, x) andκvertex(D, x) are called the edgeweighted
complexity and the vertex weighted complexity of D, respectively.
For a fixed vertex v ∈ V(D), we define two polynomials as follows:
κedge(D, v, x) = ∑
root(T)=v
∏
e∈A(T)
xe
and
κvertex(D, v, x) = ∑
root(T)=v
∏
e∈A(T)
xt(e),
where T runs over all spanning trees of Dwith a root v.
For a connected digraphDwith vertices v1, . . . , vn, let x : V(D)∪A(D) −→ C be aweight function
of D. Set x(vi, vj) = xij for i, j = 1, . . . , n. Then the formal Laplacian matrix(edge-weighted Laplacian)
of D is defined as follows (see [3]):
edge = edge(D) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
∑
j =1 x1j −x12 · · · −x1n
−x21 ∑j =2 x2j · · · −x2n
...
...
. . .
...
−xn1 −xn2 · · · ∑j =n xnj
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
Furthermore, the vertex-weighted Laplacian vertex = vertex(D) = (duv)u,v∈V(D) of D is defined as
follows (see [5]):
duv :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∑
o(e)=u x(t(e)) if u = v,
−x(v) if (u, v) ∈ A(D),
0 otherwise.
Note that detedge = detvertex = 0. Furthermore, the matrix obtained from edge (or vertex)
by setting each of the nonzero elements xij, (i = j) (or x(vi)) equal to 1 is the Laplacian matrix
of D.
The matrix tree theorem asserts that the determinant of the principal submatrix of the Laplacian
matrix of D obtained by deleting row u and column u is equal to the number of the spanning rooted
directed trees of D which are rooted at u ∈ V(D) (see [2,3,6]). In its more general form, it gives the
weight of the spanning trees of D which are rooted at u. Combinatorial proofs of the theorem have
been given by Orlin [11] and, independently, Chaiken [4] (c.f. [2, II.3]). The following second identity
is given by Chung and Langlands [5].
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Theorem 1. The determinant of the principal submatrix of edge and vertex obtained by deleting row u
and column u are equal to κedge(D, u, x) and κvertex(D, u, x), respectively. Furthermore,
κedge(D, x) = tr(adj edge).
and
κvertex(D, x) = tr(adj vertex),
where adj A is the cofactor matrix of a square matrix A.
Let D be a digraph. Then the directed line graph LD = (A(D), F) is the digraph which has as vertices
the arcs of D, and has as arcs the set
F = {(e, f ) ∈ A(D) × A(D) | t(e) = o(f )}.
Levine [9] presented expressed the vertex weighted complexity on spanning trees (with a fixed
root) of the directed line graph of a digraph D in terms of the edge weighted complexity on spanning
trees (with a fixed root) of D. A vertex v of a digraph is called a source if indeg(v) = 0.
Theorem 2 (Levine). Let D be a finite digraph without sources. Then
κvertex(LD, x) = κedge(D, x)
n∏
i=1
d
ri−1
i ,
where n =| V(D) |, m =| A(D) | and ri = rvi = indeg(vi), di = dvi =
∑
o(e)=vi xe (1  i  n) .
Theorem 3 (Levine). Let D be a finite digraph, and let e∗ = (w∗, v∗) be an arc of D. Suppose that
indeg(v)  1 for all vertices v ∈ V(D), and indeg(v∗)  2. Then
κvertex(LD, e∗, x) = xe∗κedge(D,w∗, x)drv∗−2v∗
∏
v =v∗
drv−1v .
We state the relation between the zeta function and the complexity of a undirected graph. Let G
be a connected undirected graph with n vertices v1, . . . , vn. The adjacency matrix A(G) = (aij) is the
square matrix such that aij = 1 if vi and vj are adjacent, and aij = 0 otherwise. Let D = (dij) be the
diagonal matrix with dii = degG vi, and Q = D − I. For a connected undirected graph G, let
fG(u) = det(I − uA(G) + u2Q ).
For a connected undirected graph G, Northshield [10] showed that the complexity of G is given by
the derivative of the above function: f ′G(1) = 2(m − n)κ(G), where n =| V(G) | andm =| E(G) |.
Hashimoto [7] andNorthshield [10] expressed the complexity of a graph as a limit involving its zeta
function.
LetG be a connected undirected graph and andD(G) = {(u, v), (v, u)|uv ∈ E(G)}. A path P of length
n in G is a sequence P = (e1, . . . , en) of n arcs such that ei ∈ D(G), t(ei) = o(ei+1)(1  i  n − 1),
where indices are treatedmod n. Set | P |= n. We say that a path P = (e1, . . . , en) has a backtracking
if e
−1
i+1 = ei for some i(1  i  n − 1). A (v,w)-path is called a v-cycle (or v-closed path) if v = w.
Two cycles C1 = (e1, . . . , em) and C2 = (f1, . . . , fm) are called equivalent if there exists k such that
fj = ej+k for all j. In general, a cycle and its reversal are not considered equivalent. Let [C] be the
equivalence class which contains a cycle C. Let Br be the cycle obtained by going r times around a cycle
B. Such a cycle is called a power of B. A cycle C is reduced if C has no backtracking. Furthermore, a cycle
C is prime if it is not a power of a strictly smaller cycle.
The Ihara zeta functionof aundirectedgraphG is defined tobea functionofu ∈ Cwith |u| sufficiently
small, by
Z(G, u) = ZG(u) =
∏
[C]
(1 − u|C|)−1,
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where [C] runs over all equivalence classes of prime, reduced cycles of G, and |C| is the length of C.
The product defining Z(G, u) is (usually) infinite, and it converges for u in a neighborhood of 0. Ihara
[8] defined the zeta function of a regular graph. Bass [1] generalized Ihara’s result on zeta functions of
regular graphs to irregular graphs, and showed that
ZG(u)
−1 = (1 − u2)m−nfG(u).
Stark and Terras [13] defined the edge zeta function of a undirected graph. Let G be a connected
undirected graph Gwith n vertices andm edges, and let D(G) = {e1, . . . , em, em+1, . . . , e2m}(em+i =
e
−1
i (1  i  m)). We introduce 2m variables u1, . . . , u2m, and set g(C) = ui1 · · · uik for each cycle
C = (ei1 , . . . , eik) of G. Then the edge zeta function ζ G(u) of G is defined by
ζ G(u) =
∏
[C]
(1 − g(C))−1,
where [C] runsoverall equivalenceclassesofprime, reducedcyclesofG. StarkandTerras [13]presented
a determinant expression for the edge zeta function of a undirected graph Gwithm edges by 2m×2m
matrices. Recently,Watanabe and Fukumizu [14] presented a determinant expression for the edge zeta
function of a undirected graph G with n vertices by n × nmatrices.
In this paper, we give new proofs for Theorems 2 and 3 of Levine by using the method ofWatanabe
and Fukumizu [14].
In Section 2, we express the characteristic polynomial of the vertex-weighted Laplacian of the
directed line graph of a digraph D in terms of the edge-weighted Laplacian of D. Furthermore, we
give another proof for Theorem 2. In Section 3, we give another proof for Theorem 3. In Section 4, we
present another formula for the vertex weighted complexity of the directed line graph with a fixed
root. In Section 5, we give a new determinant expression of the function on D which is introduced in
Section 4.
2. The characteristic polynomial of the directed line graph
Let D be a connected digraph with n vertices v1, . . . , vn and m arcs, and x : A(D) −→ C a weight
function of D. Then we define two n × n matrices W = W(D) = (avw) and D = DD = (bvw) as
follows:
avw =
⎧⎪⎨
⎪⎩
xe if e = (v,w) ∈ A(D),
0 otherwise,
and
bvw =
⎧⎪⎨
⎪⎩
∑
o(e)=x xe if v = w,
0 otherwise.
Furthermore, twom × mmatricesWL = WL(D) = (cef )e,f∈A(D) and DL = (hef )e,f∈A(D) as follows:
cef =
⎧⎪⎨
⎪⎩
xf if t(e) = o(f ),
0 otherwise,
and
hef =
⎧⎪⎨
⎪⎩
∑
t(e)=o(g) xg if e = f ,
0 otherwise.
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Set di = dvi =
∑
o(e)=vi xe for each vertex vi ∈ V(D) (i = 1, . . . , n). Then we have dt(e) =∑
t(e)=o(g) xg .
Furthermore, we have
edge(D) = W − D and vertex(LD) = WL − DL.
Set  = edge(D) and L = vertex(LD). For a square matrix F, the characteristic polynomial of F is
defined by χ(F, λ) = det(λI − F).
We express the characteristic polynomial of L in terms of .
Theorem 4. Let D be a finite digraph with n vertices v1, . . . , vn and m arcs, and x : A(D) −→ C a weight
function of D. Then
χ(L, λ) = χ(, λ)
n∏
i=1
(λ + di)ri−1.
Proof Let V(D) = {v1, . . . , vn}, and let Ni = N−(vi) = {e ∈ A(D) | t(e) = vi} for each 1  i  n.
Set ri = rvi = |Ni| = indeg(vi) and
di = dvi =
∑
o(e)=vi
xe
for each 1  i  n. Arrange vertices and arcs of D as follows:
v1, . . . , vn; N1, . . . ,Nn.
Now, let L = (Lev)e∈A(D);v∈V(D) be them × nmatrix defined as follows:
Lev :=
⎧⎨
⎩
1 if t(e) = v,
0 otherwise.
Moreover, we define them × nmatrixM = (Mev)e∈A(D);v∈V(D) as follows:
Mev :=
⎧⎨
⎩
xe if o(e) = v,
0 otherwise.
Then we have
tML = W and LtM = WL.
Thus,
χ(L, λ) = det(λIm − WL + DL) = det((λIm + DL) − LtM)
= det(Im − LtM(λIm + DL)−1) det(λIm + DL).
But, if A and B are am × n and n × mmatrices, respectively, then we have
det(Im − AB) = det(In − BA). (1)
Thus, we have
det(λIm − WL + DL) = det(In − tM(λIm + DL)−1L) det(λIm + DL).
Next, we have
det(λIm + DL) =
n∏
i=1
(λ + di)ri .
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Furthermore, we have
(λIm + DL)−1 =
⎡
⎢⎢⎢⎢⎣
1/(λ + d1)Ir1 0
. . .
0 1/(λ + dn)Irn
⎤
⎥⎥⎥⎥⎦
.
But, for an arc (v,w) ∈ A(D),
(tM(λIm + DL)−1L)vw = x(v,w)/(λ + dw).
Thus,
det(In − tM(λIm + DL)−1L) det(λIm + DL)
= det(In − tM(λIm + DL)−1L)∏ni=1(λ + di)ri
= det(λIn + D − tML)∏ni=1(λ + di)ri−1
= det(λIn + D − W)∏ni=1(λ + di)ri−1. 
Levine [9] presented a fine proof of Theorem 2. Levine proved Theorem 4 by the relation of LL =
L, and then proved Theorem 2.
By Theorem 4, we obtain another proof of Theorem 1.1 in Levine [9].
Corollary 1 (Levine). Let D be a finite digraph without sources. Then
κvertex(LD, x) = κedge(D, x)
n∏
i=1
d
ri−1
i ,
where n =| V(D) |.
Proof By Theorems 1 and 4, κvertex(LD, x) is the coefficient of λ in
χ(LD, λ) = χ(D, λ)
n∏
i=1
(λ + di)ri−1.
But, the constant term of χ(D, λ) is 0. By Theorem 1, the coefficient of λ in χ(D, λ)
∏n
i=1(λ + di)ri−1
is
κedge(D, x)
n∏
i=1
d
ri−1
i . 
3. A new proof of theorem on the vertex weighted complexity of the directed line graph with a
fixed root
We present another proof of Theorem 2.3 in Levine [9].
Theorem 5 (Levine). Let D be a finite digraph, and let e∗ = (w∗, v∗) be an arc of D. Suppose that
indeg(v)  1 for all vertices v ∈ V(D), and indeg(v∗)  2. Then
κvertex(LD, e∗, x) = xe∗κedge(D,w∗, x)drv∗−2v∗
∏
v =v∗
drv−1v .
Proof. Let e∗ = (w∗, v∗) ∈ A(D) be fixed. Moreover, let L0 andM0 be the matrices from L andM by
omitting the row e∗, respectively. Furthermore, letWL0 and DL0 be the matrix from DL by omitting the
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row e∗ and column e∗. Then, by Theorem 1 and (1), we have
κvertex(LD, e∗, x) = det(−WL0 + DL0 )
= det(DL0 − L0tM0)
= det(Im−1 − L0tM0(DL0 )−1) det(DL0 )
= det(In − tM0(DL0 )−1L0) det(DL0 ).
But, we have
det(DL0 ) = drv∗−1v∗
∏
v =v∗
drvv .
Furthermore, we have
(DL0 )
−1 =
⎡
⎢⎢⎢⎢⎣
1/d1Ir1 0
. . .
0 1/dnIrn
⎤
⎥⎥⎥⎥⎦
.
Thus, for an arc (v,w) ∈ A(D),
(tM0(D
L
0 )
−1L0)vw = x(v,w)/dw.
Therefore, it follows that
det(In − tM0(DL0 )−1L0) det(DL0 )
= det(In − tM0(DL0 )−1L0)drv∗−1v∗
∏
v =v∗ drvv
= det(D − tM0L0)drv∗−2v∗ ∏v =v∗ drv−1v .
But,
tML − tM0L0 = xe∗Ew∗v∗ ,
where Eij is the matrix having a single nonzero entry 1 in the (i, j)-array. Let gw∗ = dw∗ − xe∗ . Then
we consider the row w∗ in the matrix D − tM0L0 = (cij) as
(cw∗1 + 0, . . . , gw∗ + xe∗ , . . . , cw∗n + 0),
and so
det(D − tM0L0) = 0 + xe∗ det(D0 − tM0L0) = xe∗κedge(D,w∗, x),
whereD0 is thematrix fromD by omitting the roww∗ and columnw∗. Therefore, the result follows. 
4. Another formula of the vertex weighted complexity of the directed line graphwith a fixed root
At first, we define a function of a digraph. Let D be a connected digraph with n vertices v1, . . . , vn,
and x : A(D) −→ C be aweight function. LetD = (dij)be thediagonalmatrixwith dii = ∑o(e)=vi x(e),
and Q = D − I. Then we introduce the following function:
fD(u, x) = det(I − uW(D) + u2Q ).
Now, we define the weighted function x˜ : A(LD) −→ C of LD derived from x as follows:
x˜e,f :=
⎧⎨
⎩
x(f ) if t(e) = o(f ),
0 otherwise.
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Set x˜(e, f ) = x˜e,f for e, f ∈ A(D). Then
fLD(u, x˜) = det(I − uWL + u2(DL − I)).
Sato and Saito [12] gave the following result.
Theorem 6 (Sato and Saito). Let D be a connected digraph with n vertices v1, . . . , vn, and W(D) a
weighted matrix of D. Then
f ′D(1, x) =
n∑
k=1
(dvk − 2)κedge(D, vk, x).
We present the result on the relation of fD(u, x) and fLD(u, x˜).
Theorem 7. Let D be a connected digraph, and let x : A(D) −→ C be a weight function of D. Then
fLD(u, x˜) = fD(u, x)
n∏
i=1
(1 + (di − 1)u2)ri−1.
Proof Let V(D) = {v1, . . . , vn}, and let Ni = N−(vi) for each 1  i  n. Set ri = rvi = |Ni| =
indeg(vi) and di = dvi =
∑
o(e)=vi x(e) for each 1  i  n. Arrange vertices and arcs of D as follows:
v1, . . . , vn;N1, . . . ,Nn.
Let L,M be as in Theorem 4. Furthermore, let QL = DL − Im. Then we have
fLD(u, x˜) = det(Im − uWL + u2QL)
= det((Im + u2QL) − uLtM)
= det(Im − uLtM(Im + u2QL)−1) det(Im + u2QL)
= det(In − u tM(Im + u2QL)−1L) det(Im + u2QL).
Next, we have
det(Im + u2QL) =
n∏
i=1
(1 + (di − 1)u2)ri .
Furthermore, we have
(Im + u2QL)−1 =
⎡
⎢⎢⎢⎢⎣
1/(1 + (d1 − 1)u2)Ir1 0
. . .
0 1/(1 + (dn − 1)u2)Irn
⎤
⎥⎥⎥⎥⎦
.
But, for an arc (v,w) ∈ A(D),
(tM(Im + u2QL)−1L)vw = x(v,w)/(1 + (dw − 1)u2).
Thus,
det(In − u tM(Im + u2QL)−1L) det(Im + u2QL)
= det(In − u tM(Im + u2QL)−1L)
n∏
i=1
(1 + (di − 1)u2)ri
= det(In + u2Q − u tML)
n∏
i=1
(1 + (di − 1)u2)ri−1
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= det(In + u2Q − uW)
n∏
i=1
(1 + (di − 1)u2)ri−1
= fD(u, x)
n∏
i=1
(1 + (di − 1)u2)ri−1. 
By Theorem 7, we obtain the following result.
Corollary 2. Let D be a connected digraph, and let x : A(D) −→ C be a weight function of D. Then
∑
e∈A(D)
dt(e)κ
vertex(LD, e, x) = ∑
v∈V(D)
dvκ
edge(D, v, x)
∏
v∈V(D)
drv−1v .
Proof. By Theorem 7, we have
fLD(u, x˜) = fD(u, x)
n∏
i=1
(1 + (di − 1)u2)ri−1.
Thus, we have
f ′LD(u, x˜) = f ′D(u, x) ·
∏n
i=1(1 + (di − 1)u2)ri−1
+fD(u, x) ·
(∏n
i=1(1 + (di − 1)u2)ri−1
)′ · · · (∗).
But,
fD(1, x) = det(In − W + Q ) = 0.
Substituting u = 1 in (∗), we have
f ′LD(1, x˜) = f ′D(1, x) ·
n∏
i=1
d
ri−1
i .
By Theorem 6, it follows that
∑
e∈A(D)
(dt(e) − 2)κvertex(LD, e, x) =
∑
v∈V(D)
(dv − 2)κedge(D, v, x)
∏
v∈V(D)
drv−1v .
By Theorem 2, the result holds. 
We state a combinatorial interpretation of Corollary 2. A prime, reduced cycle C = (e1, . . . , en) is
called a directed cycle if o(e1), . . . , o(en) are all distinct. We define a unicycle of a digraph D to be a
spanning subdigraph of Dwith all outdegree equal to 1 that has a unique directed cycle and a marked
vertex on the directed cycle. In Corollary 2, the sum on the left side counts unicycles of LD, and the
sumon the right side counts unicycles ofD. Therefore, Corollary 2 implies that the number of unicycles
of LD is expressed by that of unicycles of D.
5. Another determinant expression for fD(u, x)
Theorem 8. Let D be a connected digraph with n vertices and m arcs, and let x : A(D) −→ C be a weight
function of D. Then
det(In − uW + u2Q ) = (1 + u2)n−m det(Im − uWL + u2(X + Im)),
where the matrix X = (xef )e,f∈A(D) is the m × m diagonal matrix with xee = xe.
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Proof Let V(D) = {v1, . . . , vn}, and let Ni = N−(vi) for each 1  i  n. Set ri = rvi = |Ni| =
indeg(vi) and di = dvi =
∑
o(e)=vi xe for each 1  i  n. Arrange vertices and arcs of D as follows:
v1, . . . , vn;N1, . . . ,Nn.
Let L,M be as in Theorem 4. Furthermore, let an m × nmatrix K = (Kev)e∈A(D);v∈V(D) be given as
follows:
Kev :=
⎧⎨
⎩
1 if o(e) = v,
0 otherwise.
Then we have
tMK = D and KtM = X.
Thus,
fD(u, x) = det(In − uW + u2Q )
= det(In − u tML + u2(tMK − In))
= det((1 + u2)In − u tM(L − uK))
= (1 + u2)n det(In − u/(1 + u2)tM(L − uK))
= (1 + u2)n det(Im − u/(1 + u2)(L − uK)tM)
= (1 + u2)n−m det((1 + u2)Im − u(LtM − uKtM))
= (1 + u2)n−m det(Im − uWL + u2(X + Im)). 
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