Abstract-In this paper we consider zero delay lossy coding schemes for individual sequences, and address the problem of tracking the best scalar quantizer which is adaptively matched to the sequence. The problem is an individual-sequence version of the problem of scalar quantization of piecewise stationary sources. A randomized algorithm is presented which can perform, on any source sequence, asymptotically as well as the best scalar quantization algorithm matched to the sequence which is allowed to change the employed quantizer from time to time. The complexity of the algorithm is quadratic in the sequence length. At the price of a slight deterioration of performance, the complexity can be made linear in the sequence length.
I. INTRODUCTION
Consider the widely used model for fixed-rate lossy source coding at rate R where an infinite sequence of real-valued source symbols x 1 , x 2 , . . . is transformed into a sequence of channel symbols b 1 , b 2 , . . . taking values from the finite channel alphabet {1, 2, . . . , M}, M = 2 R , and these channel symbols are then used to produce the reproduction sequencê x 1 ,x 2 , . . .. The scheme is said to have zero delay if each channel symbol b n depends only on the source symbols x 1 , . . . , x n and the reproductionx n for the source symbol x n depends only on the channel symbols b 1 , . . . , b n . Thus the encoder produces b n as soon as x n is available, and the decoder can producex n when b n is received.
In this paper we concentrate on methods that perform uniformly well with respect to a given reference coder class on every individual (deterministic) sequence. In this individualsequence setting no probabilistic assumptions are made on the source sequence, which provides a natural model for situations when very little is known about the source to be encoded.
The performance of a scheme is measured with respect to a reference class of coding schemes, and the goal is to perform, on any source sequence, asymptotically as well as the best scheme in the reference class. Thus, the performance is measured by the distortion redundancy defined as the maximal difference of the normalized cumulative distortion of the applied scheme and the normalized cumulative distortion of the best scheme in the reference class for any source sequence of length n.
In the initial study of zero-delay coding for individual sequences [1] , the reference class was the class of scalar quantizers, and a coding scheme was provided (using common randomization at the encoder and the decoder) whose distortion redundancy was O(n −1/5 log n) for bounded sequences of length n. The scheme was based on a generalization of exponentially weighted average prediction of individual sequences (see Vovk [2] , [3] , Littlestone and Warmuth [4] ). The results in [1] were improved and generalized by Weissman and Merhav [5] . They considered the construction of schemes that can compete with any finite set of limited-delay and finitememory coding schemes without requiring that the decoder have access to the randomization sequence. In the special case when the reference class is the class of scalar quantizers, the resulting scheme has distortion redundancy O(n −1/3 log n), which to date is the best known redundancy bound for this problem.
Although both schemes have the attractive property of performing uniformly well on individual sequences, they are computationally inefficient in that the number of weights they have to maintain is polynomial in n with degree that is proportional to M = 2 R , where R is the rate of the scheme. In particular, in their straightforward implementation, they require a computational time of order n c 2 R , where c = 1/5
for the scheme in [1] and c = 1/3 for the scheme in [5] . This prohibitive complexity comes from the fact that, in order to approximate the performance of the best scalar quantizer by the performance of the best quantizer from a finite set of quantizers, these methods have to calculate and store the cumulative distortion of about n c 2 R quantizers. Clearly, even for moderate values of the encoding rate, this complexity makes the implementation of both methods infeasible.
Recently, using the special structure of scalar quantizers, we provided an efficient implementation of the algorithm of [5] (for the reference class of scalar quantizers) with encoding complexity O(n 4/3 ) and distortion redundancy O(n −1/3 log n) [6] . The complexity can be made linear in the sequence length at the price of increasing the distortion redundancy to O(n −1/4 √ log n). A different method was introduced in [7] , where, based on the "follow the perturbed leader" prediction method of Hannan [8] , a conceptually simpler algorithm was provided with linear encoding complexity and slightly increased distortion redundancy O(n −1/4 log n). It was identified as an interesting open problem in [5] (and also in [1] ) to find an algorithm of low complexity that is able to approximate the performance of the best of a larger class of reference coding schemes. However, to our knowledge there are no low-complexity algorithms for more powerful reference classes than the class of scalar quantizers.
In this paper we consider a more general reference class in which each scheme in the class partitions the input sequence into contiguous segments and may employ a different scalar quantizer in each segment. The problem is solved by combining the "tracking the best expert" prediction method of Herbster and Warmuth [9] and its recent efficient implementation [10] with the algorithm of [5] and [6] . (In the probabilistic setting, Shamir and Merhav [11] and Shamir and Costello [12] considered the similar problem of low-complexity sequential lossless coding for piecewise-stationary memoryless sources.)
The rest of the paper is organized as follows. First, in Section II, the "tracking the best expert" prediction method is revisited and slightly modified to suit our intended application. Section III formalizes the problem of on-line scalar quantization and introduces a class of reference quantization schemes where the quantizer is allowed to change a given number of times during quantizing an input sequence. In Section IV we use the prediction framework of Section II to construct a zero-delay on-line quantization algorithm. We analyze the complexity and performance of the algorithm, and show that with the proper choice of the parameters it has modest complexity and performs nearly as well as the best of the reference schemes matched to the entire input sequence.
II. A VARIATION OF THE TRACKING THE BEST EXPERT PREDICTION METHOD
In this section we consider the following sequential decision problem. Suppose we want to perform a sequence of decisions from a set D without the knowledge of the future. The state of the system affected by our decisions is described by a sequence y 1 , y 2 , . . . taking values in some set Y. We assume that the predictor has access to a sequence U 1 , U 2 , . . . of independent random variables distributed uniformly over the interval [0, 1]. At each time instant t = 1, 2, . . ., the predictor observes U t , and based on U t and the past states
Then the predictor can observe the next state y t , and suffers a loss (y t , d t ) for some bounded loss function :
The predictor is supported by N experts: At each time instant t expert i forms its decision d i,t ∈ D, and the predictor can observe the decisions of all experts before producing its own decision.
Formally, at each time instant t = 1, 2, . . ., first the decision
. . , N, of each expert is revealed; then the predictor observes the random variable U t and makes a decision d t ∈ D, finally the state of the system is revealed and the predictor suffers loss (y t , d t ).
The cumulative loss of the sequential scheme at time T is given by
The expected cumulative loss is
where the expectation is taken with respect to the randomizing sequence U T = (U 1 , . . . , U T ). The goal of the predictor is to achieve a cumulative loss (almost) as small as the best "tracking" of the N (base) experts. More precisely, to describe the loss the predictor is compared to, consider the following "m-partition" decision making scheme: the sequence of examples is partitioned into m + 1 contiguous segments, and on each segment the scheme assigns exactly one of the N experts. Formally, an m-partition P(T, m, t, e) of the first T samples is given by an m-tuple 
where, for any time interval I, L(I, e i ) = t∈I (y t , d i,t ) denotes the cumulative loss of expert i in I.
The goal of the predictor is to perform as well as the best partition, that is, to keep the normalized expected redundancy
L(P(T, m, t, e))
as small as possible for all possible outcome sequences. As the number of "m-partition" schemes is
is computationally infeasible to apply the exponentially weighted average prediction method to the above problem, as there it is required to store and update a weight for each of the "m-partition" schemes. However, exploiting certain structural properties of the problem, Herbster and Warmuth [9] provided an efficient solution which only requires to store the weights of the (base) experts.
Here we present a slightly modified version of the "fixedshare" share update algorithm of [9] . While this modification also appeared in [13] , the performance bounds provided there are insufficient for our purposes.
Algorithm 1: Fix the positive numbers η and 0 < α < 1, and initialize weights w and w
where
is uniquely defined. Note that equation (2) is slightly changed compared to the original algorithm of [9] .
First we present a bound on the loss of the algorithm. The proof is almost identical to that in [9] with some necessary modifications introduced by the random choice (1), which can be treated using standard methods (see, e.g., [14] ). (T, m, t, e) )
Theorem 1:
In particular, if α = m T −1 and η is chosen to minimize the above bound, we have
L(P(T, m, t, e))
Remark: If the number of experts N = O(T γ ) for some γ > 0, then the bound in (3) is of order (mT ) log T , and so the normalized expected redundancy is
≤ O (m/T ) log T .
That is, the rate of convergence is the same (up to a constant factor) as if we competed with the best static expert on a segment of average length. It can be shown that, for t ≥ 2, the random choice of the decision (1) can be performed in two steps [10] . First we choose a random time τ t , which specifies how many most recent samples we are going to use for the prediction, then we choose the decision according to the exponentially weighted average prediction for these samples. 
Given τ t = t , choose d t randomly according to the probabilities
P{d t = d i,t |τ t = t } = e −
ηL([t ,t−1],i) Z t ,t−1
for t = 1, . . . , t − 1 1 N for t = t It is not hard to show that Algorithm 2 provides an alternative implementation of Algorithm 1.
Theorem 2: Algorithm 1 and Algorithm 2 are equivalent in the sense that the generated decision sequences have the same distribution. In particular, the sequence (d 1 , . . . , d T ) generated by Algorithm 2 satisfies
for all t and i, where v (i) t are the normalized weights generated by Algorithm 1.
III. ON-LINE SCALAR QUANTIZATION
A fixed-rate zero-delay sequential source code of rate R = log M (M is a positive integer and log denotes base-2 logarithm) is defined by an encoder-decoder pair connected via a discrete noiseless channel of capacity R. We assume that the encoder has access to a sequence U 1 , U 2 , . . . of independent random variables distributed uniformly over the interval [0, 1]. The input to the encoder is a sequence of real numbers 
. .. Note that there is no delay in the encoding and decoding process. The expected normalized cumulative distortion of the sequential scheme at time instant n is given by
where the expectation is taken with respect to the randomizing sequence U n = (U 1 , . . . , U n ). An M -level scalar quantizer Q is a measurable mapping R → C, where the codebook C is a finite subset of R with cardinality |C| = M . The elements of C are called the code points. The instantaneous squared distortion of Q for input x is (x − Q(x)) 2 . A quantizer Q is called a nearest neighbor
2 . It is immediate from the definition that if Q is a nearest neighbor quantizer and Q has the same codebook as Q, then Let Q denote the collection of all M -level nearest neighbor quantizers. For any sequence x n , we want to perform asymptotically as well as the best coding scheme which employs M -level scalar quantizers and is allowed to change quantizer m times. Formally, a code in this class Q m,n is given by integers
, where i 0 = 0 and i m+1 = n. The minimum normalized cumulative distortion achievable by such schemes is
Note that to find the best scheme achieving this minimum, one has to know the entire sequence x n in advance. The expected distortion redundancy of a scheme (with respect to the class Q m,n ) is the quantity
where the supremum is over all individual sequences of length n with components in [0, 1] (recall that the expectation is taken with respect to the randomizing sequence).
IV. THE SEQUENTIAL DECISION METHOD APPLIED TO ON-LINE QUANTIZATION
In this section a low-complexity coding scheme is provided to track the best scalar quantizers. The scheme is a combination of the coding scheme of [5] , its implementation in [6] , and the implementation in [10] of the (modified) decision scheme of [9] discussed in Section II.
The scheme works as follows. Divide the source sequence x n into non-overlapping blocks of length l (for simplicity assume that l divides n), and let y k = (x (k−1)l+1 , . . . , x kl ) . At the beginning of the kth block, that is, at time instants t = kl + 1, k = 0, . . . , n/l − 1, a quantizer Q k is chosen randomly from the class Q K of all M -level nearest neighbor quantizers whose code points all belong to the finite grid
The exact distribution of Q k will be specified later based on the results in Section II. At the beginning of the kth block the encoder uses the first
time instants to describe the selected quantizer Q k to the receiver ( x denotes the smallest integer not less than x), that is, for time instants
. In the rest of the block, that is, for time instants
the encoder uses Q k to encode the source symbol x i and transmits Q k (x i ) to the receiver. In the first
time instants of the kth block, that is, while the index of the quantizer Q k is communicated, the decoder emits a constant, sayx i = 1/2. In the remainder of the block, the decoder uses Q k to decode the transmittedx i = Q k (x i ). Now except for the distortion induced by communicating the quantizer index at the beginning of each block, the above scheme can easily be fitted in the sequential decision framework. Our scheme makes decisions concerning the sequence y 1 , y 2 , . . . , y n/l where y k = (x (k−1)l+1 , . . . , x kl ) for k = 1, . . . , n/l. We consider any Q ∈ Q K an expert whose decision is Q incurring loss
where the second term results from the fact that in each block the distortion of each of the first
for all i, and the distribution of Q k could be defined according to Algorithm 2 using the definition of {Z k ,k−1 } and {W k } given there. However, it can be shown that approximating each x i with its finely quantized versionx i = q K (x i ) (where q K is a K-level uniform quantizer in [0, 1]) when computing the distribution of Q k reduces the computational complexity of the algorithm substantially, while only slightly increases the normalized cumulative distortion (by at most 2/K). Therefore, letZ
and defineW k as W k in Algorithm 2 of the decision framework withZ k ,k−1 in place of Z k ,k−1 . Finally, using {Z k ,k−1 } and {W k }, we define the probability distribution of Q k , according to Algorithm 2, as
and
The next theorem provides a bound on the relative loss of the above described scheme compared to the distortion of the best coding scheme which uses scalar quantization and is allowed to change the quantizer m times for n source samples. The proof follows from Theorem 1 and Theorem 2 through the above discussion, taking into account the effects of dividing the source sequence into blocks, communicating the quantizer index, and using only approximate weights for Q k . In the implementation of the algorithm the efficient computation of {Z k ,k } is based on [6] .
and l divides n, and let 0 < α < 1, η > 0. Then the normalized cumulative distortion of the above coding scheme can be bounded for any sequence
The algorithm can be implemented with O(MK 2 n 2 /l 2 ) + O(n 3 /l 3 ) computational complexity.
Next we optimize the bound in the theorem and discuss the tradeoff between complexity and distortion redundancy. Letting α = m/(n/l − 1), similarly to (3) we have
Optimizing this result for the best possible rate (with l = c 1 (n/m) 1/3 and K = c 2 (n/m) 1/3 ), and for linear computational complexity (with l = c 1 n 2/3 and K = c 2 n 1/6 ), respectively, we obtain the following corollary.
Corollary 1:
Assume that n > m and n/m > M log(n/m)/(3R) 3 . Then there is a zero-delay sequential coding scheme with normalized distortion redundancy 
V. CONCLUSION
We provided a low-complexity randomized zero-delay lossy source coding scheme which can perform, on any source sequence, asymptotically as well as the best scalar quantization algorithm which is allowed to change the employed quantizer from time to time. The methods can be extended to work for more general reference classes, including the situation where the reference schemes are not combinations of scalar quantizers, but multiple description or multiresolution scalar quantizers; or combinations of coding schemes from a finite class of limited-delay finite-memory codes. These extensions, as well as the proofs of the results in this paper, can be found in [15] .
