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Abstract
Although Bayesian density estimation using discrete mixtures has good performance in
modest dimensions, there is a lack of statistical and computational scalability to high-
dimensional multivariate cases. To combat the curse of dimensionality, it is necessary to
assume the data are concentrated near a lower-dimensional subspace. However, Bayesian
methods for learning this subspace along with the density of the data scale poorly computa-
tionally. To solve this problem, we propose an empirical Bayes approach, which estimates
a multiscale dictionary using geometric multiresolution analysis in a first stage. We use
this dictionary within a multiscale mixture model, which allows uncertainty in component
allocation, mixture weights and scaling factors over a binary tree. A computational algo-
rithm is proposed, which scales efficiently to massive dimensional problems. We provide
some theoretical support for this method, and illustrate the performance through simulated
and real data examples.
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1Introduction
Let yi  pyi1, . . . , yiDqT , for i  1, . . . , n, be a sample from an unknown distribution
having support in a subset of <D. We are interested in estimating its density when D is
large, and the data have a low-dimensional structure with intrinsic dimension p such that
p ! D. Kernel methods work well in low dimensions, but face challenges in scaling up to
large D settings. In particular, optimally one would allow separate bandwidth parameters
for the different variables to accommodate differing smoothness, but then there is the issue
of how to choose the high-dimensional vector of bandwidths or alternatively the kernel
covariance matrix. Clearly, cross validation involves an intractable computation cost and
plugging in arbitrary values is not recommended, since bandwidth choice fundamentally
impacts performance (Liu et al., 2007).
Bayesian nonparametric models (Escobar and West, 1995; Rasmussen, 1999; Fokoue´
and Titterington, 2003) provide an alternative approach for density estimation, specifying
priors for the bandwidth parameters allowing adaptive estimation without cross-validation
(Shen et al., 2013). However, inference is prohibitively costly. To scale up nonparamet-
ric Bayes inference, one can potentially rely on a maximum posteriori (MAP) estimation
(Ghahramani et al., 1996) or variational Bayes (VB) (Ghahramani and Beal, 1999). Is-
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sues with MAP include difficulties in efficient estimation in high-dimensions, with the
EM algorithm tending to converge slowly to a local mode, and lack of characterization of
uncertainty. Although VB provides an approximation to the full posterior instead of just
the mode, it is well known that posterior uncertainty is substantially underestimated (Wang
and Titterington, 2004) and in being implemented with EM, VB inherits the computational
problems of MAP estimation. To improve performance, one direction is to reduce effec-
tive dimensionality through imposing constraints on the multivariate density. This can be
accomplished via copula models; for example, using a Gaussian copula to characterize
dependence while letting the marginals be flexible (Bedford and Cooke, 2002; Joe, 2005;
Lopez-Paz et al., 2013), or learning a graphical dependence structure that restricts certain
variables to be conditionally independent (Jordan, 2004).
Manifold learning methods (Roweis and Saul, 2000; Tenenbaum et al., 2000; Lawrence,
2005) provide computationally efficient and geometrically dimension reduction, motivat-
ing an alternative way to characterize the density via a low-dimensional embedding. While
most of these methods have focused on visualization, manifold Parzen windows (Bengio
and Vincent, 2004) is a notable exception that has attempted to combine density estima-
tion and manifold learning. The model applies dimension reduction and fits a Gaussian
“pancake” to the neighbourhood area of each data point, integrating local geometric in-
formation into a kernel density estimator. However, overfitting might come in when every
data point is associated, by the same weight, with a Gaussian. Moreover, the model can be
sensitive to the prior choice of intrinsic dimension p, and only provides a point estimate.
Motivated by this work, we designed an empirical Bayes nonparametric density estima-
tor that combines density estimation and manifold learning, characterizes the uncertainty,
scales up to problems with massive dimensions and is capable of automatically learning
the intrinsic dimension. We extended the idea of Bengio and Vincent (2004) by learning
a set of multiscale geometric dictionaries at a first stage. The model is illustrated through
simulated and real data examples.
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To relate this thesis to research articles, I reference the following paper:
Wang Y., Canale A. and Dunson D. B. (2014) “Bayes High-Dimensional Density
Estimation Using Multiscale Dictionaries” Manuscript, Department of Statistical
Science, Duke University.
The remainder of the paper is organized as follows. In Chapter 2 we propose an empir-
ical Bayes dictionary learning approach for scaling up Bayesian factor analysis, allowing
rapid estimation of a large covariance matrix for Gaussian data. In Chapter 3 we general-
ize this approach to a multiscale mixture model, enabling estimation of a high-dimensional
density. Chapter 4 considers real data applications to image inpainting data, and Chapter
5 contains a discussion.
3
2Empirical Bayes dictionary learning in factor
models
We initially focus on the case in which yi  NDpµ,Ωq is assumed, with µ  pµ1, . . . , µDqT
a mean vector and Ω aDD covariance matrix. Assuming data are centered prior to anal-
ysis, we focus on the challenging problem of estimating the high-dimensional covariance
Ω. When D is large, potentially with D " n, we need to incorporate dimensionality re-
duction in estimating Ω. Analytic factorizations that let Ω  ΛΛT   σ2I are intimately
related to principal components analysis (Tipping and Bishop, 1999), and have been highly
successful in applications. The effective number of unknown parameters in Ω can be mas-
sively reduced by assuming Λ is a D  p matrix with p ! D, while additionally assuming
Λ is sparse and so has many elements near zero. Carvalho et al. (2008) and Bhattacharya
and Dunson (2011) (among many others) have successfully applied such sparse factor
models in the Bayesian paradigm, but face problems in scaling to really large D and con-
sidering extensions to more intricate models that avoid Gaussian assumptions. To simplify
computation and construct a building block for our final model, we propose an empirical
Bayes approach that avoids directly placing priors on all the free parameters in the analytic
factorization via the use of dictionary learning.
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2.1 Formulation
Our dictionary learning-based factorization model (DLF) is
yi  NDpµ,ΦΣΦ
T   σ2Iq (2.1)
where Σ is a non-negative diagonal scaling matrix and Φ is a D  d orthonormal matrix.
Both µ and Φ are estimated in a first stage, with priors then placed on Σ and σ2. When σ2
is small, the data are concentrated near a p dimensional subspace. We treat d as an upper
bound for the unknown p, with the prior for Σ allowing adaptive removal of unnecessary
dimensions.
Model (2.1) can be equivalently expressed as
yi  µ  Φηi   i (2.2)
where ηi P <d, for i  1, 2, . . . , n, are latent variables drawn independently fromNdp0,Σq
and i P <D, for i  1, 2, . . . , n, is a residual noise vector drawn from NDp0, σ2Iq. View-
ing ηi as the coordinates on a d-dimensional linear subspace, the columns of Φ form a
basis (or dictionary) for the subspace, with spanpΦq denoting the subspace spanned by the
columns of Φ. As a simple choice, we fix µ  n1
°n
i1 yi, though regularized choices
can also be considered, and focus on learning the dictionary Φ. In particular, we want to
learn a dictionary that allows accurate approximation of the covariance Ω, while reducing
dimensionality. Before describing the algorithm proposed, we start with some definitions
and preliminaries.
Definition 1. A D  d orthonormal matrix Φ0 is called a d-dictionary if it solves
min
Φ
Ep}Ω ΦΣΦT }F q
s.t. Σ  diagpα21, . . . , α
2
dq
where d is the upper bound of the intrinsic dimension subject to D ¥ d.
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Let theDD matrix C be the sample covariance matrix of data tyiuni1 defined above,
and let C  ΦCΣCΦTC be the singular value decomposition of C. Partition ΦC and ΣC as
follows:
ΦC  rΦ
d
SV D Φrs, ΣC 

ΣdSV D 0
0 Σr

where ΣdSV D is d d, Σr is pD  dq  pD  dq, Φ
d
SV D is D  d and Φr is D  pD  dq.
Theorem 1. ΦdSV D is a d-dictionary.
The above theorem can be easily proved using Eckart–Young–Mirsky theorem and the
fact that sample covariance is an unbiased estimator of the covariance.
We apply the fast rank-d SVD algorithm (Rokhlin et al., 2009) to learn ΦdSV D at the
first stage, with the computational cost being OpnDdq. It remains to specify a prior for the
scaling matrix Σ and the residual variance σ2.
Using some linear algebra tricks, the likelihood function of model (2.1) can be simpli-
fied as
Lpy1:nq 9 pσ
2qDn{2
d¹
m1
un{2m  (2.3)
exp
"

1
2
σ2
n¸
i1
rAi 
d¸
m1
p1 umqpZ
pmq
i q
2s
*
,
where um  p1   σ2α2mq
1, m  1, . . . , d, Zi  ΦT y˜i, with Z
pmq
i denoting its mth
element, Ai  y˜Ti y˜i, and y˜i  yi  µ.
We first specify a prior for the “full” model where d  D. The “full” model is given
by
yi  NDpµ,Φ
D
SV DΣpΦ
D
SV Dq
T   σ2Iq.
When p is small, which is approximately true in practice, the information contained in
the last D  p columns of ΦDSV D (columns of Φ
D
SV D are ordered to be descending in their
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singular values) is trivial and treated as noise. We use a speciallly tailored prior that shrinks
α2m to zero more aggressively as m grows; this reduces MSE by pulling the small signals
aggressively towards zero. This is equivalent to shrinking um increasingly for largerm. To
accomplish this adaptive shrinkage, we propose a multiplicative exponential process prior
that adapts the prior of Bhattacharya and Dunson (2011), while placing an inverse-gamma
prior on σ2:
σ2  Gapaσ, bσq
um  Gap0,1qpδm   1, 1q
δm 
m¹
k1
τk (2.4)
τk  Expr1,8qpaq
where τk, for all k  1, . . . , d, are independent truncated exponential random variables,
δm and τm are the global and the local shrinkage parameter for the mth column, respec-
tively. Since τk ¥ 1 for all k  1, . . . , D, δm 
±m
k1 τk is increasing with respect to
m. As a result, um is stochastically approaching one since the truncated gamma density
concentrates around one as δm increases
Although we specify priors for um for m  1, . . . , D, for large D it is wasteful to
conduct computation for the full model, because asm increases um is shrunk very strongly
to one, and the excess dimensions are effectively discarded. Hence, we propose to truncate
the model by setting um  1 (α2m  0) form ¡ d, with d an upper bound on the number of
factors. The following theorem shows that that approximation error of the truncated prior
decreases exponentially in d.
Theorem 2. Let Ω  ΦDSV DΣpΦDSV DqT   σ2I and Ωd  ΦdSV DΣdpΦdSV DqT   σ2I , where
Σd  diagpα
2
1, . . . , α
2
dq. Then for any  ¡ 0,
Prtd8pΩ,Ωdq ¡ u  
6bad
p1 aq
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for d ¡ 2 logtb{p1  aqu{ logp1{aq, where d8pΩ,Ωdq is defined as }Ω  Ωd}8. }A}8
calculates the maximum absolute row sum of the matrix A, b  Epσ2q and a = Ep 1
τ1
q with
σ2 and tτmu defined as in (2.4).
2.2 Posterior computation
The usual frequentist method of selecting an upperbound d thresholds the singular values,
leading to substantial sensitivity to threshold choice. When D is large, d has to be chosen
in advance so that approximation of ΦdSV D can be achieved (Rokhlin et al., 2009). d
is usually conservatively chosen to ensure d ¥ p, adding a burden to both computation
and storage. We avoid this by automatically deleting redundant dictionary elements, and
hence decreasing d, as computation proceeds. To achieve this we adopt an adaptive Gibbs
sampler similar to that developed in Bhattacharya and Dunson (2011). Let D denote the
set of deleted column indices (the deleted pool) and R denote the set of retained column
indices (the remaining pool). The adaptive Gibbs sampler is summarized in Algorithm
1, where c0 and c1 are chosen to ensure frequent adaption at the beginning of the chain
and an exponentially fast decay in frequency after that, and tol is a prespecified threshold.
We fix c0  1, c1  0.005 and tol  0.001 as default. The sampling method can be
summarized as follows,
1. Update um for all m  1, 2, . . . , d according to
Gap0,1q
 m¹
k1
τk   n{2, 1 
1
2
σ2
n¸
i1
pZ
pmq
h q
2


2. Update τm according to
Expr1,8q

aτ  lnp
¹
j¡m1
ujq
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Algorithm 1 Adaption at iteration t
compute pptq  exppc0   c1tq, generate g from Up0, 1q
if g ¤ pptq then
for all m P R do
compute rtm  pα
t
mq
2{maxjPRppαtjq
2q
if rtm ¤ tol then
Let utm  1, remove m from R to D,
end if
end for
if rtm ¤ tol for all m P R then
for all m do
if m P D then
prpmq9rt1m
else
prpmq  0
end if
end for
sample m with probability prpmq
remove m from D to R.
end if
end if
3. Update σ2 according to
Ga

aσ  
Dn
2
,
1
2
n¸
i1
tAi 
d¸
j1
p1 ujqpZ
pjq
i q
2u   bσ


4. Adapt d using Algorithm 1.
Since ΦdSV D and µ are learned at a first stage, tAiu
n
i1 and tZiu
n
i1 are sufficient statis-
tics and can be computed before the MCMC, whose computational costs are OpnDq and
OpndDq respectively. Hence, the computational cost of the MCMC is independent of D,
leading to a small per iteration burden and allowing many samples to be collected.
Furthermore, in aD-dimensional problem, traditional factor analyzers will have p2D
dqd{2   nd   1 free parameters to update in the MCMC algorithm, while DLF only has
d   1 parameters to update, i.e, d scaling parameters and one variance σ2. Due to the
reduced number of parameters and lower posterior dependence in these parameters, our
Gibbs sampler for DLF converges and mixes dramatically faster than MCMC algorithms
for fully Bayesian sparse factor models. This reduces the number of samples needed; we
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Table 2.1: We estimated coverage of 95% predictive intervals out of sample based on 100
simulation replicates. The mean is reported in the first row, and the 95% interval based on
100 simulation replicates is reported in the second row.
D  1000 D  2000 D  3000
0.946 0.938 0.940
(0.9, 0.99) (0.88, 0.98) (0.89, 0.98)
run the sampler 1,000 iterations, with the first 500 as a burn-in. Experimental results show
convergence occurs very fast, typically.
2.3 Simulation experiment
To assess the performance of the proposed Bayesian DLF (B-DLF) model, we conducted
a simulation study. We simulated 100 independent samples of size n  600 from three
different scenarios involving increasing dimension, namely D  1000, 2000, 3000 and
fixed p  10. The data are simulated as y  Np0,ΛΛT   σ2Iq where each entry of the
D  p matrix Λ is generated from Np0, 25q and σ is generated from Np0, 0.1q.
We split the samples into training and test subsets containing 500 and 100 observations
respectively. We applied our Gibbs sampler to the training data and used the results to
predict a randomly selected dimension given the others in the test set as in Mu¨ller et al.
(1996). We assessed predictive performance using the MSE and 95% coverage. As prior
specification we used aσ  1{2, bσ  1{2, a  0.05, and fixed the upper bound to
d  20. Our model is compared with EN and PLSR. The B-DLF has a consistently
better predictive performance than the competing methods as can be seen from Figure 2.1
showing the predictive MSE of the three competing methods. Coverage of 95% intervals
were estimated for each simulated data sets; we present summaries across the 100 data sets
in Table 2.1. Clearly the 95% intervals have close to 95% frequentist coverage on average
in each case. Hence, we find no evidence that our empirical Bayes method under estimates
uncertainty. Our method also consistently learns the true dimension p as can be seen from
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Figure 2.2, reporting the posterior mean inclusion probability of each of the d dimensions
of the dictionary.
The computational efficiency of B-DLF is illustrated in Figure 2.3. From the left plot,
it can be seen that the computational cost of the proposed Gibbs sampler is independent
from D and, in the right plot, it can be seen that the overall computational time of our
procedure scales well to higher dimensions, comparing favorably with EN and PLSR. B-
DLF takes less than 10 seconds when running the algorithms in matlab version 2012a on
a 32 bit windows 7 machine with a 5.2 GHz i5-3320M processor.
11
FIGURE 2.1: The predictive MSE of DLF is plotted against that of EN and PLSR.
FIGURE 2.2: The averaged inclusion probability of each column of experiment 1, 2 and 3
(from left to right).
FIGURE 2.3: Left: boxplot of the computation time of the Gibbs sampler in B-DLF.
Right: boxplot of the ratios of the overall computation time of B-DLF and PLSR with
respect to EN.
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3Multiscale Mixture of DLF
DLF is restricted to characterizing linear dependence in Gaussian data, while our over-
arching focus is on non-linear dependence for non-Gaussian data. We address this prob-
lem using a multiscale mixture of DLFs, with the coarsest scale characterizing the data
as Gaussian distributed about a lower-dimensional hyperplane (this can be accomplished
with a single DLF), and finer scales introducing additional Gaussian components about
corresponding low-dimensional subspaces. To extend DLF in this manner, we need an ap-
propriate multiresolution dictionary, as well as a way to weight across the different scales
adaptively. We learn the dictionary in a first stage, while taking a Bayesian approach to
learn a posterior distribution for the weights as well as the scaling parameters in each
component at each scale.
3.1 Formulation
Borrowing the notations of Allard et al. (2012), yi, for all i  1, 2, . . . , n, are assumed
to have support on pM,F , µq, where M  <D, F is a σ-field defined on M and µ is a
probability measure defined on F .
For simplicity, we pick a binary decomposition of the metric space pM,F , µq as the
13
multiscale structure of our model. Letting s  0, . . . ,8 denote the scale index, h 
1, . . . , 2s denote the node index within scale s and BMr pyq denote the F-ball inside M of
radius r ¡ 0 centered at y PM, the tree decomposition is defined as follows.
Definition 2. (Allard et al., 2012) A binary tree decomposition of am-dimensional metric
measure space pM,F , µq is a family of open sets inM, tCells,hu, called dyadic cells, such
that
1. for every s P Z , µpMz2sh1Cells,hq  0;
2. for s ¤ s1 and 1 ¤ h1 ¤ 2s
1
, either Cells1,h1  Cells,h or µpCells1,h1 XCells,hq  0;
3. for s   s1 and 1 ¤ h1 ¤ 2s
1
, there exists a unique h  1, 2, . . . , 2s such that
Cells1,h1  Cells,h;
4. each Cells,h contains a point cs,h such that BMc12spcs,hq  Cells,h  B
M
2spcs,hq, for
a constant c1 depending on intrinsic geometric properties of M. In particular, we have
µpCells,hq  2
ds.
A simple 4 level binary tree decomposition of a parabola is visualized in Figure 3.1.
Suppose we have a set of multiscale dictionaries tµs,h,Φs,hu, for all s  0, 1, . . . ,8
and for all h  1, 2, . . . , 2s. The multiscale mixture of DLF (MDLF) model is given by
fpyiq 
8¸
s0
2s¸
h1
pis,hNDpyi;µs,h, Φs,hΣs,hΦs,h   σ2sIDq. (3.1)
We are interested in the case where the support pM,F , µq is a compact Riemannian
manifold of dimension p isometrically embedded in <D. Each local DLF model should
provide a local linear approximation to the subspace or manifold the data are concentrated
near. Hence, the multiscale dictionaries should reflect local geometric information. With
this motivation and to minimize computation time, we use GMRA. Our implementation
of GMRA can be summarized as follows.
1. Obtain a binary tree decomposition, Cells,h for s  0, . . . ,8 and h  1, . . . , 2s
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Algorithm 2 Multiscale allocation and weights updating within a single iteration
simulate ui|yi, si  Up0, pisiq
for all scale s do
if pis ¡ ui then
for h  1, 2, . . . , 2s do
prphi  h|ui, yi, siq9
p˜isi,hNDpyi; Φsi,hΣsi,hΦsi,h   σ
2
si
IDq
end for
prpsi  s|ui, yiq9°2s
h1 p˜is,hNDpyi; Φs,hΣs,hΦs,h   σ
2
sIDq
else
prpsi  s|ui, yiq  0
end if
end for
sample si with probability prpsi  s|ui, yiq
sample hi with probability prphi  h|ui, yi, siq
for all s and h do
sample Ss,h  Bep1  ns,h, aS   vs,h  ns,hq
sample Rs,h  BepbR   rs,h, bR   vs,h  ns,h  rs,hq
end for
using METIS. Note that the proximity matrix needed for graph partition is computed
using ANN algorithm.
2. A d-dimensional affine approximation in each dyadic cell Cells,h using fast rank-d
SVD algorithm (Rokhlin et al., 2009), yielding d-dictionary associated to this cell,
denoted Φds,h.
For simplicity, we make µs,h the sample mean of Cells,h. The computational cost of the
above two steps is
OpnDplog n  p2qq (3.2)
As can be seen, the overall computational cost of dictionary learning is linear in D; hence
the algorithm is computationally tractable in problems of massive dimension.
Using the multiscale dictionary within Cells,h for all s, h, we can apply the same priors
as specified in equation (4) to the scaling matrices Σs,h and residual variance σ2s . Then, all
that remains is to choose a prior for the multiscale mixing weights.
This prior should be structured to allow adaptive learning of the appropriate tradeoff
between coarse and fine scales. Heavily favoring coarse scales may lead to reduced vari-
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ance but also high bias if the coarse scale approximation is not accurate. High weights on
fine scales may lead to low bias but high variance due to limited sample size in each fine
resolution component. With this motivation, we propose a multiresolution stick-breaking
process generalizing usual ‘flat’ stick-breaking (Sethuraman, 1991). In particular, let
Ss,h  Bep1, aSq, Rs,h  BepbR, bRq (3.3)
with Ss,h denoting the probability that the observation stops at scale s of a binary tree
and Rs,h denoting the probability that the observation moves down to the right from node
ps, hq conditioning on not stopping at node ps, hq. Hence
pis,h  Ss,h
¹
r s
p1 Sr,gshrqTshr (3.4)
where gshr  rh{2srs denotes the ancestors of node ps, hq at scale r, Tshr  Rr,gshr if
node pr 1, gshpr 1qq is the right daughter of nodepr 1, gshrq , otherwise Tshr  1Rr,gshr .
It can be shown that
°8
s0
°2s
h1 pis,h  1 almost surely for any aS, bR ¡ 0, where pis,h is an
infinite sequence of weights defined as in (3.3)-(3.4). This result makes the defined weights
a proper set of multiscale mixing weights. The proof is provided in the supplementary
materials. As aS increases, finer scales are favored, resulting in a highly non-Gaussian
density.
In practice, it is appealing to approximate model (3.1) by a finite-depth multiscale
mixture. Let L denote this depth and let tp˜is,hus¤L denote the truncated weights, which is
identical to tpis,hu except that the stopping probabilities at scale L are set to be equal to
one to ensure
°L
s1
°2s
h1 p˜is,h  1. The accuracy of the approximation is discussed in the
following theorem. The proof is reported in the supplementary material.
Theorem 3. Let
fLpyq 
L¸
s1
2s¸
h1
p˜is,hNDpy; Φs,hΣs,hΦs,h   σ
2
sIDq
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denote the approximation at scale L, let P pBq 
³
B
fpyqdy and PLpBq 
³
B
fLpyqdy,
for all B  <D denote the probability measures corresponding to density fpyq and fLpyq.
Then we have,
dTV pPL, P q  

aS
1  aS

L
.
The above theorem indicates that the approximation error decays at an exponential
rate.
3.2 Posterior computation
Let pis 
°2s
h1 pis,h denote the total mass assigned at scale s, and let p˜is,h  pis,h{pis. Under
this setting we can rewrite model (3.1) as
fpyiq 
8¸
s0
pis
2s¸
h1
p˜is,hNDpyi; Φs,hΣs,hΦ
T
s,h   σ
2
sIDq. (3.5)
The multiscale allocation is achieved by a multiscale modification of the slice sampler of
Kalli et al. (2011). Consider the joint density
fpyi, ui, siq Ipui pisi q
8¸
s0
pisi
2si¸
h1
p˜isi,hNDpyi; Φsi,hΣsi,hΦ
T
si,h
  σ2siIDq. (3.6)
The full conditional posterior distributions are
ui|yi, si  Up0, pisiq (3.7)
prpsi  s|ui, yiq9Ips:pis¡uiq
2s¸
h1
p˜is,hNDpyi; Φs,hΣs,hΦs,h   σ
2
sIDq. (3.8)
prphi  h|ui, yi, siq9p˜isi,hNDpyi; Φsi,hΣsi,hΦsi,h   σ
2
si
IDq. (3.9)
The slice sampler contributes to the computation by allowing the allocation to take place in
a subset of all scales of the tree, which can be efficient when we have a deep tree structure.
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The algorithm is summarized in Algorithm 2, where vs,h is the number of observations
passing through node ps, hq, ns,h is the number of observations stopping at node ps, hq,
and rs,h is the number of observations that continue to the right after passing through node
ps, hq.
Combining all the techniques discussed above, the Bayesian mutiscale mixture of DLF
(B-MDLF) algorithm can be summarized as below.
1. Compute a multiscale dictionary tΦs,h, µs,hu using GMRA.
2. Initialize scaling parameters tα2m,s,hu, idiosyncratic variance tσ
2
su, multiscale weights
tpis,hu.
3. Allocate observations and update weights tpis,hu using Algorithm 2.
4. Update um,s,h for all m, s and h according to
Gap0,1q
 m¹
k1
τ s,hk   ns,h{2, 1 
1
2
σ2s
¸
yiPCs,h
pZ
pmq
i,s,hq
2


5. Update τ s,hm for all m, s and h according to
Expr1,8q

aτ  lnp
¹
j¡m1
uj,s,hq


6. Update σ2s for all s according to
Ga

aσ  Dns{2,
1
2
¸
yiPCs
 
Ai,s,h 
d¸
j1
p1 uj,s,hqpZ
pjq
i,s,hq
2

  bσ


where Cs denotes the set of observations stopping at scale s, and ns denotes the
size of Cs. The derivation of all the conditional posteriors can be found in the
supplement.
7. Adapt um,s,h using Algorithm 1.
8. Go back to step 3 until the desired iteration number.
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3.3 Simulation experiments
To assess the performance of the proposed Bayesian MDLF (B-MDLF) model, we con-
ducted a simulation study. We simulated 100 independent samples of size n  600 from
a 3-dimensional Swissroll, and then embedded them into a 200-dimensional space by a
200 3 projection matrix. The projection matrix is randomly picked in each sample. The
simulated Swissroll is visualized in Figure 3.2, left panel.
We split the samples into training and test subsets containing 500 and 100 observa-
tions respectively. We applied our Gibbs sampler to the training data and used the results
to predict a randomly selected dimension given the others. As prior specification we used
aσ  1{2, bσ  1{2 and a  0.05, and fixed the upper bound to d  10. A 5-level multi-
scale dictionary is used. In both the simulation experiment and the real data analysis, we
set the parameters of METIS as suggested by Allard et al. (2012). Our model is compared
with RF. The B-MDLF has a consistently better predictive performance than RF as can be
seen from the left of Figure 3.3 showing the predictive MSE of each method.
The adaptation performance is also assessed by computing the average inclusion prob-
ability of all d dimensions of the dictionary. To be specific, let Rts,h denotes the set of
retained column indices of node ps, hq at the tth iteration, and let psti, h
t
iq denote the node
index of the ith observation at the tth iteration. Then the inclusion probability of dimension
j  1, 2, . . . , 10 is given by
pincluj 
1
nadapt N
¸
t: adapt
N¸
i1
IpjPRt
st
i
,ht
i
q (3.10)
where nadapt denotes the number of adaptation steps during the MCMC collection interval.
The average inclusion probability is easily ¡ 0.5 for the first three dimensions, while
being much less ( 0.1) for the remaining dimensions. This suggests good performance
in estimating the intrinsic dimension.
To illustrate ability of B-MDLF to learn the nonlinear joint distribution, we randomly
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selected one of the 100 simulated data sets, and generated 2,000 samples from the posterior
predictive distribution for the data set. To visualize whether these samples were appropri-
ately concentrated near the true manifold, we projected them back to the 3-dimensional
subspace using the true projection matrix. The result is shown in Figure 3.2; clearly the
samples are appropriately concentrated within only slight additional noise.
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FIGURE 3.1: A 4 level binary tree decomposition of a parabola using METIS, with the
black rectangular denoting the second level cells, the red denoting the third level cells and
the green denoting the leaf cells.
FIGURE 3.2: Left: the 3-D scatter plot of the observations in the true linear subspace.
Right: the 3-D scatter plot of the generations from the learned density projected onto the
true linear subspace.
FIGURE 3.3: Left: Boxplot of the predictive MSE of B-MDLF and random forest. Right:
The averaged inclusion probability of each column.
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4Image inpainting
The Frey faces data (Roweis et al., 2002) are 1965 20  28 video frames of a single
face with different expressions. We randomly split these into 1500 training data and 465
testing data. We applied our Gibbs sampler to the training data, and used the results to
reconstruct (predict) the missing top half of the testing data given the bottom half. As
prior specification we used aσ  1{2, bσ  1{2 and a  0.05, and fixed the upper bound
to d  10. A 6-level multiscale dictionary is used.
The reconstruction results are compared with those obtained with the Bayesian deep
sparse graphical model of Adams et al. (2010) in Figure 4.1. Our B-MDLF outperforms
their approach both in terms of prediction and computational efficiency. Indeed, our B-
MDLF takes less than 10 minutes while the time reported by Adams et al. (2010) is several
hours.
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FIGURE 4.1: Left panel: results of B-MDLF, with the first row showing original images,
second row showing images with the bottom half pixels missing, and the third row showing
the reconstructed images. Right panel: results shown by Adams et al. (2010), with the
left column being the original image, and the right column being the reconstruction from
the images with the bottom half missing.
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5Discussion
5.1 Summary
In many applications, high-dimensional data with unknown joint distribution are collected.
Despite the dramatic importance of learning the joint distribution of such data, few prob-
abilistic methods that scale well to high-dimension and provide good characterization of
uncertainty are available. Bayesian nonparametric methods based on mixtures of multi-
variate Gaussian kernels are widely used, but face major bottlenecks in scaling to higher
dimensions. To tackle this problem, we proposed an empirical Bayes density estimator
combining manifold learning and Bayesian nonparametric density estimation. One of the
building blocks of our model focus on single Gaussian factor decomposition in which vari-
ables are linearly related, showing excellent performance in scaling computationally and in
generalization error, while providing a valid characterization of uncertainty in predictions.
The multiscale mixture generalizations to accommodate unknown density, nonlinear rela-
tionships and nonlinear subspaces also had excellent performance in inferring the subspace
dimension, estimating the subspace, and characterizing the joint density of the data in the
ambient space. The proposed methods are broadly applicable to many learning problems
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including regression or classification with missing features.
5.2 Remaining problems and future directions
The multi-scale dictionaries learning in the first stage makes the proposed Bayesian den-
sity estimator computationally tractable, but it certainly introduces other problems. First
of all, it remains unclear about the ability of empirical Bayesian methods in preserving
uncertainty compared to fully Bayesian methods. It would be useful to find a more gen-
eral insight and theory on when empirical Bayes approaches can work well in big data
settings. Second, the performance of the proposed method relies heavily on the quality
of GMRA. This could be problematic when we have missing features since GMRA relies
on complete data, moreover, it becomes challenging when we have streaming data with a
changing structure. Future research can potentially address this by designing a mechanism
which allows the dictionaries to evolve as the missing data are imputed by the Bayesian
paradigm or as new data come in.
Furthermore, the proposed model assumes the data to be continuous, while we might
meet categorical data or mixed data or even more structured data, such as curves, objects,
graphs in practice. Hence another possible future direction is to generalize the empirical
Bayesian idea to adapt more general data types.
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Appendix A
Proof of the main results
Theorem 2
Proof. Let 4d  Ω  ΦdSV DΣdpΦdSV DqT . Clearly, d8pΩ,ΩHq  max1¤r,s¤D |adrs|, where
adrs is the r s th entry of 4d so that adrs 
°D
hd 1 α
2
hφrhφsh. By Cauchy-Schwartz in-
equality,

D¸
hH 1
α2hφrhφsh
 ¤ max1¤j¤D
 D¸
hH 1
α2hφ
2
jh


.
Since ΦDSV D is orthonormal, we have φ
2
rh ¤ 1 for all r and h. Hence
d8pΩ,Ωdq ¤
D¸
hd 1
α2h.
Now for a fixed  ¡ 0, by Chebyshev’s inequalities
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ptd8pΩ,Ωdq ¤ u ¥ p
" D¸
hd 1
α2h ¤ 
*
 E
"
p
  D¸
hd 1
α2h ¤ |τ
*
 1 E
"
p
  D¸
hd 1
α2h ¡ |τ
*
¥ 1 E
"
E
 °D
hd 1 α
2
h|τ


*
.
By design we have uh  Gap0,1qp
±h
t1 τt   1, 1q and tuhu and σ
2 are conditionally
independent, hence
E
  1
uh
 1

σ2|τ

 E
  1
uh
 1

|τ

Epσ2q.
Let A 
±h
k1 τk, we have
E
  1
uh
 1

|τ


³1
0
p1{uh  1q
uAh
ΓpA 1q
euhduh³1
0
uAh
ΓpA 1q
euhduh

³1
0
1{uh  u
A
h e
uhduh³1
0
uAh e
uhduh
 1

³1
0
uA1h e
uhduh³1
0
uAh e
uhduh
 1

1
A
uAh e
uh |10  
³1
0
1
A
uAh e
uhduh³1
0
uAh e
uhduh
 1

e1
A
³1
0
uAh e
uhduh
 1 
1
A
.
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Note that,
A
» 1
0
uAh e
uhduh 
A
A  1
uA 1h e
uh |10  
» 1
0
A
A  1
uA 1h e
uhduh

A
A  1
e1  
A
A  1
» 1
0
uA 1h e
uhduh

A
A  1
e1  
A
A  1
p
1
A  2
e1  
1
A  2
» 1
0
uA 2h e
uhduhq
...
 lim
K8
" K¸
k1
ΓpA  1q2
ΓpAqΓpA  k   1q
e1
 AΓpA  1qF p1;A K, 1q
*

8¸
k1
ΓpA  1q2
ΓpAqΓpA  k   1q
e1

8¸
k1
A
pA  1qpA  2q . . . pA  kq
e1
where F px; a, bq is the cdf of Gapa, bq and lima8 F p1; a, 1q  0. Furthermore we have
8¸
k1
ΓpA  1q2
ΓpAqΓpA  k   1q

8¸
k1
A
pA  1qpA  2q . . . pA  kq

A
A  1
      
A
pA  1q . . . pA  kq
  . . .
¥
A
A  1
¥
1
2
and
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1
8¸
k1
ΓpA  1q2
ΓpAqΓpA  k   1q
 1
A
A  1
 . . .
¤ 1
A
A  1

1
A  1
¤
1
A
thus we have
e1
A
³1
0
uAh e
uhduh
 1 
1
A

1°8
k1
ΓpA 1q2
ΓpAqΓpA k 1q
 1 
1
A

1
°8
k1
ΓpA 1q2
ΓpAqΓpA k 1q°8
k1
ΓpA 1q2
ΓpAqΓpA k 1q
 
1
A
¤
1{A
1{2
 
1
A

3
A
Thus Erp 1
uh
 1q|τ s ¤ 3{p
±h
k1 τkq. Based on this inequality, we have
D¸
hd 1
E
"
Erp
1
uh
 1qσ2|τ s
*
¤
D¸
hd 1
E

3±h
k1 τk


Epσ2q

D¸
hd 1
3bah
¤
3bad
1 a
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where b  Epσ2q and a = Ep 1
τ1
q. Note that τh  Expr1,8qpλq, thus a   1. By Fubini’s
theorem, E
 
Ep
°8
hH 1 α
2
h|τq
(

°8
hd 1E
 
Erp 1
uh
1qσ2|τ s
(
can be ensured. Now use
the inequality p1 x{2q ¡ exppxq if 0   x ¤ 1.5 to get
ptd8pΩ,Ωdq ¤ u ¥ expt
6bad
p1 aq
u
if d ¡ 2logtb{p1 aqu{logp1{aq. Hence,
ptd8pΩ,Ωdq ¡ u ¤ 1 expt
6bad
p1 aq
u ¤
6bad
p1 aq
since 6bad{tp1 aqu   1.
Theorem 3
Proof. The total variation distance
dTV pPL, P q  sup
BP<D
|PLpBq  P pBq|
 sup
BP<D
|
2L¸
h1
p˜is,hNpB;µs,h,Φs,hΣs,hΦ
T
s,hq  ...
8¸
sL
2s¸
h1
pis,hNpB;µs,h,Φs,hΣs,hΦ
T
s,hq|
¤ maxt
2L¸
h1
p˜is,h,
8¸
sL
2s¸
h1
pis,hu
 max
"
2Lp
aS
1  aS
qL1
1
1  aS
2L,
8¸
sL
2s
1
1  aS
p
aS
2  2aS
qs
*
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dTV pPL, P q ¤
8¸
sL
1
1  aS
p
aS
1  aS
qs
 p
aS
1  aS
qL
Theorem 4. Letting pis,h be an infinite sequence of weights defined as in (7)-(8), then
8¸
s0
2s¸
h1
pis,h  1
almost surely for any aS , bR ¡ 0.
Proof. For finite N define 4N  1 
°N
s0
°2s
h1 pis,h, for which the following inequality
holds:
4N 
N¸
h1
¹
r¤N
 
1 Sr,gNhr

Tr1,gNhr ¤ 2
N max
h1,...,2N
¹
r¤N
 
1 Sr,gNhr

Tr1,gNhr . (A.1)
To establish (9), it is sufficient to take the limit of 4N for N Ñ 8 and show that it
converges to 0 a.s. To this end, take the logarithm of the right hand side of (A.1),
logp4Nq ¤ max
h1,...,2N
¹
r¤N
log
"
2N
 
1 Sr,gNhr

Tr1,gNhr
*
, (A.2)
and notice that for each h  1, . . . , 2N we have
E
"
2N
 
1 Sr,gNhr

Tr1,gNhr
*
 2N
a
a  1
1
2N

a
a  1
(A.3)
Therefore takingN Ñ 8, by Kolmogorov’s three series theorem and Jensen’s inequal-
ity, the argument of the maximum of (A.2), converges to 8 a.s. for each h. Thus 4N
converges to 0 a.s. which concludes the proof.
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Appendix B
Posterior derivation
The derivation of conditional posterior of σ2s is given by
ppσ2s |q 9 pσ
2
s q
aσ1 exppbσσ
2
s q
¹
yiPCs
pσ2sq
D{2
exp
"

1
2
σ2s
 
Ai,s,h 
d¸
j1
p1 uj,s,hqpZ
pjq
i,s,hq
2
*
9 pσ2s q
Dns{2 aσ1
exp
"
 σ2s
1
2
¸
yiPCs
pAi,s,h 
d¸
j1
p1 uj,s,hqpZ
pjq
i,s,hq
2q   bσ
*
The derivation of conditional posterior of um,s,h is given by
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ppum,s,h|q 9
¹
yiPCs,h
u
1{2
m,s,h exp
"

1
2
σ2s um,s,hpZ
pmq
i,s,hq
2
*
u
±m
j1 τ
s,h
j 1
m,s,h exptum,s,huIp0,1q
9 u
±m
j1 τ
s,h
j  ns,h{21
m,s,h
exp
"


1 
1
2
σ2s
¸
yiPCs,h
pZ
pmq
i,s,hq
2

um,s,h
*
Ip0,1q
The derivation of conditional posterior of τ s,hm is given by
ppτ s,hm |q 9 p
¹
j¡m1
uj,s,hq
τs,hj exptaττ
s,h
m uIr1,8q
9 exp
"


aτ  lnp
¹
j¡m1
uj,s,hq

τ s,hm
*
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