Abstract-In this paper, we propose a data-driven supplementary control approach with adaptive learning capability for air-breathing hypersonic vehicle tracking control based on action-dependent heuristic dynamic programming (ADHDP). The control action is generated by the combination of sliding mode control (SMC) and the ADHDP controller to track the desired velocity and the desired altitude. In particular, the ADHDP controller observes the differences between the actual velocity/altitude and the desired velocity/altitude, and then provides a supplementary control action accordingly. The ADHDP controller does not rely on the accurate mathematical model function and is data driven. Meanwhile, it is capable to adjust its parameters online over time under various working conditions, which is very suitable for hypersonic vehicle system with parameter uncertainties and disturbances. We verify the adaptive supplementary control approach versus the traditional SMC in the cruising flight, and provide three simulation studies to illustrate the improved performance with the proposed approach.
I. INTRODUCTION
H YPERSONIC vehicles (HVs) fly at the near space with a speed no less than Mach 5. Because of the specific airspace and high hypersonic speed, HVs greatly decrease the flight time, and it has been already considered as an available and affordable way for space routines, transporting materials, providing communication connection, and so on [1] . The scramjet with high specific impulse and low cost is known as the best propulsion engine by far, and it also brings a promising future for developing the hypersonic technology. With this kind of engine, HVs are generally known as air-breathing HVs (AHVs).
The studies on AHVs have been led and greatly promoted by the national aerospace plane (NASP) plan and the Hyper-X plan. The NASP plan was formally started at the 1990s to address on the AHV flight research. The Hyper-X plan was supported by NASA in the past decade, and the relevant flight tests on a scramjet-powered experimental airplane, named X-43A, were successfully finished in 2004 [2] . The Boeing X-51A waverider completed the longest duration hypersonic flight test of over 6 min and reached speeds of over Mach 5 for 210 s in 2013. With more and more reported flight tests on AHVs, several key technologies, such as the aerodynamic configurations and the high-efficient engines, have been well addressed in the past years. The AHVs' flight control has been paid intensive attention in the recent few years, because an unsound control design led to the flight lost of Falcon hypersonic test vehicle 2 in 2011 [3] .
Compared with typical aircrafts, AHVs have the specific configurations that use the integration design of an airframe and a propulsion engine to decrease the mass. The highly integrated characteristics make AHVs extremely sensitive to changes in atmospheric conditions as well as physical and aerodynamic parameters [4] , [5] . The AHV control aims to guarantee the AHV controllable even encountering complex uncertainties and disturbances. The challenging topic is deeply explored by the worldwide researchers. The acknowledged classical rigid AHV model was first published in [6] , where a winged-cone configuration was designed and bountiful aerodynamic data were provided. The developed model was further presented in [7] by extending the flexible dynamics into the longitudinal dynamics. Several representative control approaches have been investigated on the two models [3] , [8] , such as linear-quadratic-regulator (LQR)-based control [9] , linear parameter varying (LPV) control [10] , sliding mode control (SMC) [11] , dynamic surface control [12] , backstepping control [13] , fuzzy-logic control [14] , and neural-network control [15] . Although multiple nonlinear control approaches have been discussed and many meaningful results have been 2162-237X © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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reported on the AHV control, most of the existing approaches did not solve the general-purpose adaptive control for AHVs under parameter uncertainties and environmental disturbances. In other words, most of the nonlinear control approaches are usually predefined controllers (designed with fixed parameters and known system model). It is desirable to integrate learning and adaptation capabilities into the flight controller based on computational intelligence to provide an online-learning control for AHVs against the parameter and environment uncertainties.
In contrast with traditional control approaches (e.g., SMC, backsteping, LQR, and LPV, and so on), adaptive dynamic programming (ADP) has two merits. One is that ADP is a data-driven learning control approach that is not necessary to rely on the mathematical model (a data-based model is able to be used if necessary). The other one is that the parameters in the ADP controller are updated over time when the system is subjecting to noises or disturbances [16] - [22] . Therefore, it is appropriate for AHV because of its online-learning merit compared with traditional control approaches. Compared with approximation-based control approaches (e.g., neuralnetwork-based control and fuzzy-logic-based control), the ADP approach is considered to directly provide an approximate optimal control over time based on Bellman's optimality principle [23] - [30] . In the approximation-based approach, approximators (e.g., neural networks, radial-basis-function, and so on) are used to estimate unmodeled nonlinearity or the dynamics change during the operation (e.g., system faults). The approximators usually output compensation signals to compensate nonlinear effects.
In this paper, a supplementary control strategy is proposed based on action-dependent heuristic dynamic programming (ADHDP) and SMC to deal with the AHV tracking control for desired velocity and desired altitude. ADHDP is adopted to produce a supplementary control signal combined with the traditional SMC. The traditional SMC can provide the control signal that enables the system in the normal operation condition, and ADHDP is used to provide supplementary adjustment around the normal operation condition to expedite the tracking performance. When the controlled AHV encounters parameter uncertainties and environment disturbances, ADHDP can suggest the helpful control policy to improve the SMC performance that is designed for specific model parameters. The supplementary control takes the advantage of ADHDP-based learning philosophy, and develops an adaptive data-driven control for the AHV. The proposed controller pursues reducing tracking errors and automatically adjusts according to the disturbances and parameter uncertainties, therefore resulting in improved control performance. We also compare the proposed control strategy with the traditional SMC approach in three tracking control examples to illustrate the improved control performance.
The rest of this paper is organized as follows. Section II reviews the relevant research on AHV control and the state of the art on ADP. Section III describes the AHV nonlinear model. Section IV involves SMC to AHV tracking control. Section V develops ADHDP-based supplementary control for the problem. Section VI presents and discusses comparative simulation results by the ADHDP-based control and the traditional SMC for AHV tracking control. The conclusions are drawn in Section VII.
II. RELATED WORK
As the propulsion system is highly integrated into the airframe, approximated linear models and control methods may deteriorate performance when system states are far from selected operating points [4] . AHVs' nonlinear models were developed by formulating the complex interactions among the propulsion system, aerodynamics, and structural dynamics. The winged-cone model from the NASA Langley institution [6] , and Bolender and Doman's model [4] , [7] from the U.S. Air Force Research Laboratory were widely acknowledged. The winged-cone model has referred large volumes of data in [31] and [32] from the NASP plan. The wind tunnel test with a full-scale experimental plane is already reported in [33] . It has been confirmed that this model contains sufficient details to allow the study of guidance and control strategies [6] . Considering the stable flight and existing parameter uncertainties, the stochastic robust flight control based on dynamical inversion was proposed in [34] . In [35] - [38] , an observer-based SMC approach was proposed for various external and internal uncertainties to improve the SMC performance. By calculating the worst uncertain bounds, the adaptive SMC was employed with parameter uncertainties in [39] . A robust adaptive dynamic surface controller developed sourcing from SMC was proposed to keep the AHV stable, and neural network was used to estimate parametric uncertainties and input saturations in [40] .
Based on this literature investigation, SMC has been gradually popular in recent years, since it provides systematic theory and is insensitive for matched uncertainties. However, the traditional SMC approach is a predefined controller based on the system model and is only robust for matched uncertainties [41] . Considering various uncertainties and disturbances, such as the fuel consumption, load change, wind shear, and environmental electromagnetic interference, an approximator control provides the online estimation for nonlinear dynamics, which is used as the compensation term in the traditional control. For instance, Xu et al. [15] , [42] adopted the backstepping technique to deal with the AHV tracking control and used neural networks to online estimate the uncertain dynamics of the given virtual controller to make the backstepping control feasible. In [43] , a recurrent neuralnetwork method for estimating atmospheric disturbances was contributed to improve the SMC performance. Zong et al. [44] proposed the robust adaptive dynamic surface control for the AHV, and the radial-basis-function neural network was used as the function approximation in this paper. Similar research work is also contributed to the hypersonic vehicle control based on the approximation technique [40] , [43] , [45] . The objective of the approximation-based control approach is to design a controller that can stabilize the system and achieve a high level of control performance by approximating and compensating nonlinear dynamics through an approximator.
The ADP approach does not require a specific function formula for the system under control [46] , [47] . It interacts with an unknown external environment by the reinforcement signal or the utility function, learns from the environment, and then provides the control policy by minimizing the cost function [48] - [54] . The online-learning and interaction characteristic provides ADP powerful capability to handle noise situations and environment uncertainty [55] - [57] . The control policy directly provided by ADP is considered as an approximately optimal control over time based on Bellman's optimality principle. The existing literature suggested that the ADP controller is particularly feasible to handle noise situations and uncertainties [17] , [58] - [60] . ADP has been used on various fields, such as engine control [61] , power system control [62] , [63] , automatic navigation [64] , and so on. In the aerospace field, Prokhorov et al. [55] , [65] developed the adaptive-critic design and applied it for the autolanding aircraft problem, where various noise conditions were considered. In [20] , a clipping ADP approach was used for the vertical-lander problem of a spacecraft. Enns and Si [66] , [67] built the Apache helicopter with Boeing aircraft data and conducted the ADHDP control for stabilizing, tracking, and control problems. ADHDP was used to control the attack angle in [68] , where only an attitude control problem for AHV was explored and the tracking control was not involved. The ADHDP algorithm is equivalent to the Q-learning algorithm with a neural critic and action network [69] . The advantage of using ADHDP for such a challenge control problem is that the direct control policy can be obtained by data-driven learning and the cost function minimization. However, it requires the large abundant system data to support the control action generation from the reinforcement learning between system and environment. This paper involves ADHDP as the supplementary controller to improve the adaptive capability for the AHV tracking control under uncertainties and noise conditions. It is expected to further promote intelligent and adaptive control applied on AHVs and similar challenging topics. We now proceed to present the detailed problem formulation starting with the AHV nonlinear dynamics.
III. NONLINEAR DYNAMICS OF AHVs AND PROBLEM FORMULATION
The studies on AHV control are concerned with the winged-cone model that describes the longitudinal nonlinear dynamics of a rigid AHV.
The diagram of forces and angles for the AHV is presented in Fig. 1 , where R = R e + h. For the movement of AHVs, three coordinates, the earth coordinates ( x e , y e , z e ), the geographical coordinates ( x v , y v , z v ), and the airframe coordinates ( x b , y b , z b ), are involved. The velocity is along x v , the thrust force T is along x b , the drag force D is opposite to the velocity, the lift force is perpendicular to the velocity, and the gravity always points to the center of the earth O e . The flight path angle γ is the angle between x v and x e , and the angle of attack α is the angle between x b and x v . Taking x e as the reference, moving down and moving up are assumed as "−" and "+," and then γ in Fig. 1 is positive. Similarly, taking x v as the reference coordinates, α in Fig. 1 is also positive.
Longitudinal-directional aerodynamic forces and movements are given as functions of angle of attack α, velocity V , elevator deflection δ e , canard deflection δ c , density of air ρ, reference area of wings S, and throttle setting φ. Dynamic pressureq is defined asq = (1/2)ρV 2 . Thrust force is expressed as
The thrust is mainly operated by the engine, which is directly related to φ. α would also influence the work efficiency of the engine. Therefore, C T can be approximated as 
The drag coefficient C D is constituted from the basic drag
As the force coefficients are fitted by the hypersonic analysis code, C T is calculated as a function of φ, which is
where C 0 T is the thrust remainder coefficient. C D is expressed as
where C D indicate the coefficients for α 2 and α, respectively, and
where C α L is the coefficient related to α. In longitudinal dynamics, only the pitch movement is concerned, and the yawing movement and the rolling movement are ignored. The pitch movement is expressed with dynamic pressureq, reference area of wings S, the mean aerodynamic chordc, and a pitch movement coefficient C M as
where
The canard deflection δ c can be chosen as a function of elevator deflection δ e to eliminate the nonminimum phase behavior of AHVs, i.e., δ c = k ec δ e , where k ec is the proportional converted coefficient [70] . The pitch movement coefficient is formulated as
M , and C q M are the coefficients for terms α 2 , α, δ e , qα 2 , qα, and q, respectively, and C 0 M is the pitch movement remainder coefficient.
With the above description of forces and movements, the longitudinal dynamics of the class of rigid AHVs are formulated as follows:
The dynamic equations present the nonlinear relationship among aerodynamics, propulsion, and state variables of AHVs, all the flexible dynamics and lateral dynamics are neglected. The engine acts on the thrust force and is ignored to influence drag and lift forces as in [71] , which has been well formulated in (4). The propulsion is described with the throttle setting of engine by the following second-order differential equation:φ
where ξ and w n are damping ratio and oscillation frequency, respectively. As the engine compresses air for propulsion, the attitude angles (especially the angle of attack) of AHVs will influence its performance, such that the attitude angles are usually required in a certain range to guarantee the effective propulsion behavior. A geometric sketch of the vehicle is given in Fig. 2 , and the main data of geometric configuration are listed in Table I .
Cruising is a major flight phase after taking off and before landing, where velocity and altitude are regulated in small ranges based on a certain Mach number. Considering the nonlinear AHV in (9) and (10)
T are defined as the state vector and the input vector.
Parameter uncertainties are concerned to have the maximum uniform variation bound based on their nominal values. External disturbances, such as sensor noises and environment disturbances, are random and ruleless, which are assumed to be bounded. In addition, the angle of attack, the flight path angle, and the patch rate are desired to stay in limit ranges during the regulation.
The objective of tracking control is to design an adaptive controller that makes the AHV from initial values
T with uncertainties and constraints. It can be described as
where r (t) is the velocity and altitude vector at time t, and the constraint set is notated as ϑ, as shown in Table II .
IV. SLIDING MODE CONTROL DESIGN FOR THE AHV VELOCITY AND ALTITUDE TRACKING
As q =α −γ , the independent variables are defined by the vector y = [V, γ, h, α, φ] T according to (9) and (10).
Velocity V has the relationship with φ c and δ e aṡ
Similarly, the relationship among h, φ c , and δ e is investigated asḣ
Therefore, φ c and δ e are explicitly contained in ... V and .... h . We differentiate V three times and h four times, which arė
According to (12) and (13) ...
Equations (14)- (16) constitute the control-oriented model that would be used for the control design. It also means that ... V can be expressed by adding two parts, the control-independent term f v (y) and the control-dependent term b v (y)u. For .... h , it is the same to be divided by the control-independent term f h (y) and the control-dependent term b h (y)u. Equations (14c) and (15d) are the compact expressions together with the control-independent and control-dependent terms.
Observing from (8) , it can be seen thatα is a function of δ e , such thatα =α 0 + θ α δ e , which is written as the controlindependent term and the control-dependent term. Similarly, φ is a function of φ c in (10) , and it is also written as φ =φ 0 +θ φ φ c . In order to obtain the mathematical expressions of f v (y), f h (y), b v (y), and b h (y),ÿ is also divided into two parts, which is
Based on the decomposition, f v (y) and b v (y) can be obtained by partitioning (14c) as the control-independent term and the control-dependent term, which are
f h (y) and b h (y) can also be obtained from (15d) with the same decomposition, which are expressed as
In order to realize the control objective in (11), the SMC method is applied. Error states are developed as follows:
where v and h are the relative degree that the outputs V and h are with regard to the inputs, respectively. There are v = 3 and h = 4 according to (14) and (15) . Sliding mode variable is designed as follows:
where λ l is a positive constant. Differentiating s l , it obtainṡ
The sliding mode controller is designed according to the sufficient condition s lṡl < 0, which can guarantee the existence of SMC. Lyapunov function for (14) and (15) is designed as (14) and (15), differentiate the Lyapunov function to obtaiṅ
anḋ
It means that the inequalities s vṡv < 0 and s hṡh < 0 always hold, and hence, the sufficient condition for designing a sliding mode controller is established. Comparing (16) with (23), the SMC policy, denoted as u s , is expressed by the following manifold:
where v := ...
Therefore, (25) has a vector expression as
With the controller in (26), the error states perform sliding mode motion along s l = 0 to get the origin asymptotically. SMC is taken as the basic control in the tracking control. Because this control is the lack of the adaptive learning ability and only handle some certain interferences, the control signals from SMC do not operate the AHV directly. In the following, a supplementary control is involved to improve the adaptive performance by taking the ADHDP technology.
V. ADHDP-BASED CONTROL DESIGN

A. ADHDP-Based Control
The system in (9) and (10) is given with the initial state vector x 0 = x(0) at t = 0 based on a cruising condition, and its state vector is denoted as x(t) at time t. Correspondingly, y(0) and y(t) can be obtained, and f v (y), f h (y), b v (y), and b h (y) can be calculated according to y(t). With the SMC u s (t), the velocity response and the altitude response are defined as V s (t) and h s (t) at time t, which can be derived by the control-oriented system in (14) and (15) . The remainder error variables at time t, denoted asẽ v (t) = V r (t) − V s (t) and e h (t) = h r (t) − h s (t), are further decreased by the ADHDP control. Fig. 3 shows the schematic of the supplementary control.
Define the utility function in ADHDP at time t as
T is the control policy provided by the ADHDP algorithm, z 1 
is constituted by z 1 (t) and its one time step delay to be as the input vector of the action network in ADHDP, z(t) = [z 1 (t − t), z 1 (t)] T , and k r is a positive-definite diagonal matrix with proper dimensions.
In the ADHDP algorithm implementation, the sample method is used at every uniform step interval t. By introducing a discount factor β, 0 < β < 1, the minimization of the cost function can be formulated with β as
where t s is the start time, and J (z(t)) is taken as the total cost value. As k r is the positive-definite matrix, r f (z(t), u a (t)) is positive-definite if z(t) = 0 and u a (t) = 0 and only equal to zero when z(t) = 0 and u a (t) = 0. The unique solution of (28), recorded as J * (z(t)), is the optimal cost function satisfying Bellman's equation
The ADHDP approach is used to approximately solve Bellman's equation. In other words, J * (z(t)) is approximated byĴ (z(t)), which is the output of critic network. It also means that ifẽ v (t),ė v (t),ẽ h (t), andė h (t) all converge to zero, the ADHDP control policy u a (t) = 0, J * (z(t)) =Ĵ (z(t)) = 0, and velocity and altitude definitely track to their desired values.
The ADHDP-based control scheme is presented in Fig. 4 , where one can see the supplementary control by the ADHDP control and the SMC. Note that the two action networks in Fig. 4 only show the temporal difference between t − t and t, and they are actually one neural network. We apply this setting for the critic network as well. In our design, the control value is generated by the sum of the SMC and the ADHDP controller. The ADHDP controller is based on the differences between the velocity/altitude resulted from the SMC and the desired tracking signals. The outputs of the action network are multiplied by the gain k u and then contribute to the final action together with u s generated by the SMC. That is to say, during the stage that the AHV is following the command flying stage, the inputs for the action network are all zero, and then the corresponding outputs are also zero. In this case, the ADHDP controller will not provide any suggestion, and the AHV is operating under the traditional SMC approach. However, during the stage that the AHV is deviated from the command flying stage, the inputs for the action network will depend on the differences between the actual velocity/altitude and the command values. In this case, the ADHDP controller will contribute to the tracking control for the AHV to achieve faster and better performance.
B. Feedforward and Feedback Learning of Action Network and Critic Network
The basic design idea of critic network is to adapt its weights to get an approximate valueĴ (t). The predictive valueĴ (t) has an approximation error to the real cost value J (t). The critic network keeps the action-dependent setting in this design [65] . All the inputs and outputs of an action network are taken as the inputs of the critic network, and the critic network outputs the estimated cost valueĴ (t) by weights updating. Therefore, the critic network is a function of (z(t), u a (t), w c (t)), where w c (t) is the weight vector of the critic network. The input vector c i (t) and the output vector c o (t) of the critic network are expressed as
, c o (t) =Ĵ (t).
The error function of the critic network can be defined as
Therefore, the objective function of the critic network for weights updating is defined as
Fig. 5 provides a schematic of the critic network in ADHDP with an implementation of neural networks. The critic network is with N ci inputs, N ch hidden nodes, and one output. The inputs of the critic network include the inputs and the outputs of an action network. If the action network has n inputs and m outputs, then N ci = n + m. A hyperbolic tangent threshold function σ (t) = (1 − e t /1 + e t ) is used in the critic network and the action network, i.e., σ c (t) = σ (t) and σ a (t) = σ (t). The intermediate variables p cj (t) and q cj (t) for the j th hidden node can be described as
where w c2, j (t) and w c1,i j (t) represent the weights from the j th hidden node to output layer and from the i th input to the j th hidden node. p cj (t) and q cj (t) are the input and the output of the j th hidden node, respectively. A gradient-based adaptation algorithm is used to update the weight variables. According to (30)-(32), the available weights updating policy of the critic network is
where η c (t) is the learning rate of the critic network at time t.
In the tracking problem, φ c and δ e are the control action, which is constituted by the SMC signal and the ADHDP control signal. In SMC,
In specific, the action network is a function of (z(t), w a (t)), where w a (t) is the weight vector of the action network. The input vector and the output vector for the action network are defined as
The diagram of the action neural network in ADHDP is illustrated in Fig. 6 . The numbers of inputs, hidden nodes, and outputs are N ai , N ah , and N ao , respectively. The outputs of action network are represented as u ak , k = 1, . . . , N ao , which are also the input factors of critic network, i.e., m = N ao . variable u ak (t) can be expressed as
The intermediate variables p a j (t), q a j (t), v ak (t) and the output
where w a2, j k (t) and w a1,i j (t) represent the weights from the j th hidden node to the kth output and from the i th input to the j th hidden node. p a j (t) and q a j (t) are the input and the output for the j th hidden node of the action neural network. In particular, for the AHV tracking problem, N ao = 2, u a1 = u φ c a , and u a2 = u δ e a . The action network is trained by backpropagating the error between the ultimate objective U C and the approximate valueĴ (t) from the critic network, which is e a (t) =Ĵ (t) − U C (36) where U C is set as the desired ultimate cost objective. Without loss of generality, U C = 0 rewards a success learning for all t values. The objective function of the action network is designed as min
Similarly, a gradient-based adaptation strategy is considered to update the weight variables of the action network. Considering
therefore, according to the chain derivation rule, the weights are updated by
where η a (t) is the learning rate of the action network at time t.
C. Algorithm Flow of the ADHDP-Based Control
The algorithm steps of the ADHDP-based control are presented here to show the implementation procedure.
D. Stability Analysis
Algorithm 1 and Figs. 3 and 4 have presented the supplementary control strategy on the tracking problem of the AHVs. The tracking control action is obtained by adding the SMC signal and the supplementary ADHDP control signal. The stability of SMC control has been demonstrated in Section IV. The ADHDP algorithm is structured to approximate the Bellman equation using the critic network while simultaneously seeking an optimal control action. The theoretical analysis and the uniformly ultimately bounded (UUB) stability of the ADHDP algorithm have been provided and proved in [57] , [58] , and [72] - [75] . In particular, in [74] , a boundedness result for ADHDP was provided, and a complete stability analysis was intensively investigated in [75] . To be clear, we provide a brief Lyapunov stability analysis for the ADHDP algorithm as follows.
Assume that the weights of the input-to-hidden layer are randomly initialized and kept constant for both the action network and the critic network. According to the universal approximation theorem of neural networks, if the number of hidden-layer neurons is abundant enough, then the approximation error is able to be arbitrarily small.
Based on these,Ĵ (t) can be expressed asĴ (t) = w T c (t)σ c (t). Similarly, u a (t) can also be expressed as u a (t) = w T a (t)σ a (t). w c (t)
and w a (t) are the weight vectors of the hidden-to-output layer for the critic network and the action network, respectively. Correspondingly, the optimal weight vectors are assumed as w * c (t) and w * a (t). All the weight vectors are bounded, w c (t) ≤ w cm (t), w * c (t) ≤ w cm (t), w a (t) ≤ w am (t), and w * a (t) ≤ w am (t). The active functions are bounded, σ c (t) ≤ σ cm , and σ a (t) ≤ σ am . The reinforcement signal is bounded within 0 ≤ r f ≤ 1. The critic network weights are obtained as [17] , [74] , [75] 
The action network weights are obtained as
where C(t) is the matrix with a dimension of N c h × m, in which every component is expressed as 
; s9: solve the system equations (9) and (10) (25), and get the predicted outputs V (τ ), h(τ ) and the relevant high order derivatives by the equations (14) and (15);
; endelseif endif s18:calculate E c (τ ), and set cir = 0; s19:while ((E c (τ ) > T c )&(cir < n c ) 
calculate E c (τ ), and set cir = cir + 1; endwhile \ * online learning of the critic network s20:calculate E a (τ ), and set cir = 0;
calculate E a (τ ), and set cir = cir + 1; endwhile \ * online learning of the action network τ = τ + 1; endwhile \ * corresponding to s6 endfor \ * corresponding to s2
Define the weight error and the approximation error as
wherẽ
Substituting (43) into (42), we obtain
, and applying P 1 , P 2 , and P 3 , L 1 (t) can be written as
Similarly
Substituting (45) into (44), we can obtain the following equation:
Denoting
For the Lyapunov function L(t), by applying (42) and (44), its first difference is 
Inequality (48) implies L(t) ≤ 0 if
According to the Lyapunov stability theorem, the weight estimation errors between optimal weights w * c and w * a , and their respective estimations w c (t) and w a (t) are UUB.
VI. SIMULATIONS AND ANALYSIS
Simulation studies will be conducted on the AHV cruising at around 13.5 Mach to investigate the performance of the supplementary control method. The SMC is used to operate the AHV tracking as a comparative method, and three cases are studied to show the competitive control performance.
All the parameters are given according to the specific Mach number, as shown in Table III. The ADHDP-based control is compared with the traditional SMC under the same vehicle parameters and environmental settings. The engine parameters are ξ = 0.7 and w n = 1. Table II , then the algorithm will interrupt the current trail and start the next trail from the random weight values and initial states. The ADHDP-based control is considered to be successful when a feasible control policy can stabilize the AHV on a reference altitude with a reference velocity.
A. Reference Signal Tracking
In this scenario, the AHV flies at h 0 = 110 300 ft with the velocity V 0 = 15 160 ft/s, and the reference values of its velocity and altitude are V r = 15 060 ft/s and h r = 110 000 ft, respectively. The control policy is required to decrease 100 ft/s on velocity and 300 ft on altitude without uncertainties and noises. The simulation is carried out to compare the control performance using the ADHDP-based control and the traditional SMC. Fig. 7 (a) and (b) shows the tracking performance of the ADHDP-based control and the traditional SMC. It can be observed that the transient response of velocity and altitude has been significantly improved using the supplementary control strategy. Fig. 7(c) shows the weights updating of the action network, marked with w a11 ∼w a18 to represent the weights from all the inputs to the first hidden node. It illustrates that the weight values are adaptively adjusted during the control. The utility function r f (t) is shown in Fig. 7(d) , which is generally minimized to zero by weights updating, accompanying with the velocity and the altitude from the current values to the reference values. It can be concluded that the ADHDP-based control has been effectively sped up by the tracking process and all physical variables located in the permitted scope. Fig. 8 depicts three independent state variables of γ , α, and φ during the tracking control process. When the AHV cruises at an equilibrium state, the velocity direction x v is the same with the earth tangent x e and keeps a constant angle with x b . It means that the flight path angle γ keeps 0 and the angle of attack α keeps a constant. Referring to Table III , γ = 0 and the initial angle of attack α 0 = 1.8°. As the velocity and the altitude are both required to be reduced and the direction of x e is always invariable, according to Fig. 8(a) , γ becomes less than 0 and then gradually recover to 0 until the transient regulation is completed. The dynamic curve of γ means that the vehicle flies down to make that x v is lower than x e accompanying with γ < 0 and then x v is gradually regulated to coincide with x e . Fig. 8(b) illustrates that x b is approaching to x v and is higher than x v because α is decreased at the beginning and gradually restores to the equilibrium state. Fig. 8(c) presents the throttle setting during the regulation process, and due to the change in the attitude angles and the integration configuration, the throttle setting is changed that mainly inflects on the thrust force to work on the dynamic regulation. The transient regulation of the ADHDPbased control is more obvious and faster compared with that of SMC. The flight path angle γ , the angle of attack α, and the throttle setting φ stay in the ranges |γ | < 0.2°, |α| < 2.5°, and |φ| < 0.5, which satisfy the constraint conditions in Table II . The pitch rate q can be obtained by q =α +γ according to (9d). The thrust force T , the drag force D, and the lift force L are dependent on the states V , γ , h, α, and φ; therefore, their plots are not presented here.
B. Tracking Control With Parameter Uncertainties
In the former case, it assumes that all the system parameters are nominal values. In complex circumstances, many factors are possible to bring the parameter variation, such as the fuel consumption, air density, wind speed and direction, and so on. It is necessary to verify the control performance under parameter uncertainties. In this case, the AHV is expected to increase its velocity and altitude from V 0 = 15 060 ft/s and h 0 = 110 000 ft to V r = 15 160 ft/s and h r = 110 300 ft, accompanying with six parameter uncertainties that have stochastic variation within bounds.
The selected six uncertain parameters are S, m, I yy ,c, C δ e M , and ρ [39] . They are assumed to simultaneously change once in every 15 s from t = 15 s to t = 70 s, and all uncertainties are bounded within 30% of their nominal values. In the simulation, for each parameter, we set a stochastic signal belonging to [0.7, 1.3] to express one possible uncertainty, and then the parameter nominal value is multiplied by the stochastic signal to get the used parameter value. Fig. 10(a) shows the six stochastic signals to express the possible uncertainties based on their nominal values, which are used in the simulation.
Comparative simulation is operated with the ADHDP-based control and SMC. The results of velocity and altitude with parameter uncertainties are presented in Fig. 9 . SMC is robust when the uncertainty is lower than a specific boundary. Therefore, in Fig. 9(a) , the velocity under SMC is robust for parameter uncertainties. However, in Fig. 9(b) , the altitude under SMC is obviously inflected by parameter uncertainties that will make the AHV dramatically oscillating. The ADHDP-based control brings the altitude less deviated to its reference values than that of SMC, and the velocity response is not simultaneously deteriorated, which demonstrates that the proposed control is more effective for the uncertainties. The weights updating from all the inputs to the first hidden node are presented in Fig. 9(c) . Fig. 9(d) presents the utility function value. When the utility value is >0 until the velocity and the altitude achieve their reference values, the ADHDP supplementary controller provides the adaptive control policy added on SMC. Compared with Fig. 7(c) and (d) , it is obvious that the utility function and the weights are reupdated when the AHV encounters uncertainties that cannot be automatically suppressed only by SMC. Fig. 10(b) -(d) shows independent variable trajectories in the tracking control, which illustrate the motion of the AHV in the regulation process and also show that the physical parameters satisfy the constraints. The ADHDP-based control has faster response than the traditional SMC, and is also more adaptive for parameter uncertainties by a learning mechanism.
C. Tracking Control With External Disturbances
In this case, the velocity is expected to increase from 15 060 to 15 160 ft/s and the altitude is expected to decrease from 110 300 to 110 000 ft. External disturbances are considered in the tracking process, such as sensor noises. The measured velocity error values contain stochastic noises that are bounded within 5% nominal values, i.e.,ē v = (1 + 5% random (−1, 1) )e v . The velocity error variable with noise disturbances is presented in Fig. 11(a) , which is used as one of the inputs in the action network. 12 shows the simulation results by the ADHDP-based control and the SMC. According to (9c), V and h are interactive, but h is also influenced by sin γ . As γ is usually very small to suppress the influence from velocity oscillation, h changes little and SMC still works in the altitude tracking, as shown in Fig. 12(b) . In the ADHDP-based control, although the stochastic noises influence the real velocity, the ADHDP controller can deal with the stochastic noise disturbances very well by online adaptively regulating weight parameters and minimizing the utility function. A good tracking for the velocity tracking is presented in Fig. 12(a) when sensor noises happen, and it simultaneously has the more faster altitude tracking than that of the SMC in Fig. 12(b) . These results illustrate the adaptation and learning capabilities of the ADHDP-based control, while the SMC is sensitive for noise disturbances because of lacking a learning mechanism. During the regulation, velocity errors and altitude errors gradually decrease, and the noise disturbances are also gradually reduced. Therefore, both the ADHDP-based control and the SMC can finally control the AHV velocity and the altitude to reference values.
Altitude errors are also assumed to be disturbed by 5% sensor noises based on the nominal values, i.e.,ē h = (1 + 5% random (−1, 1) )e h . The altitude error variable with noise disturbances is shown in Fig. 11(b) . For the tracking control with disturbed altitude errors, the simulation results based on the ADHDP-based control and the SMC are presented in Fig. 13(a) and (b) . The noise influence on velocity is greatly reduced, since μ approaches to zero such that the SMC and the ADHDP-based control both work for velocity tracking. In Fig. 13(b) , the altitude response under SMC has large oscillation at initial tracking, and it gradually restores the control capability accompanying with e h (t) approaching to zero, while the ADHDP-based control ensures that the altitude variable follows the reference signal although sensor noises exist. It means that the SMC is weakened when it encounters noises and the ADHDP-based control is effective and adaptive.
VII. CONCLUSION
In this paper, a longitudinal AHV model in the cruising condition matched to a certain Mach number presented in detail, and the tracking control of velocity and altitude is concerned with various complex disturbances and uncertainties. The proposed supplementary control strategy makes the controller online-learning and adaptive. We present the control architecture and design process, and also test the method on the cruising control in simulation. Comparative studies are carried out between the ADHDP-based control and the SMC to illustrate the improved performance. The ADHDP-based control can provide the feasible control policy to speed up the transient regulation process, and also has the capabilities of adaptation and robustness against the internal and external uncertainties by involving the learning mechanism.
