A rate-distortion optimized scheme for interactive light field streaming is proposed. The light field data set is transformed into blocks of wavelet coefficients; each block is coded as a scalable bitstream and stored at the sender. To render a frame, the receiver issues a request for relevant data. Based on the request, the estimated state of the data already at the receiver, the network characteristics, and the desired transmission rate, the sender customizes the outgoing packets in order to minimize the distortion experienced at receiver. Experimental results show that the proposed rate-distortion optimized scheme improves the rendering quality by 0.5 ∼ 2.1 dB in PSNR over a heuristic scheme at the same rate. Alternatively, it reduces the required bit-rate by 10% ∼ 25% over the heuristic scheme at the same rendering quality.
INTRODUCTION
Image-based rendering has become an important graphics technique, especially for interactive photo-realistic applications. A light field 1, 2 is a data set for image-based rendering. It captures the outgoing radiance from a particular scene or object, at all points in 3-D space and in all directions. In practice, a light field can be represented as a set of 2-D camera views. A novel view of the scene from an arbitrary viewpoint can be rendered by appropriately combining pixels from the acquired camera views.
The uncompressed size for a large photo-realistic light field can exceed tens of Gigabytes. Even with efficient compression, downloading the entire data set can be prohibitive. It is also redundant if the user only navigates part of the scene. An attractive alternative is to stream the necessary data to the user interactively instead of requiring the user to download the entirety before viewing it.
For light field rendering, the quality of a camera view can affect the rendering quality of multiple novel views. Different novel views are affected by the camera view at different time instants, to an extent that depends on both the novel viewpoint and the availability and the quality of other camera views. Ramanathan et al. 3 capture these properties of light field rendering by introducing the concept of multiple deadlines, view-dependent distortion and buffer-state-dependent distortion. They extend the work of Chou and Miao for rate-distortion optimized packet scheduling of video and audio data 4 to streaming of light fields. In their framework, the compressed data set has been assembled into packets, typically with various lengths, before the optimization for packet scheduling takes place. Therefore, the packet content cannot adapt to the user request interactively. Additionally, accurate rate control is difficult to achieve due to the predetermined various packet lengths. However, they do not support applications where the previously transmitted data can be reused and therefore need to be considered.
In this paper, we propose a rate-distortion optimized scheme for interactive streaming of light fields coded as scalable bitstreams. Each camera view in the data set is transformed into blocks of wavelet coefficients; each coefficient block is coded as a scalable bitstream and stored at the sender. To retrieve the data relevant for rendering a particular novel view, the receiver issues a request and meanwhile acknowledges previously received packets to the sender. Taking into account the importance of each coefficient block for rendering the requested novel view, the data already at the receiver, the network characteristics, and the desired transmission rate, the sender allocates the bitstreams to the outgoing packets such that the distortion of the novel view at the receiver is minimized.
To our knowledge, the most closely related work to our scheme is the JPIP standard proposed for interactive viewing of JPEG2000 images in a client-sever manner. 7, 8 The client identifies a region and maximum resolution of interest. The sever responds by rate-distortion optimally sequencing the JPEG2000 coded data while taking previous responses into account. Other than the distinctions resulting from aiming at different applications, the JPIP standard differs from our proposed scheme in that it does not explicitly consider the handling of packet delay and losses encountered during interactive viewing sessions.
The remainder of the paper is organized as follows: In Section 2, we describe the light field rendering scheme adopted in this work. In Section 3, a scalable encoding approach for light field data sets is discussed. Light field decoding is explained in Section 4. We formulate rate-distortion optimized bit allocation as a convex optimization problem in Section 5. The proposed interactive light field streaming algorithm that combines rendering, encoding, decoding, as well as rate-distortion optimized bit allocation is described in Section 6, from both the receiver's and the sender's perspective. Finally, experimental results are presented in Section 7.
LIGHT FIELD RENDERING
We adopt a light field rendering scheme based on the principles proposed for unstructured lumigraph rendering. 9 To render a novel view, we choose the N r camera views in the data set which are potentially most similar to the novel view as the reference views. The measurement of similarity typically involves difference between camera positions, viewing angles, and image resolutions. 9 For our light field data sets, the cameras are approximately placed on a hemisphere around a target object. The distance between the object center and each camera is about constant, and all the camera views have the same focal length and image resolution. Therefore, we only consider the difference in viewing angles for the measurement of similarity.
We assume that a 3-D geometry model of the target object is available for rendering, 9, 10 either obtained by a 3-D scanner or reconstructed from the camera views by computer vision algorithms. The geometry model facilitates warping of each of the N r reference views to the desired novel viewpoint. Specifically, we use each reference view as the texture-map to render the novel view via the geometry model. The resulting N r versions of the novel view are then combined by taking a weighted average. The weight associated with each reference view is inversely proportional to the difference of the viewing angles between the novel view and the reference view. Therefore, the camera view that is potentially more similar to the desired novel view contributes more in the rendering process. We constrain the weight to remain the same for all relevant pixels within a reference view whereas, in general, various weights can be applied on different regions of the reference view.
9 Note that the proposed streaming scheme is also applicable to generic light field rendering methods that do not incorporate a geometry model. 
LIGHT FIELD ENCODING
Due to the large amount of data in a light field data set, compression is an important component of any light field system. For storage, it is preferable to store the data set in compressed form. For streaming, it is also desirable to transmit the data in compressed form and perform decompression at the receiver. In this work, we use a simple encoding scheme that only exploits the coherence within each camera view, but not the coherence among different camera views. In other words, each camera view is encoded as an independent image. Figure 1 . The wavelet coefficients arranged in a pyramid structure are grouped into blocks, each containing spatiallyneighboring coefficients from all subbands. For instance, the coefficients at the locations labelled by * are grouped into one block, those labelled by o are grouped into another block.
Shape-Adaptive Discrete Wavelet Transform
When the light field of interest represents the exterior views of a 3-D object, the constituent images contain extraneous background pixels and discontinuities at the object boundaries. Hence, we incorporate a shapeadaptive encoding scheme using the 2-D shape of the object in each view, which can be directly obtained by projecting the same 3-D geometry model used for rendering to the image plane.
11
To exploit the coherence among neighboring pixels within each view, a multi-level 2-D shape-adaptive discrete wavelet transform (SA-DWT) 12 , 13 is applied to decompose each view into wavelet coefficients arranged in a pyramid structure. The biorthogonal Cohen-Daubechies-Feauveau 9/7 wavelet, popular for image compression, is chosen as the wavelet kernel.
Block-wise Coefficient Coding
To encode the wavelet coefficients, the SPIHT (Set Partitioning in Hierarchical Trees) 14 algorithm is chosen for its computational simplicity and high compression efficiency. As an embedded zero-tree coder for wavelet coefficients, it provides a scalable representation so that different reconstruction qualities can be obtained by truncating the coded bitstream at different lengths. The algorithm is also modified to incorporate shape adaptation in the way that it disregards zero-tree subtrees that contain only background pixels.
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For better exploitation of local statistics as well as more flexibility for streaming and rendering, we further modify the coding scheme to group the coefficients into blocks and encode them separately as illustrated in Figure 1 .
15 Each view is decomposed into N b coefficient blocks, resulting in a total of N = N v × N b coefficient blocks in a data set of N v camera views. Each coefficient block, denoted by B n , n = 1, · · · , N, is encoded by SPIHT independently to generate a scalable bitstream.
Note that although the coefficient blocks are independently encoded, the wavelet transform is performed on the entire view. Therefore, blocking artifacts typical for block-wise coding schemes are less apparent because of the transform across block boundaries. However, as a result, multiple coefficient blocks are needed to reconstruct a block of the view.
Data Unit and Packet
We define a data unit as a segment of the bitstream for a particular coefficient block, with its length in multiples of a byte. For light field streaming, the sender transmits a sequence of packets, {P (i,p) } where i ∈ Z + and p ∈ {1, · · · , N p }, to the receiver. Each of the N p packets with index i, i.e., P (i,1) , · · · , P (i,Np) , contains a set of data units in response to the i-th request from the receiver along with some header information (see Section 6 for a detailed discussion about the receiver request). The content of P (i,p) can be described by two N -vectors, r (i,p) and e (i,p) . The n-th element of r (i,p) and e (i,p) , r (i,p),n and e (i,p),n , denote the preceding and ending position (in bytes) of the bitstream for coefficient block B n contained in P (i,p) respectively. In other words, the data unit in P (i,p) corresponding to B n starts at byte r (i,p),n + 1 of the bitstream and ends at byte e (i,p),n of the bitstream.
LIGHT FIELD DECODING
At the receiver, the received packets are temporarily kept in the packet buffer, where they wait to update the decoding buffer at certain discrete time instants. At each of these instants, the data units contained in the received packets update their corresponding bitstreams stored at the decoding buffer, which are finally decoded to reconstruct the camera views needed for rendering.
Packet Buffer and Decoding Buffer
We define a sequence of decoding instants, {d i }, such that the bitstreams arrive at the receiver are decoded only at these discrete instants, as opposed to upon each packet arrival (see Section 6 for a detailed discussion on d i ). Between two adjacent decoding instants, e.g., d k−1 and d k (k > 1), the receiver continuously receives packets from the sender and keeps them in the packet buffer. Another buffer at the receiver, namely, the decoding buffer, stores the bitstreams for the N db most recently referred (used for rendering) coefficient blocks. The state of the decoding buffer can be described with an N -vector, b, where the n-th element, b n , denotes the length (in bytes) of the bitstream for B n stored in the decoding buffer. There are at most N db non-zero elements in b.
At a decoding instant, e.g., d k , we repeatedly remove the packet with the smallest index (i, p) from the packet buffer and update the decoding buffer with the removed packet, until there is no packet with index i ≤ k. A data unit can update the decoding buffer if all the bits in the bitstream preceding this data unit are already in the decoding buffer. For example, if P (î,p) is the packet that has just been removed, i.e.,î ≤ k and (î,p) is smaller than the index of any other packet remaining in the packet buffer, then b n is updated by the data unit for block B n contained in P (î,p) to the new state e (î,p),n if r (î,p),n ≤ b n ; otherwise the data unit is not decodable and hence is discarded.
Bitstream Decoding and Inverse Transform
After being updated from the packet buffer, the bitstreams in the decoding buffer relevant to reconstructing the reference views for the i-th frame are decoded into reconstructed coefficient blocks by the inverse SPIHT algorithm. Since the 3-D geometry model is available at the receiver for rendering, the 2-D shape used for shapeadaptive encoding can be generated again at the receiver for decoding. The reconstructed coefficient blocks that belong to the same view are combined to form the pyramid structure of the wavelet coefficients of the entire view. The inverse SA-DWT is then applied to reconstruct each reference view.
Error Concealment
To render a frame, some bitstreams required for reconstructing a reference view might be absent in the decoding buffer at the corresponding decoding instant, due to packet losses or excess packet delay. For such a case, we simply do not use this particular reference view for rendering, although part of the view can still be reconstructed. Only the remaining reference views are used and the rendering weights are re-distributed among them.
RATE-DISTORTION OPTIMIZED BIT ALLOCATION
We denote the maximum allowable total length of the data units transmitted from the sender to the receiver in response to the i-th request by L (in bits). Given the total length constraint L and the state of the data already at the receiver, the task of rate-distortion optimized bit allocation is to customize the data units transmitted to the receiver so that the distortion in the i-th rendered frame is minimized.
Problem Formulation
We define the rate for coding coefficient block B n as the length of the bitstream decoded to reconstruct B n . The distortion is defined as the mean squared reconstruction error of the reconstructed B n . During SPIHT-encoding for B n , rate and distortion are recorded whenever there is a change in the distortion of the reconstructed B n due to the rate increment, resulting in a sequence of (R To render the i-th frame, the rendering weight for the v-th view in the data set, w v i , is known at the sender through the receiver request (see Section 6 for a detailed discussion). Note that w v i is nonzero only if the v-th view is a reference view for rendering the i-th frame. In addition, we define v(n) as the function that maps the block index, n, of the coefficient block B n to the view index, v, of the view which B n belongs to.
If the firstb n bits of the bitstream for B n , whereb n ∈ {R jn n : j n = 0, 1, · · · , j max n }, are already in the decoding buffer, the task of rate-distortion optimized bit allocation is to determine the length of the additional bitstream segment for each B n to be transmitted. This results in the final bitstream lengthR n ∈ {R jn n : j n = 0, 1, · · · , j max n } (R n ≥b n ) and the corresponding distortionD n ∈ {D jn n : j n = 0, 1, · · · , j max n } which minimizes the distortion in the i-th rendered frame, subject to the rate constraint imposed by the maximum allowable total length L.
We assume that the distortion in a reconstructed block of a view is proportional to that of the corresponding coefficient block, and warping a particular reconstructed view to a different viewpoint preserves the distortion originally in the view. We further assume that the reconstruction error in one view is uncorrelated to that in any other view, and hence the distortions from different reference views are additive in the rendered frame. Based on these assumptions, minimizing the distortion in the i-th rendered frame is equivalent to:
The unknown variable in (1) 
Convex Optimization Approximation
The formulation in (1) is a combinatorial optimization problem. To reduce the complexity of the optimization process, we approximate the formulation by a convex optimization problem. Specifically, since the recorded (R jn n , D jn n ) pairs are usually densely located and they approximately form a decreasing convex function, they can be well fitted with a weighted sum of S terms of exponential functions. The resulting continuous distortion-rate function, D n (R n ), can be expressed as:
For each coefficient block, c n,s and λ n,s are determined by minimizing the sum of the squared fitting error,
The advantage of approximating the (R jn n , D jn n ) pairs by D n (R n ) lies in that it is a convex function with analytically derivable gradient and Hessian, which greatly facilitates the optimization process. An additional advantage is that only several c n,s 's and λ n,s 's now need to be stored for each coefficient block instead of a long list of pairs.
We define the indicator function I i (n):
If the firstb n bytes of the bitstream for B n are already in the decoding buffer, rate-distortion optimized bit allocation determines the length of the additional bitstream segment for each B n to be transmitted, and hence the resulting final bitstream length R n and the corresponding distortion D n (R n ). It is formulated as:
Constraint (3d) describes the lower and the upper bound of the final bitstream length R n , imposed by the minimum and maximum allowable bitstream length for each coefficient block. For a bitstream to be decodable, the lower bound of R n is R 1 n if D n contributes to the objective function (3a), i.e., I i (n) = 1, since the first R 1 n bits of a bitstream contain essential header information; otherwise the lower bound is zero and no bits are allocated for B n . The upper bound is R j max n n , i.e., the maximum length to which the total bitstream for B n is encoded.
The unknown variable in (3) is the rate vector, R = (R 1 , · · · , R N ). The objective function (3a) is a convex function of the variable with linear constraints (3b), (3c), and (3d). Therefore, (3) formulates a convex optimization problem that approximates the original problem in (1) . To conform with the original problem, each element of the optimal solution of (3) should be rounded to the nearest R jn n (in bits). However, for efficient signalling of the packet content to the receiver, we round the optimal solution of (3) to the nearest multiples of a byte and denote the result byR (in bytes).
Packetization
The data units to be transmitted in response to the i-th request, up to a total of L bits, are divided into N p independent packets. The packets do not necessarily have the same length. However, it is preferable that they are of similar lengths so that no packet is favored than others.
We define n . Note that there are no data units corresponding to those coefficient blocks irrelevant to the i-th request, i.e., B n where I i (n) = 0. In our implementation, we decide n
by continuously adding data units to a packet until the packet length exceeds L Np . Since the decoding buffer already containsb n bytes of the bitstream for each B n , the content of P (i,p) , using notations defined in Section 3.3, is described by:
INTERACTIVE LIGHT FIELD STREAMING
At the beginning of each rendering session, number of camera views in the data set, N v , number of coefficient blocks in each camera view, N b , camera parameters of each camera view, and the 3-D geometry model of the target object are transmitted to the receiver.
Assuming that the light field renderer renders a frame after every time period of duration T , we define a sequence of assigning instants, {a i }, where a i+1 = a i +T . Each a i corresponds to a frame, F i , being rendered. At each a i , the desired viewpoint of F i , hence the corresponding reference views and rendering weights, is assigned based on the user navigating behavior. Given the maximum allowable delay, D max , from assigning instant a i to the time the bitstreams used for rendering F i being decoded, a sequence of decoding instants, {d i }, is defined such that d i = a i + D max . These definitions are illustrated in Figure 2 . We denote the desired transmission rate in the forward channel (excluding packet header) by C, measured in bit-per-second. Given the desired rate and the rendering period the maximum allowable total length of the data units in response to a request, L, is determined by L = C · T . The rendering period, T , the maximum allowable delay, D max , and the desired transmission rate, C, are signaled to the sender at the beginning of each rendering session.
To render a frame, the receiver sends a request to the sender through the backward channel indicating the reference views needed and the corresponding rendering weights, along with the acknowledgements for the packets recently received. When the request arrives, the sender performs rate-distortion optimized bit allocation based on the request, the estimated state of the buffers at the receiver, the channel characteristics, and the desired transmission rate. The resulting packets are sent to the receiver through the forward channel, along with the header information describing the content of each packet. Therefore, the quality of the rendered frames depends on the interaction among the receiver, the sender, and the channels.
Channel Model
We model both the forward channel and the backward channel as an independent time-invariant packet erasure channel with random delays. Each packet is delayed or lost independently from other packets. For the forward channel, if a packet is not lost the probability density function of the random packet delay is denoted by f F (τ ). The packet loss rate in the forward channel is denoted by F . Hence, the cumulative distribution function of the forward trip time (FTT), similarly for that of the backward trip time (BTT), can be expressed as:
Receiver Operations
The receiver continuously receives packets between two adjacent decoding instants and keeps them in the packet buffer. At each decoding instant, the decoding buffer is updated sequentially by the packets in the packet buffer as explained in Section 4.1.
At assigning instant a i , indices of the reference views and the rendering weights for rendering F i are sent to the sender as the i-th request. The index i is also included as the sequence number of this request. We denote the decoding instant immediately prior to a i (for i > 1) as d p (i), and d p (i) = a i−1 if there is no decoding instant prior to a i . The actual instant that the receiver receives packet P (i,p) is denoted by t r (i, p), and t r (i, p) = ∞ if P (i,p) is lost. Indices of the packets received between a i−1 and d p and those received between d p and a i are denoted by set S 1 i and S 2 i respectively. They can be expressed as follows:
Along with the i-th request, the indices in S 
Sender Operations
In order to keep track of the buffer states at the receiver, the sender maintains a pseudo decoding buffer and a pseudo packet buffer. Note that the pseudo decoding buffer only stores the estimated decoding buffer state, i.e., the bitstream length contained for each coefficient block, not the actual bitstreams. Similarly, the pseudo packet buffer only keeps the indices of the packets estimated to be in the packet buffer, not the actual packets.
When the i-th request arrives, along with the acknowledgements S 1 i and S 2 i , the sender first adds to the pseudo packet buffer the packets indicated in S 1 i . Together with the packets previously in the pseudo packet buffer, the buffer now simulates the packet buffer state at the receiver by decoding instant d p (i). Next, the packets in the pseudo packet buffer are sequentially removed to update the pseudo decoding buffer, simulating the process that occurred at d p (i) at the receiver. Finally, the packets indicated in S 2 i are added to the pseudo packet buffer.
Up to this point, the sender has estimated the state of both the decoding buffer and the packet buffer at a i . However, the objective of sending packets P (i,1) , · · · , P (i,Np) is that they will be decoded at d i as the last packets that update the decoding buffer (Section 4.1), although they can still be useful for later frames even if they miss the preferred decoding instant. Hence, the sender needs to estimate the decoding buffer state at d i , right before P (i,1) , · · · , P (i,Np) update the decoding buffer, for rate-distortion optimized bit allocation. Note that the state only depends on which of the previously transmitted packets arrive the receiver by d i , regardless of the arriving order, since at each decoding instant the packets update the decoding buffer sequentially in the order of their indices, as described in Section 4.1.
We denote the instant that P (i,p) is sent from the sender by t s (i, p). Assume that there are N u packets that have been sent but have not yet been acknowledged when the i-th request arrives at the sender. The indices of these packets, both i and p, are denoted by u(q), q = 1, · · · , N u , where each u(q) is a 2-vector. For each unacknowledged packet P u(q) , provided the cumulative distribution function of the forward trip time (FTT), the probability of its arrival at the receiver by d i given it has not yet arrived at a i can be evaluated by:
There are 2 Nu possible combinations of the arrival of these unacknowledged packets (arrives by d i or not for each packet), and each results in a possible decoding buffer state. Since packet delay and losses are assumed to be independent across packets, the probability of each possible decoding buffer state is simply the product of the probability for the outcome of each unacknowledged packet.
Ideally, rate-distortion optimized bit allocation should be applied for each of the possible decoding buffer states, and the allocation that results in the minimum expected distortion in F i calculated over all possible arrival combinations is chosen. However, this can lead to a long processing time since N u can become large and the number of optimization processes required increases exponentially with N u . Observing that probability distribution of the possible decoding buffer states is highly skewed, the unlikely states can therefore be neglected to reduce the complexity. For simplicity, we carry out rate-distortion optimized bit allocation only for the most probable decoding buffer state. Consequently, an unacknowledged packet, P u(q) , is expected to arrive the decoding buffer by d i if and only if P r(i, u(q)) > 0.5.
To start the rate-distortion optimized bit allocation, an anticipative buffer is created at the sender for each receiver request. The buffer first duplicates the state of the pseudo decoding buffer that already simulates the decoding buffer state at the receiver at a i . To further anticipate the decoding buffer state at d i , the anticipative buffer is sequentially updated by the packets in the pseudo packet buffer and the unacknowledged packets whose conditional probability of packet arrival, P r(i, u(q)), is larger than 0.5. Finally, rate-distortion optimized bit allocation described in (3) is carried out with the decoding buffer state defined in (3b),b = (b 1 , · · · ,b N ), being the state of the anticipative buffer. The resulting packets, P (i,1) , · · · , P (i,Np) , are then sent to the receiver prefixed with the header information indicating the packet content.
Note that the data unit for B n contained in the packets may not be decodable if the anticipated decoding buffer state,b n , does not match the actual state, b n , at decoding instant d i . In that case, the data unit for B n does not contribute to the distortion reduction in F i . Therefore, to apply rate-distortion optimized bit allocation with the anticipative buffer, we weight the distortion-rate function for B n , i.e., D n (R n ) in the objective function (3a), by the probability thatb n actually occurs at the decoding buffer at d i , i.e., the probability of the most probable arrival combination of the unacknowledged packets if B n is contained in any of them, or 1 otherwise.
If an unacknowledged packet P u(q) is expected to be lost, the data units P u(q) contains do not appear in the anticipative buffer. If those data units are still useful for the later frames, the corresponding bitstream segments will be allocated again as data units in the later packets. Therefore, a retransmission mechanism of the bitstreams is naturally established without explicitly retransmitting the lost packet. Moreover, mismatch between the actual decoding buffer state and the anticipative buffer state happens unavoidably due to incorrect anticipation and lost acknowledgements. However, the impact from mismatch can be alleviated by the fact that a data unit, e.g., the one contained in P (i,p) for B n , can still update its corresponding bitstream at the decoding buffer if they overlap, i.e., r (i,p),n < b n , although the intended situation is that the data unit continues the bitstream already at the receiver, i.e., r (i,p),n = b n (Section 4.1). In addition, the decoding buffer drops obsolete bitstreams due to its limited size of storage, hence prevents the mismatch from propagating over a long period.
Packet Header
The header of P (i,p) consists of information about the index i indicating the request it responds, indices of the starting and ending coefficient blocks, i.e., n p−1 i + 1 and n p i , and the preceding and ending position of the bitstream for each relevant coefficient block contained in P (i,p) , i.e., r (i,p),n and e (i,p),n . In the packet header, we encode i, n p−1 i + 1, and n p i simply by their binary representation. However, instead of directly encoding r (i,p),n and e (i,p),n we encode r (i,p),n and e (i,p),n − r (i,p),n with a simple variable-length coding algorithm. Given two integer parameters that can be selected experimentally, k 1 and k 2 , the number of interest, e.g., x, is encoded using only 1 bit if x = 0, which happens frequently whenever a data unit starts with the beginning of a bitstream (i.e., r (i,p),n = 0) or a relevant bitstream is not allocated in the packet (i.e., e (i,p),n = r (i,p),n ). Otherwise, we use 1 + k 1 bits to encode x if 1 ≤ x < 2 k1 , and
bits for the rare case x ≥ 2 k1 .
EXPERIMENTAL RESULTS
Experimental results are shown for the light field data set Buddha. It is a computer synthesized data set with 281 views, each with a resolution of 512 × 512, together with a known geometry model and camera parameters. The camera positions are approximately distributed on a hemisphere surrounding the target object. We divide each view into N b = 16 coefficient blocks, resulting in a total of N = 4496 coefficient blocks in the data set.
To render a frame, N r = 4 views are chosen as the reference views. The sender transmits N p = 4 packets in response to each request, and we assume that these N p packets are sent simultaneously from the sender. The maximum number of bitstreams the decoding buffer can store is set to N db = 160. In the following experiments, only the luminance component is considered.
The renderer renders at a frame rate of 10 frames per second, resulting in T = 100 ms between adjacent assigning instants. The probability density function of the packet delay, given the packet is not lost, is modelled as a shifted-gamma distribution with shift κ = 10 ms, mean µ = 40 ms, and variance σ 2 = 300 ms 2 , for both the forward channel and the backward channel. We assume the processing time at the sender to respond to a request is 80 ms. The maximum allowable delay between an assigning instant and the associated decoding instant is set to D max = 240 ms.
We test the proposed scheme with two navigation trajectories, both contain 100 frames. The two trajectories both simulate the viewing experience of the object being rotated in various directions by the user. The second trajectory moves about twice as fast as the first trajectory, together with some zoom-out effects. An example of the rendered frame in the first trajectory is shown in Figure 5 (a).
Distortion-Rate Function Fitting
Each coefficient block is encoded up to 2 bit-per-object-pixel (bpop) with the (R, D) pairs recorded during the encoding process. The (R, D) pairs for each block is fitted by a weighted sum of S = 5 terms of exponential functions. Examples of the fitting results are shown in Figure 3 . 
Rate-Distortion Optimization
Performance of the proposed scheme is evaluated using the rate-PSNR curve. We choose the transmission rate (excluding packet header) to be 320, 256, 192, and 128 kbps, corresponding to an average packet payload length of 1000, 800, 600, and 400 bytes. The header information is encoded with the parameters k 1 = 11 and k 2 = 8 selected experimentally (Section 6.4). The length of packet header typically ranges from 24 bytes to 28 bytes in our experiments. The PSNR values of the rendered frames are computed by comparing the frames rendered from the views reconstructed from the received packets and those rendered from the original (uncompressed) views.
We compare the performance of the proposed rate-distortion optimized scheme with a heuristic scheme. Bit allocation in the heuristic scheme is proportional to the product of the squared rendering weight and the number of object pixels contained in the coefficient block. As a result, the allocated rate (bpop) for a coefficient block is proportional to the factor by which its distortion contributes to the distortion of the rendered frame. The heuristic scheme also takes into account the buffer states at the receiver in the same way as in the rate-distortion optimized scheme. Experimental results are shown in Figure 4 , for the case of having 2% packet loss for both trajectories. The rate-distortion optimized scheme performs consistently better than the heuristic scheme, with a PSNR gap of 0.5 ∼ 2.1 dB at the same rate. Correspondingly, to achieve the same rendering quality the proposed optimized scheme can save 10% ∼ 25% of the rate over the heuristic scheme. The error image of a sample rendered frame in the first trajectory using the optimized scheme is illustrated in Figure 5(b) , comparing to the larger errors from the heuristic scheme as illustrated in Figure 5 (c).
In the proposed scheme, the sender obtains knowledge of the rendering weights from the receiver requests. It is compared with a simplified scheme where the sender does not have access to the rendering weights and therefore assigns equal weight for the reference views. The results are also shown in Figure 4 , for the case of having 2% packet loss for both trajectories. Knowledge of the rendering weights provides a gain of 0.7 ∼ 0.9 dB for the first trajectory and 0.1 ∼ 0.3 dB for the second trajectory.
Anticipation of Packet Arrival
To investigate the effectiveness of anticipating the buffer states at the receiver for rate-distortion optimized bit allocation, we compare the proposed probabilistic approach (Section 6.3) to three other scenarios. The first scenario assumes a prescient scheme that the sender knows exactly the packet arrival pattern at the receiver between the instant the current request was issued, a i , and the decoding instant of the current packet, d i . The second scenario is an optimistic approach where the sender assumes the unacknowledged packets will always arrive the receiver by the decoding instant. The third scenario corresponds to a pessimistic approach where the sender assumes all the unacknowledged packets are lost and therefore it considers only the acknowledged packets in bit allocation. The PSNR values of the rendered frames obtained from the four schemes are compared in Table 1 , all at the transmission rate of 256 kbps.
The proposed approach consistently outperforms the optimistic and the pessimistic approach while maintaining a small gap to the ideal case using the prescient scheme, especially for lower loss rates. Note that the gap between the optimistic approach and the pessimistic approach becomes smaller when the loss rate gets higher. 
CONCLUSIONS
We propose a rate-distortion optimized scheme to interactively stream scalable bitstreams of light fields from the sender to the receiver. The rate-distortion profile of each bitstream is fitted by a weighted sum of exponential functions to ensure convexity. Based on the request from the receiver, the estimated buffer states, the network characteristics, and the desired transmission rate, the sender performs rate-distortion optimized bit allocation as a convex optimization process, customizing the outgoing packets to minimize the distortion of the frame rendered at the receiver for the given transmission rate. Experimental results show that the proposed ratedistortion optimized scheme reduces the required bit-rate by 10% ∼ 25% over the heuristic scheme at the same rendering quality.
In this work, the sender is responsible for carrying out the optimization process. The computational burden at the sender may hamper the implementation in media servers that serve streams to hundreds of clients simultaneously. To further address this problem, a receiver-based scheme that moves the optimization task to the receiver is currently under investigation. 
