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Abstract
It has been argued that holography in gravitational theories is related to the existence of
a particularly useful Gauss Law that allows energy to be measured at the boundary. The
present work investigates the extent to which such Gauss Laws follow from diffeomorphism
invariance. We study parametrized field theories, which are a class of diffeomorphism-invariant
theories without gravity. We find that the Hamiltonian for non-gravitational parametrized field
theories vanishes on shell even in the presence of a boundary and under a variety of boundary
conditions. We conclude that such theories have no useful Gauss Law, consistent with the
absence of holography.
1 Introduction
It is well known from the work or Arnowitt, Deser, and Misner (ADM) [1] that the gravitational
Hamiltonian reduces to a boundary term on-shell, and so vanishes identically for systems with no
boundary in space. This non-linear gravitational Gauss law leads to a variety of phenomena, such as
our ability to measure the total energy of a gravitating object from far away. Of course, this includes
the ability to measure the total energy in any black hole.
It has been recently argued [2, 3] that the gravitational Gauss law is also the key to understanding
so-called “holographic” phenomena in gravitational physics, such as the AdS/CFT correspondence
[4] and unitarity in black hole evaporation. In particular, the Gauss Law allows gravitational fields
to store information in ways not possible in more familiar local field theories so that the algebra of
boundary observables at infinity can be complete. In some rough sense, this is because a large set
of operators can be constructed through commutators of local fields at the boundary with the total
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energy. The critical properties for the arguments of [2, 3] are thus that the Hamiltonian i) becomes
a pure boundary term on-shell, ii) can be considered a member of an appropriate (on-shell) “algebra
of boundary observables,” and iii) generates non-trivial time translations along the boundary of this
on-shell algebra.
Now, the existence of an on-shell algebra of boundary observables (property ii) is a rather mild
assumption (see e.g. [5] for discussions of boundary observables in scalar field theories). Furthermore,
it is clear that property (i) is closely associated with diffeomorphism invariance. In particular,
diffeomorphism invariance means that the bulk part of the Hamiltonian generates a pure gauge
transformation. As a result, the bulk part of the Hamiltonian must commute with all gauge-invariant
quantities. In any on-shell (e.g., covariant phase space) formalism, this means that the bulk part of
the Hamiltonian is constant over the space of solutions. In some sense then the Hamiltonian will be
a pure boundary term, which one would expect to generate time-translations.
On the other hand, diffeomorphism-invariance alone cannot be enough to yield features analogous
to AdS/CFT. The point here is that any local theory (e.g., a single free scalar field) can be written in
diffeomorphism-invariant form through a process known as parametrization1. But it is clear that free
(unparametrized) scalar fields are not in themselves holographic since time evolution mixes boundary
observables at any one time t with independent bulk observables (say, those space-like separated from
the cut of the boundary defined by the time t). As a result, boundary observables at one time cannot
generally be written in terms of boundary observables at any other time. In the language of [2], we
may say that the algebra of boundary observables does not evolve unitarily in time and thus that
the theory does not exhibit ‘boundary unitarity.’ In contrast, this form of unitarity of the boundary
theory is a key property of AdS/CFT.
It therefore appears that at least one of the properties (i,ii,iii) must fail in general for non-
gravitational parametrized theories2. We see two ways in which this can happen. First, although the
bulk part of the Hamiltonian vanishes on shell in the sense noted above, it might be that for technical
reasons the Hamiltonian does not reduce to a well-defined boundary observable, so that property (ii)
fails. The other option is that the Hamiltonian is actually trivial, or at least acts trivially on any
boundary observables.
That one of these properties fails for non-gravitational parametrized theories should be no sur-
prise, as the particular form of the gravitational constraints are known to play a key role in construct-
ing the ADM energy as a boundary term [1] in general relativity and its analogues in other theories
of gravity [12]. In addition, as we will review in section 3.2, it is clear from the analyses of [6, 9]
that the Hamiltonian vanishes for parametrized scalar field theories satisfying the simplest boundary
1See [1, 6, 7, 8, 10, 9, 11] for earlier discussions.
2 The astute reader may note that one may rewrite the above scalar field theory, and indeed any local field theory,
in a form that does satisfy (i), (ii), and (iii) by introducing a new field ϕ that satisfies the constraint ∇2ϕ = 4piρ
at each time t, where ∇2 is the Laplacian on a constant t surface and ρ is the energy density. It is then clear that
the Hamiltonian can be written in terms of the normal derivatives of ϕ at the boundary. But such theories are
not holographic in an interesting way, and are distinguished by the fact that the algebra of boundary observables is
non-local; i.e., that equal time commutators at separated points on the boundary do not vanish. In this work, we
implicitly confine discussion to theories for which the algebra of boundary observables is local, by which we mean
that the boundary can be foliated by a set of cuts Ct and that, given any open cover Ui of any cut, this algebra a)
is generated by the union of sub-algebras associated with each Ui and b) observables commute if they are associated
with disjoint sets Ui, Uj .
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conditions. What remains is to investigate more complicated boundary conditions in detail.
One step in this direction comes from [13], which studied systems with time-translation-invariant
boundary conditions specified by scalars and a vielbein and which defined the algebra of boundary
observables using the Peierls bracket [14]. In such settings, it was shown that the associated symmetry
generator of any local diffeomorphism-invariant theory can be constructed from a so-called “boundary
stress tensor” Tab (analogous to that defined in [15, 16]) constructed by varying the action with respect
to the boundary condition placed on the metric (or vielbein) field. Suppose then that we have a
system which contains only scalars (and no metric) but which otherwise satisfies the conditions of [13].
Then it may be extended to a system with metric, but for which the action S remains independent
of the metric. This means that the boundary stress tensor vanishes identically (Tab = 0), and so does
the Hamiltonian.
As we review below, the so-called differential map of a parametrized field theory plays the role of
a vielbein field. As a result, any parametrized field theory may be regarded as a theory of scalars.
It then follows from [13] as above that the Hamiltonian, at least as defined by the Peierls bracket,
must vanish for any time-translation-invariant boundary conditions. Thus property (iii) fails in such
settings.
Our purpose here is to explore Hamiltonians for non-gravitational parametrized systems3 with
boundaries in more detail. In particular, it is natural to ask two questions: First, since the Peierls
bracket is less familiar to most readers than either canonical methods or covariant methods based
on the symplectic structure, one may ask if the above result can be simply an artifact of the Peierls
formalism. Certainly, it is of interest to understand the result using either canonical or covariant
phase space methods as well. Second, one may ask whether more interesting results might be obtained
in some context where the boundary conditions do not satisfy time-translation invariance.
We investigate such issues below. We begin with a brief discussion of parametrized scalar fields
and possible boundary conditions in section 2. This discussion is covariant, and addresses the relevant
boundary terms in the action. The boundary conditions we consider for the dynamical scalar (φ) are
Dirichlet, Neumann, or Robin. The case of Robin boundary conditions will be of particular interest
since then the natural form of the Hamiltonian for the unparametrized theory already contains an
explicit boundary term. The boundary conditions we consider for the diffeomorphism-scalars (Xα,
which are introduced to parametrize the system) are termed minimal, velocity-fixed, and fully-fixed
and are explained below.
We then review the canonical phase space in section 3, following [6] and [11]. This analysis
clearly shows that the Hamiltonian vanishes on shell when the dynamical scalar φ satisfies Dirichlet
or Neumann boundary conditions, for either minimal or velocity-fixed boundary conditions on the
Xα. However, for fully fixed boundary conditions on the Xα or for Robin boundary conditions φ it
is less clear whether a good canonical formalism exists.
We therefore turn to covariant phase space methods in section 4. Such methods are well-defined
and lead to useful insights even for Robin boundary conditions on φ and for fully-fixed boundary
conditions on Xα. For minimal and velocity-fixed boundary conditions on the Xα we find that time-
3Below, we refer to such systems as simply “parametrized theories,” with the term ”non-gravitational” being left
implicit. We have in mind some non-gravitational local field theory that has been parametrized by hand, in analogy
to the process described for scalar field theories below. The reader should note that our use of this term differs from
that of e.g. ADM [1], who describe general relativity as an “already parametrized theory.”
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translations are degenerate directions of the symplectic structure, so any generator is a constant
on-shell and may be taken to vanish identically. The fully-fixed boundary conditions are more subtle
as strict time-translations no longer preserve the boundary conditions. However, we explore a large
family of possible notions of modified time translations which preserve the boundary conditions. In
each case we find that either a) the modified transformation is again a degenerate direction and the
Hamiltonian vanishes, b) for technical reasons we are unable to show that the associated Hamiltonian
is a member of the algebra of boundary observables, or c) the modified transformation has no well-
defined generator as it defines a non-Hamiltonian vector field on the covariant phase space; i.e., the
equations that would define the desired generator are not integrable.
2 Parametrized scalar with boundary
We now briefly review the parametrized scalar field. Our discussion generally follows that of [17],
but adds the elements required for a full treatment of boundaries. See also [6] and [9] for earlier
discussions. For simplicity, we consider the boundary to be at a finite location. However, for the
usual reasons the treatment of asymptotically-AdS boundaries will be similar.
The action
S0 = −1
2
∫
M
d4X
√
ggαβ∂αφ∂βφ, (2.1)
for an unparametrized scalar field φ on a spacetime with metric gαβ and coordinates X
α is suitable
for Dirichlet boundary conditions (φ fixed on the boundary) or what one might call “pure Neumann”
boundary conditions (∂ρφ = 0, where ∂ρ denotes the derivative along the unit normal ρ
α) at any
finite boundary of the domain of the Xα. By saying that the action is “suitable,” we mean that
the variation of the action vanishes on-shell precisely when both the boundary conditions and the
Euler-Lagrange equations of motion hold, and in particular that all boundary terms in the variation
vanish. For more general Robin boundary conditions of the form
∂ρφ = α(X)φ+ β(X), (2.2)
where α and β are arbitrary functions of X , a suitable action is
SRobin = S0 + SRobin,bndy = S0 +
∫
∂M
√
h[φ∂ρφ− α
2
φ2], (2.3)
where h is the determinant of the induced metric on the boundary. Below, we will assume that any
boundary can be described as the solution of some equation F (X) = 0.
We may parametrize the actions (2.1) and (2.3) by enlarging the configuration space to include
diffeomorphisms of M to itself, in addition to the degree of freedom described by φ. It is convenient
to work with two copies of M , denoted by Mα (target space) and Mµ (the coordinate space). Then,
we can think of X as a (smooth) map
X : Mµ →Mα Xα = Xα(yµ).
Below, we require this map to be bijective, and in particular to map ∂Mµ to ∂Mα. However, a
generalization along the lines of [18] should also be possible without this restriction.
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The parametrized action is given by pulling back the fields to Mµ, φ(y) = φ(X(y)), Gµν =
XαµX
β
ν gαβ, where we have introduced the differential map X
α
µ ≡ ∂X
α
∂yµ
. For Dirichlet or Neumann
boundary conditions on φ, the action thus reads
SP0 [φ,X ] = −
1
2
∫
Mµ
d4y
√
GGµν∂µφ∂νφ = −1
2
∫
Mµ
d4y
∣∣∣∣∂X∂y
∣∣∣∣√ggαβXµαXνβ∂µφ∂νφ. (2.4)
In the Robin case, this is supplemented by a similar pull-back SPRobin,bndy of the boundary term
SRobin,bndy. We define S
P
Robin = S
P
0 + S
P
Robin,bndy. Note that the differential map X
α
µ plays the role of
a vielbein, and can thus be used to formulate any parametrized field theory (e.g., even one a priori
involving vector fields) in terms of spacetime scalars.
Since our parametrized actions are simply the pull backs of good variational principles defined
by S0, SRobin, they must also yield good variational principles under the pull-back of the appropriate
boundary conditions; i.e., when F (X) = 0 on the boundary of Mµ and when φ satisfies the appro-
priate Dirichlet, Neumann, or Robin boundary condition (2.2). However, another way to arrive at
this key result is to note that, since a variation of the Xα fields acts as a diffeomorphism in the
unparametrized theory, the on-shell variation of SP0 with respect to X
δ must be
∫
∂M
√
hTαβρ
βδXα
where Tαβ is the stress tensor
Tαβ = ∂αφ∂βφ+ gαβL, (2.5)
with L defined by (2.1). Indeed, an explicit calculation (see appendix C) yields
δSP0 =
∫
∂Mµ
√
h
{
Tαβρ
βδXα − ∂ρφδφ
}
, (2.6)
where now ∂ρφ ≡ ρα
(
∂Xα
∂yµ
)−1
∂µφ. Using ∂αF ∝ ρα and ραδXα = 0 on ∂Mµ, it is clear that (2.6)
vanishes when φ satisfies the pure Neumann boundary condition (∂ρφ = 0). The result is also clear
for Dirichlet boundary conditions (φ = φ0(X)) using the fact that δX
α is tangent to the boundary
and thus that δXα∂αφ = 0 on ∂M
µ. In the Robin case, one may explicitly check that (2.6) is
canceled by the variation of SPRobin,bndy, see appendix C for details. For reasons discussed below, we
call F (X) = 0 the minimal boundary condition on the Xα.
By construction, the actions SP0 , S
P
Robin are invariant under diffeomorphisms y
′µ = yµ − ǫµ(y) of
our manifold with boundary, provided that all the fields transform as scalars:
δφ = ǫµ∂µφ δX
α = ǫµ∂µX
α. (2.7)
Note that the metric gαβ is also a scalar, so δgαβ = ∂γgαβδX
γ. Indeed, it can be readily verified that
the variation of (2.4) under (2.7) is
δS =
∫
Mµ
∂µ(Lǫµ),
which vanishes so long as ǫµρµ = 0, where ρµ = ∂µX
αρα is the pull back to M
µ of the unit normal
to the boundary.
Because diffeomorphisms that act non-trivially on the boundary define local symmetries of our
actions, we expect that all such diffeomorphisms are pure gauge (so long as they map ∂Mµ to itself).
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This differs from familiar cases involving gravity, where diffeomorphisms that act non-trivially on
the boundary define useful asymptotic symmetries and only diffeomorphisms that act trivially are
pure gauge. In particular, if boundary diffeomorphisms are pure gauge one expects the resulting
algebra of boundary observables not to be local in the sense of footnote 2. It is thus natural to ask
if other boundary conditions would give better analogues of the gravitational setting. To investigate
this question, we will study two additional classes of boundary conditions below:
• Velocity-fixed boundary conditions: Choose some scalar field t on the boundary for which
dt does not vanish. Also choose some non-vanishing vector field tµ on the boundary for which
tµ∂µt = 1. Then, in addition to setting F (X) = 0, we may fix X˙
α := tµ∂µX
α to be constants
on ∂Mµ . In this case, time translations define global, but not local symmetries of the system.
We may ask if the symmetry generator is non-trivial.
• Fully-fixed boundary conditions: Choose some diffeomorphism f from ∂Mµ to ∂Mα. Then
we may fix Xα = fα on ∂Mµ (in addition, of course, to F (X) = 0). Note that this boundary
condition imposes a well-defined causal structure on the boundary such that two boundary
points are causally related for any solution if and only if they are causally related in the
corresponding unparametrized theory. As a result, the algebra of boundary observables will
necessarily be local in the sense of footnote 2. While time translations are no longer symmetries
of the system, we may still ask if there is a (necessarily time-dependent) Hamiltonian which
generates some modified notion of time-translation.
Since both of these boundary conditions require F (X) = 0 (in addition to other conditions) on ∂Mµ,
it is clear that our actions SP0 , S
P
Robin again give good variational principles for these new boundary
conditions for Xα, so long as the appropriate Dirichlet, Neumann, or Robin boundary condition is
also imposed on φ.
3 Canonical Formalism
We begin our investigation of the Hamiltonian with the canonical formalism, as this is the most
familiar framework for studying such issues. The canonical formalism for parametrized field theories
on manifolds without boundary was studied in detail in [6], [9], and [11] building on [1, 10]. We review
this construction below, making explicit the issues associated with manifolds with boundaries. Our
discussion generally follows that of [9].
3.1 Geometry review
Consider the manifold M associated with the unparametrized theory (2.1) and the associated metric
g. Let us assume that M has the topology of a cylinder M = Σ × R, where Σ is the spatial mani-
fold. We are interested in the case where M has a time-like boundary ∂M . It is convenient for the
canonical formalism to describe the geometry as a foliation given by a smooth family of embeddings
Σt →M where t is a smooth parameter that we will call time. As in section (2), the coordinates on
M are denoted Xα. Coordinates on Σ will be xa = (r, xm) so that the foliation is Xα = Xα(t, xa)
and we may take the yµ of section (2) to be yµ = (t, xa). It is convenient to choose coordinates such
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that r = r0 is a constant on ∂M
µ. As a result, diffeomorphisms generated by the vector field ∂t
map ∂M to itself. Coordinates on ∂Mµ will be denoted by yA = (tˆ, xˆm). Here (tˆ, xˆm) are simply
the restrictions of (t, xm) to the boundary, but the hats (ˆ) will help to avoid certain ambiguities below.
Note that, since it maps vectors in M to vectors in Σ, the differential map ∂aX
α ≡ Xαa can be
thought of as a projector into each slice Σ. Furthermore, there exists a one form n = nαdX
α that is
orthogonal to Σ,
nαX
α
a = 0, (3.1)
which can be taken to be normalized everywhere
nαn
α = −1. (3.2)
We can therefore decompose every vector in M into its tangential and normal components with
respect to Σ,
V α = V nα +Xαa V
a V = −nαV α V a = XaαV α. (3.3)
In particular, it is useful to define the deformation vector X˙α = ∂tX
α
∣∣∣
xa
which relates two infinites-
imally close slices. It can be decomposed as
X˙α = Nnα +XαaN
a N = −nαNα Na = XaαNα, (3.4)
where N and Na are called lapse and shift. The induced metric on Σ is
γab = X
α
a gαβX
β
b . (3.5)
Similarly, we also define the unit normal ρα to the time-like boundary by ραX
α
A = 0 and ρ
αρα =
+1. It is useful to express it in terms of the basis nα, X
α
a ,
ρα = ρnα +X
a
αρa. (3.6)
Note that since ∂t preserves ∂M , we have 0 = F˙ ∝ ραX˙α and similarly Xαmρα = 0. Together with
the normalization condition ραρα = +1, these facts imply
ρα =
ρr
N
(N rnα +NX
r
α).
In terms of the induced metric hAB = X
α
AgαβX
β
B on the boundary, for which
√
g = ραX
α
r
√
h = ρr
√
h,
we have
ρα =
√
γ√
h
(N rnα +NX
r
α). (3.7)
3.2 Dirichlet and Pure Neumann Boundary Conditions
We now wish to use the technology introduced in section (3.1) to compute the canonical Hamiltonian,
thus writing the action in canonical form. We begin with the action (2.4), appropriate for Dirichlet
or pure Neumann boundary conditions on φ and save the Robin case for section 3.3.
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Pulling back the field φ to Σ as φ(X) = φ(X(t, xa)) yields
∂αφ = φ,⊥nα +X
a
αφ,a φ,⊥ = −nαφ,α φ,a = Xαa φ,α, (3.8)
and thus
SP0 =
∫
d4xN
√
γ
{
1
2
[(φ⊥)
2 − γabφ,aφ,b]− V (φ)
}
. (3.9)
We now compute the conjugate momenta
π =
δL
δφ˙
= −γ1/2φ,⊥, Pα = δL
δX˙α
= −Hφα , (3.10)
where L is the Lagrangian density L = √gL and
Hφα = −nαHφ +XaαHφa (3.11)
Hφ =
1
2
[
π2
γ1/2
+ γ1/2γabφ,aφ,b
]
+ γ1/2V (φ) Hφa = πφ,a. (3.12)
Let us now calculate the canonical Hamiltonian density in the parametrized theory. First, we
note that the canonical Hamiltonian density Huncan in the unparametrized theory may be written in
the familiar form
Huncan = NH
φ +NaHφa = X˙
αHφα , (3.13)
but where the lapse and the shift are not dynamical variables. Instead, they are fixed in terms of
the background metric. When we parametrize the theory, the embedding variables become canonical
variables. Thus
HPcan = PαX˙
α + πφ˙− L = PαX˙α +Hcan = 0, (3.14)
where we have used (3.10) to show that the final result vanishes.
Equations (3.11) and (3.12) imply that (3.10) cannot be used to express X˙α in terms of Pα. We
must therefore add appropriate constraints and Lagrange multipliers λα to the canonical action. As
in [6, 9], the result is
SP0,can[X
α, Pα, φ, π;λ
α] =
∫
dtddx
[
πφ˙+ PαX˙
α − λα(Pα +Hφα)
]
. (3.15)
Since it is equal on-shell to SP0 , this action is suitable for Dirichlet or pure Neumann boundary
conditions on φ and for minimal, velocity-fixed, or fully-fixed boundary conditions on the Xα.
At the formal level, it would appear that each of these cases leads to a good canonical formalism
and that the canonical Hamiltonian vanishes on-shell. In familiar settings, the fact that the canonical
formalism quantities requires observables to commute with all constraints means that the observable
algebra can be taken to be an on-shell algebra. In the present case, this would mean that all
observables must commute with the Hamiltonian. Thus for velocity-fixed boundary conditions,
where a priori one might have expected time translations to define asymptotic symmetries, and
even for fully-fixed boundary conditions, where one might have expected that time-translations are
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not symmetries at all, all observables would be invariant under time-translations. In this sense, time-
translations would remain pure gauge even for these more restrictive boundary conditions. However,
there are clearly subtleties to consider since the Hamiltonian (3.14) appears to act non-trivially on
the Xα at the boundary and thus fails to preserve the fully-fixed boundary conditions. Rather than
address the associated technical details here, for the moment we merely take the above analysis as
suggestive. It will be more convenient to analyze the details using the covariant phase space approach
of section 4. In particular, the fully-fixed boundary conditions will be treated in section 4.3.
3.3 Robin boundary conditions
As noted earlier, the case of Robin boundary conditions may be expected to be the most interesting
due to the presence of the explicit boundary term SRobin,bndy in the unparametrized action. Here we
briefly investigate the consequences for the canonical formalism. The story is in direct parallel with
the Dirichlet/pure Neumann case, except that the boundary metric h depends on X˙α. As a result,
at least for minimal boundary conditions on the Xα, the expression for Pα is modified
4. Thus, the
canonical momenta read
π = −γ1/2φ,⊥, Pα = −Hφα +
√
hX tˆα[φ∂ρφ−
α
2
φ2]δ(r, r0), (3.16)
where the delta function takes into account the fact that the second term in (3.16) only contributes
at the boundary. Again, an explicit calculation shows that the Hamiltonian density Hcan = piq˙
i −L
vanishes, and even the boundary term in the action (2.3) is exactly canceled by the boundary term
in the momenta (3.16). This last point can be seen by noting that X˙αX tˆα = 1. Once more, we find
that the canonical Hamiltonian vanishes.
However, it is difficult to find a good canonical action for this system. To illustrate the point,
suppose that we simply add the definition of the Pα to the action as constraints. This yields
S =
∫
dt
∫
Σ
d3x{πφ˙+ PαX˙α − λα[Pα +Hφα]} −
∫
dt
∫
∂Σ
d3xλα
√
hX tˆα[φ∂ρφ−
α
2
φ2]. (3.17)
As the reader will note, the boundary term in (3.17) still depends on velocities which have not been
written in terms of momenta. One might like to use (3.16) to replace velocities on the boundary
by momenta, but it is not clear to us how this might be usefully achieved. The greatest problem
appears to be the presence of the delta-function on the right-hand side of (3.16). If one imagined
a discretized version of this theory in which the delta-function were replaced by a Kronecker delta,
there would be no obstacle. This observation raises concerns about the extent to which the canonical
formalism is well-defined for the parametrized scalar with Robin boundary conditions. We therefore
turn to a covariant phase space analysis, in which it will be possible to check directly whether the
resulting phase space is well-defined. For related reasons, we postpone discussion of velocity-fixed
and fully-fixed boundary conditions to section 4 as well.
4One may use the boundary condition (2.2) to eliminate the other velocities that appear in the boundary term so
that pi remains unmodified
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4 Covariant Phase Spaces
We now clarify various issues raised in the canonical approach by analyzing our parametrized field
theory with boundary using covariant phase space technology. The key element in such constructions
is the symplectic structure, which we will need to define so that it is conserved under the appropriate
boundary conditions. In the formalism of e.g. [19], this property is not guaranteed a priori and
one must attempt to correct any non-conservation by adding an appropriate boundary term to the
symplectic structure. In particular, changes of boundary conditions must generically be accompanied
by the addition of further boundary terms to the symplectic structure. A prescription for linking
the symplectic structure to boundary terms in a variational principle was introduced in [20, 21]. We
therefore briefly review both the covariant phase space formalism and the prescription of [20, 21]
before beginning specific calculations below.
Suppose that our variational principle is given, up to possible boundary terms, by the integral
of Lagrange density L. Here we take L to be a d-form in d-dimensional spacetime. Then the con-
struction of the covariant phase space begins with the computation of the Euler-Lagrange equations.
Specifically, one defines the symplectic potential d− 1 form θ[δ] by writing
δL = δELL + dθ[δ], (4.1)
where δEL is the so-called “Euler-Lagrange variation,” meaning that it is precisely the combination of
derivatives with respect to coordinates and velocities (and, more generally, higher time-derivatives)
that yields the Euler-Lagrange equations for the action (or their higher-derivative equivalents). The
fact that δELL differs from δL by a total derivative is the statement that the variation of the action
yields the Euler-Lagrange equations after integrations by parts and up to boundary terms. Of course,
(4.1) defines θ[δ] only up to the addition of an exact form (a “boundary term”). The notation θ[δ]
indicates that θ takes as an argument a variation δ of the full set of fields.
The next step is to compute the symplectic d− 1 form ω = δ[12]θ := δ1θ[δ2]− δ2θ[δ1], where we
have introduced the symbol δ[12] to denote this anti-symmetric variation. The symplectic structure
is then the integral
Ω =
∫
Σ
ω (4.2)
over any complete hypersurface Σ (i.e., for which ∂Σ ⊂ ∂M). Shifting θ by an exact form dB also
shifts ω by the exact form dδ[12]B, and so shifts Ω by a boundary term
∫
∂Σ
δ[12]B.
Suppose that one may choose the exact form B so that θ vanishes when pulled-back to ∂M .
Then ω also vanishes on ∂M , and Ω is independent of the choice of surface Σ; i.e., Ω is conserved.
Now consider a region R ⊂M bounded by two complete hypersurfaces Σ1,Σ2. Then we have
δ
∫
R
L ≈
∫
∂R
θ, (4.3)
where ≈ denotes equality on-shell. Of course, the part of the left-hand-side associated with ∂M
vanishes. In this sense, the boundary term in δS vanishes locally on ∂M . So finding a choice of θ
that vanishes on ∂M is equivalent to finding a variational principle in which the boundary terms of
δS vanish locally on ∂M , and such a choice guarantees conservation of Ω.
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The observation of [20] is that finding such a variational principle often involves adding explicit
boundary terms to the action. This can be viewed as shifting L by an exact form, with an associated
change of θ. It is clear from the above argument that the shifted symplectic potential should vanish
on ∂M . Suppose in particular that S =
∫
M
Lbulk+
∫
∂M
Lbndy for some d−1 form Lbndy. Let us define
θbulk, θbndy, and θ by
δLbulk = δELLbulk + dθbulk[δ],
δLbndy = δELLbndy + dθbndy[δ],
and θ = θbulk − dθbndy. (4.4)
Then the boundary terms in δS will again vanish locally on ∂M if
θbulk + δELLbndy = 0 on ∂M. (4.5)
While this need not imply that θ = 0 on ∂M , it does imply that ω (the anti-symmetric variation of
θ) vanishes when pulled back to ∂M . The key point here is that since δELLbndy +dθbndy[δ] is a total
variation, its anti-symmetric variation must vanish. Thus
ωbulk − dωbndy = 0 on ∂M. (4.6)
In the context of parametrized field theories, these observations give a prescription for defining
conserved symplectic structures from the actions SP0 , S
P
Robin. Although we have already studied
the Dirichlet/pure Neumann case using canonical methods, it is useful to address such boundary
conditions again in the covariant setting before moving on to the more complicated Robin case. This
will also allow us to understand the subtleties of fully-fixed boundary conditions on the Xα and to
analyze more fully which diffeomorphisms are pure gauge. We do so in section 4.1 below. We then
add the appropriate boundary terms to the symplectic structure for Robin boundary conditions in
section 4.2.
4.1 The Dirichlet/pure Neumann case
In order to compute the symplectic structure for the action (2.4), we find it convenient to write the
symplectic potential d−1 form θ as the anti-symmetric symbol contracted with a current density θ˜µ,
and to similarly replace the symplectic d-form ω by ω˜µ. As a result, this current density is defined
by δL = (eoms)δΦ + ∂µθ˜µ, where L is the Lagrangian viewed as a scalar density. For the action
(2.4), we obtain
θ˜µ(δ1X, δ1φ) =
√
Gθµ, θµ = T µα δ1X
α − πµδ1φ, (4.7)
where T αµ = X
α
νG
νλTλµ, π
µ = Gµν∂νφ and the stress tensor Tµν is the pull-back of (2.5). The
densitized symplectic current is thus
ω˜µ = δ2
√
Gθµ[δ1] +
√
G[δ2T
µ
α δ1X
α − δ2πµδ1φ]− (1↔ 2) (4.8)
By the usual arguments, one can show that ∂µω˜
µ = 0 on-shell. The symplectic structure is defined
by
Ω(δ1, δ2;φ,X) =
∫
Σ
d3y
√
γnµω
µ(δ1, δ2;φ,X), (4.9)
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where ωµ = G−1/2ω˜µ, Σ is a complete hypersurface with induced volume element
√
γ, and nµ is the
unit normal to Σ. We emphasize that, due to the existence of a good canonical action (3.15) for this
system, the covariant phase space defined by this symplectic structure is equivalent to the canonical
phase space taken on-shell; i.e., it is equivalent to the Dirac brackets defined by the Poisson bracket
and the constraints Pα +H
φ
α = 0.
The symplectic structure Ω is independent of Σ if the symplectic flux,
Φ =
∫
∂Mµ
√
hρµω
µ =
∫
∂Mµ
ρ¯µω˜
µ (4.10)
vanishes. Here we have defined ρ¯µdx
µ = dr so that δρ¯µ = 0. Let us also introduce the radial lapse
Nr which satisfies Nrρ¯µ = ρµ. As noted above, the vanishing of (4.10) is guaranteed so long as we
have have been careful to define θ as dictated by our calculation of δS in section 2. We may check
this explicitly as follows. It is straightforward to verify that
ρµω
µ = −1
2
δ1X
αδ2X
µ
αρµ(∇φ)2 + ρµδ2πµ(∂αφδ1Xα − δ1φ)− (1↔ 2) (4.11)
where we have used the boundary condition for the embedding variables ραδX
α = 0 as well as
ραθ
α = 0, which follows from the fact that all boundary terms in the variation of SP0 vanish for the
stated boundary conditions. The first term in (4.11) vanishes under anti-symmetrization:
δ1X
αδ2X
µ
αρµ − (1↔ 2) = −ρβδ1Xα∂αδ2Xβ − (1↔ 2) = ∂αρβδ1Xα ∧ δ2Xβ = ∇βραδ1Xα ∧ δ2Xβ
= −KABXAαXBβ δ1Xα ∧ δ2Xβ = 0,
where we have again used ραδX
α = 0 and the fact that the extrinsic curvature KAB is symmetric.
The second term in (4.11) then vanishes for either Dirichlet boundary conditions (where 0 = ∂αφδX
α)
or Neumann boundary conditions (where ρµδπ
µ = Nrρ¯µδπ
µ = Nrδ(ρ¯
µ∂µφ) = 0).
Now, the canonical analysis of these boundary conditions suggested that all diffeomorphisms
which preserve ∂M are pure gauge, whether or not their action on ∂M is trivial. In the covariant
phase space formalism, pure gauge transformations correspond to degenerate directions of the sym-
plectic structure. It is not hard to show that this is the case for such diffeomorphisms. Specifically, we
now verify that given a solution of the full equations of motion (X, φ), a linearized solution (δ2X, δ2φ)
and the variation (δ1X, δ1φ) along a diffeomorphism as in (2.7), we have
Ω(δ1, δ2) = 0.
It is convenient to note that, under (2.7), all the quantities transform as tensors in their internal
µ indices and as scalars in the target α indices, e.g.
δT µα = ǫ
ν∇νT µα − T να∇νǫµ.
Using this property and the fact that the background satisfies the equations of motion, it is not
difficult to show that
Ω =
∫
Σ
d3x
√
γnµ∇ν(ǫµθ[δ2]ν − ǫνθ[δ2]µ). (4.12)
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Furthermore, given a skew-symmetric space-time tensor Aµν ,
nµ∇νAµν = −DaA⊥a = Da(nµAµνXaν ), (4.13)
where D is the covariant derivative on the slice Σ (i.e., Dbv
a = XaαX
β
b∇β(vcXαc )). Moreover, for any
vector field V a on Σ Stokes’ theorem allows us to write∫
Σ
√
hDaV
a =
∫
∂Σ
√
h∂ ρˆaV
a,
where ρˆa is the unit normal to ∂M in Σ. Since this notion of “unit normal” is defined with respect
to the induced metric γab, the one-form ρˆa differs from the pullback of ρα to Σ by a normalization
factor σ: ρˆa = σX
α
a ρα, where σ = [1 + (ρ · n)2]−1/2.
Using these results, we can write (4.12) as a boundary term on the cut ∂Σ of ∂M :
Ω =
∫
∂Σ
dS
√
h∂σρaX
a
νnµ(ǫ
µθν2 − ǫνθµ2 ), (4.14)
Decomposing ρµ = ρ⊥nµ +X
a
µρa, we finally obtain
Ω =
∫
∂Σ
dS
√
h∂σ[(ǫ
νnν)(θ
µ
2ρµ)− (ǫµρµ)(θν2nν)] = 0, (4.15)
which vanishes since the action is differentiable (θµ2ρµ
∣∣
∂M
= 0) and the diffeomorphism preserves the
boundary (ǫµρµ
∣∣
∂M
= 0). As a result, any generator of diffeomorphisms (including time-translations)
must be a constant, and can be taken to vanish on-shell.
The above results hold for any of our boundary conditions onXα, whether minimal, velocity-fixed,
or fully-fixed. Of course, for each case we must restrict the variations considered to be compatible
with the boundary conditions. In the velocity-fixed case, one therefore allows the action of a dif-
feomorphism only if it preserves these boundary conditions. But for such cases the diffeomorphism
is again a degenerate direction of the symplectic structure, and this is in particular the case for
time-translations. So, again, we make take the generator to vanish.
As in the canonical analysis, the fully-fixed boundary conditions are more subtle as they are not
invariant under time-translations. We therefore postpone their discussion to section 4.3. However,
we will see there that, whenever we find a well-defined boundary Hamiltonian, it again vanishes on
shell.
4.2 Robin case
We now turn to the case of the Robin boundary conditions (2.2) on the field φ. As usual, we begin
with a discussion of minimal boundary conditions for the Xα.
As we mentioned in section 2, differentiability of the action is achieved by adding the boundary
term (2.3). Following [20], we write the associated symplectic structure as
Ω =
∫
Σ
n¯µω˜
µ
bulk +
∫
∂Σ
n¯Aω˜
A, (4.16)
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where ω˜bulk is the densitized symplectic current from section 4.1, ω˜
A is the symplectic current on
the boundary defined by SRobin,bndy in (2.3), considered as a densitized current with respect to the
boundary metric hAB, and nA the projection of the space-time normal along the boundary. The bars
on n¯µ, n¯A denote the inclusion of an appropriate factor of the lapse to make the integrand a density
in the relevant submanifold, i.e. n¯µ = N
−1nµ and n¯A = N
−1nA.
The symplectic potential associated to the boundary term in (2.3) is
θ˜Abndy =
√
h[
α
2
φ2 + βφ]XAα δX
α, (4.17)
where we have used the boundary condition (2.2) to replace the derivative ∂ρφ with αφ+ β. Taking
another variation and anti-symmetrizing, we find the boundary symplectic current
ω˜A = ∂B(
√
hXBβ δ1X
α ∧ δ2XβXAα )[
α
2
φ2 + βφ]
+
√
hXAα (
∂βα
2
φ2 + β∂βφ)δ1X
α ∧ δ2Xβ +
√
hXAα ∂ρφ(δ1X
αδ2φ− δ2Xαδ1φ). (4.18)
Let us verify conservation under the new boundary conditions. This amounts to showing that
∫
R
ω˜µbulkρ¯µ +
∫ ∂Σ2
∂Σ1
ω˜Abndyn¯A = 0 (4.19)
where R is a region of the time-like boundary such that ∂R = ∂Σ2 − ∂Σ1 where ∂Σi are two cuts of
the boundary and
∫ ∂Σ2
∂Σ1
≡ ∫
∂Σ2
− ∫
∂Σ1
. Denoting ∆i = ∂αφδiX
α− δiφ, the first term in (4.19) can be
written ∫
R
ω˜µbulkρ¯µ =
∫
R
∂A
{√
hXAα ∂ρφ[∆1δ2X
α −∆2δ1Xα]
}
. (4.20)
Moreover, by applying Stokes’ theorem5∫
R
∂A(
√
hV A) = −
∫
∂Σ2−∂Σ1
nˆAV
A,
we can rewrite (4.20) as
∫
R
ω˜µbulkρ¯µ = −
∫ ∂Σ2
∂Σ1
√
h∂σnα∂ρφ[∆1δ2X
α −∆2δ1Xα]. (4.21)
Let us now calculate the integrals over ∂Σ1,2 in (4.19). Looking at (4.18), we note that a good
strategy to calculate these integrals is to integrate by parts the first term in (4.18) and move the
derivative to the factor [αφ2/2 + βφ]. This can easily be done noting that, for a skew-symmetric
tensor CAB,
n¯A∂B(
√
hCAB) =
1
Nσ
nˆA
√
hDBCAB =
√
h∂nˆADBCAB
=
√
h∂DI(nˆAC
ABXIB) = ∂I(
√
h∂ nˆAC
ABXIB) (4.22)
5Note that the extra minus sign is correlated to the fact that the normal is time-like.
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where used have been made of (4.13) and
√
h = Nσ
√
h∂ . The index I corresponds to an index in
the cut ∂Σ and the symbols D and D denote the covariant derivatives along the boundary ∂M and
the cut of the boundary ∂Σ, respectively. Using the result (4.22), and the fact that the boundary is
compact (so no extra boundary terms arise integrating by parts) we readily find that
∫ ∂Σ2
∂Σ1
ω˜Abndyn¯A =
∫ ∂Σ2
∂Σ1
√
h∂σnα∂ρφ[∆1δ2X
α −∆2δ1Xα] (4.23)
so that (4.19) holds and the symplectic structure is conserved under minimal boundary conditions
for Xα and Robin boundary conditions for φ.
Let us now verify that diffeomorphisms preserving the boundary are degenerate directions of the
above symplectic structure. Taking δ1 in (4.23) to be a diffeomorphism, the boundary contribution
to Ω takes the form, ∫
∂Σ
ω˜Abndyn¯A =
∫
∂Σ
√
h∂σ(ǫ
µnµ)∂ρφ(δ2φ− ∂αφδ2Xα). (4.24)
Using the boundary condition ραδX
α = 0, we can easily show that this exactly cancels the term
(ǫνnν)(θ
µ
2ρµ) in (4.15). As a result, diffeomorphisms that satisfy ǫ
µρµ = 0 at the boundary are again
degenerate directions of the symplectic structure.
We now turn to velocity-fixed boundary conditions for Xα. Here, a priori, one might think that
there is a choice of symplectic structures. The first choice would be to use (4.16) with ω˜µbulk and ω˜
A
defined precisely as above. However, one might think that there is an alternate choice of symplectic
structure defined by first using the velocity-fixed boundary conditions to remove all time-derivatives
from the boundary term SPbndy and only then computing the boundary symplectic structure. Such
a prescription leads to θ˜t = 0 and thus ω˜t = 0. As a result, if the hypersurface Σ is taken to be a
surface of constant t we have simply
Ωalternate =
∫
Σ
n¯µω˜
µ
bulk (4.25)
with no additional boundary term. However, the use of this symplectic structure is not in accord
with the prescription of [20]. The relevant point is that, while the action SP0 + S
P
bndy defines a good
variational principle even if one first uses the boundary conditions to eliminate time-derivatives from
the boundary term, the computation to show this still requires an integration by parts in time along
the boundary. Had we not first eliminated the time derivatives from SPbndy, this integration by parts
would be implicit in (4.4). But when such time derivatives are eliminated first, it must be considered
part of the prescription to define θbulk; i.e., the prescription of [20] would now define a new θbulk,v−fixed
which turns out to differ from the old θbulk precisely by dθbndy as defined by (4.17). Thus the full
symplectic structure Ω defined by [20] from the action SP0 + S
P
bndy is the same whether or not one
first uses the boundary conditions to eliminate time-derivatives from SPbndy. Indeed, one may check
directly that (4.25) is not conserved, and so does not define a good covariant phase space.
As a result, we take the velocity-fixed symplectic structure to be the same as for minimal boundary
conditions, adding only the restriction that variations must preserve the additional boundary condi-
tions. It is thus clear that diffeomorphisms preserving the boundary conditions are again degenerate
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directions of the symplectic structure. Time translations are pure gauge, and the Hamiltonian may
be taken to vanish. The situation for fully-fixed boundary conditions will be discussed in section 4.3
below.
4.3 Fully Fixed Boundary Conditions
In the preceding sections we have seen that, for boundary conditions that preserve time-translation
symmetry, the Hamiltonian in parametrized field theories acts trivially on all observables and can
be taken to vanish. As mentioned in the introduction, this statement follows from the analysis of
[13], which used an approach based on the Peierls bracket. It would clearly be desirable to extend
our results to a more a general setting including boundary conditions not invariant under time-
translations and which guarantee locality of the algebra of boundary observables in the sense of
footnote 2. This is the goal of the present section. Specifically, we consider fully fixed boundary
conditions for the Xα in which we require the embedding fields to approach prescribed values at the
boundary: Xα
∣∣
∂M
= fα for some functions fα.
Choosing boundary conditions that break time-translation symmetry means that strict time-
translations will not preserve the space of solutions and cannot be generated by any function on
the covariant phase space. However, this need not be the end of the story. The situation is quite
similar to the case of particle mechanics in an external time-dependent potential V (t) or magnetic
potential Ai(t). In that case one has a natural definition of Hamiltonian H(t) despite the lack of
time-translation symmetry, though H(t) is not conserved. The point is that for any particular t0
the Hamiltonian H(t0) at that time is defined to act as an infinitesimal time translation only on
the initial data (say, qi, pi) at t0. For t 6= t0, the tangent vector δt0qi(t) to the space of solutions
describing the motion generated by H(t0) is defined from this initial data by solving the linearized
equations of motion. I.e., we generally have
δt0q
i(t) = −q˙i(t) and δt0pi(t) = −p˙i(t) (4.26)
only for t = t0.
We would like to consider a corresponding construction for our time-dependent boundary condi-
tions. Let us first consider the case of Dirichlet boundary conditions for the scalar φ. This setting
can then be formally mapped to the one above by a change of variables on field space. We need only
introduce background field configurations φ¯, X¯α that satisfy the desired boundary conditions and
then rewrite the theory in terms of ϕ := φ− φ¯, ∆α := Xα− X¯α, which then satisfy the homogeneous
time-independent boundary conditions ϕ = 0, ∆α = 0. Of course, the new action will depend on the
time-dependent background fields φ¯, X¯α which play the role of the external potentials Ai(t), V (t) in
the above discussion.
Then one expects this procedure to yield a well-defined (time-dependent) Hamiltonian for any
such background configurations φ¯, X¯α (without requiring them to satisfy any equations of motion).
However, since the resulting actions are not invariant under the action of diffeomorphisms on the
remaining dynamical fields ϕ,∆α, these Hamiltonians will generally not reduce to boundary terms
on-shell.
One may hope to overcome this last obstacle using the fact that φ¯ and X¯α are arbitrary. As
such, we may introduce a family of such backgrounds φ¯s, X¯
α
s labeled by the parameter s > 0. Away
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from the boundary, we can require X¯αs to vanish and φ¯s to become constant in the limit s→ 0. We
also assume that these background are uniformly bounded, independent of s. We may then hope
that diffeomorphism-invariance in the bulk is restored in this limit and that the limiting Hamiltonian
becomes a pure boundary term on shell. However, this property must be checked for any particular
choice of the family φ¯s, X¯
α
s . Below, we study those families for which φ¯s := φ¯(X¯s) where φ¯ is a fixed
smooth function of its argument. This simplifies the analysis somewhat as we need only specify X¯s
in detail. Below, we occasionally omit the subscript s.
We begin by choosing some vector field ǫµ tangent to the boundary ∂Mµ to define our notion
of time-translation. As in the point particle discussion, the infinitesimal transformation is specified
in terms of initial data at a particular time, which in the present context means on some particular
hypersurface Σ. For future reference we note that, if desired, we are free to choose Σ to depend on the
solution φ,Xα about which one linearized to define the infinitesimal transformation. Since we wish
to specify the transformation in terms of canonical fields that satisfy time-independent boundary
conditions, it is convenient to also introduce reference configurations for the conjugate momenta. We
introduce π¯s(X¯s) :=
√
γ¯Π(X¯s), where Π(X¯s) is fixed scalar functions of X¯s and γ¯ is the determinant
of the pullback of Gµν to Σ evaluated on the background X¯s. We also introduce P¯α,s(X¯s) := −Hφα
where the overline on the right-hand side indicates that Hφα is to be evaluated on the background
φ¯(X¯s), X¯
α
s . Thus our background is chosen to satisfy the constraints. We then define the subtracted
quantities πϕ,s = π− π¯s, P∆α,s = Pα− P¯α,s which are canonically conjugate to ϕ and ∆. We then take
δ˜s to be the transformation on the space of solutions that acts as
δ˜sϕ|Σ = −ǫµ∂µϕ|Σ, δ˜sπϕ|Σ = ∂µ(ǫµπϕ)|Σ,
δ˜s∆|Σ = ǫµ∂µ∆|Σ, δ˜sP∆α |Σ = ∂µ(ǫµP∆α )|Σ. (4.27)
Here we have taken into account the fact that the momenta are densities on Σ. Away from the
surface Σ, the variations δ˜s are defined by the fact that they must solve the linearized equations of
motion6 with initial data (4.27). Although it is not reflected in our choice of notation, it is important
to note that the definition of δ˜s will in general depend on the choice of Σ, as (4.27) will generally
hold only on this surface.
We are of course interested in the limiting transformation δ˜ := lims→0 δ˜s. In order to handle this
discontinuous transformation we define symplectic products with δ˜ through this limit; i.e., we define
Ω(δ˜, δ) := lim
s→0
Ω(δ˜s, δ) (4.28)
for any tangent vector δ to the covariant phase space. The symplectic structure (4.9) may be written
in the form
Ω(δ1, δ2) =
∫
Σ
−δ1Hφα ∧ δ2Xα + δ1π ∧ δ2φ =
∫
Σ
n¯µδ1(
√
GT µα ) ∧ δ2Xα + δ1π ∧ δ2φ (4.29)
where the first equality is the standard fact that the canonical symplectic structure Ωcan =
∫
Σ
δp∧δq
agrees with the covariant symplectic structure when pulled back to the constraint surface (i.e., when
6This solution is not unique due to the gauge symmetry, but one may choose any family of solutions which depends
smoothly on the initial data and the background fields.
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one imposes Pα = −Hφα). The second equality follows from
√
GTαβn¯
β = −Hφα and the fact that
δn¯µ = 0. In order to evaluate (4.29) on δ˜, it is convenient to write (4.27) in terms of the original
fields. Using the fact that the reference configurations are fixed functions of X¯α, (4.27) can be written
δ˜s = δǫ + δˆs (4.30)
where δǫ is a diffeo along ǫ and δˆs is given on the slice Σ by
δˆsφ = −ǫµ∂µφ¯, δˆsπ = ∂α[√γ¯Π¯(X¯)δˆsXα],
δˆsX
α = −ǫµ∂µX¯α, δˆsPα = ∂β[√γ¯p¯α(X¯)δˆsXβ]. (4.31)
Since we have already established that diffeomorphisms are null directions of Ω, it remains only
to compute the symplectic product Ω(δˆs, δ) of δˆs with a general on-shell variation δ using (4.29). It is
useful to begin by choosing a specific form of regulator. In particular, we take X¯αs = Rs(r)X¯
α where
X¯α is a fixed, smooth, s-independent background that satisfies the required boundary conditions,
r is the coordinate introduced earlier for which the boundary of Mµ is r = r0, and Rs(r) is a one-
parameter family of smooth uniformly bounded functions for which Rs(r0) = 1 and lims→0Rs(r) = 0
for r 6= r0. It is also convenient7 to choose a time coordinate t adapted to our slice Σ such that t is
constant on the slice so that ∂r is tangent to Σ.
There are several types of terms in the symplectic structure. The terms involving δπδˆsφ and
n¯µδ(
√
GT µα )δˆsX
α are of the form AαδˆsX
α of Aδˆsφ where Aα, A are smooth and independent of s.
The integrals of such quantities vanish in the the limit s → 0. To see this, first note that for µ 6= r
the derivatives ∂µX¯
α
s , ∂µφ¯s are of the form Rs times functions uniformly bounded in s. Thus the
contributions of these terms vanish as s → 0. It remains to deal with the ∂r derivatives, which we
will shortly integrate by parts. But before doing so, note that we may replace ∂rφ¯ by ∂r[φ¯ − φ¯(0)],
where φ¯(0) is the constant obtained by evaluating φ¯ at the origin X¯α = 0. Integrating by parts now
yields bulk terms of the form
∫
Σ
BαX¯
αRs and
∫
Σ
B[φ¯ − φ¯(0)] where Bα, B are again smooth and
independent of s which vanish in the limit s → 0. Finally, we address the boundary terms. These
vanish because they are proportional to ǫr and ǫµ is tangent to the boundary.
Next consider the term in the symplectic structure involving δˆsπδφ. All terms generated by the
action of ∂α in (4.31) are of the form just discussed except the term involving
∂αδˆX¯
α = −X¯µα∂µ[ǫν∂νX¯αs ]. (4.32)
Unfortunately, this term is not of the form just discussed. Indeed, we have found no way to reduce
this term to a useful boundary term in the limit s → 0. Except in the case Π¯ = 0 where this
term vanishes, it therefore appears that the limiting Hamiltonian is not a member of the algebra of
boundary observables on ∂Σ in the sense of [2, 3]; i.e., that it cannot be expressed in terms of fields
and their radial derivatives evaluated on ∂Σ. One would like to find an argument to demonstrate
this conclusively, but such a task is beyond the scope of this work.
Let us therefore focus the “pure Dirichlet” boundary condition φ|∂M = 0 for which the choice
Π¯ = 0 is clearly allowed. This also sets H
φ
α = 0 so that the remaining n¯µδˆ(
√
GT µα )δX
α term in the
7This step merely simplifies the calculations. The final result is independent of this choice.
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symplectic structure also vanishes. Thus, in this particular case we find Ω(δˆs, δ) → 0 so that the
limiting Hamiltonian is trivial.
At a technical level, the problems encountered above stem from the fact that the momenta are
densities on the surface Σ. An alternate strategy is thus to work only with tensors, and thus to specify
the transformation δ˜ and thus δˆ through a choice of velocities on Σ. Of course, such a procedure
is not a priori guaranteed to yield a canonical transformation, so we will have to check explicitly
whether the s → 0 limit yields a Hamiltonian vector field. We leave the associated calculations for
appendix A where arguments similar to those above yield
Ω(δ˜, δ) =
∫
∂Σ
√
h∂ [(n · ρ)σϕ˙δϕ] . (4.33)
The explicit computations in appendix A are for the Robin case, though of course the pure Neumann
condition is just the special case α = β = 0 and the general Dirichlet case can be obtained by taking
α, β →∞ with α/β fixed.
Some comments are in order. First, we note that this clearly vanishes for Dirichlet boundary
conditions (δϕ|∂M = 0), and in particular for the pure Dirichlet case δφ|∂M = 0 in agreement with
our discussion above. For other boundary conditions on φ, (4.33) vanishes identically only if the
surface Σ is chosen to intersect the boundary orthogonally (so that n · ρ = 0). Such a choice means
that Σ depends on the particular solution φ,Xα about which we linearized to specify the infinitesimal
transformation in (4.27), but this creates no problems. Making such a choice, the above notion of
time-translation is once again pure gauge and the Hamiltonian vanishes on shell.
On the other hand, if n ·ρ 6= 0, it turns out that the transformation δ˜ is not a Hamiltonian vector
field. As a result, it does not define a canonical transformation and has no generator. One may see
this by taking an additional variation of (4.33) and anti-symmetrizing. For simplicity, let us consider
variations δ1, δ2 for which δ1,2X
α = 0. Then we find
δ2Ω(δ˜, δ1)− δ1Ω(δ˜, δ2) =
∫
∂Σ
√
h∂σ(n · ρ)[δ1ϕδ2ϕ˙− δ2ϕδ1ϕ˙]. (4.34)
Because ϕ and ϕ˙ are independent pieces of initial data, (4.34) cannot vanish in general. Thus the
equation Ω(δ˜, δ) = δH [δ˜] that would define the HamiltonianH [δ˜] is not integrable and no Hamiltonian
exists.
5 Discussion
Despite the presence of diffeomorphism invariance, one expects that non-gravitational parametrized
theories should not have Hamiltonians given by useful boundary terms. The results of [6, 9] clearly
show that this is the case for the simplest boundary conditions. We have verified this expecta-
tion in detail for a broader set of boundary conditions above, including Robin boundary conditions
for the dynamical scalar field φ and both velocity-fixed and fully-fixed boundary conditions for
the parametrization scalars Xα. Covariant phase space techniques were used to investigate certain
subtleties. Our analysis verifies the result of [13] (based on Peierls Bracket techniques) that the
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Hamiltonian of parametrized field theories must vanish whenever the boundary conditions are in-
variant under time-translations. For all such boundary conditions studied, time translations were
degenerate directions of the symplectic structure and thus pure gauge.
Even for our fully-fixed boundary conditions, for which time-translations are not symmetries, all
notions of boundary Hamiltonian that we could construct vanish on-shell, so that the transformations
they generate are again pure gauge. For cases that were not pure gauge either the transformation
failed to be integrable, and so had no Hamiltonian generator, or for technical reasons the resulting
Hamiltonian could not be shown to reduce to a boundary observable in the sense of [2, 3]. It
therefore appears that the Hamiltonian of a parametrized field theory never defines a useful boundary
observable. It would of course be useful to show this more definitively, and in particular to more
rigorously demonstrate that Hamiltonians associated with the transformations (4.27) do not reduce
to boundary observables when the regulator is removed.
It is interesting to ask to what extent this result is reproduced by other formalisms commonly used
to compute Hamiltonians. Consider for example the Regge-Teitelboim approach of [22]. The key
ingredient of this procedure is to ask whether the vanishing Hamiltonian we obtained is differentiable
under the specified boundary conditions. At least for the simple case where we have identified a good
canonical Hamiltonian, we may note that the action and the (extended) Hamiltonian only differ by
the terms that do not contain spatial derivatives (∼ pq˙), and see immediately that differentiability
of the action implies differentiability of the Hamiltonian. Since the former was established in section
3.2, we conclude that the corresponding Hamiltonians are differentiable and hence vanish within
the Regge-Teitelboim formalism. While the existence of a good canonical formalism for the Robin
case remains unclear, the above argument nevertheless implies that the Legendre transform of the
action is differentiable. This suggests that any Regge-Teitelboim analysis of the Robin case will again
conclude that the Hamiltonian vanishes on shell.
If we try to apply the formalisms due to Abbott-Deser-Tekin [23, 12] or Barnich-Brandt [24] to
our non-gravitational parametrized theories, we encounter two major difficulties. The first is related
to the fact that both methods rely upon the existence of a generalized Bianchi identity. This identity
is trivial for non-gravitational parametrized theories in the following sense: for a general theory, let
ϕ denote the full collection of fields and write the action of diffeomorphisms as δǫϕ = Rµ(ǫ
µ), where
ǫµ is the vector field that generates the diffeomorphism. The operators Rα are assumed to be local
and linear in the gauge parameters and their derivatives. As a consequence of gauge invariance of
the action, it follows that
0 = δǫS =
∫
M
δL
δϕ
Rα(ǫ
α) =
∫
M
R+α (
δL
δϕ
)ǫα, (5.1)
where the Noether operator R+α is the adjoint of Rα, defined by integrating by parts until no deriva-
tives act on the ǫµ, and δL
δϕ
is the Euler-Lagrange variation of L defined in section 4. A direct
consequence of (5.1) are the generalized Bianchi identities
R+α (
δL
δϕ
) = 0. (5.2)
Now, in gravitational theories or Yang-Mills theory, the gauge transformation Rα(ǫ
α) contains deriva-
tives of the gauge parameters. As a consequence, the identities (5.2) correspond to linear combi-
nations of derivatives of the equations of motion. On the other hand, in the non-gravitational
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parametrized field theories considered here all fields transform as scalars8 under diffeomorphisms
(δǫφ = ǫ
µ∂µφ and similarly for the Xs). As a result, the objects R
+
α (
δL
δφ
) appearing in (5.2) are
simply algebraic combinations of the equations of motion. In the context of the Abbott-Deser-Tekin
method, this lack of derivatives leads to a quantity that satisfies an algebraic relation at each point
instead of a conservation law; i.e., it does not define a conserved energy for our non-gravitational
theories. In the Barnich-Brandt formalism, the fact that Rα is self-adjoint (Rα = R
+
α ) for non-
gravitational parametrized field theories implies that their Noether current vanishes identically and
that the associated conserved quantity vanishes.
Of course, there is in addition a further difficulty in attempting to apply both the Abbott-Deser-
Tekin and Barnich-Brandt formalisms. To define an energy, both settings require the choice of
some background solution with a time-translation symmetry. This is usually straightforward for
general relativity or other gravitational theories, but for non-gravitational parametrized theories all
configurations with Killing symmetries are singular! The point is simply that invariance of the Xα
requires these fields to be constant along the relevant vector field. But then the differential map
∂µX
α is not invertible. As a result, the inverse “metric” γab which appears in the action (3.9) is
ill-defined. It is possible that this issue could be resolved using the formalisms of [25, 26, 27] to
extend the definition of non-gravitational parametrized theories to such degenerate configurations,
but we will not explore this here.
Our motivation to investigate Hamiltonians for diffeomorphism-invariant theories came from stud-
ies of holography. Because interesting forms of holography are expected to hold only for gravitational
systems, systems without gravity and with local algebras of boundary observables (see footnote 2)
should generally fail to satisfy at least one of properties (i), (ii), and (iii) from the introduction.
Our detailed investigation of parametrized theories reinforces the argument from [13] that Hamilto-
nians should vanish for diffeomorphism-invariant theories with time-translation invariant boundary
specified by scalar fields. In particular, it suggests that this conclusion continues to hold even in
the absence of time-translations invariance so long as the Hamiltonian is a well-defined boundary
observable in the sense of [2, 3].
Of course, this leaves open the possibility that some other diffeomorphism-invariant but non-
gravitational theory might in some sense be ‘holographic’ so long as its boundary conditions cannot
be specified in terms of scalar fields. To our knowledge, the only examples of such theories are
topological field theories. Such theories have many properties in common with gravitational systems,
including a complete lack of local observables. Furthermore, at least for 2+1 Chern-Simons theories
the Wess-Zumino-Witten construction explicitly exhibits the kind of boundary unitarity discussed
in [2, 3]. Because they have only a finite number of bulk degrees of freedom in typical settings,
one would usually not use the term ‘holography’ to describe such theories9. On the other hand,
higher-dimensional Chern-Simons theories can have local degrees of freedom [29, 30] and may be
interesting to investigate further. See [31, 32, 33, 34] for work on cases where such theories admit a
metric formulation.
8At least in the covariant formalism. In the canonical formalism the Lagrange multipliers λα do not transform as
scalars.
9However, there is some ambiguity in the terminology due to the fact that pure 2+1 gravity may be reformulated
as a Chern-Simons theory [28].
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A Modified time translation symmetry
This appendix constructs a modified notion of time translation for the case of fully fixed boundary
conditions for Xα and computes the associated symplectic products. Our transformations are similar
to those of section 4.3, but are specified in terms of velocities instead of momenta. In particular, we
introduce a family of reference configurations φ¯s, X¯
α
s in such a way that the boundary conditions
satisfied by the subtracted configurations ϕs = φ − φ¯s, ∆αs = Xα − X¯αs are left invariant by the
transformation δ˜ which acts as a diffeomorphism on ϕ,∆α, and their first derivatives evaluated on
a designated hypersurface Σ. Again, we take φ¯s = φ¯(X¯s) to be a fixed s-independent function φ¯ of
X¯s and we are interested in the limit s → 0 in which X¯αs vanishes away from the boundary (while
remaining uniformly bounded).
We consider our general Robin boundary conditions for φ so that we have
[∂ρφ− αφ− β]
∣∣
∂M
= 0, Xα
∣∣
∂M
= fα. (A.1)
In particular, we impose (A.1) on the reference configurations φ¯(X¯s), X¯
α
s . The boundary conditions
for the subtracted fields ϕs = φ− φ¯s, ∆α = Xα − X¯αs then read
[∂ρϕs − αϕs]
∣∣
∂M
= 0, ∆αs
∣∣
∂M
= 0. (A.2)
We would like (A.2) to be invariant under the transformation on the space of solutions defined by
δ˜sϕ|Σ = ǫµ∂µϕs δ˜s∆α|Σ = ǫµ∂µ∆αs , (A.3)
and by the corresponding conditions on first derivatives of ∆α, ϕ for an appropriate class of back-
grounds X¯α. In terms of φ and Xα, (A.3) becomes
δ˜sφ = ǫ
µ∂µ(φ− φ¯s) δ˜sXα = ǫµ∂µ(Xα − X¯αs ). (A.4)
As in section 4.3, we choose a coordinate r such that the boundary corresponds to r = r0 and
introduce the regulator Rs(r) through X¯
α
s = Rs(r)X¯
α where X¯α is a fixed, smooth, s-independent
background that satisfies the required boundary conditions. Appendix B shows that there exist
such backgrounds X¯α for which δ˜s does indeed leave (A.1) invariant for any regulator Rs satisfying
Rs(r0) = 1 and ∂rRs(r0) = 0. Note that these conditions are satisfied by simple regulators like
Rs(r) = e
−(r−r0)2/s.
We now evaluate the symplectic product Ω(δ˜, δ), where δ is a linearized solution that satisfies the
boundary conditions. Without loss of generality we choose the t coordinate to be constant on Σ so
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that ∂r is tangent to Σ. Making the usual split δ˜s = δǫ + δˆs and using the fact that diffeomorphisms
(δǫ) are null directions of Ω we have
Ω(δ˜s, δ) = Ω(δˆs, δ) = Ωbulk(δˆs, δ) + Ωbndy(δˆs, δ),
where the notation reflects the fact that the Robin symplectic structure contains an explicit boundary
contribution given by (4.18). As in section 4.3, integrals of the form
∫
σ
Aδˆsφ,
∫
Σ
AαδˆsX
α vanish in
the limit s→ 0 when A,Aα are independent of s. In addition, one has
lim
s→0
∫
Σ
Aµα∂µδˆsX
α =
∫
∂Σ
Aµαρ¯µǫ
α, lim
s→0
∫
Σ
Aµ∂µδˆsφ =
∫
∂Σ
Aµαρ¯µǫ
ν∂ν φ¯. (A.5)
To verify the first equality, note that
∂µδˆsX
α = ρ¯µ∂rδˆsX
α − δAµ ∂A(ǫν ρ¯νX¯αs )[∂rRs(r)] + [. . .]Rs(r), (A.6)
where terms algebraic in Rs have not been written explicitly. Since these terms are otherwise inde-
pendent of s, their integrals vanish in the limit s→ 0. Integrating the ∂rRs(r) term by parts yields
another bulk term of this form (which can therefore again be neglected) and a boundary term pro-
portional ∂A(ǫ · ρ)|∂M = 0. So the only contribution comes from the first term in (A.6). Integrating
this term by parts gives yet another bulk term that vanishes as s → 0 and the boundary term on
the right-hand side of the first equality in (A.5). The second equality in (A.5) follows by a similar
argument. Using these identities it is straightforward to verify that
lim
s→0
Ωbulk(δˆs, δ) =
∫
∂Σ
√
h∂σδφ[(n · ǫ)ρµ∂µφ+ (n · ρ)δ˜φ]. (A.7)
Furthermore, the explicit boundary contribution is readily found to be
lim
s→0
Ωbndy(δˆs, δ) = −
∫
∂Σ
√
h∂σδφ(n · ǫ)ρµ∂µφ (A.8)
Thus, for Robin boundary conditions, we find
Ω(δ˜, δ) =
∫
∂Σ
√
h∂σ(n · ρ)ϕ˙δϕ, (A.9)
where we have used δ˜φ = ϕ˙ := ǫµ∂µϕ and δφ = δϕ.
B Existence of X¯
In this appendix we show that, for any Robin boundary condition, one may construct a reference
configuration X¯α so that the transformation δ˜ of appendix A leaves this boundary condition invariant
whenever X¯s = Rs(r)X¯
α with Rs(r0) = 1 and ∂rRs(r0) = 0. To begin, we write the Robin boundary
condition as BR = BN − αϕ, with
BN = ρ
αXµα∂µϕ (B.1)
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where ρα ≡ ρ˜α/|ρ˜| and ρ˜α = gαβ∂βF . Note that ρα describes a set of fixed functions of the X ’s.
Since δXα|∂M = 0, we also have δρα|∂M = 0. Below, we omit the subscript s on X¯α.
Now, the reference configuration X¯α needs to be constructed such that δ˜BR = 0. In order to find
the condition on X¯α that ensures this property, we calculate δ˜BR explicitly. Varying (B.1) at the
boundary, we obtain
δ˜BN = ρ
α(−Xµα ∂µδ˜∆β Xνβ∂νϕ+Xνβ ∂ν δ˜ϕ)
= ρα(−Xµα ∂µ(ǫν∂ν [X − X¯ ]β) Xλβ∂λϕ+Xνα ∂ν(ǫλ∂λϕ))
= ραǫν∂ν(X
µ
α∂µϕ) + ραX
µ
α∂µ(ǫ
ν∂νX¯
β) Xλβ∂λϕ
= ǫν∂νBN − (Xµα∂µϕ)ǫν∂νρα + ραXµα∂µ(ǫν∂νX¯β) Xλβ∂λϕ, (B.2)
where in passing from the second to the third line the terms not involving X¯α and in which ǫ is
differentiated have canceled out. Defining Cβ = −ǫν∂νρα + ραXµα∂µ(ǫν∂νX¯β), we can write
δ˜BR = δ˜BN − αǫµ∂µϕ
= ǫµ∂µBN − ǫµ∂µ(αϕ) + (ǫµ∂µα)ϕ+ Cα∂αϕ
= ǫµ∂µBR + [C
β + ρβǫµ∂µ lnα]∂βϕ. (B.3)
In the last step we have used the boundary condition (A.2) to write ϕ = α−1∂ρϕ. Since we take ǫ
µ
tangent to the boundary, we have ǫν∂νBR
∣∣
∂M
= 0 and we need only require
Cβ + ρβǫµ∂µ lnα = −ǫν∂νρβ + ρβǫµ∂µ lnα + ραXµα∂µ(ǫν∂νX¯β) = 0 (B.4)
on the boundary ∂M .
We would like to use (B.4) to define X¯α for a given choice of ǫ. Let us first consider the case
Rs(r) := 1, so that X¯
α = X¯α everywhere. Note that (once ǫµ is given), the first two terms in
(B.4) can be computed entirely from the boundary conditions and are otherwise independent of the
background. However, the third term contains Xµα which depends on more than just the boundary
conditions. This means that our choice of X¯β must depend on the particular background, but this
does not constitute any problem. Suppose we decide to impose (B.4) (with Rs = 1) not just at
the boundary, but in some finite neighborhood of the boundary (say, in some specified region R of
the Xα coordinates). Then, in that region, (B.4) is a one-dimensional linear ordinary differential
equation for ǫν∂νX¯
β. Recalling that ǫν∂νX¯
β is given on the boundary by the boundary conditions,
we see that a solution exists and is unique in the region R. Denoting the solution by F β, we conclude
that X¯β can be found by solving the linear one-dimensional ordinary differential equation:
˙¯
Xβ := ǫν∂νX¯
β = F β. (B.5)
Solutions clearly exist, but are not unique. However, we can choose one by specifying initial data for
X¯β on the surface Σ that we use to evaluate the symplectic structure. Finally, one may choose any
extension of X¯β beyond R for which X¯β remains smooth and bounded and ∂µX¯β remains invertible.
It remains only to verify that (B.4) continues to hold for this same X¯α and general regulators Rs
with Rs(r0) = 1 and ∂rRs(r0) = 0. To do so, we compute ρ
αXµα∂µ(ǫ
ν∂ν [Rs(r)X¯
β]) at ∂M . The term
involving second derivatives of Rs is proportional to ǫ
r|∂M = 0. The term involving first derivatives
vanishes since ∂rRs(r0) = 0. In the remaining term we use Rs(r0) = 1 to conclude that δ˜BR = 0 as
desired.
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C Detailed variation of the action for the parametrized scalar
This appendix shows explicitly that the actions SP0 , S
P
Robin provide good variational principles when
F (X) = 0 and φ satisfies the appropriate Dirichlet, Neumann, or Robin boundary condition on ∂M .
Varying SP0 with respect to X
α, it is easy to see that
δSP0 =
∫
M
√
G
[
−1
2
Tαβ∂γg
αβδXγ + T µα∂µδX
α
]
. (C.1)
Now, using that ∇α is metric compatible, we have ∂γgαβ = −(Γαδγgδβ + Γβδγgαδ) and integrating
the second term by parts, we can write
δSP0 =
∫
M
√
G
[
ΓαβγT
β
α δX
γ −∇µT µγ δXγ
]
+
∫
∂M
√
hρµT
µ
α δX
α
=
∫
M
√
G
[
ΓαβγT
β
α δX
γ −∇µ(T µν Xνγ )δXγ
]
+
∫
∂M
√
hρµT
µ
α δX
α
= −
∫
M
√
G∇µT µν XναδXα +
∫
∂M
√
hρµT
µ
α δX
α.
In the last line, we have used
Γβαγ = X
µ
αX
β
ν∇µXνγ .
Computing the variation with respect to φ is much simpler, the result being
δSP0 =
∫
M
∂µ(
√
GGµν∂νφ)δφ−
∫
∂M
√
hρµπ
µδφ. (C.2)
Hence, from (C.2) and (C.2), we see that the equations of motion are
✷φ = 0 ∇µT µν = 0. (C.3)
We also conclude that the on-shell variation of the action coincides with (2.6), as promised. The
fact that (2.6) vanishes under minimal boundary conditions for the embedding variables and either
Neumann or Dirichlet boundary conditions for φ was established in the paragraph after (2.6) in main
text.
Let us now verify that the action SPRobin, given by (3.17), is differentiable under Robin boundary
conditions for φ and minimal boundary conditions for Xα, which correspond to (2.2) and F (X) = 0,
respectively. Since the bulk calculation is identical to (2.6), the on-shell variation of (3.17) subject
to ραδX
α
∣∣
∂M
= 0, reads
δSPRobin ≈
∫
∂M
√
h {∂αφ∂ρφδXα − ∂ρφδφ}+
∫
∂M
{
δ
√
h[φ∂ρφ− α
2
φ2] +
√
hδ[φ∂ρφ− α
2
φ2]
}
≈
∫
∂M
√
h
{
∂αφ∂ρφδX
α − ∂α[φ∂ρφ− α
2
φ2]δXα − φδ∂ρφ− 1
2
δ(αφ2)
}
≈
∫
∂M
√
h {−φ∂α[∂ρφ− αφ]δXα + φδ[∂ρφ− αφ]}
≈
∫
∂M
√
hφ {−∂αβδXα + δβ} = 0,
25
as promised. In passing to the second line we have used the identity
δ
√
h = ∂A(
√
hδXαXAα ) +KραδX
α, (C.4)
which we verify below. After performing the integration by parts over the boundary (which does
not introduce extra boundary terms since all the fields are assumed to go to zero in the far past and
future), we have used that XAα ∂A(·)δXα = ∂α(·)δXα when ραδXα
∣∣
∂M
= 0 holds. Throughout the
calculation we have used that both α and β are fixed functions of Xα, so
δα = ∂λαδX
λ , δβ = ∂λβδX
λ.
We now verify (C.4) by calculating both sides. Since the form of coefficient K is not relevant for
our purposes, we drop all terms proportional to δXα, denoting equality up to such terms by ∼. The
left hand side is given by
δ
√
h =
1
2
√
hhABδhAB =
1
2
hABδ(XαAgαβX
β
B)
=
1
2
√
h[∂γgαβδX
γXαAX
βA + 2XAα ∂AδX
α].
In order to manipulate the right hand side, it is useful to note ∂αgβγ = ρα∂ρgβγ + X
A
α ∂Agβγ and
XAαXAβ = gαβ − ραρβ. An explicit calculation reveals
∂A(
√
hδXαXAα ) =
√
hδXαXAα
[
∂AX
β
BX
B
β +
1
2
XβBX
γB∂Agβγ
]
+
√
h[XAα ∂AδX
α + δXα∂AX
A
α ]
∼ δ
√
h +
√
hδXα[XAα ∂AX
β
BX
B
β + ∂AX
A
α ] = δ
√
h +
√
hδXα[XAα ∂BX
β
AX
B
β + ∂AX
A
α ]
= δ
√
h +
√
hδXα[−XAαXβA∂BXBβ + ∂AXAα ]
= δ
√
h +
√
hδXα[−(δβα − ρβρα)∂BXBβ + ∂AXAα ]
∼ δ
√
h,
as promised.
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