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In this paper, a novel evolutionary learning algorithm is proposed by hybridizing the
Taguchi method, chaos disturbance operation, multilevel immune algorithm (MIA), and
artificial bee colony algorithm (ABC). The algorithm is thus called HTCMIABC to estimate
the parameter of chaotic systems. The HTCMIABC comprises two main different phases.
First, we use the MIA as the recognition phase to balance local and global searches and
accelerate the search speed to enhance the evolutionary phase. Second, the evolutionary
phase is built on the ABC and chaos disturbance operation to have the capabilities of
exploration and exploitation. Moreover, the Taguchi method and crossover operation are
inserted between the recognition phase and evolutionary phase for the recombination
and diversification of several antibodies to improve the searching ability. Finally, the
HTCMIABC algorithm is examined by parameter identification of the nonlinear chaotic
system. Simulation results show that the proposed algorithm is more efficient than some
typical existing algorithms. The effects of noise and population size are investigated as
well.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Chaos is a general phenomenon of nonlinear dynamic systems. Although it is clearly an unusual motion and is seemingly
unpredictable random behavior, it happens in a deterministic nonlinear system under deterministic conditions [1]. Chaos
has been developed during the past several decades due to its capable applications in engineering, optimal prediction,
secure communication satellite, and so on [2–4]. Many modern dynamic engineering systems generally are nonlinear or
chaotic, so to identify the uncertain parameters of chaotic dynamical systems has been a tremendous wave of interest in the
area of chaos control and synchronization [5,6]. Many existing approaches are necessary, working under the assumption
that the parameters of chaotic systems are known in advance. However, in the real world, only some parameters can
be estimated because of the complexity of chaotic systems. In addition, the parameter estimation for chaotic systems
can be fundamentally regarded as a multi-dimensional optimization problem. Thus, it is very necessary to apply efficient
optimization algorithms to deal with the problem of identification for chaotic systems. Recently, several intelligent
optimization methods have been reported that are based on this issue. Representatively, the genetic algorithm (GA) [7],
particle swarm optimization (PSO) [8], differential evolution algorithm (DEA) [9], and evolutionary programming (EP) [10]
have been employed in the parameters identification of chaotic systems, respectively.
On the other hand, recently, new bio-inspired stochastic optimization techniques have appeared that developed in the
area of artificial immune systems (AIS) [11,12]. Most of these techniques are founded on the clonal selection algorithm
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(CLONALG) [13], which is one of the models used to explain the behavior of the adaptive immune system. The CLONALG is
capable of optimizing multimodal problems and keeping a varied set of local optimal solutions along a single run [13].
However, in the process of evolution, the CLONALG is easily trapped in the local optimum and lacks the global search
capability. Another ABC algorithm developed recently by Karaboga and Basturk [14,15] and Karaboga and Akay [16] is a
biologically-inspired optimization algorithm, which has been compared with the algorithms of GA, PSO, EP, and DEA for
optimizing multi-variable numerical functions. Moreover, the ABC algorithm produces the best performance among the
algorithms presented in the literature [14–16]. Themajor advantage of the ABC algorithm is both the global search and local
search in each iteration. Besides, except for the population number and maximum evaluation number, the ABC uses one
control parameter, which is called ‘‘limit’’. Therefore, the ABC algorithm is very simple and robust.
In recent years, some researchers have proposed evolutionary algorithms, which consist of GA, DEA, or immune
algorithm. They are able to be further advanced by using the Taguchi method and chaos operation [17–20]. The Taguchi
method is a robust parameter design mode for optimizing the product and process conditions by minimizing the effect of
the sources of the variation [17]. Therefore, the Taguchi method can play a function in obtaining more robust solutions for
the evolutionary algorithm. The Taguchi method is incorporated into the crossover operation of the GA and DEA [17,18].
The reasoning ability of the Taguchi-based crossover is that it can methodically select better genes to finish a crossover and,
consequently, enhance the GA and the DEA. Taking advantage of the ergodic and stochastic properties of chaotic variables,
a chaos search can flee from local optima. Guo et al. [19] presented the chaos immune evolutionary algorithm (CIEA). Using
the CIEA can have the advantages of powerful searching capability and fast convergence velocity for solving global numerical
optimization problems. He et al. [20] introduced chaos into the CLONALG [13] to enhance the global searching ability and
overcome the prematurity of the algorithm.
Motivated by the above perspectives, to develop a hybrid algorithm with higher solution accuracy, faster convergence
and better performance, we propose a new learning algorithm, namely, HTCMIABC. The HTCMIABC is composed of two
main phases: the recognition phase and the evolutionary phase, which are designed by the MIA, Taguchi method, crossover
operation, chaos disturbance operation, and ABC algorithm. The main contributions of the proposed approach include: (i)
inspired by the defense mechanism of the biological immune system, we propose the MIA framework as the recognition
phase to balance exploration and exploitation and have fast convergence speed; (ii) in particular, the Taguchi method
and crossover operation are inserted between the recognition phase and evolutionary phase for the diversification and
recombination of several antibodies to increase the searching ability; (iii) the concept ofmemory cells strategy in preserving
superior antibodies is adopted to improve the algorithm convergence speed; (iv) we employ the advantages of ABC to
improve mutation mechanism of the evolutionary phase and the chaos disturbance operation is also introduced into the
evolutionary phase to achieve a good global search capability; and (v) there is no complex parameter selection in the
algorithm and the population size can be reduced to a minimum size of 6 that is more proper for hardware realization
and high-speed evolution.
In this paper, the proposed algorithm is compared with existing approaches by testing identification of a chaotic system
and gives a further investigation on the effects of noise and population size. From the results of the experiments, the
developed scheme possesses a better convergence speed and a more accurate optimal solution than those of CLONALG
and ABC. In addition, our results show that HTCMIABC method is effective and robust.
2. Problem formulation
Considering the following n-dimensional chaotic system:
X˙ = F(X, X0, θ) (1)
where X = (x1, x2, . . . , xn)T ∈ Rn is the state vector, X0 is the initial state and θ = (θ1, θ2, . . . , θu)T ∈ Ru is the unknown
parameters vector. F : Rn × Ru → Rn is a given nonlinear vector function.
To estimate the unknown parameters in Eq. (1), assume the framework of the system is known in advance, a parameter
identification system can be described as follows:
˙ˆX = F(Xˆ, Xˆ0, θˆ ) (2)
where Xˆ = (xˆ1, xˆ2, . . . , xˆn) ∈ Rn, Xˆ0, and θˆ = (θˆ1, θˆ2, . . . , θˆu)T ∈ Ru are of the estimated state vector, the estimated initial
state, and the parameters estimated vector of the identification system, respectively.
Therefore, the parameter identification problem thought here is to search the optimal parameters of θˆ and the
optimization goal is to minimize the performance index J approaching zero as much as possible. So, the performance index
J is defined as follows:
J = 1
M
M
k=1
Xk − Xˆk (3)
whereM denotes the length of the data used for parameter estimation, and Xk and Xˆk are real and estimated values at time
k, respectively.
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In this paper, the best antibody has the largest fitness representing the optimal parameter solution to the problem, so
the fitness function for the minimization problem is defined below:
fitness = ζ2
J + ζ1 (4)
where J is a smaller performance index. ζ1 = 10−3 ensures that the denominator is not zero and ζ2 = 1.
3. The artificial bee colony algorithm and the biological immune system
In this section, we describe the ABC and the biological immune system.
3.1. Overview of the artificial bee colony algorithm
The artificial bee colony algorithm is a newpopulation-based optimization approach that imitates the intelligent behavior
of real honey bees. For more details, the readers can refer to [14–16]. The main phase of the ABC algorithm are given
below:
In the initialization phase, the ABC algorithm generates a randomly distributed initial population of sn solutions, where
sn denotes the size of the population. In this study, the percentage of onlooker bees is 50% of the population, the employed
bees are 50% of the population, and the number of scout bees is selected as one. Each solution yi(i = 1, 2, . . . , sn/2) is a
D-dimensional vector. Here, D is the number of optimization parameters.
In the employed bee phase, the new candidate solution is calculated using the following search equation:
v
j
i = yji + φji(yji − yjl) (5)
where l ∈ (1, 2, . . . , sn) and j ∈ (1, 2, . . . ,D) are randomly chosen indexes, and l ≠ i. φij is a random number between [−1,
1]. Then, a greedy selection is done between current food source yi and a new food source vi, which completes the updating
process.
In the onlooker bee phase, each onlooker chooses a food source with a probability related to the nectar amount of the
food source shared by the employed bees. The probability is calculated by the following expression:
pbi = fitiSN
fs=1
fitfs
(6)
where fiti is the fitness value (nectar amount) of the solution, i is evaluated by its employed bee, and SN is the number of
food sources, which is equal to the number of employed bees. The search process used in the onlooker phase is the same as
the one used in the employed bee phase.
In the scout bee phase, if a food source cannot be improved through a predetermined number of cycles, called ‘‘limit’’,
it is eliminated from the population, and the employed bee of that food source becomes a scout. The scout bee finds a new
random food source position using the equation below:
yji = yjmin + rand[0, 1](yjmax − yjmin) (7)
where yjmin and y
j
max are lower and upper bounds of parameter j, respectively.
3.2. The biological immune system
The biological immune system is a complicated natural protection organization that has developed in vertebrates
to protect them from the attack of various foreign substances such as viruses, bacteria, and other parasites (called
antigens) [11]. The significant function of the immune system is to recognize the cells in the body, and determine the
cells as self or non-self. The non-self cell is also called antigen (Ag). The antigen will be recognized and further classified
so that the immune system can induce the body’s defensive mechanism in a suitable way and then kill the harmful foreign
antigens. There are two types of immunity, the humoral and the cellular immunities, in the human body. When an antigen
interferes upon living bodies, it is extracted the features and presented the antigenic peptides in which some are erased by
nature killer cells Tnk (cellular immunity) and others by active helper T -cell (Th), suppressor T -cell (Ts), and B-cells (humoral
immunity). In humoral immunity, initially, B cells are derived frombones and T cells are derived from thymus. The B-cell can
produce an antibody (Ab) whose object is to recognize and bind to the antigens [21]. The simple artificial immune model
of the humoral response and the cellular response are described in Fig. 1. In this paper, several vital immune metaphors
of the humoral immunity are considered: immune regulation of T cells, cell reproduction, clonal selection theory, somatic
mutations, memory pool, and receptor editing [11,12]. Additionally, the CLONALG is used in this study. The main steps of
the CLONALG algorithm [13] are described as Table 1.
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Fig. 1. Illustration of the humoral response and the cellular response.
Table 1
Pseudo-code main step for CLONALG algorithm.
1: Initialization phase: generate initialization population P . In this paper, the whole antibody population P will compose the
memory set, so it is no longer necessary to maintain a separate memory set Pme .
2: Repeat.
3: Affinity evolution: affinity is explained as the match capability between antigen and antibody that can be evaluated by fitness
function in Eq. (4).
4: Clonal selection: determine the cs best antibodies, based on an affinity.
5: Replication (clone): these cs are the best antibodies of the population, giving rise to a temporary population of clones (C). In this
paper, we set the clone size (Nc ) as a constant.
6: Hypermutation scheme: submit the population of clones to a hypermutation scheme, where the hypermutation is proportional
to the affinity. A maturated antibody population is generation (C∗). The hypermutation is performed according to Eq. (8), given
by:
C∗ = C + ρ−1 ∗ e−f ′ ∗ N(0, 1) (8)
where N(0, 1) is a Gaussian random variable of zero mean and unitary variance, ρ is a parameter that controls the decay of the
inverse exponential function, and f ′ is the affinity of the C normalized in the range [0, 1].
7: Re-selection: some members of P can be replaced by other improved members of C∗ and the new antibody population is
generation (Pr ).
8: Replace dc worst antibodies in Pr by randomly generated antibodies.
9: cycle = cycle+ 1.
11: Until a termination is satisfied.
4. Hybrid Taguchi-chaos of themultilevel immune and artificial bee colony algorithm for parameter identification of
chaotic systems
In this section, we describe the HTCMIABC and how to efficiently identify the parameters of the chaotic systems by using
the HTCMIABC. The algorithmic representation for a biological immune system is summarized in Table 2. The pseudo-code
main body of the HTCMIABC algorithm proposed for parameter identification of chaotic systems is given in Table 3.
4.1. Problem statement
Generally, the real optimization problem is considered as follows:
min f (S), S = [s1, s2, . . . , sD] s.t. sm ∈ [smmin, smmax],m = 1, 2, . . . ,D (9)
where f is the objection function, and S is the decision solution vector consisting of D variables sD ∈ ℜD bounded by lower
(smmin) and upper limits (s
m
max). As Eq. (9) is expressed, the objection function f and the solution vector S correspond to the
performance index J and the parameters estimated vector θˆ in Eqs. (2) and (3).
1112 J.-P. Tien, T.-H.S. Li / Computers and Mathematics with Applications 64 (2012) 1108–1119
Table 2
The biological immune system and HTCMIABC.
Immune system HTCMIABC
Antigen (Ag) The performance index J in Eq. (3).
Antibody (Ab) (T -cells and B-cells specific
lymphocytes are generally called antibodies)
Candidate solution. The parameters estimated vector θˆ of the identification system in Eq. (2).
Generation of new antibody Evolution.
Affinity between antigen and antibody (affinity
calculation)
Affinity is explained as the match capability between Ag and Ab that can be depicted by fitness
function in Eq. (4).
Memory antibodies Some cells that have produced better antibodies with higher affinity are preserved as memory
antibodies.
Clonal selection Selection of antibodies contributing to quality of solution set.
T helper cells (Th) (T -cells that can detect the Ag) In the recognition phase, some antibodies with better affinity are selected for ADCSA by different
threshold values (T1, T2).
T suppressor cells (Ts) (T -cells that cannot
detect the Ag)
In the recognition phase, some antibodies with worse affinity are not selected for ADCSA and are
replaced by new randomly generated antibodies.
B cells In the evolutionary phase, the antibodies are selected for mutation (ABC algorithm).
Table 3
Pseudo-code main body of HTCMIABC algorithm.
1: Initialization.
2: cycle = 1.
3: Repeat
4: Affinity evolution and ranking of the affinity of antibodies.
5: Recognition phase.
6: Generation of the better antibodies and the best antibody by the Taguchi method and crossover operation.
7: Evolutionary phase.
8: Receptor editing.
9: cycle = cycle+ 1
10: Until a termination is satisfied.
Table 4
Initialization step of the HTCMIABC algorithm.
1: for ps = 1 to pn do
2: form = 1 to D do
3: smps = smmin + rand(0, 1)(smmax − smmin) (10)
where smmin and s
m
max are the lower and the upper bounds of the parameterm, respectively.
4: end for
5: The initialization antibody Sps = [s1ps, s2ps, . . . , smps] s.t. smps ∈ [smmin, smmax],m = 1, 2, . . . ,D.
6: end for
4.2. Details
Step 1: Generation of the initial population. In the computational model of the HTCMIABC, a problem with the fitness
value is treated as the affinity value, whereas the solution to this problem represents an antibody. The real number
representation for potential solutions is adopted to simplify the antibody operator definitions. Moreover, we suppose the
ps-th antibody Abps is expressed by a vector Sm = (s1, s2, . . . , sD). Then, the initialization procedure produces ps solutions
Sps (ps = 1, 2, . . . , pn), and ps denotes the population size (antibody size) by the following algorithm (as Table 4).
Step 2: Affinity evaluation and ranking the affinity of antibodies. An affinity value is obtained by Eq. (4). In the problem,
these antibodies (Sps) are ranked in decreasing order of affinity and the higher affinity refers to a better antibody.
Step 3: Recognition phase. Inspired by the multilevel immune learning algorithm and the distributed clonal selection
algorithm (DCSA) [22,23]. In the recognition phase of the HTCMIABC, we propose the multiple T -cells detection scheme and
an adaptive distributed clonal selection algorithm (ADCSA). First, in order to accelerate the search speed of the ADCSA, an
adaptive lower Smin and upper limits Smax bound method is proposed. The adaptive bound method is as follows:
smmin = max{smmin, smb − ε(smmax − smmin)}, 0 < ε < 1, smb ∈ [smmin, smmax],m = 1, 2, . . . ,D (11)
smmax = min{smmax, smb + ε(smmax − smmin)}, 0 < ε < 1, smb ∈ [smmin, smmax],m = 1, 2, . . . ,D (12)
where smmin, s
m
max, and s
m
b are the m-th element of the Smin, Smax, and Sb, respectively. The step size ε is a random number,
which adjusts the antibodies Sps search range by the current best antibody Sb.
In the multiple T -cells (Th, Ts) detection scheme, there is one kind of T suppressor cells and there are three different
kinds of T helper cells, which are Ts, Th1, Th2, and Th3, respectively. The 20% worst antibodies among all the Sps are selected
as Ts cells (Ts ≡ Sss, ss = 1, 2, . . . , pn × 20%), ss denotes the Ts cells antibody size, the others Sps are selected as Th cells
(Th ≡ Shs, hs = 1, 2, . . . , hn), and hs denotes the Th cells antibody size. The Ts cells suppression rule is: The Sss antibodies are
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Table 5
The multiple T -cells detection scheme of the HTCMIABC.
1: Adapt the lower Smin bound and upper Smax bound by using Eqs. (11) and (12).
2: Replace the Ts cells (Sss) by new randomly generated antibodies S˜ss (ss = 1, 2, . . . , pn× 20%).
3: for hs = 1 to hn do
4: Select the Th1 , Th2 , and Th3 cells from the parent antibodies (Shs) based on Eq. (13) and clone them.
5: clone = 0. Nc : the number of clones generated for each parent antibody, Nc = 10.
6: while (clone < Nc )
7: Maturate the clones and evaluate them by using ADSCA Eqs. (15) and (16).
8: clone = clone+ 1
9: end
10: A set of maturated antibodies (offspring antibodies, S˜hs) is generated.
11: Evaluate the affinity value of the new Th network antibodies of the population including the parent antibodies (Shs) and offspring antibodies
(S˜hs) and rank the new network antibodies in decreasing order of affinity.
12: Select the best antibody from the new Th network antibodies for the evolutionary phase, maintaining the same size of the Th cells (Shs).
13: The best Th antibody S˜ ′hs = [s˜′
1
hs, s˜′
2
hs, . . . , s˜′
m
hs] s.t. s˜′mhs ∈ [smmin, smmax],m = 1, 2, . . . ,D
14: end for
15: Generation of new antibodies Sˆps (Sˆps = S˜ss S˜ ′hs) to enhance the evolutionary phase.
replaced by new randomly generated antibodies (S˜ss), so the diversity is maintained and can be potentially explored. The Th
cells activation rule is the following formulation.
Th :=
Th1 if |AF(Shs)− AF(Sb)| ≤ T1
Th2 if |AF(Shs)− AF(Sb)| ≥ T2
Th3 if |AF(Shs)− AF(Sb)| ≤ T1 and |AF(Shs)− AF(Sb)| ≥ T2
(13)
where AF(Shs) is the affinity of Shs (hs = 1, 2, . . . , hn), AF(Sb) is the affinity of Sb, and the activated threshold T1 = 0.0001
and T2 = 0.001, respectively.
After the multiple T -cells detection scheme, similar to the B cells the activated T cells (Th cells) also undergo the process
of cloning mutation and selection. The chaotic distribution used in this paper is the well-known Logistic mapping defined
by:
λp+1m = µmλpm(1− λpm), m = 1, 2, . . . ,D, p = 1, 2, . . . , I (14)
whereλp is the value of the variableλ at the pth iteration,λp ∈ (0, 1), I is the presentmaximumnumber of chaotic iterations,
and µ is a control parameter, µm = 4, respectively.
Let Shs (hs = 1, 2, . . . , hn), hs denote the Th cells antibody size, and S˜hs be the antibody value of Shs after mutation. Then
S˜hs is given by:
S˜hs = Shs + γ · σ(hs) · (Smax − Smin) · Φ, hs = 1, 2, . . . , hn (15)
where γ is a scale factor which tunes the mutation step size, γ = 0.00025. Further, σ(hs) is an adaptive factor, under the
control of σ(hs). Whatever kind of mutation occurs, the mutation quantity of each antibody always varies inversely as the
antibody affinity and directly as the convergent degree of the algorithm. σ(hs) can be expressed by:
σ(hs) = exp −(AFhs/AFmax)× (AFmax − AFavg)/AFmax (16)
where AFhs is the affinity of the Shs. AFmax and AFavg are the affinity ofmaximumandmean value of the antibody in the current
generation. (Smax− Smin) is the difference between the upper and lower limits.Φ represents the kind of distribution. In this
way, the use of the Gaussian mutation allows a local exploration around the Th1 cells, while the use of the chaotic mutation
allows a global exploration around the Th2 cells. The use of the uniform mutation presents intermediate search for the Th3
cells. The multiple T -cells detection scheme is described in Table 5.
Step 4: Generation of diverse antibodies by crossover operation. The crossover operation used here is an arithmetical
operator derived from [24], which calculates the linear combination to generate new antibodies. For example, from Sˆps
select two better antibodies Sˆ1 and Sˆ2. Using the roulette wheel selection may produce two antibodies, Sˆc1 and Sˆc2, which is
calculated as follows:
Sˆc1 = τ · Sˆ1 + (1− τ) · Sˆ2 and
Sˆc2 = (1− τ) · Sˆ1 + τ · Sˆ2
(17)
where τ is a random value, in which τ ∈ [0, 1]. In this work, the value of the parameter Sˆc1 and Sˆc2 exceeding its boundary
is set to its boundary.
Step 5: Generation of better antibodies and the best antibodies by the Taguchi method. In this paper, two major
implements of the Taguchi method orthogonal array (OA) are used, as well as the signal-to-noise ratio (SNR) [25,26]. There
are Q factors, where Q is the number of design factors (variables), and each factor has two levels. To establish an orthogonal
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Table 6
Taguchi method of the HTCMIABC algorithm.
1: After performing the crossover operation, choose two antibodies (called level 1 and level 2) randomly, each comprising Q factors (Q = D)
which correspond to Sˆm(m = 1 ∼ D) and formulate a matrix of order cl× Q .
2: for e = 1 to sn do
3: for t = 1 to number of experiment cl do
4: Evaluate fitness value of experiment number t by using Eq. (4).
5: Evaluate SNR ηt = 0.01× wt of experiment number t .
6: end for
7: for f = 1 to number of factor Q do
8: Evaluate effects of the factors Ef 1 and Ef 2 of factor f by using Eq. (18).
9: if Ef 1 > Ef 2
10: Optimal level = level 1.
11: else
12: Optimal level = level 2.
13: end if
14: end for
15: Generation of better antibodies to enhance the employed phase. The better antibodies
Sˆe = [sˆ1e , sˆ2e , . . . , sˆje] s.t. sˆje ∈ [sjmin, sjmax], j = 1, 2, . . . ,D.
16: end for
Table 7
Evolutionary phase of the HTCMIABC algorithm.
1: for e = 1 to pn
2: form = 1 to D
3: Produce the new enhanced memory antibody Ve from the enhanced memory antibody Sˆe by using Eq. (19).
4: end for
5: Calculate the value affinity(e) by using Eq. (4) and sort new enhanced memory antibodies in decreasing order of affinity.
6: Apply a greedy selection mechanism between Ve and Sˆe .
7: The new enhanced memory antibodies Ve is updated.
8: Ve = [v1e , v2e , . . . , vDe ] s.t. vme ∈ [smmin, smmax],m = 1, 2, . . . ,D.
9: The first fe highest affinity of the Ve are selected as the current optimal antibodies V ∗fe ,
V ∗fe = [v∗1fe , v∗2fe , . . . , v∗Dfe ] s.t. v∗mfe ∈ [smmin, smmax],m = 1, 2, . . . ,D.
10: for he = 1 to fe
11: for p = 1 to I
12: Map the V ∗fe antibodies to the chaos space [0, 1] by using Eq. (21) and the Z
∗
fe is generated.
13: end for
14: Generate the Zp by using Eq. (14).
15: Generate the Z ′pfe by using Eq. (20).
16: end for
17: Map the Z ′fe antibodies to the solution space and the new current optimal antibody Z˜ ′ fe is generated.
Z˜ ′fe = [z˜ ′1fe , z˜ ′2fe , . . . , z˜ ′Dfe ] s.t. z˜ ′mfe ∈ [smmin, smmax],m = 1, 2, . . . ,D
18: end for
array of Q factors with two levels, a two level orthogonal array must be used and generalized by Lcl(2cl−1), where cl = 2h
presents the number of antibody experiments which is the number of rows in the orthogonal array, h is a positive integer
greater than 1, 2 is the number of levels, (cl− 1) represents the number of columns in the orthogonal array, and Q ≤ cl− 1.
If Q < cl − 1, only the first Q columns are used, while the other cl − 1 − Q columns are ignored. In this study, there are
three factors with two levels for each factor, so the L4(23) orthogonal array is used. In order to determine the optimal level
of each factor the SNR has been used. It performs a supply only from levels which have amaximum value. The SNR (η) refers
to the mean-square-deviation of the objective function. A detailed description can be found in [25,26]. We define η to be
ηt = 0.01 × wt if the objection function is to be maximized (the larger-the-better). Let wt denote the fitness value of the
objective function of experiment t , where t = 1, 2, . . . , cl. The effects of the various factors (variables) can be defined as
follows:
Efl =

ηt ∀i: factor f is at level l. (18)
For a two-level problem, if Ef 1 > Ef 2, the optimal level is level 1 for factor f . Otherwise, level 2 is the optimum one.
After the optimal levels for each factor are selected, one can also acquire the optimal antibodies. The Taguchi method of the
HTCMIABC algorithm is presented in Table 6.
Step 6: Evolutionary phase. The evolutionary phase procedure of the HTCMIABC algorithm is offered in Table 7. In this
study, the enhanced antibodies are regarded as the enhanced memory antibodies Sˆe(e = 1, 2, . . . , pn) and are stored in the
evolutionary phase. Themodified solution search equation of the ABC [27] represented in Eq. (19) and the chaos disturbance
operation in Eq. (20) are proposed as follows
vme = sˆme + φme (sˆme − sˆmg )+ β(Γ m − sˆme ) (19)
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where e ∈ (1, 2, . . . , pn). g ∈ (1, 2, . . . , pn) and m ∈ (1, 2, . . . ,D) are randomly chosen indications, and e ≠ g . φme is a
random number between [−1, 1]. Γ m is the mth element of the global best solution, β is a constant, and β = 1. sˆme and vme
are them-th element of the antibody vector Sˆe and Ve.
After performing the ABC search algorithm, Ve new enhanced memory antibodies are formed, sorted in decreasing order
of affinity, and the higher affinity sends to a better antibody. Then, the le lowest affinity of the new enhanced memory
antibodies are eliminated and the others are supplied to the next generation, while the first fe highest affinity of the new
enhanced memory antibodies are selected as the current optimal antibodies V ∗fe . Furthermore, the chaos disturbance is
brought into the current optimal antibodies V ∗fe and it can be expressed as follows [19]:
Z ′pfe = (1− α)Z∗fe + αZp (20)
Z∗fe =
V ∗fe − Smin
Smax − Smin (21)
where Z∗fe is the vector obtained by mapping the current optimal antibodies V
∗
fe to the interval of [0, 1] and is called the
optimal chaos value, Zp is the chaos variable after iteration of p times (p = 1, 2, . . . , I, I = 10) by Eq. (14), Z ′pfe is the chaos
variable that has been imposed on the stochastic disturbance, and 0 < α < 1 and α can change adaptively.
The value of α can be written as follows:
α = 1−
q− 1q
δ (22)
where δ is an integer and δ = 2. q is number of the times of iteration. In this paper, q equals the times of evolutionary
generation.
Step 7: Receptor editing. In order to vary the antibody population further and assure the search efficiency of the
HTCMIABC, after the chaos disturbance operation, the new current optimal antibody Z˜ ′fe is used to supply the population of
the next generation.
Step 8: Test the terminate conditions. Proceed to the step of evaluation of each antibody until a stopping criterion is
satisfied, usually a maximal generation or finding an ideal optimum set by the user. Fig. 2 illustrates the flow chart for the
HTCMIABC algorithms.
5. Simulation results
In this section, we evaluate the performance of the proposed HTCMIABC algorithm via the Lorenz system.
The Lorenz system is described as follows:x˙1 = a · (x2 − x1)
x˙2 = b · x1 − x1 · x3 − x2
x˙3 = x1 · x2 − c · x3
(23)
where, a = 10, b = 28, c = 8/3 in the original equation.
5.1. Simulations on Lorenz systems
We consider three-dimensional parameter estimation where all the parameters in the Lorenz system are unknown. In
the simulation, the Lorenz system is initialized with a state X0, which is chosen as X0 = [x1(0) x2(0) x3(0)]T = [0.1 0.1 0]T .
The length of dataM is set to 300. ThenM states of both the original system and the estimated system are used to calculate J .
We compare our HTCMIABCwith CLONALG [13] and ABC [15]. Tomake a fair comparison, themaximum generation number
and the searching range of the parameters are the same for all algorithms. Namely, the maximum generation number is set
as 100, and the population size is set as 120. The searching spaces of the parameters a, b and c are set as [9, 11], [20, 30],
[2, 3], respectively [28]. These 3 algorithms are run by Matlab on a personal computer with 1.86 GHz CPU.
CLONALG Settings: The CLONALG parameters are chosen as cs = population of size × 50%, dc = cs × 40%, Nc = 10,
and ρ = 100. ABC Settings: The limit value is set as 10. The number of onlooker bees (no) taken was equal to the number of
employed bees (ne), which are 50% of the colony and the number of scout bees is selected to be at most one for each cycle.
HTCMIABC Settings: The HTCMIABC parameters are chosen as T1 = 0.0001, T2 = 0.001, µ = 4, γ = 0.00025, Pc = 0.7
(crossover rate), β = 1, le = 10, fe = 10, and δ = 2. Each of the algorithms was repeated for 20 runs, and the statistical
results obtained by CLONALG, ABC, and HTCMIABC are presented in Table 8. In addition, we compare the convergence speed
of these algorithms bymeasuring the average number of evaluations (ANE) to the stopping condition. A threshold of 10−5 is
considered as the stopping condition, in contrast to a predefined number of generations. Moreover, a maximum number of
iteration 100 is given as a criterion that the algorithm cannot reach to the threshold. Then each algorithm executes 20 times
andANEpresents the average number of fitness function evaluations required by these algorithms to the stopping condition.
Performance comparisons of CLONALG, ABC, and HTCMIABC algorithms for three-dimensional parameter identification
are list in Table 8. One can read the HTCMIABC algorithm is more effective than the existing CLONALG and ABC algorithms
in identifying parameters of the chaotic Lorenz system. It is clearly obvious that, the proposed algorithm spends extremely
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Fig. 2. Illustrates the flow chart for the HTCMIABC algorithms.
fewer ANE to reach a predefined threshold in comparison with other algorithms. Hence, one can conclude that HTCMIABC
is faster than aforementioned algorithms in terms of convergence speed and is more proper for hardware realization and
high-speed evolution.
5.2. Searching efficiency of HTCMIABC
To examine the searching efficiency of the HTCMIABC, we observe the evolutionary process of the estimated parameters
when solving the three-dimensional case. The convergence of parameters a, b and c as well as the fitness function are
depicted in Fig. 3, respectively. It is obvious from Fig. 3 that the convergence speed of the HTCMIABC is very quickly and all
the parameters a, b and c converge to the matching true values rapidly (less than 30 generations). So the HTCMIABC is very
efficient for parameter identification of a chaotic system.
5.3. Effect of population size
For the three-dimensional Lorenz system,we run theHTCMIABC by setting the population size as pn = 6 (le = 3, fe = 3),
pn = 8 (le = 4, fe = 4), pn = 16 (le = 8, fe = 8), pn = 20 (le = 10, fe = 10), respectively. The statistical results of 10 runs
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Table 8
Performance comparison of CLONALG, ABC, and HTCMIABC algorithms for
three-dimensional parameter identification.
HTCMIABC CLONALG ABC
Best a 10.000000 10.000001 10.000015
b 28.000000 27.999839 27.999994
c 2.666667 2.666527 2.666668
J 0 0.000634 0.000025
Average a 10.000000 9.999909 10.000077
b 28.000000 28.000143 27.999934
c 2.666667 2.666599 2.666665
J 0 0.002395 0.000258
Worst a 10.000000 9.999527 10.000263
b 28.000000 28.002656 27.999123
c 2.666667 2.666589 2.666683
J 0 0.003851 0.001134
ANE 1884 8484 11832
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Fig. 3. Evolving process of parameter identification of Lorenz system.
for each case are summarized in Table 9, where the solution accuracy and convergence speed are still satisfactory even the
size is very small. Therefore, considering the computational potency and identification precision simultaneously, it is not
necessary to set a very large population size, and the minimum size ps = 6 of a population is good enough in identifying
the parameters of the three-dimensional Lorenz system.
5.4. Effect of noise
Suppose Gaussian white noise in [−0.1 0.1] is added to each system state variable. Setting the population size as 6, we
run HTCMIABC 20 runs. From Table 10 and Fig. 4, it is clear that the HTCMIABC still can achieve good results when noise is
present. The error between the true value and estimated value is less than e−2 level. Moreover, the HTCMIABC is still of fast
convergence property, and all the parameters converge with 40 generations.
6. Conclusions
In this paper, parameter identification of a chaotic system has been formulated as a multi-dimensional optimization
problem, and an effective hybrid algorithm based on the defense model of biological immune system has been developed
for the purpose of determining the optimal parameter solutions. Numerical simulations demonstrate that the proposed
HTCMIABC algorithm possesses the merits of global exploration, solution accuracy, quick convergence, and robustness in
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Table 9
Performances of various population sizes for three-dimensional parameter identification.
Population sizes 6 8 16 20
Best a 9.99999939 10.00000026 10.00000037 9.99999992
b 28.00000087 27.99999964 27.99999958 28.00000011
c 2.6666663 2.6666666 2.66666667 2.66666666
J 1.8E−6 4.65E−7 4.96E−7 1.22E−7
Average a 10.00000068 10.00000032 9.99999952 10.00000005
b 27.99999967 27.99999941 28.00000051 27.99999994
c 2.66666659 2.66666637 2.66666664 2.66666666
J 5.21E−6 4.21E−6 1.48E−6 9.72E−7
Worst a 9.99999315 10.00000352 9.99999601 10.00000017
b 28.00000843 27.99999406 28.00000418 27.99999787
c 2.66666671 2.66666477 2.66666645 2.66666669
J 9.36E−6 9.43E−6 5.39E−6 2.33E−6
ANE 554 704 1562 1812
Table 10
Simulation results for three-dimensional parame-
ter identification with noise.
Best Average Worst
a 10.00086 9.99999 10.00132
b 27.99691 28.00019 27.99797
c 2.66641 2.66658 2.66651
J 7.40E−2 7.73E−2 7.97E−2
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Fig. 4. Evolving process of parameter identification of the Lorenz system (with noise).
solving the parameter identification problem. For further works, we want to apply HTCMIABC to solve more practicable
engineering optimization problems and find some other simpler mechanisms to improve this algorithm.
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