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ABSTRACT
We study the connection between Rational Conformal Field Theory (RCFT),
N = 2 massive supersymmetric field theory, and solvable Interaction Round the
Face (IRF) lattice models. Specifically, one identifies the fusion rings with the
chiral rings. The theories so obtained are conjectured, and largely shown, to be
integrable. A variety of examples and the structure of the metric in moduli space
are given. The kink scattering theory is given by the Boltzmann weights of an
IRF model, which is built entirely in terms of the conformal data of the original
RCFT. This procedure produces all solvable IRF models in terms of projection
operators of the RCFT. The soliton structure and their scattering amplitudes
are described. A host of new rational conformal field theories is constructed
generalizing most, if not all, of the known ones.
1. Introduction
Two dimensional field theories play an important role in the understanding
of phenomena as diverse as string unified theories, exact quantum field theories
and a variety of solid state systems. Importantly, such theories offer the pos-
sibility of exact solvability. There are four related, though different approaches
to solvable two dimensional physics. These are integrable field theories, solvable
lattice models, factorizable soliton systems and rational conformal field theories.
Our purpose in this paper is to establish that all four approaches are essentially
the same, and that solving or classifying one of them, leads to a solution in all
the others. More precisely, in the language of category theory, we establish an
explicit isomorphism between the following four categories: 1) integrable N = 2
supersymmetric field theory; 2) rational conformal field theories; 3) solvable fu-
sion interaction round the face lattice models; 4) factorizable soliton systems.
The isomorphisms are general to all such systems, and in particular cover all the
examples known in the literature.
The initial idea is the following conjecture that we set out to establish: all
integrable N = 2 supersymmetric field theories are in one to one relation with
rational conformal field theories. The mapping of a given RCFT to an N = 2
supersymmetric field theory is done by the identification of the fusion ring of
the rational conformal field theory (RCFT) with the chiral ring of the N = 2
supersymmetric theory. This is the first isomorphism of categories discussed
above, and the key to the others. Our purpose in this paper, is to establish this
basic theorem.
The second isomorphism maps any given RCFT onto a solvable interaction
round the face lattice model (IRF). It is done is by setting the vertex variables
of the lattice model to be the primary fields of the RCFT. The admissibility
condition for the allowed lattice configuration is given by the fusion rules of the
RCFT, a ∼ b if, and only if, N ba,α > 0, where a and b are vertex primary fields, α
stands for some fixed primary field, and N ba,α is the fusion coefficient (actually,
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two different, horizontal and vertical, admissibility conditions are eventually used,
for the general case). The Boltzmann weights need to satisfy the star triangle
equation (STE) for the lattice model to be solvable, and for them to lead to
commuting transfer matrices (see, e.g., ref. [1]). We solve the STE relation by
letting the Boltzmann weights be the extension of the braiding matrices of the
rational anomalous field theories. These automatically satisfy the braid group
relations, and thus the STE at the extreme UV limit, as well as giving the
correct admissibility relation. We then describe a universal way to introduce
spectral parameters, using properties of the braiding matrices of RCFT and,
in particular, the fact that they obey the n’th order braid algebra introduced
here, which generalizes the A type Hecke algebra, (which corresponds to n = 2).
The Boltzmann weights are given by projectors onto each eigenvalue times a
universal function which depends only on the conformal dimensions. All the
known solvable IRF models (in the trigonometric limit) are rederived by this
mapping, along with a considerable number of new ones. This gives a unified
formulation for IRF models, and a way to treat them using RCFT methods.
From a solvable IRF model we build an integrable soliton system by letting
the vacua stand for the vertex primary fields, and letting the solitons stand for
the primary fields appearing in the admissibility conditions. The Boltzmann
weights then become essentially the soliton scattering amplitudes (up to factors
ensuring unitarity and crossing symmetry, which are described in general), and
the spectral parameter becomes the relative rapidity of the scattered solitons.
This type of map was established before on a case–by–case basis (for a review
see, e.g., ref. [2]) and is described here, in general.
The STE relation then implies the crucial factorization equation ref. [3],
which ensures the integrability of the soliton scattering theory. Thus we find
a unique way (up to, so called, Castillejo-Dalitz–Dyson (CDD) ambiguities) to
map any solvable IRF model onto any integrable soliton system, recovering, in
particular, all the known soliton systems.
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Finally, the soliton systems described here are in fact the solutions to the
massive N = 2 supersymmetric field theory based on any given RCFT (up to a
trivial duplication of solitons required for supersymmetry), thus giving the last
isomorphism, along with the solution for the particle content of the theories, and
their scattering amplitudes.
This completes the circle of categorical isomorphisms, establishing that all
the four categories are equivalent. Further, various operations, such as fusion
(IRF), fusion (RCFT) and Bootstrap (RCFT), are category morphisms, i.e., they
commute with the isomorphisms, or in physical language, are equivalent to each
other, under the aforementioned maps. Another example is the quotient pro-
cedure (orbifoldization) in RCFT, versus that in IRF models [4]. Yet another
example, is the transition to an extended algebra in RCFT, versus the folding
procedure in IRF models (e.g., refs. [5, 2]).
The original conjecture about the integrability of N = 2 massive theories
is then verified by a thermodynamic Bethe ansatz calculation of the algebraic
central charge, along with a calculation of the metric in moduli space of the
N = 2 theory, which will be reported in future work, thus proving it.
Our work connects four central physical problems and shows their equiva-
lence. Further, it allows the use of methods from one category to another. For
example, from RCFT data one builds an IRF model, which is then solved to give
a multiple critical point structure that gives back the full RCFT, solving the so
called reconstruction ‘fantasy’ problem of RCFT.
This paper is organized as follows. In section (2), an introduction to this
framework is described using as a concrete set of examples the known integrable
N = 2 models and showing that they all stem from RCFT’s. In section (3) the
connection with metric and kinks is introduced. In sections (4), (5) and (6) new
rational conformal field theories are introduced, including new types of cosets.
The conformal data is introduced in sections (4) and (5) and the realizations in
section (6). The systems generalize all known RCFT systems (with the exclusion,
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perhaps, of some rational orbifolds) along with providing a host of new ones. In
sections (7) (the two block case) and (9), the general case, fusion IRF models are
constructed from their corresponding RCFT theories and the Boltzmann weights
are explicitly described. In section (8) the graph state IRF case is explored, along
with a number of examples. In section (10) fusion soliton theories are treated,
giving their S matrices. Finally, in section (11) we discuss this work, indicating
also future directions. Our convention about equations is that if the equation is
in the same section, the section number is deleted from its reference.
2. Fusion Scalar Field Theories
Let us consider the potential,
V (q1, q2, . . . , qm) =
m∑
n=1
qkn
k
− λqn (2.1)
expressed, in terms of the symmetric variables
xr =
∑
i1<i2<...<ir
qi1qi2 . . . qir . (2.2)
Here λ is the coupling constant. The potential V may be used as a superpotential
of an N = 2 scalar field theory, or a Landau–Ginzburg (LG) theory. As was
discussed in refs. [7], for λ = 0, this potential describes the hermitian symmetric
model (h.s.s.) [9] SU(m+1)/SU(m)×U(1). The perturbation at λ 6= 0 is known
to be integrable, and the solitonic spectrum and S matrices have been found or
have been convincingly conjectured [10, 11, 12].
A closely related set of ideas [7, 8] is the tight connection between fusion po-
tentials in rational conformal field theory and integrable N = 2 supersymmetric
models. We would like to examine this class of theories from this particular an-
gle. Specifically, we will construct a rational conformal field theory whose fusion
ring is given by the potential V . We shall then further establish that the rational
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conformal field theory essentially solves the N = 2 one, and allows one to derive
the solitonic scattering amplitudes (section (10)).
Consider then the potential V , eq. (1), with the coupling set to λ = (−1)m.
As was discussed in ref. [7] the points of the variety
∂V
∂xi
= 0 (2.3)
form a diagonal basis for the fusion ring. We shall denote the solutions of eq.
(3) by xi, i = 1, 2, . . . , q, and refer to this set of points as the fusion variety. The
primary fields [p] are also numbered as p = 1, 2, . . . q, and form a basis for the
fusion ring P [xi]/∂iV (the algebra of polynomials modulo the derivatives of V ).
At the points xi, the primary fields assume the values [7],
[p](xi) = S
†
p,i/Sp,1, (2.4)
where Sp,q is the matrix of torus modular transformations, and “1” denotes the
unit primary field.
For the potential V , eq. (1), the fusion variety is readily found via eq. (3),
qi = e
2πi(ri−(m−1)/2)/k, (2.5)
where 0 ≤ r1 ≤ r2 ≤ . . . ≤ rm < k is a monotonic sequence which labels the
solutions. The xi are computed by substituting the qi, eq. (5), into eq. (2).
We face the problem of how to define the primary fields. Clearly, this is a
very special basis for the fusion ring, where the structure constants are non–
negative integers, and, in which, eq. (4) holds. There is no systematic way of
doing this, and in fact the same potential may in principle correspond to different
rational conformal field theories, albeit, no such examples are known
⋆
. Thus, we
⋆ It is conjectured below that the primary fields basis is the unique one which diagonalizes
the metric, as will be explained below. This is true for all examples in which the metric
have been calculated. This implies, in particular, that for each potential there is a unique
basis of primary fields which is consistent, and which can be unequivocally found by
calculating the metric (c.f., section (3)).
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essentially need to guess the expression for the primary fields, and then check
that it is a consistent one. The natural form is a Weyl–type formula,
[r1, r2, . . . , rm] =
∑
w∈Sm(−1)w
∏
i q
ri
w(i)∏
i<j(qi − qj)
. (2.6)
The denominator, being the Vandermonde determinant, can be written also by
a summation formula
∏
i<j
(qi − qj) =
∑
w∈Sm
∏
i
(−1)wqi−1w(i), (2.7)
which shows that the field [0, 1, . . . , m− 1] indeed corresponds to the unit poly-
nomials, using eq. (6). Here Sm stands for the permutation group of m elements,
and (−1)w is 1 (−1) when w is an even (odd) permutation. The polynomials,
eq. (6), are symmetric functions of the qi, and thus can be expressed in terms
of the xi which are the generators of the symmetric polynomials. The matrix S
can now be computed from eq. (4),
Sri;si =
1
[m(k +m)]
1
2
∑
(−1)we2πi(ri−(m−1)/2)(sw(i)−(m−1)/2)/k. (2.8)
It can be verified that this S matrix is unitary, S† = S, which is required for the
consistency of the theory. Since S is symmetric in r and s, and further since this
S matrix obeys eq. (4) above, it follows that the fusion rules defined by S are
identical to the product of polynomials, eq. (6), along with the relations derived
from the potential V , eq. (3). Moreover, it can be checked that S2 = (ST )3 = C,
where C is the charge conjugation matrix
Cri;si =
∑
w
∏
i
δ(ri + sw(i) −m+ 1), (2.9)
where δ(q) = 0 unless q is divisible by k, and then δ(q) = 1. The sum in eq. (9),
is over all permutations w. For each primary field p, there is a unique conjugate
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one p¯, such that Cp,p¯ = 1, and all other matrix elements of C vanish. Clearly,
also, C2 = 1. T is the generator of the modular transformation τ → τ +1, which
is the diagonal matrix
Tp,q = exp[2πi(∆p − c/24)]δp,q, (2.10)
where ∆p is the dimension of the primary field p. The dimension formula can be
seen to be
∆ri =
1
2k
∑
i
[ri − (m− 1)/2]2 − 1
24k
(m2 − 1)(m+ 2). (2.11)
The constant c which is the central charge of the Virasoro algebra is
c =
(k −m)(m2 − 1)
k
+ 1. (2.12)
The above formulae for S, T , C, ∆ and c follow directly from consistency with
respect to the proposed fusion rules. It is shown in the sequel that the fusion
coefficients are all, indeed, non–negative integers.
It is convenient to introduce Young tableau notation for the fields in the
theory by letting the ‘signature’ series ri−i+1 stand for the width of the i’th row
in the tableau. See an example in fig. (2.1). It is also convenient to introduce
a dual notation, where [ri] ≡ (s1, s2, . . . , sk), rm ≤ k + m − 1, and 0 ≤ si ≤
si+1 . . . ,≤ m, where si stands for the height of i’th column in the Young tableau.
The relation between si and ri is, that the series {ri− i+1}∪{si−1} is identical
to the series {0, 1, 2, . . . ,max(k,m)}. Alternatively [si + i − 1] describes the
transpose of the young tableau of [ri]. Now, one can write down a Schubert–like
calculus for the fusion rules of the theory. The generators are the ‘fundamental
fields’, yr = (0, 0, . . . , 0, r) = [0, 1, . . . , m− r,m− r+2, m− r+3 . . . , m+1]. The
products of the field yr with any primary field in the theory are expressed by the
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Pieri formula (see, for example, ref. [13]),
yr · (s1, s2, . . . , sk) =
∑
si≤pi<si+1∑
pi=
∑
si+r
(p1, p2, . . . , pm). (2.13)
From the Pieri formula one may derive also a Giambelli formula expressing the
general primary field as a polynomial in the generators. In fact, the primary
fields are the usual Schure functions for Sm, and the formula expressing them in
terms of the generators is the Jacoby–Trudi formula (see, e.g., [14]),
(si) = det
i,j
ysi+i−j , (2.14)
where y0 = 1, and yn = 0 for n > m, by convention. The two formulas, eq.
(13–14) form the so called Schubert calculus. As is well known, there is a duality
upon the exchange of k and m, which is essentially the transposition of Young
tableau [14]. This is equivalent to the exchange of ri − i + 1 with si. Eq. (14),
the Jacobi-Trudi, still holds in terms of the generators which are the totally
symmetric Young tableaux, Zr = (0, 0, 1, . . . , 1), where there are r 1’s, i.e.,
[ri] = det
i,j
Zri+1−j, (2.15)
where Z0 = 1 and by convention, Zi = 0 for i < 0.
Rather than dwell any further on the aforementioned relations, we will di-
rectly establish a realization of these fusion rules as conformal field theories, from
which they will follow. To do so, consider the conformal field theory,
U(1)m(k+m) × SU(m)k, (2.16)
which can be realized as a free boson propagating on a circle of radius
√
m(k +m)
(for the U(1) part) and a level k SU(m) WZNW theory [15, 16, 17]. The general
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primary field in the theory is represented by the product
Φλq = g
λeiqφ/
√
m(m+k), (2.17)
where q is an integer, λ is an integrable highest weight at level k of ŜU(N), and
gλ is a primary fields with this weight and highest weight. The dimension of the
primary fields is
∆ =
mλ(λ+ 2ρ) + q2
2m(k +m)
. (2.18)
Here ρ is half the sum of positive roots. Actually, the theory eq. (16) admits an
extended chiral algebra, and we can organize the primary fields into representa-
tions of this larger algebra. We assume that k is an odd integer. Then, we can
use as an extended current algebra the holomorphic field of integral dimension
H = Φ0m(k+m), Further, we can define the extended algebra currents,
Jr = Φ
kλr
r(k+m), (2.19)
where λr, i = 1, 2, . . . , m, are any of the fundamental weights of SU(m). It can
be checked that the Jr are holomorphic fields of the integral dimension,
∆r =
r(k + r)
2
. (2.20)
The extension of the algebra to include the field H implies that the charge q
is defined modulo m(k + m), as the fields Φλq and Φ
λ
q+m(k+m), are related by
the appropriate operator product expansion with respect to H. Next, there is a
requirement that the fields will be local with respect to the new currents Jr. This
implies that in the operator product Jr(z)Φ
λ
q (w) = Φ
σr(λ)
q+r(k+m)(w)(z−w)δ+h.o.t
only integral values of δ are allowed to appear. Here σr(λ) denotes the external
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automorphism of the extended Dynkin diagrams. Using eq. (18), it follows that
c(λ) = mλλm = q modm, (2.21)
where c(λ) mod m is the m-ality of the weight λ. In addition, the action, in the
operator product sense, of the new currents identifies the fields
Φ
σr(λ)
q+r(k+m), (2.22)
for any integer r (defined modulo m). In terms of the Dynkin labels li, defined
below, the automorphism is
σ(l1, l2, . . . , lm) = (k −
∑
li, l1, l2, . . . , lm−1). (2.23)
Let us demonstrate that indeed the conformal field theory SU(m)×U(1) is a
realization of the fusion ring described above. First, note that the central charges
are indeed identical, since the U(1) factor contributes the central charge c = 1,
while SU(m)k has the central charge c = k(m
2−1)/(k+m). Shifting k to k−m
we find that the central charge so obtained is identical to the one found earlier,
eq. (12). To describe the correspondence between the fields, it is convenient to
introduce the signature of the Young tableau ti =
∑m−1
j=m+1−i lj + i − 1, where
i = 2, 3, . . . , m, t1 = 0, and where the lj, j = 1, 2, . . . , m − 1, are the Dynkin
labels of the representation; λ =
∑
i liλi, where λi are the fundamental weights.
The ti form a strictly monotonically increasing sequence, 0 = t1 < t2 < . . . <
tm < k +m − 1. Conversely, any such sequence describes an integrable highest
weight at the level k. Now, the primary field [ri], defined by eq. (6), uniquely
maps to the primary field Φtq, where the signature t is defined as ti = ri+1 − r1,
and the charge q is given by q =
∑
ri − i, or,
[r1, r2, . . . , rm] −→ Φt2,t3,...,tmq . (2.24)
To prove this equation, we make use of the Weyl character formula to show
that the S matrix, eq. (8), decomposes into a product of an SU(m) modular
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matrix, at the level k, with a U(1) factor, at the level m(k + m). Denote the
weight by λ, as before. The simple roots of SU(m) are given by ei− ei+1, where
i = 1, 2, . . . , m − 1, and the ei form an orthonormal set of unit vectors. Up to
an overall addition of a term proportional to e1+ e2+ . . .+ em, the fundamental
weights are given by λr = −∑mr+1 ei. Denoting ρ =∑λi, we find that the weight
λ+ ρ assumes the form
λ+ ρ = −
m∑
i=1
tiei mod e1 + e2 + . . .+ em, (2.25)
where ti is the signature of the Young tableau, introduced above. The modular
matrix for the group G current algebra at the level k can be written explicitly as
[17],
Sλ,µ =
m
1
2
(k +m)
m−1
2
∑
w∈W
(−1)we2πiw(λ+ρ)(µ+ρ)/(k+g), (2.26)
Where W is the Weyl group of G, which for the Lie algebra SU(m) acts as
permutations on the ei, and g = m. (−1)w is ±1 if the permutation is even or
odd. Substituting the expressions for λ and ρ, eq. (25), we find
Sλ,µ = C
∑
p∈Sm
(−1)pe2πi
∑
r
risp(i)/(k+g), (2.27)
where ri and si are the signature sequences for the representations λ and µ. This
S matrix is identical to eq. (8), where the only difference is that
∑
ri =
∑
si is
required to vanish, in order to describe SU(m) weights. It follows that we can
factor out this term to get a product of a U(1) modular matrix times an SU(m)
one,
Sri;si =
∑
p∈P
e2πi
∑
r
risp(i)/(k+m) = e
piiMrMs
m(k+m) Sλ,µ, (2.28)
where λ and µ are the SU(m) weights with the signatures ri − r1 and si − s1
respectively, and the U(1) charge is given byMr =
∑
(ri−i+1). This proves that
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we get also the correct fusion rules, making use of eq. (4) (or, alternatively, the
relation found in ref. [18]). It can be checked that the fusion rules so obtained are
precisely those of the SU(m)k×U(1)m(k+m) with the extended algebra described
above. The Schubert–like calculus, developed for SU(m) in ref. [7], can then be
used to derive the full Schubert calculus, eqs. (13,14).
Let us turn now to the potential V . Denote by Vm the function,
Vm = q
k
1 + q
k
2 + . . .+ q
k
m, (2.29)
expressed in terms of the symmetric variables yr = xr, eq. (2). A recursion rela-
tion for V follows from the polynomial equation obeyed by qi (see the appendix
to ref. [7]),
0 =
m∏
i=1
(X − qi) = Xm − y1Xm−1 + y2Xm−2 + . . .+ (−1)mym. (2.30)
Multiplying by Xs, and summing over the solutions, qi, implies the recursion
relation,
Vm+s − y1Vm+s−1 + y2Vm+s−2 + . . .+ (−1)mymVm = 0. (2.31)
clearly, V0 = m, V1 = y1, V2 = y
2
1 − 2y2, etc. Thus we can use the relation eq.
(31) to compute the potentials. Another relation that holds for Vm is,
1
m
∂Vm
∂ys
= (−1)s−1Zm−s, (2.32)
where Zn denotes, as before, the polynomial expressing the totally symmetric
representation,
Zn = [0, 1, 2, . . . , m− 1, m+ n]. (2.33)
Now, the potential of the theory, eq. (1), can be written as
V = Vk+m+1 − λy1, (2.34)
where λ = (−1)m−1 is the coupling constant of the perturbation y1. The fusion
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ring is, as usual [7] the ring generated by the yr, r = 1, 2, . . . , m, along with the
relations, ∂V
∂yr
= 0, or it is the Jacobian variety,
R ≈ P [yi]
(∂iV )
. (2.35)
Using eq. (32), the relations can be written as,
Zk+m−r = λδr,1 for r = 1, 2, . . . , m− 1, (2.36)
where the Zm’s are expressed as polynomials in the yi variables, which can be
computed, for instance, using the Jacobi–Trudi, eq. (14). The number of solu-
tions to this set of quasi–homogeneous equations, is the product of the degrees
of the equations, divided by the product of the degrees of the generators, where
deg(yr) = r, (see, e.g., [19])
N =
m∏
r=1
k +m− r
r
. (2.37)
Indeed, this is exactly the correct number of the primary fields as defined by eq.
(6).
Let us turn, now, to some examples. Consider the case of m = 3, in the
notation of eq. (1). The potentials Vm, eq. (29), are readily calculated using eq.
(31), V0 = 3, V1 = y1, V2 = y
2
1 − y2, V3 = y31 − 3y1y2 + 3y3, V4 = y41 − 4y21y2 +
4y1y3 + 2y
2
2, V5 = y
5
1 − 5y31y2 + 5y1y22 + 5y21y3 − 5y2y3, etc. In the case of k = 1
we obtain, using the Jacobi–Trudi, eq. (14), the following relations,
Z2 =
∣∣∣∣∣ y1 1y2 y1
∣∣∣∣∣ = y21 − y2 = 0, (2.38)
Z3 =
∣∣∣∣∣∣∣
y1 1 0
y2 y1 1
y3 y2 y1
∣∣∣∣∣∣∣ = y31 − 2y1y2 + y3 = 0, (2.39)
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Z4 =
∣∣∣∣∣∣∣∣∣∣
y1 1 0 0
y2 y1 1 0
y3 y2 y1 1
0 y3 y2 y1
∣∣∣∣∣∣∣∣∣∣
= y41 − 3y21y2 + 2y1y3 + y22 = 1. (2.40)
It follows that y2 = y
2
1 (eq. (38)), y3 = y
3
1 (eq. (39)), and y
4
1 = 1 (eq. (40)).
Thus, we recover the fusion ring
⋆
of SU(4)1, R ≡ P [y1](y41−1) . Using eqs. (6,24) we can
write the primary fields as polynomials in y1. We find, y1 = Φ
λ1
1 , y2 = y
2
1 = Φ
λ2
2 ,
y3 = y
3
1 = Φ
0
3, and indeed the relation y1y3 = Φ
λ1
1 · Φ03 = Φλ14 = Φ00 = 1 holds
(where we used the external automorphism action, eq. (23)). The central charge
is, eq. (12), c = 3
2−1
3+1 + 1 = 3, i.e., the same value as for SU(4)1. We conclude
that this theory is equivalent to SU(4)1. For k = 2, the calculations are slightly
more involved, and are mostly left as an exercise to the reader. The relations in
the fusion ring can be written as
2y1y2 − y31 = y3,
y41 − y22 − y21y2 = 0,
−3y1y22 + 2y31y2 + 1 = 0.
(2.41)
⋆ Note that the superpotentials Vm
k
and V km lead to identical superconformal field theories,
that is there is the rank–level duality of exchanging m and k. This follows from the usual
duality of the h.s.s. theory, SU(m + 1)k/SU(m) × U(1) of exchanging m with k [9, 20].
This h.s.s. theory is the λ = 0 limit. Further, since the duality entails the transposition
of the Young tableaux, the perturbation y1 is duality invariant (as well as any other
perturbation which is transposition invariant). Thus, on physical grounds V km ≈ V
m
k .
Alternatively, one may use the duality of the Schubert calculus [14], to prove this from
the mathematical viewpoint. (Or, alternatively, give a physical proof for this duality.)
In particular, Vm,k with k = 1 is dual to V1,m = q
m+2/(m + 2) − q. Since this is the
fusion potential of SU(m + 1) it follows that all k = 1 examples give the fusion ring
of SU(m + 1)1. In terms of the corresponding RCFT’s, the duality translates to the
equivalence relation of the theories SU(n)k ≈ SU(k)−n, up to a free boson theory. This
is a consequence of the known RCFT relationship SU(mk)1 ≈ U(1)×SU(m)k×SU(k)m,
with a particular modular invariant, which follows from the decomposition of nk fermions
according to flavor and color current algebras [21, 22, 7, 23]. Inverting SU(k)m to the other
side of this equation, implies the duality of exchanging m and −k. In principal, we could
have taken SU(m)k/p where p is any integer strange to m(k +m), leading to the same
fusion rules, see section (5). However, only the values of p = ±1 are allowed due to time
reversal symmetry of the soliton scattering amplitudes (c.f. section (10)), and these are
equivalent under this duality. It follows that the N = 2 LG leads to a unique RCFT,
as it should, since the scattering amplitudes are built in terms of this particular RCFT
braiding matrices (section (7)).
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Again, y1 = Φ
λ1
1 , y2 = Φ
λ2
2 , y3 = Φ
0
3 and there are indeed ten fields, which can
be expressed as polynomials using eq. (14). For example, y21 = Φ
λ1
1 · Φλ10 =
Φ2λ12 + Φ
λ2
2 , showing that indeed Φ
2λ1
2 =
∣∣∣∣∣ y1 1y2 y1
∣∣∣∣∣ = y21 − y2.
3. Metric and kinks
The potential V can be taken to be a superpotential of an N = 2 scalar
field theory (or a Landau-Ginzburg Wess–Zumino model in two dimensions) refs.
[24, 25, 26, 27]. The lagrangian of the theory is,
L =
∫
K(x, x¯)d2θ d2θ¯ +
∫
V (x)d2θ + c.c., (3.1)
where the xi are now N = 2 superfields, V is the superpotential, and K is a
suitable kinetic term. The resulting theories are the perturbation by the most
relevant operator of the h.s.s. conformal field theories which are the supercon-
formal cosets SU(m + 1)/SU(m) × U(1) [7, 8]. These massive field theories are
known to be integrable [10, 11, 12]. Thus we see nicely the connection between
the integrability of the potential, and the fact that it is the fusion potential of
a rational conformal field theory, a conjecture that was already addressed in ref.
[28]. In a precise form, this statement is
Conjecture: Every rational conformal field theory gives rise to an integrable
N = 2 superconformal field theory, where the chiral algebra of the latter is
isomorphic to the fusion ring of the former. Further, any N = 2 field theory is
integrable if, and only if, it originates from some rational conformal field theory.
Our aim in this paper is to prove, and establish this statement.
The merit of this conjecture is the linking of two hard, yet very different
problems, i.e., the classification of rational conformal field theories and the study
of two dimensional integrable systems.
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The class of examples, discussed in section (2), fits nicely into this conjecture.
Indeed, the N = 2 theories with the potential eq. (2.1) were the first family of
integrable N = 2 LG theories to be described. The others were, subsequently,
studied by directly substituting the known fusion potentials of SU(m)k [10, 12]
and Cm [28]. Both families of theories have been argued to be integrable. Thus,
the ‘U(m)’ family, described in section (2), essentially completes the verification
of this conjecture for all the known integrable N = 2 theories, and almost all the
rational conformal field theories for which a fusion potential is known.
There are more detailed aspects of this correspondence, in part noted in ref.
[28]. In particular, it was found there, in some examples, that the metric in the
moduli space of the N = 2 theory is diagonalized by the primary fields, and
so this preferred, ‘typically rational conformal field theory’ basis can be defined
entirely in the N = 2 context, as the unique basis that diagonalizes the metric.
If true, in general, this would allow one to construct a rational conformal field
theory by calculating the metric of the corresponding N = 2 one, a relatively
manageable task. When the rational conformal field theory is known, it can, on
the other hand, be used to diagonalize the metric and to make its calculation
easier.
Now, the ground states of the N = 2 scalar theory, eq. (1) are given by
the minima of the scalar potential, W =
∑
i |∂iV |2, implying, in turn, that
∂iV = 0. Recall that, these are precisely the points of the fusion variety, xp,
which are labeled by the primary fields p, as explained in section (2). The value
of the primary field q at the point xp is, eq. (2.4), [q](xp) = S
†
p,q/S1,q, where
S is the matrix of modular transformations. Between some pairs of admissible
‘neighboring’ vacua p and q, there are some interpolating kinks. The following
kink structure has been found [28] in some examples, using a metric calculation,
and as is shown in this paper holds in general. The kinks are labeled by some
‘fundamental’ representations, fi. The vacua p and q are connected by the kink
fi if, and only if, the fusion coefficient N
q
p,fi
does not vanish. We are thus led
to a complete scattering picture for the kink theory, where the S matrices are
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essentially given by the Boltzmann weights of the interaction round the face
theory w
(
p q
r s
∣∣∣∣u
)
, where u is the relative rapidity of the incoming kinks. This
S matrix represents the scattering amplitude of Ks,pKp,q → Ks,rKr,q, as will be
described in detail in the proceeding sections. The Young–Baxter integrability
condition for the process is, in turn, the star triangle equation (STE) for this
Boltzmann weight, which ensures the integrability of the lattice model, whose
partition function is
Z =
∑
{pi}
∏
plaq.
w
(
pi pj
pk pl
∣∣∣∣u
)
. (3.2)
Importantly, all the known integrable lattice models, which have a second order
phase transition point, can be written as fusion IRF theories. Thus, each such
model is associated to some unique integrable N = 2 supersymmetric theory,
along with some rational conformal field theory. Explicit examples are elaborated
in section (9). In fact, many constructions of integrable lattice models have been,
in part, based on fusion rules of known rational conformal field theories, refs.
[6, 5]. Not surprisingly, there is a close relationship between the lattice models
and their conformal field theory counterparts. For example, the critical theory
itself is a rational conformal field theory, having more or less the same fusion
rules. In the case of G = SU(m)k, it was shown [6] to be the coset model
Gk ×G1/Gk+1. Thus, the conformal field theory figure both in the definition of
the theory and in its solution
⋆
. Further, certain expectation values on the lattice,
the so called local height probabilities, expressing the probability of a given lattice
⋆ The exact relation between the generic fusion IRF model and its multicritical RCFT’s
is not yet resolved in its entirety, as it behooves us to disentangle the full-fledged, i.e.
thermalized, lattice model. The following ‘empirical’ rule seems to hold. The multi–
critical points of the model IRF(O, x, x) are described by the RCFT O as perturbed by
the field x. Note, however, that there are a number of choices for the RCFT O and x
which lead to the same IRF model, and one must choose the correct RCFT which gives the
particular multicritical point. For example, the models IRF(SU(n)k, [n], [n]) (see section
(8) for more) are described in the ferroelectric regime by the RCFT Gk−1×G1/Gk, where
G = SU(n), perturbed by an operator x = Φ0,0
ad
ref. [29]. Since the operator x is a singlet
in the Gk−1 ×G1 theory, it follows that it, essentially, gives back the fusion rules of Gk.
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site to have a certain value, are given directly in terms of the characters of the
conformal field theory, and obey the same modular transformation properties,
an observation made in ref. [30]. Thus, we see here a triad between rational
conformal field theories, integrable superconformal models and integrable lattice
models. Our object is to show that these are equivalent physical problems.
Let us examine the family of rational conformal field theories described in
section (2) for the purpose of verifying the picture drawn above. This is a rela-
tively straightforward task, as these conformal field theories describe the simplest
family of known integrable N = 2 supersymmetric theories. In fact, in essentially
all other known integrable supersymmetric field theories, this picture was already
verified [28]. The first question then, is regarding the metric: is it diagonal in
the basis of the primary fields? To see that this is so, let us recall the calcula-
tion of the metric, refs. [8, 28]. Using a change of variables, we can write the
superpotential, eq. (2.1), as
V = λ(
m∑
i=1
qk+1i
k + 1
− qi), (3.3)
where λ is a coupling constant. For λ → 0, the superpotential V describes the
h.s.s. theory SU(m+1)/SU(m)×U(1). For λ = (−1)m it is the fusion potential
of the rational conformal field theory [SU(m)k × U(1)k(k+m)]/σ, described in
section (2). For any λ, it is an integrable theory. The metric gλ,µ = 〈λ|µ〉 is
defined as the overlap of the Ramond vacua µ with the one obtained on the left
by ‘spectral flow’. It is the normalization of the chiral fields, as well as the metric
in the moduli space. The metric obeys the equation [31, 32, 8]
∂(g∂g−1) + [V, gV †g−1] = 0 (3.4)
where ∂ = ∂/∂λ, and the equation is written in a matrix notation. In ref. [8]
it was shown that for this family of potentials, the matrix elements gλ,µ obey
an affine Toda equation. We will show that the off diagonal elements vanish in
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the primary fields basis. One computes the solutions using the pullback to the
decoupling variables qi. The Jacobian, for this change of variables from xi to
the qi is the Vandermonde determinant D =
∏
i<j(qi − qj). The metric for the
potential V , in terms of the qi, is of the form
gti,ni = g(ti − ni) =
∏
i
eL(ri), (3.5)
where ti and ni label the primary fields, and are the same labels that were used
for the U(m) primary fields in eq. (2.6). The functions L(ri) are the solutions
of an Aˆm Toda equation, where the ri label the specific boundary condition,
determined by the behavior of L at the origin, i.e., the metric at the conformal
point. The metric in the fusion variety basis is given by the Fourier components
of g(ni −mi),
gr,s = e
2πi(t1r1+t2r2+...+tmrm)/ke−2πi(s1n1+s2n2+...+smnm)/kg(ni −mi). (3.6)
Now, pulling back the metric to the symmetric variables, involves two things: 1)
Multiplying by J(ri)
∗J(si), where J is the Jacobian for this change of variables,
which is identical to the Vandermonde determinant. 2) Anti–symmetrizing with
respect to the permutations of the different i’s. Thus, we find that the metric in
the fusion variety basis of the U(m) theory is
gri,si = J(ri)
∗J(si)
∑
ti,ni
∑
p∈Sm
(−1)pe2πiritp(i)
∑
q∈Sm
(−1)qe2πisinq(i)
 g(ti−ni).
(3.7)
Note, that the Vandermonde is essentially the denominator of the Weyl character
formula, while the permutations correspond to the Weyl group. Hence, the tran-
sition to the primary fields basis is implemented by the matrix S†r;m/Sr;0 which is
the ‘Weyl’ character of ri specialized to the points mi, eqs. (2.6, 2.27). It follows
that we find exactly the orthonormality condition for the Weyl characters, using
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as a measure the denominator, D = J ,
gti,ni =
∑
ri,si
Sr;t
Sr;0
S†s;n
Ss;0
g(ri; si) = δti;ni
∏
i
eL(ri), (3.8)
and we proved that the metric is diagonal in the primary fields basis.
In the primary fields basis, p = [r1, r2, . . . , rm], the equation for the metric
assumes the form,
∂(gp∂g
−1
p ) +
∑
i
gp+eig
−1
p − gpg−1p−ei = 0, (3.9)
where ei = [0, 0, . . . , 1, 0 . . . , 0]. Note that the combination that appears in the
equation is the multiplication by V = xmod∂iV , according to the Schubert cal-
culus, eq. (2.13). This equation is solved by the product of Aˆm Toda solutions
in each of the variables. One still needs to determine the boundary conditions.
Unfortunately, the connections between the boundary conditions and the asymp-
totic behavior of the metric at x → ∞ is not known in general⋆. However, the
result of the calculation when done, would show that for λ → ∞ the metric
assumes the form (in the fusion variety basis),
gr,s = N
s
r,fie
−2|λ|Mfi , (3.10)
where the fi are the solitons of the theory, Mfi are their masses, and N
s
r,fi
are
the fusion coefficients. Since the asymptotic behavior of the metric is dominated
by the single soliton transitions, refs. [8, 28], this shows that, indeed, the fi–
soliton connects the r and s vacua if and only if Nsr,fi > 0, in accordance with
the precedingly described IRF picture.
⋆ The problem can be analyzed, as usual, via an isomonodromy problem for a linearized
Lax pair representation of the equation, which is mathematically straightforward, but was
not done yet. Alternatively, the equation can be solved numerically.
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Alternatively, we can study the allowed solitonic transitions of the integrable
field theories eq. (2.1) directly. The allowed transitions for this class of potentials
were conjectured in refs. [10, 11, 12]. It was shown there that the Bogomolni lower
bound for the mass of the solitons interpolating between the xi and xj vacua is
given by |V (xi) − V (xj)|, where V is the superpotential. Assuming that the
solitons are chiral, implies that this bound is saturated. In this case, we can
calculate the masses of the possible solitons in the theory. Specializing to the
case of m = 1, V = q
m+1
m+1 − q, we find that the classical ground states are given
by qr = e
2πir/m, and that the mass of the soliton which interpolates the r and s
vacua is
Mrs = |V (qr)− V (qs)|, (3.11)
and we find for the potential V , in particular, Mrs =
2k
k+1 sin[
π(r−s)
k ]. This is
precisely the mass spectrum of the Aˆm S-matrices [33], and it follows that all
such transitions are allowed, and that the s soliton mediates between the r and
r + s vacua. In other words, the allowed transitions indeed correspond precisely
to the fusion rules of the bosonic rational conformal field theory which has V as
a fusion potential.
For the potential, eq. (1), withm > 1, one can deduce the allowed transitions
by making the ansatz that the solitonic masses in the theory are identical to
those that appear for m = 1. This implies that the vacua [r1, r2, . . . , rm] and
[n1, n2, . . . , nm] are connected, if and only if, ri = ni for all i, except for a unique
s, for which rs 6= ns, and then they are connected by the t = rs − ns soliton,
whose mass is Mt = sin(πt/k). When one draws the connectivity graph of the
allowed vacua and their connecting solitons, the conjectured polytopes of ref. [10]
are found, now, reinterpreted as the fusion rules of the corresponding RCFT (for
more detail, see section (8), which treats such graphs, in general).
We wish to examine whether this solitonic structure is consistent with the
fact that these are fusion theories. Straightforwardly, we find that the lowest
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soliton, t = 1, implies the transition,
p = [r1, r2, . . . , rm]→
∑
s
[r1, r2, . . . , rs + 1, . . . , rm]. (3.12)
which is identical to a fusion by the fundamental field of the rational conformal
field theory, x = q1 + q2 + . . .+ qm using the Pieri formula, eq. (2.13). In other
words, the vacua p and q are connected by the fundamental soliton if and only if q
appears in the operator product of x and p. This is, precisely, the afore discussed
fusion structure of the IRF theories, and is consistent with eq. (10). Indeed the
same fusion rules, again, describe the theory, and its solitonic structure. The
higher solitons are mediated by the fields in the theory, which are of the form
xr = q
r
1 + q
r
2 + . . . + q
r
m. In other words, the p and q vacua are connected by
the t soliton if and only if q appears in the product of p and xt. Again this is
a fusion structure, albeit, for r > 1 the field xr is not a primary field, but a
combination of several ones. We conclude that the general framework drawn in
this paper is, indeed, verified for the class of potentials, eq. (2.1). This completes
our voyage through the integrable N = 2 supersymmetric theories which have
been constructed explicitly to date
⋆
.
⋆ There are a number of sporadic examples not covered here. These are the D−E pertur-
bations found in [34], where the A perturbation is the usual Chebishev SU(2)k one. The
RCFT correspondence, drawn here, works perfectly for the D and E cases, as well. It
can be shown that all the A-D-E LG potentials are the fusion potentials of some rational
conformal theories The S matrix of each of the RCFT is, essentially, the eigenvalue matrix
of the corresponding Cartan matrix. This is consistent with eq. (2.4) and the observation
made in ref. [34] regarding the locations of the vacua of the LG theories. Further, the S
matrices of the soliton scattering amplitudes are given by the extension of the braiding
matrices, as is discussed, in general, in sections (7-10).
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4. New Rational Conformal Field Theories
Our purpose in this section is to introduce a novel class of rational conformal
field theories, closely related to current algebras, and in particular new type of
coset conformal field theories. These theories will serve us as a framework in
which one can further address the questions raised previously.
Consider the following system of fusion rules:
A1Ar = Ar−1 + Ar+1 for 1 ≤ r ≤ N, (4.1)
with the convention that A0 = 1 and AN+1 = AN . The rest of the products are
computed by associativity. The case of N = 1 corresponds to the fusion rules of
(G2)1. It can be checked that this is a consistent set of fusion rules, where every
field has a unique conjugate, which is itself, (i.e., the theory is real), and the
fusion rules are fully symmetric when one lowers the index with the conjugation
bilinear form. Thus, eq. (1) represents a consistent conformal fusion ring.
Next, we wish to find the table of representations of the fusion algebra (which
are all one dimensional), as these correspond to the S matrix. Note the similarity
of these fusion rules to those of the SU(2) current algebra; the only modification
is in the last condition AN+1 = AN instead of AN = 0. Thus, again, we rep-
resent the primary fields as polynomials in A1 = 2 cosφ where φ is some angle.
The polynomials are the same Chebishev polynomials of the second kind, which
appear for SU(2), since the recursion relation, eq. (1) is identical to the SU(2)
one [7],
Ar(2 cosφ) =
sin(r + 1)φ
sinφ
. (4.2)
The only additional relation is AN+1 = AN , which implies
sin[(N + 2)φ] = sin[(N + 1)φ], (4.3)
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and is solved to give the points of the fusion variety
φ =
π(2r − 1)
2N + 3
, where r = 1, 2, . . . , N + 1, (4.4)
where we excluded the solution φ = 0, since it leads to the vanishing of the
denominator, sinφ. Upon a reordering of the primary fields,
m→ 1 + (−1)mm/2 mod (2N + 3), (4.5)
we find that the S matrix of the theory, which, up to a constant, is a table of the
representations, is
Si,j =
2√
2N + 3
sin
[
π(2i− 1)(2j − 1)
2N + 3
]
, (4.6)
where 1 ≤ i, j ≤ N + 1. Evidently, S is a real symmetric matrix, obeying
S2 = SS† = 1, and thus is physically acceptable. We find the matrix T from the
consistency relation (ST )3 = 1,
Ti,j = e
2πi(∆i−c/24)δi,j, (4.7)
where
∆i =
i(i− 2)
2N + 3
, (4.8)
is the dimension of the ith primary field. The central charge of the theory is
c =
6N + 3
2N + 3
− (−1)N . (4.9)
The dimensions are found modulo an integer, while the central charge, c, is found
modulo 8. For N = 1, we find c = 14/5 and ∆ = 2/5, agreeing with the well
known values for the (G2)1 current algebra. N = 0 implies that c and ∆ vanish,
the well known values for a theory with only one primary field [18].
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Since each of the fields is a Chebishev polynomial in the generating primary
field A1, it follows that the fusion ring is described by P [x]/(p(x)), where p(x)
generates the ideal of relations in the ring, and where x = A1. The potential of
the theory, V , is related to p by p = dV /dx , and is
V (x) =
2∑
i=1
qN+2i
N + 2
− q
N+1
i
N + 1
, (4.10)
where q1q2 = 1 and x = q1 + q2.
The potential V (x), eq. (10), is, like all fusion potentials generated by one
conformal field, a massive perturbation of the N = 2 minimal conformal models.
More precisely, if one takes the superpotential of an N = 2 LG theory to be
W (x) = λV (xλ
−1
N+2 ), where λ is the coupling constant, then for λ = 1, the
superpotential is identical to the fusion potential, whereas, for λ = 0, it reduces
to the homogeneous part, W ∝ xN+2, which is the superpotential of the Nth
minimal model.
The fusion potential can be written as a difference of Chebishev polynomials
of the first kind,
V (x) =
TN+2(x)
N + 2
− TN+1(x)
N + 1
, (4.11)
where Tn(2 cosφ) = 2 cos(nφ). The Chebishev polynomials are T0 = 2, T1 = x
and obey the recursion relation xTn = Tn+1 + Tn−1, from which they can be
readily calculated. For N = 1 the fusion potential assumes the form V (x) =
x3
3 − x
2
2 − x + 1. This potential describes a massive perturbation of the k = 1
minimal model. By a shift of x, x → x + c the potential is seen to describe the
most relevant perturbation V = x3−λx, which is equivalent to a particular sine-
Gordon theory, a well known integrable model. For N = 2, we find the potential
V2 =
x4
4
− x3
3
− x2+ x+ 1
2
, which is a perturbation of the second minimal model,
and is a theory of one scalar field, along with one fermion field. Similarly, one
can calculate the potentials for higher N . The fusion relation is dV
dx
= 0. For
N = 1, it is x2 = x+ 1, the well known fusion rule of (G2)1.
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The class of theories described above affords a generalization to all SU(N),
for any N ≥ 2. To define the theories, it is convenient to start directly with
the current algebra SU(N)k, where k and N are mutually strange numbers,
(k,N) = 1. Recall the external automorphisms of SU(N), used in section (2).
It is well known [35, 36, 20] that these are external automorphisms of the fusion
ring of Gk, for any G and k,
λσ(µ) = σ(λ)µ = σ(λ, µ), (4.12)
for any integrable highest weights λ and µ and for any external automorphism σ.
For SU(N)k where (k,N) = 1 all the external automorphisms act without fixed
points, i.e., σ(λ) = λ implies σ = 1. SU(N)k is the only group which admits no
fixed points for a generic k. The level one simply laced groups are the only other
such examples. Since σ is an automorphism of the fusion rules, eq. (12), we may
consistently identify fields which are related by the action of σ, and define the
new fusion ring R/σ. Namely, we define [λ] to be the equivalence class of the
weight λ modulo the action of σ. We further define the fusion coefficient of such
classes by
[λ]× [ρ] =
∑
µmod σ
Nµλ,ρ[µ], (4.13)
where Nµλ,ρ is the fusion coefficient of SU(N)k. This definition is consistent,
since σ acts as an external automorphism, eq. (12). Further, the resulting fusion
rules are acceptable for a conformal field theory. To establish this, note that for
(k,N) = 1, the N -ality of σ(λ) and λ differ by one. Thus, every orbit under σ
contains exactly one element of N -ality zero (color singlet) which may be chosen
as a representative, denoted by λˆ. For example, for SU(2)2 there are two orbits
represented by 1 (singlet) and 8 (adjoint). Thus, the new fusion rules may be
thought of as a restriction of the usual fusion rules to the N -ality singlet sector.
It follows, that they represent a fully consistent operator product algebra, where
the conjugate of each field is the usual one, Cλ,ρ = δλ,ρ¯. Using C to lower the
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index ρ, Nρλ,µ = CρθN
θ
λµ, we indeed get a fully symmetric three point function
Nρλµ. We conclude that these are acceptable fusion rules.
The S matrix of the theory is given (up to a factor) by the usual S matrix
of SU(N), eq. (2.26), restricted to the singlet sector,
Sλ,µ =
√
NS
SU(N)
λ,µ . (4.14)
This S matrix is unitary, SS† = 1, obeys S2 = C, and diagonalizes the fusion
rules eq. (13). To see this, we use the relation
Sλ,σ(ρ) = e
−2πiΛσλSλ,ρ (4.15),
which is shown by a direct calculation on the S matrix ref. [37]. To prove, for
example, the relation with the fusion rules we may compute [18]
∑
t
St,aSt,bS
†
t,c
St,1
=
∑
t,σ
Sσ(t),aSσ(t),bS
†
σ(t),c
Sσ(t),1
= N ca,b, (4.16)
proving that the restricted S matrix eq. (14) diagonalizes the restricted fusion
rules. Similarly, one shows that S2 = C and SS† = 1.
The central charge of the theories is
c =
k(N2 − 1)
k +N
−Θ(k,N)mod8, (4.17)
where Θ(k,N) is an integer defined by the Gauss-type sum,
e2πiΘ(k,N)/8 =
1√
N
N−1∑
n=0
eπikn(N−n)/N . (4.18)
The sum, eq. (18), can be computed through the modular properties of the
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Dedekind’s eta function, and is [38]
Θ(k,N) = 8S(k, 2N)− 4S(k,N), (4.19)
where S(k,N) denotes the Dedekind’s symbol,
S(k,N) =
N−1∑
n=1
[n/N − 1/2][nk/N − 1/2], (4.20)
and where [x] denotes the fractional part of x,
[x] = xmod 1, and − 1/2 < [x] ≤ 1/2. (4.21)
The dimensions of the fields are identical to that of SU(N)k, restricted to the
singlet sector,
∆λ =
λ(λ+ 2ρ)
2(k + g)
, (4.22)
where λ is the highest weight, ρ is half the sum of positive roots and g = N is
the dual Coxeter number. The matrix T is
Tλ,µ = e
2πi(∆λ−c/24)δλ,µ, (4.23)
and obeys the required relation, (ST )3 = C.
To prove the above relations, and also for instructive purposes, it is conve-
nient to describe this class of theories as quotient theories. For (k,N) = 1 the
action of the external automorphisms is faithful (without fixed points), and thus
every weight λ can be written as λ = σi(λˆ) where σ is the generating external
automorphism (associated to the first fundamental weight, λ1), and where λˆ is a
singlet under the center (0 N-ality). Using eq. (15), the S matrix for SU(N)k,
29
can be written as
Sσn(λˆ),σm(µˆ) = Sλˆ,µˆS
k
n,m, (4.24)
where Skn,m is the matrix
Skn,m = e
2πiknm/N . (4.25)
The matrix Sk, eq. (25), corresponds to the S matrix of a conformal field theory
with the fusion rules of SU(N)1, but which is a kth power of the usual S matrix.
Similarly, the dimensions of the fields are
∆kn =
kn(N − n)
2N
mod1. (4.26)
The central charge can be computed from the consistency relation (ST )3 = C,
where C = δn+m, and we find,
c = Θ(k,N)mod8, (4.27)
where Θ(k,N) is given by eq. (19). Clearly, for k = 1, we find c = N−1 which is
the central charge of SU(N)1. The fusion relations of the theory are independent
of k, [n][m] = [n+m]. The matrix T is, as usual,
T kn = e
2πi[kn(N−n)/N−c/24]. (4.28)
It can be checked that all the usual consistency relations hold.
For the matrix T of SU(N)k, we find the same tensor decomposition as for
S,
Tσn(λˆ) = TλˆT
k
n . (4.29)
Thus, owing to this tensor product structure, it follows immediately that (ST )3 =
C, for the restricted theory, as well as giving an alternative proof for all the other
relations. In view of it, we may think of the restricted theory as the quotient
(‘new coset’) model SU(N)k/SU(N)1/k, as the center theory is formally SU(N)
at the rational level 1/k. (See section (5) for more details.)
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Let us explore a few examples of the resulting fusion rings of the quotient
theories SU(N)k/SU(N)1/k. For k = 1 the theories are trivial, and indeed
eqs. (17,22) imply, c = ∆ = 0. Consider SU(3)2. The only nontrivial product
involving the singlet representations is [8]× [8] = [1] + [8]. Denoting x = [8], this
becomes the fusion relation x2 = 1+x, which is the fusion relation of (G2)1. We
conclude that
SU(3)2
SU(3)1/2
≈ (G2)−1, SU(2)3
SU(2)1/3
≈ (G2)1. (4.30)
(For the explanation of the notation (G2)−1 see the next section.)
The theories described in this section represent new rational conformal field
theories, and the problem of finding realizations for them is addressed in section
(6).
5. General new cosets
The class of theories described here affords even a further generalization.
Consider the general fusion rules of the current algebra of a group G at the
level k. From these fusion rules we get an S matrix via Verlinde’s formula [18].
However, the relation is highly ambiguous and a large number of different theories
have the exact same fusion rules, but different S and T matrices. Let p be any
integer which is strange to d(k+g), (p, d(k+g)) = 1, where g is the dual Coxeter
number, and d is the index of M∗ in M , that is d is the least integer such that
dM∗ ⊂ M . (For SU(N) d = g = N .) The general S matrix corresponding to
the Gk fusion rules is
S
(p)
λ,µ =
∣∣∣∣ M∗(k + g)M
∣∣∣∣1/2 ∑
w∈W
(−1)we−2πipw(λ+ρ)(µ+ρ)/(k+g). (5.1)
Note that S
(1)
λ,µ is the usual S matrix of Gk, eq. (2.26), while other values of p
correspond to new S matrices. The following relation ensures that the resulting
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fusion rules are independent of p
S
(p)
λ,µ = s(µ)S
(1)
λ,h(µ), (5.2)
where h(µ) is some permutation of the integrable highest weights at level k, which
depends on p, and s(µ) = ±1 is some sign factor. By examining the expression
for S, eq. (1), we find that h is defined (uniquely) by
h(µ) + ρ = pw(µ+ ρ) mod (k + g)M, (5.3)
where w is some Weyl element, s(µ) = (−1)w, and the fact that this relation
holds is guaranteed by (p, d(k + g)) = 1. It follows that the fusion rules are
N
c(p)
a,b =
∑
t
Sa,h(t)Sb,h(t)S
†
c,h(t)
S0,h(t)
=
∑
t
Sa,tSb,tS
†
c,t
S0,t
= N
c(1)
a,b , (5.4)
and thus do not depend on p. It can be shown that the dimension formula for
the primary fields assumes the form,
∆λ =
p[(λ+ ρ)2 − ρ2]
2(k + g)
mod 1. (5.5)
and the central charge of the theory is
c =
pkD
k + g
+Θ(p, k, G) mod 8, (5.6)
where D is the dimension of the algebra G, and where Θ(p, k, G) is an integer
defined by
eπiΘ(p,k,G)/4 =
∣∣∣∣M∗kM
∣∣∣∣−1/2 ∑
λ∈M∗mod kM
e−πipλ
2/k. (5.7)
Note that this relation holds for any even lattice, not necessarily one which
is a root lattice of some group, and generalizes to any lattice the gauss sums
encountered earlier, eq. (4.18), which correspond to SU(N)1.
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A straight forward calculation shows that the usual relations for the modular
group hold, (ST )3 = S2 = C, where C = δλ,µ¯ is the charge conjugation matrix.
The calculation of the generalized gauss sum, eq. (7), (and the proof of this
formula) proceeds by observing that this sum is given by specializing the theta
function
ΘM (τ) =
∑
λ∈M∗
eπiλ
2τ , (5.8)
to the value of τ = −p/q + iǫ, where ǫ is an infinitesimally small parameter. Up
to an irrelevant real factor,
eπiΘ(p,k,G)/4 = ΘM (−p
q
+ iǫ). (5.9)
The latter expression may be evaluated using various theta functions identities,
relating it to the multiplier system of the η function, which is given, in turn,
by the Dedekind symbols, eq. (4.20). For example, in the case of G = SU(3)
we find, Θ(p, k, G) = Θ(p, 1, G) = 8S(p, 6)− 4S(p, 3). The RCFT SU(2)p/q was
previously discussed in ref. [38].
Let us denote the conformal field theories defined above as Gk/p, as formally,
at least, they correspond to taking the rational level k/p in the definition of the
S and T matrices
⋆
.
Although for different values of p the theories have the same fusion rules,
they are, in fact, different conformal field theories. Such examples are found even
within standard conformal field theory, e.g., (E7)1 ≈ SU(2)−1, (E6)1 ≈ SU(3)−1.
However, it is a difficult problem to find realizations for the generic conformal
field theory Gk/p.
†
⋆ We are slightly cavalier, in this notation, about the shift of k → k+g, between the bosonic
and affine cases. To be precise, Gk/p stands for G(k+g)/p, in an obvious abuse of notation.
† A possible solution for this stems from the general treatment of the reconstruction ‘fantasy’
problem, is described in the sequel. The braiding matrix of Gk/p can be shown to be equal
to those of Gk with the simple replacement of k + g by (k + g)/p. Thus, as described in
sections (7,8,9), a corresponding IRF lattice model can be constructed. A multi-critical
point of this lattice model would then realize the full RCFT Gk/p.
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The current algebra–type theories described above, admit a simplification, as
bosonic (or U(1)n) theories at fractional levels. A realization for the latter theo-
ries can be easily contemplated. Consider a theory of l free bosons propagating
on the l-torus specified by the lattice
√
kM , where k is the level, and M is any
even lattice of rank l. The vertex operators, which describe the primary fields in
the theory, are, Vp = exp(i~p~φ/
√
k), where ~φ is a canonical free boson, and ~p is
the momenta, which takes its values in p ∈M∗mod kM . The partition function
for the block with a given value of p is expressed as a theta function in the lattice,
Θp(τ) =
∑
λ=pmod kM
eπiλ
2τ/k, (5.10)
from which one derives the modular transformations,
Sp,q = e
−2πipq/k, (5.11)
and
Tp,q = e
−πil/12eπip
2/kδp,q. (5.12)
These transformations are compatible with the relations S2 = (ST )3 = C where
Cp,q = δp,−q, as well as with the fusion rule
Vp × Vq = Vp+q. (5.13)
Now, the point is, that all of the above results remain valid if we define k to
be any rational number, which is not necessarily an integer, i.e., k = a/b where
a and b are two strange integers. Substituting this value in the equations for S
and T we find
Sp,q = e
−2πiapq/b, (5.14)
and
Tp,q = e
−πic/12eπiap
2/bδp,q. (5.15)
where the central charge is defined by the same Gauss sum encountered earlier,
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eq. (9),
c = Θ(a, b,M)mod8. (5.16)
The realization of these bosonic theories, denoted by Ma/b, is treated in the next
section.
6. Realizations
In this section we would like to address the problem of the realization of
the conformal data systems described earlier, i.e., the new ‘bosonic’ systems, the
affine theories at fractional levels, and the new quotient type theories, as full
fledged rational conformal field theories. As we shall show, these systems are
interrelated, and it will be established that given a realization for the ‘bosonic’
(thereafter referred to as group algebras) systems, the other theories may be
realized as well.
Recall the construction of the group algebra systems. One starts from an
arbitrary even lattice,M . M is a sublattice of the dual lattice,M∗. The primary
fields are labeled by the momenta ~p, which are elements of M∗mod kM , where k
is some integral level. The fusion rules assume the usual form, [~p]× [~p′] = [~p+~p′].
Note that the fusion rules form the group algebra based on the abelian group
M∗
kM .
The S matrix assumes the form,
S
(q)
p,p′ =
1√
N
e−2πiqpp
′/k, (6.1)
where q is an arbitrary integer strange to |M∗/kM |, which labels the different
conformal systems, denoted by (q,M). For q = 1 we recover the usual bosonic
systems based on the lattice M . The conformal dimensions and central charges
of the group algebra systems are given by eqs. (4.26, 4.27). For notational
simplicity, we assume that k = 1, without any loss of generality, by redefining
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the lattice M , M → √kM . Thus, we shall, henceforth implicitly assume that
k = 1, unless otherwise specified.
The key to realizing the group algebras systems is, that while for q = 1
they correspond to free bosons propagating on the lattice M , for q 6= 1 they
corresponds to free bosons propagating on some other lattice Mq, whose rank is
given by the integral central charge of the theory. In other words, we have the
equivalence of conformal systems
(q,M) ≈ (1,Mq). (6.2)
For example, (−1, SU(2)) ≈ (1, E7) and (−1, SU(3)) ≈ (1, E6), where we refer
to the root lattice by the name of the group. To realize the theory, we construct
the appropriate lattice Mq, for each of the pairs (q,M). The lattice Mq needs to
have the following properties,
Mq
M∗q
≈ M
M∗
, (6.3)
by a group isomorphism denoted by φ, φ(λ) ∈ Mq for any λ in M (modulo the
actions of Mq and M). This insures the correct set of primary fields and their
fusion rules. Further, it remains only to demand the dimension formula,
φ(λ)2 = qλ2mod 2Z, for all λ ∈Mq. (6.4)
Provided that the lattice Mq obeys the properties eqs. (3,4), it realizes the
conformal system (q,M) described above, as a usual bosonic theory on this new
lattice. So, for example, SU(2)−1 is realized by seven free bosons propagating
on the maximal torus of the group E7.
Note, that we have the equivalence of realizations (q,M) ≈ (qm2,M) for any
integer m (strange to |M∗modM |). This follows from the map of primary fields
φ(x) = mxmod M , where the strangeness ofm ensures that φ is an isomorphism.
Consequently, we simply rename the primary fields on the same lattice M . In
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addition, if r is the index of M , i.e., r is the least positive integer such that
rM∗ ⊂M , then q is defined modulo r, since the shift q → q + r does not change
the S matrix, eq. (1). It follows that q is defined modulo the index r, up to a
multiplication by a square of an arbitrary integer. In particular, for r which is a
prime number, this implies that q = ±1 are the only distinct possibilities.
Now, it is not easy to find, for each such pair (q,M), a lattice Mq obeying
eqs. (3,4). However, the abelian nature of the theory, i.e., the fact that all the
conformal blocks are one dimensional, very strongly suggests that the theory is
a free bosonic one, and so the lattice Mq exists. The construction of each such
lattice resembles a well paved mathematical path, not unlike, for example, the
construction of the Leech lattice. In particular, using the modular properties of
the characters on this lattice, and using the properties of the principal congruence
subgroups of the modular group, the characters of the lattice Mq may be fully
computed. These, in turn, encode the number of vectors on the lattice of any
given length. Together with the fusion rules, this provides enough information
to determine the lattice Mq. In what follows, we shall assume that the lattice
Mq indeed exists for any pair (q,M), and leave systematic determination of such
lattices to further work.
Let us describe now the realizations of the new quotient conformal field the-
ories. Consider the theory
Uk ≈ SU(N)k × SU(N)1/q, (6.5)
where SU(N)1/q is realized as explained previously. The primary fields in the
theory are labeled by the pairs (λ1, λ2), where λ1 is an integrable highest weight
of SU(N)k, and λ2 is a highest weight of SU(N)1. Alternatively, we may describe
the fields of the theory Φλ1λ2 as the products
Φλ1λ2 = G
λ1Hλ2 , (6.6)
where G and H are the corresponding primary fields of SU(N)k and SU(N)1/q
(which are labeled in the same way as those of SU(N)1).
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In this theory, consider the diagonal external automorphisms σ˜ = (σ1, σ
′
1),
where σ1 and σ
′
1 are the generator of the external automorphisms of the two
SU(N)k and SU(N)1. The automorphism σ˜ and its powers generate a ZN group
of external automorphisms, which may be described as the operator product with
respect to the primary field [37],
Jr = G
kΛrHΛ
r
, (6.7)
where Λr is the rth fundamental weight, and Gλ stands for the highest weight
field λ, along with the weight λ. Similarly Hλ stands for the highest weight field
of H. More precisely, we have the operator product relation,
J1(z1)Φ
λ1
λ2
(z2) = Φ
σ1(λ1)
σ′1(λ2)
(z1 − z2)d + h.o.t., (6.8)
where the h.o.t. are in the same conformal block, and d = ∆(σ1(λ1))+∆(σ
′
1(λ2)−
∆(λ1)−∆(λ2). The dimensions of the field J1 (up to an integer) is
∆1 =
k(N − 1)
2N
+
q(N − 1)
2N
=
(k + q)(N − 1)
2N
(6.9)
(using eqs. (4.22)). Now, note that we can select the value of q = −k (where q
is defined modulo N , for odd N , and modulo 2N , for even N), in which case the
dimensions ∆r all become integers. Thus, for k = −q the fields Jr are candidates
for an extended current algebra for the theory, which would include, in addition
to Jr, the affine current algebras of SU(N)k and SU(N)1. We shall denote by O
the infinite dimensional current algebra generated by the moments of Jr, along
with the affine Lie algebras. To ensure that O is a symmetry of the theory, it is
enough to require the locality of Jr(z) with respect to all the fields in the theory.
From eq. (8), the field Φλ1λ2 will be local with respect to all the currents Jr if, and
only if,
c(λ1) + c(λ2) = 0modN, (6.10)
where c(λ) = N~λ~Λ1 is the N -ality of λ. Thus, we impose this condition on
the fields of the theory, and eliminate from the spectrum all the fields which
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do not obey eq. (10). This results in an O symmetric theory. The fields of the
theory, Φλ1λ2, where c(λ1)+c(λ2) = 0, are organized into irreducible highest weight
representations of the algebra O, i.e., the extended conformal blocks. Since Jr
acts on the field Φλ1λ2 via the external automorphism σ˜r eq. (8), the primary
fields correspond to the pairs (λ1, λ2), for which c(λ1) + c(λ2) = 0, modulo the
action of σ˜. As gcd(k,N) = 1, the automorphism σ˜ acts faithfully on the pairs
(λ1, λ2), and from each conformal bock, we may choose a unique representative
by demanding that c(λ1) = c(λ2) = 0. In other words, the conformal blocks of
the theory are labeled by the N -ality singlets of SU(N)k, which is precisely what
we found for the new cosets defined in section (4). The fusion rules of theory Uk
are given by
Φλ10 × Φλ20 =
∑
λ
Nλλ1,λ2Φ
λ
0 , (6.11)
where we used the conservation of N -ality, c(λ) = c(λ1) + c(λ2). N
λ
λ1,λ2
are the
fusion coefficients of SU(N)k, i.e., the fusion rules are simply those of SU(N)
restricted to the N -ality singlet sector. Again, these are identical to the fusion
rules of the new cosets described earlier, eq. (4.13). Finally the dimensions
and central charges are computed using those of each of the component theories,
SU(N)k and SU(N)1, and are found to be
∆λ1λ2 =
λ1(λ1 + ρ)
k +N
+
qλ2(λ2 + ρ)
N + 1
mod 1, (6.12)
c =
k(N2 − 1)
k +N
−Θ(k,N) mod8. (6.13)
which, again, are the dimensions and central charges of the new cosets. We
conclude that the theories Uk are full fledged conformal field theories which realize
the new quotient systems SU(N)k/SU(N)1/k.
It is straightforward, now, to deduce the character formula, or the one loop
partition functions, of the theory Uk, by adding up products of characters from
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each of the ingredient conformal field theories,
χλ1λ2(τ) = ch(Φ
λ1
λ2
)(τ) =
∑
nmodN
χ
σn(λ1)
(k) (τ)χ
σn(λ2)
(−1/k)(τ), (6.14)
where χλ(m)(τ) stands for the ŜU(N)m character of the representation with
the highest weight λ, where τ is the toroidal modulo, and the characters of
SU(N)(−1/k) are taken as the characters of the lattice M which realizes them,
as explained earlier. The 0-point function on the torus is then seen to be
Z(τ) =
∑
λ
c(λ)=0
χλ0 (τ)
∗χλ0 (τ), (6.15)
and is modular invariant, as is seen from the unitarity of the S matrix, eq. (4.14).
Other, non–diagonal invariants are obtained from any invariant of SU(N)k.
The partition function then becomes
Z(τ) =
∑
λ,λ¯
c(λ)=c(λ¯)=0
Nλ,λ¯χλ(τ)χλ¯(τ)
∗, (6.16)
where Nλ,λ¯ is any invariant of SU(N) which obeys c(λ) = c(λ¯). (For a prime
N , all the SU(N) invariants are of this form, up to conjugation of λ.) This
completes the classification of modular invariants for the theories, as they are all
of the form eq. (16).
Before proceeding, let us discuss in some detail the case where N is a prime
number. As was mentioned earlier, the realizations of SU(N)1/p and SU(N)1/q
are the same conformal field theory, provided that p = m2qmod sN where s = 2,
for an even N , s = 1, for an odd N , where m is an arbitrary integer. For N
which is prime (such that N > 2) it is well known, that there are exactly two
possibilities for each integer p modulo N , p = m2modN or p = −m2modN for
somem (since ZN is a finite field this follows from the basic theorem of algebra on
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solutions of polynomial equations over a finite field, see, for example, ref. [39]).
More succinctly put, we may assume, that
q →
( q
N
)
= ±1, (6.17)
where
(
q
N
)
is the Legendre symbol defined as
( q
N
)
=
{
+1 q = m2modN ,
−1 q = −m2modN .
(6.18)
The theory with q = ±m2modN is realized by making the substitution of the
fundmental weight λmr instead of the fundamental weight λr, in the theory
SU(N)±1. In this case the extended current algebra is generated by the cur-
rent J1 = G
Λ1HΛ
m
where H is the corresponding primary field of SU(N)±1,
which has the dimension (modZ),
∆1 =
k(N − 1)
2N
± m(N −m)
2N
, (6.19)
which is an integer.
The theory with q = 1 can be realized by the usual SU(N)1 current algebra,
while the theory with q = −1 is realized by its complex conjugate theory, which
is a theory of 1−N mod 8 free bosons propagating on some lattice M , such that
M∗×SU(N)∗1 contains an even self dual lattice of the same rank⋆. For example,
for SU(2) we may choose the root lattice of E7 and for SU(3) we may choose
the root lattice of E6. This utilizes the well known relations of conformal field
theory,
E8 ≈ SU(2)1 × (E7)1 ≈ SU(3)1 × (E6)1 (6.20)
(for a particular choice of modular invariants), which shows that the modular
transformations of E6 (E7) are the complex conjugate of those of SU(3) (SU(2)),
⋆ For SU(N)
−k it is not hard to find realizations for any N and k, using the decomposition
of Nk fermions into color and flavor (see the footnote after eq. (2.40)). It follows that
SU(N)k ≈ SU(k)−N × SU(kN)1, with a particular modular invariant.
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since E8 is modular invariant (as its root lattice is even and self dual), implying
that indeed SU(2)−1 ≈ (E7)1 and SU(3)−1 ≈ (E6)1.
Now, since Θ(±1, N) = ±(N − 1)mod8, it follows that the central charge of
Uk for a prime N is
c =
k(N2 − 1)
k +N
−
(
k
N
)
(N − 1), (6.21)
where
(
k
N
)
= ±1 is the Legendre symbol, eq. (18). In the case of SU(2) we
find the two subfamilies of theories, SU(2)k × SU(2)1 for k = −1mod 4 and
c = 3kk+2 +1, and SU(2)k× (E7)1 for k = 1mod4 and c = 3kk+2 +7. In the case of
SU(3) the two sequences are, SU(3)k × SU(3)1 for k = 2mod3 with the central
charge c = 8k
k+3
+2, and the second sequence SU(3)k×(E6)1, for k = 1mod3, with
the central charge c = 8k
k+3
+ 6. All theories are defined with the aforementioned
extended algebras and the restriction on the fields. For k = 1, any N , the theories
are always trivial, c = 0 mod 8, while the k = 2 case of SU(2) is equivalent to
(G2)1 and SU(3) is equivalent to the conjugate theory (G2)−1. Evidently, these
are full fledged conformal field theories, related to current algebras.
Let us return now to the general case. Owing to the structure of the theory
(up to the restriction on the fields) as a product of current algebras,
Φλ1λ2(z) = G
λ1(z)Hλ2(z), (6.22)
where Gλ1(z) is the corresponding field in SU(N)k, and similarly H is the appro-
priate bosonic operator, the correlation functions on the sphere are immediately
calculated to be,
〈
∏
i
Φ
λi1,ν
i
λi2,µ
i(zi)〉 = 〈
∏
i
G
λi1
νi
(zi)〉〈
∏
i
H
λi2
µi
(zi)〉, (6.23)
where we have reinserted the ‘magnetic’ quantum numbers µ and ν which are
weights in the representations of the corresponding affine Lie algebras SU(N)k
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and SU(N)1, and which label the different fields in the corresponding conformal
blocks
†
. Since the N -ality is conserved in each of the component theories, there
is an exact correspondence of the conformal blocks in the intermediate channels,
and no ‘wrong’ cross products, which ensures this relation on the sphere. Note,
that for higher genus this relation is no longer valid, as we have separate fields
flowing in the loops, and in particular, the character formula eq. (14), which
corresponds to the toroidal 0-point function, is not of this form.
As the foregoing discussion above was slightly abstract, it is useful to illustrate
one example in full detail. Consider, then, the theory (G2)1 ≈ SU(2)2 × SU(2)1
(modulo the extended algebra). This example is closely related to the quotient
relation SU(2)1 =
(G2)1
SU(2)3
, which is a usual coset theory (where SU(2)3 is the
algebra generated by the short simple root of G2). According to the previous
discussion, the extended algebra O is generated by the dimension one currents:
1) Ja(z) which are the three currents of SU(2)3. 2) Ka(z) which are the currents
of SU(2)1. (Here a = 3,+,−, are the usual magnetic numbers.) 3) The fields
G
3/2
i H
1/2
j , where 3/2 and 1/2 are the isospin, and i = ±3/2, ±1/2, and j = ±1/2
are the magnetic numbers. Counting, we find 14 currents of dimension one, which
is precisely the dimension of the Lie algebra G2. To see that these currents indeed
obey the correct operator product relations for the affine algebra (Gˆ2)1, we may
use a bosonization technique. We express the SU(2)1 fields as
K3(z) =
i√
2
∂ρ(z), K±(z) = :e±i
√
2ρ(z):,
H
1/2
±1/2(z) = :e
± i√
2
ρ(z)
:,
(6.24)
† Actually, we need to put in the right moving part, which depend on z¯, for the full de-
scription of the theory. According to eq. (15), the torus partition function, the right
moving λ’s are the same as the left moving ones, whereas the right moving µ’s and ν’s are
arbitrary. Alternatively, eq. (23) may be interpreted in the language of conformal blocks
(see sect. (7)). Since H has only one conformal block per channel, this equation holds for
each conformal block separately. See eq. (36) for the description of the general situation.
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and the SU(2)3 fields as,
J3(z) =
i
√
3√
2
∂φ(z) J±(z) = :e
±i
√
2√
3
φ(z)
:ψ0±2(z)
G3/2r (z) = :e
irφ(z)√
6 :ψ32r,
(6.25)
and so
G3/2r (z)H
1/2
t (z) = ψ
3
2r(z):e
2ir√
6
φ(z)+2it√
2
ρ(z)
:,
where ψ0±2(z), ψ
3
±1 and ψ
3
±3 = 1 denote the corresponding parafermionic fields
(for explanation and notation see refs. [40, 41]), φ(z) and ρ(z) are canonical free
bosons, and where ‘:’ stands for the usual normal ordering. The fields ψ02 = ψ
3
−1
and ψ0−2 = ψ
3
1 correspond to the critical three states Potts model, and have the
dimension ∆ = 2
3
, [40, 41]. The entire content of eqs. (24,25) may be summarized
in the relation
O(z) = S(z)ei~m
~θ(z), (6.26)
where O(z) is any of the twelve currents not in the Cartan subalgebra (which is
generated by J3 and K3), ~θ(z) = (φ(z), ρ(z)) is a vector boson, ~m is a root lattice
of the Lie algebra G2, and S(z) is unit for a long root, and is a parafermion of the
dimension 2
3
, for a short root. Recall from ref. [36] that this is precisely the vertex
operator construction of the current algebra (G2)1, and thus we have established
that O ≈ (G2)1. Finally, there are exactly seven fields of dimension 25 , the 4-plet
Φ
3/2
1/2 = G
3/2H1/2 and the triplet Φ10 = G
1, in the notation of eq. (22). Using the
same bosonization and vertex operator construction [36], it follows that this is
the representation 7 of (G2)1. It is left as an exercise to verify that these fields
indeed give the correct bosonization of the 7 representation of (G2)1, as described
in ref. [36].
The entire foregoing construction of the new quotient theories can be sub-
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stantially generalized. Consider the theory,
U ≈ Gk1 ×Gk2 × . . .×Gkr , (6.27)
where G is any Lie algebra, and the ki are the levels which are taken to be
arbitrary rational numbers. For k which is not a positive integer, Gk stands for
the realizations of the affine theories at a fractional level, see section (5). The
primary fields in the theory are
Φλ1,λ2,...,λr(z) =
∏
i
Gλi(z), (6.28)
where λi are highest integrable weights of the affine Lie algebra Gˆ at the level qi
where ki = qi/pi and gcd(pi, qi) = 1, Now consider the primary field
JΛ(z) =
∏
i
GqiΛ(z), (6.29)
where Λ is a cominimal fundamental weight of G, i.e., Λθ = 1, where θ is the
highest root. The field JΛ is a product of primary fields in each of the current
algebras. According to the fusion rules, eq. (4.12), the field JΛ acts on the
primary fields of the theory as the external automorphism,
J1 × Φλ1,λ2,...,λr = Φσ(λ1),σ(λ2),...,σ(λr), (6.30)
where σ is the external automorphism of Gˆ associated to the cominimal weight
Λ. The dimension of the field JΛ is computed from eq. (4.22),
∆Λ =
Λ2
2
∑
ki, (6.31)
and is an integer provided that
∑
ki = d, where d is any integer such that
dM∗ ⊂ M . We shall henceforth assume that this is the case. Then, JΛ(z),
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for all the cominimal weights Λ, are taken to be an extended currents of the
theory. The fusion rules of G imply that the currents JΛ, where Λ is any of the
cominimal weights, generate a closed operator product algebra, where the fusion
rules form a group algebra, with a group which is isomorphic to the center of G.
The operator products of the currents JΛ with the rest of the fields follow from
the fusion rules eq. (4.12), and are
Js(z1)Φ
λ1,λ2,...,λr(z) =
∑
d
(z1 − z)δ+dOd(z), (6.32)
where d is any integer, Od(z) is some field in the conformal block Φ
σs(λ1),σs(λ2),...,σs(λr),
and the dimension δ is
δ =
∑
i
∆(λi)−∆(σ(λi)), (6.33)
as computed from eq. (4.22). It follows that the currents JΛ have an abelian
(U(1)) monodromy with respect to all the fields in the theory and a well defined
mutual semi–locality exponent which is equal to δ. In particular, we may con-
sistently eliminate from the theory all the fields for which δ is not an integer,
keeping only fields which are local with respect to all the currents JΛ. The the-
ory, so obtained, has an extended current algebra, O, which is generated by the
affine currents of G × G × . . . × G, along with the extended currents, JΛ. The
blocks of the theory, organized with respect to this extended current algebra,
correspond to the classes of admissible (i.e., integral δ, eq. (33), for all the co-
minimal weights) r-plets (λ1, λ2, . . . , λr), modulo the action of σ˜. The characters
of the theory are
χλ1,λ2,...,λr =
∑
σ∈C
∏
i
χ
σ(λi)
i (τ), (6.34)
where χλi (τ) stands for the character of the representation λi of the theory Gki ,
in the appropriate realization. The modular invariant toroidal partition function
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of the theory is
Z =
∑
λi,λ¯i
∏
i
N
(i)
λi,λ¯i
χλ1,λ2,...,λr(τ¯)χλ¯1,λ¯2,...,λ¯r(τ)∗, (6.35)
where the sum is over the admissible r-plets (λ1, λ2, . . . , λr), (i.e., δ is an integer),
taking exactly one representative from each of the cosets modulo the action of
σ˜. N
(i)
λ,λ¯
are arbitrary modular invariants for each of the sub-theories Gi, such
that c(λi) = c(λ¯i), where c(λ) is the value of λ under the center of G, or c(λ) =
λmodMl, where Ml is the long root lattice. The diagonal modular invariant
corresponds to N
(i)
λi,λ¯i
= δλi,λ¯i, when inserted into eq. (35).
We can still generalize this construction in a number of ways.
1) We may let C stand for any subgroup of the center, taking only a subal-
gebra of the currents for the extended algebra.
2) We may choose different groups instead of G in eq. (27), and taking C to
be any subgroup of a center of the product group ⊗iGi, which is ⊕iCi, where Ci
is the center of Gi. In short, C ⊂ ⊕Ci can be any subgroup. For the extended
currents we take J =
∏
i JΛi, where Λi is a cominimal weight of Gi, and the
r-plets (Λ1,Λ2, . . . ,Λr) go over all elements of C.
3) Note that there are no limitations on the levels ki, eq. (27), which may
be any rational numbers. In particular, the construction carries through, even,
when there are fixed points in the action of σ˜.
The construction above applies to the cases (1–3), mutatis mutandis, in a
straightforward manner. It is left as an exercise for the reader to verify this.
Albeit, there is one difference when two or more of the sub–theories are non–
bosonic. This is due to the fact that there are more than one conformal blocks
in each of the sub–theories, and eq. (23) needs to be modified to,
FΦp (z1, z2, . . . , zr) =
∑
pi
dpp1,p2,...,pr
∏
i
F ipi(z1, z2, . . . , zr), (6.36)
where F ip(z1, z2, . . . , zr) is the pth conformal block of the correlation function
47
〈∏sGλsi (zs)〉 in the Gi theory, and dpp1,p2,...,pr are some coefficients.
We may actually take any of the Gi to be a free boson theory, or a vector
boson ~φ propagating on the lattice M at the level k. The primary fields, λ, are
given by the elements of M∗/kM . The external automorphisms of the bosonic
theory are shifts on the lattice, σa(λ) = λ + a, where λ is any primary field,
and a is any element of M∗/kM . Clearly, the external automorphisms form the
group M∗/kM , which may be thought of as the center. For the product theory,
⊗iGiki ×B, where B stands for the bosonic theory, we find the center group C =
⊕iCi⊕ MkM∗ . We may take any subgroup, H, of this center, H ⊂ C. The current
associated to the element h = (h1, h2, . . . , hr,~a) ∈ H, where hi is a cominimal
weight of Gi, and ~a is some shift in M
∗/kM , is Jh =
∏
i Jhi exp(i~a
~φ/
√
k), where
Jhi are the primary fields G
qihi
i associated to the the cominimal weight hi. The
fact that H is a subgroup, implies that the currents Jh, h ∈ H, form a closed
operator product algebra. The rest of the discussion follows as in the non–
abelian case, with the appropriate obvious modification of the mutual semi–
locality exponent δ, eq. (32). Note that the conformal field theories described in
sect. (2) are precisely SU(m)k × U(1)m(m+k), where the U(1) piece corresponds
to one free boson propagating on the root lattice of SU(2) at the level m(k+m).
The automorphism σ˜ is taken, in this case, to be σ˜ = (σ1, σk+m), where σ1 is the
fundamental weight automorphism of SU(m), and σk+m is the shift by k+m on
the lattice. Note, that σ˜ generates a Zm group H, which is a subgroup of the
center group, C ≈ Zm × Zm(k+m), i.e., H ⊂ G. The discussion in sect. (2) may
be considered as an example of the above general construction.
The realizations presented here describe all the known rational conformal
systems (except, perhaps, some rational bosonic orbifolds) along with many new
ones. In particular, the usual coset models G/H [40−45, 36] can be described as
Gk×H−k along the lines above. Similarly, theories corresponding to the quotient
theories G/C where C is a subgroup of the center, are described by the case of
r = 1. It is intriguing to note that the form, eq. (27), is particularly suitable
for a description of the theories as Chern-Simons models, which are based on the
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groups Gi and at the levels ki. This is in line with the ideas of ref. [38] which
describes SU(2)k, k rational from a Chern–Simons approach, and with those of
refs. [46, 47] which attempt to elucidate cosets models in this language.
7. Fusion IRF
In this section we will give the general formulae for the Boltzmann weights
of solvable interaction round the face (IRF) lattice models, which will be con-
structed out of the data of the general rational conformal field theory (RCFT)
and in particular the braiding relations on the sphere. (For reviews on braiding
relations in RCFT, see, for example, refs. [48, 49, 50].) More precisely, as we
will show, at the extreme UV limit, the IRF models Boltzmann weights give a
representation of the braid group, which coincides with the conformal braiding
algebra. This is precisely the conformal limit of integrable massive soliton sys-
tems. In particular, the kink operators exchange algebra reduces to the chiral
vertex operators exchange algebra. Thus, we are able to recover the full S matrix
or Boltzmann weight for any rapidity, making use of the algebraic properties of
the braiding matrices, i.e., the n-CB algebra defined in the sequel, eq. (9.2).
The general fusion IRF model is defined as follows. Consider a square lattice
(fig. 7.1) whose vertices are labeled by the primary fields of some rational confor-
mal field theory. Further, restrict the admissible configurations by the condition
that Naxb > 0, where x is some fixed fundamental primary field, N
a
xb is the fu-
sion coefficient, and where a and b label the two vertices on the same link. The
partition function of the theory is then defined as
Z =
∑
configurations
∏
faces
w
(
a b
c d
∣∣∣∣u
)
, (7.1)
where w
(
a b
c d
∣∣∣∣u
)
is the face Boltzmann weight, which vanishes unless the state
primary fields a, b, c and d, which are defined on the vertices, (fig. 7.1), obey the
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admissibility condition. Here, u is the spectral parameter, which labels a contin-
uous parameter family of IRF models (it is not to be confused with temperature
and other relevant parameters, which are implicit in w). Alternatively, we shall
use the notation
w
(
a b
c d
∣∣∣∣u
)
= c
a∨∧
d
b. (7.2)
The key to the solvability of the models is in the fact that the transfer matrices
commute for different values of the spectral parameter u. The mathematical
condition ensuring this is the star triangle equation (STE) [1],
∑
c
w
(
g c
a b
∣∣∣∣u
)
w
(
c e
b d
∣∣∣∣u+ v
)
w
(
g f
c e
∣∣∣∣v
)
= (7.3)
∑
c
w
(
a c
b d
∣∣∣∣v
)
w
(
g f
a c
∣∣∣∣u+ v
)
w
(
f e
c d
∣∣∣∣u
)
,
which is depicted in fig. (7.2). There are three types of solutions to the STE
relation, eq. (3), elliptic, trigonometric and constant. We shall concentrate here
mainly on the trigonometric case which is the one relevant for soliton systems.
The different types of solutions are specializations of each other, expressing dif-
ferent critical limits, but the converse (i.e., how to construct an elliptic solution
from a trigonometric one and a trigonometric solution from a constant one) is
not generally obvious. Actually, for subsequent use, it is convenient to introduce
a slightly more general notion of a fusion IRF model, where for the horizontal
links, we allow one primary field h (fixed) and for the vertical links another fixed
primary field, v. The admissibility condition then becomes,
NahbN
b
vdN
c
hdN
a
vc > 0, (7.4)
for the face defined in eq. (2). Every pair of primary fields, v and h, will denote a
different IRF model based on the same RCFT. The STE relation stays essentially
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the same, having changed only the admissibility condition
⋆
. In the sequel, we
shall exhibit solutions for the STE for all possible pairs, h and v.
It is more convenient to rewrite the STE in an index free notation, using face
transfer matrices, fig. (7.3). The states on the diagonal, fig. (7.3), are denoted
by |a1, a2, . . . , an〉, where the ai are the heights, i.e., different primary fields. The
face transfer matrix, Xi(u), is defined through its matrix elements
〈a1, a2, . . . , ai, . . . , an|Xi(u)|a1, a2, . . . , a′i, . . . , an〉 = w
(
ai−1 a′i
ai ai+1
∣∣∣∣u
)
. (7.5)
The STE is equivalent to the fact that the face transfer matrices, Xi(u), obey
the Young Baxter (matrix) equation (YBE),
Xi(u)Xi+1(u+ v)Xi(v) = Xi+1(v)Xi(u+ v)Xi+1(u). (7.6)
Xi(u)Xj(v) = Xj(v)Xi(u), for |i− j| ≥ 2. (7.7)
Now, we may consider as a special limit of eqs. (6,7) the case where all the spectral
parameters go to infinity (henceforth, termed the ultra–violet (UV) limit), u, v →
i∞. In this case, the YBE assumes the form,
XiXi+1Xi = Xi+1XiXi+1, (7.8)
where Xi is the limit,
Xi = lim
u→i∞
f(u)Xi(u), (7.9)
and where f(u) is some irrelevant function ensuring a finite limit. Another limit
which gives the braid relation is the infra-red (IR) limit, u = v = 0. We will
assume that Xi(0) ∝ 1i, the trivial solution, the regularity condition. As will be
⋆ See eq. (10.7) for the explicit form of the modified STE.
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discussed in section (10), this condition expresses the fact that the corresponding
soliton system has no scattering at zero rapidity. The relations eq. (8), along
with eq. (9), form the so called braid group. Denote by σi the braiding of the
i and i + 1 strands, fig. (7.4). It is well known that the braiding generators σi
obey the relations
σiσi+1σi = σi+1σiσi+1,
σiσj = σjσi, for |i− j| ≥ 2,
(7.10)
and that there are no other relations (i.e., these are the defining relations for the
group). We conclude that the Xi(u) form a representation of the braid group at
the extreme UV and IR limits, eqs. (8,9). On the sphere (S2) the braid group
enjoys the additional relation
σ1σ2 . . . σn−1σ2nσn−1 . . . σ2σ1 = 1, (7.11)
which is depicted in fig. (7.5), and is obvious by undoing the braid around the
north pole. As we shall see, the Xi form a projective representation of the braid
group on the sphere.
Let us turn now to rational conformal field theory. Let ψi(z, z¯) denote some
primary fields. Consider the correlation function,
〈
∏
i
ψi(zi, z¯i)〉 =
∑
p,q
Dp,qFp(z1, z2, . . . , zn)∗Fq(z1, z2, . . . , zn), (7.12)
where p and q label the different conformal blocks, and D is some matrix of coef-
ficients, which counts the different blocks appearing in the correlation functions.
Fq(z1, z2, . . . , zn) are holomorphic function (more precisely, holomorphic sections
of the conformal blocks vector bundle) in each of the zi, and can be depicted pic-
torially by tree diagrams where the external legs are the ψi, and different blocks
correspond to different intermediate fields. Different presentations of the blocks
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must give the same physical correlation function, which implies that the differ-
ent presentations are the same up to a linear transformation on the blocks. In
particular, the four point blocks, Fp(z1, z2, z3, z4), are labeled by an intermediate
primary field p such that N ipk = N
j
pl = 1, where N is the fusion coefficient, fig.
(7.6). (In case that N = NpljNpki ≥ 2, the block is labeled by the pair p, a where
1 ≤ a ≤ N .)
It follows that
Fp(z1, z2, z3, z4) =
∑
p′
Cpp′
[
j k
i l
]
Fp′(z1, z3, z2, z4). (7.13)
where i, j, k and l label the four primary fields in the correlation function, and
C is the conformal braiding matrix, fig. (7.7). The braiding matrix C obeys the
hexagon identity,
∑
c
Ci c
[
a j
b p
]
Cp d
[
a k
c l
]
Cc c′
[
j k
b d
]
= (7.14)
∑
p′
Cp p′
[
j k
i l
]
Ci i′
[
a k
b p′
]
Cp′ d
[
a j
c′ l
]
.
An index free notation for the braiding operation is obtained with the aid of
chiral vertex operators [51]. Define the operator Φjik(z), where j, i and k label
the different primary fields, to be the map of Hilbert spaces Φjik : Hk → Hi
defined by
Φjik(z) = 〈b|a(z)|c〉, (7.15)
where a, b and c are any fields in the respective conformal blocks i, j and k,
(denoted as Hi, etc.). Here we assume that N ijk = 1. (If N ijk > 1, we add,
as usual, a label for the different couplings, which ranges to N ijk.) Graphically,
the chiral vertex operator is depicted in fig. (7.8). The matrix C can now be
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interpreted as the braiding matrix of two chiral vertex operators,
Φs1(z)Φs2(w) =
∑
s3,s4
Rs1,s2,s3,s4Φs3(w)Φs4(z), (7.16)
where sa stands for the triplet of primary fields, sa =
(
ja
ia ka
)
, and the R matrix
is defined by
Rs1s2s3s4 = δi1i3δk2k3δj2j3δk1i2δk3i4δj4k4Ck1 k3
[
j1 j2
i1 k2
]
, (7.17)
and where the delta functions ensure the proper sewing of the intermediate
Hilbert spaces.
In passing, note the remarkable resemblance of eq. (16) with the Fadeev–
Zamolodchikov kink operators exchange algebra,
Ka(u)Kb(0) =
∑
cd
Sa,b,c,d(u)Kd(0)Kc(u), (7.18)
where a, b, c and d label different kinks, u is the rapidity, and Sa,b,c,d(u) is the
scattering matrix for the kink process a + b → c + d (see section (10)). In fact,
we will establish in the sequel that the two formulations are very closely related,
and that the conformal braiding matrix can be thought of as the UV limit of the
kink S matrix, eq. (18).
⋆
Now, the associativity of the conformal braiding algebra, eq. (16), implies
the YBE,
R12R23R12 = R23R12R23, (7.19)
where Ri,j acts on the i, j Hilbert spaces in the triplet V × V × V , and is an
identity in k. We changed the definition of R into operator notation: the matrix
⋆ Eq. (18) thus suggests that the kink operators (which are the composite fields creating
the kinks out of the vacuum) smoothly extrapolate the chiral vertex operators, at the
extreme UV (i.e., critical) limit. This is particularly notable, since the kink operators,
and their correlation functions, is a relatively ill understood subject, whereas in the RCFT
this is very well understood. We hope that this observation can be used to understand
better this slightly abstruse problem.
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element of R12 between s1 and s2 to r1 and r2 is Rs1s2r1r2. The Young Baxter
equation, eq. (19) is equivalent to the hexagon identity, eq. (14). It follows,
that the R matrix forms a representation of the braid group, eq. (8), where we
identify Ri,i+1 with the operation σi of braiding the i and i+ 1 strands.
Let us return now to the IRF lattice models. At the limit of u→ i∞ the face
transfer matrices Xi(u) form a representation of the braid group. Similarly, the
R matrix form a representation of the same braid group. It is only natural to
identify the two representations. More precisely, consider the most general IRF
Boltzmann weight,
ws1,s2
(
a b
c d
∣∣∣∣u
)
, (7.20)
which is the weight attached to the face with a, b, c and d at the vertices, where
a, b, c and d are some primary fields, and s1 and s2 are arbitrary primary fields
which label the model, fig. (7.1). The admissibility condition reads, Nas1,b =
N bs2,d = N
d
s1,c = N
c
s2,a = 1.
Now, we identify for u → i∞ the Boltzmann weight w, eq. (20), with the
conformal braiding matrix R (up to an irrelevant factor needed to ensure a finite
limit),
lim
u→i∞
ws1,s2
(
a b
c d
∣∣∣∣u
)
= Rt1,t2,t3,t4, (7.21)
where t1 =
(
s1
a b
)
, t2 =
(
s2
b c
)
, t3 =
(
s1
d a
)
, and t4 =
(
s2
c d
)
. We used all the six
delta functions in the definition of R, eq. (18), showing that w contains all the
information in the R matrix, and is an alternative presentation for it. Recall
that the R matrix vanishes unless N iajaka > 0. The crux of the identification,
eq. (21), is that, very importantly, and lo and behold, the Boltzmann weight
satisfies the precise fusion admissibility conditions, eq. (4). Further, since the
R matrix satisfies the YBE eq. (18), it follows that w satisfies, for any s1 and
s2 the star-triangle relation eq. (3). It follows that w, as defined, corresponds
to a family of integrable lattice models, which are based on the fusion rules of
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any RCFT. We shall label the model as IRF(O, h, v), where O is any RCFT,
and h and v are arbitrary primary fields which give the horizontal and vertical
admissibility conditions.
Next, we wish to exhibit trigonometric solutions of the fusion STE relations
eq. (3), which at the limit u→ i∞ coincide with the Boltzmann weights described
above. To do so, we shall first make the simplifying assumption that the link
primary fields h and v are ‘fundamental’, i.e., the operator product of h with v
contains exactly two primary fields
⋆
. In terms of the fusion ring,
hv = ψ1 + ψ2, (7.22)
where ψi are two primary fields. The case of more than two primary fields is
discussed in section (9). In most of the following, for notational simplicity, we
shall assume that h = v = x, a fixed primary field for both the horizontal and
the vertical couplings. The arguments below do not depend, however, on this
assumption. Denote by ∆x, ∆1 and ∆2 the dimensions of these fields. For
example, in the case of SU(N)k, the field x can stand for the fundamental (N)
representation. The fact that x2 = ψ1 + ψ2 implies that the four point function
〈i x x j〉 has only two conformal blocks labeled by the ψi, i = 1, 2. It follows that
the R matrix is two dimensional, using the N move, fig. (7.9). From fig. (7.9),
it is clear that the eigenvalues of R are always given by
λi = ǫie
iπ(∆h+∆v−∆i), (7.23)
where ǫi = ±1 signify whether the coupling is symmetric or anti–symmetric, and
the equation holds for arbitrary h and v [52]. It follows that the R matrix obeys
⋆ The one block case correspond to a trivial U(1) monodromy (which is a property of free
boson theories), in which case Xi is one dimensional, and thus proportional to the trivial
solution Xi = 1i.
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the fixed polynomial equation,
n∏
p=1
(Ri − λp) = 0, (7.24)
where λi are given by eq. (23). In the two block case, eq. (21), Ri obeys a
quadratic equation, eq. (24), which by choosing normalizations,
σi = Rie
−iπ(∆h+∆v)eiπ(∆1+∆2)/2,
is set in the more standard form
σ2i = 1 + (q
−1 − q)σi, (7.25)
The braid group relations, eq. (10) along with the quadratic relation, eq. (25),
are the defining relations for the Hecke algebra of type AN . The parameter q
depends on the RCFT and the particular fields h and v. Introduce also the
notation,
q = e2iλˆ, and l =
π
λˆ
, (7.26)
where λˆ is termed the crossing parameter and l which is a rational number is
termed the ‘level’. Then, from eq. (23), (assuming ǫ1ǫ2 = −1, which is always
the case),
λˆ =
π(∆1 −∆2)
2
. (7.27)
For example, in the SU(N)k we find l = k+N in the N–N¯ channel, and for
the (r, s) minimal model [53] with the (2, 1) generator, we find l = s/r, and with
the (1, 2) generator l = r/s.
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Following ref. [52] we can actually express ∆x in terms of the conformal
dimensions ∆i. Using the braid relation on the sphere, eq. (11), taking a trace,
and using eq. (23), we find,
eiπ(8∆x−3∆1−3∆2) = 1, (7.28)
where we used also the fact that the relation, eq. (11), has the value e−4πi∆x ,
i.e., R forms a projective representation of the sphere braid group, which follows
from the behavior of the four point function at infinity.
It is convenient to define the generators Ui,
Ui = q
−12 − σi, (7.29)
which obey the alternative presentation of the Hecke algebra,
U2i = βUi,
UiUj = UjUi, if |i− j| ≥ 2,
UiUi+1Ui − Ui = Ui+1UiUi+1 − Ui+1,
(7.30)
where, β = 2 cos(λˆ).
Define now the following face transfer matrix,
Xi(u) = sin(λˆ− u) · 1i + sinu · Ui, (7.31)
where 1i is the unit face transfer matrix. Clearly Xi(u) still represents a fusion
IRF face transfer matrix, with the correct admissibility conditions. Further, a
direct calculation using the Hecke algebra, eq. (30), readily shows that for all u,
the face transfer matrices obey the Young–Baxter equation,
Xi(u)Xi+1(u+ v)Xi(v) = Xi+1(v)Xi(u+ v)Xi+1(u), (7.32)
and
Xi(u)Xj(v) = Xj(v)Xi(u), for |i− j| ≥ 2. (7.33)
Thus the Xi(u) form a trigonometric solution of the Young–Baxter equation.
58
Further, it is clear that σi = Xi = limu→i∞ eiuXi(u), and thus Xi(u) indeed
extrapolates the conformal braiding matrix. We find also Xi(0) ∝ 1i, which
is another standard requirement of IRF models. (Connected, as mentioned, to
the fact that the corresponding kink system should have no scattering at zero
rapidity, see section (10).) The resulting Boltzmann weights w
(
a b
c d
∣∣∣∣u
)
obey
the STE relation, implying that the transfer matrices commute for different values
of u, and thus the lattice theory is solvable. This completes the construction of
the trigonometric IRF(O, x, x) models for any RCFT, O, and for a fundamental
field x. Evidently, the entire discussion applies, as is, for the case of different
horizontal and vertical couplings, h 6= v, as long as the number of fields in the
product hv is equal to two. For more than two fields, one can construct the
trigonometric solutions in a number of ways. The simplest, perhaps, is using
the so called fusion procedure of IRF models ref. [54], (for applications of the
fusion procedure, see e.g., [55]), which is equivalent to the bootstraping of soliton
systems (for a review see, for example, [56]), or the fusion of R matrices in RCFT.
Alternatively, one may proceed directly, by choosing the relevant ansatz. This is
described in section (9). The results of either of the methods are the same, and,
in any event, the fundamental Boltzmann weights contain all the information
regarding the others, via the fusion procedure.
Another question is generalizing the trigonometric solutions to full off critical,
i.e., elliptic, solutions, which leads to a solvable thermalization of the lattice
models. For the two block case, we again expect this to be straightforward,
essentially replacing each of the sines with the appropriate theta function, or
replacing sinu with Θ1(u; p) in the notation of eq. (8.27), where p is a parameter
which measures the distance from criticality
⋆
, (see more in section (8)).
⋆ The complication stems from the fact that some of the ‘1’s have to be replaced by an
appropriate Θ function, Θ(u; p), such that Θ(u; 0) = 1. I thank T. Miwa for a discussion
on this.
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8. Graph State IRF and RCFT
Consider a general IRF model defined on a square lattice, fig. (7.1). Assume,
for simplicity, that the horizontal and vertical admissibility conditions are the
same, and that the states of the model are labeled by the elements a ∈ S, where
S is some finite set. The admissibility condition can be represented as a set of
pairs (a, b) such that a is adjacent to b. Alternatively, define the set K ⊂ S × S
by
K = {(a, b)|b ∼ a} , (8.1)
where we used the notation b ∼ a to denote that (b, a) is an admissible pair. Note
that the order is important, and b ∼ a does not necessarily implies that a ∼ b.
Now, the pair (S,K) defines an oriented graph, with the possibility of one
†
self
loop on each vertex. The points of the graph are the elements of S, and the lines
go from all a to b such that (a, b) ∈ K. We put an arrow on the line to indicate
the direction, unless both (a, b) and (b, a) are in K, in which case we omit the
arrow. We thus get a graphical representation of the model.
Assume that the IRF is a fusion theory associated to some conformal field
theory, i.e., IRF(O, x, x), where O denote the RCFT, and x the primary field used
to construct the model, as in section (7). Recall, that the admissibility condition
is, a ∼ b iff the fusion coefficient obeys N bx,a = 1. Then, according to the rules
above we find the oriented graph K =
{
(a, b)
∣∣N bx,a = 1}, which will be termed
the admissibility graph for the model IRF(O, x). In fig. (8.1) examples of fusion
admissibility graphs are depicted. The graphs are convenient visualizations for
the model.
† Actually, in general the number of lines may be more then one. For fusion IRF these
denote the number of couplings Nbna which can be any positive integer. Fig. (8.1,d) is
such an example.
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Now, recall the defining relations of the Hecke algebra eq. (7.30),
HiHi+1Hi −Hi = Hi+1HiHi+1 −Hi+1,
HiHj = HjHi if |i− j| ≥ 2,
H2i = βHi.
(8.2)
Given any representation of the Hecke algebra, we can build an IRF model as
explained in the previous section. The face transfer matrices Xi(u) are
Xi(u) = sin(λ− u) · 1i + sinu ·Hi, (8.3)
where the crossing parameter λ obeys β = 2 cosλ. The Xi(u) so defined satisfy
the YBE, eqs. (7.6,7.7). We can define a representation of the Hecke algebra, for
any graph, by choosing the ansatz,
〈ai−1, ai, ai+1|Hi|ai−1, a′i, ai+1〉 = δai−1,ai+1
[
ψ(ai)ψ(a
′
i)
ψ(ai−1)ψ(ai+1)
]1
2
, (8.4)
where the states on the right and left are admissible. Now, the first two relations
of the Hecke algebra, eq. (2), are easily verified for all choices of ψ(a). Further,
it can be checked that
HiHi±1Hi −Hi = 0, (8.5)
which is a stronger form of the braiding relation. The algebra satisfied by the Hi
is the Hecke algebra, with a quotient by the ideal generated by eq. (5), and is
termed the Temperly–Lieb algebra. The third relation, H2i = βHi, is equivalent
to ∑
b
(b,a)∈K
ψ(b) = βψ(a), (8.6)
which is an eigenvalue problem for the connectivity matrix, where the eigenvec-
tors are ψ(a), and the eigenvalue is β. Further, we should require, due to eq.
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(6), that ψ(a) 6= 0 for all a, which limits the possible allowed eigenvectors. The
IRF model, so obtained, will be referred to as a graph–state IRF. Such models
have been described before, in particular, in association with the A-D-E Dynkin
graphs [57, 5, 2]. Now assume that the model is the fusion IRF(O, x). Then eq.
(6) becomes, ∑
b
N bx,aψ(a) = βψ(b), (8.7)
i.e., the ψ’s diagonalize the fusion rules with respect to x. The solution to this
eigenvalue problem is well known ref. [7, 18] being given in terms of the points
of the fusion variety,
ψγ(a) =
Sa,γ
S0,γ
, and β =
Sx,γ
S0,γ
, (8.8)
where γ is any primary field, labeling the different solutions, and S is the con-
formal S matrix. The eigenvalue problem is then equivalent to the well known
relationship between the fusion rules and the S matrix,
∑
b
N bx,a
Sb,γ
S0,γ
=
Sx,γ
S0,γ
Sa,γ
S0,γ
, (8.9)
which simply means that the value of the primary fields on the points of the
fusion variety [a](xγ) = ψγ(a) represent the fusion algebra. To summarize, the
IRF(O, x) graph–state model Boltzmann weights are
wγ
(
a b
c d
∣∣∣∣u
)
= δb,c sin(λ− u) + δa,d sinu
[
Sb,γSc,γ
Sa,γSd,γ
]1
2
, (8.10)
where γ is any primary field, which labels the different graph–state IRF models
associated to the fusion rules of O, and the crossing parameter λ is
β = 2 cosλ =
Sx,γ
S0,γ
. (8.11)
Note that, for the sake of consistency, we must choose a primary field γ, such
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that Sa,γ 6= 0, for all primary fields a. Otherwise, there are no restrictions on γ ⋆.
The graph–state Boltzmann weights obey a number of important properties,
which are evident from their definition eq. (10),
Regularity:
w
(
a b
c d
∣∣∣∣0
)
=
√
ρ(0)δb,c, (8.12)
Time reversal:
w
(
a b
d c
∣∣∣∣u
)
= w
(
c b
d a
∣∣∣∣u
)
, (8.13)
Crossing symmetry:
w
(
a b
d c
∣∣∣∣λ− u
)
=
[
Sb,γSd,γ
Sa,γSc,γ
]1
2
w
(
b c
a d
∣∣∣∣u
)
, (8.14)
Unitarity: ∑
e
w
(
a e
d c
∣∣∣∣u
)
w
(
a b
e c
∣∣∣∣− u
)
= ρ(u)δb,d, (8.15)
where ρ(u) = F (u)F (−u) is some function (termed the unitarizing factor). Using
the face transfer matrices Xi(u), the unitarity property may be written as
Xi(u)Xi(−u) = F (u) · 1i. (8.16)
The r.h.s. of eq. (16) becomes
Xi(u)Xi(−u) = [sin(λ− u)1i + sinuHi][sin(λ+ u)1i − sinuHi], (8.17)
where Hi obeys the Hecke algebra, eq. (2). Using the Hecke relation, H
2
i = βHi
⋆ Of course, requiring a sensible probabilistic interpretation of the Boltzmann weights im-
plies that ω, eq. (10), must be real and positive for all a, b, c and d. This puts severe
limitations on the allowed graphs and choices of γ. However, there is no reason to think
that the general, non-probabilistic theory, does not represent a sensible field theory for
any values of ω. A similar situation is encountered in discretized models with topological
terms, e.g., CPn sigma model in two dimensions with a topological term, θ 6= 0.
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and β = 2 cosλ, it follows immediately that eq. (16) holds, with
ρ(u) = sin(λ+ u) sin(λ− u), (8.18)
and thus the IRF models based on any Hecke algebra, via the ansatz eq. (7.31),
are always unitary. In particular, all the graph state fusion IRF models described
in this section are unitary.
The graph–state construction gives us an easy way to build an IRF model
from any given rational conformal field theory. In general, however, it is not a
true fusion IRF, since the configurations appearing in w
(
a b
c d
∣∣∣∣u
)
are not all
the ones that are allowed by the admissibility condition, but rather, only the ones
for which a = d or b = c. For special graphs, i.e., trees with no self loops except
at the end points, it is clear that the admissibility conditions indeed imply that
a = d or b = c. Thus also, for such theories, the state–graph model is the correct
fusion IRF. Further, it can be shown, that up to irrelevant factors, the general
Hecke ansatz always reduces to a state graph model for trees. This gives us an
immediate way to express the conformal braiding matrix in terms of the torus S
matrix in such theories, since both give rise to same IRF model. Comparison of
eqs. (7.30) and eq. (10) shows that, up to an irrelevant overall factor,
Rt1,t2,t3,t4 = q
−1/2δb,c −
[
Sb,γSc,γ
Sa,γSd,γ
]
δa,d, (8.19)
for some γ, up to irrelevant normalizations of the primary states
⋆
.
At this point, the reader might wonder about the parameter γ, which labels
apparently different solutions of the STE for the same fusion rules. From the
perspective of the correspondence with the RCFT, this might seem puzzling, since
⋆ In section (9) we will derive a more general form of this relation, eq. (9.20), and its special
case, eq. (9.22), based on the connection between the crossing properties of w and the
RCFT torus modular transformations, eq. (9.20). Eq. (19) is the two block case of eq.
(9.22), which holds for any RCFT.
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a given RCFT is supposed to give rise to a unique IRF model. The resolution
of this is that, indeed, different choices of γ correspond to different conformal
field theories! Recall from section (5) that for a given set of fusion rules, there
are a number of possibilities for consistent S matrices, which give rise to these
fusion rules. The different S matrices are related by some permutation of the
primary fields, p, such that Sˆab = NbSa,p(b), where Nb are some non–vanishing
normalizations. The allowed permutations are limited by Sab = Sba and S
2 = C,
which, however, are fulfilled for various permutations. Now, if we take b = 1 (the
unit primary field), we find that, Sˆa,1 = N1Sa,γ , where γ = p(1). Since Sˆa,1 6= 0,
this must be so, also, for Sa,b. Assume that a permutation p exists such that
γ = p(1) for all γ such that Sa,γ 6= 0 (and for all a), which obeys the RCFT
properties listed above. Then we may assume, without any loss of generality,
that γ = 1, the unit primary field, by replacing S → Sˆ and γ → 1. Then, also,
we find a unique correspondence between the Boltzmann weights and the RCFT.
We shall, thus, in the sequel, assume without any loss of generality, that γ = 1.
Example (a) : Consider the case of IRF(SU(2)k, [1]), where [1] stands for the
fundamental representation, fig. (8.1,a). As was discussed in section (5) we may
replace SU(2)k with SU(2)k/p, for any integer p such that gcd(p, 2(k + 2)) = 1.
The S matrix for SU(2)k/p is, using eq. (5.1)
Spm,n =
2√
k + 2
sin
[
πp(m+ 1)(n+ 1)
k + 2
]
, (8.20)
where m,n = 0, 1, 2, . . . , k, are the (twice) isospins of the different primary fields,
and S1mn is the usual S matrix for SU(2)k. All the different p’s give the same
fusion rules (c.f., section (5)). We find,
Spm,n = Sˆm,n, (8.21)
where Sˆ is a modular matrix for another theory, with the same fusion rules. The
condition gcd(p, 2(k+2)) = 1 is precisely the one needed to ensure that Spm,n 6= 0.
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Eq. (21) then shows that, indeed, we can assume without any loss of generality
that p = 1, by replacing Sp with Sˆ.
The state graph IRF(SU(2)k/p, [1]) Boltzmann weights are obtained by sub-
stituting the S matrix, eq. (20), into eq. (10),
w
(
a b
c d
∣∣∣∣u
)
= c
a∨∧
d
b = (8.22)
sin(λ− u)δbc + δad sinu
√
sin[πp(b+ 1)/(k + 2)] sin[πp(c+ 1)/(k + 2)]
sin[πp(a+ 1)/(k + 2)]
,
where λ = πpk+2 , and a, b, c and d obey the admissibility conditions. Explicitly the
Boltzmann weights, for p = 1, are,
w
(
m m± 1
m± 1 m± 2
∣∣∣∣v
)
= m±1
m∨∧
m±2
m±1 =
[1− v]
[1]
, (8.23)
w
(
m m± 1
m± 1 m
∣∣∣∣v
)
= m±1
m∨∧
m
m±1 =
[±v +m+ 1]
[m+ 1]
, (8.24)
w
(
m m∓ 1
m± 1 m
∣∣∣∣v
)
= m±1
m∨∧
m
m∓1 = ± [v]
[1]
√
[m+ 2][m]
[m+ 1]
, (8.25)
where we used the variable v = (k+2)u/π, the symbol [v] = sin[πv/(k+2)], the
states are j = 0, 1, 2 . . . , k, Boltzmann weights where j is outside of this range
vanish, and where we have divided all the Boltzmann weights by sin[ πk+2 ]. The
model for p 6= 1 is obtained by replacing k + 2 with (k + 2)/p in the definitions
of v and [v], and no other changes. The Boltzmann weights eqs. (23-25) are
identical to the ones originally given in ref. [58] for p = 1, and form the so
called restricted height model. We conclude that the restricted height model is
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a graph state fusion IRF associated to SU(2)k. Similarly, other values of p give
rise to generalizations of the model. Note, however that for p > 1 some of the
Boltzmann weights become complex, and thus no longer allow for a probability
interpretation. The partition function remains, however, real and positive, and
thus the models appear to represent bona–fide field theories.
Example (b): Consider the conformal field theory SU(2)(2k+1)/p/SU(2)p/(2k+1)
described in sects. (4,5,6). Again, take the field x] to be the fundamental repre-
sentation. The graph of the theory is depicted in fig. (8.1,b). Substituting the S
matrix, eq. (4.6), into the general graph–state representation, eq. (10), we find
Sm,n =
2√
2k + 1
sin
[
πp(m+ 1)(n+ 1)
2k + 1
]
, (8.26)
where m,n = 0, 2, . . . , 2k. The Boltzmann weights are identical to those of
SU(2)2k+1, with the identification n ≡ 2k + 1− n, and no other changes.
Example (c): The hard hexagon model on a square lattice (ref. [59]). The
states of the classical hard hexagon model are labeled by the variables 0 and 1.
The Boltzmann weights are expressed in terms of the elliptic function θ1(u; p),
θ1(u; p) = 2p
1/4 sinu
∞∏
n=1
[1− 2p2n cos(2u) + p4n](1− p2n), (8.27)
where p is a parameter which measures the distance from criticality. The Boltz-
mann weights of the integrable hard hexagon model are (ref. [59])
w1 = 0
0∨∧
0
0 =
θ1(3λ− u)
θ1(3λ)
, w2 = 0
1∨∧
0
0 = 0
0∨∧
1
0 =
θ1(λ− u)
θ1(λ)
,
w3 = 1
0∨∧
0
0 = 0
0∨∧
0
1 =
θ1(u)√
θ1(λ)θ1(2λ)
,
w4 = 0
1∨∧
1
0 =
θ1(4λ− u)
θ1(4λ)
, w5 = 1
0∨∧
0
1 =
θ1(2λ− u)
θ1(2λ)
,
(8.28)
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where we used the short hand notation, θ1(u; p) ≡ θ1(u), and where λ = π5 is the
crossing parameter. The model becomes critical for p = 0, in which case the five
amplitudes become the trigonometric solutions (using limp→0 θ1(u; p)/(2p1/4) =
sinu),
w1 =
[3λ− u]
[3λ]
, w2 =
[λ− u]
[λ]
, w3 =
[u]√
[λ][2λ]
, (8.29)
w4 =
[4λ− u]
[4λ]
, w5 =
[2λ− u]
[2λ]
,
where we defined [u] = sinu. It is straight forward to verify that these Boltzmann
weights are identical to the state–graph IRF of (G2)1, given in example (b), with
k = p = 1, up to multiplying by an overall factor of sinλ, and identifying the
states by 0 = [2] and 1 = [0].
Example (d): The Ising model. This well known model can be presented as
a graph–state fusion IRF theory, IRF(SU(2)2), [1]), example (a), with k = 2. In
this case the state variables are j = 0, 1, 2. Since a square lattice is a bipartite
graph, and so is the admissibility graph, the configurations on the lattice break
into two disjoint sets, where all even (odd) sites on the lattice are occupied by
j = 1. Choosing the latter possibility, we may decimate the odd lattice sites
where j = 1, to get a square lattice where the state variables are S = j−1 = ±1.
The four Boltzmann weights of the fusion IRF are related to the Ising horizontal
and vertical couplings, J1 and J2, by (e.g., for a review, see [2]),
w1(u) = y1e
−J1 = 0
1∨∧
1
2 = 2
1∨∧
1
0 =
θ1(u+ λ; p)
θ1(λ; p)
, (8.30)
w2(u) = y1e
J1 = 0
1∨∧
1
0 = 2
1∨∧
1
2 =
θ1(λ− u; p)
θ1(λ; p)
, (8.31)
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w3(u) = y2e
−J2 = 1
0∨∧
2
1 = 1
2∨∧
0
1 = ǫ
θ1(u; p)
θ1(2λ; p)
, (8.32)
w4(u) = y2e
J2 = 1
0∨∧
0
1 = 1
2∨∧
2
1 =
θ1(2λ− u; p)
θ1(2λ; p)
, (8.33)
where λ = π/4, ǫ = ±1, and y1, y2 are some constants. The relationship of the
temperature parameter p and u with the Ising couplings J1 and J2 is then seen
to be,
e2J1 =
θ1(λ− u; p)
θ1(λ+ u; p)
, e2J2 =
θ1(2λ− u; p)
θ1(u; p)
. (8.34)
The model becomes critical for p = 0, giving the two Ising couplings (horizontal
and vertical ones) at the fixed point. Now, it is a straightforward exercise, which
is left to the reader, to verify that at the critical limit, p → 0, the Boltzmann
weights w1, w2, w3 and w4 are identical to the fusion IRF ones for SU(2)2, where
we set in example (a), k = 2 and p = ǫ.
Example (e): Let us return now to the previous section, where the relation-
ship between RCFT and their corresponding IRF lattice models was discussed.
As a particular example, consider the case of SU(2) where the braiding matrix,
R, have been computed, ref. [60, 61]. From the IRF Boltzmann weights described
in section (7), we may compute the u → ∞ limit, which should correspond to
the conformal braiding matrix, as explained in section (7). We find,
R
j±1
j∨∧
j
j±1
 =
(
−q−(j/2+3/4)[1]/[j + 1]
√
q−1/2[j][j + 2]/[j + 1]√
q−1/2[j][j + 2]/[j + 1] q(j/2+1/4)[1]/[j + 1]
)
.
(8.35)
The brackets [x] are defined by eq. (36) with N = 2. The R matrix so computed
is, indeed, also, identical to the R matrix obtained from the SL(2)q universal
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R matrix [61], and is identical to the conformal braiding matrix of SU(2)k, up
to an irrelevant similarity transformation (which depends on the normalizations
of the primary blocks). We conclude that the model IRF(SU(2), [1]) gives an
alternative derivation for the restricted height model, example (a).
Example (f): The braiding matrix of SU(N)k in the N -N channel are com-
puted in ref. [62], where the general calculation for the braiding matrices of
any two block RCFT are found as solutions of the corresponding Riemann mon-
odromy problem. The result for SU(n)k can be expressed in terms of the quantity
q = e2πi/(k+N) and the function
[x] :=
qx/2 − q−x/2
q1/2 − q−1/2 =
sin( πx
k+N
)
sin( πk+N )
. (8.36)
The braiding matrix then assumes the form,
B
λ+el
λ∨∧
λ+em+el
λ+em
 = q−1/2N[alm]
(
−q−alm/2 √[alm + 1][alm − 1]√
[alm + 1][alm − 1] qalm/2,
)
,
(8.37)
where λ is any weight at the level k, fu its signature sequence of the Young tableau
(see sect. (2) for the definition), where u = 1, 2, . . . , N , alm = fl−fm+m−l, and
el = λl−λl−1, where λl is the fundamental weight, and we defined λ0 = λN = 0.
Note, that for the special case of SU(2), N = 2, the Braiding matrix agrees
precisely with the one described earlier, eq. (35). As in the case of SU(2),
we can now proceed to construct the lattice model IRF(SU(N)k, N,N) using
the formalism of section (7). The crossing parameter is given by, eq. (7.25),
λ = π(∆1−∆2)/2 = πN/2k+N , where ∆1 and ∆2 are the dimensions of the two fields
exchanged in this channel. The generator of the Hecke algebra is, as usual,
H = q−1/2 − e−iπ(∆1+∆2−2∆N )B, (8.38)
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and it obeys the usual Hecke relation,
H2 = βH, where β = 2 cosλ. (8.39)
Explicitly, the Hecke algebra elements are given by
Hi = λ+ej
λ∨∧
λ+ej+el
λ+ek = (1− δjl) [sjl(λ+ ej)sjl(λ+ ek)]
1
2
sjl(λ)
, (8.40)
where sjl(λ) = sin[(
π
k+N )(ej − el) · λ]. This expression agrees precisely with the
representations of the Hecke algebra described by Wenzl [63]. Substituting this
representation into eq. (7.31), we find the Boltzmann weights of the trigonometric
lattice IRF model, which are,
λ+eµ
λ∨∧
λ+2eµ
λ+eµ = [1− u],
λ+eµ
λ∨∧
λ+eµ+eν
λ+eµ =
[aµν + u]
[aµν ]
,
λ+eν
λ∨∧
λ+eµ+eν
λ+eµ = p[u]
√
[aµν + 1][aµν − 1]
[aµν ]
,
(8.41)
where p = ±1 corresponds to two different solutions (given by B or its complex
conjugate matrix, which is the braiding matrix of SU(N)−1).
Amazingly, these are precisely the Boltzmann weights of the SU(N) models
described in ref. [6], at the trigonometric limit. This fully illustrates the universal
connection described in this paper between IRF models and RCFT, giving, in
this particular instance, the Boltzmann weights of the solvable lattice models
IRF(SU(N)k, N,N).
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One can easily extend the results described here to other modular invariants of
SU(N), and their extended algebras. It is known that the same blocks appear in
all modular invariants, and that the problem of writing the braiding matrices is a
simple sesquilinear re–juxtapositioning of the conformal blocks (see, for example,
[64 − 68]). Substituting the so obtained braiding matrices into eq. (7.31), we
would find new solvable IRF models, and an explicit solution for their Boltzmann
weights. In fact, the Boltzmann weights of such models are known only in the
case of SU(2) (the ADE cases) , and some quotient (orbifold) cases [11, 70, 5]. For
the general modular invariants of SU(N) the problem of finding such Boltzmann
weights have been posed in ref. [5] but none have been found so far. Our approach
provides a straightforward solution for these Boltzmann weights. Clearly, the
method is applicable to all rational conformal field theories, and the calculations
described in the considered examples and in ref. [62] can readily be carried out
for any theory.
9. General Fusion IRF Models
Let us now proceed to describe the general fusion IRF model based on any
rational conformal field theory, O, and any pair of primary fields, h and v, denoted
as IRF(O, h, v). In section (7) we have described the two block case, hv = ψ1+ψ2,
using Hecke algebra properties. Our purpose in this section is to describe the
general case,
h · v =
n−1∑
r=0
ψr, (9.1)
where n is the number of primary fields, and ψr are the intermediate primary
fields in the block. We shall begin by generalizing the Hecke algebra to a more
general one, that will be termed the n-conformal braiding (n-CB) algebra. This
algebra is a quotient algebra of the braid group algebra, and was already described
72
in sect. (7). Recall the defining relations eqs. (7.19, 7.24),
RiRi+1Ri = Ri+1RiRi+1,
RiRj = RjRi for |i− j| ≥ 2,
0 =
n−1∏
p=0
(Ri − λp),
(9.2)
where the parameters λp are fixed, specify the algebra, and are arbitrary. Recall
also from sect. (7) that the braiding matrix of any RCFT obeys the n-braiding
algebra relations, eq. (2), with the eigenvalues which are,
λp = ǫpe
iπ(∆h+∆v−∆p), (9.3)
where ǫp = ±1, in accordance to whether ψp appears symmetrically (+1) or
anti-symmetrically (−1) in the product, and where ∆h, ∆v and ∆p denote the
dimensions of the corresponding fields. We shall assume that the fields are so
arranged that
ǫp = (−1)p−1, (9.4)
Clearly, the case of n = 2 corresponds to the Hecke algebra described earlier, eq.
(7.30) with
β =
λ0 + λ1√
λ0λ1
. (9.5)
Special cases of the n-CB algebra appeared in some IRF hierarchies, ref. [2] and
references therein, but it has not been previously defined, in general (arbitrary
parameters).
Consider now the braiding matrix of the primary fields h and v, Rh,vi , which
obeys the n-CB algebra eq. (2). We can now define the projection operators,
P ai =
∏
p6=a
[
Ri − λp
λa − λp
]
, (9.6)
where a = 0, 1, . . . , n − 1 labels the corresponding eigenvalue. From the n-CB
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algebra, the projection operators obey the relations,
n−1∑
a=0
P ai = 1,
P ai P
b
i = δabP
a
i ,
n−1∑
a=0
λaP
a
i = Ri.
(9.7)
Our purpose is to introduce trigonometric solutions of the YBE, Xi(u),
Xi(u)Xi+1(u+ v)Xi(v) = Xi+1(v)Xi(u+ v)Xi+1(u). (9.8)
Further, we shall require that at the extreme UV limits these solutions would
coincide with the conformal braiding matrix,
lim
u→i∞
ei(n−1)uXi(u) = Ri, (9.9)
and that the correct admissibility conditions would be satisfied for all values
of the spectral parameter u, i.e., the face transfer matrix 〈a, b, d|Xi(u)|a, c, d〉
vanishes unless N bahN
c
bvN
d
chN
a
dv > 0, where N
i
jk are the fusion coefficients. The
above requirements essentially imply the following ansatz for the face transfer
matrix,
Xi(u) =
n−1∑
a=0
fa(u)P
a
i , (9.10)
where fa(u) are the eigenvalues of Xi(u), and are scalar functions of the spectral
parameter u. On physical grounds we shall also demand the regularity relation,
Xi(0) ∝ 1i. (9.11)
The set of constraints (10,11) are fulfilled provided that the functions fa(u) are
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such that
fa(0) = 1,
lim
a→i∞
fa(u) = Ke
−iπ∆a ,
(9.12)
whereK is some constant. Then the face transfer matricesXi(u) obey the correct
UV and IR limits, as can be verified using the relations obeyed by the projections
operators, eq. (7).
It can be shown, via considerable algebraic computations, that all the rela-
tions specified so far, and in particular the YBE, eq. (8), hold provided that
fa(u) =
[
a−1∏
r=0
sin(ζr − u)
][
n−2∏
r=a
sin(ζr + u)
]
, (9.13)
where the parameters ζi,
ζi = π(∆i+1 −∆i)/2, (9.14)
are the ‘crossing parameters’. It can be checked that the functions, fa(u), indeed,
obey the relations, eq. (12),
fa(0) =
n−2∏
a=0
sin ζi, (9.15)
and
lim
u→i∞
Xi(u)e
(n−1)iu = e−iπ(∆h+∆v)Ri. (9.16)
We conclude that the face transfer matrices Xi(u), eq. (10), indeed give rise to
the Boltzmann weights of the solvable lattice model IRF(O, h, v) associated to
an arbitrary conformal field theory O and arbitrary primary fields h and v.
As a side remark, note that we need not restrict ourselves to primary fields
h and v, but can, in fact, take any algebraic combination of primary fields, h =∑
cipi, where ci are some constants, and pi are the primary fields, and similarly
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for v. In other words, h and v can be taken to be any elements of the fusion
ring, and the admissibility condition are taken as a ∼ b iff ah = nb+ . . ., where
n > 0 labels the couplings, and the product is in the fusion ring. (Alternatively
n = (a|hb) > 0, using the inner product of the fusion ring ref. [7]). We would
then get an IRF model associated to arbitrary elements of the fusion ring, h and
v. The R matrix, is simply the corresponding linear combination of the separate
R matrices,
Rh,v =
∑
n,m
cndmRn,m, (9.17)
where cn and dn are arbitrary complex coefficients, which express the fields h
and v in the basis of the primary fields. The YBE relation is evidently satisfied,
since Rh,v is the braiding of the fields h and v, and thus corresponds to the
braid group on the punctured sphere. Evidently, the general R matrices satisfy
a fixed polynomial equation, with some eigenvalues λp, since this is so for each
of the component matrices in eq. (17). Hence, projection operators can be
defined as in eq. (6). The rest of the construction of the Boltzmann weights
Xi(u) follows as before, and these are given by the same formula, eq. (10), with
the replacement of the old projection operators by the new ones, and no other
change. The projection operators are now simply labeled by P ph,v for each of the
primary fields h and v and each of the fields appearing in their product, p. Thus
we can still associate primary fields and dimensions to each channel, and proceed
as before. We find that the braiding matrix is
Xi(u) =
∑
n,m
cndme
iπ(∆n+∆m)
∑
a
P an,mf
a
n,m(u), (9.18)
where the functions fan,m(u) are defined as before, eq. (13), with the obvious
replacements, and the projection operators are the same ones for each of the
channels. Thus Xi(u) is a linear combination of the face transfer matrices in
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each of the channels,
Xi(u) =
∑
n,m
cndme
iπ(∆n+∆m)Xn,mi (u), (9.19)
where Xn,mi is given by eq. (10), and is the face transfer matrix for the model
IRF(O, n,m). Evidently, Xi(u) obeys the same properties as before, eqs. (9,11).
Returning from this digression, consider now the case where h = v¯ (or more
generally as in the discussion above, where hv = 1 + . . ., and where h and v are
arbitrary elements of the fusion ring). Then it follows that the unit operator is
one of the fields ψi exchanged in the channel, and we can assume without any loss
of generality that this field is ψ0 = 1. Now, the parameter λ = ζ0 = π(∆1−∆0)/2
is the crossing parameter of the model. In other words, the following highly non–
trivial relation holds,
w
(
a b
c d
∣∣∣∣λ− u
)
=
[
Sb,0Sc,0
Sa,0Sd,0
]1/2
w
(
b d
a c
∣∣∣∣u
)
, (9.20)
where S is the torus modular matrix, and
[
Sb,0Sc,0
Sa,0Sd,0
]1/2
is the universal crossing
multiplier, and where we have used the standard face transfer matrix notation,
w
(
a b
c d
∣∣∣∣u
)
= 〈a, b, d|Xi(u)|a, c, d〉. (9.21)
A particular consequence of the crossing relation, is the expression for the
projection operator P0 which reads
P0 =
[∏
i
sin ζi
sin(ζi + λ)
] [
Sb,0Sc,0
Sa,0Sd,0
]1/2
δa,d, (9.22)
which follows by applying the crossing relation to Xi(0), and by noting that while
Xi(0) ∝ 1i, Xi(λ) ∝ P0. Similarly, relations among all projection operators can
be derived, using the various crossing points. Note that eq. (8.19) is a special
case, for trees, of the general eq. (22).
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From the expression for Xi(u), eqs. (10,13), it is straightforward to compute,
Xi(u)Xi(−u) = 1i
∑
a
fa(u)fa(−u) = nρ(u)1i, (9.23)
where
ρ(u) =
n−2∏
r=0
sin(ζr − u) sin(ζr + u). (9.24)
It follows that the IRF theories are always unitary, i.e., they obey the property
eq. (8.15), with a unitarity factor which is ρ(u). Evidently also eq. (11) (the
regularity) holds. Consequently the IRF models described in this section obey
all the standard properties of IRF theories, eqs. (8.12–8.18). These properties
will be of importance in the next section where soliton scattering theories are
constructed, based on the fusion lattice models.
Example: Consider the case of IRF(SU(2)k, [2], [2]) where [2] corresponds to
the adjoint representation of SU(2)k WZNW RCFT. The projection operators
can be calculated from the known structure constants, ref. [71], of the RCFT.
Alternatively, the projection operators are related to the corresponding SU(2)q
quantum group 6− j symbols [61]. Explicitly, these are as follows [72]. Denote
the projection operators for a given face in the notation,
〈a, b, d|P i|a, c, d〉 = P i
c
a∨∧
d
b
 . (9.25)
Denote also P i
c
a∨∧
d
b
 by the matrix (P i)bc = σbc, and let a = j. We then find
P 0 d = a± 1 σ = 0,
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P 0 d = a
σj−1,j−1 σj−1,j σj−1,j+1σj,j−1 σj,j σj,j+1
σj+1,j−1 σj+1,j σj+1,j+1
 =
1
[3][2j + 1]
 [2j − 1] ∗ ∗√[2j + 1][2j − 1] [2j + 1] ∗√
[2j + 3][2j − 1] √[2j + 3][2j + 1] [2j + 3]
 ,
P 1 d = a+ 1
(
σj,j σj,j−1
σj+1,j σj−1,j+1
)
=
[2]
[4][2j + 4]
(
[2j]
√
[2j][2j + 4]√
[2j][2j + 4] [2j + 4]
)
,
P 1 d = a− 1
(
σj,j σj,j−1
σj−1,j σj−1,j−1
)
=
[2]
[4][2j]
(
[2j + 2] −√[2j + 2][2j − 2]
−√[2j + 2][2j − 2] [2j − 2]
)
,
P 1 d = j
σj−1,j−1 σj−1,j σj−1,j+1σj,j−1 σj,j σj,j+1
σj+1,j−1 σj+1,j σj+1,j+1
 =
[2]
[4]

1− [2][2j][2j+1] ∗ ∗
−
√
[2j−1]
[2j+1]
q2j+1+q−2j−1
[2j]
2+q4j+2+q−4j−2
[2j][2j+2] ∗
−
√
[2j−1][2j+3]
[2j+1]
√
[2j+3]
[2j+1]
q2j+1+q−2j−1
[2j+2]
(
1− [2][2j+1][2j+2]
)
 ,
where the matrices are symmetric, q = e
ipi
k+2 ,
[x] =
qx − q−x
q − q−1 , (9.26)
and P 2 = 1−P 0−P 1. Here a,d and j stands for the isospin of the primary fields
and are in the range 0, 12 , 1, . . . ,
k
2 .
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From these projection operators we find,
λ = ζ0 = π(∆1 −∆0)/2 = π
k + 2
, (9.27)
and
ζ1 = π(∆2 −∆1)/2 = π
2
4 · 6− 2 · 4
4(k + 2)
=
2π
k + 2
= 2ζ0. (9.28)
Substituting into eq. (10) we find the face transfer matrix,
Xi(u) = P
0 sin(ζ0+u) sin(ζ1+u)+P
1 sin(ζ0−u) sin(ζ1+u)+P 2 sin(ζ0−u) sin(ζ1−u).
(9.29)
It can be explicitly checked, involving numerous relations among the matrix
elements, that the crossing property, eq. (20), which is a powerful constraint,
is indeed obeyed, where the S matrix is the usual one for SU(2), eq. (8.20),
with p = 1. Indeed crossing symmetry, eq. (20) puts severe constraints on the
Boltzmann weights, eq. (25). In fact, P 0 is determined entirely by eq. (20),
in accordance with eq. (22). Similarly P 2 and P 1, are almost fully (but not
completely) determined by eq. (20).
The face transfer matrix Xi(u), eq. (27), derived here by specializing the
universal eq. (10), is identical to the trigonometric solutions of the YBE equation
previously found in ref. [6], for this particular case [72]. Similarly, all the solutions
of the YBE based on various quantum groups are special cases of eq. (10), as
applied to the corresponding WZNW model. This includes a host of models
studied in literature (for a review, see, e.g., [2]).
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10. Fusion Soliton Theories
Consider a soliton or kink system based on some fusion IRF model. The
solitons are labeled by some primary fields in the theory, h, v, p, etc. The vacua
of the theory are also labeled by the primary fields, where each primary field,
a, corresponds to a unique vacuum. The h solitons interpolate between any two
vacua a and b in the theory, such that the fusion coefficient N bha does not vanish.
The two particle scattering amplitude for the solitons h and v is described by the
process (a|h|b)+(b|v|d)→ (a|v|c)+(c|h|d), where (a|h|b) stands for the h soliton
interpolating between the a and b vacua, and so forth. We denote this scattering
amplitude by
Sh,v
(
a b
c d
∣∣∣∣θ
)
, (10.1)
where iπθ is the relative rapidity of the two incoming particles, fig. (10.1). Here,
a, b, c and d label the different admissible pairs, which obey, N bhaN
d
hcN
c
vaN
d
vb > 0.
The S matrix of any such theory (regardless of whether it corresponds to a
fusion of RCFT) needs to have the following properties.
Regularity, which expresses the absence of scattering at zero relative rapidity:
Sh,v
(
a b
c d
∣∣∣∣0
)
= δb,c. (10.2)
Unitarity: ∑
e
Sh,v
(
b c
a e
∣∣∣∣θ
)
Sv¯,h¯
(
e c
a d
∣∣∣∣− θ
)
= δb,d. (10.3)
Crossing symmetry:
Sh,v
(
a b
c d
∣∣∣∣θ
)
= Sv,h¯
(
b d
a c
∣∣∣∣1− θ
)
= Sv¯,h
(
c a
d b
∣∣∣∣1− θ
)
. (10.4)
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Charge conjugation:
Sh,v
(
a b
d c
∣∣∣∣θ
)
= Sh¯,v¯
(
d c
b a
∣∣∣∣θ
)∗
. (10.5)
Time reversal:
Sh,v
(
a b
c d
∣∣∣∣θ
)
= Sv,h
(
a c
b d
∣∣∣∣θ
)
. (10.6)
In addition, for an integrable scattering theory the S matrix must obey the
factorization equation (YBE) [3, 2],
∑
g
Sh,v
(
a b
f g
∣∣∣∣θ
)
Sp,v
(
f g
e d
∣∣∣∣θ + φ
)
Sp,h
(
g b
d c
∣∣∣∣φ
)
= (10.7)
∑
g
Sp,h
(
f a
e g
∣∣∣∣φ
)
Sp,v
(
a b
g c
∣∣∣∣θ + φ
)
Sh,v
(
g c
e d
∣∣∣∣θ
)
,
which is depicted in fig. (10.2). Note that the factorization equation (7) is
identical to the STE relation for the corresponding IRF model eq. (7.3), and that
fig. (10.2) is dual to the STE fig. (7.2), by replacing each of the vacua domains
by a vertex, and connecting the vacua if and only if a soliton interpolates between
them. Thus an S matrix which satisfies the factorization equation is a Boltzmann
weight for a solvable lattice model. Our purpose is to build the S matrix from
the IRF Boltzmann weights described in sections (7,8,9). Thus, we relist here
the properties of the Boltzmann weights, denoted as before by wh,v
(
a b
c d
∣∣∣∣u
)
.
Regularity:
wh,v
(
a b
c d
∣∣∣∣0
)
=
√
ρ(0)δb,d, (10.8)
Unitarity:
∑
e
wh,v
(
b c
a e
∣∣∣∣u
)
wv¯,h¯
(
e c
a d
∣∣∣∣− u
)
= ρh,v(u)δb,d. (10.9)
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Crossing symmetry:
wh,v
(
a b
c d
∣∣∣∣u
)
=
(
ψ(a)ψ(d)
ψ(b)ψ(c)
) 1
2
wv,h¯
(
b d
a c
∣∣∣∣λ− u
)
. (10.10)
Charge conjugation and time reversal:
wh,v
(
a b
d c
∣∣∣∣u
)
= wh¯,v¯
(
d c
b a
∣∣∣∣u
)∗
= wv,h
(
a c
b d
∣∣∣∣u
)
. (10.11)
The parameter ρh,v(u) is called the unitarity factor. λ is the crossing parameter,
and ψ(a) is the crossing multiplier. For a graph–state IRF model we found
that ψ(a) is an eigenvalue of the connectivity matrix and β = 2 cos(λ) is the
eigenvalue. For a fusion IRF model IRF(O, h, h¯) we have the universal crossing
multiplier ψ(a) = Sa,1/Sh,1, where S denotes the toroidal modular function, eq.
(9.20). For an IRF model based on a two block product hv = ψ1 + ψ2 we have
from sect. (7),
wh,v
(
a b
c d
∣∣∣∣u
)
= δb,c sin(λ− u) + sinu ·Rh,v
(
a b
c d
)
, (10.12)
where Rh,v is the Hecke algebra element, eq. (7.29), and where λ is the crossing
parameter, λ = π(∆2 − ∆1)/2, where ∆i are the dimension of the fields in hv
product, and which depend on the choice of fields h and v. The generalization
of the Boltzmann weight eq. (12) to more than two blocks is described by eqs.
(9.10, 9.13). The unitarity factor is given by eq. (9.25) We take the following
general ansatz for the S matrix,
Sh,v
(
a b
c d
∣∣∣∣θ
)
= Fh,v(θ)
[
ψ(b)ψ(c)
ψ(a)ψ(d)
]θ/2
wh,v
(
a b
c d
∣∣∣∣ηh,vλh,vθ
)
, (10.13)
where λh,v is the crossing parameter in this channel, η is some parameter, to be
determined, and Fh,v(θ) is an overall function.
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Evidently, S obeys all the properties listed, except possibly, for crossing and
unitarity. In particular, the factorization equation, eq. (7), which is a conse-
quence of the STE is obeyed by the Boltzmann weights (as long as we keep
ηh,vλh,v fixed for all h and v, which will be assumed), which by itself is a con-
sequence of the Hexagon identity obeyed by the conformal braiding matrix, eq.
(7.13). Unitarity and crossing, will be achieved by properly setting the parame-
ters ηh,v and the functions Fh,v(θ).
Let us first assume that the field h = v = x is a real field, x = x¯, and that
this is a two block case, x2 = ψ1+ψ2. This applies to all the graph–state models,
as well as all RCFT with a real fundamental field. Setting in this case, η = 1
and λ = λx,x = πp/q, where p and q are some strange integers. We find that
unitarity and crossing hold provided that the function F (θ) = Fx,x(θ) obeys
F (1− θ) = F (θ),
F (θ)F (−θ) = 1
sin[λ(1− θ)] sin[λ(1 + θ)] .
(10.14)
The system of equations (14) can be solved for any rational λ/π giving a universal
minimal
⋆
solution Fλ(θ). Note that for an RCFT, indeed λ/π =
∆1−∆2
2 and is
thus a rational number. To present a closed form solution for F (θ) we need to
distinguish the cases, where q is odd, or q is even. For odd q we find the minimal
solution,
F (θ)−1 = sin[λ(1 + θ)]
(q−1)/2∏
m=2
sin[λ(m− (−1)mθ)]
sin[λ(m+ (−1)mθ)] . (10.15)
To write the solution for an even q in a closed form, we define the special function
H(z) by
H(z) =
∞∏
m=1
[(
1− z2m
)2m(
1 + z2m−1
)2m−1(
1 + z
2m
)2m(
1− z
2m−1
)2m−1
]
. (10.16)
It can be checked that the terms appearing in this product are of the form
1+α(z)/m2+O(m−3), and thus the product converges absolutely for any z which
⋆ The minimality here denotes least number of zero and poles in the strip 0 ≤ Re θ < 2.
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is not an integer. Thus, the special function H(z) is a holomorphic function,
whose only poles and zeros in the complex plane are for an integer z. The order
of the zero at z = N is N for an even N , and −N for an odd one, with the
convention that a zero of order −k is a pole of order k. It can be checked that
H(z) obeys the functional equations,
H(z)H(−z) = 1,
H(1− z)
H(z)
= tan
(πz
2
)
.
(10.17)
Now, the function F (θ) for λ = 2πp/q, even q, becomes
F (θ) = H(πθ)−2p/q
q−1∏
m=1
(sin[λ(θ −m)])(−1)mpmp/q, (10.18)
where the integers pm are defined by,
pm = qsm − 2m, sm =

0 m = 0
1 1 ≤ m < q − 1
2 m = q − 1
. (10.19)
Note that F (θ) is a holomorphic function with no branch lines (or ‘cuts’) with
poles and zeros only for z = πm, where m is some integer.
Note now that we may multiply the minimal solution, eq. (15,18), by any
solution of the ‘homogeneous’ equation
Q(θ)Q(−θ) = 1,
Q(θ) = Q(λ− θ),
(10.20)
and, still, eq. (14) holds. The general solution to eq. (20) is
Q(θ) =
h(θ)
h(−θ)
h(λ− θ)
h(λ+ θ)
, (10.21)
where h is any holomorphic function. Such a solution Q(θ) is termed a ‘CDD’
ambiguity, and it needs to be determined, for the full S matrix to be found.
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The only way to determine, with any confidence, the CDD factor, eq. (21),
is by some additional physical input. (In the literature, more often than not, this
is done by trial and error on conjectured S matrices). In particular, we may use
the soliton bound state content, along with the known masses of the solitons,
eq. (3.11), to find the poles of F (θ) in the physical sheet 0 ≤ θ < 1. Such poles
correspond to bound states of the scattered particles, whose mass is
M2B = M
2
h +M
2
v − 2MhMv cos (πθ) , (10.22)
where Mu, Mv and MB are the masses of the h and v solitons, along with their
bound states, denoted by B. The equation (22), along with the known solitonic
spectrum, determines all the physical poles in the regime 0 ≤ Re θ < 1. Further,
for the fundamental solitons, we expect no higher order poles, as these correspond
to higher order scattering processes. Thus, we form a complete knowledge of the
poles in the physical sheet 0 ≤ Re θ < 1. These are allowed only for Im θ = 0,
and then only for the values given by eq. (22). For a unitary theory, the residues
at the poles must be positive. For non–fundamental solitons, the residues can be
calculated using diagrams involving the constituent solitons.
Equipped with this knowledge, we may proceed to determine the suitable
function h(θ) up to such Q(θ)’s which have no zero or poles in the physical
domain 0 ≤ Re θ < 1. Such Q’s are called Z-factors, and will always be assumed
to be equal to one, unless otherwise specified.
We may multiply, the solution Fλ(θ) by the suitable Q(θ), in such a way as
to remove all the poles from the physical sheet. This resulting solution is termed
the strictly minimal solution. For λ = π
q
, the solutions eq. (15) and (18) are
strictly minimal. For λ = 2πpq , where p > 1, we need to use a non-trivial h, which
is easily found to be of the form,
h(θ) =
∏
i
sin(λµi − θ), (10.23)
where µi are parameters specifying for the location of the poles of Fλ(θ) on the
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physical sheet, which come in pairs at µi and 1−µi, as follows from the crossing
symmetry, eq. (4). Thus, at last, determining the complete S matrix.
For, example, in all soliton theories based on state-graph IRF models, we
expect no bound states for the fundamental solitons. Hence, the full S matrix is
given by the strictly minimal solution, eq. (13).
Now, note that we have chosen the value of η = 1. However other values
may be valid as well. Albeit, these correspond to choices of different RCFT,
which have the same fusion rules. As explained in sections (4,5), each set of
fusion rules lead to a number of different RCFT. The parameter η can be set
equal to one, always, provided that we build the Boltzmann weights around all
the possible RCFT’s with the given set of fusion rules. For example, SU(2)3 can
be replaced by SU(2)3/4, giving two different S matrices, with the same exact
solitonic content. Which of all these choices correspond to the actual N = 2
supersymmetric field theory we are interested in? Usually, one may use charge
conjugation, eq. (5), to eliminate all choices of the RCFT (for a real particle), by
demanding that S is real. However, there are some very rare instances where an
ambiguity remains, and cannot be dispelled without additional physical input.
In fact, the Hard hexagon model, which is based on the RCFT SU(2)3/SU(2)1/3,
as discussed in section (8), example (c), has such an ambiguity, since the RCFT
SU(2)3/4/SU(2)4/3 equally well leads to real Boltzmann weights along with the
same fusion rules. The first S matrix was proposed in ref. [73], while the other
was suggested in ref. [74]. Both are correct S matrices, but they correspond
to different physical systems. In general, these ambiguities can be resolved only
with an additional physical input
⋆
.
Let us turn, now, to soliton scattering amplitudes in non–real fusion theories.
Consider the fundamental soliton of the theory, labeled by the primary field p,
⋆ In this particular example, both S matrices were suggested to describe the φ2,1 pertur-
bation of the tri–critical Ising model. It is still not resolved which is the correct one for
this specific theory, though some support for the S matrix of ref. [74] was reported in ref.
[75].
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and assume for simplicity that this is the two block case,
ψ2p = ψ1 + ψ2,
ψpψp¯ = 1 + ψ3,
(10.24)
where ψi denotes the respective primary fields, and the product is in the fusion
ring sense. Now, there are two different crossing parameters we can define, in
accordance with the theory of section (7). These are
λ =
π∆3
2
, λ˜ =
π(∆2 −∆1)
2
, (10.25)
where ∆i denotes, as before, the dimensions of the primary fields. Now, we have
four different soliton scattering amplitudes, Sp,p, Sp,p¯, Sp¯,p and Sp¯,p¯ to consider.
These are related via the crossing and charge conjugation, eq. (4,5), to the basic
amplitude Sp,p but need to obey four different factorization equations, eq. (7).
Note that for amplitudes involving Sp,p¯ and Sp¯,p the YBE no longer holds and
it is modified to a quadratic relation. It follows that the general Hecke ansatz
holds only for the Sp,p = S
∗
p¯,p¯ amplitudes. For Sp,p we adopt the same ansatz as
before, eq. (13),
Sp,p
(
a b
c d
∣∣∣∣θ
)
= F (θ)
(
Sb,0Sc,0
Sa,0Sd,0
)θ/2
wp,p
(
a b
c d
∣∣∣∣ηθ
)
, (10.26)
where Sa,b is the usual toroidal modular matrix, F (θ) is the unitarizing factor
that needs to be determined, and the Boltzmann weight w is given by the usual
fusion IRF Hecke ansatz, eq. (7.31),
wp,p
(
a b
c d
∣∣∣∣θ
)
= sin[λ˜− λθ)]δb,c + sin(λθ)H
(
a b
c d
)
, (10.27)
and we absorbed the crossing multiplier into the definition of the rapidity. Again,
we may assume η = 1
†
. H is the Hecke algebra element associated to the braiding
† The reason for it, as before, that different values of η correspond to different choices of
RCFT’s which have the same fusion rules, and thus with no loss of generality we may
take η = 1, along with choosing a different RCFT.
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matrix Bp,p, and is defined by equation (7.29). From the discussion of section (7),
it follows that w, and consequently also S, obey the YBE, eq. (7.32). The other
amplitudes can now be determined by the crossing symmetry, eq. (4), where the
only new amplitude is Sp,p¯, due to charge conjugation. Using crossing, we find,
Sp,p¯
(
a b
c d
∣∣∣∣θ
)
= Sp,p
(
c a
d b
∣∣∣∣1− θ
)
. (10.28)
It remains to verify that the modified YBE, eq. (7) holds with this ansatz, and
that indeed the modular matrix, again corresponds to the crossing multiplier. In
other words, we need the highly non–trivial modified YBE,
∑
g
Sp,p¯
(
a b
f g
∣∣∣∣θ
)
Sp,p¯
(
f g
e d
∣∣∣∣θ + φ
)
Sp,p
(
g b
d c
∣∣∣∣φ
)
= (10.29)
∑
g
Sp,p
(
f a
e g
∣∣∣∣φ
)
Sp,p¯
(
a b
g c
∣∣∣∣θ + φ
)
Sp,p¯
(
g c
e d
∣∣∣∣θ
)
.
We conjecture that indeed, eq. (29) holds with the ansatz eq. (26).
The other modified YBE relations follow immediately from eq. (29) and
charge conjugation. Note that Sp,p¯ is not of the general Hecke ansatz, as it is
not a solution of the YBE, but the modified relation eq. (29). However, for
any number of blocks, it remains of the form eq. (9.10), expressed in terms of
the same projector operators, albeit with a different set of eigenvalue functions
fa(θ), which can be deduced from the crossing property eq. (9.20). Now, the
only remaining non–trivial property that needs to be checked is the unitarity, eq.
(3), which is implemented by a judicious choice of the function F (θ). Unitarity
holds provided that F (θ) obeys
F (1− θ)F (1 + θ) = [sinλ(1− θ) sinλ(1 + θ)]−1
F (θ)F (−θ) = sin[λ˜− λθ]−1 sin[λ˜+ λθ]−1.
(10.30)
This set of equations can be solved for any λ and λ˜. It is convenient to parametrize
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the crossing parameters via the variables n and k,
λ =
πn
2(n+ k)
, λ˜ =
π
n+ k
, (10.31)
which are arbitrary real numbers, which will be termed the “rank” and the
“level”, respectively. (In RCFT the rank and the level are, of course, always
rational). The minimal solution to the set of equations (30), can be found in a
closed form, as in the real case eqs. (15,18), via pole counting. For brevity sake,
we omit the detail. Alternatively, F (θ) may be written as
F (θ) = an(θ)fn,k(θ), (10.32)
where fn,k(θ) has no poles in the physical sheet, 0 ≤ Re θ < 1, and is given by
the expression
fn,k(u) = exp
(
2
∞∫
0
dx
x
sh(nux/2)
sh[(k + n)x] sh(nx)
{
ch(kx)ch(nxu/2)− (10.33)
ch[(n+ k − 2)x]ch[nx(u/2− 1)]}),
whereas an(u) is the Koberle–Swieca scattering matrix [33], of the Aˆn type,
an(u) =
sinπ
(
u
2 +
1
n
)
sinπ
(
u
2
− 1
n
) . (10.34)
All the poles in the physical sheet are contained in an(u), while fn,k(u) has no
poles or zeros in the physical sheet. Thus in the p-p channel there is a unique
bound state, whose mass is given by, using eq. (3.11),
m2 = 2m1 cos(
π
n
) = 2m1 cos(
2πλ
λ˜
). (10.35)
The rest of the amplitudes are found by the fusion procedure of IRF, or the
bootstrap of the soliton amplitudes as in refs. [54, 55].
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Let us exemplify the foregoing discussion with the SU(n)k fusion soliton
theory. The Hecke algebra elements were given in section (8), example (f). The
two crossing parameters are readily calculated using the dimension formula, eq.
(4.22),
λ =
π
n+ k
, λ˜ =
πn
2(n+ k)
. (10.36)
Again n is identified with the rank an k with the level, as in eq. (31). Further, the
modular matrix element Sλ,0/S0,0 is the quantum dimension of the representation
λ, and may be expressed by a quantumWeyl formula (this holds for all the groups;
see, e.g, [52]),
Sλ,0
S0,0
=
∏
α>0
[(λ+ ρ, α)]
[(ρ, α)]
, (10.37)
where we defined [x] = sin( πxn+k ), the product ranges over all the positive roots
α, and ρ is the usual half the sum of the positive roots. At n + k → ∞ the
quantum dimension becomes the usual dimension of the representation λ, while
eq. (37) becomes the usual Weyl’s dimension formula. The bound states of the
theory are the solitons corresponding to the level one (i.e., fully anti–symmetric)
representations, pt = λt, t = 1, 2, . . . , n − 1, and where λt are the fundamental
weights. The masses of the solitons, are given by the usual Koberle–Swieca
relation,
Mt = m sin
(
πt
n
)
, (10.38)
where m is the mass scale of the theory. The relevant part of the S matrix, i.e.,
the part that has poles in the physical sheet, which are the analogues of the an(u)
piece for all the amplitudes, is given by the usual Aˆn Toda S matrices, see for
example ref. [56]. Note now that this mass spectrum agrees precisely with the
one derived from the LG potential, eq. (3.11), for this particular case, where the
potential V is given by [7]
V =
n∑
i=1
qn+ki , (10.39)
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written in terms of the anti–symmetric functions
xt =
∑
i1<i2<...<in
qi1qi2 . . . qin , (10.40)
which correspond to the fully anti–symmetric representations, along with the
constraint xn = 1. Substituting into eq. (3.11), we recover the mass formula eq.
(38), which was previously conjectured in ref. [28]
⋆
.
The scattering matrices described, in the above SU(n)k example, agree pre-
cisely with those previously derived in ref. [76], using the lattice IRF models of
ref. [6], where it was suggested to describe the perturbations of the W invari-
ant coset model Gk×G1
Gk+1
, as perturbed by the operator Φ0,0ad , where λ1, λ2, λ3 for
Φλ1,λ2λ3 denote the highest weights of Gk, G1 and Gk+1, respectively, using the
usual coset notation. Alternatively the theory can be described as theW algebra
symmetric theory, W (An), ref. [77]. For k = 1 all the factors drop out, and the S
matrix is given just by an(u), and thus coincides precisely with the Aˆn matrices.
For any k, the spectrum relevant part of the amplitude is given by the k = 1 am-
plitude, an(u). The same holds for the potentials eq. (2.1), which are described
by the very same Aˆn scattering matrices, for any k, times an ‘irrelevant’ (i.e., no
bound states) IRF piece, which depends on k.
Note that we may build a more general S matrix by choosing the RCFT
SU(N)k/p instead (c.f. section (5)). This amounts to replacing (n + k) with
(n+k)/p everywhere, and no other changes. However, for a general p the resulting
amplitudes violate charge conjugation symmetry, as they are complex. The only
allowable values are p = ±1. Albeit, we may use the duality relation SU(n)k ≈
SU(k)−n, to assume that p = 1 always. (Where the choice p = −1 gives the dual
amplitudes of SU(k)n; see the footnote after eq. (2.40).)
⋆ Curiously, this mass spectrum is identical to the one found for the class of potentials, eq.
(2.1), which was discussed in section (3), Mrs given after eq. (3.11). The reason for this
coincidence is that the spectrum does not depend on the level k, and for k = 1 the two
potentials give the same RCFT field theory, and hence also, the same soliton scattering
theory (see the example at the end of section (3), and the footnote there).
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Thus, we, indeed, see a one to one correspondence between fusion LG theories
and their associated scattering matrices, pinning down a unique RCFT with the
given set of fusion rules, for each such LG theory. The actual S matrices of the
N = 2 supersymmetric theory are a tensor product with a trivial factor, which
accounts for the doubling of the solitons, and is independent of k. Examples of
such factors, and S matrices, were already conjectured in refs. [78, 79, 28].
The arguments above can be generalized straightforwardly to the case of more
than two blocks. The Boltzmann weights are built as described in section (9).
The only essential modification is in the unitarity equation, which assumes the
form, (for simplicity, we take the primary field p to be real; the variation for the
non–real case is analogous, and is omitted for brevity),
F (v)F (−v) =
∏
i
[sin(λi − λv) sin(λi + λv)]−1 ,
F (v) = F (1− v),
(10.41)
where i ranges over the primary fields in the product, and where λi and λ are the
relevant crossing parameters, (given in section (9), eqs. (9.14), where λi = ζi,
and λ = ζ0 is the crossing parameter), and where we have used also eq. (9.24)
(unitarity). The solution to this set of equations is
F (v) =
∏
i
fi(v), (10.42)
where the functions fi(v) obey
fi(v)fi(−v) = [sin(λi − λv) sin(λi + λv)]−1 ,
fi(v) = fi(1− v),
(10.43)
and can be solved in a closed form, in analogy with eqs. (15,18), for rational
crossing parameters.
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As an example, one finds in this way the scattering matrices associated to
IRF(SU(2), [2], [2]) which are given by substituting the Boltzmann weights eq.
(9.27). The unitarity equation, eq. (41), becomes,
F (v)F (−v) = [sinλ(1 + v) sinλ(1− v) sinλ(2− v) sinλ(2 + v)]−1,
F (v) = F (1− v).
(10.44)
Assuming an odd level, λ = πp/q, where q is the level of SU(2), and gcd(p, 2q) =
1, we find that
F (v) = f1(v)f2(v), (10.45)
where
f1(v)
−1 = sin[λ(1 + v)]
(q−1)/2∏
m=2
sin[λ(m− (−1)mv)]
sin[λ(m+ (−1)mv)] (10.46)
(from eq. (15)), along with
f2(v)
−1 = sin[λ(2 + v)]
(q−3)/2∏
m=2
sin[λ(m+ 1− (−1)mv)]
sin[λ(m+ 1 + (−1)mv)] . (10.47)
The reader is urged to complete the case of even q, as an exercise. We expect
no bound states for this soliton theory. Charge conjugation, for SU(2) implies
that p = ±1. The solution eqs. (45-47), is then strictly minimal, indicating that
there are, indeed, no bound states.
This concludes the description of the general soliton scattering theory, and
their scattering amplitudes. In particular, we find the S matrices of all the
integrable N = 2 supersymmetric field theories, which are constructed from their
corresponding rational conformal field theories. It is noteworthy that all the
known examples of soliton scattering theories studied in the literature are of the
form eq. (26), and conform to this universal expression. Thus, the discussion in
this paper gives a unified framework for all integrable soliton systems, mapping
them uniquely to rational conformal field theories. This completes the circle of
categorical isomorphisms put forward in the introduction, section (1), for all the
four systems described there.
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11. Discussion
The theme threaded throughout this paper is the interrelationship between
rational conformal field theories, integrable N = 2 scalar field theories (‘Landau
Ginzburg’), Interaction round the face lattice models and factorizable solitons
scattering theories. The described correspondence found here between these four
very different physical problems drives us to the conclusion that in effect these
are equivalent systems and leading, also, to a cross fertilization of ideas in these
much investigated subjects.
The first step, in this correspondence, is the realization that fusion rings of
rational conformal field theories give rise to integrable N = 2 scalar field theory
models, whose super–potential is the fusion potential of the RCFT. This corre-
spondence need not be limited to LG theories, but one may simply postulate an
N = 2 supersymmetric field theory, whose chiral algebra is identical to the fusion
ring of any given RCFT. The question of whether this fusion ring is described by
a potential, and thus maps to an N = 2 superconformal scalar field theory, then
becomes only a technical issue. It follows that we can cover all supersymmetric
integrable models and all RCFT’s by this picture. The ground state vacua of
the resulting LG theory are given by the extrema points of the fusion potentials,
which are labeled by the primary fields. The solitons of the theory interpolate
between these different primary field vacua. The exact solitonic content may be
deduced through a calculation of the metric in moduli space. We find that the
solitons are labeled by some fundamental primary fields, and that the admissibil-
ity condition of having two vacua connected by a given soliton is whether or not
their respective fusion coefficients vanish. Thus we are naturally led to consid-
ering integrable soliton systems described by the fusion rules of any RCFT. The
S matrices of the soliton systems are closely related to the Boltzmann weights
of fusion interaction round the face lattice models. We build the Boltzmann
weights from the conformal braiding matrix of the RCFT, thus getting a direct
link between RCFT and fusion IRF.
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The soliton systems S matrices are of the form
S
(
a b
c d
∣∣∣∣u
)
= F (u)
(
Sb,0Sc,0
Sa,0Sd,0
)u/2
w
(
a b
c d
∣∣∣∣ηu
)
, (11.1)
where a,b,c and d are primary fields labeling the vacua, Sa,b is the conformal
modular matrix and the Boltzmann weights are built in terms of the conformal
braiding matrix R as explained in sections (7,8,9). The factor F (u) is needed
for unitarity, and is determined by the unitarizability property of the Boltzmann
weights, eq. (10.9). The power part is needed to ensure crossing symmetry of
the scattering amplitudes. Together, crossing and unitarity, uniquely determine
the S matrix, including the parameter η, up to CDD ambiguities, as explained
in section (10). The actual N = 2 amplitude includes also a tensor with a trivial
S matrix which comes from supersymmetry. Without this factor, the above
minimal S matrix corresponds to different physical problems.
Now, one might ponder the direct relation between the RCFT and its cor-
responding IRF model. What is, for example, the critical structure of the IRF
lattice models, and in particular, do the fixed points give back the same RCFT
we started from? There is a strong indication that this is in fact the case, though
more study of these new IRF models is required. If so, then we have actually
solved the reconstruction ‘fantasy’ problem of RCFT [51, 61]. Starting only from
the conformal data on the sphere, we build the IRF model based on the con-
formal braiding matrix. The fixed points of the lattice model then give the full
conformal field theory realizations of the original data we started from. Thus,
going through the fusion IRF models, reconstruction of RCFT is no longer a fan-
tasy, but a well defined technical procedure. The solitons systems described here
would then apply to off critical limits of the RCFT, in the appropriate regime in
parameter space.
The fusion IRF construction gives us a novel and powerful way to build
integrable lattice models satisfying the star triangle equation. It turns out that
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all the known integrable IRF models with second order phase transition point
are, in fact, fusion IRF theories. We can thus directly apply conformal field
theory ideas in the solutions of lattice models away from criticality. There is a
complete parallelism of language and tools here. The bootstrap of soliton systems
is identical to the fusion of IRF models, which itself is equivalent to the fusion of
fields in conformal field theory. The soliton creation operators Ka(u) reduce in
the critical limit to the chiral vertex operators, and so on.
A number of standing calculations will be reported elsewhere, to further
support this picture. One is the thermodynamic Bethe ansatz calculation of
the soliton systems, which will verify that these are indeed the correct soliton
systems. Another, is the general metric calculation for fusion superconformal
field theories, which is another method for deriving the solitonic content. We
hope to return to these issues in the future.
Finally, we find here a myriad of distinct connections between what has pre-
viously been thought of as distinct systems. Though there are missing pieces of
the puzzle, we hope that a unified picture of rational two dimensional quantum
field theory starts to emerge on the canvas.
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Figure Captions
(2.1) The Young tableux for the field [ri] = [1, 2, 4, 5] ≡ (si) = (1, 2, 4).
(7.1) A lattice interaction around the face model. The state variables are a, b, c, . . .,
and they obey the admissibility condition a ∼ b, when a and b are on the
ends of the same link. The Boltzmann weights are associated to the faces,
ω
(
a b
c d
)
.
(7.2) The pictorial presentation for the star triangle equation (STE), eq. (7.3).
(7.3) Diagonal to diagonal transfer matrix, T , and its associated face transfer
matrix, T =
∏
iXi(u). The face transfer matrix element is the Boltzmann
weight, 〈ai−1, a′i, ai+1|Xi(u)|ai−1, ai, ai+1〉 = w
(
ai−1 a′i
ai ai+1
)
.
(7.4) The generators of the braid group, σi, braid the i’th and (i+1)’th strands.
They obey eq. (7.9) which is one of the Reidemeister moves, see e.g., [80].
A typical braid, along with the action of σ, are drawn. The braids can be
thought of as words in braid group operating on the trivial braid.
(7.5) The additional braiding relation on the sphere, eq. (11). On the sphere
this braid is equivalent to the trivial one, around the north pole.
(7.6) The four point blocks Fp(z1, z2, z3, z4) in the s-channel. The external pri-
mary fields i, j, k and ℓ obey N ipρ > 0 and N
i
pρ > 0.
(7.7) The braiding move on the s-channel blocks, implemented by the matrix C,
eq. (7.13).
(7.8) The chiral vertex operator Φs(z), where s =
(
a
bc
)
is a triplet of primary
fields.
(7.9) The N -move takes an s-channel block to a t-channel one, and is imple-
mented by the matrix Npq
[
ij
kℓ
]
.
(8.1) Examples of fusion graphs for some IRF models.
(10.1) The soliton scattering process (a|n|b) + (b|v|d)→ (a|v|c) + (c|n|d).
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(10.2) The pictorial description of the factorization equation.
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