There has been a continuing debate in Texas and other states about the availability and cost of home insurance to residents of inner city and minority neighborhoods. Consumer and community advocates contend that insurers engage in redlining, or unfair discrimination against minority areas, by charging excessive prices and limiting the supply of insurance. Unfortunately, insurance redlining allegations have been largely based on simple comparisons of minority and nonminority areas that do not consider the influence of other factors. In this article, the authors build on a more rigorous vein of research by using econometric analysis to identify measurable factors that affect urban homeowners insurance markets. While this study cannot conclusively prove or disprove the presence and negative effect of unfair discrimination, it assesses whether significant statistical evidence exists for such behavior. The authors conclude that no statistical evidence of redlining exists and that the risk of loss and the demand for insurance appear to primarily drive the terms of insurance transactions. This conclusion implies that measures directed toward enhancing safety and bettering economic conditions offer the best prospects for improving urban insurance markets.
INTRODUCTION
Problems with the availability and cost of home insurance in urban communities and allegations of industry "redlining" practices have received considerable political attention and generated an intense policy debate. This 40-year debate has progressed as urban communities and industry practices have evolved. Charges of explicit racial discrimination have changed to allegations of implicit unfair discrimination against minority areas caused by certain industry marketing, pricing, and underwriting methods.
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The National Association of Insurance Commissioners (NAIC) initiated a study of urban insurance markets in 1992 that was completed in 1996. See NAIC (1996) for the findings of the NAIC study and its recommendations. The NAIC report also summarizes other studies and actions taken by states and the federal government. 2 Similar allegations of unfair racial/geographic discrimination exist in the housing and lending industries, as well as with auto insurance. Lending institutions are subject to federal laws mandating service to urban areas and requiring reports on the disposition of loan applications by the race of applicants. Community and consumer advocates have argued that insurers selling home insurance should be subject to the same type of requirements. Insurers have been subject to a number of redlining lawsuits, which have been settled out of court or are still in litigation. One exception is Housing Opportunities Made Equal (HOME) v. Nationwide Insurance Companies, in which a jury decided in favor of the plaintiffs and awarded them $500,000 in compensatory damages and $100 million in punitive damages. In early 2000, the Virginia Supreme Court reversed the decision on technical grounds as the court held that the plaintiffs in the case did not have standing. Several states and the U.S. Department of Housing and Urban Development and the U.S. Department of Justice have taken various actions to address alleged insurance redlining and urban insurance problems. The legal issues involved with insurance redlining cases and government sanctions are beyond the scope of this study but have been debated in various articles. See Squires (1997) for a historical summary of anti-redlining actions and a discussion of proposed legal and regulatory actions to further address perceived unfair industry practices. Duncan (1995) offers a contrasting view on the need and legal foundation for such measures and sanctions.
A resurgence of these allegations after the 1992 Los Angeles civil disturbance prompted investigations by state governments, the federal government, and other organizations. 1 In Texas, consumer organizations and the insurance department conducted studies on urban auto and home insurance and offered recommendations on remedial measures (see, for example, CEJ, 1997a and 1997b) .
Community and consumer advocates contend that insurers' underwriting practices and pricing systems unfairly discriminate against neighborhoods with older and lowvalue homes, resulting in excessive rates and diminished availability of coverage. That alleged underserved areas tend to have high-minority populations leads to charges of racial as well as geographic discrimination. 2 Industry critics call for strong legal and regulatory measures as well as voluntary efforts by insurers to correct this situation (Squires, 1997) . 3 Insurers respond that risk and other economic factors account for higher rates and coverage limitations in urban areas and that remedial effort should focus on improving economic and safety conditions (Duncan, 1995) . This is a difficult issue to resolve because of the complexity of urban insurance markets. Higher rates and more limited coverage in the inner city could be caused by a number of factors, including greater risk, substandard housing, low income, costly information and other barriers to market entry, and regulatory constraints, among others. Unfair discrimination is alleged to be a significant factor by some and refuted by others. In addition, certain industry underwriting and marketing practices, justified from a business perspective, may still have a negative effect on urban communities because of these areas' particular economic characteristics. The true nature and causes of urban insurance problems have important implications for the types of remedies that are warranted and likely to be most successful.
Most prior research fails to provide an adequate understanding of urban homeowners insurance markets or a satisfactory basis on which to recommend appropriate remedies. Previous analyses of urban insurance markets in Texas and other states tend to rely on simple statistical comparisons of prices and availability measures across areas differentiated by their racial composition. 4 This approach suffers from the omitted variable bias as the effects of race are confounded with other factors that are correlated with race.
To properly assess the existence and effect of unfair racial/geographic discrimination, it is necessary to control for other factors that affect market outcomes. Recent research (e.g., Harrington and Niehaus, 1998) has progressed in terms of using more rigorous analytical methods, and, as it has done so, it has pointed away from unfair discrimination and toward risk and economic factors as the principal causes of urban insurance problems.
In this article, the authors build on Harrington and Niehaus by identifying measurable factors that affect urban homeowners insurance markets in Texas 5 and the direction and relative magnitude of their effects. 6 The authors' measures of market outcomes consist of claim costs, the ratio of losses to premiums (an inverse measure of price), and the type of insurance coverage purchased. Their model includes a number of different explanatory variables that are hypothesized or alleged to affect market performance. These variables include factors associated with the risk of loss, other economic and demographic factors expected to influence the supply and demand for insurance, as well as the racial composition of the population. The authors' analysis is performed at a ZIP code level to assess market conditions within major metropolitan areas in Texas.
Although this study cannot conclusively prove or disprove the presence and negative effect of unfair discrimination, i.e., redlining, it can assess whether significant statistical evidence exists of such behavior. Importantly, the authors control for the measurable factors affecting market conditions to isolate the influence of unfair discrimination or race from other variables. This provides a better test of the presence and effect of redlining than that provided by simple comparisons of market outcomes. The research also provides insights into the most important factors affecting urban insurance markets and, hence, the remedies that have the best prospects for improving market conditions. In sum, the authors find no statistical evidence that the racial or ethnic composition of neighborhoods plays a measurable role in determining how much homeowners pay for insurance nor the kind of insurance they purchase. Rather, factors associated with the risk of loss and the demand for insurance appear to primarily drive the terms of insurance transactions. These findings tend to support the industry's risk classification practices and are consistent with the argument that economic considerations, not irrational bias, determine the supply of insurance to urban areas where minorities are concentrated.
The article is organized as follows. First, the authors describe conditions in urban insurance markets in Texas. They then detail the data and methodology used in their multivariate analysis. This is followed by a presentation and discussion of the empirical results. Finally, the authors conclude with some observations on the policy implications of the study and where further research might be most fruitful.
GENERAL CONDITIONS IN URBAN INSURANCE MARKETS

Differences Between Metropolitan and Nonmetropolitan Areas
Consumer groups and neighborhood advocates complain about the differences in the cost and availability of insurance between urban and nonurban areas and among neighborhoods within a city (Squires, 1997) . The authors provide some basic statistics on insurance prices and costs in Table 1 . The table compares data on insurance prices and claim costs in the three largest Texas metropolitan areas with nonmetropolitan-i.e., "outstate"-areas in the state for the years 1993 to 1997.
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The Metropolitan Statistical Areas (MSAs) selected were Dallas-Ft. Worth, Houston, and San Antonio. Because these MSAs comprise urban neighborhoods as well as adjoining suburbs, their differences with outstate areas may not be as great as would be observed between more densely populated urban areas and suburban/rural areas.
In Table 1 , the authors compare mean values for the average premium per insured home and per $1,000 of insurance coverage; average loss costs per insured home and per $1,000 of insurance coverage; the frequency of claims per 100 insured homes; the average severity of loss per claim; and the ratio of losses paid to premiums written for homeowners and dwelling fire insurance. The average premium indicates what homeowners typically pay for property insurance, which is alleged to be much higher in urban and inner-city areas. The other variables provide information on the cost of claims, which should be strongly associated with the level of premiums.
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The loss ratio shows the claims payments or benefits that insureds receive in relation to the premiums they pay and is a relative measure of fairness and efficiency in insurance pricing. The higher the loss ratio, the less insureds pay in premiums relative to the 7 These data were obtained from the Texas Department of Insurance and are used throughout this analysis.
As explained below, insurers base their rates on expected losses. For any given set of policies, however, actual losses may vary from predicted or expected losses. According to the law of large numbers, the larger the pool of exposures and/or the longer the experience period, the more closely actual losses will tend to equal expected losses. Five years of data are used in this analysis to reduce some of the random volatility in actual loss experience. 3, 648, 218, 413 3, 338, 110, 126 760, 190, 292 10, 740, 155, 812 1, 941, 204, 097 553% Exposure ($1, 000) 530, 254, 854 392, 249, 059 114, 649, 812 1, 439, 952, 518 219, 778, 572 655% Paid Losses 3, 141, 308, 353 1, 376, 723, 707 556, 723, 986 6, 824, 750, 584 1, 075, 424, benefits they receive. Hence, the loss ratio provides some indication of pricing efficiency and fairness.
9 Table 1 shows that metropolitan residents pay higher average premiums for insurance than do homeowners in nonmetropolitan areas for both types of coverage. The average homeowners premium per home in the three MSAs combined was $815, which was 9 percent higher than the average premium for outstate areas ($745). Houston was the highest at $942 (26.4 percent higher than outstate); Dallas-Ft. Worth and San Antonio were $844 and $665, respectively. For dwelling fire insurance, the average premium per home was $397 in the three MSAs combined, compared to $356 in non-metropolitan areas. For dwelling fire insurance, among the three MSAs, Houston was again the highest with a $435 average premium, compared with $411 for Dallas-Ft. Worth and $360 for San Antonio.
Interestingly, average premiums per $1,000 of insurance were lower in the MSAs than outstate. For homeowners insurance, Houston was $8.51, Dallas-Ft. Worth was $6.88, and San Antonio was $6.63, compared to $8.83 for nonmetropolitan areas. The authors see a similar pattern for dwelling fire insurance. This may be caused, in part, by the higher values and amounts of insurance for homes in metropolitan areas. As explained below, premiums increase less than proportionately with the amount of insurance because of partial losses and certain fixed policy costs.
At the same time, the data indicate that disparities in loss costs per home are even greater between these MSAs and nonmetropolitan areas than the differences in premiums. The average loss cost per home was 25 percent higher for homeowners policies in the MSAs than in nonmetropolitan areas. At the same time, the average loss cost per $1,000 of insurance was roughly equivalent between the MSAs combined and outstate. However, Dallas-Ft. Worth stands out with a $5.92 average loss cost per $1,000, which was 21.1 percent higher than outstate. Houston, however, with a $3.51 average loss cost per $1,000, was 17 percent lower than outstate.
For dwelling fire insurance, the average loss cost per home was 35 percent higher in the MSAs, but it was only 5 percent higher for the average loss cost per $1,000 of insurance. Dwelling fire loss costs were also particularly high in Dallas-Ft. Worth and relatively low in Houston.
Even with five years of data, the volatility of property insurance claims and losses contributes to some anomalies in the patterns observed. The relatively high loss costs in Dallas-Ft. Worth and the relatively low loss costs in Houston may be caused by the random occurrence of weather-related events that do not reflect the underlying, longterm risk of loss that determines the rate structure. For example, Houston faces a 9
Premiums would be expected to increase less than proportionately with the amount of insurance because of the effect of certain fixed policy expenses and partial losses. However, certain administrative expenses may be higher in high-risk areas, which could offset any scale economies. It is difficult to determine the significance of these factors and their implications for comparing loss ratios between areas with different loss cost levels. Small and short-term differences could reflect expense differences and year-to-year volatility in claims. Large and long-term differences in loss ratios could reflect pricing imperfections.
relatively high level of hurricane risk but fortunately has not experienced a major storm since 1983.
Because the differences in loss costs are greater than the differences in premiums, the loss ratios for the MSAs were higher than the loss ratios for nonmetropolitan areas. The loss ratio in the MSAs was 15 percent higher for homeowners insurance and 23 percent higher for dwelling fire insurance than the loss ratios in nonmetropolitan areas. Hence, these data do not indicate that metropolitan areas are being charged excessive premiums in relation to their loss costs. Indeed, the data suggest that metropolitan homeowners overall are receiving a relative bargain in what they pay for insurance given what they receive in claims payments. This is consistent with the pattern observed in other states (Klein, 1996) . At the same time, the volatility in loss experience also affects the loss ratio, with Dallas-Ft. Worth experiencing especially high loss ratios and Houston experiencing relatively low loss ratios over the sample time period. Furthermore, significant disparities could exist among loss ratios for different neighborhoods within a metropolitan area. Table 2 provides some indication of the relative availability of insurance, as measured by the proportion of dwelling fire policies purchased in 1997.
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This is a crude measure of availability at best. Although dwelling fire policies typically provide less coverage than homeowners policies, the relative number of dwelling fire policies purchased is affected by both demand and supply conditions. Hence, a higher proportion of dwelling fire policies in urban areas could be caused wholly or in part by consumer preferences or budget constraints rather than limits on the supply of multiperil coverage. Some consumers may prefer to purchase dwelling fire policies if they are less expensive than the alternative. Also, urban areas have a higher proportion of multi-unit residential structures, resulting in a higher proportion of dwelling fire policies, which are more likely to be used for these structures.
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Finally, if urban areas have more homes in substandard condition, fewer homes would be expected to qualify for multiperil coverage. Still, the extent of coverage in urban areas is a concern, even if it is driven in part or totally by demand conditions or risk factors.
10
There is no ideal measure of availability. All that can be observed are insurance transactions, which reflect both the supply of and demand for insurance. Some studies have used the proportion of policies written through the residual market (i.e., FAIR plans for home insurance) and the proportion of uninsured homes. The former measure is precluded for Texas as it does not have a residual market mechanism for home insurance; Texas relies on certain insurers that are not subject to price regulation to serve as an alternative for a residual market. It also is difficult to construct meaningful measures of uninsured homes. While it is possible to determine the number of residential structures with homeowners or dwelling fire insurance, obtaining a commensurate measure of the total structures eligible for insurance is problematic. Multi-unit structures can be insured by a residential insurance policy or a commercial policy. The Texas data also combine all homeowners multiperil insurance policy forms and do not provide a breakdown by policy form.
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According to 1990 census data, 15.4 percent of housing units were in multi-unit structures in the identified metropolitan areas of Texas, compared with only 12.1 percent in other areas of the state. If an owner of a multi-unit structure occupies one of the units, he or she has the choice of purchasing a dwelling fire policy or a homeowners policy to cover the entire structure. If the owner does not live in one of the units of a multi-unit structure, he or she must purchase a residential or commercial fire policy to cover the structure. However, when the three MSAs are compared with nonmetropolitan areas, it is the latter that have the highest percentage of dwelling fire policies. Dwelling fire policies composed 22.1 percent of the market in the three MSAs, compared to 30 percent for nonmetropolitan areas. Two observations should be considered in reviewing these results that differ from urban versus nonurban comparisons of the type of coverage purchased in other states. First, a high percentage of dwelling fire policies in urban core areas could be masked by a low percentage of dwelling fire policies in the suburbs. Second, the purchase of dwelling fire policies may be common in certain rural areas for some of the same reasons that may contribute to their high proportion in inner-city neighborhoods.
Differences Within Metropolitan Areas
While the data examined above do not suggest that metropolitan insurance premiums are excessive relative to nonmetropolitan premiums or that metropolitan areas have a higher proportion of dwelling fire policies, it is possible that market performance varies across neighborhoods within metropolitan areas. In other words, insurance prices could be high in some inner-city neighborhoods but not in other urban or suburban neighborhoods because of conditions unique to the inner-city areas. The availability of property insurance is also alleged to be more restricted in the core areas of cities with high concentrations of minorities than in other urban and suburban neighborhoods.
To examine market performance at a more refined geographic level, Table 3 presents cross-tabulations of average premium, loss cost, and loss ratio measures across ZIP codes grouped by the percentage of minority persons.
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This data set encompasses 485 ZIP codes in the three large metropolitan examined above: Dallas-Fort Worth, Houston-Galveston-Brazoria, and San Antonio. The authors excluded ZIP codes with 12 ZIP codes were divided into the following categories: low-minority (0 to 10 percent), medium minority (10 percent to 50 percent), and high-minority (50 percent and above). Minority individuals encompass Blacks and non-Black Hispanics. These are the minority groups of greatest interest in Texas and the subject of previous Texas studies.
fewer than 1,000 policies (dwelling fire and homeowners combined). This ensures that a sufficient number of exposures are in the ZIP codes analyzed to provide meaningful information.
13
In total, the 485 ZIP code level observations obtained represent 52.1 percent of the Texas population in 1990. It must be stressed that these simple comparisons cannot be used to determine whether there is evidence of unfair discrimination or a lack of unfair discrimination. At the same time, they are useful in establishing a starting point in assessing the cost of insurance in inner-city and minority areas. Interestingly, Table 3 does not indicate that average premiums increase with minority concentration. For homeowners insurance, the average premium per home decreases, rather than increases, with the percentage of minority residents. The same pattern occurs for dwelling fire insurance.
The pattern observed with respect to the average premium per $1,000 also fails to show a strong positive relationship between price and minority concentration. For homeowners insurance, the average premium increases only slightly from $9.82 per 13 Some ZIP codes are simply postal addresses and others encompass areas that are predominantly occupied by commercial structures.
$1,000 of insurance in low-minority ZIP codes to $9.86 per $1,000 in high-minority ZIP codes. At the same time, the average premium per $1,000 for dwelling fire policies decreases from $6.05 per $1,000 for low-minority ZIP codes to $5.87 per $1,000 for high-minority ZIP codes. Interestingly, for both homeowners and dwelling fire insurance, the average premium per $1,000 was lower in ZIP codes with 10 to 50 percent minorities than in either low-or high-minority ZIP codes.
The patterns with respect to loss costs and loss ratios are somewhat ambiguous. Average loss costs per home for homeowners insurance are highest in mid-minority ZIP codes and lowest in high-minority ZIP codes. For dwelling fire insurance, the average loss cost per home decreases consistently with minority concentration, as does the average loss cost per $1,000. In contrast, the average loss cost per $1,000 increases from $5.41 in low-minority ZIP codes to $5.68 in high-minority ZIP codes for homeowners insurance.
With one exception, the loss ratios for the different categories of ZIP codes vary little, ranging between 60 and 62 percent for both homeowners and dwelling fire insurance. The one exception is dwelling fire insurance in high-minority ZIP codes where the loss ratio was 50.6 percent. It is not clear whether this is a temporary anomaly or reflects systematic pricing flaws. However, on the whole, these simple comparisons do not reveal pervasive pricing inequities between low-and high-minority areas.
As in the metropolitan versus nonmetropolitan comparisons, the percentage of dwelling fire exposures of all residential property policies in 1997 is used as a crude indicator of availability across ZIP codes in Table 4 . The use of dwelling fire policies as a relative measure of availability across ZIP codes is subject to the same qualifications discussed above for Table 2 . Table 4 reveals that the proportion of dwelling fire policies is positively related to minority concentration. For all three MSAs combined, the percentage of dwelling fire policies increases from 20.3 percent in low-minority ZIP codes to 36.1 percent in high-minority ZIP codes. This same pattern occurs in each of the MSAs.
These simple comparisons contrast with some allegations about urban insurance conditions and are consistent with others. The authors do not find that premiums are generally higher in high-minority areas. Also, for the most part, pricing seems to be commensurate with loss costs. This does not mean that high insurance prices are not a matter of concern in some inner-city neighborhoods in Texas or in areas with high concentrations of minorities. Also, if minority concentration is positively correlated with variables that reduce the risk of loss, then race-based pricing may be obscured by not controlling for these other variables. The authors do find that homeowners in high-minority areas tend to purchase a higher proportion of dwelling fire insurance policies. At the same time, these simple comparisons do not indicate whether this is a supply-or a demand-driven phenomenon, nor do they indicate anything about the factors influencing this pattern.
The ambiguity of these simple cross-tabulations and the possible influence of other variables besides race indicate the need for multivariate statistical analysis to properly identify the factors causing these patterns and to determine whether there is substantive evidence of unfair discrimination with respect to the pricing of insurance or the availability of homeowners insurance coverage. The next two sections present the methodology and results of the primary empirical contribution of this article. 
DATA AND METHODOLOGY FOR MULTIVARIATE ANALYSIS
Data
The ZIP code data examined in Tables 1 through 4 are used in the authors' multivariate statistical analysis. They merged these data with the Texas State Census file from the U.S. Bureau of the Census. The census data provide detailed demographic, economic, and housing information that is used to construct the variables essential to controlling for the effects of various factors expected to influence insurance transactions. The authors focused on the three MSAs studied in Section II: Dallas-Ft. Worth, San Antonio, and Houston-Galveston-Brazoria. These MSAs include the following Texas counties: Collin, Denton, Ellis, Johns, Kaufman, Parker, Tarrant, Dallas, Brazoria, Ft. Bend, Galveston, Harris, Montgomery, Liberty, Guadalupe, Waller, Comal, Rockwall, and Bexar.
ZIP codes have been developed for the needs of postal distribution and not for defining homogeneous neighborhoods. However, they provide a convenient way for reporting insurance data in smaller geographic units than a city or county, and ZIP codes provide the most refined geographic breakdown available for insurance data. Insurers often use clusters of ZIP codes to configure their rating territories. The Census Bureau also provides economic, demographic, and housing data by ZIP code, which facilitates links with the insurance data.
Methodology
One way to assess pricing efficiency in urban areas is to examine the primary causes of or variables associated with claim costs. If claim costs are higher in areas with a higher concentration of minorities, then it is reasonable to expect that these areas will be subject to higher insurance prices. Thus, higher premiums in some or most higher percentage minority areas do not necessarily constitute evidence of unfair discrimination if claim costs are also higher in these areas. The key question is whether the difference in claim costs and other economic/demographic factors account for all of the difference in premiums or whether the racial composition of an area has an additional effect that suggests the presence of unfair discrimination.
To examine some of the drivers of claims cost at the ZIP code level, the authors estimate a claims model of the following form:
where b c is the sensitivity of claims costs to %Minority in the ZIP code; Z is a vector of economic, demographic, and housing explanatory variables with a corresponding vector of coefficients l c ; and ,
Ci
e is the error term for the ith observation in the claims cost model. For example, Klein (1996) found that claims costs are higher in high-minority areas than in low-minority areas for homeowners insurance. Harrington and Neihaus (1998) obtained similar findings for auto insurance. These findings potentially explain why premiums are higher in some high-minority areas.
The relationship of the percentage of minorities in a ZIP code to average claims costs may not say anything directly about the presence or absence of unfair discrimination. However, when the observation of this relationship is combined with an analysis of the relationship of minority concentration to the ratio of losses to premiums, it can be determined whether there is statistical evidence of unfair discrimination in pricing and risk selection.
14 Following Butler (1994) , the authors log the explanatory variable average claims costs (AVGCC i ) to reduce the positive skewness in the regression's error term.
To examine the loss ratio, the authors use a model similar to one used by Harrington and Niehaus (1998) . Suppose that the average claim cost (AVGCC i ) is the average claim cost per exposure (insured home) in a ZIP code i. Further, let l i be the equal proportionate loading factor reflecting the average non-claim cost for a particular ZIP code i. This loading factor reflects various insurer expenses in servicing policies as well as any profit they retain. The average premium per exposure can be written as
where m i is the average markup factor relative to expected average costs. According to Harrington and Niehaus (1998) , racial discrimination in risk selection (or a higher markup in areas with higher minority populations) implies that m i will be higher in areas with larger minority populations. This would then produce higher premiums for a given value of AVGCC i . The authors assume that a higher markup factor in minority areas would be because of an irrational bias on the part of insurers, rather than what economists would consider to be "classic" price discrimination intended to inflate total profits. The latter phenomenon requires special conditions that do not appear to be present in urban insurance markets.
15
The authors note again that, even in the absence of unfair discrimination, average premiums are likely to be higher in areas with higher minority populations if expected claims costs are higher in these areas.
To put their analysis in terms of a loss ratio, the authors rewrite Equation (2) so that
Ideally, the authors would like to calculate the loss ratio using expected losses and expected premiums. However, this information is not available and they use actual losses and premiums as proxies for their expected values. The data set encompasses five years of experience by ZIP code. Even with five years of data, there is some "noise" in the statistical analysis because the loss distribution of actual claims departs somewhat from the true loss distribution. This is a greater problem in homeowners insurance because homeowners insurance claims are less frequent than auto insurance claims. Homeowners insurance claims also are more subject to random shocks, such as storms. The authors employ several devices in the empirical specification of their model to counteract the random volatility in homeowners claims.
By taking the log of Equation 3, the authors obtain
Thus, if unfair discrimination in pricing and risk selection is present, the authors expect ZIP code areas with larger percentages of minorities to have a higher m i and 15
These special conditions are a sustainable monopoly or oligopoly and a lower elasticity of demand for insureds that are subject to a higher markup. Neither of these conditions appears to be the case in minority insurance markets.
expect that realized loss ratios would be lower in those areas than in areas with a lower m i .
16
The authors' data do not provide information on the racial composition of the insured population; they only provide information on the racial composition of the total population in a ZIP code. Thus, the authors cannot estimate a structural model of the loss ratio. This structural model would be able to control for the self-selection bias that might arise if buyers facing the highest priced coverage are less likely to buy insurance. Instead, the authors follow Harrington and Niehaus (1998) and estimate the following reduced form model for the loss ratio
where %Minority is the percentage of Blacks and non-Black Hispanics in ZIP code i; X i is a vector of economic, demographic, and housing variables with a corresponding vector g LR of coefficients that could affect l i ; and e LRi is the error term of observation i in the loss ratio equation. The estimate of LR b represents the sensitivity of ( ) ( ) ml  −−  ii loglog to changes in %Minority. If X i does not omit any variables affecting l i that are also correlated with %Minority, then a nonnegative estimate of b LR is inconsistent with racial discrimination in insurance pricing. In contrast, a negative and significant b LR could be consistent with racial discrimination in pricing and risk selection.
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Discussion of Explanatory Variables
The explanatory variables used in the empirical specification of the authors' model require some discussion. Below, they present their rationale for including these variables and their expectations with respect to their relationship with the dependent variables in their regression analysis.
Several variables were selected to reflect the risk of loss. Higher risk is expected to have a positive effect on claims costs and a negative effect on the supply of homeowners multiperil policies relative to dwelling fire policies. Higher risk also may have a positive effect on loss ratios if insurers' pricing systems do not fully reflect certain risk factors. The variable P_ATT1_4 is the percentage of attached residential housing units. Attached units are subject to higher risk from fires and certain other perils striking adjacent structures. The variable MED_YEAR is the median age of homes in a ZIP code. The variable P_OLDH also reflects the percentage of homes that are more than 50 years old. Older homes are more subject to losses if their electrical wiring and heating systems have not been updated. The variable P_HEAT is equal 16 Unfair discrimination in pricing as well as risk selection (i.e., underwriting) would be expected to affect the loss ratio. Risk selection implicitly affects the prices insureds pay. If a homeowner is unable to obtain insurance from a low-price insurer because the homeowner does not meet the insurer's underwriting standards, the homeowner will be forced to buy insurance from a higher-price insurer with less stringent underwriting standards.
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The omitted variable problem refers to the problem caused by failing to include a significant explanatory variable in a regression model. The resulting estimates are biased, thus providing misleading information.
to the percentage of homes with oil, wood, or kerosene heating systems, which are considered to be riskier than gas and electric systems.
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The variable P_VACANT is the percentage of vacant homes. Vacant structures face higher risk from arson and vandalism and may experience higher losses from other perils because of lack of maintenance and monitoring by occupants. Correspondingly, insurers tend to limit coverage for structures that are vacant for more than 30 days and also may limit coverage for nearby occupied homes. The variable LCRIM is the log of the frequency of crime claims (theft and vandalism) per exposure and measures the effect of crimes on the cost and availability of coverage. The variable POP_DENS is the number of people per square kilometer and serves as a proxy for "urbanness" and a number of risk variables that are not distinguished in the census data. Industry studies indicate that urban areas tend to suffer from greater fire and crime rates (NAII, 1994, and IRC, 1997) .
Another variable is included to control for some of the volatility that occurs in homeowners' claims. The variable WIND_DUM is a dummy variable equal to one (zero otherwise) for ZIP codes in the top 25 percent of all ZIPs in terms of the number of wind claims. Windstorms are infrequent, but when a windstorm occurs, it can damage a large number of homes and skew losses and loss ratios in a concentrated area. Insurers' rates are based on the expected frequency of storms averaged over a long period, e.g., 30 years.
Other variables are hypothesized to affect the supply of and demand for insurance. The variable LMED_VAL is the log of the median value of homes in a ZIP code. The variable P_50000 is the percentage of houses under $50,000 in value. Insurers may limit the supply of insurance and/or charge higher prices for low-value homes because of their greater tendency to be in substandard condition. Owners of low-value homes also may be inclined to purchase less coverage because they have less at risk. Similarly, LMED_INC (log of median household income) and LINC2 (log of median income squared) are used to measure the effect of income on the demand for insurance. Lower income is expected to have a negative effect on the demand for coverage and may be associated with a greater tendency to purchase dwelling fire policies rather than multiperil policies. The variable P_POOR, the percent of households with incomes below 200 percent of the poverty level, serves a similar purpose. The variable P_MORTO is the percentage of owner-occupied homes with mortgages, which is expected to have a positive effect on the demand for coverage because lenders typically require hazard insurance on home loans. Finally, the authors employ the log of the total value of housing (LTOTVAL) in a ZIP code to act as a proxy for the wealth of the households in the ZIP code.
Two other variables may influence the demand for coverage and/or consumers' ability to shop for insurance. The variable P_HS is the percentage of adults with at least a high-school education, and P_ISO is the percentage of households that are "language isolated." Language isolated refers to households in which, according to the census, English is not the primary language. Less education and language isolation may lower the demand for insurance and negatively affect a household's ability to shop for insurance.
This is a rough proxy for "risky" heating systems, as census data do not distinguish between the quality and age of these systems.
Additional explanatory variables are incorporated in the empirical models to reflect other factors that may potentially affect market conditions. The variable P_OWNOCC is the percentage of owner-occupied homes, and P_SAMRES is the percentage of residents in the same house in 1985 and 1990. These variables are associated with neighborhood stability and may reduce risk and be perceived positively by insurers, which could have a positive effect on the supply of coverage. The variable P_VEHIC1 is the percentage of homes with one or more vehicles. Insureds who purchase both home and auto insurance from the same insurer (a common practice) may receive premium discounts that could result in higher loss ratios for home insurance.
Finally, PERCMIN, the percentage of Black and non-Black Hispanic residents in a ZIP code, is used as a measure of the racial and ethnic composition of neighborhoods. According to the unfair discrimination hypothesis, greater minority concentration should be associated with lower loss ratios and a greater percentage of dwelling fire policies, all other things being equal. Alternatively, if racial and ethnic discrimination against minorities or minority areas is not a significant factor, then the coefficient for PERCMIN should not be statistically significant.
Several other explanatory variables and interaction terms are included in the regression equations to enhance the precision of the regression equations. These variables are described in the next section, where the authors' empirical results are presented. Table 5 shows the descriptive statistics for a number of important variables in the sample. The sample has 485 ZIP-code-level observations. The percentage of minorities as measured by the percentage of Black and non-Black Hispanics has a sample average of 31.8 percent and ranges from just fewer than 1 percent to almost 99 percent. The homeowners loss ratio has a mean of 0.6627 and ranges between 0.05 and 3.1363. Table 6 splits ZIP codes into two categories: (1) those with fewer than 20 percent minorities and (2) those with a percentage of minorities greater than or equal to 20 percent. Table 6 shows the means and standard deviations for variables in the highand low-minority percentage areas and also shows the results of a two-tailed t-test for statistically significant differences in means.
EMPIRICAL RESULTS
Descriptive Statistics
19
The ZIP codes with lower percentages (< 20 percent) of minorities (N = 222) account for approximately 38 percent of the population in the MSAs in our sample and 45 percent of the sample ZIP codes. Furthermore, the low-minority ZIP codes account for just more than 60 percent of the homeowner exposures (dollar value) and almost 40 percent of the dwelling fire exposures (dollar value).
This table is comparable to Harrington and Niehaus (1998) , Table 3 . These t-tests distinguish among differences in means that could be due solely to random variation in the data from differences that reflect a systematic relationship between variables. A 95 percent confidence level is used as a minimum threshold for statistical significance. This implies that there is less than a 5 percent chance that the measured difference between means is due solely to random variation in the data. The choice of this threshold is consistent with standard practice in univariate comparisons of means. Almost all of the variables in Table 6 have means exhibiting a statistically significant difference between those areas with a high percentage of minorities and those areas with a low percentage of minorities. One striking observation from the table is that many of these statistically significant variables are related to income, such as house value, household income, the percentage of homes less than $50,000, and the percentage of high-school graduates in a ZIP code. Interestingly, the homeowners loss ratio is significantly higher in areas with more than 20 percent minorities. As discussed earlier, the loss ratio is often thought of an index reflecting the amount of claims returned per premium dollar spent on insurance. Again, this suggests that insureds in areas with a significant percentage of minorities are not being overcharged for insurance and, indeed, appear to pay a lower price in relation to the claims payments they receive than insureds in low-minority areas. The authors test whether this relationship is sustained in the multivariate statistical analysis below.
Analysis of Claim Costs
The authors estimate three models of claims costs shown in Panel A of Table 7 . Model A has dummy variables to measure the effects of the different counties in the sample. The use of such dummy variables is a standard procedure to account for county-specific factors that are not reflected by the ZIP-code-level variables in the model, such as regulatory or market constraints on rate differences among counties or the quality of police and fire services. Model B estimates the claims cost model without the effects due to counties. Model C shows the coefficient for the percentage of minorities in the ZIP code when it is the only independent variable in the regression equation.
Model C in Table 7 , Panel A, reveals a statistically significant relationship between the percentage of minorities and the log of the average claims costs. This implies that a higher percentage of minorities is associated with higher loss costs. As this is not a causal model, it should not be inferred that minority concentration directly causes higher claim costs. Indeed, there is no intuitively plausible explanation for such a causal relationship. Rather, as Klein (1996) and Harrington and Niehaus (1998) suggest, this observed relationship is likely because of omitted variables that directly affect or are associated with claim costs and are coincidentally correlated with minority concentration.
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This indicates the need for using a more complex model that incorporates as many of these omitted variables as possible.
Models A and B contain a more inclusive set of explanatory variables. Models A and B differ in that Model B does not contain the county effects. The coefficients on the percentage of Black and non-Black Hispanics in the ZIP code in Models A and B are not statistically different from zero. It should be noted that these models include interaction terms with the percentage minority variable. In Models A and B, the percentage of minorities enters the regression singly and as an interaction term with median income, crime claims, the percent of houses less than $50,000 in value, and the percentage of people less than 200 percent of the poverty level. Interaction terms are estimated to assess whether the combination of two variables has an effect in addition to the individual effects of the two variables.
For example, if minorities tend to be concentrated in areas with more substandard housing and higher crime rates, then it is these factors that account for higher claim costs, not the presence of minorities per se. Panel B, which shows the marginal effects, reveals that no significant relationship exists between the percent minorities and claims costs. These marginal effects are estimated by taking a derivative of the estimated regression with respect to choice variables such as the percent minority within a ZIP code. Thus, the authors can determine the effect of percent minority accounting for the fact that it interacts with the percentage of poor people. In fact, Model A shows that several other explanatory variables are statistically significant, including the percentage of residents in the same house as in 1985, the percentage of owner-occupied homes, and the log of the total value of housing in the ZIP code. The percentage of residents in the same house during the period from 1985 through 1990 is the authors' measure of neighborhood stability. However, they see that as this percentage increases, there is an increase in the log of the average claim costs. This is counterintuitive, but, when considered in light of the percent of owner-occupied homes in the ZIP code, it makes more sense. What appears to drive claims costs here is the percentage of owner-occupied housing. As owner occupancy increases, a decrease in claims costs occurs. Furthermore, as the total wealth of the ZIP code increases (as measured by the total housing value), the authors also see the average claims costs decrease. Another possible contributor to this result is that newer suburban neighborhoods may have a larger proportion of new residents.
Other important variables significantly and positively related to claims costs (reflected in Panel A) are whether the ZIP code is in the Top 25 percent of all ZIP codes ranked by frequency of wind claims, the frequency of crime claims, population density, and the percentage of homes in the ZIP code with one or more vehicles. What is also interesting is that, as the median home value increases, there is an associated decrease in claims costs. Table 8 shows the reduced-form regression results based on Equation (5) (where the loss ratio is the dependent variable) in the previous section. Table 8 also shows three regression models. Model A shows the results with the county effects, Model B does not account for county effects, and Model C shows just the relationship between the log of the loss ratio and the percentage of minorities in the ZIP code. Again, Panel A shows the full regression results and Panel B shows the marginal effects of interacted variables. Focusing first on Model C in Panel A, it can be seen that the percentage of minorities is not related to the log of the loss ratio. Looking at Model A, which includes the county effects, one can see that, while the percentage of minorities by itself is positively and significantly related to the log of the loss ratio, the total effect of the Log of (Total Housing Value in ZIP Code) -0.0721** -0.0691** (0.0289) (0.0313) *** significant at 0.01 level ** significant at 0.05 level * significant at 0.10 level percentage of minorities in a ZIP code including the influence of any interaction terms is not statistically related to the log of the loss ratio (see Panel B).
ANALYSIS OF LOSS RATIOS
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Of those variables without interaction effects, crime claims and wind claims are positively related to the log of the loss ratio, as are the percentage of adults with a highschool or greater education in a ZIP code and the percentage of households with one or more vehicles. All of these variables are associated with an increase in the log of the loss ratio, all other things being held constant. This implies that those ZIP codes with higher crime rates or a higher incidence of windstorm claims return more of the average premium in terms of loss payments to insureds. Further, those consumers with a high-school or greater education are arguably more likely to shop for their insurance and are likely to obtain a better price that would have that, as the median home value increases, there is an associated decrease in claims costs.
ANALYSIS OF THE PERCENTAGE OF DWELLING FIRE POLICIES
To examine the question of availability, the authors estimated a regression model with the percentage of dwelling fire policies as a dependent variable. The Texas data contain information about dwelling fire premiums, exposures, policy counts, and claims costs. The authors hypothesize that if a dwelling fire policy is a substitute for a homeowners policy, and if homeowners policies are not available to minorities because of unfairly discriminatory risk selection based on race, then a higher percentage of minorities should be purchasing dwelling fire policies, all other things being equal.
Because the percentage of the market represented by dwelling fire polices is bounded by 0 and 1, the authors estimated a tobit regression. They further estimate this regression using a weighted approach to account for heteroskedasticity, weighting each ZIP code by the number of single and one-to four-unit attached houses (i.e., residential units) in each ZIP code. Table 9 shows the results of this estimation, with Panels A and B showing the full regression results and the marginal effects of interacted variables, respectively. Once again, the authors estimate three models.
When %Minority is included as an explanatory variable without interaction terms (shown in Model C), the authors found that its coefficient was statistically significant and positive. This could suggest that minorities are more likely to purchase dwelling fire insurance rather than homeowners insurance, either by choice or because it is the only coverage they can obtain. However, when the authors interact %Minority with the percent poor in the ZIP code, they obtain different results. These results can be found in Table 9 , Panel B. Including the total effect of variables' interaction terms, it can be seen that the effect of the percentage of minorities on the market share of
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A reviewer pointed out that multicollinearity may exist among the variables measuring the percentage of minorities in a ZIP code and income. A factor analysis of the explanatory variables confirms this. However, the typical cost of multicollinearity is an increase in the standard error of the coefficient but no effect on the coefficient. If the income and percentage minority variables became "more" significant in the sense that the standard errors are reduced, the authors would not change their conclusions, as increases in the percentage of minority consumers in a ZIP code implies a higher cost of claims and a higher loss ratio (a better deal on insurance). This is not indicative of unfair discrimination. Table 9 , Panel A, suggests that a number of variables influence the market share for dwelling fire policies. The interpretation of the regression results must be made with care. Essentially, this regression result is a condition result. That is, the authors are examining only those who have purchased insurance, and they cannot account for those who did not. This is important because the authors cannot control for the decision to purchase insurance. A second issue concerns that this is a reduced-form equation that essentially combines both variables that influence demand and variables that influence supply.
With these two caveats in mind, the authors see that the percentage of high-school graduates, the log of crime claims, the percentage of poor, the percentage of attached houses, the percentage of vacant houses, and the percentage of the population in the armed forces in the ZIP code are all positively related to the percentage of the market covered by dwelling fire policies. The ratio of the average homeowners premium to the average dwelling fire premium is also positively related to the dwelling fire market share. This implies that, as the price of homeowners insurance increases relative to dwelling fire insurance, the market share of dwelling fire increases as dwelling fire becomes a better bargain, all other things being equal. Variables negatively related to the dwelling fire market share include the log of the median value of homes in the ZIP code, the log of the median income in the ZIP code, and the percentage of homes with one or more vehicles. All of these variables are related to income or wealth and are consistent with the hypothesis that those with higher incomes (or wealth) are more likely to purchase a homeowners policy than a dwelling fire policy.
Turning to Table 9 , Panel B, the net influence of the interacted variables can be seen. Examining Model A, one can see that the percentage of minorities in the ZIP code is negative and not significantly related to the dwelling fire market share. When the county effects are excluded (Model C), it can be seen that this negative relationship becomes significant, but it is still small. Other variables are important. The age of the housing stock in the ZIP, the percentage of houses less than $50,000, and the percentage of poor in the ZIP code are positively related to dwelling fire market share. The underwriting guidelines insurers typically use suggest that old houses with lower values are less likely to qualify for homeowners policies because of their condition. This is consistent with the results of the claim cost regressions.
Furthermore, the percentage of poor people in the ZIP code affects the demand for homeowners insurance. If homeowners insurance is relatively expensive, poor people are more likely to purchase less expensive dwelling fire policies. The log of the median income in the ZIP code and the log of the total value of the housing stock are both negatively related to the percentage of dwelling fire policies in the ZIP code. This is consistent with the expectation that homeowners in wealthier ZIP codes are more likely to purchase homeowners insurance than dwelling fire insurance. Beyond
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A possible explanation for this result is that insurers have made special efforts to increase the purchase of homeowners insurance in high-minority areas in response to public pressure.
the question of affordability, wealthier households would be expected to have a greater demand for the liability coverage included in homeowners insurance policies because they have greater assets to protect from lawsuits.
CONCLUDING OBSERVATIONS
Summary of Empirical Results
This study examines urban insurance conditions in Texas and the factors influencing these conditions. The authors found that the average premium for home insurance and the average cost of claims are somewhat higher in major metropolitan areas in Texas compared with nonmetropolitan areas, but these differences are not as severe as urban/nonurban differences found in other states. Similarly, the authors did not find large differences in average premiums or claims costs across ZIP codes distinguished only by their concentration of minority residents. They also found that the ratio of claim costs to premiums is roughly equivalent between low and high-minority ZIP codes, suggesting that the pricing for these areas is "actuarially fair." However, high insurance prices may still be a concern in some minority communities, and this deserves further analysis.
The authors also looked at the percentage of insured homes with dwelling fire policies as a crude measure of availability or the quality of coverage. Contrary to what was expected, metropolitan areas had a lower percentage of dwelling fire policies than nonmetro areas. However, simple cross-tabulations indicate that the percentage of dwelling fire policies within metropolitan areas increases with the degree of concentration of minorities. This is consistent with similar comparisons in other states.
While these simple geographic comparisons of insurance prices and coverages are interesting in terms of providing a general picture of urban insurance markets, they tell nothing about the factors driving urban insurance conditions and whether unfair discrimination is a significant problem. Hence, these comparisons provide only a starting point for a more rigorous multivariate statistical analysis of urban insurance markets. Although no examination of available data on insurance transactions can prove or disprove the presence of redlining, this multivariate analysis provides some valuable insights on factors influencing urban insurance conditions and tests for statistical evidence of unfair discrimination.
The authors did not find any evidence that the racial or ethnic composition of neighborhoods plays any measurable role in determining how much homeowners pay for insurance nor the kind of insurance they purchase. Rather, factors associated with the risk of loss and the demand for insurance appear to primarily drive the terms of insurance transactions. Among these factors are the presence of low-value homes and geographic variables, such as crime-related claims, that have a positive effect on claim costs. These findings tend to support the soundness of industry risk classification practices and are consistent with the argument that economic considerations, not irrational bias, determine the supply of insurance to urban areas where minorities are concentrated. Thus, the authors believe that measures directed toward reducing risk and improving economic conditions constitute the best approach to lower prices and expand the scope of coverage.
Policy Implications
Insurers, community organizations, state insurance departments, and other entities are involved in a large number of initiatives to improve urban insurance conditions. Texas is one of the states where an array of programs is being implemented to improve access to insurance and lower its cost. These initiatives involve several key strategies: (1) homeowner education on loss prevention and insurance; (2) various risk reduction measures such as the installation of smoke detectors and neighborhood crime watches; (3) financing for upgrading homes and fixing safety hazards; (4) market assistance plans matching consumers and insurers; (5) establishing distribution outlets in inner-city areas; and (6) insurer education programs, among others. These types of programs are a better way to increase the supply of insurance and lower its cost than regulatory measures that attempt to coerce insurers into writing more policies and arbitrarily lowering their rates in high-risk areas. Doherty and Tennyson (1998) offer some interesting ideas on how programs such as these can address some of the information problems and risk factors that afflict urban insurance markets.
A promising set of initiatives involves enhancing insurers' and producers' understanding of urban markets and facilitating consumers' ability to shop for and purchase insurance under the best possible terms. The Illinois Department of Insurance has developed a path-breaking program to educate insurance company underwriters and marketing personnel on economic opportunities in the inner city. Company educational programs will be bolstered by efforts underway to make pooled industry data on premiums and losses at a ZIP code level available to all insurers. Research on the causes of urban property losses, both those related to geography and those that are not, could further help insurers to improve the efficiency and fairness of their pricing systems and underwriting criteria.
A second program in Illinois counsels homeowners on how to purchase property insurance. A number of other states, including Texas, are beefing up their insurance consumer education and information efforts, which could benefit urban residents. Other states are using the Illinois program as a model and/or expanding access to insurance market information through special publications, consumer counseling programs, the media, and telephone and computer online information systems. Various distribution points such as community organizations and public libraries are being used to try to maximize the dissemination of information to underserved groups.
Some states are implementing market assistance plans (MAPs), which are more focused voluntary efforts to match consumers seeking coverage with insurers willing to provide it. Indeed, Texas was one of the first states to establish a MAP for homeowners insurance to help homeowners find coverage. Greater and more effective use of this program should be explored. Urban MAPs, typically coordinated by local community organizations operating under national umbrella groups such as Neighborhood Housing Services (NHS), help insurers overcome their lack of familiarity with risk conditions and insurance needs in inner-city neighborhoods. The programs also efficiently counsel and screen consumers, reducing insurers' uncertainty and risk and enhancing consumers' incentives and ability to improve the insurability of their properties. Public pressure, as well growing awareness of untapped economic opportunities, has motivated a number of insurers to actively participate in urban MAPs. If these programs succeed in significantly increasing entry into urban markets, these markets could sustain long-term improvements in lower prices and increased access to insurance.
The success of competition-enhancing efforts will still leave some urban properties that will be uninsurable by the regulated, private market. Texas uses an innovative approach to this problem by allowing Lloyd's insurers and reciprocal exchanges to provide insurance to high-risk properties with greater pricing freedom than that given to fully regulated insurers. This approach offers a distinct advantage in that it avoids the suppression of residual market rates in other states that has created cross-subsidies, distorted insurance markets, and caused some residual market plans to mushroom.
The issue of public subsidies may ultimately prove to be unavoidable if inner-city residents are to have the same opportunities to buy insurance as do people in other communities. Such subsidies could take the form of monetary payments to lowincome homeowners living in high-cost areas or the insurers that insure them. Unfortunately, subsidies of this kind can encourage over-purchase of insurance as well as diminish incentives to prevent losses. The mechanism used to fund the subsidy (e.g., premium surcharges, taxes, etc.) will affect related economic activities. Hence, subsidies, depending on how they are structured, could worsen economic efficiency and/ or equity. The political prospects for explicit subsidies to urban insureds are also dim. Subsidies in the form of greater economic aid to urban communities to improve housing conditions and police and fire protection might prove to be more politically feasible and economically efficient in terms of diminishing the root causes of higher property insurance costs. This is an area where federal expenditures could yield more long-term benefits than in the regulation of insurance practices.
Local, state, and federal government efforts to improve urban insurance markets should be properly integrated in a comprehensive strategy to avoid unnecessary conflicts as well as gaps. Further research should help to better delineate the causes of urban insurance problems and the relative contributions to these problems. The measures implemented to address these problems could be evaluated to determine what works and what does not. This research, in turn, should provide greater guidance to regulators and policymakers on how to prioritize and coordinate remedial efforts.
