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1. INTRODUCTION 
The notion of m-convexity of functions and integral mean was studied by several authors, includ- 
ing Bruckner and Ostrow [1] and Toader [2,3]. 
The set-valued versions of some of the above results were, recently, given by Slepak [4]. 
Our purpose here, roughly speaking, is to extend the previous works to the fuzzy context as 
well as to give some convergence r sults for fuzzy integral means. 
The structure of this paper is as follows. In Section 2, we give the basic concepts and results 
that will be used in the article and, in Section 3, we study the m-convexity and integral mean of 
fuzzy mappings and its properties. Finally, in Section 4, we show some results on convergence of
mean integral  for fuzzy mappings.  Furthermore,  some examples and appl icat ions are presented. 
2. BAS IC  CONCEPTS AND RESULTS 
Let X be a real separable Banach space with dual  X* and ~(X) ,  Kc (X) ,  respectively, the class 
of all nonempty  and compact  subsets of X,  and the class of all nonempty compact  and convex 
subsets of X.  
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The Hausdorff metric H on IC(X) is defined by 
H(A,B) = max (.aeA~SUp d(a,B), beBSUp d(b,A) } , 
and it is known that (/C(X), H)  is a complete and separable metric space and ICe(X) is a closed 
subspace of IC(X). See [5-10]. 
Also, a linear structure of convex cone in/C(X) is defined by 
A + B = {a + b /a  E A,b E B} and hA = {ha/a  E A}, 
for all A, B E/C(X),  h E R. 
DEFINITION 2.1. A set-valued function F : [0, b] --~/C(X) is called Borel measurable, if its graph, 
i.e., the set {(t, x) / x E F(t)}, is a Borel subset of [0, b] x X. 
REMARK 2.2. Because Lebesgue measure is complete, the Borel measurability of the set-valued 
mapping F is equivalent o the following condition: for every Borel set B, F - I (B)  = {t E 
[0, b] / F(t) MB # 0} where £ denotes the a-algebra of all Lebesgue-measurable subsets of interval 
[0, b]. Also, a measurable set-valued function F : [0, b] --~ ]C(X) is called a random set (r.s.). 
DEFINITION 2.3. The integral of the set-vMued function F : [0, b] --* ]C(X) is defined by 
Fdt= f(t) d t / f  ES(F)  , 
where f :  f(t) dt is the Bochner-integral nd S(F) is the set of all integrable selectors of F, i.e., 
S(F) = { f  E Ll([O, bl,X) / f(t) E F(t) a.e.}. 
This definition was introduced by Aumann [11] as a natural generalization of the integration 
of single-valued functions. 
DEFINITION 2.4. A set-valued function F : [0, b] --~ K:(X) is said to be integrably bounded, if 
there exists a single-valued integrable function h : [0, b] --* X such that I Ix[I ~ h(t) for all x and t 
such that x E F(t). 
REMARK 2.5. If F : [0, b] --*/C(X) is an integrably bounded r.s., then the Aumann integral of F 
is a nonempty subset of X. 
PROPOSITION 2.6. / fA 6 ~ and F, F1,F2 : [0, b] --~ ICc(X) are integrably bounded r.s., then 
(a) Fdt c 
(b) /o (hF1 + F2)dt = h /o F dt + /o F2dt 
For details, see [12]. 
The following result is a generalization of Lebesgue's dominated convergence theorem. 
THEOREM 2.7. IfFp : ~ --* ]C(X) are r.s. and there is f E LI (~,  R) such that supp> 1 IIgp(w)l[ <_ 
f(w) for all gp E S(Fp), then if Fp(w) H F(w) a.e., we/lave 
fF,  fF, as p ---~ oo. 
See [6, Theorem 17.2.6, p. 192]. Also, see [7]. 
Now, we will give the extensions of the above results to the fuzzy context. 
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A fuzzy subset of X is a function u : X ~ [0, 1] and, for 0 < a _< 1, we denote by L~u = {x E 
X / u(x) >_ a} the a-level of u, and Lou = supp(u) = {x E x : u(x) > 0} is called the support 
of u. 
As an extension of K:(X) (K:c(X), respectively) we define the space 9v(X) of all fuzzy com- 
pact subsets u : X --~ [0, 1] (the space .T'c(X) of all fuzzy compact and convex subsets of X, 
respectively) such that  
Lau E IC(X) (Lau E ICe(X), respectively), Va E [0, 1]. 
REMARK 2.8. If u E ~'(X), then the family {L~u/a  E [0, 1]} satisfies the following properties. 
(a) Lou D_ L~u D L~u for all 0 < a < ~. 
(b) If an/z  a, then Lau -- N~=IL, u (i.e., the level-application is left-continuous). 
(c) u=v~=~L~u=Lav,  VaE[0 ,1] .  
(d) Lau 7~ 0 for all a E [0, 1] is equivalent to u(x) = 1 for some x E X. 
(e) If u E 5r(X), then u(x) = sup{a/x  E L,u} (see [8]). 
(f) We can define a partial order C_ on 3c(X) by setting .
uCvc=~u(x) <_v(x), VxEX~=~LauC_C_L,v, VaE[0 ,1 ] .  
Also, we can define a metric on 5r(X) by using the Hausdorff metric H as follows: 
D(u,v) = sup H(Lau, Lav), Vu, v E Yr(X). 
aE[0,1] 
It is known that  ( f (X ) ,  D) is a complete but nonseparable metric space (see [10]). 
A linear structure of convex cone in ~'(X) is defined by 
: 
if A #0 
y+~=x l x{o}(x) i fA=o,  
where u,v E 9r(X), A E R and XA denote the characteristic function of A. 
With these definitions we obtain La(u + v) = L~u + Lay and L~(Au) = AL~u, for all u,v E 
9r(X), a E [0, 1], and A E R (see [8,9,13]). 
DEFINITION 2.9. Let F : [0, b] ~ ~'(X) be a fuzzy mapping and define F~ : [0, b] ---* K:(X) by 
r~(t) = L~r(t), Va e [0, 1]. Then r is called measurable if F~ is measurable for all a E [0, 1]. 
Also, F is called integfably bounded if F~ is an integrably bounded set-valued function for every 
e [0,1]. 
If F is a measurable fuzzy mapping, then F is called a fuzzy random variable (f.r.v.). See [8]. 
PROPOSITION 2.10. (See [9].) f f F  : [0, b] --* ~'(X) is an integrably bounded £r.v., then there 
exists a unique fuzzy set u E ~(X)  such that Lau = fob Fa dr, V a E [0, 1]. 
DEFINITION 2.11. The element u E ~'(X) obtained in Proposition 2.10 define the integral of the 
fuzzy random variable F, i.e., f :  F dt = u ~ L~u = f :  Fadt, for every a E [0, 1]. 
PROPOSITION 2.12. I fF1,F2 : [0, b] --* ~c(X) are integrably bounded £r.v. and A E ]~, then 
/o b /0 ° /o b (AF1 + F2) dt = A F1 dt + P2 dr. 
For more details on properties of the integral for f.r.v., see [5,7,8,14]. 
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3. FUZZY M-CONVEXITY  
DEFINITION 3.1. Let m E [0, 1] arbitrary. A fuzzy mapping F : [0, b] --~ jr(X) is called m-convex 
if 
tF(x) + m(1 - t)F(y) _C F(tx + m(1 - t)y), 
for all x ,y  E [0, b] and t c [0, 1]. Also, i f  m = O, then we say that F is star-shaped and i f  m = 1, 
we say that F is convex. 
REMARK 3.2. We observe that, F is m-convex if and only if for each a E [0, 1] the set-valued 
mapping Fa is m-convex, i.e., 
t r . ( z )  + m(1 - t ) r . (y )  _c r . (tx + m(1 - t)y), 
for all x, y e [0, b], t e [0, 11. 
DEFINITION 3.3. A fuzzy mapping A : [0, b] --+ Jr(X) is called decreasing if for all x ,y  E [0, b] 
z < y ~ A(z) _~ A(y), 
or equivalently, 
x < y ~ As(x) D As(y), Vc~ C [0,1]. 
We consider the following sets of fuzzy mappings: 
Km = {C: [0, b] --* Jr(X) / r is m-convex and )/{o} C F(0)} 
s = {r :  [0, b] -~ Jr(X) / x, y, x + y • [0, b] ~ r (x  + y) c r(x) + r(y)}. 
If F • S we say that F is subadditive. 
We observe that, due to Remark 2.8, we have 
X{o} C r(0) ¢* 0 • ra(0),  Vet • [0, 1] ¢=~ 0 • r l (0) ,  
where 0 is the null element of X. 
LEMMA 3.4. I fm • [0, 1], F : [0, b] --* Jr(X) is m-convex, and X{o) C_ F(0), then F is star-shaped. 
PROOF. Let c~ • [0, 1] arbitrary. Then, by the m-convexity of F, it follows that F~ is m-convex, 
hence, 
r,~(tz) = r~(tx + m(1 - t)o) 
t ry(x)  + m(1 - t)r~(0) 
_~ t r . (x )  + m(1 - t){O} 
= tr,~(x), 
consequently, r ( tx)  _D tr(x)  for all t • [0, 1] and x • [0, b]. i 
LEMMA 3.5. Let F : [0, b] ~ Jr(X) a fuzzy mapping. Then F is star-shaped if and only if  the 
fuzzy mapping A: (0, b] --~ Jr(X), A(x) = ( l /x)  F(x), is decreasing. 
PROOF. 
(--*). Since F is star-shaped, we have tF~(y) c_ F~(ty), for all c~ • [0,1], y • [0, b], and t • 
[0, 1]. Let x, y • (0, b] arbitraries, such that x _< y. Then, taking t = x /y  • (0, 1], we 
obtain (x /y )Ks(y)  C_ Fa(x), which implies ( l /y )F~(y)  C_ ( l /x )F~(x)  for every c~ • [0, 1]. 
Therefore, A is decreasing. 
(*--). I fA  is decreasing then, for each a • [0,1], t • [0,1] and x E [O,b] we have r~(tx)/tz ~ 
F,~(x)/x, i.e., r.(tx) _~ tr.(z). Therefore, r(tz) ~ tr(z) and, consequently, F is star- 
shaped. | 
Now, we will show that the class Km, m c [0, 1], is monotone (decreasing) with respect to m. 
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THEOREM 3.6. I f0  < n < m <_ 1, then K1 C Km C Kn C_ Ko C_ S. 
PROOF. If F C Kin, m > 0, then F is m-convex and X{o) C_ F(0). Thus, due to Lemma 3.4, F is 
star-shaped (i.e., F c K0). Therefore, for n < m, we have 
/ n 
F(tx +n(1- t )y )  = P ~tx + m(1-  t ) -~y)  
n 
D_tF (x )+m(1- t )F (mY ) 
_~ tr(z)  + n(1 - t)r(y), 
for all x, y E [0, b| and t E [0, 1]. This proves that  Km C_ Kn. 
It  remains to be shown that  K0 C S. Take x, y E [0, b| such that  x + y E [0, b| and F E K0. If 
either x = 0 or y = 0 the proof is trivial. Assume that  x, y > 0. Then, due to Lemma 3.5 and 
the star-shapedness of F, we have 
r (x  + y) = (x + y) r (x  + y) 
x+y 
r (x  + y) r (x  + y) 
_ C x -  + y - -  
x+y x+y 
_c z r(x) + y r(y) 
x y 
= r (x )  +r (y ) .  
This prove that  F E S. | 
DEFINITION 3.7. Let F : [0, b| --* Jr(X) be an integrably bounded £r.v., then the fuzzy mapping 
Mr : (0, b| --~ J r (X)  given by 
 foo - r ( t )dt ,  Vx c (0,b], Mr(x)  = x 
is called the fuzzy integral mean of F. 
LEMMA 3.8. The a-level of Mr(x) is given by LaMr(x) = ( l /x )  fo  F~(t) dt, for each x E (0, b]. 
PROOF. L~((1/x) fo Fdt) = (1/x)L.(f o rdt) = ( l / z )  fo L~Fdt = ( l /x )  fo Fadt. | 
REMARK 3.9. We observe that  making the change of variable t = xs, the a-level of Mr  can be 
written as Lc~Mr(x) = f~ Fa(xs )ds ,  i.e., Mr (x )  = f01 F(xs)ds .  
THEOREM 3.10. Let F : [0, b] --* Jrc(X) an integrably bounded £r.v.. I f F  is m-convex, then so 
is Mr. 
PROOF. Let F be m-convex and x, y E [0, b] and t E [0, 1]. Then, by using Remark  3.2 and 
Lemma 3.8, we obtain 
L~Mr(tx + m(1 - t)y) = r . ( t zs  + m(1 - t)ys) as 
/o _~ (tr~(xs) + m(1 - t)r~(ys)) as 
]i' /o =t r~(xs )ds+m(1 - t )  r~(ys)as  
= tL~Mr(x) + m(1 - t)L~Mr(y), 
thus, Mr  is m-convex. 
COROLLARY 3.11. / f F  is an star-shaped and integrably bounded £r.v., then so is Mr. 
| 
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COROLLARY 3.12. / f F  is a convex and integrably bounded [.r.v., then so is Mr. 
REMARK 3.13. Let F : [0, hi --, K(]R) be a set-valued function such that F has the form 
F(x) = [f(x),g(x)], where f ,g : [0, b] ~ R and f _< g. Then, the measurability of F im- 
plies the measurability of f and g. Moreover, if F is integrably bounded then f and 9 are 
integrable functions (in the Lebesgue sense). Also, in this case, the subadditivity of F implies 
the subadditivity of MF(x) = (l /x) fo Fdt, i.e., l~irF(x + y) C_ MF(z) + ME(y), Vx, y E (0, b] 
such that x + y E (0, b] (see [41). 
THEOREM 3.14. I fF : [0, b] --~ JCc(X) is an integrably bounded f.r.v., then the subadditivity o f f  
implies the subadditivity of Mr. 
PROOF. From subadditivity of F follows that F~ is subadditive for each ct E [0, 11. Let ct E [0, 1] 
and y* : X -* IR an arbitrary continuous linear functional in X*, and consider the set-valued 
function y* o F~: [0, b] -~ K(R) defined by 
(y* o ca) (z )  = y*(r . (~)) ,  v~ e [0,b]. 
Since for every x E [0, b], F~(x) is a nonempty, compact, and convex subset of X, due to the 
continuity of y*, y* o F~ has the form (y* o F~)(x) = [f(x), g(x)], where f, g:  [0, b] --* R and f _< g. 
Now, since F~ is an integrably bounded r.s., then so is y* oF~. Consequently, from Remark 3.13, 
it follows that f and g are integrable functions. Thus, by Remark 3.13, implies that My.or, is 
also subadditive, i.e., 
1 j£0x Y* (f01 ) fo 1 (y* o Mr,,) (x) = x y*(r~(t)) dt = r , (xs )  ds = y* (r~(xs)) ds 
is subadditive, that is, 
x ,y ,x+yE(O,  b J~(y*oMr, , ) (x+y)C_(y* oMr, ,)(x)+(y*oMr,,)(y).  (1) 
Since Fa is an integrably bounded r.s. taking compact values, follows that for each x E (0, b], 
Mr~, (x)is a compact set (see [12]). Consequently, (y*oMr,~)(x) E K(X), Vx E (0, hi. So, from (1) 
and the linearity of y*, we obtain 
(y* o Mr,, ) (x + y) C_ (y* o Mr,, ) (x) + (y* o Mr,, ) (y) 
c v*(MF,. (x) + MF,, (y)), 
for all x, y E (0, b] and x + y E (0, b]. 
We will prove that the set-valued function Mro must be subadditive. By contradiction, assume 
that there are x, y E (0, b], such that x + y E (0, b] and 
Mr,, (x + y) ~ Mr,  (x) + Mr ,  (y). 
Then there exist p E Mr,, (x + y) such that p ~ Mr,, (x) + Mr~ (y). So, by using the separation 
Hahn-Banach theorem, there exist c E ~ and ~ > 0 such that 
y* (p) > c + ~ and sup y* (q) _< c. 
qEMF~, (x)T~/lr,~ (y) 
But this contradicts inclusion (1), and the proof is completed. I 
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4. CONVERGENCE OF INTEGRAL MEAN 
In this section, we consider the space B([0, b], ~'(X)) of all f.r.v. F : [0, b] --* ~'(X), endowed of 
the uniform metric D~ defined by Dc~(F, A) = sup~e[0,b ] D(F(x), A(x)). 
It is known that (B([0, b], ~'(X)), D~) is a complete metric space. 
PROPOSITION 4.1. Let Fn,F E B([O,b],.T(X)) such that Fn ~-~ F. 
Then Mr,, ~-~ Mr on (0, b]. 
PROOF. If F,~ ~ F, then given ~ > 0 there exists no E N such that 
D(rn(x) , r (z))  < ~, Vn > no, Vx E [0, b]. 
Now, for n > no, we have 
x /0 • ) D(Mr , (x) ,Mr(x) )  = D ,rn(t)dt, -1 r(t)dt  X 
(// /o x ) 1 D F,~(t) dt, F(t) dt 
X 
1/o _< - D( r~( t ) ,  r ( t ) )  d t  < - e d t  = e. :;C X 
Therefore, Mr,~ ~ Mr. I 
We recall that if A E ]C(X), the support function aA : X* ~ R is defined as 
aA (z*) = max (x*, a} V x* E X*. aEA 
It is important to remark that if A, B E/Co(X) then, as a direct consequence of the separation 
Hahn-Banach theorem, we obtain aA = O'B 4=~ A --- B. 
In the fuzzy context, the support function s~ : [0, 1] × X* --* R of a fuzzy set u E ~'(X), is 
defined by su(a,x*) = aL~u(X*), V(a,x*) E [0,1] x X*. We observe that i fu  = XA, A E K:(X), 
then 
su(a ,x* )=aA(X*) ,  V(~ E [0,1]. 
For details on support functions, see [5,9,13,15]. 
A beautiful result due to Aumann [11] (see also [15]) is the following. 
THEOREM 4.2. (See [1].) If  F is a measurable, closed, nonempty, and integrably bounded set- 
valued function on [a, b], then 
~b 
aL~ " F(t)dt (x*) = aE(t) (x*) dt. 
PROPOSITION 4.3. I fF  :[0, b] -~ ~'(X) is an integrably bounded f.r.v., then 
I' 'sM~(~)(., .) = s r (x~) ( ' ,  . )ds,  Vx E (0, b]. 
PROOF. Let x E (0, b] arbitrary and (a, y) E [0, 1] × S n-1. Then, with Theorem 4.2 and Re- 
mark 3.9, we have 
8Mr(x)(Ol, Y) = aL~Mr(x)(Y) = a.(~ ro(xs)ds(Y) 
~01 ~01 = ar,, (xs) (Y) ds = sr(~s) (a, y) ds. 
Therefore, SMr(x)(a , y) = f l  ar(xs)((~, Y) ds, Vx E (0, b]. 
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PROPOSITION 4.4. Let F : [0, b] --, 5r(X) be a D-continuous fuzzy mapping. I f  x~ ~ x in (0, b], 
then Mr(x~) D Mr(z ) .  
PROOF. Since F is D-continuous on [0, b], then F is uniformly continuous. Therefore, given e > O, 
there exist 5 > 0 such that 
I z - w[ < 5 implies D( r (z ) ,  r (w))  < e. (2) 
Also, due to x n ---+ X, there exist no E N such that ]Xn -- X] < (~, Vn > no. Now, we note that 
if ]xn - x] < 5 and s E [0,1], then ~ > ]xn - xl >_ Ixns - xsl. Thus, for n > no, by Remark 3.9 
and (2) we have 
D(Mr(Xn) ,Mr(x) )= D (ffo I F(xns) ds, fo 1 F(xs) ds) 
/o 1 < D(r (x~s) ,  r (xs) )  ds < e. 
Therefore, Mr(xn)  ~ Mr(x). I 
Let u q $-(X) and consider the level-application a ~ L~u which is a set-valued function taking 
compact valued. Define 
.~c(X) = {u C .Y(X) / a H Lau H-continuous on [0, 1]}, 
the space of all compact and level-continuous fuzzy set on X. 
It is known that (~c(X) ,  D) is a complete and separable metric space (see [10,13]). Also, for 
more details on level-continuity of functions, see [16]. 
THEOREM 4.5. I f F  : [0, b] -+ Y:c(X) is an integrably bounded f.r.v., then Mr(x)  C i~c(X), 
V x e [0, 11. 
PROOF. Let x E [0, b] and an, c~ C [0,1] such that an --+ a. Since F0 is an integrably r.s., 
then there exist f E LI([O,b],X) such that ]lwi] < f ( t )  for all w and t such that w C F0(t). 
Because F3(t ) _C F0(t), V/3 c [0,1], then supn>l ]]g~(t)]l < f(t)  for all gn ~ S(Fa,,). Thus, due 
to r~,,(y) = n~, r (y )  _hH n.r(y) = r~(y) ,  for each y e [0, b], by Remark 3.9 and Theorem 2.7, 
Tt  - -+  O0 
we obtain 
/o /0 L, ,  Mr (x )  = Ca. (xs) ds n - -+ o0  
Therefore, Mr (x )  is level-continuous. 
EXAMPLE 4.6. Consider F : [0, 1] --+ .7"(JR) defined by 
x - -  - -2 '  
r ( z ) ( t )  ; 1, if x < t < 1, 
2 - -  - -  
O, i f t  ~ [0,1], 
~[0,11 ,  
F~ (xs) ds = L~Mr (x). 
i f x#O,  
i fx  = 0. 
Then, for x E (0, 1], we want to calculate Mr(x) .  For this, first, we observe that L~F(x)  = 
[ax/2, 1] for each c~ e (0, 1], therefore, F~(xs) = [c~xs/2, 1]. Thus, for every r e IR, 
r, if r >_ 0, 
~r,~(xs)(r) = ~xsr i f r  < 0. 
2 ' 
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Consequently, due to Theorem 4.2, we have 
r, if r _> 0, 
(71ol F . (xs)ds  (r)  = c tz r  = cr[~x/4,1] ( r ) .  
• --~---, i f r  < 0, 
Therefore, f01 Fa(xs)ds  = La f~ r (xs)ds  = [ax/4, 1], Va  • [0, 1]. 
Now, if u = f2 F(xs) ds, then nou = [0, 1] and Llu = Ix~4, 1], and by Remark 2.8, u(r) = 
sup{air E [ax/4, 1]} = 4r/x, i.e., 
x 
Mr(x)(r) = u~(r) = 1, 
O, 
x 
i fO<r< - 
x 
i f~<r<l ,  
if r ¢ [0, 11. 
Finally, the reader can check that F is convex, subadditive, and continuous (actually, [' is 1/2- 
contraction) fuzzy mapping taking values in 5re(X), and so is Mr on (0, 1]. • 
The next example shows a discontinuous fuzzy mapping F on [0, 1] taking values in ~-(R) \ 
~'c(R) a.e., and whose integral mean Mr  is a D-continuous fuzzy mapping on (0, 1] taking values 
in 9rc (R). 
EXAMPLE 4.7. Consider F : [0, 1] --* 9t'(R) defined by 
1, i f t  = 1, i f x  ¢ 1, 
r(x)(t)  = 0, if t ~ [0, 1], 
X[0,1], if x = 1. 
We observe that if x E (0, 1), then F(x) it 5rc(IR), i.e., F(x) is not level-continuous. In fact, 
straightforward calculus shows that, in this case, F(x) is level-discontinuous in a = x. 
Nevertheless, the reader can check that 
Thus, 
7"27, 
Mr(x)(r)  =ux( r )= 1, 
O, 
i fO<r<l ,  
i f r  = 1, 
if r ~ [0, 1]. 
L~Mr(x)=Lau~(r )= ,1 , i f0<a<x,  
{1}, i f z<a<l ,  
and it is easy to see that Mr(x)  • ~-c(R), Vx • (0, 1]. 
Finally, because D(F(x),F(y)) = 1, Vx ¢ y, we obtain that P is not D-continuous on [0, 1}. 
Now, if 0 < x < y < 1 and y < a < 1, then H(L~u~, L~uy) = H({1}, {1}) = 0. Therefore, 
D(Mr(x),Mr(y)) = sup H (Laux,L~uy) 
aE[O,1] 
= sup (HL,~ux,Lo, uu) V sup 
~E 1o,~] ~e Ix,u] 
= sup H( [ -~ 1], , [y  1 ] ) ,  
- - v sup - 
a~[x,y] 
H (Laux, L~uy) 
--~ x, i.e., F is D-continuous "in mean" on (0, 1]. 
= sup 
aE[O,z] 
x 
y" 
Thus, D(Mr(xn), Mr(x))  --* 0 as x,~ | 
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