A distance permutation index supports fast proximity searching in a high-dimensional metric space. Given some fixed reference sites, for each point in a database the index stores a permutation naming the closest site, the second-closest, and so on. We examine how many distinct permutations can occur as a function of the number of sites and the size of the space. We give theoretical results for tree metrics and vector spaces with L 1 , L 2 , and L ∞ metrics, improving on the previous best known storage space in the vector case. We also give experimental results and commentary on the number of distance permutations that actually occur in a variety of vector, string, and document spaces.
Introduction
Proximity searching is important for databases of images, text documents, genetic sequences, and audio and video clips, among others. These objects are often native to high-dimensional spaces, in which it is expensive to compute distance. For instance, the SIFT local descriptor technique described by Lowe, although successful at recognizing images containing the same object, requires processing each image into a set of potentially hundreds of keypoints and then computing distances and vector transforms on sets of keypoints [11] . The word space model, used for studying semantic relations in text, converts words into context vectors with thousands or millions of dimensions [17] .
The naive algorithm for a range or kNN query measures the distance from the query point to each object in the database in turn, requiring as many distance measurements as there are objects in the database. The challenge for a data structure is to answer the query while doing fewer distance measurements. The data structure stores some precomputed information about the relationships among database objects, which can be used to infer things about the distance to the query object without measuring it directly. For instance, if it is known that the distance obeys the triangle inequality, the query measures the distance from query x to database point y as 3, and the data structure stores the fact that the distance from y to another database point z is 1, then the query can infer without measuring that the distance from x to z is at least 2.
There is a trade-off as to how much information the data structure should store. At one extreme, AESA stores all the pairwise distances among database points, paying a quadratic cost in space complexity but gaining significant speed [16] . Near the other extreme, a data structure can still gain some speed by storing as little information as the identities of the k nearest neighbours of each database point, with no other information about distances [14] . In this work we consider a choice between those two extremes: an approach introduced by Chávez, Figueroa, and Navarro that stores a permutation of k sites for each database point, representing which of the k sites is closest, which is second-closest, and so on [4] .
In many spaces of interest, not all permutations can actually occur, and so the space requirement for this type of index can be reduced without further compromising the performance measured by number of distance evaluations. We also discuss experimental results on the number of permutations found in the SISAP sample databases [7] . Formal proofs of the theoretical results are sketched or omitted in the interest of giving a more detailed discussion and the experimental results.
to skip over a subset of points in the database without computing their distances explicitly, that will speed up the search. Many existing data structures for proximity search, such as VP-trees and GH-trees, work that way. In these trees, the search attempts to exclude subtrees from examination [20, 21] .
Another approach stores precomputed data for individual points, so that even though the points are considered one at a time, they can sometimes be excluded without actually computing the distance. Because the measure of cost is the number of distance function evaluations during the search, a technique that reduces those can be valuable even if it still does a linear examination of all points in the database. AESA is the prototype for this kind of technique [16] . But storing index data quadratic in the size of the database only seems appealing because it exploits our definition of cost, which considers only search time: AESA pays a high cost in precomputation and storage instead. For this reason, pure AESA is seldom used in practical applications. A practical data structure must be much smaller.
Micó, Oncina, and Vidal improve on AESA by storing only part of the distance matrix: distances from each database point to k chosen points instead of all the n points in the database [13] . The resulting technique is called LAESA. The space requirement becomes Θ(kn) instead of Θ(n 2 ); and with a suitably chosen k, which can be significantly less than n, the resulting search algorithm is almost as efficient for searching as AESA.
Chávez, Figueroa, and Navarro suggest a further improvement [4] . Instead of storing the actual distances from each database point to the k chosen points, which we call the "sites" for consistency with the Voronoi diagram literature, they store only permutations of the sites: which site is closest to each database point, which one is second-closest, and so on. Their experimental results show that these permutations contain enough information to do an efficient search, while consuming much less storage space. They claim a reduction in storage space requirement from O(nk log n) bits for LAESA, to O(nk log k) [4] . The same authors with Paredes extend the concept further to create an algorithm called improved AESA (iAESA), in which distance permutations are also used to select pivot elements, providing a further improvement in search speed over AESA [6] .
A formal definition of distance permutations follows. Note that other authors refer to these objects as proximity preserving orders; we call them distance permutations to emphasize their connection with existing work on permutation metrics, combinatorics of permutations, and so on. Definition 1. Given k points x 1 , x 2 , . . . , x k , called the sites, in some space with distance function d, the distance permutation of a point y, denoted by Π y , is the unique permutation on {1, 2, . . . , k} such that if
That is, Π y is the permutation that sorts the site indices into order of increasing distance from y, using order of increasing index to break ties.
In some spaces, the number of distance permutations that can actually occur may be significantly less than the k! permutations of k sites; as a result, the distance permutation can be stored in fewer bits than an unrestricted permutation, and the index can be made even smaller without changing the search performance. In particular, in the d-dimensional Euclidean case the storage space requirement is reduced to Θ(nd log k), an improvement on the previous best known theoretical result. Smaller storage space is valuable in itself, but it also points to the limitations of distance permutation-based algorithms like iAESA [6] . Because only a few distance permutations are possible, that limits how much benefit in reduced search time can ever come from storing and using distance permutations.
Generalized Voronoi diagrams
The cells of Voronoi diagrams correspond to classes of distance permutations. For instance, in the conventional nearest-neighbour Voronoi diagram of Fig. 1(a) , the cell at left contains all the points closer to A than to B, C, or D. Those are exactly the points whose distance permutation begins with A. Many generalizations of Voronoi diagrams have been studied, including higher-order diagrams in which the cells correspond to the set of k nearest neighbours instead of just the one very nearest neighbour [1] . An example for k = 2 is shown in Fig. 1(b) . Here the small cell in the middle corresponds to distance permutations beginning with B and D, in either order.
If we consider the entire distance permutation, and consider order to be significant, we can divide the space into a distinct cell for each permutation and get a diagram like that in Fig. 2(a) . All the cell boundaries of the previous two diagrams are included in this one, because the division according to distance permutation is a refinement of the division according to closest site, or closest k sites. Also, the boundaries in Fig. 2 (a) consist exactly of the six (that is, 4 2 ) lines that bisect pairs of sites. For each pair of sites, a point is closer to one or the other depending on whether it falls on one side or the other of the corresponding line; its position relative to all six lines defines its distance permutation. Because bisectors are useful in other spaces too, we give a gen- If points can be on either side of each of six bisectors in Fig. 2(a) , that suggests there should be 2 6 = 64 cells, evidently impossible when there are only 4! = 24 permutations of the four sites; and in fact, the diagram only contains 18 cells, not even one for each permutation. The fact that these are bisectors in Euclidean space and not arbitrary subsets of the plane limits the number of cells.
Arrangements of hyperplanes, which include bisector systems in Euclidean space, create combinatorial objects called oriented matroids, and those are well-studied [3] . Unfortunately, most of the relevant results are inapplicable to bisectors in more general spaces. Many authors including Grünbaum [8] and Mandel [12] have applied oriented matroids to arrangements of pseudolines and pseudospheres (respectively), which describe intersections of generalized hyperplanes that are not necessarily flat. Arrangements of pseudolines as currently defined retain the restriction that each pair of pseudolines must intersect in exactly one point, using the projective plane if necessary to force parallel lines to intersect; and arrangements of pseudospheres have a similar, higher-dimensional requirement for well-behaved intersections. The bisector system shown in Fig. 2(b) does not have that property, and the associated sign vectors do not form an oriented matroid. Santos successfully generates a Delaunay oriented matroid from a point arrangement in non-Euclidean space by considering the triangulation of the points instead of their bisectors, but his main result is specific to two dimensions, and the connection to our question about bisectors is not clear [18] .
Icking and others investigate the behaviour of bisectors with convex distance functions in two and three dimensions, and show a number of surprising results, including that three spheres in general position in 3-dimensional L 4 space can intersect at four distinct points [9] , and that the combinatorial structure around the one-dimensional bisector of three points can be different for different connected components of the bisector [10] . They survey other problematic results on bisectors and comment on "the surprising, really abnormal, structure of the bisectors which behave totally different [ly] from what is known for the Euclidean distance." [10] 2. Tree metrics Consider first a space with a tree metric. That is, each point in the space is associated with a vertex in a (possibly infinite) tree, and the distance between two points is the number of edges in the path between them. A natural extension is to place positive real weights on the edges and let the metric be the sum of weights on the path between two points. One simple tree metric is the prefix metric between strings, which is the minimal number of edits to transform one string into the other where an edit consists of adding or removing a letter at the right-hand end of the string. Tree metrics are commonly used in creating well-behaved approximations of arbitrary metrics [2] . The proof is based on the fact that every edge in a tree is a cut-edge. When we split up the tree into distance permutations by cutting on all the bisectors, the number of components increases by at most one for each bisector. It is possible to design a tree metric with extremely uneven edge weights, or no sufficiently long paths, so that the bound of Thm. 1 is unachievable; and in a finite space, k could be chosen large enough that k 2 + 1 is more than the number of points in the space and thus could not possibly be achieved. However, those are exceptional cases. In general, for practical tree metrics such as the prefix metric, long paths are plentiful and the bound of k 2 + 1 is easily achieved.
Real vectors with L p metrics
Euclidean spaces are familiar and widely used, so it is natural to examine metric space questions there. We also consider the other Minkowski L p metrics, defined for points x = x 1 , x 2 , . . . , x n and y = y 1 , y 2 , . . . , y n by
These spaces are a simple generalization of Euclidean space and share many of its properties; in particular, the L 2 metric is the Euclidean metric. Let N d,p (k) represent the maximum number of distinct distance permutations generated by k sites in the space of d-dimensional real vectors with the L p metric.
First of all, it is possible to make all k! permutations occur in sufficiently high dimension. The construction places points with care at approximately unit distance from the origin, one on each coordinate axis and an additional one on the opposite side on the first axis. All permutations are forced to occur inside a small sphere centred on the origin, giving the following theorem. The Euclidean cake-cutting problem provides a starting point for counting the pieces formed by bisectors in real vector spaces. Since there are 
. That result will be extended to other metrics in Thm. 4, but first we give an exact result for the Euclidean case.
Numerical results are shown in Tbl. 1. Note the factorials that appear in the lower triangle, corresponding to Thm. 2. For the one-dimensional case, the formula reduces to k 2 + 1, which is equal to the value for tree metrics from Thm. 1. The proof of Thm. 3 takes the same general approach used by Price [15] . The complication is that because equality is transitive, some of the intersections among bisectors must coincide. With three sites A, B, and C, A|B ∩ B|C ⊆ A|C. Accounting for those intersections and the resulting missing pieces leads to Thm. 3. Bounds on N d,2 (k) then follow by induction:
Therefore, the distance permutation in Euclidean space can be stored in Θ(d log k) bits.
With other L p metrics, the situation is more complicated. Consider the two-dimensional L 1 case shown in Fig. 2(b) . A bisector in this space generally consists of an orthogonal line with a diagonal kink in the middle. In the Euclidean plane, two bisectors either coincide, intersect at exactly one point, or do not intersect at all; and if they are in general position relative to each other, they must intersect at exactly one point. But here, two bisectors can be in general position relative to each other and still fail to intersect, like A|D and B|C; or they can intersect at exactly two points, like A|B and C|D. There are also many degenerate cases possible, in which the intersection might be for instance two disjoint rays, or a ray with a line segment attached. Higher dimensions are even worse. Because the intersections are not wellbehaved in non-Euclidean metrics, we cannot treat each bisector as a space of the same type, subject to the overall result as part of an induction.
However, the difficult combinatoric issues come from seeking an exact and general answer. In the two special cases of L 1 and L ∞ spaces, which happen to be of great practical interest, we can prove a new asymptotic bound with elementary results. For p ∈ {1, 2, ∞}, bisectors are piecewise linear. That is, each bisector consists of a union of subsets of hyperplanes; and the maximum number of hyperplanes per bisector is a function of the dimension. For instance, in two-dimensional L 1 space as seen in Fig. 2(b) , each bisector is a union of subsets of at most three lines. Then cutting up d-dimensional L p space with the bisectors of k points can yield no more pieces than cutting up d-dimensional Euclidean space with O( f (d)k 2 ) hyperplanes in general position; that gives the following result. 
All three of these are O k 2d for constant d.
This result gives an asymptotic improvement in the bound on storage space for distance permutations, because a general permutation of k sites would require Θ(k log k) bits. The practical consequence is that adding sites costs very little in index space requirement, once the number of sites is significant compared to the number of dimensions. On the other hand, it also suggests that once we have about twice as many sites as dimensions, there is little value in adding more sites; the distance permutation contains little more information.
Experiments with interactive computer graphics raise the question of whether non-Euclidean L p metrics ever actually give more permutations than the Euclidean bound; it was not easy to find four sites to give 18 permutations for Fig. 2(b) , and we could not find any configuration with more than 18. As the results in the next section show, it is in fact possible for L 1 vectors to exceed the limit for L 2 .
Experimental results
Because we are interested in worst-case storage space of data structures, our theoretical results focus on computing the maximum possible number of distance permutations that could occur in any data set. That is also the best case, in one sense, for permutationbased similarity search algorithms like iAESA: having as many distinct permutations in the index as possible means that maximum information can be extracted from the index without needing distances to be computed at search time. However, in a real database which may not fill the space uniformly, the number of distance permutations actually occurring may be significantly less than k: 2 3  4  5  6  7  8  9  10  11  12  d: 1 2 4  7  11  16  22  29  37  46  56  67  2 2 6 18  46 101  197  351  583  916  1376  1992  3 2 6 24  96 326  932  2311  5119  10366  19526  34662  4 2 6 24 120 600 2556  9080  27568  73639  177299  392085  5 2 6 24 120 720 4320 22212  94852  342964  1079354  3029643  6 2 6 24 120 720 5040 35280 212976 1066644  4496284  16369178  7 2 6 24 120 720 5040 40320 322560 2239344 12905784  62364908  8 2 6 24 120 720 5040 40320 362880 3265920 25659360 167622984 9 2 6 24 120 720 5040 40320 362880 3628800 36288000 318540960 10 2 6 24 120 720 5040 40320 362880 3628800 39916800 439084800 Table 1 . Number of distance permutations N d,2 (k) the theoretical maximum. As seen in Fig. 2 , some of the cells in the generalized Voronoi diagram are much smaller than others, and may not contain any objects in a real database.
To examine these issues, we implemented distance permutations for the SISAP library of Figueroa, Navarro, and Chávez [7] , as a new index type called distperm. Our distperm code is a minor modification of the library's pivots index type. The library's iaesa index type uses distance permutations internally, but as part of a more sophisticated algorithm, making it harder to modify for counting permutations. Our build-distperm-* programs write out the permutations in ASCII as a side effect of index generation, so that the number of unique permutations can easily be counted with sort | uniq | wc. Source code (in C, with the same distribution terms as the original library) is available.
We used our code to count the number of unique distance permutations for a variety of metric spaces including randomly-generated vectors and the sample databases supplied with the library. Results on the sample databases are shown in Tbl. 2. We show results for vectors (10 6 uniformly chosen from the unit cube) in Tbl. 3. Because the result for vectors depends on the random choice of sites, we ran each vector experiment 20 times, and show both the mean and maximum number of distance permutations observed, for selected values of k, the number of sites.
The most obvious feature of these results is that the numbers are so small. For instance, with the sample database long, which contains feature vectors extracted from news articles, with 12 sites there are only 261 distinct distance permutations, out of the 479001600 general permutations of 12 objects. To some extent this can be explained by the small number of points in the database; but the other sample databases also show small numbers of distance permutations. These results suggest that an even greater space saving is possible, but also that the distance permutations do not contain much information: the search algorithm can only benefit to a limited degree from using them.
By comparing numbers from Tbl. 2 with the theoretical values for Euclidean spaces in Tbl. 1, we see that colors has a few more distance permutations than would a Euclidean space with two dimensions. The nasa database has a few more distance permutations than a Euclidean space with three dimensions, ignoring the values for k > 10 because there the permutations appear to be limited by the number of points in the database. The dictionary databases vary, but seem equivalent to Euclidean spaces with up to four dimensions. And the listeria database, despite having plenty of points, seems equivalent to a Euclidean space with between one and two dimensions. In this way we can characterize the dimensionality of a database in a highly general way.
Comparison to the intrinsic dimensionality ρ, defined by Chávez and Navarro as mean squared divded by twice the variance of distance between two random points [5] , seems natural but may not be meaningful. The intrinsic dimensionality depends heavily on the probability distribution [19] , whereas the number of distinct distance permutations depends only on which points can exist at all. Thus, no firm relationship between ρ and distance permutations can exist. Nonetheless, we give experimental ρ values based on the assumption of choosing points uniformly from the databases. As the tables show, databases with larger ρ tend to have more distance permutations.
A notable result not shown in Tbl. 3 is that in three-dimensional L 1 space, the experiment found a database and choice of five sites giving 108 distinct dis- tance permutations, exceeding the limit of 96 for threedimensional Euclidean space. Therefore the hypothesis that the Euclidean limit applies to all L p spaces is false. The exceptional sites are: 
Conclusion and Open Problems
We have described the problem of counting how many distance permutations are possible in a space, and given exact solutions for tree metrics and Euclidean spaces. For the L 1 and L ∞ metrics on real vectors, we have given an asymptotic analysis, which is sufficient to improve the best previous bound. We have also implemented permutation counting in the SISAP library [7] , and given experimental results on the number of distance permutations found in the sample databases. The experimental results suggest a novel way of estimating the dimensionality of databases. The same questions in other spaces remain open problems.
