ABSTRACT The construction of a graph essentially determines the performance of the graph-based image analysis methods. Particularly, the sparse graph is vital in image analysis because of its sparse and adaptive properties for the enormous scale of data. However, most existing graph-based algorithms ignore some valuable natural information, such as edge information of image data. In this paper, we propose a novel graph learning method, called edge constrained sparse representation (ECSR), which makes full use of edge information to refine the similarity among image samples. We believe that it is beneficial to include edge constraints into the construction stage of a graph for image analyses. Compared with conventional graph construction methods, ECSR has not only automatic sparsity and adaptive neighborhood size but also more accurate similarity measurements among natural images. The experimental results on four natural image datasets demonstrate the validity and effectiveness of ECSR for semi-supervised classification and clustering tasks.
I. INTRODUCTION
Sparse representation (SR) is an important methods for image analysis [1] , which has achieved excellent results in the field of image processing [2] for many tasks such as face recognition [3] , [4] , image denoising [5] , super-pixel reconstruction [6] , image restoration [7] , image classification [8] , and background modeling [9] . With the development of graph learning over the last few years, sparse representation-based graph learning has achieved good performance because of its adaptability, especially the application of sparse representation-based graph learning in image analysis [10] . The graph model is designed to map image data into a graph, which can characterize locality relations conveying valuable information for classification and clustering purposes. A graph is defined as a collection of vertices and edges, which is built from all given samples to reflect their internal relationship. The weight of an edge connecting two vertices encodes the similarity information of their intrinsic relation. For instance, in case of image data distributed over a manifold [11] , the edge weight may be inversely proportional to the geographic distance (or Euclidean distance) or it may be in proportion to the similarity of intensity of adjacent pixels in the image.
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In fact, since the underlying data structure cannot be accurately modeled, a weighted graph constructed from the samples often serves as an approximation to it [12] . Therefore, how to construct a weighted graph that describes accurately the underlying data structure is important for graph-based algorithms. There are various types of graph learning methods [13] , [14] . In general, k-nearest neighbors (KNN) [15] and -neighborhood methods are commonly used in graph-based algorithms. In KNN graph, each node is linked to its k nearest neighbors [16] . An -neighborhood graph is built by connecting all points within a radius of threshold . These graphs are usually sensitive to the parameter k and which need to be chosen by hand. In the meanwhile, there are two common methods for assigning edge weights: similarity-based functions and reconstructionbased methods. Similarity-based approaches define a similarity function between two vertices, such as Gaussian kernel (i.e., w ij = exp(− x i − x j 2 /(2δ 2 ))) and cosine similarity (i.e., w ij =
, where x i − x j 2 is the Euclidean distance between vertex x i and x j and ''·'' is the dot product of two vectors x i and x j . Reconstruction-based methods commonly use reconstruction coefficients as similarity metric. One very popular strategy is to use Locality Linear Embedding (LLE) [17] method, which maintains the local linear characteristics of samples as similarity metric. The main idea of LLE is that a sample can be represented by other samples in its neighborhood, and the reconstruction coefficient serves as the similarity between samples. Yet, all these methods suffer from the same problem how to reasonably set fixed neighborhood size for each vertex and storage limitation [18] . A sparse representation of samples would be favorable for reducing memory consumption [19] . More recently, in order to achieve adaptive neighborhood for weight assignment, sparse representation-based methods have achieved pretty good performance without any hyperparameters, which attracted lots of attention (e.g., [20] , [21] ). Moreover, with the development of sparse representation theory, the concept of sparse graph is gradually accepted, including the famous 1 -graph [10] method that measures the neighborhood relation by the 1 norm. The main idea of sparse graph learning is to compute the sparse representations [22] , [23] for each individual sample by 1 norm minimization or the pre-calculated sparse neighbors of vertices as the dictionary [24] .
However, there still exists a major problem in all above methods for image analysis: the natural features of objects in the images are not taken into account when calculating the coefficients of reconstruction. To address this issue, we propose a novel sparse representation framework to redefine the graph construction problem. Our key insight is that most graph-based approaches do not make use of edge information when building a graph from image samples. In general, the main natural features in images include color [25] , texture [26] and edge information [27] etc. There are many ways in which similarity or dissimilarity between two objects can be measured based on the content of images [28] . For example, images could be compared with respect to their visual content such as the edges. We expect that images in the same class are similar in characteristics like edge in their gray scale representation. Edge detection [29] is an important pre-processing step for any image processing and vision tasks such as object recognition and object detection. The goal of edge detection is to find pixels whose step-bystep gradation of the surrounding pixels is changed. The set of these pixels is the edge of an image. There are many edge detection operators, such as Sobel, Roberts, Prewitt, Laplace and Canny [30] - [32] etc. We adopt the Sobel operator for edge detection in our proposed method.
In summary, we propose a novel graph learning method by incorporating edge constraint into the spare representation, called Edge Constrained Sparse Representation (ECSR). ECSR is different from classical graph-based approaches as they ignore some valuable natural information such as edges inside images. The goal of ECSR is to make full use of edge information to refine the similarity among image samples. Experimental results demonstrate the validity and effectiveness of ECSR for graph-based semi-supervised classification and clustering tasks. Moreover, our ECSR method is well generalized and can be incorporated into many existing graph-based learning approaches.
The remainder of this paper is organized as follows. In section 2, we introduce notations and a brief presentation for sparse representation. In Section 3, we present our edge constrained sparse representation for graph learning framework, including edge detection in natural images by Sobel operator. In Section 4, we provide experimental verification for the ECSR method on different tasks with natural image datasets. Finally, we present a series of discussions and conclude in Section 5.
II. RELATED WORK
In this section, we concisely review the basics of sparse representation learning methods, which are closely related to our work.
A. NOTATION AND PRELIMINARIES
Capital letters represent matrices (e.g., Y ), Y j is the jth column of the matrix Y, y ij denotes the scalar in the i-th row and j-th column of Y. Lower-case letters denote scalar variables.
Data matrix is defined as 
where U denotes a complete dictionary matrix and W 0 is l 0 -norm, referring to the number of non-zero elements in the vector [34] . If we use the l 0 norm to normalize a parameter matrix W, we want most of the W elements to be zero. However, solving the l 0 -norm formulation is a NP hard problem. A common solution is to use l 1 -norm instead of l 0 -norm in practice, which is the optimal convex approximation of l 0 -norm. Therefore, the above problem can be transformed into the following convex problem:
where β is a positive parameter and the solution W (1) is the sparsest representation of X. The introduction of sparse regularization operator is to complete the task of automatic selection of features [35] , it will learn to remove some features without additional information, which means the weight corresponding to this feature is set to 0.
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The 1 -graph learning method is proposed based on the sparse representation [10] . The process of sparse graph construction is formally stated as follows: first, the sparse coding of samples is obtained by solving an optimization problem (2); second, the 1 -graph is denoted by G = {X, W} with the sample set X as graph vertices, where W denotes the graph weight matrix for similarity measurement and is imposed with non-negativity constraints.
III. PROPOSED METHOD
In order to make full use of edge information to refine the similarity among image samples, we propose a novel edge constrained sparse representation for graph learning in this section.
A. EDGE CONSTRAINT
The Sobel operator consists of two groups of 3 * 3 matrices. The left one (e.g., Sobel left ) is the vertical filter and the right one (e.g., Sobel right ) is the horizontal filter. The image and its planar convolution can be drawn as the vertical and horizontal brightness difference approximation. The operator focuses on pixels close to the center of the template, the Sobel operator is one of the most commonly used operators in edge detectors. The center of the template is defined as:
The edge information of an original image is calculated by the following expressions,
where G x and G y denote the brightness of the image, which are conducted by horizontal and vertical filter respectively. The final brightness of this point is defined as:
Motivated by the idea to use edge information in the image as a similarity metric, a more accurate reconstruction is obtained by the following constraint:
Inspired by the weighted 1 norm proposed in [22] which focuses on learning sparsity efficiently with fewer examples, we replace the 1 -norm in the sparse representation problem with the weighted 1 -norm:
where S = [S 1 , . . . , S N ], diag(S i ) is the diagonal matrix and zeros elsewhere, S i is the column vector which represents the Gaussian similarity between i-th sample and remaining samples:
It is obvious that the more sample x i is similar to sample X j , the smaller the value of s ij would be, which means less penalty for W i . Here, we set the kernel width θ k be the median of samples.
C. EDGE CONSTRAINED SPARSE REPRESENTATION
In order to learn the sparse representation or reconstruction coefficients W with the edge constraint, we combine the formulas (6) and (7) into one optimization problem:
Objective function (9) contains three parts. The first part represents the sparse reconstruction error. The second one acts as the regularized term of W, which is taken from edge constraints in the natural images. The last one is weighted 1 -norm of W. In the meanwhile, hyper-parameters α and β are introduced to balance the importance of the three parts. To solve objective function (9), we can deform the formula:
. The formula (10) represents a weighted sparse representation of W, which constitutes a convex optimization problem. The commonly used algorithms to solve this problem in practice include Basis Pursuit [36] , MP [37] , OMP [38] , LASSO [39] and the Least Angle Regression (LARS) algorithm [40] . In our ECSR method, we employ the LARS algorithm to optimize equation (10). In addition, SPArse Modeling Software (SPAMS) 1 could be used to get the solution of (10).
D. ECSR-GRAPH CONSTRUCTION
ECSR graph is a graph construction method based on edge constrained sparse representation, which converts the graph construction procedure into a weighted 1 minimization problem with boundary constraint. ECSR utilizes the overall samples in datasets and finds the pairwise neighborhood relation as weigh coefficient between adaptive neighbors simultaneously.
The reconstruction coefficient W * of ECSR reflects the relations among these samples. We denote G ECSR = {X , W } as the ECSR graph with the image dataset X, and W as the graph weight matrix. In the meantime, we set w ij = w * ij and add non-negativity constraints w * ij ≥ 0 into the optimization process of problem (10) . For the adjacency graph, if W * = 0 there is an undirected/directed edge from X i to X j certainly, and W * ij indicates the sample X i 's coefficient corresponding to the sample x j in the sparse representation.
IV. LEARNING WITH ECSR GRAPH
In this section, two downstream tasks: semi-supervised learning and spectral clustering are derived upon the ECSR graph.
A. SEMI-SUPERVISED LEARNING WITH ECSR GRAPH
Recently, graph-based semi-supervised learning (G-SSL) attracts a lot of attention, which tries to bridge the gap between supervised and unsupervised learning by learning from both labeled and unlabeled data [41] . In this paper, we adopt the Local and Global Consistency (LGC) algorithm [42] to complete the G-SSL task, which is proposed to construct a smooth classification function with respect to the intrinsic structure over known labeled and unlabeled data.
The initial labels of all samples are denoted by Y = [Y 1 , Y 2 , . . . , Y N ] ∈ R N ×c , and y ij = 1 if X j belongs to the i-th class for the labeled data X j , otherwise y ij = 0. In addition, the predicted label matrix is denoted as F = [F 1 , F 2 , . . . ,F N ] ∈ R N×c , where F i is a column vector with each value o ≤f ij ≤ 1. In general, the class of data x i is decided by the biggest f ij in each column. And the normalized affinity matrix is denoted as
Then an iterative process is presented for label propagation, the soft label information of data at the (t + 1)-th iteration is shown as
where λ ∈ (0, 1) is a hyper-parameter to balance the initial label information of data and soft label information received from propagation during iterations. Finally, the iterative process of LGC can converge to:
Now, we describe the process of label propagation learning based on ECSR in Algorithm 1.
Algorithm 1 Edge Constrained Sparse Representation for Label Propagation
Input: Data matrix X ∈ R N×m . Output: The predicted class label matrix F * ∈ R N ×c . 1. Calculate the edge constraint G = G 2 x + G 2 y over the image data X; 2. Learn the sparse representations matrix W by solving optimization problem (11); 3. Normalize W as = D 
B. SPECTRAL CLUSTERING WITH ECSR GRAPH
Data clustering is the process of dividing a series of objects into multiple groups. Concretely, clustering is the partition of similar objects into the same subsets [43] . Spectral clustering [44] is one of the most popular algorithms for clustering task, which is based on the spectrogram theory. It has the advantage of being able to cluster on an arbitrary shape samples space. The reconstruction coefficients are used to constitute the sparse representation graph for spectral clustering. By using the ECSR method, we can derive a similarity matrix automatically according to the sparse representations. The detail of spectral clustering algorithm based on ECSR is shown in Algorithm 2.
Algorithm 2 Edge Constrained Sparse Representation for Spectral Clustering
Input: Data matrix X ∈ R N×m . Output: The predicted class label matrix F * ∈ R N×c . 1. Calculate the edge constraint G = G 2 x + G 2 y over the image data X; 2. Learn the sparse representations matrix W by solving optimization problem (11); 3. Symmetrize the similarity matrix W = 4. Choose C 1 , C 2 , . . . , C K , the eigenvectors that correspond to the largest eigenvalues, to form the matrix C = [C 1 , C 2 , . . . , C K ], and divide it into K clusters via the K-means method.
5. Finally assign X i to the cluster j if i-th row of the matrix C is assigned to the cluster j.
V. EXPERIMENTS
In this section, we systematically evaluate the efficiency and effectiveness of the ECSR algorithm in semi-supervised learning and clustering tasks with four real-world image datasets. To see the effect of ECSR, we implemented three state-of-the-art algorithms as evaluation baseline: the Gaussian graph, the LLE graph [17] and Sparse Subspace Algorithm (SSC) graph [45] .
A. DATASETS AND EVALUATION METRIC
We briefly describe the datasets and metrics used in these experiments. The datasets used are COIL20, Yale, YaleB and PIE. The four benchmark image datasets are described as follows:
The Columbia University Image Library (COIL-20) 2 dataset consists of 1440 gray-scale images, a total of 20 categories such as duck, car, cup, and cabinet, and there are 72 images per object. The size of each image is 32 × 32 pixels.
The CMU PIE 3 face dataset consists of more than 750,000 images of 337 people, which are recorded in four sessions over five-months. The subjects are imaged under 15 viewpoints and 19 illumination conditions. However, we only use images of the top 25 classes as experimental data.
The Yale Face Database has 165 grayscale images of 15 individuals. There are 11 images per subject, one per different facial expression or configuration. We make use of the processed dataset Yale provided by Cai et al. 4 in our experiment.
The Yale Face Database B consists of 5760 single light source images of 10 subjects, which are under 576 viewing conditions (9 poses and 64 illumination conditions). For each subject, an image with background illumination is captured as well. We make use of the processed dataset YaleB provided by Cai et al. in our experiment.
Two metrics, the accuracy (AC) and the normalized mutual information (NMI), are used for performance evaluation. Suppose that is the predicted label vector and gnd is the ground truth label vector of samples, AC is defined as
where δ(a,b) equals to 1 if a = b, otherwise to 0, Map , gnd is the best mapping function which changes the sequence of to match gnd . The NMI is defined as follows:
Additionally, in (14) the MI , gnd is represented as mutual information between the sets of and gnd , which is a useful measure of information in information theory. The entropies of p(x) and p(y) is denoted as H(X) and H(Y) as well.
B. EDGE DETECTION RESULTS AND VISUALIZATION OF SIMILARITY
In this subsection, all images used are gray-scale and have 32 * 32 pixels. Facial and natural objects images are shown in Figure 1 , followed by edge information images detected by Sobel operator. When observing an image, we often pay attention to regions of the image that are different from the background the boundary parts that highlight the main body. Since the distribution of pixel values in each dataset differs, we set the binarization thresholds accordingly: the thresholds are 5, 0.1 for the PIE and COIL20 dataset respectively, and the threshold is 20 in the Yale/YaleB datasets. Fig. 1 shows the visualization of PIE and COIL20 datasets with the edge information. Fig. 2 illustrates the results of similarity matrix based on ECSR method, which shows that the data are much better separated. For ease of display, we only show the partial similarity matrix of the top 10 objects in COIL 20 dataset. 4 http://www.cad.zju.edu.cn/home/dengcai/Data/FaceData.html 
C. SEMI-SUPERVISED LEARNING RESULTS
In this subsection, ECSR graph is compared with Gaussian graph, 1 -graph, SSC graph [45] , and LLE graph [17] for a comprehensive consideration. For all constructed graphs, the performance of different graph models is established on the basis of LGC, as shown in Figs 3-6 . Moreover, we also show the superior performance of our proposed algorithm in semi-supervised learning compared with the current popular G-SSL. The comparison results for semi-supervised learning algorithms based on different datasets are shown in Figs 3-6 and Tables 1-8 . In this experiment, α and β are set to 1.0 × 10 −4 and 5.0×10 −4 respectively for the PIE dataset; α and β are set to 0.01 and 1.0 × 10 −4 respectively for the Yale/YaleB datasets; α and β are set to 1.0 × 10 −4 and 0.1 respectively for COIL20 dataset.
D. CLUSTERING LEARNING RESULTS
Similarly, we use the constructed graphs for spectral clustering and get the following results as shown in Figs 7-10 and  Tables 9-12. Tables 9-12 and Figs 7-10 show the spectral clustering results based on LLE [17] , SSC, Graph Learning under Sparsity Priors (GLSP) [50] , ECSR and ECSR without edge LGC on PIE dataset. The right-hand sub-image shows the comparisons between our algorithm and other excellent algorithms: G-SSL (FLAP [46] , GGMC [47] , GRF [48] , LPGMM [49] ). The perl denotes the percent of labeled samples.
FIGURE 4.
The left-hand sub-image shows the classification accuracy of different graphs based on Gaussian, LLE, 1 -graph, SSC and ECSR graph, for the LGC on Yale dataset. The right-hand sub-image shows the comparisons between our algorithm and other G-SSL algorithms (FLAP [46] , GGMC [47] , GRF [48] , LPGMM [49] ).
FIGURE 5.
The left-hand sub-image shows the classification accuracy of different graphs based on Gaussian, LLE, 1 -graph, SSC as well as ECSR graph, for LGC on YaleB dataset. The right-hand sub-image shows the comparison between our algorithm and other G-SSL algorithms (FLAP [46] , GGMC [47] , GRF [48] , LPGMM [49] ). [46] , GGMC [47] , GRF [48] , LPGMM [49] ). four image datasets respectively. According to the above experimental results, we can draw a conclusion that making full use of edge constraint in sparse representation framework can enhance the performance of graph learning for image analysis. Namely, the advantage of our approach is that ECSR builds more accurate weight matrix with extra edge information of images. As shown by the evaluation with different datasets, our proposed ECSR algorithm outperforms other relative graph-based methods on semi-supervised learning task. Moreover, for the spectral clustering task, ECSR achieves much higher or similar accuracy and NMI values than other methods.
E. CHOICE OF HYPER-PARAMETER
In our ECSR method, we need to select the values of the hyper-parameters α and β. However, the choice of parameters is still an open question in related fields. We determine these parameter values empirically. In the clustering experiments, the parameter α varies from 3 × 10 −5 to 1 × 10 −3 and the parameter β varies from 3 × 10 −5 to 6 × 10 −4 . Top 10 classes on the PIE image dataset. Similarly, the performance of ECSR is stable with respect to α and β in the Yale dataset.
VI. CONCLUSION
In this paper, we present a framework of edge constrained sparse representation learning, encodingf the overall behavior of image dataset in sparse representations. Furthermore, the ECSR graph offers adaptive neighborhood and more accurate similarity measure for various datasets. These characteristics make it suitable for most popular graph-oriented algorithms in the field of image analysis. 
