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UNFITTED NITSCHE’S METHOD FOR COMPUTING BAND
STRUCTURES IN PHONONIC CRYSTALS WITH IMPURITIES
HAILONG GUO∗, XU YANG† , AND YI ZHU‡
Abstract. In this paper, we propose an unfitted Nitsche’s method to compute the band struc-
tures of phononic crystal with impurities of general geometry. The proposed method does not require
the background mesh to fit the interfaces of impurities, and thus avoids the expensive cost of gener-
ating body-fitted meshes and simplifies the inclusion of interface conditions in the formulation. The
quasi-periodic boundary conditions are handled by the Floquet-Bloch transform, which converts the
computation of band structures into an eigenvalue problem with periodic boundary conditions. More
importantly, we show the well-posedness of the proposed method using a delicate argument based on
the trace inequality, and further prove the convergence by the Babusˇka-Osborn theory. We achieve
the optimal convergence rate at the presence of the impurities of general geometry. We confirm the
theoretical results by two numerical examples, and show the capability of the proposed methods for
computing the band structures without fitting the interfaces of impurities.
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1. Introduction. Phononic crystals are synthetic materials with periodic struc-
ture. Similar to photonic crystals, they present band-gap structures related to topo-
logical properties, which prevent elastic waves propagating in certain frequencies. This
leads to a series of important applications such as ultrasound imaging and wireless
communications. In the past several years, the blooming of topological phenomena
in phononic materials is taking the investigation on phonoic crystals to a new height.
One of the key problems is to obtain the band structure of bulk phononic crystals.
In literature, Economou and Sigalas [15] experimentally observed the band-gap in
phononic crystals. Ammari et al. [3] mathematically proved the existence of band-
gap in the high-contrast phononic crystal using the asymptotic expansion and the
generalized Rouche´’s theorem.
In general, phononic crystals with large band-gap is preferred due to the wide
range of applications. One of the most influential accounts of band-gap optimization
comes from Sigmund and Jensen who were the first researchers to use topology op-
timization approach to design a phononic crystal with maximum relative band-gap
size [31]. The main idea is to find the optimal arrangement of two different materials
to achieve maximum band-gap. The geometric configuration of the two materials is
continually updated during designing process. The main computational challenge is
the numerical solution of heterogeneous eigenvalue problems with the moving material
interface.
In recent years, there is increasing interest in investigating wave propagation in
phononic materials. Numerical computation of band structures plays an essential role
since wave dynamics is completely determined by the band structure of the material.
Early works can be traced back to [26] where Kushwaha et al. used the plane-wave
expansion to compute the band structure. The transfer matrix method was also
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adopted by Sigalas and Soukoulis [30] to simulate the propagation of elastic waves
through disordered solid. To date, various methods have been developed to compute
the band structure of phononic crystals including the multiple scattering method
[24], the finite difference time domain method [10], the meshless method [38], the
(multiscale) finite element method [11,22,27,34], the homogenization method [2,4,14],
and the singular boundary method [28].
Among the aforementioned methods, the numerical difficulties come from two
different perspectives: one is the heterogeneous nature of the phononic crystals and
the other is how to efficiently impose the quasi-periodic boundary condition. How-
ever, almost all the existing methods use either indirect numerical methods such as
asymptotical expansion or direct discretization using body-fitted meshes which did
not work well for both numerical challenges. The mathematical analysis of finite el-
ement methods using body-fitted meshes for elliptic interface problems can be found
in [12,37]. Recently, Wang et al. [35] proposed a Petrov-Galerkin immersed finite ele-
ment method to compute the band structure of the phononic crystal and imposed the
quasi-periodic boundary condition directly. However, to the best of our knowledge,
there are no numerical methods in the literature whose performance was mathemati-
cally justified.
In this paper, we propose an unfitted Nitsche’s method to compute the band
structures of phononic crystal with impurities of general geometry, and prove the
convergence with rigorous mathematical analysis. The heterogeneous property of
the phononic crystal is modeled by the interface condition which we rewrite into a
variational framework with the help of the Floquet-Bloch theory. To handle the quasi-
periodic boundary condition, the Floquet-Bloch transform is applied which reformu-
lates the model equation with quasi-periodic boundary conditions into an equivalent
model equation with periodic boundary conditions and Bloch-type interface condition.
Then, the reformulated model equations can be numerically solved by the unfitted
Nitsche’s type method [9, 17, 19–21] using uniform meshes. The proposed unfitted
finite element method is motivated by our previous work of computing edge models in
topological materials [18]. The first advantage is that it uses meshes independent of
the location of the material interfaces. It reduces the computational cost of generating
body-fitted meshes, especially in designing phononic crystals. The second advantage
is that it is straightforward to impose the periodic boundary conditions since only
uniform meshes are used. Remark that imposing periodic boundary conditions on
general unstructured meshes is quite technically involved, and interesting readers are
referred to [1,33] and the references therein about the recent development of imposing
periodic boundary condition on general unstructured meshes.
As mentioned in our previous work [18], the discrete Nitsche’s bilinear form in-
volves the solution itself in addition to its gradient which cause the difficulties in the
analysis. In this paper, we establish a solid theoretical analysis for the proposed unfit-
ted finite element methods by conquering the above difficulties. Specifically, we show
the discrete equation is well defined by using a delicate trace inequality on the cut
element, the Poincare´ inequality between the energy norm of the original model equa-
tion and the energy norm of the modified model equation, and the explicit relation
between the strain tensor and stress tensor. By the aid of the Babus`ka-Osborne spec-
tral approximation theory [5,6], the proposed unfitted finite element method is proven
to have the optimal approximation property for the eigenvalues and eigenfunctions in
the high-contrast heterogeneous setting.
The paper is organized as follows. In section 2, we introduce the model of plane-
wave propagation in the phononic crystals. In section 3, we propose the unfitted
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numerical method to compute the band structure of phononic crystal based on the
Bloch-Floquet theory and prove the proposed method admits a unique solution. In
section 4, we carry out the optimal error analysis. In section 5, we present some nu-
merical examples in a realistic setting to verify and validate our theoretical discoveries.
At the end, some conclusion is draw in section 6.
2. Model of phononic crystal . In this section, we first present a litter digest
to the two-dimensional phononic crystal. Then we consider the model of in-plane
wave propagation.
2.1. Problem setup. Phononic crystal is designed from periodically arrange-
ment of two different materials to achieve extraordinary properties like negative re-
fractive index. The body of phononic crystal is a kind of heterogeneous high-contrast
materials.
We will mainly focus phononic crystals with two-dimensional Bravais lattice Λ
formed by two primitive vectors a1 and a2, i.e.
(2.1) Λ = Za1 + Za2 = {m1a1 +m2a2 : m1,m2 ∈ Z} .
An example of square lattice with a1 = (a, 0)
T and a2 = (0, a)
T is shown in Figure 1a.
The fundamental Ω of Bravais lattice Λ is defined as
(2.2) Ω = {θ1a1 + θ1a2 : 0 ≤ θ1, θ2 ≤ 1} ,
which is illustrated in Figure 1b for the square lattice.
Denote the generating basis of the reciprocal lattice (or dual lattice) by ki for
i = 1, 2, which satisfy
(2.3) ki · aj = 2piδi,j , ∀i, j = 1, 2,
where δij is the Kronecker delta. Then, the reciprocal lattice Λ
∗ is
(2.4) Λ∗ = Zk1 + Zk2 = {m1k1 +m2k2 : m1,m2 ∈ Z} .
The fundament domain of the reciprocal lattice is
(2.5) Ω∗ = {θ1k1 + θ2k2 : 0 ≤ θ1, θ2 ≤ 1} ,
which is termed as the first Brillouin zone [25]. Again, we illustrate the the first
Brillouin zone for the square lattice in Figure 1c, where the triangle formed by the
point O, X, and M is referred as the irreducible Brillouin zone [25].
The fundamental cell Ω of the phononic crystal consists of hard inclusion of one
material Ω− into a background material Ω+. The background material is referred as
the matrix and the inclusion is also referred as fiber. The matrix Ω+ and the inclusion
Ω− are separated by the material interface Γ. In Figure 1b, we show the fundament
cell with a circular inclusion.
In this paper, we assume that both the inclusions and matrix are homogeneous
isotropic elastic solids. We use λ+ ( or λ−) denote the first Lame´ parameter of
matrix (or inclusion) and µ+ (or µ−) denote the first Lame´ parameter of matrix (or
inclusion). Similar, let ρ+ and ρ− denote the mass density of the matrix and inclusion,
respectively. To simplify the notation, we let
(2.6) λ =
{
λ−, in Ω−,
λ+, in Ω+,
µ =
{
µ−, in Ω−,
µ+, in Ω+,
and ρ =
{
ρ−, in Ω−,
ρ+, in Ω+.
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Fig. 1: Bravais lattice Γ. (a): 2D square lattice; (b): the unit cell; (c): the First
Brillouin Zone
For any vector-valued function v defined on Ω, let JvK be the jump of function v
crossing the interface Γ, i.e.
(2.7) JvK(x) = v|Ω+(x)− v|Ω−(x)
for any x ∈ Γ.
Throughout the paper, the standard notations for Sobolev spaces and their asso-
ciated norms as in [7, 13, 16]. Given a bounded subdomain D ⊂ Ω and any positive
integer k, the Sobolev space with norm ‖ · ‖k,D and seminorm | · |k,D is denoted
by Hk(D). When k = 0, Hk(D) reduces to the standard L2(D) space. Let (·, ·)D
and 〈·, ·〉Γ denote the standard L2 inner products of L2(D) and L2(Γ), respectively.
When D = Ω, the subscript is omitted. For a bounded domain D = D+ ∪D− with
D+∩D− = ∅, let Hk(D+∪D−) be the function space consisting of piecewise Sobolev
functions w such that w|D1 ∈ Hk(D1) and w|D2 ∈ Hk(D2), whose norm is defined as
(2.8) ‖w‖k,D+∪D− =
(
‖w‖pk,D+ + ‖w‖pk,D−
)1/p
,
and seminorm is defined as
(2.9) |w|k,p,D+∪D− =
(
|w|pk,D+ + |w|pk,D−
)1/p
.
To avoid abusing of notation, the same notation is applied to the vector-valued func-
tion w = (w1, w2)
T .
For any vectors v and w, let v⊗w the tensor product of v and w and let vw =
1
2 (v ⊗w +w ⊗ v) be the symmetric tensor product. For the quasimomentum k in
the Brillouin zone, define the shift differential operator ∇k as
(2.10) ∇k = ∇+ ik,
where i is the imaginary unit.
In this paper, we use the constant C with or without a subscript to denote a
generic positive constant which can be different at different occurrences. In addition,
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it is independent of the mesh size and the location of the interface. By x . y, we
mean that there exists a constant C such that x ≤ Cy.
Before ending this section, we introduce some additional function spaces for Bloch-
periodic (or quasi-periodic) functions
Hkper(Ω) =
{
w(x) ∈ Hk(Ω) : w(x± aj) = w(x) on ∂Ω and j = 1, 2
}
,(2.11)
Hkk(Ω) =
{
w(x) : exp(−ik · x)w(x) ∈ Hkper(Ω)
}
.(2.12)
2.2. In-plane wave propagation. The in-plane wave propagation is modeled
by the elastodynamics operator
(2.13) Lφ = −∇ · σ[φ] = −∇ ·C[φ].
where φ = (φ1, φ2)
T is the displacement vector and C is the fourth-order stiffness
tensor. In (2.13),  is the strain tensor which is related to the displacement via
(2.14) [φ] = ∇ φ,
and σ is the stress tensor. For the homogeneous isotropic material, the stress tensor
and strain tensor are related by the Hook’s law, i.e.
(2.15) σ[φ] = C[φ] = 2µ[φ] + λtr([u])I2.
where tr(A) is the trace of the matrix A and I2 is the 2× 2 identity matrix.
Let k ∈ Λ∗ be the quasi-momentum. According to the Bloch theory [25], the in-
plane wave propagation in phononic crystal can be reformulated to solve the following
quasi-periodic eigenvalue problem [2,14]: find (ω2,φ) ∈ R×H1k(Ω) such that
(2.16)
{
Lφ = ω2ρφ, in Ω \ Γ,JφK = JC(∇ φ)nK = 0, on Γ,
where n is the unit normal vector of Γ pointing from Ω− to Ω+.
Due to periodicity and symmetry, we only consider the case that the quasi-
momentum k belongs to the irreducible Brillouin zone. For any fixed k ∈ 4OXM , the
eigenvalue problems (2.16) admits a sequence of eigenvalues 0 < ω2k,1 ≤ ω2k,2 ≤ ω2k,3 ≤
· · · → ∞ and corresponding eigenfunctions φk,1,φk,2,φk,3, · · · which are orthogonal
in a ρ-weighted L2k(Ω) .
The existence of band gap has been mathematically justified by Ammari et al. [3]
with the asymptotic analysis in the high contrast regime. We will propose numerical
method to compute the band structure in a generic setup.
3. Unfitted Nitsche’s method for computing band structure. In this
section, we are going to propose an unfitted numerical method to efficiently compute
the band structure for the phononic crystal. The numerical challenges brought by the
interface eigenvalue (2.16) is twofold: one is quasi-periodic nature of the Bloch wave
and the other one is the inhomogeneity of the material. These challenges shall be
discussed in the following subsections.
3.1. Bloch-Floquet theory. To address the first numerical challenges, we ap-
ply the Bloch-Floquet transform φ(x) = eik·xu(x). The quasi-periodic eigenvalue
problem can be reformulated as: find (ω2,u) ∈ R×H1per(Ω) such that
(3.1)
{
Lku = ω2ρu, in Ω \ Γ,JuK = JC(∇k  u)nK = 0, on Γ,
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where the differential operator Lk is defined as
(3.2) Lku = ∇k ·C(∇k  u),
with ∇k being the shift differential operator defined in (2.10). We want to remark
that
(3.3) C(∇k  u) = 2µ∇k  u+ λ(∇k · u)I2
is termed as the modified stress tensor.
For a nonzero quasi-momentum k, it is not difficult to see that Lk is a self-
adjoint positive define operator. The spectrum of the elastodynamics operator L is
the union of spectrum of Lk for all k ∈ Ω∗. Notice that the Bloch-Floquet transform
φ(x) = eik·xu(x) is an isomorphism from H1k(Ω) to H
1
per(Ω). Then, we have the
following Poincare´ inequality:
(3.4) C0[(C(∇ u),∇ u) + (C(k  u),k  u)] ≤ (C(∇k  u),∇k  u),
where C0 is a positive constant
3.2. Formulation of the unfitted Nitsche’s method. To find the band struc-
ture of L, it suffices to solve a series of periodic eigenvalue problem (3.1). The main
numerical barrier is how to efficiently handle the interface condition. We alleviate this
barrier by introducing a new unfitted Nitsche’s method which is seamlessly infusing
with the Bloch-Floquet theory.
One merit of unfitted Nitsche’s method is to use meshes independent of the lo-
cation of the material interface. Due to the lattice structure of the phononic crystal,
the uniform meshes is adopted. To show the main idea, we use the square lattice as
the prototype model but the method works for other lattices. We generate a uniform
mesh Th on the fundamental domain Ω of the square lattice by partitioning it into
N2 subsquares with mesh size h = aN and then splitting each subsquare into isosceles
right triangles, see Figure 2a.
(a) (b) (c)
Fig. 2: Illustration of the overlapping domain decomposition of Ω (a): Unfitted meshes
on Ω; (b): Subdomain Ω−h ; (c): Subdomain Ω
+
h .
To handle the non-smoothness of the Bloch wave across the material interface,
we decompose the fundamental domain Ω into two overlapping subdomains Ω+h and
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Ω−h
(3.5) Ω+h = {K ∈ Th : K ∩ Ω+ 6= ∅}, and Ω−h = {K ∈ Th : K ∩ Ω− 6= ∅}.
We illustrate the decomposition in Figure 2. It is undeniable that intersection of Ω+h
and Ω−h is nonempty. In that sense, Ω
±
h are termed as fictitious domains. Similarly,
we can define two subtriangulations T +h and T +h as
(3.6) T +h = {K ∈ Th : K ⊂ Ω+h }, and T −h = {K ∈ Th : K ⊂ Ω−h }.
The common subsets of T +h and T −h is denoted by TΓ,h which denotes the set of
interface elements.
Based on the overlapping domain composition, we can definite the finite element
space on each of them independently. To do this, let V sh (s = ±) be the standard
continuous linear finite element space on Ωsh, i.e.
(3.7) V sh =
{
vh ∈
[
C0(Ωsh)
]2
: v|K ∈ [P1(K)]2 for any K ∈ T sh
}
,
with Pk(K) being the space of polynomials of degree k on the element K.
Then the finite element space for the unfitted Nitsche’s method is defined as
Vh = V
+
h ⊕ V −h , i.e.
(3.8) Vh =
{
vh = (v
+
h , v
−
h ) : v
s
h ∈ V sh , s = ±
}
.
To impose the periodic boundary condition, we introduce Vh,per as a subspace of Vh
which is defined as
(3.9) Vh,per = {vh ∈ Vh : vh(x± aj) = vh(x) on ∂Ω and j = 1, 2} .
Note that for the interface element K ∈ TΓ,h, there are two sets of vector-valued basis
functions: one for V +h and the other for V
−
h .
For any interface element K ∈ TΓ,h, let K± denote the part of the triangle inside
Ω± and |K±| denote the area of K±. Similarly, let ΓK = Γ∩K be the part of Γ in the
element K and let |ΓK | be the length of ΓK . Before defining the weak formulation,
it is necessary to introduce some parameters. For s = ±, let βs = 2µs + λs. Define
two weights as [32]
(3.10) κ+ =
β−
β+ + β−
, κ− =
β+
β+ + β−
,
which satisfy κ+ + κ− = 1. Based on the two weights, we can define a weighted
averaging of the displacement vector on the interface Γ as
(3.11) {{u}} = κ+u+ + κ−u−.
Also, we define the stabilizing parameter for the weak formulation
(3.12) γ = γˆ
β+β−
β+ + β−
where γˆ is a sufficiently large constant called stabilizing parameter.
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Define the Nitsche’s sesquilinear form ah(·, ·) : H1per(Ω)×H1per(Ω)→ R as
ah(uh,vh) =
∑
s=±
∫
Ωs
C(∇k  uh) : (∇k  vh)dx
+
∫
Γ
{{C (∇k  uh)n}} · JvhKds
+
∫
Γ
JuhK · {{C (∇k  uh)n}}ds
+
γ
h
∫
Γ
JuhK · JvhKds,
(3.13)
where h is the mesh size, C is the fourth-order stiffness tensor, and A : B is the
Frobenius inner product of two matrices A and B.
Given a quasi-momentum k in the Brillouin zone, the unfitted Nitsche’s method
for the eigenvalue problem (3.1) is to find the eigenpair (ω2h,uh) ∈ R × Vh,per such
that
(3.14) ah(uh,vh) = ω
2
hb(uh,vh), ∀vh ∈ Vh,per,
where
(3.15) b(uh,vh) =
∫
Ω
ρuhvhdx.
Remark 3.1. Using the definition of the fourth-order stiffness tensor C, we can
write the Nitsche’s sesquilinear form ah(·, ·) into the following equivalent form
ah(uh,vh)
=2µ
∑
s=±
∫
Ωs
(∇k  uh) : (∇k  vh)dx+ 2λ
∑
s=±
∫
Ωs
(∇k · uh)(∇k · vh)dx
+
∫
Γ
{{2µ(∇k  uh)n+ λ(∇k · uh)n}} · JvhKds
+
∫
Γ
JuhK · {{2µ(∇k  vh)n+ λ(∇k · vh)n}}ds
+
γ
h
∫
Γ
JuhK · JvhKds.
(3.16)
From this equivalent expression, it is not difficult to see that ah(·, ·) is a symmetric
sesquilinear form and the eigenvalues ω2h are real.
Remark 3.2. To make the method be more robust with respect to small element
cut, we can adopt the ghost penalty technique [8,21] to add more stabilizing terms in
the vicinity of cut element.
3.3. Well-posedness of unfitted Nitsche’s method. This subsection is de-
voted to establishing the well-posedness of the proposed unfitted Nitsche’s method
(3.14). We start it with by showing the following consistency results:
Theorem 3.3. Let (ω2,u) be the eigenpair of the eigenvalue problem (3.1). Then,
we have
(3.17) ah(u,v) = ω
2bh(u,v), ∀v ∈ H1per(Ω).
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Proof. The solution u satisfies JuK = JC (∇k  u)nK = 0, on Γ. Using this fact
and the Green’s formulation, We can derive the Nitsche’s weak formulation via the
same technique as Nitsche’s method for general boundary conditions as in [23].
Taking vh as a function in the unfitted Nitsche’s finite element space Vh,per in
(3.17), it is straightforward to verify that
(3.18) ah(u− uh,vh) = 0, ∀vh ∈ Vh,per,
which is termed as the Galerkin orthogonality.
We are now in a position to show the stability of the unfitted Nitsche’s method.
Before that, we need to introduce some norms. For any quasi-momentum in the
Brillouin zone, we introduce the following norm
vh2 =
∑
s=±
(C (∇k  vh) ,∇k  vh)Ωs +∑
K∈TΓ,h
h‖{{C(∇k  vh)n}}‖20,ΓK+∑
K∈TΓ,h
γ
h
‖JvhK‖20,ΓK .
(3.19)
To show the well-posedness of the unfitted Nitsche’s method, we need several
technical lemmas. We begin with the trace inequality.
Lemma 3.4. Let vh be a finite element function in Vper,h and k be a quasi-
momentum in the Brillouin zone. For s = ±, the following inequalities hold:
‖{{C(k  vh)n}}‖20,ΓK ≤ C1h−1‖C(k  vh)‖20,K+∪K− ,(3.20)
‖{{C(∇ vh)n}}‖20,ΓK ≤ C2h−1‖C(∇ vh)‖20,K+∪K− .(3.21)
Proof. The proof of (3.21) is based on the fact that ∇ush is constant which can
be found in [20]. To show (3.20), we use the following inequality for each component
of the vector-valued function vsh = (v
s
h,1, v
s
h,2)
T
(3.22) ‖vsh,i‖20,ΓK ≤ C3h‖vsh,i‖20,Ks
for i = 1, 2 and s = ±. The inequality (3.22) is proved in [36, Lemma 3.1]. Let
C(k  vsh) =
(
ws11 w
s
12
ws11 w
s
11
)
.
Using (3.22), we deduce that
‖C(k  vsh)‖20,ΓK =
2∑
i,j=1
‖wsij‖20,ΓK ≤ C3h−1‖wsij‖20,Ks
=C3h
−1‖C(k  vh)‖20,Ks .
(3.23)
By the definition of the weighted averaging (3.11) and the fact κ± ≤ 1, we obtain
that
‖{{C(k  vh)n}}‖20,ΓK ≤ 2‖C(k  v+h )‖20,ΓK + 2‖C(k  v−h )‖20,ΓK
≤ 2C3h−1
(
‖C(k  v+h )‖20,K+ + ‖C(k  v−h )‖20,K−
)
= 2C3h
−1‖C(k  vh)‖20,K+∪K− ,
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which completes the proof of (3.20) with C1 = 2C3.
Next, we establish the following relationship between the strain and stress tensor
Lemma 3.5. Let C be the fourth-order stiffness tensor (2.15) and A be any sym-
metric second-order tensor. Then, the following inequality holds
(3.24) CA : CA ≤ (4µ+ 2λ)CA : A.
Proof. By the definition of fourth-order stiffness tensor (2.15), it follows that
(3.25) tr(CA) = tr(2µA+ λtr(A)I2) = (2µ+ 2λ)tr(A).
Notice that
(3.26) CA : A = (2µA+ λtr(A)I2) : A = 2µA : A+ λtr(A)2 ≥ λtr(A)2,
where we have used the fact A : A ≥ 0. Using (3.24) and (3.26), we can deduce that
(3.27) CA : CA = 2µ(CA : A) + λtr(CA)tr(A) ≤ (4µ+ 2λ)CA : A.
With the preparations, we are ready to show our main result
Theorem 3.6. Let k be a nonzero quasi-momentum in the Brillouin zone. Sup-
pose the stabilizing parameter γˆ is large enough. Then, there exist C4, C5 > 0 such
that the following continuity and coercivity results hold
ah(uh,vh) ≤ C4vhuh,(3.28)
ah(uh,uh) ≥ C5uh2.(3.29)
Proof. The continuity (3.28) is a direct implication the definition of the sesquilin-
ear form (3.13) and the Cauchy-Schwartz inequality. It suffices to show the coercivity
(3.29). Letting vh = uh in (3.13) and applying the Young’s inquality with  imply
ah(uh,uh) =
∑
s=±
∫
Ωs
C(∇k  uh) : (∇k  uh)dx+ γ
h
∫
Γ
JuhK · JuhKds
+ 2Re
∫
Γ
{{C (∇k  uh)n}} · JuhKds
≥
∑
s=±
(C(∇k  uh),∇k  uh)Ωs +
γ − 2
h
‖JuhK‖20,Γ
− h

‖{{C (∇k  uh)n}}‖20,Γ
=:I1 + I2 − I3.
Notice I1 and I2 are included in the mesh-dependent norm  ·. We only need to
estimate I3. Let µm = max(µ
+, µ−) and λm = max(λ+, λ−). Using Lemma 3.4 and
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Lemma 3.5, we deduce that
I3 =
h

‖{{C (∇k  uh)n}}‖20,Γ
≤2h

‖{{C (∇ uh)n}}‖20,Γ +
2h

‖{{C (k  uh)n}}‖20,Γ
≤2C1

‖C(∇ uh)‖20,Ω+∪Ω− +
2C2

‖C(k  uh)‖20,Ω+∪Ω−
≤2C1(4µm + 2λm)

∑
s=±
(C(∇ uh),∇ uh)Ωs +
2C2(4µm + 2λm)

∑
s=±
(C(k  uh),k  uh)Ωs
≤2C4(4µm + 2λm)

I1,
where we have used the Poincare´ inequality (3.4) and C4 = max(C0C1, C0C2).
Combining the above two estimates, we have
ah(uh,uh)
≥(1− 2C4(4µm + 2λm)

)
∑
s=±
(C(∇k  uh),∇k  uh)Ωs +
γ − 2
h
‖JuhK‖20,Γ
=(1− 3C4(4µm + 2λm)

)
∑
s=±
(C(∇k  uh),∇k  uh)Ωs +
h

‖{{C (∇k  uh)n}}‖20,Γ +
γ − 2
h
‖JuhK‖20,Γ.
Taking  = 6C4(4µm + 2λm) and γˆ ≥ 4β
+β−
β+β− concludes the proof of (3.29).
From Theorem 3.6, we can see the discrete sesquilinear form (3.13) is continuous
and coercive with respect to the mesh-dependent norm (3.19). The Lax-Milgram
theorem implies the unfitted Nitsche’s method (3.14) is well-posed. The spectral
theory says the discrete eigenvalue of (3.14) can be listed as
(3.30) 0 < ω2h,1 ≤ ω2h,2 ≤ · · · ≤ ω2h,nh ,
and the corresponding L2 eigenfunctions are uh,1,uh,2, . . . ,uh,nh where nh is the
dimension of the Nitsche’s finite element space Vh,per.
4. Error estimates. In this section, we shall conduct the error analysis for
the proposed unfitted Nitsche’s method (3.14) using the Babusˇka-Osborn theory. To
prepare the error analysis, we introduce an extension operator Xs (s = ±) to extend
an H2 function defined on a subdomain Ωs to the fundamental cell Ω. For a function
v ∈ H2(Ωs), the extended function Xsv ∈ H2(Ω) is defined to satisfy
(4.1) (Xsv)|Ωs = v,
and
(4.2) ‖Xsv‖r,Ω ≤ C‖v‖r,Ωs , r = 0, 1, 2,
for s = ±.
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For s = ±, let pish be the Scott-Zhang interpolation operator [29] on H1(Ωsh). The
interpolation operator on the finite element space Vh,per is defined as
(4.3) Ihv = (pi
+
hX
+v, pi−hX
−v) ∈ Vh.
Using the same argument as in [21], we can establish the following approximation
property in the mesh-depending norm (3.19)
(4.4) v − Ihv . h‖v‖2,Ω+∪Ω− .
To adopt the Babusˇka-Osborn theory [5, 6] , we define solution operator T :
L2(Ω)→ H1(Ω+ ∪ Ω−) as
(4.5) ah(Tf ,v) = b(f ,v), ∀v ∈ H1(Ω+ ∪ Ω−)
for any f ∈ L2(Ω). The interface eigenvalue problem (3.1) can be reinterpreted as
(4.6) Tu = ζu,
where ζ−1 = ω2.
In a similar way, we can define the discrete solution operator Th : L
2(Ω)→ Vh,per
as
(4.7) ah(Thf ,vh) = b(f ,vh), ∀v ∈ Vh,per,
for any f ∈ L2(Ω). Using the discrete solution operator, the discrete eigenvalue
problem(3.14) is equivalent to
(4.8) Thuh = ζhuh,
where ζ−1h = ω
2
h.
From the definition (3.13), the sesquilinear form ah(·, ·) is Hermitian which implies
both T and Th are self-adjoint. It is also note that T and Th are compact operators
from L2(Ω) to L2(Ω). For the solution operators T and Th, we have the following
approximation operator:
Theorem 4.1. Let T be the solution operator defined in (4.5) and Th be the dis-
crete solution operator define in (4.7). Then, we have
Tf − Thf ≤ Ch‖f‖0,Ω,(4.9)
‖Tf − Thf‖0,Ω ≤ Ch2‖f‖0,Ω.(4.10)
Proof. The error estimate (4.9) can be proved by combining orthogonality, conti-
nuity, and the coercivity of the sesquilinear form ah(·, ·) and the approximation prop-
erty of the interpolation operator (4.3). The error estimate (4.10) can be established
using the Aubit-Nitsche’ argument [7, 13].
As a direct consequence of Theorem Theorem 4.1, it is straightforward to show
that
(4.11) ‖T − Th‖L(L2(Ω)) ≤ Ch2.
Denote the resolvent set of the operator T (or Th) by σ(T ) (or σ(Th) and the
spectrum set of the operator T (or Th ) by ρ(T ) (or ρ(Th)). Suppose µ is an eigenvalue
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of the compact operator T with algebraic multiplicities m. Let C be a circle in the
complex plane centered at ζ which is contained in resolvent set of T and encloses no
other spectrum points of T . When h is sufficiently small, C is also contained in the
resolvent set of Th. We define the Reisz spectral projection associated with T and C
as
(4.12) E =
1
2pii
∫
C
(z − T )−1dz.
and the discrete analogue as
(4.13) Eh =
1
2pii
∫
C
(z − Th)−1dz.
According to [6], E is a projection onto the space of generalized eigenvectors associated
with ζ and T .
Then, the Babusˇka-Osborn theory [5, 6] tells us that
Theorem 4.2. Let ζ be an eigenvalue of T with algebraically multiplicity m and
C be the circle defined above. Then, for sufficiently small h, there following statements
hold.
1. There are exactly m eigenvalues ζh,1, · · · ζh,m of T enclosed in Γ. Further-
more, lim
h→0
ζh,j = ζ.
2. Eh is a onto projection to the direct sum of the spaces of eigenvectors corre-
sponding to these eigenvalues ζh,1, · · · ζh,m of T .
3. There is a constant C independent of h such that
(4.14) δˆ(R(E), R(Eh)) ≤ C‖(T − Th)|R(Eh)‖,
where δˆ(R(E), R(Eh)) is the gap between the range of E and the range of Eh
and (T − Th)|R(Eh) is the restriction of T − Th to R(E).
Now, we are in the position to present our main results on the numerical approx-
imation of the eigenvalues and eigenfunctions:
Theorem 4.3. Let µh be an eigenvalue of Th satisfying lim
h→0
ζh = ζ. Let uh be
a unit eigenvector of Th corresponding to the eigenvalue ζh. Then there exists a unit
eigenvector u ∈ R(E) such that the following estimates hold
‖u− uh‖0,Ω ≤ Ch2‖u‖2,Ω+∪Ω− ,(4.15)
|ζ − ζh| ≤ Ch2,(4.16)
|ω2 − ω2h| ≤ Ch2.(4.17)
Proof. First, we consider the approximation capability in the eigenfunction. To
do this, we approximation theory of abstract compact operator in [6]. Theorem 7.4
in [5] implies that
‖u− uh‖0,Ω ≤ ‖(T − Th)|R(E)‖0,Ω = sup
v∈R(E)
vh=1
‖Tv − Thv‖0,Ω ≤ Ch2‖u‖2,Ω+∪Ω− ,
where we have used the approximation property (4.11). This completes the proof
(4.15).
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We then turn to the estimate (4.16). Without loss of generality, suppose u1, . . . ,
um form the unit basis for R(E). Again, the Theorem 7.3 in [6] implies that there
exists a constant C such that
(4.18) |ζ − ζh| ≤ C
m∑
j,k=1
|((T − Th)uj ,uk)|+ C‖(T − Th)|R(E)‖20,Ω.
From (4.11), the second term in (4.18) is bounded above by O(h2). We only need
to estimate the first term in (4.18). By (4.5), (4.7) and the Galerkin orthogonality
(3.18), we obtain that
((T − Th)uj ,uk) =(uj , (T − Th)uk)
=ah(Tuj , Tuk − Thuk)
=ah(Tuj − Thuj , Tuk − Thuk) + ah(Thuj , Tuk − Thuk)
=ah(Tuj − Thuj , Tuk − Thuk) + ah(Tuk − Thuk, Thuj)
=ah(Tuj − Thuj , Tuk − Thuk)
≤CTuj − ThujhTuk − Thukh
≤Ch2‖uj‖2,Ω+∪Ω−‖uk‖2,Ω+∪Ω−
≤Ch2.
(4.19)
Combining the above two estimates gives the optimal approximation property of the
eigenvalue (4.16).
To show the last estimate (3.30), we notice the fact ζ−1 = ω2 (or ζ−1h = ω
2
h) and
then it follows directly from (4.16).
Table 1: Material constants of aulminium/aluminium/epoxy
Parameters Aurum (Ω−) Aluminium (Ω−) Epoxy (Ω+)
Density ρ (kg/m3) 19500 2730 1180
Lame’s constant λ (N/m2) 4.23× 1010 4.59× 1010 4.23× 109
Shear modulus µ (N/m2) 2.99× 1010 2.70× 1010 1.57× 109
5. Numerical Examples. In this section, we shall use several benchmark nu-
merical examples to validate our theoretical results and illustrate the efficiency of
the proposed unfitted numerical method in the computation of the band structure
of the phononic crystal. In the following tests, we shall consider the aurum/epoxy
phononic crystal and the aluminium/epoxy phononic crystal as in [35]. The aurum
(Au) scatters or the aluminium (Al) scatterers are embedded in the epoxy matrix.
Their material constants are documented in the Table 1. The transverse wave speed
cs is defined as
(5.1) cs =
√
µs/ρs
for s = ±. In all the following tests, the length of unit cell a is taken as 1.
To check the convergence rate for the unfitted Nitsche’s method (3.14), we shall
approximate the convergence rate of the exact error by the rate of the following the
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relative errors
ei =
∣∣∣ω2i,hj − ω2i,hj+1∣∣∣
ω2i,hj
,
where hj is the mesh size of jth level meshes and ω
2
i,hj+1
is the ith eigenvalue on the
jth level mesh.
5.1. Square lattice with circular inclusion. In the first numerical example,
consider the square lattice with circular inclusion as shown in Figure 1. As was
mentioned at the beginning of this section, the inclusion scatter is either aurum or
aluminium and the material constants are listed in Table 1. The radius of the circular
material interface is 0.25.
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Fig. 3: Convergence rate of phononic crystal with circular inclusion. (a): au-
rum/epoxy phononic crystal; (b): aulminium/epoxy phononic crystal.
Firstly, we test the convergence for unfitted Nitsche’s method (3.14). We take
the quasi-momentum k = (pi, pi). The convergence history of the relative numerical
errors is plotted in Figure 3. Looking at Figure 3, it is apparent that the relative
errors decay quadratically for both types of phononic crystals. The second-order
convergence numerical results consist with the theoretical convergence rate predicted
by Theorem 4.3. Note the jump ratios of the material parameters are about 19 for the
aurum/epoxy phononic crystal and about 17 for the alumina/epoxy phononic crystal.
Despite the heterogeneous nature of the materials, the proposed numerical method is
theoretically and numerically proven to achieve the optimal convergence rate, which
shows its potential in the efficient computation of the band structure.
Now turn to the numerical computation of the band structure for the aurum/epoxy
phononic crystal. In the computation, the mesh size is chosen to be 1/64 and the
quasi-momentum k is taken on the boundary of the irreducible Brillouin zone. In
Figure 4, we plot the first ten normalized frequency along the direction O-X-M-O.
The normalized frequency is defined as ωa/(2pic−) where c− is the wave speed of the
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Fig. 4: Band structure of aurum/epoxy phononic crystal with circular inclusion
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Fig. 5: Band structure of aulumin/epoxy phononic crystal with circular inclusion
scatters defined in (5.1). From the graph, we can see that there are one small band-
gap opens between the second eigencurve and the third eigencurve and one relatively
large band-gap opens between the third eigencurve and the fourth eigencurve.
Then, we focus on the computation of band structure of alumina/epoxy phononic
crystal. The computational setup is the same as aurum/epoxy phononic crystal. The
first ten normalized frequency is presented in Figure 5. The most interesting aspect
of this graph is that we only observe one relatively small band-gap between the third
and fourth eigencurves. In contrast, we observed two band-gaps in the aurum/epoxy
phononic crystal.
5.2. Square lattice with flower shape inclusion. Our second numerical ex-
ample is aurum/epoxy phononic crystal with flower shape inclusion. The phononic
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Fig. 6: Bravais lattice with flower shape inclusion. (a): 2D square lattice; (b): the
unit cell; (c): the First Brillouin Zone
crystal is illustrated Figure 6. We conduct the computation in the fundamental cell
Ω with length a = 1, see Figure 6b. The flower material interface curve in polar
coordinate is given by
(5.2) r =
1
2
+
sin(5θ)
7
,
which contains both convex and concave parts.
Firstly, we verify the established theoretical results. Figure 7 shows the conver-
gence curve of the relative error for the first six eigenvalues. What stands out in the
figure is that the relative error converges optimally at the rate of O(h2) as predicted
by Theorem 4.2. The numerical results demonstrate the flexibility of the he proposed
method in handling interfaces with complicate geometries.
Let us now turn to look the computation of the band structure. In this test, we
take the mesh size h = 164 . The first ten normalized frequency along O-M-X-O is
plotted in Figure 8. Similar to aurum/epoxy phononic crystal with circular inclusion,
there are two band-gaps open: the relatively smaller band-gap is between the second
and the third eigencurves; the relative larger band-gap is between the third and the
fourth eigencurves. An inspection of the data in Figure 8 reveals that the band-gap
is relatively larger than the circular inclusion case.
6. Conclusions. In this paper, a new finite element method for computing the
band structure of phononic crystals with general material interfaces is proposed. To
handle the quasi-periodic boundary condition, we transform the equation into an
equivalent interface eigenvalue problem with periodic boundary conditions by applying
the Floquet-Bloch transform. The distinguishing feature of the proposed method
is that it does not require the background mesh to fit the material interface which
avoids the heavy burden of generating a body-fitted mesh and simplifies the impose of
periodic boundary condition. Furthermore, the performance of the proposed method
is theoretically founded. We show the well-posedness of the proposed method by using
a delicate argument of the trace inequality. With the aid of the Babusˇka-Osborn
theory, we prove the proposed method achieves the optimal convergence result at the
presence of material interfaces. The theoretical convergence rate is validated by two
18 H. GUO, X. YANG AND Y. ZHU
10−2.7 10−2.6 10−2.5 10−2.4 10−2.3 10−2.2 10−2.1 10−2 10−1.9
10−3
10−2
10−1
2
1
h
E
rr
o
r
e1
e2
e3
e4
e5
e6
Fig. 7: Convergence rate of aurum/epoxy phononic crystal with flower shape inclusion
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Fig. 8: Band structure of aurum/epoxy phononic crystal with flower shape inclusion
realistic numerical examples. We also demonstrate the capability of the proposed
methods in the computation of band structure without fitting the material interface.
Acknowledgment. H.G. was partially supported by Andrew Sisson Fund of
the University of Melbourne, X.Y. was partially supported by the NSF grant DMS-
1818592, and Y.Z. was partially supported by NSFC grant 11871299.
REFERENCES
UNFITTED COMPUTATION OF BAND STRUCTURE 19
[1] S. C. Aduloju and T. J. Truster, A primal formulation for imposing periodic boundary
conditions on conforming and nonconforming meshes, Comput. Methods Appl. Mech.
Engrg., 359 (2020), pp. 112663, 29.
[2] H. Ammari, B. Fitzpatrick, H. Kang, M. Ruiz, S. Yu, and H. Zhang, Mathematical and
computational methods in photonics and phononics, vol. 235 of Mathematical Surveys and
Monographs, American Mathematical Society, Providence, RI, 2018.
[3] H. Ammari, H. Kang, and H. Lee, Asymptotic analysis of high-contrast phononic crystals and
a criterion for the band-gap opening, Arch. Ration. Mech. Anal., 193 (2009), pp. 679–714.
[4] H. Ammari, H. Lee, and H. Zhang, Bloch waves in bubbly crystal near the first band gap: a
high-frequency homogenization approach, SIAM J. Math. Anal., 51 (2019), pp. 45–59.
[5] I. Babusˇka and J. E. Osborn, Finite element-Galerkin approximation of the eigenvalues and
eigenvectors of selfadjoint problems, Math. Comp., 52 (1989), pp. 275–297.
[6] I. Babusˇka and J. E. Osborn, Eigenvalue problems, in Handbook of numerical analysis, Vol.
II, Handb. Numer. Anal., II, North-Holland, Amsterdam, 1991, pp. 641–787.
[7] S. C. Brenner and L. R. Scott, The mathematical theory of finite element methods, vol. 15
of Texts in Applied Mathematics, Springer, New York, third ed., 2008.
[8] E. Burman, Ghost penalty, C. R. Math. Acad. Sci. Paris, 348 (2010), pp. 1217–1220.
[9] E. Burman, S. Claus, P. Hansbo, M. G. Larson, and A. Massing, CutFEM: discretizing ge-
ometry and partial differential equations, Internat. J. Numer. Methods Engrg., 104 (2015),
pp. 472–501.
[10] Y. Cao, Z. Hou, and Y. Liu, Finite difference time domain method for band-structure cal-
culations of two-dimensional phononic crystals, Solid State Communications, 132 (2004),
pp. 539 – 543.
[11] F. Casadei, J. Rimoli, and M. Ruzzene, Multiscale finite element analysis of wave propa-
gation in periodic solids, Finite Elements in Analysis and Design, 108 (2016), pp. 81 –
95.
[12] Z. Chen and J. Zou, Finite element methods and their convergence for elliptic and parabolic
interface problems, Numer. Math., 79 (1998), pp. 175–202.
[13] P. G. Ciarlet, The finite element method for elliptic problems, vol. 40 of Classics in Applied
Mathematics, Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA,
2002. Reprint of the 1978 original [North-Holland, Amsterdam; MR0520174 (58 #25001)].
[14] C. Comi and J.-J. Marigo, Homogenization Approach and Bloch-Floquet Theory for Band-
Gap Prediction in 2D Locally Resonant Metamaterials, J. Elasticity, 139 (2020), pp. 61–90.
[15] E. N. Economou and M. Sigalas, Stop bands for elastic waves in periodic composite materials,
The Journal of the Acoustical Society of America, 95 (1994), pp. 1734–1740.
[16] L. C. Evans, Partial differential equations, vol. 19 of Graduate Studies in Mathematics, Amer-
ican Mathematical Society, Providence, RI, second ed., 2010.
[17] H. Guo and X. Yang, Gradient recovery for elliptic interface problem: III. Nitsche’s method,
J. Comput. Phys., 356 (2018), pp. 46–63.
[18] H. Guo, X. Yang, and Y. Zhu, Unfitted Nitsche’s method for computing wave modes in topo-
logical materials, arXiv e-prints, (2019), arXiv:1908.06585, https://arxiv.org/abs/1908.
06585.
[19] A. Hansbo and P. Hansbo, An unfitted finite element method, based on Nitsche’s method, for
elliptic interface problems, Comput. Methods Appl. Mech. Engrg., 191 (2002), pp. 5537–
5552.
[20] A. Hansbo and P. Hansbo, A finite element method for the simulation of strong and weak
discontinuities in solid mechanics, Comput. Methods Appl. Mech. Engrg., 193 (2004),
pp. 3523–3540.
[21] P. Hansbo, M. G. Larson, and K. Larsson, Cut finite element methods for linear elasticity
problems, in Geometrically unfitted finite element methods and applications, vol. 121 of
Lect. Notes Comput. Sci. Eng., Springer, Cham, 2017, pp. 25–63.
[22] R. Hu and C. Oskay, Spectral variational multiscale model for transient dynamics of phononic
crystals and acoustic metamaterials, Comput. Methods Appl. Mech. Engrg., 359 (2020),
pp. 112761, 26.
[23] M. Juntunen and R. Stenberg, Nitsche’s method for general boundary conditions, Math.
Comp., 78 (2009), pp. 1353–1374.
[24] M. Kafesaki and E. N. Economou, Multiple-scattering theory for three-dimensional periodic
acoustic composites, Phys. Rev. B, 60 (1999), pp. 11993–12001.
[25] C. Kittel, Introduction to Solid State Physics, John Wiley & Sons, Inc., New York, 8th ed.,
2004.
[26] M. S. Kushwaha, P. Halevi, L. Dobrzynski, and B. Djafari-Rouhani, Acoustic band struc-
ture of periodic elastic composites, Phys. Rev. Lett., 71 (1993), pp. 2022–2025.
20 H. GUO, X. YANG AND Y. ZHU
[27] E. Li, Z. C. He, G. Wang, and G. R. Liu, An ultra-accurate numerical method in the design
of liquid phononic crystals with hard inclusion, Comput. Mech., 60 (2017), pp. 983–996.
[28] W. Li and W. Chen, Simulation of the band structure for scalar waves in 2D phononic crystals
by the singular boundary method, Eng. Anal. Bound. Elem., 101 (2019), pp. 17–26.
[29] L. R. Scott and S. Zhang, Finite element interpolation of nonsmooth functions satisfying
boundary conditions, Math. Comp., 54 (1990), pp. 483–493.
[30] M. M. Sigalas and C. M. Soukoulis, Elastic-wave propagation through disordered and/or
absorptive layered systems, Phys. Rev. B, 51 (1995), pp. 2780–2789.
[31] O. Sigmund and J. Jensen, Systematic design of phononic band&#x2013;gap materials and
structures by topology optimization, Philosophical Transactions of the Royal Society of
London. Series A: Mathematical, Physical and Engineering Sciences, 361 (2003), pp. 1001–
1019.
[32] S. Sticko, G. Ludvigsson, and G. Kreiss, High-order cut finite elements for the elastic wave
equation, Advances in Computational Mathematics, 46 (2020), p. 45.
[33] C. Valencia, J. Gomez, and N. Guar´ın-Zapata, A general-purpose element-based approach
to compute dispersion relations in periodic materials with existing finite element codes,
Journal of Theoretical and Computational Acoustics, 27 (2019), p. 1950005.
[34] I. A. Veres, T. Berer, and O. Matsuda, Complex band structures of two dimensional
phononic crystals: Analysis by the finite element method, Journal of Applied Physics,
114 (2013), p. 083519.
[35] L. Wang, H. Zheng, X. Lu, and L. Shi, A Petrov-Galerkin finite element interface method for
interface problems with Bloch-periodic boundary conditions and its application in phononic
crystals, J. Comput. Phys., 393 (2019), pp. 117–138.
[36] H. Wu and Y. Xiao, An unfitted hp-interface penalty finite element method for elliptic inter-
face problems, J. Comput. Math., 37 (2019), pp. 316–339.
[37] J. Xu, Error estimates of the finite element method for the 2nd order elliptic equations with
discontinuous coefficients, J. Xiangtan Univ., 1 (1982), pp. 1–5.
[38] H. Zheng, C. Zhang, Y. Wang, J. Sladek, and V. Sladek, Band structure computation of
in-plane elastic waves in 2D phononic crystals by a meshfree local RBF collocation method,
Eng. Anal. Bound. Elem., 66 (2016), pp. 77–90.
