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In this paper we examine the topological characteristics of the set of all 
mappings which are realized by cellular automata. The set of all configurations 
over a symbol set ~) is denoted by C(Q). We show that the set of all global 
mappings denoted by ~'(Q) is nowhere dense in ~(Q) but is everywhere dense 
in o~z(Q) under the pointwise topology, where oN(Q) and d/d'~(Q) denote the set 
of all continuous mappings in C(Q) c~Q~ and the set of all mappings in C(Q) ccQ) 
which is commutative with the shift transformations, respectively. It is also 
shown that o~(Q) is not compact under pointwise topology. Several subsets of 
o~(Q) are defined and their distributions in 5(Q) and closure properties are  
discussed. 
1. INTRODUCTION 
A cellular automaton is an automaton that is composed of uniformly inter- 
connected identical finite automata, where the component automaton is called 
a cell. In this paper we assume that each cell is placed at a lattice-point of two- 
dimensional Euclidean space. The behavior of a cell is determined by the local 
transition function of its states and those of its neighboring cells. 
The study of cellular automata can be motivated by both a variety of practical 
applications and several theoretical considerations. Cellular automata have been 
applied in such diverse areas as pattern recognition, machine self-reproduction, 
modeling of biological growth systems, and parallel processing systems (see, 
e.g., Aladyev, 1974). 
Hedlund (1969) and Richardson (1972) each independetly characterized 
global mappings by assigning the product topology induced by the discrete 
topology of Q (i.e., Baire's topology) into the set of all configurations C(Q). 
This topological approach is useful in examining the broader aspects of the set 
of cellular automata. In this paper we take into account some classes of cellular 
automata nd want to characterize them from the topological viewpoint. 
After preliminaries in Section 2, we study the denseness and the sparseness 
of some fundamental subsets of C(Q) c(°~ under pointwise topology in Section 3. 
Next we study the compactness of ~(Q) ,  which is important in connection with 
the closure property of o~(Q) under the functional composition operation. 
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2. DEFINIT IONS AND BASIC RESULTS 
We first present he definitions that relate to cellular automata. Let Z and N 
denote the set of all integers and the one of all nonnegative integers, respectively. 
Let Q be a finite set of symbols called the cell state. A convenient choice of 
is the set {0, 1,..., q - -  1}. A configuration over a set Q is a mapping from Z 2 
into Q, where Z 2 is the direct product of Z, and the set of all configurations i
denoted by C(O). The cardinal of a set E is denoted by card E. Let D be a subset 
of Z 2 such that card D < oo. A mapping from D into Q is called a pattern with 
domain D. For x ~ C(Q), let (X[ D) denote the restriction of x to D. Then 
(x [ D) is a pattern with domain D. 
Let m = (ml, m2) ~ N 2 and let z = (z 1 , zu) c Z 2. Corresponding to m and z, 
we define the set D(z, m)  and K(z, m)  as follows: 
D(z, m)  = {(rl, r2); I r i - -  zi I ~< mi, i • 1, 2}, 
S (z ,  m)  = {( r l ,  r2); z i ~ r i ~ gi ~- ~/gi, i = 1, 2}. 
For convenience, D((O, 
and K(m), respectively. 
We define a metric d 
0), (m, m) and K((O, 0), (m, m)) are abbreviated to D(m) 
on C(9 ) as follows. For x, y ~ C(Q), 
d(x,y) ~-0 if x=y,  
(1 + k) -1 if x #y ,  k = rain{j; (x I D(j)) # (y[D( j ) )}.  
It  is easily verified that d is a metric of C(Q). This metric d is known as Baire's 
metric and the metric topology induced by d coincides with the product opology 
induced by the discrete topology of Q. The metric space C(Q) is the configuration 
space over 9.  I f  card 9 = 1, C(9 ) contains just one point. I f  card 0 > 1, then 
C(O) is a compact, totally disconnected, perfect, and metric space. Let J/Z(Q) 
denote the set of all mappings from C(Q) into itself, that is J / /(9) = C(9)c(°)" 
The projection with respect to i e Z 2 is the mapping P i :  C (~)~Q defined 
by pi(x) = x(i), x e C(Q). For i e Z 2, let f i  be a mapping from C(0 ) into Oi,  
where Qi = Pi(C(Q)) . Then the product of such f~, i e Z ~, which is denoted 
by I-Ii~z2fi is a mapping defined by 
• i~Z 2 
Let F ~ J / (~) .  F is said to be paralMly decomposable if there exists a f i  for 
each i such that F = I-[i~z2fi. 
Remark 2 1. Let F~Jd((Q) and let f i  =ploF ,  where o denotes the func- 
tional composition operation defined by (P i  °/V)(x) = pi(F(x)). Then F is paral- 
lelly decomposable us ingf i ,  i ~ Z "2. 
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Remark 2.2 (Kodama and Nagami, 1974). Le tF  c .~(Q) and letF = I-Ii~z~fi- 
Then the following statements are equivalent. 
(1) F is a continuous mapping. 
(2) For i ~ Z 2, f i  is a continuous mapping. 
Let z ~ Z 2. The shift transformation crz is the ampping from C(Q) into itself 
defined by 
[aZ(x)](r) = x(r -+- z) for any x ~ C(Q) and r ~ Z z. 
In particular, we denote a (1,°) and #0.1) by % and %, respectively. Let F c ~(Q)  
and let 0 = (0, 0). F is said to be parallelly and uniformly decomposable if there 
exists fi for each i such that F = [Ii~z~fi and fi =fo ° oi. The mapping )co is 
often abbreviated to f and is called the local mapping of F. If a mapping F
~(Q)  has a parallel-uniform decomposition and the cardinal of the domain of 
its local mapping is finite, then F is realizable by means of a cellular automaton. 
Remark 2.3 (Hedlund, 1969; Richardson, 1972). Let F~(Q) .  Then F is 
realizable by means of a cellular automaton iff the following conditions (1) and (2) 
hold. 
(1) F is a continuous mapping. 
(2) Fo~=o-  ioF , i=  1, 2. 
Roughly speaking, condition (1) assures that the cardinal of the domain of the 
local mapping is finite and condition (2) assures that the parallel decomposition 
ofF, that is, I-Ii~z~fi is uniform. 
A mapping that is realized by means of a cellular automaton is said to be a 
global mapping. 
For s E Q, let ~ denote a configuration such that ~(i) = s for each i e Z 2. 
We introduce several subclasses of ~(Q) .  
Notation. (1) ~(Q) = {F e ~#(Q); F is continuous}. 
(2) ~¢l~(Q) ={Fc~/A/(Q);Fo(r i = aioF,  i = 1, 2}. 
(3) ~(Q)  = {F~SZ(Q) ;F (0)  = 0}. 
(4) Z(Q) = {a*; z e Z2}. 
Let ~'(Q) denote the set of all global mappings and let ~0(Q) = {F e ~'(Q); 
F(0) = 0}, where 0 is said to be the quiescent configuration. Often a global 
mapping F is defined so as to satisfy the condition F(0) = 0 (e.g., Rechardson, 
1974). Since this condition is not essential in many cases, we do not impose this 
condition on the global mappings. 
Remark 2.4. ~(Q)  = Jg(Q) c~ ~(Q) .  ~00(Q) = ~-(Q) c~ ~0(Q). 
Proof. It is obvious from Remark 2.2. Q.E.D. 
643/43/2- IO 
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Let ~(Q)  denote the set of all global mappings F ~ y (Q)  such that the 
domain of the local mapping of F is contained in K(r) for some r ~ N. 
Remarh 2.5 (Hedlund, 1969). (1) ~(Q)  = {~* oF; z ~ Z 2, F~ ~(Q)}  = 
Z (Q) o o%(Q). 
(2) ~(Q)  c j (Q)  C C~(Q). 
(3) ~(Q) 2 ~-(Q), ~0(9) ~¢ o%(Q). 
Let E be a subset of J~(Q). By the pointwise topology of E we mean the relative 
topology of ~(Q)  in which the product topology induced by Baire's metric 
topology of C(Q) is assigned. Formally, the pointwise topology is the one 
generated by the sets U(F; X 1 . . . .  , xk, •) = {G ~ E; maxl<i< K d(F(xi), G(xi)) < •}, 
for F~E,  x i~ C(Q) (i = 1, 2,..., h) and • > 0, as a basis. Throughout he 
remainder of this paper we assume that pointwise topology is assigned to each 
subset of dr(Q). 
3. DISTRIBUTION 
We observe that card JZ(Q) = 2~1 and card ~0(Q) ~- 2~1 since card C(Q) = 
1I 1 and that card CC(Q) = 111 and card 3~z(Q) = 111- Since o~(Q) is a countable 
set, it is conjectured that ~-(Q) is relatively sparse in such sets. In this section 
we examine the distributions of the subsets of J J(Q) under pointwise topology. 
DEFINITION 3.1 (Sears, 1971). (1) Let E be a subset of X. Then E is 
nowhere dense in X iff for any open set O C X there exists an open set O' :/= 2~ 
such that O' C O and O' ch E =- ;3. 
(2) Let E be a subset of X. Then E is everywhere dense in X iff for any 
open set O, O ch E @ 2~ holds. 
Let O be any open sets of E. Then it is easy to verify that there exists a base 
O* = U(F; xl ,..., x~, •) for F ~ E, xi ~ C(Q) (i ~ 1, 2 , . ,  k) and e > 0 such that 
O* C O. Hence, to prove the everywhere denseness and the nowhere denseness 
we have only to show that the condition of Definition 3.1 holds when the open 
sets are the basis. Hereafter we assume that each open set O is a base. 
PROPOSITION 3.1. C~(Q) is everywhere dense in ~/~(Q). 
Proof. Let F ~ Jd(Q) and let x 1 ..... xl~ be arbitrary elements of C(Q). Let 
E > 0 and let O be an open set such that U(F; x 1 ..... x~, •). Choose r E N such 
that (1 -~- r) -1 < • and let i ~ D(r). Then there exists a finite subset Di of Z ~ 
containing i for each i such that (x i l Di) ~= (x; I Di) if i v ~ j (i, j = 1, 2,..., k). 
I f  j ~ D(r), then let D i be a subset of Z 2 defined above. 
I f  j 6 D(r), then let Dj = D(j, (0, 0)). 
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Let  Q D denote the set {(x D); x e C(Q)}. Let  j e Z 2 and define gj : Qei---~ Q j ,  
where Qi = Q by 
gj(x I Di) = (F(x))( j )  if j ~ D(r) and (x I Dj) = (x i [ D]), i = 1, 2,..., k. 
= x(j) otherwise. 
Since the discrete topology is assigned to Q, gj is continuous for each j a Z% 
Let G = I-J[j~z~ gj • It  follows from Remark 2.2 that G is continous, that is, 
G e c~(Q). Since (F(x~)) (i) = (G(xi)) (i) for i e D(r) and i = 1, 2 ..... k, it holds 
that G e O. This  implies that O n c~(Q) @ ~.  Q.E.D. 
PROPOSITION 3.2. 3¢'~(Q) is nowhere dense in dr (Q) .  
Proof. Let  F ~ d//(Q) and let x l , . . . ,  x~,, be arbitrary elements of C(Q). Let  
e > 0 and let Q be an open set such that U(F; x 1 ..... x~., e). Choose r e N such 
that (1 +r )  -1 <e.  Let  r 1 =( r+ ] , r - /  1) and let r~ =(r@2,  r@2)  and 
define G e /~(Q)  by 
(G(x))(i) = 0 if x = 0 and i = r t .  
= 1 if x=0and i=r2 .  
: (F(x))( i )  otherwise. 
It  is easy to see that G is well defined and that d(G(xi), F(xO) < (1 + r) -1 for 
i 1, 2 , . ,  h'. Thus  Gc  O. Choose 8 > 0 such that 8 < (r + 3) -1 . I f  x i @ 
for i = 1,..., h', then we rearrange the set {x 1 ,..., xT~, } by adding a configuration 
to them such that {Yl , . . . ,Y J ,  where Yl = 0 and k = k' -b 1 if x~ v 6 0 for 
i = 1,..., h', k = k' if otherwise. Let  O' = U(G; Yl ,...,Ye, 8). Then O'  =/= 
and O' C O. Let  G'  be any element of O'. Then  
((~(~a~ o a ' ) (~) ) (n )  = (~"a~(G'(O)))(r~) 
= (G' (0) ) ( r J  
= (a(0) ) (~)  
and 
((G' o ~11,1))(0))(n) = (a ' (a~la)(0)) ) (n)  
= (a'(O))(~,) = (a(~))(~,) 
=0. 
Thus #1,11 o G'  @ G'  o am1), that is, G '  ¢ ~(Q) .  
This  implies that o~z(Q) c~ O'  = ~.  Q.E.D.  
PROPOSITION 3.3. Yg'o(Q) is nowhere dense in J~(Q). 
246 HARAO AND NOGUCHI  
Proof. Let O be any open set such that U(F; x 1 ,..., x~, E), where F e J/[(Q). 
Choose r e N such that (1 4- r) - t  < e. Define G by 
(G(x))(j) = 1 if x=0and jCD(r ) ,  
= (F(x))(j) otherwise. 
It  is easy to verify that G is well defined. 
Let O' = U(G; x 1 ..... xT~, O, (1 -}- 2r)-~). Then O' ~= ~ and O' C O. 
Let G' ~ O'. Since d(G(O), G'(0)) < (1 + 2r) -a, it holds that when i ~ (D(2r) - -  
D(r)), (G'(0))(i) = 1. It therefore follows that G'ql 3zE0(O). This means that 
O' c~ ~o(Q) = ~.  Q.E.D. 
Now we examine the distributions of ~' (Q)  in the sets ~(Q), ~(Q)  and, 
~o(Q). 
THEOREM 3.1. ~(Q)  is nowhere dense in ~(Q). 
Proof. Let O be any open set of ~(Q) such that U(F; xz,... , x l ,  E), where 
F E ~(Q). We rearrage the set {x 1 ,..., xz} by adding a configuration 0 if x i @ 0 
for i~  I .... , l such  that {yl,...,yl~}, where Yl ~0 and k ~ l+ 1 if xi=# 
for i = 1,..., l, k = l if otherwise. Choose r~N such that (1 @ r) -1 < e and 
assume that (F(0)) (0) = s ~ Q. Then define G by 
(G(x))(i) = (F(x))(i) if i c D(r), 
= t(v~ s) if i ¢ D(r) and x =- y l ,  
= arbitrary otherwise. 
Let G = I-Ii~z2 gi • It is noticed that i f F  = I-Ii~z2fi then G can be constructed 
by defining as follows. When i ~ D(r), gi = fi  and when i ~ D(r) gi = f~,  where 
f~ is a mapping whose domain is {i} such thatf~(0) = t andre(a) = a if a @ 0. 
It  is easy to see that G a O and G is continuous. Let 3 > 0 such that ~ < (2 + r) -1. 
Let O' denote an open set such that U(G; Yl .... , y~, 3). Then O' v~ ;~ and 
O' C O hold. Suppose that G' ~ O' and that G' = ([ I~z2 g'i). Let r = (r @ 1, 
r + 1). Then 
((err " G ' ) ( ) ) (0 )  = (c r r (G ' (0 ) ) ) (0 )  
= (or 
ieZ 2 
(o ' (n  
ieZ 2 
=g;(O) =g~O) = t 
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and 
(W . ,)(0))(0) = (a ' (~,(~))) (0)  
: (e '0 ) ) (0 )  
--((n g;) < (o) 
iEZ 2 
-= go(0) = go(0) = s (T £: t). 
Hence, G'  o er @ ar o G'.  This  means that G'  ¢ ~-(Q),  that is, O' n 5 (Q)  = ;3. 
Q.E.D.  
THEOREM 3.2. y(Q)  is everywhere dense in 3f'z(Q). 
Proof. Let  O be any open set of Yfz(Q) such that U(F; & ,..., xk,  e), where 
F e -a~(Q). Choose r e N such that (1 + r) -~ < e. Let  S(& ,..., x~) denote the 
set {ai(x~); i = 1, 2,..., k, i c D(r)}. Then there is a finite subset D of Z 2 that 
contains 0 such that 
(Y~]D)@(Y J lD)  for Y i ,Y jeS(x  1 .... ,x~) i f iv~j .  
Define go : QD __+ Qo where Qo = Q by 
go(x I D) = (F(y i ) ) (0)  if (x ]D)  = (y ,  I D) andy~S(& .... , x~), 
~- x(0) otherwise. 
For  i ~ Z 2, let gi -~  go  o a i .  Let  G = I~ii~z~ gi • Then it is easy to verify that 
ai o G = G o ai for each i ~ Z z. This  means that G e ~-(Q). F rom the definition 
of G, it holds that 
(F(xi))(j) = (ai(F(xi)))(O) = (F(a](xi)))(O) = fo((r~(xi)[D) 
= go({~](x3 ] D) = (G(aJ(xD))(O) 
= ((~] o c)(~,))  (0) = (C(x3)( i )  
for any j ~ D(r) and i = 1, 2,..., h. This  means that d(F(xi), G(x~)) < (1 + r)-L 
I t  therefore follows that O n ~-(Q) va ;3. Q.E.D. 
THEOaEM 3.3. ~0(Q) is nowhere dense in #go(Q). 
Proof. Let  O be any open set of JC0(Q)' such that u (F ;  X 1 ,..., & ,  e), where 
F c 3(fo(Q). Choose r ~ N such that (1 + r) -1 <,  and let (F(1))(0) = t. Define 
G by 
(G(x))(i) = (F(x))(i) if i e D(r), 
=s(vat )  if i6O( r )  andx=l ,  
= arbitrary otherwise. 
The concrete definition of G is similar to Theorem t.1. 
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It is easy to see that G ~ O. Choose 3 such that 3 < (2 + r)-L We rearrange 
the set {x~ .... , xz} by adding a configuration 1 if x i =/= 1 for i ---- 1, 2,..., I such 
that {y~ ..... y~}, where y l  = 1 and k = l if x i =/= 1 for i = 1, 2,..., l, k ~ l if 
otherwise. Let O' = U(G; y~ ..... y~ , ~). From the definition of 0' ,  it holds 
that O' =/= ~ and O' C O. Let G' ~ O' and let G'  = rli~z~ gi • Assume that 
r = (r + 1, r + 1). Then  it holds that 
((o, 
i eZ  2 
= g; ( i )  = s 
and ( (G'o  ar)(i))(0) = (G'(i))(0) = go(i) = t. Hence (a 'o G') =/= (G 'o  ar). This 
implies that O' C~ o~(Q) - -  2~. Q.E.D. 
We now examine the distributions of ~(Q)  and ~0(Q) in ~(Q) .  We observe 
that a(~.~) ~ ~(Q)  provided z l ,  z2 ~> 0, but when card Q > 1, a (~'z~) ~ ~(Q)  
if z 1 < 0 or z 2 < 0. Let F 6 ~(Q) .  Then  it follows from Remark 2.5 that F is 
decomposed such that F = aZo G where G ~ ~(Q)  and az$ ~(Q) .  
LEMMA 3.1. Let F 6 ~(~)  and let 0 be any open set of o~'(~) such that 
U(F; xl , x 2 ,..., x~, , e), x i ~ C(~) (i = 1, 2 ..... k') and e > O. Then there exists 
an open set O' ~ ~ such that O' C 0 and O' (~ ~'~(~) - -  ~ .  
Proof. Suppose that F = a*o F ' ,  where av ~ ~(Q)  and F '  ~ ~(9) .  Let 
A = {(/1, i2); i 1 ~ 0 and i 2 ~ 0} and let x* be a configuration such that x*(i) = 0 
if i ~ A and x*(i) = 1 if i ~ A. Choose m ~ N such that K(m) contains the whole 
elements of the domain of the local mapping o fF ' .  Then  (F'(x*))(i) is s ~ if 
i ~ A and is t ~ ~ if i ~ A, where .4 = {(il, is); i l ,  i s ~ (1 - -  m)}. Hence (F(x*)) 
(i) is s if i ~ (A - -  v) 1 and is t if i e A - -  v). Choose r1 ~ N such that (1 + rl)-1 ~ e 
and if v = (v l ,  v2) let r 2 = max{I v 1 ], I v~ t}. Let r = r 1 q- r o and choose 
3 > 0 such that 3 < (1 q- r) -1. We rearrange the set {x 1 .... , xk, } by adding a 
configuration x* ifx~ v a x* for i = 1 .... , k' such that {x 1 ,...x, k} where x 1 -= x* 
and k = k' q- 1 if x =~ x* (i = 1 ..... k') and k = k' otherwise. 
Let S(x  1 ,..., x~) denote the set {a*(xi); i c D(r) i = 1 .... , k}. Then  there exists 
a l~N such that (y~ [ D(l)) ~ (Ys [ D(1)) for y i ,  yj  ~ S(x~ ,..., x~) if i vaj.  I t  is 
noticed that (al(x *) [ D(l)) ~ (aJ(x*) [ D(l)) for i, j ~ D(r) if i =~ j. Let r = (r, r) 
and define go : ~v(~ ~ Qo where Qo = Q by 
1A :k v = {x ± v; x~A}. 
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go(Y I D(0) = (F(x*))( j)  if (y  I~(Z))  = (o(x*)  I D(1)) and j e (D(r) -- {r}, 
s'(--fi s) if (y ] D(1)) = (ar(x*) I D(1)) ,
= (F(x~))(j) if (y  ] D(l)) = (aJ(xi) ! D(l))(i = 2,..., k) and j e D(r), 
= y(O) otherwise. 
It  is easy to verify that go is well defined. For  i ~ Z 2, let gi : go o a i and let 
G = [Ii~z~ g i .  F rom the definition of G, it holds that d(F(yi), G(yi) ) < E. 
Let  O '= u(G;  x 1 , . . . ,x~,  ~). It  is obvious that O 'C  O and 0'=/= ;J. Let  
G' ~ 0'.  Since - -v  c D(r), it holds that 
(G'(x*))(--v) = (a(x*)) ( - -v)  = (E(x*))(--v) = s 
and 
(G'(x*))(r) = (G(x*))(r) = gM*  I D(0  + v) = (g'  o og(x* I D(l) @ v) 
= go(,~r(~ *) I D(0) = s ' (#  s). 
Thus  (G ' (x*) ) ( - -v )  v~ (G'(x*))(r).  
(z) 
s s s s s 
5 s s 
sis s s x 
t l  s s s s s~ -~~ ~ ~ ~ ~: D(r) Is 
i i i :i I. 
~ t t t t t t t i t  ~ 
(31 
s 
s 
s 
s 
sis 5 s s 
r) ss  s ss :  
t s s s s s~ 
:[0 i 
(4) 
FIG. 1. The configurations used in Lemma 3.1: (1) the configuration x*; (2) the 
configuration F'(x*); (3) the configuration F(x*); (4) the configuration G(x*). 
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On the other hand, let H E ~(Q) ;  then it always holds that 
(H(~*))(--v) = (H(~*))(r). 
Thus H ¢ O'. It therefore follows that O' c3 ~(Q)  = 2~. Q.E.D. 
PROPOSITmN 3.4. ~(Q)  is nowhere dense in ~-(Q). 
Pro@ Let O be any opsen set such that U(F; xl .... , x~, E) where F ~ o~(Q) 
and e > 0. I f  F ¢ o~(Q), the proof is obvious from Lemma 3.1. We suppose 
that F 6 ~(Q)  and show that there exists a G ~ O and an open set O' that 
contains G such that G ¢ ~,~(Q) and O' C O. 
Choose r ~ N such that (1 + r) -1 < e. Let S(x 1 ,..., xk) denote the set {a~(x~); 
z ~ D(r) i = 1, 2,..., k}. Then there exists a 1 ~ N and a configuration x* such that 
\ 
(Y~ I K(1)) ~= (x* I K(1)) for each y, e S(xl ,..., x~). 
Let B denote a pattern (x* 1K(l)). Let Z = {(i, --1), ( - -1, j ) ;  0 ~< i, j ~< r} 
and let p be a pattern p: E --> Q. Let E* = (E w K(r)). By p to B, we mean a 
pattern such that 
(P to B)(i) = p(i) if i ~ E, 
= B(i) if i ~ K(r). 
Let Pl ~ P2 and let x~*, x~* be configurations such that (x~* ] E*) = Pl ~ B and 
(x~* I E*) = P2 to B. Corresponding toE*, we define a local mappingg as follows. 
g(x lE* )=s  if x=x* ,  
=t( : /=s)  if x=x* ,  
-~ (F(x))(0) otherwise. 
Let gi --  go ° ai and let G = I-[i~z2 gi .  Then we observe that G ¢ ~(Q)  and 
d(F(x~), G(x~)) < • for i = 1 ..... k, that is, Ga  O. Let ~ < • and let O' = 
w(G, o x 1 ..... xk, x~, x2* , 3). Then G ~ O' and O' C O. This completes the proof. 
Q.E.D. 
PROPOSITION 3.5. ~(Q)  is neither everywhere d nse nor nowhere dense in ~(Q).  
Proof. Let F ~ ~-(Q) be a global mapping such that F(0) @ 0, and let E > 0. 
We can verify that G(0) =/= 0 provided G ~ U(F; O, Q. This implies that U(F; 
0, e) n o~0(Q) = N. Hence o~0(Q) is not everywhere dense in ~'(Q). To prove 
the latter case, we show that there exists an open set O such that for any open 
set O 'C  O, it holds that O' n:~(Q)# ~, Let • < ½ and for Fa~(Q)  let 
0 = U(F; O, e). Suppose that G ~ O; then (G(O))(O) = (F(O))(O):  0 since 
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d(G(O)) < e. Let f  and g denote the local mappings ofF and G, and let D and D' 
denote the domain of F and G, respectively. Then g(0 1 D') = f(0 [ D) = 0. It 
therefore follows that g*(O1D' + v) = (go ~*)(0 E D' + v) = g(D ] D') = 0 
for any r, that is, G(0) = 0. Thus for any open set O' such that O' C O, it holds 
that O' ~ o%(Q) H ~. Q.E.D. 
Hedlund (1969) conjectured that the set of all injective global mappings 
denoted by ~4(Q) may be relatively sparse in the set o~(Q). Sears (1971) proved 
the problem affirmatively under pointwise topology. Hence Y~ (Q) is nowhere 
dense in •(Q). He also showed that the set of all surjective global mappings 
denoted by ~(Q) is everywhere dense in ~-(Q) under pointwise topology. The 
relationship between the results obtained here is illustrated in Fig. 2. 
MQ) 
t\/ 0 ,0,, 
FIO. 2. (1) cg(Q) is everywhere dense in ~'(Q). (2) oi/'z(Q) is nowhere dense in Md(Q). 
(3) ~0(Q) is nowhere dense in Jg(Q). (4) o~(O) is nowhere dense in g(O). (5) ~'(Q) is 
everywhere dense in ]F2(Q). (6) ~'0(Q) is nowhere dense in Yg0(O). (7) ~(Q) is nowhere 
dense in o~-(Q). 
4. COMPACTNESS 
One of the fundamental problems in cellular automata is the study of the 
sequence x, F(x), F(x),.... A study related to this problem is the study of the 
sequence F, F 2, Fa,.... In this section, we examine the closure properties of the 
subclasses defined in Section 2 under the functional composition operation; 
Since d/l(Q) is compact from Tychonoff's theorem, the compactness of a 
set is equivalent to the elosedness of a set. Let (A, <) denote a directed set of 
indices, and let (Fa)ae A denote a directed family of points. If the converged point 
of (Fa)a~ A exists, then it is denoted by lima~AF a . 
THEOREM 4.1. d~z(Q) is compact. 
Proof. Let (F~)a~ A be a directed family of points that converges to F, where 
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for each h c A, F a E 3~z(Q). To show that ~(Q)  is a closed set, we demonstrate 
that F e 3(~(Q). For any z e Z 2, let e ----- a~. Since a is continuous and lima Fa) 
(x) = lima(Fa(x)) , it holds for any x ~ C(Q) that (~ o F)(x) = ~(F(x)) = a((lim aFa) 
(x)) = a(lima(Fa(x)) ) = lima(~(Fa(x)) ) = lima((~ o Fa)(x)) = lima((F ao a)(x)) = 
lima Fa(a(x)) -= F(a(x)) = (F o a)(x). Hence a o F = F o a, that is F ~ 2/~z(Q). 
Q.E.D. 
THEOREM 4.2. #t°o(Q) is compact. 
Proof. Let (Fa)a~ A be a directed family of points that converges to F, where 
for each h, F a ~ ~o(Q). We show that F ~ 3~0(Q). For any x e C(Q) and E < 0, 
there exists a ;~0 ~ h such that if a > A0, then d(F(x), Fa(x)) < ~. 
Let x = 0. Since Fa(0 ) = 0 for each h c A, it holds for any e > 0 such that 
d(FO),  Fa(O)) = d(F(O), O) < ~. 
Thus F(0) = 0 = (lima~AFa)(0). Hence F e ~o(Q). Q.E.D. 
PROPOSITION 4.1. ~(Q) is not compact. 
Pro@ From Proposition 3.1. C~(Q) is everywhere dense in Jg(Q). This 
means that C~(Q) is not a closed set of 4U(Q). Q.E.D. 
It  follows from Theorem 3.1 that the set of all global mappings J (Q)  is not 
compact, Here we present he proof independently in order to solve the problem 
for the compactness of each subset of o~(Q) all together. A configuration x such 
that card{i ~ Z 2 [ x(i) ~ 0} < oo is called a finite configuration and the set of all 
finite configurations over a set Q is denoted CF(Q). 
THEOREM 4.3. ~(Q) is not compact. 
Proof. Since card •(Q)  = 1~0, we can assume that A = N. 
Let F 1 = ~1 and let Fn = %n. We consider the directed family of points such 
that (Fn)n~ N . Assume that ~(Q)  is compact. Then for any directed sequence 
there exist some cluster points. Let F be a cluster point of (F~)~ N 
Since F~(0) = 0 and Fn( i  ) = 1 hold for any n, it is easy to verify that F(0) = 
and F ( i )  = i .  Suppose that F ~ y (Q) .  Then there exists a local mapping f o fF  
such that the cardinal of the domain D o f f  is finite. Hence it holds that f (1  ] D) = 
1 and f (0  ] D) = 0. Let x* be a finite configuration such that x*(i) = 1 if i e D 
and x*(i) = 0 if i 6 D. We observe that (F(x*))(0) = f (x*  I D)  = 1. This means 
that d(F(x*), O) = 1. 
Next we show that for any e > 0, d(F(x), 0) < e holds if x ~ CF(Q). For e > 0, 
let E' = e/2 and let O = U(F; 0, 1, x, ~). For any x ~ CF(Q) , there is a n o ~ N 
such that if n' > n o then d(Fn,(x), 0) < E'. S inceF  is a cluster point, there exists 
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a positive integer n such that n >~ n' > n o and d(F(x), F~(x)) < e'. For a such 
integer n, it holds that 
d(f(x), ~) ~< d(F(x), F~(x)) + d(F~(x), ~) 
<~'+~'  =~. 
Hence for any ~ > 0 it has to hold that d(F(x*), 0) < e. This is the contradiction. 
Hence F ~ J (Q) .  Q.E.D. 
Let Fn = al ~. It is easy to see that F~ E Z'(Q), F~ e d(Q),  F~ ~ o~(Q) and 
F. ~ ~0(Q). 
Since F ¢ J (Q) ,  we have the following corollaries. 
COROLLARY 4.1. ~¢(Q) is not compact. 
COROLLARY 4.2. Z(Q) is not compact. 
COROLLARY 4.3. ~-~(Q) is not compact. 
COROLLARY 4.4. ~o(Q) is not compact. 
Since e(Q) is everywhere dense in o~-(Q), d~(Q) is not closed, that is, e(Q) is not 
compact. Q.E.D. 
CONCLUSION 
In Section 3 we have discussed the topological distributions of the subsets 
of ~(Q)  under pointwise topology. It was shown that C~(Q) is everywhere dense 
in #¢d(Q) but o~z(Q) and 3~0(Q) are nowhere dense in d///(Q). It seems curious 
since card ~(Q) is 1f 1 but catd ~0(Q) is 2 ~1. We can interpret this result such that 
the distribution of ~(Q) in rid(Q) is in some sense more regular than the set 
~0(Q). It was also shown that y (Q)  is everywhere dense in ~(Q)  but is 
nowhere dense in C~(Q). This implies that the condition of the uniform decom- 
position induces the stronger estriction for the mappings than the condition 
of the continuity. We also showed that Y~ (Q) and ~(Q)  are nowhere dense in 
~(Q),  respectively, while ~-(Q) = • (Q) o ~(Q)  holds. 
In Section 4 we discussed the compactness of the subsets of ~'(Q) under 
pointwise topology. It was shown that 9ff~(Q) and Yf0(Q) are compact but Cg(Q) 
is not compact. One of the interesting results obtained in this section is that 
~-(Q) is not compact. This means that any mappings that are functional com- 
positions of infinitely many global mappings belong to ~(Q) ,  but do not belong 
to ~(Q), that is, their continuities are not guaranteed. 
In this paper the topological characterization f global mapping space has 
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been investigated. It seems meaningful to study the topological information 
processing capabilities of cellular systems using the methods described here. 
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