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Abstract 
In the theory of Pad6 approximation locally uniform convergence has been proved only for special classes of functions: 
for much larger classes convergence in capacity has been shown to hold true. The reason for one type of convergence to 
hold true, but the other one not, can be found in poles of the approximants that may occur apparently anywhere in the 
complex plane. Because of their unwanted nature and since they do not correspond to singularities of the function f to 
be approximated, these poles are called spurious. The denominators of Pad6 approximants satisfy orthogonality relations, 
and consequently he location and distribution of spurious poles depend on properties of the orthogonality relations. In 
the present paper the possibility of spurious poles is studied from the perspective of these orthogonal relations. (~) 1998 
Elsevier Science B.V. All rights reserved. 
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I. Introduction 
I f  an analytic function f has to be approximated by rational functions, then the singularities of f 
have to be represented in one way or the other by polar singularities of the approximants. However, 
not all poles of  the approximants will necessarily correspond irectly to singularities of f .  If, for 
instance, the rational approximants are generated by an algorithmic method, as this is the case with 
continued fractions or Pad6 approximants, then it can happen that poles of the approximants cluster 
in regions, where convergence could be expected. Such a behavior is possible since these irregularily 
behaving poles appear together with nearby zeros, and the pairs of  poles and zeros have globally 
only a minor effect, but locally they make uniform convergence impossible. 
Poles of  approximants that do not correspond to analytic properties of  the function f ,  are called 
spurious. They are the central topic of the present paper. The name 'spurious poles' was coined by 
* E-mail: stahl@p-soft.de. Research supported by the Deutsche Forschungsgemeinschafl (AZ: Sta 299/8-2). 
0377-0427/98/S-see front matter (~) 1998 Elsevier Science B.V. All rights reserved. 
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G. Baker in 1960s, and the concept is in many respects intuitive. A systematic nvestigation, however, 
demands a formal definition, and we shall give one below in Section 4 after some preparations. We 
start our investigations with a special example. In this example all pieces of the theory of rational 
approximation fit very nicely together, and spurious poles are therefore impossible. However, the 
example allows to address important questions, and it is therefore specially well suited as point of 
departure for our investigation. The function to be considered is
z - 1 r I dx 
f (z )  log := ]_ --- (1.1) := 
z+l  , x - z "  
The function has the power series development 
-2  2 2 
f ( z )= z 3z 3 5z 5 (1.2) 
and the continued fractions development 
-2  
f(z) (1.3) 
1/3 
Z- -  
4/15 
Z- -  
9/35 
Z- -  
Z - -  " .  
The power series (1.2) converges locally uniformly outside of the closed unit disc, while the con- 
tinued fractions (1.3) converges locally uniformly in the considerably larger domain C \ [ -1 ,  1]. The 
convergents 
-2  
1/3 
z 
P.(z) -2x" - '  + • . .  
Q,,(z) x" +. . .  
(1.4) 
... _ (n - 1)2/(4(n - 1) 2 - 1) 
z 
n = 1,2 . . . . .  of the continued fractions are rational functions of numerator and denominator degree 
n - 1 and  n ,  respectively, in z, and of numerator and denominator degree n in 1/z. We have 
f(z) P.(z) 
- -  q-O(z -2"-1 ) as z---*oc (1.5) 
Q,(z) 
with O(.) denoting Landau's big 'oh' (cf. [12, Section 61]). The denominator polynomials Q, are 
in our special example the monic Legendre polynomials (cf. [21, Ch. IV]), which are determined 
by the orthogonality 
f_ l xl Q,(x) dx=O, l=O, . . . ,n-1,  (1.6) 1 
and can be calculated in a very efficient way by the three-term recurrence relation 
//2 
Q,+l(z)=zQn(z) 4n 2 _ 1Q,_l(z), n=0,1 , . . . ,  Q-i :=0, Q0:= 1. (1.7) 
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The coefficient of the third term in (1.7) is an element in the sequence of partial numerators in the 
continued fractions (1.3) (of. [12, Section 61]). The degree of contact between the function f and 
the convergents Pn/Q, in (1.5) is an immediate consequence of the orthogonality relation (1.6) (cf. 
[12, Ch. 9]). It further follows from the orthogonality (1.6) that all n zeros zl . . . .  ,z,, of Qn are simple 
and contained in the open interval ( -1 ,  1) (cf. [21, Ch. III]). We shall write Z(Q,)c_ ( -1 ,  1). For 
locally uniform convergence of the convergents (1.4) it is decisive that all zeros of Q~ are contained 
in [-1,  1]. 
Function (1.1) can be seen as a prototype for a whole class of functions, for which similar 
properties of the associated continued fractions hold true (cf. [12, Ch. 9]). In the general theory the 
Lebesgue measure dx in (1.1) is replaced by a positive measure # with supp(#)C_ ~. The resulting 
functions 
f ( z ) - -  f d#(X)x_z, (1.8) 
are called Markov functions if supp(#) is compact, Stieltjes functions if supp(#) is not compact, 
but contained in one of the two half-axes ~+ or ~_, and Hamburger functions in the general 
case. If supp(#) is not compact, then it has to be assumed that all moments of # exist, and in the 
convergence theory it is further necessary to assume that the moment problem of # is determinate 
(cf. [12, Section 72]). In the analysis of the three classes of functions, orthogonal polynomials play 
a central role. They are the denominators of the convergents (1.4), and satisfy the orthogonality 
relation 
/ xtQ,,(x)d#(x)=O, 1=0 . . . . .  n - l ,  (1.9) 
(cf. [12, Ch. 9]). Again, it is decisive that the orthogonality relation implies that the polynomials 
Q,, have only simple zeros, and that these zeros are all contained in the smallest interval I (#) that 
contains supp(#). As a consequence the convergents P,/Q, of the continued fractions have no poles 
outside of I(#), and locally uniform convergence can be proved in (~\I(#). 
In the next section we consider the concept of Pad6 approximants, which is closely connected 
with continued fractions and is identical if degrees are associated in a correct way. The attraction 
of the concept of Pad6 approximation is its generality. Pad6 approximants can be defined for any 
function f that allows a power series development. However, we shall see that in more general 
situations, the orthogonality of the denominator polynomials can no longer guarantee that all poles 
of the approximants are restricted to certain subsets of C. In principle, they can roam around the 
whole complex plane C, which then makes locally uniform convergence impossible anywhere in C. 
2. Pad6 approximants 
Let the function f be analytic at infinity, assume that f(cx~)= O, and let f have the power series 
f ( z )  c, c2 c3 =--  + + + .. .  (2.1) 
z 7 
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Definition 2.1. For each pair n, m E N there exist two polynomials Pm, n E ~m and qm,, E ~,\{0} such 
that 
qm, n(~) f(z)--Pm.n(~) = O(Z -m-n-I ) as z ---* oo. (2.2) 
The rational function 
pm, n(1/Z) 
[m/n](z) .-- (2.3) 
qm,,(1/z) 
is called the m,n-Pad~ approximant to the function f (developed at infinity) and it is uniquely 
determined by (2.2). 
Remark. (1) The existence of the Pad6 approximant is rather immediate since relation (2.2) is 
equivalent to m + n + 1 linear homogeneous equations for the m + n + 2 coefficients in the two 
polynomials Pm, n and qm, n. 
(2) Relation (1.5) shows that the nth convergent P,/Q, of the continued fractions (1.3) is the n, n- 
Pad~ approximant to the function (1.1). However, there is an important difference. Relation (2.2) is 
linear in the coefficients of the approximant, while this is not the case in (1.5). Therefore it is more 
difficult and often not possible to satisfy relation (1.5) for all n E ~. If relation (1.5) is not satisfied 
by a Pad6 approximant In~n], then this can be considered as a case of one or several spurious poles. 
But these poles have moved to infinity, the point of development. The nonlinear elation (1.5) holds 
in general only for certain m,n E ~d (cf. [3, Ch. 1.4]). 
Pad6 approximants can be seen as a generalization of Taylor polynomials to the field of rational 
functions. They are defined and exist uniquely for any function f that has a power series devel- 
opment. Irregularities, like breakdowns, which are possible in case of continued fractions, cannot 
happen here. 
There exist close connections with orthogonal polynomials in quite the same way as in the case of 
continued fractions. The connection is especially simple for diagonal Pad6 approximants, i.e., m = n. 
We restrict our investigation and discussion to this case in the present paper. 
The reversed enominator polynomial Q~ is defined as 
Q,(z) :=z"q, , , ( ! ) .  (2.4, 
Lemma 2.2. A polynomial qm, n E ~n\{0} is the denominator f the Padk approximant [n/n] if, and 
only if, the reversed polynomial Qn satisfies the orthogonality relation 
~ff 'On(~) f ( ( )d~=0,  l=0 -1 ,  (2.5) n 
where C is a closed integration path such that f is analytic on and exterior of C. 
The proof of the lemma follows rather immediately from (2.2) (see, for instance, [20, Lemma 4.1 ]), 
and starts off from the Chauchy integral representation 
~c f (~)d~ (2.6) f (z)  = ~z  ' 
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where C is the same integration path as in (2.5). There is a fundamental difference between the two 
orthogonality relations (1.9) and (2.5). Relation (1.9) is based on the bilinear form 
f g(x)h(x)d#(x) with g,h, EH2(#), (2.7) (g ,h ) , ,  = 
which is positive-definite for real functions f ,  g because of the positivity of the measure # and the 
assumption that supp(#) contains infinitely many points. On the other hand, the bilinear form 
fc g(~) h(~) f (~)  d~, (2.8) (g, h)t 
underlying (2.5) is in general not positive-definite. In (2.8) it is assumed that the two functions g 
and h are analytic in a ring domain that contains C. In this ring domain also the function f is 
assumed to be analytic. Thus, relation (2.8) is independent of the concrete integration path C. Since 
in relation (2.8) both, the function f (~) and the differential d~, are in general complex-valued, the 
relation itself is complex, and for stronger conclusions about the location of zeros of the denominator 
polynomials Q, it is necessary that the relation is Hermitian, and not only positive-definite as in 
the real case. While in general the bilinear form (2.8) is not Hermitian, it may, however, have this 
property in special situations. A sufficient condition, for instance, is that the function f has all its 
singularities in a set S c_ ~, and the boundary values of f from both sides of ~ satisfy 
~f(x+iO)~<O and ~f(x-iO) l>O fo rxES .  (2.9) 
The functions (1.8), for instance, satisfy this condition. 
We have seen in the last section that rather precise information about the polynomials Q,, can be 
deduced from a positive-definite orthogonality relation like (1.9). Unfortunately, such conclusions 
cannot be drawn from the orthogonality relation (2.5), which is not Hermitian. The relation is in 
general not strong enough to guarantee full control over the location of all zeros of the denominator 
polynomials Q,. 
We give two examples of functions f that differ only slightly from functions of the class (1.8), but 
the differences are substantial enough to allow that certain zeros of the polynomials Qn may cluster 
outside of the support of the defining measure #, and as a consequence the Pad6 approximants [n/n] 
may have spurious poles clustering outside of the support of the measure #. 
Example 2.3. Let 7 E E be an irrational number, and consider the function 
f j  (x - cos n~) with dx f l (z) := dto(x) do)(x) . -  (2.10) 
1 X - -  Z ~V/1  - - -  X 2 
The orthogonality relation (2.5) then takes the form 
f Q,(x)(x- cos n~)do)(x)=0 for /=0, . . . ,n -  1. (2.11) x 1 
I 
Relation (2.11) follows from (2.5) by shrinking the integration path C to the segment [-1,1].  
Relation (2.11 ) is similar to (1.9), however, the orthogonality measure (x -  cos rta)do)(x) now has a 
sign change on ( -  1,1 ), and therefore relation (2.11 ) is no longer positive-definite. The consequences 
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m 
are quite dramatic: The polynomial Qn can have a zero outside of [-1, 1] anywhere in ~\ [ -1 ,  1]. 
More precisely, we have 
2<3 
('] ~.J Z(Qm)=~,  (2.12) 
n=l  m>~n 
where Z(Q,,) denotes the set of all zeros of the polynomial Q,. Relation (2.12) can be proved in 
exactly the same way as Theorem 1 in [17]. 
It is not difficult to see that each polynomial Q,, can have at most one zero outside of [-1,  1 ] 
since the measure (x -  cos 7t~)d~(x) has only one sign change in ( -1 ,  1). The exceptional zero 
moves rather erratically through the set ~\ [ -1 ,  1] as n tends to infinity. In [17] it has been shown 
that each zero of Q,, outside of [-1, 1] corresponds to a pole of the Pad6 approximant [n/n], and 
these poles are spurious. Relation (2.12) does no longer hold true if ~ is rational. In this case all 
zeros of Q, outside of [-1,  1] are contained in a finite set. 
We note that the polynomials Q,,+~ :-- (. - cos rc~) Q, of degree n + 1 are orthogonal of order n 
with respect o the positive measure co. Hence, one degree of orthogonality is missing. 
Example 2.3. can be refined in such a way that the zeros of the polynomials Q, are asymptotically 
dense in the whole complex plane C. 
Example 2.4. Let the three numbers 7l, ~2, 1 be rationally independent, and consider the function 
[ '  (x - cos n j)(x - cos n 2)x - z  
f2(z) :--- dog(x) (2.13) 
L - I  X - -Z  
with 09 being the same probability measure as that defined in (2.10). The orthogonality relation (2.5) 
takes the form 
_' xlQ,(x)(x- cos rcT,)(x- cos/~xz)do~(x)z0 for l=O,...,n- 1. (2.14) 
1 
The orthogonality measure (x -  cos rt~l ) (x -  cos rt~2)d~o(x) has two sign changes in ( -1 ,  1 ). In [17, 
Theorem 1], it has been proved that 
N [..J Z(Qm)=c, (2.15) 
n 1 m>~n 
i.e., zeros of Qn cluster everywhere in C as n ~ oc. 
If the assumption of the rational independence of the numbers 0~1,0~2, 1 is not satisfied, then two 
different cases are possible: Either the zeros of Qn outside of [-1,  1] are elements of a finite subset 
of C, or they lie dense in a finite system of arcs. It is not difficult to see that each polynomial Q, 
can have at most two zeros outside of [-1,  1]. Since Q,, is real, the two zeros have to be conjugated 
if they are complex. Again, the zeros of Q~ outside of [-1,  1 ] correspond to spurious poles of the 
Pad6 approximant [n/n]. 
In both examples the spurious poles make locally uniform convergence of the Pad6 approximants 
[n/n] impossible; in the first example this is the case on ~, and in the second one in C. Note that 
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in the case of Markov's Theorem, locally uniform convergence holds true in (3\[-1, 1], and this 
theorem covers all functions of type (1.8) with a positive measure /.t that has a compact support 
in R. The possibility of poles outside of [-1,  1] is a consequence of the fact that the orthogonality 
relations (2.11) and (2.14) are no longer positive-definite, and therefore also not Hermitian. 
3. Non-Hermitian orthogonality relations 
We study the impact of non-Hermitian orthogonality relations of type (2.5) on the location of 
the zeros of the polynomials Qn. In certain situations, relation (2.5) implies that only a vanishing 
proportion (for n-~ oc) of the zeros of the polynomials Q, can cluster outside of the integration 
path C. Of course, in this cases the integration path has to be chosen in an appropriate way. Results 
about the closely related notion of convergence in capacity are reviewed. Convergence in capacity 
is one of the prerequisites in our formal definition of spurious poles in Section 4. 
Throughout this section we assume that the polynomials Q, satisfy the orthogonality relation (2.5) 
with a function f that is analytic on and outside of the integration path C. In the next proposition 
it will be shown that if beyond these general assumptions no further properties assumed, then not 
much can be said about the location of zeros of Q~ that holds for the whole sequence {Q~},c~. 
(The asymptotic behavior of zeros of the polynomials Q~ of an infinite subsequence n E N C_ N is a 
different question, which will be addressed in Section 5 shortly.) 
The next proposition is a consequence of results about the divergence of Pad6 approximants hat 
have been proved in [9,14], and with a slightly different orientation also in [18]. By cap(.) we denote 
the logarithmic apacity (For a definition see [8,15], or [16].) 
Proposition 3.1. I f  E C C is a compact set with cap(E)>0, then for any domain D with/3c_ C\E 
and any e > 0 there exists a function f analytic in C \E  such that 
lim sup lcard(Z(Q,,) n/3)  ~> 1 - e. (3.1) 
~1 ---. ,')C, n 
As before Z(.) denotes the set of  all zeros takin9 account of  multiplicities. 
An inspection of the analysis in [9] or [14] shows that the constructions used there can also be 
used without essential changes to prove Proposition 3.1. For instance, from the explicit representation 
(10) in the proof of Theorem 1 in [14] one can deduce that for any closed domain/3c_ C\E and 
any ~ < 1 there exists an infinite subsequence N C_ N such that Q, has more than ne zeros on/3 for 
each n E N. In order that the conclusion holds for an arbitrary e < 1, it is necessary that the gaps 
in the subsequence {nk} in (10) of [14] are growing sufficiently fast. In [9] or [14] all results are 
stated with respect o Pad6 approximants, but the transfer to polynomials Q, is immediate. 
Proposition 3.1 shows that in general one cannot expect hat relation (2.5) restricts the location 
of zeros of the polynomials Q, in an efficient way. At least not, if the function f has singularities 
that form a set of positive capacity. What can be said if all the singularities of the function f 
are contained in a compact set of capacity zero? From the general convergence theory of Pad6 
approximants we know that this assumption has rather interesting consequences for the convergence 
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problem, but instead of convergence in the uniform norm only convergence in capacity can be proved 
(cf. [7, 11, 13, 20]). 
Definition 3.2. A sequence of functions f , ,  n = 1,2,. . . ,  is said to converge to a function f in 
capacity in a domain D C_ C if for any compact set V c_ D and any e > 0 we have 
l i rn cap{z E V: [f~(z) - f(z)[ >e} = 0. (3.2) 
There is an obvious analogy between convergence in capacity and convergence in measure. A 
study of specific properties of convergence in capacity can be found in [10]. In the next theorem 
results are summarized that have been developed and proved in a somewhat greater generality and 
also with more detail in [7, 20]. 
Theorem 3.3 ([20, Theorem 1.1]). I f  the function f has all its singularities in a compact set E C_ C 
with cap(E)---0, then there exists a domain D C_ (, such that the diagonal Padk approximants 
[n/n], n = 1, 2, . . . ,  converge in capacity to f in the domain D. 
The domain D is maximal in the sense that if  DC_ (~ is a domain with cap(/) \D)>0,  then the 
sequence {[n/n]},_l,2,. does not converge in capacity in the whole domain 19. 
The domain D is unique up to a set of  capacity zero. 
Theorem 3.3 covers two essentially different cases. 
Case 1. The function f is single-valued in C;\E. For instance, f may be meromorphic in 
~;\E. In this case Theorem 3.3 is known as the Nuttall-Pommerenke Theorem [6, 11, 13], the 
convergence domain D is equal to ~;\E (up to a set of capacity zero), and the convergence of the 
Pad6 approximants [n/n], n = 1,2,..., is essentially faster than geometric. For the investigation of the 
implications of the orthogonality relation (2.5) Case 1 is not very interesting. In the proof of the 
Nuttall-Pommerenke Theorem the orthogonality relation (2.5) plays no essential role, and it is also 
not clear whether in this case the orthogonality relation (2.5) imposes relevant restrictions on the 
position of the zeros of the polynomials Q,. 
Case 2. The function f has branch points, and consequently it is only locally analytic in ~;\E. 
The convergence domain D now is different from C\E; it has a boundary ~?D of positive capacity, 
and more specific assertions about its structure can be proved, as the next theorem will show. 
With the set of zeros of the polynomial Qn we associate the zero counting measure 
vo,= ~ 6:. (3.3) 
zcz(o~) 
For the description of the asymptotic behavior of the zeros we use the weak convergence of mea- 
sures. A sequence of measures /~n is said to converge weakly to a measure ~t (written /~n * ~/~) if 
f f dlz,--~ f f d/t for any function f continuos on C. 
Theorem 3.4 ([20, Theorem 1.5]). Let the function f have all its singularities in a compact set 
E C_ C of  capacity zero. Assume that f is not single-valued in C\E, and let D be the convergence 
domain of  Theorem 3.2. 
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(i) The complement K := (~\D essentially consists of  an union of  analytic arcs. More precisely, 
we have 
K =K0 U LJ J, (3.4) 
iEl 
where Ko C_ C is a compact set with cap(K0) =0 and the J~, i EL are open analytic Jordan arcs. 
(ii) We have 
1 
-VQ. *~cot( as n - -+~,  (3.5) 
n 
where ~o~ is the equilibrium distribution on the compact set K. 
Under the assumptions of Theorem 3.3 it is possible to bring the orthogonality relation (2.5) in 
a form that has certain similarities with relation (1.9): For any e>0 we can choose an open set 
U with K0 C - U, cap(U)~< e, and 8U consists of finitely !nany smooth curves. Let Co denote the 
chain of these curves with a positive orientation, and let J ,  iE I ,  be closed subarcs o f~\U ,  iE1, 
such that 8/)C_ U U UiEY a~. By moving the integration path C in (2.5) towards the boundary 8/9 it 
follows that 
0 =/c ~' Q~(~) f(() d~ 
= fc,~ z O, (~) f ( : )d~ + ~ fy, : /O,(¢) [f+(~) - f_(¢)] d~ 
iEl 
= ~ ~1Qn(~)f(ff) d~ -~- Z [-- ~' Qn(~)gi(~)d~' l=O" ' "F /  - 1, (3.6) 
0 iEl 
where f+ and f_  are the boundary values of the function f on .~ resulting from analytic continuation 
form both sides of the arcs Ji, and by 
gi(z):=f+(z) - f_(z),  zEZ ,  iE[ ,  (3.7) 
we denote the jump function of f on the arc ~. 
Since cap(U) is small, the integral along the curves Co is of minor influence, and the integrals 
along the arcs Ji, i EL  are the dominant ones in the orthogonality relation (3.6). Each integral in 
the sum of the last line of (3.6) shows a certain similarity with the orthogonality relation (1.9). 
However, the orthogonality relation (3.6) is in general not Hermitian. Nevertheless, the analysis of 
this type of orthogonality in [20] has certain similarities with that of the Hermitian orthogonality 
relation ( 1.9). 
Different, and generally speaking, also easier is the case of functions f with all its singularities 
in ~. In this case all arcs J,. are real segments. Such relations have been studied by Achiezer in [1] 
or by VanAsche in [22, Ch. 2]. 
Since in (3.4) cap(K0)=0, it follows from potential theory (cf. [15, Ch. 3.3]) that cox(K0)=0. 
Hence, (3.5) implies that almost all zeros of the polynomials Q, cluster on the set K\Ko = Uic~J~ 
as n ~ cx~. The weak convergence (3.5) does not exclude that certain zeros of the polynomials Q,, 
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cluster outside of K anywhere in C. For instance, in Example 2.4 the function f2 is algebraic, we 
have 
f2(z )  : (Z -- COS (gOqZ 2))(z- 1- cos (rc~2)) x/~-z2 _ 1 - z + (cos (rt~,) + cos (~:~2)), (3.8) 
and hence the function is covered by Theorems 3.3 and 3.4. The diagonal Pad6 approximants [n/n] 
converge in capacity to f2 in C \ [ -1 ,  1], but, as the discussion of Example 2.4 in Section 2 has 
shown, zeros of the denominator polynomials Q,, cluster everywhere in C. The zeros correspond to 
poles of the approximants In~n], which makes locally uniform convergence impossible in C \ [ -1 ,  1]. 
Example 2.4, but also the Theorems 3.3 and 3.4, can be used for illustrating a specific difficulty 
in defining spurious poles. In Example 2.4 the function f2 has analytic continuations across ( -1 ,  1 ) 
from both sides, and therefore the poles of the Pad6 approximants [n/n] that cluster in ( -1 ,  1 ) do 
not directly correspond to singularities of the function f2. But, of course, they cannot be considered 
as spurious since they are essential for representing the function f2. In the general situation the limit 
(3.5) shows that almost all poles of the Pad~ approximants [n/n] cluster on the arcs Jr, i EI. All 
these poles are not spurious. In the next section we shall consider poles as spurious only if they 
cluster inside of the convergence domain D. 
4. A formal definition of spurious poles 
Spurious poles of diagonal Pad~ approximants [n/n] are defined. An analogue to Hurwitz's 
Theorem is formulated; it will be proved in Section 6. The relation between spurious poles and 
Froissart doublets is discussed. 
From considerations in the last section we know that the spuriousness of poles of the Pad6 
approximants [n/n], n = 1,2,. . . ,  is an asymptotic property. It seems clear that poles should not be 
considered as being spurious if they cluster at singularities of the function f .  However, there can 
be exceptions if the singularity of f is polar and the number of poles of the approximants [n/n] 
near this singularity is greater than the order of the pole of f .  In this situation not all poles of the 
approximants near the singularity are needed for representing the singularity, and consequently the 
excess of poles is considered as being spurious. 
Another difficulty for the definition of spurious poles is connected with poles of the Pad6 ap- 
proximants [n/n] clustering on the arcs Jr, i E I, of Theorem 3.4. In order to make a distinction 
between poles that are essential for approximating and representing the function f ,  and those that 
have no global necessity, it is demanded that the approximants [n/n], converge at least in capacity 
in a neighborhood of spurious poles. 
Definition 4.1. Let N C_ ~ be an infinite subsequence, and let [n/n], n E N, be the corresponding 
sequence of diagonal Pad6 approximants o the function f .  We define spurious poles in two different 
circumstances: 
(i) Let for each n EN the approximant [n/n] have a pole at zn E C, and assume that z,,---~z0 as 
n --~ ~,  n E N. If the function f is analytic at z0, and if the approximants [n/n], n E N, converge in 
capacity to f in a neighborhood of z0, then the poles of the approximants [n/n] at zn, n E N, are 
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called spurious. In case of z0 = c~ the convergence z, ~ z0 has to be understood in the spherical 
metric. 
(ii) Let the function f have a pole of order k0 at z0, let the total order of poles of the approximant 
[n/n] near z0 be kl = kl,,, > k0 for each n E N. We may assume that [n/n] has poles at zn.i, j = 1,..., mn, 
of total order kl,, and z,,i, ---~Zo as n---~cx~, nEN for any selection j ,  E {1 . . . . .  m,}. Then poles of 
total order k~ -/Co out of all poles of the approximants [n/n] near z0, n E N, are called spurious. 
A good check for the definition of spurious poles is the question whether these poles are matched 
by an identical number of nearby zeros of the approximants. The next proposition shows that the 
distance between the poles and the corresponding zeros tends to zero. In an intuitive sense one can 
say that they cancel out asymptotically. 
Proposition 4.2. Let f be meromorphic in a domain D c_ C, and assume that in D the Padk ap- 
proximants [n/n], n = 1,2,... ,  converge in capacity to f Let N C ~ be an infinite subsequence, 
and assume that for each n E N the approximant [n/n] has a spurious pole at zn E (J C_ D, with (J 
a closed subdomain of  D. Then for each n E N there exists at least one zero ~n of  [n/n] such that 
(z,, - ~,,)---~0 as n - - -~ ,  nEN.  (4.1) 
I f  ~ is a cluster point of  {Z,},~N, then (4.1) holds in the spherical metric. 
The next theorem generalizes Proposition 4.2, and it can be seen as an analogue, or even a 
generalization of Hurwitz's Theorem. Its main assertion is concerned with the pairing of spurious 
poles and nearby zeros of the approximants. The theorem is somewhat complicated in its statement, 
but on the other hand it gives a good summary of the most essential property of spurious poles. 
Theorem 4.3. Let f be meromorphic in the domain D c_ C, and assume that the Pad~ approximants 
[n/n], n = 1,2,..., converge in capacity to f in D as n ~ cx~. Let U be an arbitrary subdomain 
satisfying (J C_D\{cx~} and 
0<[ f (z ) l<c~ for all zE~U. (4.2) 
Let further f have poles rq,..., rtko and zeros ( l , . . . ,  (l,, of  total order ko and lo, respectively, in U, 
and denote by 11n and Z, the sets of  all poles and zeros, respectively, of  the approximant [n/n] on 
U. Multiplicities are taken into account by repetitions. 
(i) For n E ~ sufficiently large each approximant [n/n] has ko poles rc,,i,..., ten,k,, E 11, and lo 
zeros ~,,,l,..., ~,,l~ E Z, such that 
lim rc,,j = ztj for j = 1,...,ko, 
nE~ 
lim ~,,,i = ~i, for i = 1 . . . . .  lo. (4.3) 
(ii) The approximants [n/n] may have more poles and zeros in U than those listed in (i). The 
additional poles and zeros can be ordered in pairs if  one accepts ome exceptions near the boundary 
OU. More precisely, let V be an arbitrary open neighborhood of  OU such that Uo := U\V  is a 
domain. Then for each n >~ no a set 11, C 1I, \ { rc~,l,..., rc,,k,, } of  k, poles of  [n/n] can be selected such 
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that 11. contains all elements of  l ln\{~n,l, . . . ,~n, ko} in Go, a set Z. CZn\{~n, 1. . . . .  ~n, lo} of  k. zeros 
of  [n/n] can be selected, which also contains all zeros of  Z.\{~..i ... .  ,~.ao} in Uo, and the k. poles 
rc.,~l,...,Tr.,k~,, in FI. and k. zeros ~..I,...,~.,ko in Z. can be sorted in pairs (~fj.j,(../), j=  1 . . . . .  k., in 
such a way that 
(rc./-~./)---~O as n---+~, nENj ,  j= l ,2  . . . . .  (4.4) 
where Nj is the set o f  all indices n c ~ satisfyin9 j <.k.. 
Remark. (1) The poles zc,,~ and zeros (,,4 of the approximants [n/n] listed in part (i) approximate 
the poles and zeros of the function f in U. They are necessary for the approximation of f ,  and 
these poles zr,,j are, consequently, not spurious. 
(2) The subject of Pad6 approximation would not be so difficult, as it is, if the poles and zeros 
in part (ii) of the theorem did not exist. All poles listed in the set / / ,  of part (ii) are spurious. The 
limit (4.4) shows that the pairs of poles and zeros cancel out asymptotically. 
(3) It may happen that some pairs of poles and zeros are split by the boundary t~U. This is the 
reason why in part (ii) of the theorem some poles and possibly also some zeros of In~n] near 8U 
may be excluded from consideration i limit (4.4). We remark that the subdomains U can be chosen 
rather arbitrarily. 
(4) The case ~ E 0 has been excluded in Theorem 4.2. However, with some more technical care, 
the condition c~ ¢ 0 can be dropped. 
(5) If in part (ii) of the theorem there exists an open neighborhood V of OU such that f and 
also all approximants In~n] for n sufficiently large have no poles in V, then no selection has to be 
made in part (ii), and we have H ,= 11~\{n~,1,...,n,,~o} andZ, =Z~\{(,,~,...,(,,lo}. Both sets then 
have the same number of elements, and (4.4) holds for all pairs. 
(6) If the function f and all approximants [n/n] for n sufficiently large have no poles in the whole 
subdomain U, then Theorem 4.3 reduces to Hurwitz's Theorem. 
In order not to interrupt he flow of the discussion, we postpone the proofs of Proposition 4.1 and 
Theorem 4.3 to Section 6. 
It has already been mentioned that all poles of the Pad~ approximant [n/n] in the set H~ in part 
(ii) of Theorem 4.3 are spurious. The occurrence of spurious poles paired with nearby zeros is a 
phenomenon that has already been observed 30 years ago by the French physicist M. Froissart. In 
numerical experiments and by simulations, where he added random noise to the coefficients of the 
function f ,  he found that irregular poles of the Pad6 approximants typically appear with nearby 
zeros, and that the distances between both objects are of the same order as the added noise. This 
type of pairs is called Froussart doublets (cf. [4, Section 6.4]), and Theorem 4.3 shows that they 
represent the same phenomenon as spurious poles. The behavior of Froussart doublets for fixed, low 
degrees n of Pad6 approximants [n/n] under random perturbation has recently been studied in [5]. 
5. Pad6 approximants to algebraic functions 
A conjecture by J. Nuttall about the number of spurious poles is discussed, partial results about 
this conjecture are mentioned, and the connection of this topic with the Pad~ conjecture is addressed. 
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For the convergence theory of Pad6 approximants it is very interesting to understand the asymptotic 
behavior of spurious poles. For instance, the absence of spurious poles in a region implies that the 
approximants converge locally uniformly in this region. The study of the asymptotic distribution of 
spurious poles is, of course, more promising if it can be guaranteed that the number of such poles 
is bounded for all Pad6 approximants [n/n], n = 1,2,... There is strong evidence that in case of 
algebraic functions f such a bound exists. The existence has been conjectured by J. Nuttall (private 
communication). 
Nuttall's Conjecture. Let f be an algebraic function, and assume that f & analytic at infinity. Then 
there exists an upper bound for the number of spurious poles (in the sense of total order) for all 
PadO approximant In~n], n = 1,2 .... 
In the conjecture only the existence, and not an explicit expression for the bound is demanded. 
In an earlier version it was conjectured that the genus of the Riemann surface of the function f is 
the bound for the number of spurious poles. This conjecture is perhaps true in many situations, but 
it does not hold without exceptions, as the function f2 in Example 2.4 shows. From representation 
(3.8) we see that the genus of the Riemann surface of f2 is zero. But the discussion of Example 2.4 
in Section 2 has shown that there exist infinitely many Pad6 approximant [n/n] that have 2 spurious 
poles. 
Nuttall's Conjecture has been proved for the special case of hyperelliptic functions f in [19, 
Theorem 3.1] and it is shown there that the upper bound for the number of spurious poles is equal 
to the genus g of the function f if the function satisfies ome additional conditions. 
It is probable that a deeper understanding of Nuttall's Conjecture will also shed light on questions 
about the asymptotic distribution of spurious poles. There is strong evidence that there always exists 
an infinite subsequence N C_ N such that the Pad6 approximant [n/n], n E N, have no spurious poles 
in the convergence domain D of the Theorems 3.3 and 3.4. If these is the case, then it will be 
possible to make progress towards a solution of the Pad~ Conjecture for algebraic functions. The 
Pad6 Conjecture has a central place in the convergence theory of Pad6 approximants (cf. [2]). 
Pad~ Conjecture (or Baker-Gammel-Wills Conjecture). I f  the function f is meromorphic in the 
unit disc ~3, and if [n/n] denotes the PadO approximants o f developed at the oriyin, then there 
exists an infinite subsequence N C_ N such that 
[n/n](z)---~ f (z)  as n--+oe, nEN, (5.1) 
locally uniformly for z E l)\ {poles o f  f }. 
Of course, it is rather improbable that the Pad6 Conjecture holds for an arbitrary function f mero- 
morphic in •. However, in case of algebraic functions the Pad6 Conjecture looks not so hopeless. 
At least for the special case of hyperelliptic functions f ,  which satisfy some additional assumptions, 
positive results have been proved. In accordance with the general approach in the present paper, 
these results are formulated for Pad6 approximants [n/n] developed at or near infinity. 
Theorem 5.1 (cf. [19, Theorem 3.8]). Let the function f be hyperelliptic. Assume that it is analytic 
in a neighborhood of infinity, and let D C_ C be the convergence domain of the Theorems 3.3 and 
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3.4, and assume that the jump functions 9i defined in (3.7) have no poles and no zeros on the arcs 
J,., i E L then for almost all z ~°) near infinity as point of  development for the Padb approximants 
[n/n], n = 1,2,..., there exists an infinite subsequence N C_ ~ such that 
lim [n/n](z)=f(z) (5.2) 
n---*~z<~,nEN 
holds locally uniformly in the spherical metric for z E D. 
The study of spurious poles of Pad6 approximants o algebraic functions is only in an early stage. 
It can be expected that more advanced results may lead to a full proof of the Pad6 Conjecture for 
algebraic functions. 
6. The Proofs of Proposition 4.2 and Theorem 4.3 
In both proofs a key role is played by the following lemma. 
Lemma 6.1. Let D C C be a domain, and let the meromorphic functions f , ,  n = 1,2 .... , con- 
verye in capacity to f in D. Then for any rin9 domain U with (J c_ D there exist Jordan curves 
C~ C U, n E ~, which separate the two components of  C\U, the curves are smooth, lenyth(C,)<~Co 
for all n E ~, and 
I I L - f l l c ,~0 as n---~e~z, (6.1) 
with ]lliK denotin9 the sup-norm on the set K. 
Proof. Let U0 be a ring domain that is homotopic to U and U0 c_ U. Let ff'U0--~ {1/r0~ < [zl ~<r0} 
be a conformal mapping. Without loss of generality we can assume that the derivative ~' is bounded 
on U0. Since fn ~ f in capacity in D, there exist en ~ 0 such that the sets Is,,, := {z E U0: If,(z) - 
f(z)] > en} satisfy cap(V~)-~ 0 as n ~ c~. Since if' is bounded on U0, ff is a Lipschitz function. It 
therefore follows from potential theory that there exists a constant c2 with 
cap(ff(V,))~<czcap(V,) for nE ~ (6.2) 
(cf. [15, Theorem 5.3.1]). We consider the sets ~ := {r E [1/ro, ro]: ~b(V~)A {Izl = r} ¢ 0}. These 
sets result from ~k(V~) by circular symmetrisation. Since symmetrisation defines a Lipschitz map 
with factor 1, it follows from the same estimate of capacities that was already been used in (6.2) 
that 
cap(~)~<cap(ff(V,)) for n E ~. (6.3) 
Since the capacity dominates the linear Lebesgue measure 2 (cf. [15, Theorem 5.3.2(c)]), we deduce 
from cap(V~)---~0 together with (6.2) and (6.3) that 2(~)---~0 as n ~ c~. Hence, for each n E 
sufficiently large there exists rn E [1/ro, ro]\V~, and therefore the Jordan curve 
Cn: ~b-l(rneit), 0~<t~<2rt, (6.4) 
H. Stahl /Journal of Computational and Applied Mathematics 99 (1998) 511 527 525 
is disjoint from the set V,. From the definition of the set V, it then follows that 
[f,(z)-f(z)l<<.e,, for all zEC, .  (6.5) 
From (6.4) we immediately deduce that all C, are smooth, and since ¢' is bounded on U0, it follows 
that the length of C,, is uniformly bounded for all n E N. [] 
Proof of Proposition 4.1. By choosing if necessary a subsequence we can assume without loss 
of generality that z,, --* z0 as n --, cxD, n E N. Further we assume that z0 ¢ cxD (the necessary changes 
in case of zo--oo are obvious.) Let 60 > 0 be such that f is analytic and different from 0 in the 
punctured neighborhood F0 := {z: 0 < Iz] < 60}. The function f may have a pole at z0 of order k0/> 0, 
the case k0 = 0 has not been excluded. For 0 < 6 < 80 we set U,~ := {z: 8/2 < [z] < 8}. From Lemma 6.1 
it follows that there exist Jordan curves C, in U~ such that 
I I f -  [n/n]llc,, o as n oo, nEN. (6.6) 
Let k, and 1,, denote the number of poles and zeros, respectively, of the Pad6 approximant [n/n] 
inside of the curve C, taking account of multiplicities. Since 0 < cl ~< If(z)] ~< c2 < oc for all z E U,~, 
it follows from (6.6) and Rouch~'s Theorem that for n c N sufficiently large we have 
=k0 if k0>0, 
k, l, ~<0 if k0=0. (6.7) 
In Rouch6's Theorem the decomposition [n/n] =f -  ( f -  [n/n]) has been used. 
If k0 >0, then we know from Definition 4.1 of spurious poles that the Pad6 approximant [n/n] 
has at least k0 + 1 poles near z0. Therefore, (6.7) implies that [n/n] has at least one zero ~, inside 
of C,, for n E N sufficiently large. 
If k0 = 0, then the second line in (6.7) implies that the Pad~ approximant [n/n] has at least as 
many zeros inside of C, as it has poles there. Therefore also in this case the existence of a zero ~,, 
is guaranteed for n E N sufficiently large. The limit (4.4) holds since 6 > 0 can be chosen arbitrarily 
small. [] 
Proof of Theorem 4.2. Without loss of generality, we can choose the set V in part (ii) of the 
theorem such that Vo := U • V is a ring domain and 
0 < cl ~< If(z)[ ~< c2 < oc (6.8) 
for all z E V~. From Lemma 6.1 we deduce that there exist Jordan curves C,, C_ V0 such that 
[ i f -  [n/n]lic,,---~O as n---~oc. (6.9) 
A A 
By H,, C_//,, and Z,, C_ Z, we denote the set of poles and zeros, respectively, of the Pad6 approximant 
[n/n] inside of the curve C,. From (6.8) and (6.9) it follows with Rouch6's Theorem that the 
difference of the numbers of poles and zeros inside of the curve C,, is identical for both functions 
f and [n/n], i.e., we have 
A 
card(//,,) - card(Z,, ) =/Co - l0 (6.10) 
for n E N sufficiently large. 
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So far the reasoning is very similar to that in the proof of Proposition 4.1. However, the proof 
of the whole theorem demands a refined procedure. Assume that U is contained in the rectan- 
gle R={z :  a~<<,~R(z)<<,a2,b~<~(z)~<b2}, and let ~={zER:  v , , j<~(z )<v2, j}  and Wj={zCR"  
wl,j <,~(z)<w2,j}, j = 1 . . . . .  mo, be m0 open, vertical and horizontal strips that possess the follow- 
ing properties: 
(i) We have a, =vm < ""  <v~,i<v2,/<v,a+. < " "  <v2,,,o =a> b~ =wL~ < " .  <W2,mo =b2. 
(ii) For a given 8 > 0 and j = 1,..., m0 + 1 we have ]v~,j - v2,j+t] < 8, ]w~,j --w2 j+,[ < 3. 
(iii) There exist constants c~ >0 and c2 <e~ such that (6.8) holds for all z E ~ n U and z E Wjn U, 
j=  1 .... ,m0. 
(iv) The set U\(VI U ... U V,, o U W, U . . .  U Wmo) consists of rectangles RI, j or intersections of U 
with such rectangles, which also are denoted by RI, j, l , j  = 1 . . . . .  too. The fourth property is that 
the function f has at most one pole or one zero in each RI,j, l , j  = 1 . . . .  , mo. 
It is not difficult to see that for any given 3 > 0 the four conditions can be satisfied by an appro- 
priate choice of strips. Each of the strips ~. n U and Wjn U, j = 1 .... , m0, can be completed in D to 
a ring domain. From Lemma 6.1 it then follows that for each n there exist Jordan arcs _,,j _ 
and (7.(2! C Wj n U, j = 1, m0, each arc connects the two opposite extreme components of the sets 
V~ n a U and Wj N b U, and we have 
Ilf- [n/n][[cl'!--+O as n---+<~ for i=  1,2, j=  1 .... ,m0. (6.11) 
(7 (i) define a net in U, and each mesh defines a generalized rectangle or an intersection The arcs _,,j
of U with such a generalized rectangle. These sets will be denoted by RI.j, l , j  = 1, . . . ,  mo. We have 
RIj C_ RIj, and because of property (ii) the diameter of each RI.i is less than x/28. Let kl,j and ll,j 
denote the order of the possible pole or zero, respectively, of the function f in Rl4. By k,.~j and 
l,,l,j we denote the total order of poles and zeros, respectively, of the Pad6 approximant [n/n] in 
Rl,j. Since (6.8) holds on ViA U and WiN U, j=  1,...,m0, it follows from (6.11) and Rouch6's 
Theorem that 
kl,j - l l , j - - k , , I , / -  l,,l,j for l , j  = 1,...,m0 (6.12) 
and n E ~ sufficiently large. From (6.12) and the fact that f has never a pole and zero in the same 
set RI,j, it follows that in a x/28-neighborhood f each pole and each zero of the function f there 
are poles of the Pad6 approximant [n/n] of at least the same order. This proves the existence of the 
poles n,,l . . . . .  x,,ko and the zeros ~,,.j ... ,~,,,10 in part (i) of the theorem, and the limits (4.3) follow 
since 8 > 0 _has been_chosen arbitrafi)n ~. A 
The sets H.  and Z, are given by 17. = I1,,\ { n,,~,.. . ,  n,,,ko } and Z, = Z, \ { ~.,~ . . . . .  ~,,.10 }, respectively. 
It follows from (6.12) that 
card(Rl.j n l I , )  =k,, l , j  - kl, i = 1,,l.i - ll, i = card(Rl,j NZ,) for l , j=  1,...,m0 (6.13) 
and n sufficiently large. Thus, the numbers of poles and zeros of the sets /7, and Z, in each cell 
RI,j are identical for n E N sufficiently large. Since the diameter x/26 of each RI, j can be chosen 
arbitrarily small, the limit (4.4) follows from (6.13). [] 
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