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Optical lattice systems offer the possibility of creating and tuning Dirac points which are present in
the tight-binding lattice dispersions. For example, such a behavior can be achieved in the staggered
flux lattice or honeycomb type of lattices. Here we focus on the strongly correlated bosonic dynamics
in the vicinity of Dirac points. In particular, we investigate bosonic Mott insulator phase in which
quasiparticle excitations have a simple particle-hole interpretation. We show that linear response
dynamics around Dirac points, can be significantly engineered at least in two ways: by the type of
external perturbation or by changing the lattice properties. The key role is played by the interband
transitions. Moreover, we explain that the behavior of these transitions is directly connected to
different energy scales of the effective hopping amplitudes for particles and holes. Presented in this
work theoretical study about tunability of linear response dynamics near the Dirac points can be
directly simulated in the optical lattice systems.
PACS numbers: 03.75.Lm, 05.30.Jp, 03.75.Nt
I. INTRODUCTION
Response of the ultracold atomic systems to the ex-
ternal periodic modulation has been widely investigated
experimentally and theoretically within the context of
the Bose Hubbard model (BHM) (see, e.g., [1–16]). In
particular, periodic modulation protocols help in under-
standing of strongly correlated bosonic dynamics, e.g. its
gapped nature in the bosonic Mott insulator (MI) [1], dy-
namical conductivity [7], collective Higgs modes [10] or
thermal excitations [3, 16]. However so far, these prob-
lems are poorly understood within the context of non-
trivial lattices which can be generated by optical lattice
patterns, e.g. geometrically or by synthetic gauge poten-
tials ([17–19] and literature therein). This non-triviality
in dynamics can emerge for example from Dirac points
which can be present in the tight binding energy disper-
sion [18]. Such a problem is especially interesting because
the resulting dynamics exhibits much broader types of
quasiparticle excitations, e.g. intra and interband transi-
tions. The lattices that show such a dynamics have been
very recently studied by Grygiel et al. [20]. They have
investigated optical conductivity in the lattice with syn-
thetic gauge potential which correspond to the uniform
magnetic field. The Grygiel et al. work has extended the
earlier one [21–24] and in particular they have shown the
importance of interband transitions around Dirac points
for two-band system with uniform pi flux.
In this work, we present that non-trivial dynamics
around Dirac points also appears in the broad class of lat-
tices with staggered symmetry. In particular, in compar-
ison to Ref. [20], interband transitions can be also very
clearly visible in a much simpler experimentally avail-
able optical lattice systems without gauge potential, i.e.
in the honeycomb type of lattices [18].
As the main point of our studies we show by using
analytical and numerical arguments that such interband
transitions are very sensitive to the type of experiment
made. In particular, we show that these transitions can
be engineered at least in two ways: by a suitable choice of
external perturbation or by changing the lattice proper-
ties. In the first case we show that the interband transi-
tions can be simply turned off in the isotropic amplitude
modulation of the lattice [6, 10, 12] in contrary to the
phase modulation protocols [7]. In the latter case, inter-
band transitions can be continuously modified by engi-
neering of Dirac like physics in staggered symmetry lat-
tices [18, 25–27]. As an example, we analyze honeycomb
type lattices which are able to shift the location of Dirac
cones within the Brillouin zone [18]. We also consider
the lattice with staggered fluxes for which a tunability
of relativistic dynamics can be broadly modified by the
steepness of Dirac cones simply observed in the tight-
binding dispersion energy [25, 26]. Therefore, we show
that engineering of Dirac like physics significantly mod-
ifies the linear response dynamics and we explain that
this allows changes in the energy absorption rate mostly
locally around Dirac points.
Through the paper we focus on the bosonic Mott in-
sulator for which quasiparticle excitations have simple
particle-hole interpretation and all peculiar dynamical
phenomena appear at frequencies proportional to the
bosonic on-site interaction [21, 22].
Manuscript is organized as follows. In Sec. II A and
IIB we shortly introduce the BHM within the coher-
ent path integral framework and we define lattices types
which are analyzed in this paper. Next, in Sec. II C,
IID and II E, we discuss the linear response dynamics
together with their application to the conductivity and
the isotropic energy absorption rate. In Sec. III we sum-
marize our results.
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2II. METHODS AND RESULTS
A. Model and effective action
We consider strongly correlated lattice bosons which
are described by the Bose-Hubbard model [28, 29].
Hamiltonian of this model in the second quantization lan-
guage has a form
H = H0 +H1, (1)
H0 =
U
2
∑
i
bˆ†i bˆ
†
i bˆibˆi − µ
∑
i
bˆ†i bˆi , (2)
H1 = −J
∑
〈ij〉
bˆ†i bˆj , (3)
where bˆi (bˆ
†
i ) is the annihilation (creation) bosonic oper-
ator at a site i. The parameters J , U and µ correspond
to the hopping, interaction and chemical potential en-
ergy, respectively. We assume that the sum in Eq. (3) is
restricted to the nearest neighbours sites.
Using the coherent state path integral formalism we
can obtain the following form of partition function [30]
Z =
ˆ
Db∗Db e−(S0+S1)/~, (4)
S0 =
∑
i
ˆ ~β
0
dτ
{
b¯i(τ)~∂τ bi(τ) (5)
+
U
2
b¯i(τ)b¯i(τ)bi(τ)bi(τ)− µb∗i (τ)bi(τ)
}
,
S1 = −J
∑
〈ij〉
ˆ ~β
0
dτ b¯i(τ)bj(τ), (6)
In this work, we are interested in the bosonic MI phase
which appears for J  U and for integer densities.
Therefore we treat S1 term in Eq. (6) as a perturba-
tion. One of the powerful methods in this regime is based
on the strong coupling approach proposed by Sengupta
and Dupuis [31]. This method uses double Hubbard-
Stratonovich (HS) transformations which allow the iden-
tification of new HS fields with that from Eqs. (5)-(6).
Such an identification is possible because of correlation
functions correspondence between the bare fields bi(τ),
b¯i(τ) from Eqs. (5)-(6) and the fields after the second
HS [31]. Then, the effective action takes the form
Seff = −
∑
ij
ˆ β
0
dτJij b¯i(τ)bj(τ)
−
∑
i
ˆ β
0
dτdτ ′
[
G1,c (τ ′ − τ)]−1 b¯i(τ ′)bi(τ), (7)
where the strong coupling expansion is truncated to the
second order in the MI phase in which Gaussian fluc-
tuations make a good approximation [30]. Moreover,
β is the inverse of temperature i.e. 1/kBT (kB is the
Boltzmann constant). Starting from Eq. (7) we set
the reduced Planck constant ~ to unity for simplicity.
Moreover G1,c (τ − τ ′) is the two-point local Green func-
tion which can be defined by its Fourier transform in
the Matsubara frequencies domain ωn, i.e. G1,c (τ) =
1
β
∑
ωn
G1,c (ωn) e
iωnτ where
G1,c (iωn) =
n0 + 1
iωn + En0 − En0+1
− n0
iωn + En0−1 − En0
,
(8)
with the on-site energy En0 = −µn0 + Un0(n0 − 1)/2
and G1,c (iωn) is taken in the zero temperature limit.
The Matsubara frequencies are defined as ωn = 2pin/β
and n is an integer number.
B. Lattices with staggered symmetry
In this work we consider two types of lattices whose
tight-binding energy dispersions exhibit relativistic be-
havior. In the first type of lattices, the relativistic en-
ergy behavior is introduced by the synthetic gauge field
i.e. staggered flux lattice [25, 26] and in the second one
by the lattice geometry: honeycomb or brick-wall lattice
[18, 27]. Then, the effective action from Eq. (7) in the
wave vector basis k = (kx, ky), can be rewritten to the
form
Seff = −
∑
k
ˆ
dτdτ ′B†k(τ ′)
[
GMI(k, τ ′ − τ)]−1 Bk(τ),(9)
where[
GMI(k, τ ′ − τ)]−1 = −F(k)δ (τ ′ − τ) +G−10 (τ ′ − τ) ,
(10)
F(k) =
[
0 f1,2(k)
f¯1,2(k) 0
]
, (11)
Bk(τ) =
[
bkA(τ)
bkB(τ)
]
, (12)
and where indices A and B label the fields which belong
to the corresponding sublattices and moreover we also
assume that f¯1,2(k) = f2,1(k). In the subsequent cal-
culations, we consider three forms of f1,2(k) which cor-
respond to the three different lattices exhibiting Dirac
points.
- Staggered flux lattice
fflux1,2 (k) = −2J
[
eiφ/4 cos (kxa) + e
−iφ/4 cos (kya)
]
,
(13)
where φ is the amplitude of the staggered flux [25, 26].
3- Honeycomb lattice
fhc1,2(k) = −J
(
e−ikya + ei
1
2kya−i
√
3
2 kxa + ei
1
2kya+i
√
3
2 kxa
)
.
(14)
- Brick-wall lattice
f bw1,2(k) = −J
(
eikxa + e−ikxa + e−kya
)
. (15)
In the above equations, a is the lattice constant.
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Figure 1: (color online) The tight-binding energy dispersion
for (a) the honeycomb type of lattices - standard honeycomb
and brick-wall lattices, (b) the staggered flux lattice with
φ = pi and pi/3. The particular paths in the wave vector
space are chosen to show the existence of Dirac points in the
tight-binding dispersion, i.e. the points at which dispersions
intersects.
At the end of this section we also give the form of MI
Green function GMI (see Eq. (10)) in the Matsubara fre-
quency representation ωn which will be useful in further
calculations, i.e.
GMI(k, iωn) =
[
GMI1,1 (k, ωn) G
MI
1,2 (k, ωn)
GMI2,1 (k, ωn) G
MI
2,2 (k, ωn)
]
, (16)
where diagonal terms α = β are
GMIα,β(k, ωn)
uu ll ul lu
Ep,u Ep,l Eh,u Eh,l
(0,0) (π /2,π /2)
-0.5
0.0
0.5
1.0
(kx,ky)
E
(k
)/
U
Staggered flux lattice
Figure 2: (color online) The wave vector k = (kx, ky) de-
pendence of the quasi-particle and hole energy bands in the
MI phase. The staggered flux lattice for J/U = 0.043 and
µ = 0.414 is depicted. The arrows show possible transitions
in the linear response dynamics considered in this paper. uu,
ll and ul, lu correspond to the intra and inter-band transi-
tions, respectively.
=
1
2
[
zp,u (k)
iωn − Ep,u (k) +
1− zp,u (k)
iωn − Eh,u (k)
− zp,l (k)
iωn − Ep,l (k) −
1− zp,l (k)
iωn − Eh,l (k)
]
, (17)
and off-diagonal terms α 6= β are
GMIα,β(k, ωn) =
fα,β(k)
2 |fα,β(k)|
×
[
− zp,u (k)
iωn − Ep,u (k) −
1− zp,u (k)
iωn − Eh,u (k)
+
zp,l (k)
iωn − Ep,l (k) +
1− zp,l (k)
iωn − Eh,l (k)
]
. (18)
The corresponding zp,α (k) and Ep,u/l (k) quantities in
Eqs. (17)-(18) are
zp,α (k) =
Ep,α (k) + µ+ U
Ep,α (k)− Eh,α (k) , (19)
Ep,u/l (k) =
± |f1,2(k)|
2
−µ+U
(
n0 − 1
2
)
± 1
2
∆u/d (k) ,
(20)
∆u/l (k) =
√
|f1,2(k)|2 ± 4 |f1,2(k)|U
(
n0 +
1
2
)
+ U2.
(21)
Ep,u/l (k) and Eh,u/l (k) are poles of the Green func-
tions in Eqs. (17)-(18), therefore they are interpreted
as quasiparticle energies. The p (h) index corresponds to
the quasiparticle (quasihole) excitation, while u (l) cor-
responds to the upper (lower) band in the tight-binding
model. The u and l bands in the tight binding model are
4obtained from the eigenenergies of F(k) (Eq. (11)) and
are given by |f1,2(k)| and − |f1,2(k)|, respectively.
An important feature of the lattices considered here
is that they exhibit tunable Dirac points. To show this,
we plot the tight-binding energy dispersions ± |f1,2(k)|
of honeycomb and brick-wall lattices in Fig. 1 a and the
tight-binding energy dispersions of staggered flux lattice
in Fig. 1 b. The corresponding formulas for these disper-
sions are given in Appendix IVA. The tunability of the
honeycomb like lattice is obtained by modification of its
geometry (standard honeycomb geometry and brick-wall
geometry) which cause a shift of Dirac points locations
in the wave vector space (see Fig. 1 a). This modifica-
tion also slightly changes the steepness of the relativis-
tic dispersion around Dirac points. Moreover, changing
the flux amplitude φ in the staggered flux lattice implies
changes in the steepness of relativistic dispersion around
the Dirac points, which is more pronounced than in Fig.
1 a. These effects have direct consequences on the linear
response dynamics which will be discussed in the subse-
quent sections.
Additionally, to show how the excitation spectra of
quasiparticles are affected by the Dirac points, we plot
the MI energy dispersion of staggered flux lattice in Fig.
2 (the analogous plot can be given for the honeycomb like
lattices). In this Figure, the Dirac points are located in
the quasiparticle and hole spectrum at (pi/2, pi/2) and are
separated by energy U (a similar observation was made
in the uniform magnetic field [21, 22]).
C. Linear response kernel in the MI phase
The linear response kernel for the phase or amplitude
modulation perturbation (in the MI phase) can be de-
rived from the following form of the four point correlation
function
K (iω)
=
1
N
∑
k,k′
ˆ β
0
dτeiωτ
2∑
λ1,λ2,λ3,λ4=1
γλ1,λ2(k)γλ3,λ4(k
′)
× 〈 b∗λ1,k(τ)bλ2,k(τ) b∗λ3,k′(0)bλ4,k′(0)〉 , (22)
where the average 〈...〉 is defined over the effective action
from Eq.(9) and we assume a translation invariant lattice.
Applying the Matsubara frequency transformation for b,
b∗ fields, together with the Wick theorem to Eq. (22) one
gets
K (iω)
=
1
βN
∑
n
∑
k
2∑
λ1,λ2,λ3,λ4=1
γ1λ1,λ2(k)γ
2
λ3,λ4(k)
×GMIλ4,λ1(k, ωn)GMIλ2,λ3(k, ωn + ω), (23)
in which 〈
bλµ,k,nb
∗
λν ,k,n
〉
= GMIλµ,λν (k, ωn), (24)
where the indices λµ, λν ∈ {1, 2} denote the matrix el-
ement of MI Green function which is the 2 by 2 matrix
defined in Eq. (10).
Careful explanation of the form of K (iω) in Eq. (22)
is needed. Firstly, it describes the paramagnetic part of
linear response in MI phase for which ω > 0. Secondly,
the form of K (iω) depends on the form of the consid-
ered external perturbation. In this work, we consider two
quantities: σ (ω) and S (ω). The symbol σ (ω) denotes
the dynamical conductivity and is defined by the cur-
rent autocorrelation function [32]. The function S (ω) is
proportional to the isotropic energy absorption rate and
is defined by the kinetic energy autocorrelation function
[6, 12]. It is important to stress here that σ (ω) and S (ω)
are also related with the response of the system to the
phase and the amplitude periodic modulation of the op-
tical lattice, respectively [6, 7, 12]. Namely, within the
notation introduced in Sec. II B, the optical conductivity
can be obtained from
σ (ω) =
e2eff
ω
K (iω)
∣∣∣∣∣
iω→ω+i0+
, (25)
where
γ1λ1,λ2(k) = γ
2
λ1,λ2(k) = ∂kxfλ1,λ2(k), (26)
and eeff is the effective charge (which in the optical lat-
tice can be generated e.g. by the synthetic gauge field).
The expression iω → ω + i0+ denotes the analytic con-
tinuation and fλ1,λ2(k) is the (λ1, λ2) matrix element of
F(k) from Eq. (11). Partial derivative over kx in Eq.
(26) means that xx component of the longitudinal con-
ductivity is considered. The form of Eq. (25) agrees with
those ound in literature [20, 21, 32].
In the case of S(ω) one gets
S (ω) = Im
[
K (iω)|iω→ω+i0+
]
, (27)
where
γ1λ1,λ2(k) = γ
2
λ1,λ2(k) = fλ1,λ2(k). (28)
S (ω) has been previously studied in different contexts,
e.g. correlated fermions [33], Higgs mode [12] or ther-
mometry in MI phase [16].
Because we are focused on the MI phase, one can give
the general form of K (iω) by using Eqs. (23) and (17)-
(21), i.e.
K (iω) (29)
=
1
N
∑
k
∑
α,β∈{u,l}
Γγαβ (k)
[1− zp,α (k)] zp,β (k)
Eh,α (k) + i~ω − Ep,β (k) ,(30)
where
Γγuu (k) = Γ
γ
ll (k) =
=
(
γ12,1 (k) f1,2 (k) + γ
1
1,2 (k) f¯1,2 (k)
2 |f1,2 (k)|
)2
, (31)
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Figure 3: (color online) Frequency ω dependent conductivity σ(ω) (a-c) and S(ω) (d-f) in the MI phase at zero temperature.
The latter quantity is proportional to the isotropic energy absorption rate. The remaining parameters are µ/U = 0.414,
J/U = 0.043. The symbols uu, dd, ud, du correspond to the transitions depicted in Fig. 2. The bold and dashed gray line give
the total response of the system coming from the all transitions summed (i.e. from intra and interband transitions); σq denotes
the quantum unit of conductance defined in Eq. 33.
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Figure 4: (color online) Frequency dependent conductivity in the MI phase at zero temperature. Staggered flux lattice is
considered with the flux amplitudes: (a) φ = pi, (b) φ = 2pi/3, (c) φ = pi/3. For clarity, we plot dynamical conductivity with
the same absolute detuning of hopping amplitude J from the phase boundary, i.e. ∆c = (Jc − J)/Jc = 20% because Jc is a φ
dependent function [25, 26]. In particular (a) J/U ≈ 0.049, (J/U)c ≈ 0.061, (b) J/U ≈ 0.040, (J/U)c ≈ 0.050, (c) J/U ≈ 0.036,
(J/U)c ≈ 0.044. The bold and dashed gray line give the total response of the system coming from the all transitions summed
(i.e. from intra and interband transitions). The chemical potential is µ/U = 0.414.
Γγul (k) = Γ
γ
lu (k)
= −
(
γ2,11 (k) f1,2 (k)− γ1,21 (k) f¯1,2 (k)
2 |f1,2 (k)|
)2
, (32)
and weights Γγuu, Γ
γ
ll and Γ
γ
ul, Γ
γ
lu correspond to the intra
and inter-band transitions depicted in Fig. (2) for which
a more detailed discussion will be given shortly (the γ
index is reserved for conductivity Γcondαβ and for energy
absorption rate Γabsαβ ). Moreover, in derivation of Eqs.
(29)-(32) we assume a zero temperature limit and for
simplicity we identify γ1 with γ2 i.e. γ1 = γ2 which
agrees with Eqs. (26) and (28).
It is also worth pointing out here that Eqs. (29-32)
are valid for an arbitrary form of the staggered symme-
try introduced by the hopping amplitude F(k) (see Eq.
(11)) and therefore, these results are not restricted to the
lattices considered here (i.e. for the lattices defined by
Eqs. (13)-(15)).
6D. Dynamical conductivity
To calculate the dynamical (longitudinal) conductiv-
ity σ(ω) from Eq. (25), the analytic continuation of
K (iω) /ω is needed (iω → ω + i0+). This yields the
following form of xx component of the longitudinal con-
ductivity
Reσ (ω)
= σq
2pi2
N
∑
k
∑
α,β∈{u,l}
Γcondαβ (k)
[1− zp,α (k)] zp,β (k)
Eh,α (k)− Ep,β (k)
×δ (ω − [Ep,β (k)− Eh,α (k)]) , (33)
where we focus on the real part of dynamical conductiv-
ity, i.e. Reσ (ω) and we define σq = e2eff/h as a quantum
unit of conductance [21]. From the form of Reσ (ω), we
see that the response of the system appears at the en-
ergy difference between quasiparticle (Ep,β (k)) and hole
excitations (Eh,α (k)) through the Dirac delta function
δ. Therefore for two band models in the MI phase, one
can have four types of excitations. The transitions corre-
sponding to these excitations are schematically drawn in
Fig. (2). In general, one can divide such transitions into
two classes which have intra (uu, ll) or interband (ul, lu)
character. The intraband transitions are mostly respon-
sible for the lowest and highest energy excitations and
e.g. they can describe remarkable phenomenon like the
finite critical conductivity [21, 32, 34, 35]. The interband
transitions are responsible for intermediate behavior and
in the cases considered in this work, they strongly modify
the response around the energy scales in which the Dirac
points appear (a similar behavior has been very recently
reported in the uniform magnetic fields [20] when this
work was finalized).
Next, calculating the conductivity coefficients Γcondαβ in
Eqs. (33) by using Eqs. (31)-(32) and (26) one gets
Γconduu (k) = Γ
cond
ll (k) = (∂kx |f1,2 (k)|)2 , (34)
Γcondul (k) = Γ
cond
lu (k) =
= −
(
f1,2(k)∂kx f¯1,2(k)− f¯1,2(k)∂kxf1,2(k)
2 |f1,2 (k)|
)2
.(35)
From the above equations, we see that all four transi-
tions (uu, ll, ul, lu) can contribute to the conductivity.
However, to consider a particular lattice, explicit forms
of the functions Γcondαβ have to be given together with the
remaining functions in Eq. (33).
To show how the intra (uu, ll) and interband (ul, lu)
transitions behave in the lattices with staggered symme-
try, we consider at first the honeycomb type of lattices
(see Eqs. (14) and (15)). For standard honeycomb lattice
one gets
Γconduu (k) = Γ
cond
ll (k) = 3J
4 sin2
(√
3
2
kx
)
×
2 cos
(√
3
2 kx
)
+ cos
(
3
2ky
)∣∣fhc1,2 (k)∣∣
2 , (36)
Γcondul (k) = Γ
cond
lu (k) =
3J4 sin2
(√
3
2 kx
)
sin2
(
3
2ky
)
∣∣fhc1,2 (k)∣∣2 ,
(37)
and for brick-wall lattice
Γconduu (k) = Γ
cond
ll (k) = 4J
4 sin2 (kx)
×
(
2 cos (kx) + cos (ky)∣∣f bw1,2 (k)∣∣
)2
, (38)
Γcondul (k) = Γ
cond
lu (k) =
4J4 sin2 (kx) sin
2 (ky)∣∣f bw1,2 (k)∣∣2 , (39)
where we set the lattice constant a to one. It is straight-
forward to see that the above formulas for honeycomb
and brick-wall lattices, have a similar form (see also Eqs.
(14) and (15)) which result in similar behavior of dy-
namical conductivity - Figs. 3 a and b. In these Figures
one sees that interband transitions (ul, lu), which appear
near the Dirac point, are more pronounced than the in-
traband transitions (uu, ll) (Dirac point is visible as a
vanishing of conductivity at ω = U). Similar behavior of
significant differences in the intra and interband transi-
tion amplitudes has been very recently reported also for
the uniform magnetic field [20]. Moreover, the shifting
of Dirac points in the wave vector space k (Fig. 1 a),
slightly changed the interband transitions amplitude, i.e.
the brick-wall interband transitions had slightly higher
amplitudes than the corresponding transitions for the
honeycomb lattice. Therefore, the modification of the
lattice geometry had a direct consequence on the linear
response dynamics near the Dirac points.
We can achieve much more pronounced tuning of the
dynamics near the Dirac points if we consider the stag-
gered flux lattice. Prior to showing this, let us first write
the coefficients Γcondαβ for this type of lattice:
Γconduu (k) = Γ
cond
ll (k) = 16J
4 sin2 (kxa)
×
cos (kxa) + cos (φ/2) cos (kya)∣∣∣fflux1,2 (k)∣∣∣
2 , (40)
Γcondul (k) = Γ
cond
lu (k) =
=
4J4 sin2 (kxa) cos
2 (kya) sin
2 (φ/2)∣∣∣fflux1,2 (k)∣∣∣2 . (41)
From the above equations, we see that the interband co-
efficients, i.e. Γcondul (k) and Γ
cond
lu (k), depend on the
square power of the sin (φ/2) function. This explains
7why the interband transitions are the largest for φ = pi
and they vanish in the limit φ→ 0 (for φ = 0 the square
lattice limit is recovered where interband transitions do
not exist [21]). We prove this remarkable behavior of
interband transitions by plotting the dynamical conduc-
tivity for different values of φ amplitude in Fig. 4. It is
important to point out here that such a behavior is di-
rectly connected to the steepness of tight-binding disper-
sion near the Dirac points which is tuned with a different
φ amplitude, see Fig. 1 b.
Moreover, it is very instructive to explain why the
interband transitions (ul, lu) appear around the Dirac
points (i.e. around ω = U) (see Figs. 3 a-b). If we
look at Fig. 2, we see that the bandwidth of qasiparticle
excitations is by about twice larger than the quasihole
band. This can be simply accounted for by the differ-
ent effective hoppings of particles and holes and e.g. for
free bosonic case it is simply (n0 + 1)J and n0J , respec-
tively (see, e.g., [36, 37]). Therefore, moving away from
the Dirac points which for staggered flux lattice are at
(±pi/2,±pi/2) (see also Fig. 2), we see that the ul and lu
transitions for a given k vary slightly from the interac-
tion energy U because of the different effective hoppings
of particles and holes. We conclude, that exactly this dif-
ference in the effective hoppings, gives rise to the linear
response dynamics which concentrates around the Dirac
points. A corresponding situation can be also found for
the honeycomb type of lattices.
E. Isotropic energy absorption rate
In Sec. IID we have shown how the interband transi-
tions can be engineered by the lattice geometry or stag-
gered flux. Here, we show that such a manipulation of
transitions in the strongly correlated bosonic system can
be also achieved in a much robust way, i.e. by a suitable
choice of external perturbation. Dynamical conductivity
considered in the previous section is related to the pe-
riodic phase modulation of the optical lattice [7]. Now
we show what happens if we consider the periodic am-
plitude lattice modulation which is directly connected to
the function S(ω) (Eq. (27)) [6, 12, 33].
Namely, we consider S(ω) which is proportional to the
isotropic energy absorption rate and is defined in Eqs.
(27)-(32). After analytical calculations one gets
S (ω)
=
pi
N
∑
k
∑
α,β∈{u,l}
Γcondαβ (k) [1− zp,α (k)] zp,β (k)
×δ (ω − [Ep,β (k)− Eh,α (k)]) , (42)
where
Γabsuu (k) = Γ
abs
ll (k) = (|f1,2 (k)|)2 , (43)
Γabsul (k) = Γ
abs
lu (k) = 0, (44)
and where the |f1,2 (k)| function is the tight-binding en-
ergy dispersion of the lattices considered in this work
(see, Eqs (45)-(47)). The result of Eq. (44) is espe-
cially interesting. It says that interband transtions (ul,
lu) are completely turned off in the isotropic and peri-
odic modulation of the lattice amplitude for the lattices
with staggered symmetry introduced by the hopping am-
plitude (see Eq. (11). We confirm this analytical result,
by plotting Eqs. (42)-(44) in Figs. 3 d, e and f for the
honeycomb, brick-wall and staggered flux lattice, respec-
tively. These plots should be compared with the con-
ductivity σ(ω) plots, Figs. 3 a, b and c, for which the
interband transitions are present (for σ(ω) the interband
weights Γcondul and Γ
cond
lu do not vanish identically like for
the S(ω) case, compare Eqs. (35) and (44)).
III. SUMMARY
In this work we have considered linear response dynam-
ics in the MI phase for the lattices with staggered sym-
metry. This symmetry was introduced by the hopping
amplitude and takes into account a broad class of lat-
tice currently realized in the optical lattice systems. We
have focused on the lattices which contain Dirac points
in their tight-binding energy dispersions and which can
allow Dirac like physics engineering.
As the main result of our considerations we have shown
that linear response dynamics around the Dirac points
can be highly tuned by a suitable type of the external
perturbation or by modification of the lattice parame-
ters. This shows that the interband transitions can be
very sensitive to the particular experiment realization
and can be a signature for emergence of relativistic dy-
namics related with the Dirac points.
Moreover, we have explained that such a peculiar dy-
namics around the Dirac points is directly connected to
the effective hopping energies for holes and particles.
This further can provide an indirect proof of the non-
equal values of bandwidth for quasiparticle and hole ex-
citations in the MI phase.
It is also important to stress here that presented the-
oretical framework can be directly applied to the other
lattice systems showing the staggered lattice symmetry.
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IV. APPENDIX
A. Tight-binding energy dispersions
8Tight-binding energy dispersions which are plotted in Fig. 1 have the following forms:
- for honeycomb lattice
∣∣fhc1,2 (k)∣∣ = ±J
√√√√1 + 4 cos2(√3
2
kxa
)
+ 4 cos
(√
3
2
kxa
)
cos
(
3
2
kya
)
, (45)
- for brick-wall lattice ∣∣f bw1,2 (k)∣∣ = ±J√1 + 4 cos2 (kxa) + 4 cos (kxa) cos (kya), (46)
- for staggered flux lattice
∣∣∣fflux1,2 (k)∣∣∣ = ±2J
√
cos2 (kxa) + cos2 (kya) + 2 cos
(
φ
2
)
cos (kxa) cos (kya), (47)
where a is the lattice constant.
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