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Abstract: Existence and admissibility of δ-shock solutions is discussed for the
non-convex strictly hyperbolic system of equations
∂tu+ ∂x
(
u2+v2
2
)
= 0
∂tv + ∂x(v(u− 1)) = 0.
The system is fully nonlinear, i.e. it is nonlinear with respect to both unknowns, and
it does not admit the classical Lax-admissible solution for certain Riemann problems.
By introducing complex-valued corrections in the framework of the weak asymptotic
method, we show that a compressive δ-shock solution resolves such Riemann prob-
lems. By letting the approximation parameter tend to zero, the corrections become
real-valued and the solutions can be seen to fit into the framework of weak singular
solutions defined in [12]. Indeed, in this context, we can show that every 2×2 system
of conservation laws admits δ-shock solutions.
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1
21. Introduction
The main subject of this paper is a system of conservation laws appearing in the
study of plasmas. The system is known as the Brio system and has the form
∂tu+ ∂x
(
u2+v2
2
)
= 0,
∂tv + ∂x(v(u− 1)) = 0.
(1.1)
The system is strictly hyperbolic; it is genuinely nonlinear at {(u, v) : u ∈ R, v > 0}
and {(u, v) : u ∈ R, v < 0}, but not on the whole of R2. The system was introduced
in [2] and thoroughly considered in [15]. There, it was found that for certain initial
data no solution consisting of the Lax-admissible elementary waves (shock and rar-
efaction waves) exists. In [15], Riemann problems for (1.1) were compared to Riemann
problems for the system
∂tu+ ∂x
(
u2
2
)
= 0
∂tv + ∂x(v(u− 1)) = 0.
(1.2)
Numerical computations of appropriate viscous profiles for (1.1) and (1.2) demon-
strated surprising similarities. In the same paper, it was shown that certain Riemann
problems for (1.2) admit δ-shock wave solutions. However, the same fact could not
be established for any Riemann problem corresponding to (1.1). In the present work,
we aim to resolve the question of existence of δ-shock wave solutions of (1.1), and the
question of physical justifiability of such solutions to the Riemann problem associated
to (1.1). We remark that for (1.2), if the δ distribution is a part if the solution then
it is adjoined to the function v (with respect to which the system is linear). However,
in the case of system (1.1), our investigation shows that it is more natural for the δ
distribution to be a part of the function u.
The study of singular solutions of systems of conservation laws was initiated by
Korchinski [23] and Keyfitz and Kranzer [21, 22]. In the last few years, interest in
the topic has grown, and a sample of results may be found in [3, 9, 13, 15, 18, 19,
20, 24, 26, 27, 30, 35, 36, 38]. One convenient tool for constructing singular solutions
is the method weak asymptotics. This method has been used recently to understand
the evolution of nonlinear waves in scalar conservation laws as well as interaction and
formation of δ-shock waves in the case of a triangular system of conservation laws
[9, 10, 12]. We refer the reader to [32] and the references contained therein for further
applications of the weak asymptotics method.
In the present work, we introduce an extension of the weak asymptotics method
to the case where complex-valued corrections are considered for the approximate
solutions. Even though the imaginary parts of the solutions so constructed vanish
in an appropriate limit, it appears that considering complex-valued weak asymptotic
solutions significantly extends the range of possible singular solutions.
3It appears that the weak asymptotic method has so far only been used to construct
singular solutions of systems for which the flux functions were linear with respect
to the unknown function which contains δ-distribution. In contrast, note that the
flux (f(u, v), g(u, v)) = ((u2 + v2)/2, v(u− 1)) associated with the system (1.1) is
nonlinear in both u and v, and none of the existing methods yield singular solutions
of this system. Thus it appears that the use of complex-valued corrections is essential
in the construction of singular solutions for (1.1).
Let us next define what we mean by complex-valued weak asymptotic solution, and
highlight some methods to restrict the notion of solution with the goal of obtaining
uniqueness. First we define a vanishing family of distributions.
Definition 1.1. Let fε(x) ∈ D′(R) be a family of distributions depending on ε ∈
(0, 1), We say that fε = oD′(1) if for any test function φ(x) ∈ D(R), the estimate
〈fε, φ〉 = o(1), as ε→ 0
holds.
The estimate on the right-hand side is understood in the usual Landau sense. Thus
we may say that a family of distributions approach zero in the sense defined above if
for a given test function φ, the pairing 〈fε, φ〉 converges to zero as ε approaches zero.
For families of distributions fε(x, t), we write fε = oD′(1) ⊂ D′(R) if the estimate
above holds uniformly in t. More succinctly, we require that
〈fε(·, t), ϕ〉 ≤ CTg(ε) for t ∈ [0, T ],
where the function g depends on the test function ϕ(x, t) and tends to zero as ε→ 0,
and where CT is a constant depending only on T . We define weak asymptotic solutions
to a general system of two conservation laws
∂tu+ ∂xf(u, v) =0,
∂tv + ∂xg(u, v) =0,
(1.3)
as follows.
Definition 1.2. We say that the families of smooth complex-valued distributions (uε)
and (vε) represent a weak asymptotic solution to (1.3) if there exist real-valued dis-
tributions u, v ∈ C(R+;D′(R)), such that for every fixed t ∈ R+
uε ⇀ u, vε ⇀ v as ε→ 0,
in the sense of distributions in D′(R), and
∂tuε + ∂xf(uε, vε) = oD′(1),
∂tvε + ∂xg(uε, vε) = oD′(1).
}
(1.4)
4It is evident that this definition requires some additional assumptions of the fluxes
f and g. In particular, f and g must have an extension into the complex plane.
One may for instance restrict to fluxes that are real-analytic, though in principle a
wider class of fluxes is possible. The main issue in the requirement on the fluxes, and
indeed with this method of constructing solutions is the question of uniqueness. For
example, by adding a constant term of order O(ε) to any weak asymptotic solution,
one immediately obtains two different weak asymptotic solutions which correspond
to the same solution if a more restrictive concept is used.
One way to narrow the class of solution candidates is to require distributional
solutions to satisfy the equations in a stronger sense than the one defined in Definition
1.2. This approach entails substituting them into (1.1), and to check directly whether
the equations are satisfied. This strategy involves the problem of multiplication of
singular distributions. The problem of taking products of singular distributions was
overcome by Danilov and Shelkovich in [12] in a rather elegant way. In their work,
the weak asymptotic solution is constructed such that the terms that do not have a
distributional limit cancel in the limit as ε approaches zero. As a result, it is not
necessary to include singular terms in the definition of the weak solution. Thus, the
problem of multiplication of distributions is automatically eliminated, and the class
of possible solution is significantly reduced.
There are also several other reasonable ways to multiply Heaviside and Dirac dis-
tributions. In [5, 7, 17, 37], a number of definitions of weak solutions of (1.3) are
introduced. Among the latter approaches, we emphasize the measure-type solution
concept introduced in [7, 17]. Moreover, the framework from [17] yields uniqueness of
solutions if an additional condition of Oleinik-type is required, and that is probably
the only work so far which obtains a uniqueness result for arbitrary initial data in a
class of distributional solutions weak enough to allow delta distributions. However,
uniqueness has also been obtained for special classes of initial data by LeFloch in [25],
and by Nedeljkov [30].
We remark that a systematic study of multiplication of distributions problem is
investigated in the Colombeau algebra framework [5, 14, 28]. In these works, problems
of the type considered here are also investigated. Actually, Definition 1.2 can be
understood as a variant of appropriate definitions in [6, 29, 31]. The main difference
is that in the present case, a solution is found pointwise with respect to t ∈ R+,
and it is required that the distributional limit of the weak asymptotic solution be a
distribution. The latter is not necessary in the framework of the Colombeau algebra
though it may be tacitly assumed.
The plan of the present paper is as follows. We will provide a review of the definition
of weak singular solutions from [12] in Section 2. It turns out that a somewhat
more general statement is appropriate here. Moreover, it will be proved that any
2 × 2 system of hyperbolic conservation admits singular solutions of this type. In
5Section 3, weak asymptotic solutions of the Brio system are found. The results of
that section are very important since they represent a justification of the concept
introduced in Section 2 which will be applied in the Section 4. In that section, it is
shown that the limit of the weak asymptotic solutions satisfy the equation in the sense
of Definition 2.1. Also, an adaptation of the Lax admissibility concept is proposed
which provide physically sustainable solutions to corresponding Riemann problems.
The final section is the Appendix where we consider other possibilities for existence
of δ-shock solutions.
2. Generalized weak solutions
In this section, the definition of weak singular solutions of a 2×2 system of conser-
vation laws provided in [12] is reviewed. Indeed, we shall show that any 2×2 systems
of the form
∂tu+ ∂xf(u, v) =0,
∂tv + ∂xg(u, v) =0,
admits δ-type solution in the framework introduced in [12]. While the definition in
[12] is given only for solutions singular in the second variable, while assuming that the
flux functions f and g are linear in the second variable, it appears that the definition
can actually be made more general. Suppose Γ = {γi | i ∈ I} is a graph in the closed
upper half plane, containing Lipschitz continuous arcs γi, i ∈ I, where I is a finite
index set. Let I0 be the subset of I containing all indices of arcs that connect to the
x-axis, and let Γ0 = {x0k | k ∈ I0} be the set of initial points of the arcs γk with
k ∈ I0. Define the singular part by α(x, t)δ(Γ) =
∑
i∈I αi(x, t)δ(γi). Let (u, v) be a
pair of distributions, where v is represented in the form
v(x, t) = V (x, t) + α(x, t)δ(Γ),
and where u, V ∈ L∞(R× R+). Finally, the expression ∂ϕ(x,t)∂l denotes the tangential
derivative of a function ϕ on the graph γi, and
∫
γi
connotes the line integral over the
arc γi.
Definition 2.1. a) The pair of distributions u and v = V + α(x, t)δ(Γ) are called
a generalized δ-shock wave solution of system (1.3) with the initial data U0(x) and
6V0(x) +
∑
I0
αk(x
k
0, 0)δ
(
x− x0k
)
if the integral identities∫
R+
∫
R
(u∂tϕ+ f(u, V )∂xϕ) dxdt +
∫
R
U0(x)ϕ(x, 0) dx = 0, (2.1)∫
R+
∫
R
(V ∂tϕ+ g(u, V )∂xϕ) dxdt (2.2)
+
∑
i∈I
∫
γi
αi(x, t)
∂ϕ(x,t)
∂l
+
∫
R
V0(x)ϕ(x, 0) dx+
∑
k∈I0
αk(x
0
k, 0)ϕ(x
0
k, 0) = 0,
hold for all test functions ϕ ∈ D(R× R+).
The next definition concerns the similar situation where the singular solution is
contained in u, and v is a regular distribution. Thus we assume the representation
u(x, t) = U(x, t) + α(x, t)δ(Γ),
where now U, v ∈ L∞(R× R+), and α(x, t)δ(Γ) is defined as before.
Definition 2.1. b) The pair of distributions u = U+α(x, t)δ(Γ) and v is a generalized
δ-shock wave solution of system (1.3) with the initial data U0(x)+
∑
I0
αk(x
k
0, 0)δ
(
x−
x0k
)
and V0(x)) if the integral identities∫
R+
∫
R
(U∂tϕ+ f(U, v)∂xϕ) dxdt (2.3)
+
∑
i∈I
∫
γi
αi(x, t)
∂ϕ(x,t)
∂l
+
∫
R
U0(x)ϕ(x, 0)dx+
∑
k∈I0
αk(x
0
k, 0)ϕ(x
0
k, 0) = 0,
∫
R+
∫
R
(v∂tϕ+ g(U, v)∂xϕ) dxdt+
∫
R
V0(x)ϕ(x, 0) dx = 0, (2.4)
hold for all test functions ϕ ∈ D(R× R+).
This definition may be interpreted as an extension of the classical weak solution
concept. Moreover, as noticed in e.g. [1], the definition is consistent with the concept
of measure solutions [7, 17].
Definition 2.1 is quite general, allowing a combination of initial steps and delta dis-
tributions; but its effectiveness is already demonstrated by considering the Riemann
problem with a single jump. Indeed, for this configuration it can be shown that a
δ-shock wave solution exists for any 2× 2 system of conservation laws. Consider the
Riemann problem for (1.3) with initial data u(x, 0) = U0(x) and v(x, 0) = V0(x),
where
U0(x) =
{
u1, x < 0
u2, x > 0
, V0(x) =
{
v1, x < 0
v2, x > 0
. (2.5)
Then, the following theorem holds.
7Theorem 2.1. a) If u1 6= u2 then the pair of distributions
u(x, t) = U0(x− ct), (2.6)
v(x, t) = V0(x− ct) + α(t)δ(x− ct), (2.7)
where
c =
[f(u, V )]
[u]
=
f(u2, v2)− f(u1, v1)
u2 − u1 , and α(t) = (c[V ]− [g(u, V )])t,
represents the δ-shock wave solution of (1.3) with initial data U0(x) and V0(x) in the
sense of Definition 2.1 a).
Theorem 2.1. b) If v1 6= v2 then the pair of distributions
u(x, t) = U0(x− ct) + α(t)δ(x− ct), (2.8)
v(x, t) = V0(x− ct), (2.9)
where
c =
[g(U, v)]
[v]
=
g(u2, v2)− g(u1, v1)
v2 − v1 , α(t) = (c[U ]− [f(U, v)])t
represents the δ-shock solution of (1.3) with initial data U0(x) and V0(x) in the sense
of Definition 2.1 b).
Proof. We will prove only the first part of the theorem as the second part can be
proved analogously. We immediately see that u and v given by (2.6) and (2.7) satisfy
(2.1) since c is given exactly by the Rankine-Hugoniot condition derived from that
system. By substituting u and v into (2.2), we get after standard transformations:∫
R+
(−c[V ] + [g(u, V )])ϕ(ct, t) dt−
∫
R+
α′(t)ϕ(ct, t) dt = 0.
From here and since α(0) = 0, the conclusion follows immediately. 
As the solution framework of Definition 2.1 is very weak, one might expect non-
uniqueness issues to arise. This is indeed the case, and the proof of the following
proposition is an easy exercise.
Proposition 2.1. System (1.3) with the zero initial data: u|t=0 = v|t=0 = 0 admits
δ-shock solutions of the form:
u(x, t) = 0, v(x, t) = βδ(x− c1t)− βδ(x− c2t),
for arbitrary constants β, c1 and c2.
At the moment, we do not have a general concept for resolving such and similar
non-uniqueness issues. In the case of the Brio system which we shall consider in the
sequel, we are also not able to obtain uniqueness, but we can prove that there always
exists a physically reasonable solution to the corresponding Riemann problem.
8Finally, let us remark, that it is of course possible and reasonable to give a definition
along the lines of Definition 2.1 which allows for simultaneous concentration effects
in both unknowns u and v. In this case, a generalized δ-shock wave solution of (1.3)
with the initial data U0(x)+
∑
I0
αk(x
k
0, 0)δ
(
x−x0k
)
and V0(x)+
∑
I0
βk(x
k
0, 0)δ
(
x−x0k
)
would have the form u = U + α(x, t)δ(Γ) and v = V + β(x, t)δ(Γ), and satisfy∫
R+
∫
R
(U∂tϕ+ f(U, V )∂xϕ) dxdt (2.10)
+
∑
i∈I
∫
γi
αi(x, t)
∂ϕ(x,t)
∂l
+
∫
R
U0(x)ϕ(x, 0) dx+
∑
k∈I0
αk(x
0
k, 0)ϕ(x
0
k, 0) = 0,
∫
R+
∫
R
(V ∂tϕ+ g(U, V )∂xϕ) dxdt (2.11)
+
∑
i∈I
∫
γi
βi(x, t)
∂ϕ(x,t)
∂l
+
∫
R
V0(x)ϕ(x, 0) dx+
∑
k∈I0
βk(x
0
k, 0)ϕ(x
0
k, 0) = 0,
for all test functions ϕ ∈ D(R × R+). An example of such a situation can be found
in [4].
3. Weak asymptotics for the Brio system
In this section, we shall construct weak asymptotic solutions for the Riemann prob-
lem associated to the Brio system (1.1), and then show that the weak asymptotic
solution converges to the generalized weak solution to the system in the sense of Def-
inition 2.1. This construction is very important since the fact that it is possible to
find a sequence of smooth approximating solutions to (1.1), (2.5) converging to the
δ-shock solution represents a justification of the concept laid down in Section 2. In
particular, observe that the vanishing viscosity approximation is a special case of the
weak asymptotic approximation since the term εuxx is clearly of order OD′(ε).
To find the weak asymptotic solutions we need to find families of smooth functions
(uε), (vε), such that
∂tuε + ∂x
(
u2ε+v
2
ε
2
)
= oD′(1),
∂tvε + ∂x (vε(uε − 1)) = oD′(1),
(3.1)
uε ⇀ u, vε ⇀ v as ε→ 0, (3.2)
and such that u(x, 0) = U0(x) and v(x, 0) = V0(x) are given by (2.5). We shall prove
the following theorem.
Theorem 3.1. a) If u1 6= u2 then there exist weak asymptotic solutions (uε), (vε) of
the Brio system (1.1), such that the families (uε) and (vε) have distributional limits
u(x, t) = U0(x− ct), (3.3)
v(x, t) = V0(x− ct) + α(t)δ(x− ct), (3.4)
9where
c =
u21 + v
2
1 − u22 − v22
2(u1 − u2) and α(t) =
1
2
(c(v2 − v1) + (v1(u1 − 1)− v2(u2 − 1))) t.
(3.5)
Theorem 3.1. b) If v1 6= v2 then there exist weak asymptotic solutions (uε), (vε) of
the Brio system (1.1), such that the families (uε) and (vε) have distributional limits
u(x, t) = U0(x− ct) + α(t)δ(x− ct), (3.6)
v(x, t) = V0(x− ct), (3.7)
where
c =
v1(u1 − 1)− v2(u2 − 1)
v1 − v2 and α(t) =
(
c(u2 − u1) + u
2
1 + v
2
1 − u22 − v22
2
)
t. (3.8)
Proof. a) Let ρ ∈ C∞c (R) be an even, non-negative, smooth, compactly supported
function such that
suppρ ⊂ (−1, 1),
∫
R
ρ(z)dz = 1, ρ ≥ 0.
We take:
Rε(x, t) =
i
ε
ρ((x− ct− 2ε)/ε)− i
ε
ρ((x− ct + 2ε)/ε),
δε(x, t) =
1
ε
ρ((x− ct− 4ε)/ε) + 1
ε
ρ((x− ct+ 4ε)/ε). (3.9)
Next, define smooth functions Uε and Vε such that
Uε(x, t) =


u1, x < ct− 20ε,
c+ 1, ct− 10ε < x < ct + 10ε,
u2, x > ct+ 20ε,
Vε(x, t) =


v1, x < ct− 20ε,
0, ct− 10ε < x < ct + 10ε,
v2, x > ct+ 20ε.
Notice that
Rε ⇀ 0, UεRε ⇀ 0, and Uεδε ⇀ 2(c+ 1)δ(x− ct). (3.10)
Moreover, we have
VεRε ≡ 0, Vεδε ≡ 0, and δεRε ≡ 0. (3.11)
Now make the ansatz
uε(x, t) = Uε(x, t),
vε(x, t) = Vε(x, t) + α(t)(δε(x, t) +Rε(x, t)),
(3.12)
10
and substitute it into equations (3.1). Notice first of all that
v2ε(x, t) = V
2
ε + α
2(t)(R2ε + δ
2
ε)
by invoking (3.11). Focusing on the expression R2ε + δ
2
ε , we take ϕ ∈ C∞c (R) and
consider the integral∫
R
(R2ε + δ
2
ε )ϕ dx
=
∫
R
1
ε2
(
− ρ2((x− ct + 2ε)/ε)− ρ2((x− ct− 2ε)/ε)
+ ρ2((x− ct+ 4ε)/ε) + ρ((x− ct− 4ε)/ε)
)
ϕ dx = O(ε).
In the above reasoning, use was made of the following computation.∫
R
1
ε2
(
ρ2((x− ct+ αε)/ε) + ρ2((x− ct− βε)/ε))ϕ(x) dz
=
∫
R
1
ε
ρ2(z) (ϕ(ct+ ε(z − α)) + ϕ(ct+ ε(z + β))) dz
=
∫
R
1
ε
ρ2(z) (2ϕ(ct) + εϕ′(ct)(β − α)) dz +O(ε), for α, β ∈ R.
The last relation was found by making the changes of variables (x − ct + αε)/ε = z
and (x−ct−βε)/ε = z, and observing that ∫ zρ2(z)dz = 0 since ρ is an even function.
In the case at hand, we use α = β = 2 for the first integral, and α = β = 4 in the
second integral. Finally, it becomes plain that
v2ε = V
2
ε + oD′(1). (3.13)
Therefore, taking into account Definition 1.1, from the first equation in (3.1), we
conclude that we need to check whether
∂tUε + ∂x
U2ε + V
2
ε
2
= oD′(1),
and this reduces to ∫ T
0
(−c[U ] + 1
2
[U2 + V 2]
)
ϕ(ct, t)dt = o(1), (3.14)
where [U ] = u2 − u1 and [U2 + V 2] = u22 + v22 − u21 − u22.
However, this is indeed satisfied thanks to the choice of the constant c which was
found from the Rankine-Hugoniot condition for the first equation in (1.1).
Let us now consider the second equation in (3.1). First, notice that
∂x(vε(uε − 1)) = ∂x (UεVε + (c+ 1)α(t)δε − Vε − α(t)δε) + oD′(1)
= (v1(1− u1) + v2(u2 − 1)δ(x− ct) + cα(t)δ′(x− ct)) + oD′(1).
11
Next, note also that
∂tvε = −c(v2 − v1)δ(x− ct) + α′(t)δ(x− ct)− cα(t)δ′(x− ct) + oD′(1).
Adding the latter two expressions, we obtain
∂tvε + ∂x (vε(uε − 1))
= (−c(v2 − v1) + α′(t) + (v1(1− u1) + v2(u2 − 1)) δ(x− ct) + oD′(1).
From here, we conclude that choosing α as given in (3.5), the first equation in (3.1)
is satisfied, as well. This concludes the proof of part (a).
b) In this case, an appropriate weak asymptotic solution is given by
uε(x, t) = Uε(x, t) + α(t)(δε(x, t) +R1ε(x, t)) +
√
2cα(t)R2ε(x, t)),
vε(x, t) = Vε(x, t),
where
c =
v1u1 − v2u2
v1 − v2 − 1 and α(t) =
(
c(u1 − u2)− u
2
1 + v
2
1 − u22 − v22
2
)
t,
and
Uε(x, t) =


u1, x < ct− 20ε
0, ct− 10ε < x < ct + 10ε
u2, x > ct+ 20ε
Vε(x, t) =


v1, x < ct− 20ε
0, ct− 10ε < x < ct+ 10ε
v2, x > ct+ 20ε
;
R1ε(x, t) =
i
ε
ρ((x− ct− 2ε)/ε)− i
ε
ρ((x− ct+ 2ε)/ε);
R2ε(x, t) =
1√
ε
[ρ((x− ct)/ε)] 12 ;
δε(x, t) =
1
ε
ρ((x− ct− 4ε)/ε) + 1
ε
ρ((x− ct + 4ε)/ε),
where ρ is the same smooth non-negative even function as used in the previous ex-
amples. The proof then follows the ideas of the proof of (a). 
An important corollary (to be used in the Appendix) of the proof of the previous
theorem is that it gives another interesting class of weak asymptotic solutions to (1.1)
having the δ distribution as their limit.
Corollary 1. If u1 = u2 and v
2
1 = v
2
2 then for any c ∈ R the families (uε) and (vε)
given by (3.12) are the weak asymptotic solution to (1.1), (2.5).
12
Proof. It is enough to notice that (3.14) is satisfied independently on c since [U ] =
[U2 + V 2] = 0. 
To close the section, we should mention that while the extension of the weak asymp-
totics method to complex-valued solutions was crucial for finding a solution of the
system (1.1), it might not be appropriate in other contexts as it might lead to strong
non-uniqueness. For example, using complex-valued weak asymptotic solutions of
similar form as (3.6) for the inviscid Burgers equation, one may construct a family of
distinct solutions emanating from the same initial data, all of which also satisfy the
Lax admissibility condition.
4. Generalized weak solutions for the Brio system and the
uniqueness issue
By comparing Theorem 2.1 and Theorem 3.1, we see that the limit distributions
u and v given in Theorem 3.1 represent δ-shock solutions to (1.1) with initial data
u(x, 0) = U0(x) and v(x, 0) = V0(x). However, we want to incorporate such solutions
into the Lax admissibility concept and this is the goal in this section.
We focus on Definition 2.1 b) from [12] where the fluxes f and g are given by
the Brio system. The same can be done with Definition 2.1 a) but it appears that
the solutions which it generates do not fit into the Lax admissibility concept. More
details of this case will be provided in the Appendix.
Recall that in the case v1 > 0 > v2 there exists no Lax-admissible solution to the
Riemann problem (1.1), with the Riemann initial data U0 and V0 given by (2.5) (see
[15]). If v1 and v2 do not satisfy this relation, we have the classical Lax admissible
solution to the appropriate Riemann problem consisting of the elementary waves, i.e.
shock and rarefaction waves. For L∞-small data, such solution is unique since the
system is genuinely nonlinear for v > 0 and v < 0. Theorem 2.1 states that we can
also have δ-shock wave solutions, but as Proposition 2.1 shows, there is strong non-
uniqueness. In order to eliminate at least some of solutions which are inconsistent
with the physical intuition, we shall use the Lax compressivity conditions for the δ-
shock wave. In order to introduce them, let us recall that the characteristic velocities
for the Brio system are [15]:
λ1(u, v) = u− 1/2−
√
1/4 + v2, λ2(u, v) = u− 1/2 +
√
1/4 + v2.
The corresponding rarefaction waves are given by
RW1 : u = −1
2
(√
4v2 + 1− log(1 +
√
4v2 + 1)
)
+ C1;
RW2 : u =
1
2
(√
4v2 + 1 + log(−1 +
√
4v2 + 1)
)
+ C2;
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The shock waves are given by
SW1,2 : u− u1 = v − v1
v + v1
(
1∓
√
(v + v1)2 + 1
)
.
A phase space picture for a given left and right state is shown in Figure 1.
✲
✻
0 v
u
RW2
RW2
RW1
RW1
SW1
SW1
SW2
L
R
SW2
Figure 1. L is the left, and R is the right state.
The following definition introduces a compressivity demand on the characteris-
tics of (1.1) meaning that the characteristics enters the δ-shock from both sides. It
is standard for the classical shock waves and they are known as Lax admissibility
conditions. Note the usual demand on the δ-shock wave is an overcompressivity
condition demanding that both characteristic field λ1 and λ2, satisfy (4.1) below
[10, 12, 13, 21, 36]. However, we were not able to find solutions involving overcom-
pressive δ-shocks and we confine ourselves on a less restrictive demand which still
includes concentration effects. The definition concerning the admissible δ-shock so-
lutions of (1.1) such as defined in Theorem 3.1 follows.
Definition 4.1. A δ-shock solution of (1.1), connecting a left state L = (u1, v1) and
a right state R = (u2, v2) is i-admissible if
λi(u2, v2) ≤ c ≤ λi(u1, v1), (4.1)
for i = 1 or i = 2. For such δ shock wave we say that it is compressive.
Thus for a general Riemann problem, one may say that a solution of (1.1), (2.5)
which contains a δ-shock wave is admissible if it consists of a combination of the
classical Lax admissible simple waves (shock or rarefaction) and compressive δ waves.
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The following lemma will be crucial for existence of admissible δ-shock solutions to
Riemann problems corresponding to (1.1).
Lemma 4.1. Assume that the initial data (2.5) are such that u1 = u2 = u˜, v1 = 0
and v2 < 0. Then, the δ-shock solution
u(x, t) =u˜+ α(t)δ(x− ct),
v(x, t) =0,
(4.2)
where α(t) and c are given by (3.8), represents 1-admissible δ-shock solution.
Proof. The functions given by (4.2) represent δ shock solution to (1.1), (2.5) according
to Theorem 2.1, b). In order to prove that the solution is 1-admissible, recall that
c = v2(u2−1)−v1(u1−1)
v2−v1
. Then, due to (4.1), we need to show:
λ1(u2, v2) = u2 − 1/2−
√
1/4 + v22 ≤
v2(u2 − 1)− v1(u1 − 1)
v2 − v1
≤ u1 − 1/2−
√
1/4 + v21 = λ1(u1, v1).
Since u1 = u2 = u˜ and v1 = 0, the latter reduces to
u˜− 1/2−
√
1/4 + v22 ≤ u˜− 1 ≤ u˜− 1⇒ 1/2−
√
1/4 + v22 ≤ 0,
which is clearly true. This concludes the proof. 
With this lemma established, we can attempt the proof of the following theorem.
Theorem 4.1. Given any Riemann initial data (2.5) such that v2 < 0 < v1, there
exists a solution of (1.1) in the sense of Definition 2.1 which consists of a combination
of the classical Lax admissible simple waves (shock or rarefaction) and compressive δ
waves, 1-admissible in the sense of Definition 4.1.
Proof. The solution is plotted on Figure 2. First, we have the rarefaction wave–1
(RW1) issuing from the left state L = (u1, v1) and connecting it to the state (um, 0).
Then, we connect the state (um, 0) with the state (um, vm) by the δ-shock wave,
and finally we connect (um, vm) with R = (u2, v2) by the shock wave–2 (SW2) or
rarefaction wave–2 (RW2).
The solution is admissible since all the simple shocks which it contains are admis-
sible. Namely, Lemma 4.1 provides admissibility for the δ-shock wave while other
waves are admissible according to the standard theory (see Figure 1). Furthermore,
such combination of shocks is clearly possible since the speed of the state L equals
to λ1(u1, v1) and it is less than the speed λ1(um, 0) of the middle point (um, 0) (since
they are connected by the rarefaction wave). Furthermore, the speed of the δ shock
connecting (um, 0) and (um, vm) equals vm(um − 1)/vm = λ1(um, 0) and it is slower
than the speed of the state (um, vm) which equals either λ2(um, vm) (if we have RW2
between (um, vm) and (u2, v2)) or we have c =
v2(u2−1)−vm(um−1)
v2−v1
< λ1(um, 0) (if we
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have SW2 between (um, vm) and (u2, v2)). Both situations are plotted in the phase
space picture shown in Figure 3.
Indeed, if (um, vm) is connected to R = (u2, v2) by the RW2, then the speed of
(um, vm) is λ2(um, vm) > λ1(um, 0). On the other hand, if (um, vm) is connected to
R = (u2, v2) by the SW2, then its speed is
v2(u2 − 1)− vm(um − 1)
v2 − vm = um − 1 + v2
u2 − um
v2 − vm > λ1(um, 0) = um − 1,
since v2 < 0, v2 − vm > 0, and u2 < um (see Figure 2). 
✲
✻
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R
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u
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u¯
m
v¯
m
L¯
RW1
δ
δ
Figure 2. Thick full line: L
RW1→ (um, 0) δ→ (um, vm) SW2→ R. Thick
dashed line: L¯
RW1→ (u¯m, 0) δ→ (u¯m, v¯m) RW2→ R.
This theorem provides existence of an admissible δ-shock solution of the system
(1.1) with Riemann data (2.5). However, even with the admissibility concept provided
by Definition 4.1. it is not difficult to see that uniqueness may not hold. For example,
a left state L = (u1, v1) and a right state R = (u2, v2) may be joined directly by a
1-admissible δ shock as long as
v1
u2 − u1
v2 − v1 ≥
1
2
−
√
1
4
+ v22, and v2
u2 − u1
v2 − v1 ≤
1
2
−
√
1
4
+ v21,
and this is true whenever u1−u2 is large enough and v2 < 0 < v1. We could, of course,
add certain conditions which would eliminate the non-uniqueness. For instance, we
could announce a δ shock as admissible only if it connects states L = (u, 0) and
R = (u, v), v < 0. However, we do not have any physical justification for such
condition and we shall confine ourselves on the existence statement.
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Figure 3. The left plot corresponds to the situation when (um, vm) is
connected with (u2, v2) by SW2, and the right plot when (um, vm) is
connected with (u2, v2) by RW2.
5. Appendix
We shall end the paper by considering the possibility of the δ distribution to be
adjoint to the unknown v in (1.1). We start with a lemma which will help us to
connect certain states by admissible δ shocks residing in the unknown v.
Lemma 5.1. Assume that in (2.5) we have u1 = u2 and v1 = −v2 > 0. Then, if
c = λi(u1, v1) = λi(u2, v2), i = 1, 2, the functions
u(x, t) =U0(x− ct),
v(x, t) =V0(x− ct) + α(t)δ(x− ct),
(5.1)
where α(t) is given by (3.5), represent the i-admissible δ-shock solution to (1.1).
Proof. It is enough to rely on Corollary 1 and proof of Theorem 2.1. Indeed, taking
(5.1) for any c ∈ R, and inserting them into Definition 4.1, we see that such u and
v represent the δ-shock solution to (1.1), (2.5). To see this, one may use the same
reasoning as in the proof of Theorem 2.1 and relation (3.14).
Next, we take c = λ1(u1, v1) = λ1(u2, v2) or c = λ2(u1, v1) = λ2(u2, v2) to con-
clude that the pair (u, v) is 1-admissible or 2-admissible, respectively, in the sense of
Definition 4.1. 
Using the lemma, we can connect the states
L = (u1, v1) and R = (u2, v2) where u2 > u1
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by an admissible δ-shock solution (u, v) to (1.1), (2.5) admitting the δ shock in the
function v through one of the following procedures
• L→ (vm, um) by RW1; (vm, um)→ (−vm, um) by the δ shock with the speed
c = λ1(um, vm); (−vm, um) → R by RW2. See Figure 4. In this case, we
can also put c = λ2(um, vm). If we take such c then δ shock travels with the
state (um,−vm). If we take c = λ1(um, vm) then δ shock travels with the state
(um, vm). Remark the non-uniqueness that we have here.
• L→ (vm, um) by SW1; (vm, um) → (−vm, um) by the δ shock with the speed
c = λ2(um, vm); (−vm, um)→ R by RW2. See Figure 5.
• L→ (vm, um) by RW1; (vm, um)→ (−vm, um) by the δ shock with the speed
c = λ1(um, vm); (−vm, um)→ R by SW2. See Figure 6.
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Figure 4. L = (u1, v1)
RW1→ (um, vm) δ→ (um,−vm) RW2→ R = (u2, v2).
In the case when u2 < u1, we do not have a general recipe for connecting the
states L = (u1, v1) and R = (u2, v2) by an admissible δ shock solution with the δ
function adjoined to v. Finally, observe that each of the δ shocks in this section is
not really compressive since characteristics from both sides of the shock are parallel
to the shock. Thus we cannot say that concentration effects are present.
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SW1→ (um, vm) δ→ (um,−vm) RW2→ R = (u2, v2).
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RW1→ (um, vm) δ→ (um,−vm) SW2→ R = (u2, v2).
Acknowledgements. We would like to thank to Professor Marko Nedeljkov for
pointing our attention to the Brio system, as well as for his valuable comments and re-
marks. We are grateful to the anonymous referee for carefully reading the manuscript,
and for providing helpful suggestions for improvement of the article.
Darko Mitrovic is employed as a part-time postdoctoral fellow at the University
of Bergen, funded by the project ”Modeling transport in porous media over multiple
scales” of the Research Council of Norway.
19
References
[1] S. Albeverio and V. G. Danilov, Global in Time Solutions to Kolmogorov-Feller Pseu-
dodifferential Equations with Small Parameter, Russian Journal of Mathematical
Physics, 18 (2011), 10–25.
[2] M. Brio Admissibility conditions for weak solutions of nonstrictly hyperbolic systems,
Proc. Int. Conf. on Hyperbolic Problems (Aachen, 1988) (Springer Notes in Mathe-
matics) (Berlin: Springer) pp. 46–50.
[3] G-Q. Chen and H. Liu, Formation of δ-shocks and vacuum states in the vanishing
pressure limit of solutions to the Euler equations for isentropic fluids, SIAM J. Math.
Anal. 34 (2003), 925–938.
[4] M. Sun, Delta shock waves for the chromatography equations as self-similar viscosity
limits, Quart. Appl. Math. 69 (2011), 425-443.
[5] J.-F. Colombeau, New generalized functions and multiplication of distributions,
(North-Holland, Amsterdam, 1984).
[6] J.-F. Colombeau and M. Oberguggenberger, On a hyperbolic system with a compatible
quadratic term: generalized solutions, delta waves, and multiplication of distributions,
Comm. Partial Differential Equations 15 (1990), 905–938.
[7] G. Dal Maso, P. LeFloch and F. Murat, Definition and weak stability of non-
conservative products, J. Math. Pures Appl. 74 (1995), 483–548.
[8] V. G. Danilov, Remarks on vacuum state and uniqueness of concentration process,
Electron. J. Differential Equations 2008 (2008), 1–10.
[9] V. G. Danilov and D. Mitrovic´, Weak asymptotic of shock wave formation process,
Nonlinear Anal. 61 (2005), 613–635.
[10] V. G. Danilov and D. Mitrovic´, Delta shock wave formation in the case of triangular
system of conservation laws, J. Differential Equations 245 (2008), 3704–3734.
[11] V. G. Danilov, G. A. Omel’yanov and V. M. Shelkovich, Weak Asymptotic Method
and Interaction of Nonlinear Waves, in: M.Karasev (ed.) Asymptotic methods for
Wave and Quantum Problems, in: Amer. Math. Soc. Transl. Ser., vol. 208, 2003, pp.
33–165.
[12] V. G. Danilov and V. M. Shelkovich, Dynamics of propagation and interaction of
δ-shock waves in conservation law system, J. Differential Equations 211 (2005), 333–
381.
[13] G. Ercole, Delta shock waves as self similar viscosity limits, Quart. Appl. Math. 58
(2000), 177–199.
[14] M. Grosser, M. Kunzinger, M. Oberguggenberger and R. Steinbauer, Geometric the-
ory of generalized functions with applications to general relativity. Mathematics and
its Applications, 537. Kluwer Academic Publishers, Dordrecht, 2001. xvi+505 pp.
[15] B. Hayes and P. G. LeFloch, Measure-solutions to a strictly hyperbolic system of
conservation laws, Nonlinearity 9 (1996), 1547–1563.
20
[16] H. Holden and N. H. Risebro, Wave front tracking method for conservation laws
(Springer, New York, 2002).
[17] F. Huang, Well posdeness for pressureless flow, Commun. Math. Phys. 222 (2001),
117–146.
[18] F. Huang, Weak solution to pressureless type system, Comm. Partial Differential
Equations 30 (2005), 283–304.
[19] F. Huang, Existence and uniqueness of discontinuus solutions for a hyperbolic system,
Proc. Roy. Soc. Edinburgh A 127 (1997), 1193–1205.
[20] K. T. Joseph, A Riemann problem whose viscosity solution contains δ-measures,
Asymptot. Analysis 7 (1993), 105–120.
[21] B. Keyfitz and H. C. Kranzer, A strictly hyperbolic system of conservation laws ad-
mitting singular shocks in Nonlinear Evolution Equations That Change Type (IMA
Vol. Math. Appl.) 27, editors: B. Keyfitz and M. Shearer (Berlin, Springer, 1990),
pp. 107–125.
[22] B. Keyfitz and H. C. Kranzer, A viscosity approximation to a system of conservation
laws with no classical Riemann solution Proc. Int. Conf. on Hyperbolic Problems
(Bordeaux, 1988), Lecture Notes in Mathematics, 1989, vol. 1402, pp. 185–197.
[23] C. Korchinski, Solution of a Riemann problem for a 2×2 system of conservation laws
possessing no classical weak solution, PhD Thesis, Adelphi University, 1977.
[24] R. J. LeVeque, The dynamics of pressureless dust clouds and delta waves, J. Hyper-
bolic Differ. Equ. 1 (2004), 315–327.
[25] P. G. LeFloch, An existence and uniqueness result for two nonstrictly hyperbolic
systems, in Nonlinear Evolution Equations That Change Type (IMA Vol. Math.
Appl.) 27, editors: B. Keyfitz and M. Shearer (Berlin, Springer, 1990), pp. 126–138.
[26] Y.-P. Liu, Z. Xin, Overcompressive shock waves, in: B.Keyfitz, M.Shearer (Eds.)
Nonlinear Evolution Equations that Change Type, Springer, Berlin, 1990, pp. 149–
145.
[27] D. Mitrovic, M. Nedeljkov, Delta shock waves as a limit of shock waves, J. Hyperbolic
Differ. Equ. 4 (2007), 629–653.
[28] M. Nedeljkov, S. Pilipovic´ and D. Scarpale´zos, The linear theory of Colombeau gen-
eralized functions, Pitman Research Notes in Mathematics Series, 385. Longman,
Harlow, 1998. x+156 pp.
[29] M. Nedeljkov, Delta and singular delta locus for one-dimensional systems of conser-
vation laws, Math. Methods Appl. Sci. 27 (2004), 931–955.
[30] M. Nedeljkov, Shadow Waves: Entropies and Interactions for Delta and Singular
Shocks, Arch. Ration. Mech. Anal. 197 (2010), 489–537.
[31] M. Nedeljkov, Singular shock waves in interactions, Quart. Appl. Math. 66 (2008),
281–302.
[32] G. A. Omel’yanov,I. Segundo-Caballero, Asymptotic and numerical description of the
kink/antikink interaction, Electron. J. Differential Equations 2010, No. 150, 19 pp.
21
[33] E. Y. Panov and V. M. Shelkovich, δ′-Shock waves as a new type of solutions to
systems of conservation laws, J. Differential Equations 228 (2006), 49–86.
[34] C. Tsikkou, Hyperbolic conservation laws with large initial data. Is the Cauchy prob-
lem well-posed?, Quart. Appl. Math. 68 (2010), 765–781.
[35] W. Sheng, T. Zhang, The Riemann problem for transportation equations in gas dy-
namics, Mem. Amer. Math. Soc. 137 (1999), 1–77.
[36] D. Tan, T. Zhang, Y. Zheng, Delta shock waves as a limits of vanishing viscosity for
a system of conservation laws, J. Differential Equations 112 (1994), 1–32.
[37] A. I. Volpert, The space BV and quasilinear equations, Math. USSR Sb. 2 (1967),
225–267.
[38] H. Yang, Riemann problems for class of coupled hyperbolic system of conservation
laws, J. Differential Equations 159 (1999), 447–484.
