Introduction
In regression modelling commonly polynomial models are used. Polynomials are very flexible and often used when there is no theoretical model available. To obtain a polynomial model that describes the relations in data sufficiently well and does not overfit, some kind of model building must be performed. Typically it is done using the subset selection approach (also called variable selection) [1] where the goal is from a fixed full set of predefined basis functions to find the best subset that gives the best predictive performance of a respective regression model. Usually, the full set of basis functions is equal to the set of basis functions in a "full" polynomial model of a user-predefined complexity (i.e. degree). To find the best subset, it must be searched for. Searching through all the possible subsets needs exponential runtime and thus is impractical in most cases. Hence in subset selection heuristic search methods are used. They efficiently traverse the space of subsets, by adding and deleting basis functions and use an evaluation measure that directs the search into areas of increased performance. The typical examples of the search methods are Forward Selection (also known as Sequential Forward Selection, SFS) and Backward Elimination (also known as Sequential Backward Selection, SBS) [1, 2, 3] . The approach of subset selection assumes that the chosen fixed full set of predefined basis functions contains a subset that is sufficient to describe the target relation sufficiently well. However, in most cases the necessary full set is not known and needs to be guessed (e.g. by specifying the degree of the "full" polynomial model) since it will differ from one data set to another. In many cases (especially when the studied dependencies are very complex and not well studied) that means either a non-trivial (and long) trial and error process or acceptance of a possibly inadequate model. In [4, 5] we considered an approach for polynomial model building that is different from the subset selection -letting the regression model building method itself construct the basis functions necessary for creating the model without restricting oneself to the basis functions of a predefined full model. This is achieved by replacing the standard refinement operators of subset selection, namely the addition and deletion of the basis functions, with other operators that allow not only adding or deleting the basis functions but also allow modifying them. In this manner all the needed basis functions are adaptively constructed during the heuristic search process trading-off the simplicity and predictive performance of the models. Hence we call this approach Adaptive Basis Function Construction (ABFC) [5] . The approach allows generating polynomials of arbitrary complexity, does not require the user to predefine any basis functions (or to set a maximal degree) for model generation, and, in addition, allows using most of the same heuristic search algorithms and evaluation measures which are used in subset selection methods. In [4, 5, 6] we proposed also two instances of the approach. In the present paper we compare the two approaches for polynomial regression model buildingsubset selection and ABFC -both theoretically and empirically in terms of their underlying principles, computational complexity, and predictive performance. Additionally in empirical evaluations we compare the two instances of ABFC also to two other well-known regression modelling methods. Sections 2 and 3 shortly review the subset selection approach and the ABFC approach. Section 4 deals with the theoretical comparisons of the two approaches. Section 5 briefly reviews the two instances of the ABFC. Section 6 deals with the empirical comparisons. value for yet unseen input values as closely as possible [1] . Generally, a polynomial regression model may be defined as a linear summation of basis functions:
Subset selection
where a are model's parameters; k is the number of basis functions (equal to the number of model's parameters);
) is a polynomial basis function. The estimation of model's parameters is made based on the training data typically using the ordinary least-squares method [1] minimizing
In the subset selection approach if the full set of predefined basis functions is φ then any of its subsets φ ⊆ f can be specified as a binary vector s with cardinality m s = (i.e. the total number of predefined basis functions) in which the j-th value equal to 1 means that the j-th basis function j φ is included in the subset forming the model but a value equal to 0 means that it is not:
Usually, the full set of basis functions φ is equal to the set of basis functions in a "full" polynomial model of a user-predefined (maximal) degree p (a non-negative integer). Hence, for example, if J is a criterion which evaluates the predictive performance of the regression model resulting from the subset. Searching through all the possible combinations of m bits requires evaluation of 2 m models, i.e. exponential runtime and thus is impractical in most cases. Hence in subset selection heuristic search methods are used. They efficiently traverse the space of subsets, by adding and deleting basis functions and use an evaluation measure that directs the search into areas of increased performance. Considering [7, 8, 9] , in order to characterize a heuristic search problem one must define the following: 1) initial state of the search; 2) available state-transition operators; 3) search strategy; 4) evaluation measure; 5) termination condition. In the subset selection approach for polynomial regression, typically the initial states are models that correspond to the empty subset, the subset with only the intercept term in it, full subset of all the defined basis functions, or a randomly chosen subset; the typical state-transition operators are addition and deletion of a basis function; the typical search strategy is the hill climbing [2, 3, 7] which in combination with the empty subset initial state and the addition operator becomes SFS but in combination with the full subset initial state and the deletion operator becomes SBS; the classical evaluation measures are the statistical significance tests [1] , however, currently two other strategies predominate: employment of complexity penalization criteria (e.g. the Akaike's Information Criterion, AIC [10] ) and the resampling techniques (e.g. Hold-Out, Cross-Validation (CV), and Bootstrap [11, 1] ); the termination condition typically corresponds to finding of a state in which none of the statetransition operators can lead to a better state (i.e. a local minima). However, before the actual search for the best subset is performed the user must predefine all the basis functions in the full set φ (or set a sufficiently large maximal degree p) which can turn into a nontrivial (and long) trial and error process (see section 5).
Adaptive basis function construction
The basis functions in a polynomial regression model generally can be defined as a product of original input variables each raised to some degree:
where r is a d k × matrix of non-negative integer degrees such that r ij is the degree of the j-th variable in the i-th basis function. Note that when all r j 's of a basis function are equal to 0, we have the intercept term. Given a number of input variables d, matrix r with a specified number of rows k and with specified values of each of its element completely defines a model with all its basis functions. The set of basis functions included in a model is then equal to
For example, if 
Formally the problem of finding the best subset * f can be defined as finding the best combination of non-negative integer values of elements in the matrix r:
As neither the upper bounds of r elements' values nor the upper bound of k are defined, it is possible to generate polynomial models of arbitrary complexity, i.e. of arbitrary number of basis functions each with arbitrary degree for each input variable. Finding the best combination of values in r requires searching. In the context of a heuristic search problem, we now define the five (see Section 2) components for the ABFC approach.
The initial states can be models that correspond to the empty subset or to the subset with only the intercept term in it. However, choosing initial state as the full set or as a randomly generated subset is not directly applicable as in ABFC the state space is infinite. Using efficient state-transition operators is vital for the search process to be successful. The main methodological difference between the subset selection approach and the ABFC approach is exactly in the state-transition operators used. Generally there are two different basic types of modifications to an existing polynomial model: adding/deleting the basis functions (as in subset selection approach) and operating with the degrees of variables in an existing basis function (e.g. increasing or decreasing them). In contrast to the subset selection approach, in the ABFC both types of modifications are used, replacing the two standard state-transition operators of subset selection with five operators allowing generation of any polynomial which can be defined using the matrix r.
Here are brief descriptions of the five state-transition operators of ABFC. Operator1: Addition of a new basis function with one of the degrees set to one (and all the others set to zero). Operator2: Increasing of one of the degrees in one of the existing basis functions by one. Operator3: Addition of an exact copy of an already existing basis function with one of the degrees increased by one. Operator4: Decreasing of one of the degrees in one of the existing basis functions by one. Operator5: Deleting of one of the existing basis functions. For more information on the state-transition operators of ABFC, see [4, 5] . We categorize the listed state-transition operators of ABFC as complication operators (the first three) and simplification operators (the last two). If the search is started from an empty or some small set of functions, the complication operators do the main job -they "grow" the model. The simplification operators on the other hand work as purifiers -they decrease the unnecessarily high degrees and delete the unnecessary basis functions. In relation to search strategies most of the heuristic algorithms that are applicable to subset selection can also be used in ABFC. This is achieved by treating the complication and simplification operators as the addition and deletion operators (correspondingly) of the subset selection approach (see [4, 5] for more details).
As evaluation measures the same predominating ones of subset selection can be efficiently used also in ABFC: complexity penalization criteria and resampling techniques. The former in contrast to the latter usually does not require high computational resources, allows one to use all the available data for training, as well as is less noisy (creating less local minima in the state space). One of the issues on the inapplicability of statistical significance tests in ABFC is the requirement of the tests for all the compared models to be nested. However, because of the Operator2 and Operator4 the models are not always nested. For more details on evaluation measures in ABFC consult [4, 5] . The typical termination condition, that is met when the search locates a state in that none of the refinement operators can lead to a better state, is a natural choice also in the ABFC. A more detailed description of the approach is given in our previous studies [4, 5] .
Comparison of subset selection and ABFC
The approach of subset selection assumes that the chosen fixed full set of predefined basis functions contains a subset that is sufficient to describe the target relation sufficiently well. However, in most cases the necessary full set (or the maximal degree p) is not known and needs to be guessed since it will differ from one data set to another. In many cases that means either a non-trivial (and long) trial and error process restarting the search many times, each time considering a different value of p, or acceptance of a possibly inadequate model. Moreover, the choice of p for practical reasons is also guided by the amount of time needed for the search procedure. Using one or both of the two basic state-transition operators, already in the very first iteration of the search the order of the branching factor of the current state in the state space is equal to the number of basis functions in the full set:
. This means that for a fixed number of input variables increase of the maximal degree exponentially increases the number of models to be evaluated in each iteration of the search. For larger values of d and p this can render almost any kind of subset selection impractical or at least make it so slow that there are only limited possibilities finding the right value for p even with a very simple and fast search algorithm. This in turn means that in practical applications to perform a search for a good model in acceptable time one needs to consider lower values of p when there is increase of d. However, there is no reason to believe that generally the nonlinearity of y will indeed decrease when d is increased. In ABFC the branching factor of a state in the state space depends on the number of input variables d and on the number of basis functions already in the model k. The upper bound of the number of possible modifications to a model for Operator1 is equal to d; for Operator2, Operator3, and Operator4 it is equal to dk; for Operator5 it is equal to k. So the upper bound on the branching factor is of order
which is linear in respect to both d and k. Beginning the search with a model with only the intercept term included, the branching factor of the current state is equal d, increasing in each next iteration together with k. Assuming that the "best" model found by the search includes a total of * k basis functions while in each iteration the number of basis functions in the current model was increased by 1, it is concluded that in subset selection using one or both basic state-transition operators the number of evaluated states is of order ( )
However, in ABFC the number of evaluated states is of order
Hence it is expected that in the context of required computational resources for model building the ABFC approach is (asymptotically) more efficient than the subset selection approach when the following inequality is satisfied:
Overall, one can conclude that, in comparison to the subset selection approach, the efficiency of the ABFC approach increases together with the number of input variables and the required nonlinearity of the model (the value of p) and decreases together with the complexity * k of the "best" found model.
Moreover the relative efficiency of ABFC is multiplied when in subset selection the required value of p is unknown and needs to be guessed. The characteristic properties of both approaches including those discussed in Section 2, Section 3 and the current section are summarized in Table 1 . 
The relative efficiency of the ABFC approach (asymptotically) increases together with the number of input variables and the required nonlinearity of the model The number of evaluated states if the complexity of the "best" found model is *
-polynomial The relative efficiency of the ABFC approach (asymptotically) decreases together with the complexity of the "best" found model
Instances of the ABFC: F-ABFC and EF-ABFC
In [4, 5] we proposed an instance of the ABFC approach -a regression model building method called Floating Adaptive Basis Function Construction (F-ABFC). In the context of heuristic search, the method has the following properties: initial state corresponds to the subset with only the intercept term in it; the used state-transition operators are all the five listed operators of the ABFC; as the search strategy the Sequential Floating Forward Selection [12] is used is (hence the name of the model building method); as the evaluation measure the Corrected Akaike's Information Criterion (AICC) [10] is used; the termination condition corresponds to finding of a state in which none of the statetransition operators can lead to a better state. A more detailed description of the F-ABFC is given in [4, 5] . As discussed in [6] , there are two issues that plague the methods of model building in polynomial regression, especially when working with relatively small data samples: the selection bias and the selection instability. In practice, both these issues are usually ignored frequently resulting in models of lower predictive performance. Selection bias occurs when in the search procedure one uses the same data to compute values of models' parameters and also to evaluate the models for selection purposes [11, 13, 14, 15] . This also includes usage of resampling techniques -because the search procedure is evaluating so many subsets, it is likely that some of them lead to models that have high accuracy for the validation set but low accuracy for the test set [11] . In any case, the more intensive the search procedure, the larger the selection bias will be leading to overfitted models. The other issue, selection instability (also called selection variance), is related to the fact that small perturbations of the data can lead to vastly different subsets of the basis functions (frequently corresponding to either underfitted or overfitted models), because of getting stuck in different local minima or because of noisy model evaluation methods [16, 17, 18] .
In [6] we proposed a model building method called Ensemble of Floating Adaptive Basis Function Construction (EF-ABFC). In EF-ABFC we tried to deal with these issues in the F-ABFC by using a collaboration of two techniques: 1) CV performed over the entire F-ABFC search process for selection of one best model from the best models of each F-ABFC iteration (the validation set is not used for model evaluation during the search, instead it is used strictly only for post-evaluation and postselection after the search process has already ended). This post-evaluation can detect whether the search process at some iteration might have started to generate overfitted models and select a model of some earlier iteration that is hopefully not (or at least less) overfitted; 2) the v models from the v CV loops are combined using a simple ensemble technique -unweighted model averaging [19] . Combining models in this way can have the effect of smoothing out erratic models that overfit the data and gain more stability in the modelling process [13, 17, 19] . A practical application of the EF-ABFC can be found in e.g. [10] .
Empirical experiments
The main goal of the performed experiments was to compare the both instances of ABFC to a widely used instance of subset selection SFS used together with the AICC criterion, as well as to full polynomials (FP) and to two other well known regression modelling methods -Multivariate Adaptive Regression Splines (MARS) [21] and Locally Weighted Polynomials (LWP) [20, 22] . We compared the methods in terms of both, predictive performance of the induced regression models as well as necessary computational resources. The performance of the methods is evaluated on 11 different regression data sets from the UCI repository (http://archive.ics.uci.edu/ml/), namely, autoMPG, autoPrice, bodyfat, fishcatch, friedman, housing, housingNOX, machineCPU, pbc, servo, stock. They are chosen because of the relatively low number of data cases, which is also common in real practical situations, as well as because of mostly continuous input variables.
All the experiments were performed on Pentium 4 2.4GHz computer with Hyper Threading turned on. Note that the time consumptions presented in the table are rather rough measurements as the methods are implemented with different levels of optimization of calculations. In the experiments we used our in-house software with implementations of EF-ABFC, F-ABFC, SFS, LWP, and full polynomials. We used piecewise-cubic MARS version 3.6 without a specific restriction of the number of basis functions or interaction orders and with the number of degrees of freedom for the models' parameters selected using 10-fold CV. For LWP we used the Gaussian weight function setting the bandwidth parameter and the polynomial degree using Leave-One-Out CV.
Since for the subset selection method the required degree p is not known before the search for the best model is performed, we used three types of degree selection: 1) always use a fixed degree (titled "SFS + AICC, p = …" where "p = …" denotes the used degree); 2) start from the first degree and increase it as long as the value of AICC improves (titled "SFS + AICC + AICC" as both the search and choice of the degree were performed using AICC); 3) start from the first degree and increase it as long as the value of 10-fold CV improves (titled "SFS + AICC + CV" as the search is still performed using AICC but the degree is chosen using CV).
In the experiments we estimated predictive performance of the built models on unseen data samples using 10-fold CV and averaged the results. Note that for all the methods this CV was done as an outer loop over the entire model building process and, in each CV iteration, the set aside test set was used strictly only for the final evaluation of the built model. Note also that here it is important to distinguish between the CV inside the EF-ABFC, MARS, LWP, or SFS+AICC+CV and the CV used for evaluation of model building methods -the CV loops are completely separated. The predictive performance of a model in test data set is measured in terms of Relative Root Mean Squared Error (the lower the value of RRMSE the more accurate the model):
) ( % 100 (11) where y is the mean of the observed values. Note that prior to dividing the data sets into CV folds, the order of the cases was randomized. Table 2 presents the results of the performed experiments. Note that the maximal degree of the full polynomials here is only 2 as for some data sets higher degrees were impossible because of too low number of data cases. However, the polynomials obtained by the SFS were up to the sixth degree (results for 5 = p and 6 = p are not shown as they were not built for all data sets because the predictive performance started to deteriorate). The results confirm the superiority of EF-ABFC over F-ABFC as well as over the results obtained by subset selection in terms of predictive performance. Additionally, while EF-ABFC here is about 6.5 times slower than F-ABFC, it is still about 24.5 times faster than the best subset selection method. Comparing EF-ABFC to MARS and LWP, the models of EF-ABFC are of higher predictive performance while the time consumption is also slightly higher. Overall, one can conclude that the model building methods of ABFC outperform the methods of subset selection at least considering the required computational resources and compare rather well to all the other employed methods.
Conclusion
In the paper we compared two approaches for polynomial regression model building -subset selection and ABFC -both theoretically and empirically in terms of their underlying principles, computational complexity, and predictive performance. In the subset selection approach before the actual search for the best subset is performed the user must predefine all the basis functions in the full set or specify a sufficiently large maximal degree. It was concluded that the task can turn into a non-trivial and computationally complex trial and error process which was confirmed in the empirical experiments. EF-ABFC, which gave the best predictive performance, was about 24.5 times faster than the best considered subset selection method. Overall, it was concluded that the model building methods of ABFC outperform the methods of subset selection at least considering the required computational resources and compare rather well to all the other employed methods. They can be viewed as competitive tools for regression modelling.
