ABSTRACT There is strong evidence that emotions influence the learning process. For this reason, we explore the relevance of individual and general mouse and keyboard interaction patterns in real-world settings while learners perform free text tasks. To this end, we have modeled users' mouse movements and keystroke dynamics with data mining techniques, building on previous related research and extending it in terms of some critical modeling issues that may have an impact on detection results. Inspired by practice in affective computing where physiological sensors are used, we argue for the creation of an interaction baseline model, as a reference point in the way how learners interact with the keyboard and mouse. To make the proposed affective model feasible, we have adopted a simplified 2-D self-labeling approach for labeling the users' affective state. Our approach to affect detection improves results when there is a small amount of data instances available and does not require additional affect-oriented tasks from the learners. Specifically, learners are only asked to self-reflect their emotional state after finishing the tasks and immediately selecting two values in the affect scale. The approach we have followed aims to distill two types of interaction patterns: 1) within-subject patterns (from a single participant) and 2) between-subject patterns (across all participants). Doing this, we aim to combine both the approaches as modeling factors, thus taking advantage of individual and general interaction patterns to predict affect.
I. INTRODUCTION
There is strong evidence that emotions have an important effect on learning outcomes [1] . For this reason, detecting learners' affect has been a pertinent research issue for decades [2] . This has been addressed in many different ways, covering diverse types of signals (e.g., electroencephalography, physiological responses, facial and body movements, voice features, verbal communication, keyboard and mouse interaction data) employed individually or in combination [3] . In most cases, emotions are inferred by classical machine learning/data mining approaches, which depend on data-driven approaches [4] .
In this work we explore non-intrusive approaches for emotion detection, and thus investigate to what extent two traditional interaction sources, i.e., keyboard and mouse, which are common tools in many learning settings, can be further exploited. Although these two information sources have been previously used in affective state detection [5] , [6] , their attributes have not yet been systematically studied from a modeling perspective. We are particularly interested in affect detection within real-world learning scenarios, involving ordinary daily practices of learners where intrusive solutions are not as appropriate. In this specific case we are investigating the domain of learning English as second language, which in many cases requires writing compositions in free text (i.e. the participants do not have to reproduce a given fixed text). Previous studies on related problems involved typing a fixed text several times [5] , [7] or the induction of affect through stories or video clips [8] . Affect detection from free text data in realistic scenarios (i.e. participants performing their normal computer use) has resulted in lower accuracy results [5] compared to previous fixed text studies [5] , [7] . It is very likely that users may use the mouse and keyboard to different degrees in realistic scenarios versus more artificial scenarios [7] . Other factors that may impact on these differences between settings is the variability in the number of interactions over time in the realistic scenarios (from where free text is collected) [5] .
There is related evidence showing that affective state users' models built from keyboard and mouse and which focus on a user's individual interaction patterns tend to be more accurate [9] , albeit in less natural settings. This result suggests that affect detection methods may be more accurate if they characterize the individual features of a person [2] . Modeling an individual person's behavior from keyboard and mouse has several challenges, such as the lack of large interaction data sets (especially in learning contexts) necessary to obtain an accurate model of the learner [9] . Individuals might have unique keystroke-level reactions to different emotional states [5] . Therefore, although searching for general affect interaction patterns has been relatively successful [6] , getting personal patterns (which is suggested to improve the accuracy) is more challenging. This is because the accuracy of the methods used is strongly related to the size of the available samples [10] , and thus, it might not be straight forward to obtain the expected improvement in the accuracy.
Given the aforementioned advantages of using individual interaction patterns and following a common practice in experiments using physiological data sources [11] , the novelty of this work resides in exploring the effects of using an interaction baseline model for the keyboard and mouse interaction data sources. This interaction baseline model is based on the users' interactions with the keyboard and mouse and analyzed at the outset, where it is assumed that the students are not yet affectively altered by the learning process. Particularly, in the current paper, we propose the following hypothesis:
H: ''Creating an interaction baseline model describing how each participant generally interacts with the keyboard and mouse improves affective detection results''.
In our proposal, this baseline model represents how the user interacts with the keyboard and mouse, and is obtained from an initial task, called the calibration task. Using this modeling approach, the purpose is to take advantage of individual user features (in terms of interaction dynamics), while also leveraging features that are general across participants [5] , [6] . This enables to take advantage of what can be learned from modeling each individual's interaction dynamics [9] , while addressing the shortage of data on individual students [10] .
The main goal of this work is to predict the affective state of learners, and to do this we focus on obtaining a readily available model for quickly detecting affective states, in which students label their own affective state using a well-known and widely used psychologically validated scale that represents the intensity of their affect reactions in two different dimensions, namely valence and arousal [9] , [12] .
Keyboard and mouse have been extensively employed in affect detection studies using data mining techniques. However, comparing different case studies is difficult because i) different emotional representations are used, ii) different feature subsets are considered in each study, and iii) different methodological decisions are taken in consideration when processing the datasets and generating the models [9] . To deal with this and further exploit the data mining process involved we are taking various methodological variables into account. To address the lack of individual user data in educational contexts [13] and the many features to describe users' interactions, in this work we have evaluated the efficacy of different preprocessing and reduction techniques to address this high dimensionality problem.
All these issues and other related topics are discussed in this paper through a real-world case study based on detecting the affective state of the user from keyboard and mouse interactions. In particular, this paper investigates a set of key modeling issues that are not commonly considered in prior work. The contribution of this paper is to explore the following issues: 1) using a baseline model of the user's individual keystroke and mouse dynamics, 2) reducing the high number of mouse and keyboard features and class balancing the data instances by applying data preprocessing techniques as methodological variables, and 3) adopting a simplified twodimensional approach for labeling the user affective state. To account for these issues the rest of this paper is organized as follows. First we summarize related work, pointing out the main issues involved considering both traditional interaction devices (i.e., keyboard and mouse). Then we present the experiment that was implemented, including the methodology proposed for affective state detection, along with the tools, features and metrics used. Subsequently we report on the results of the experiment, which are analyzed in the context of related research in the discussion section. Finally, we present conclusions and outline future work.
II. RELATED WORKS
The literature review shows that over the last few years, affective state detection increasingly began to incorporate sensors that measure physiological signals [14] . However, in this work we follow a sensor-free approach (i.e. using the basic devices in a desktop setup as the only information sources and without requiring any additional hardware with monitoring purposes,) and aim to study the potential of keyboard and mouse interaction devices as information sources. For this reason, we have focused this review on studies that address specific keyboard and/or mouse modeling issues used for affective state detection. More specifically, VOLUME 6, 2018 we are going to highlight how these studies approach the following methodological issues that we are going to discuss in our study (see subsection II.E for more details): i) interaction modeling features used for each device (and how those features are generated), ii) temporal applicability of the model (time window length used to collect and process data to generate the affective model), iii) affective labeling approach (and how it is collected), iv) emotional elicitation method, v) task proposed for data collection (experimental context aiming to elicit emotions), and vi) the number of data instances used. Notice that each study analyzed here provides different levels of information. Thus, the current paper only describes each study based on the information provided. Nonetheless, Table 1 and Table 2 are included after the analysis of related works to show similarities and differences between the features used across studies.
The review of the literature is reported as follows. The next subsection describes related works that propose keyboard as the main data source for affective state detection. The following subsection includes works which use the mouse as the main data source. After that, works combining both mouse and keyboard features are discussed. Once the different works have been identified, a subsection is included to compile and structure the different features proposed in the literature. The last subsection discusses the methodological issues identified in the works that have been reviewed.
A. KEYSTROKE ANALYSIS
The keyboard is one of the most common data sources employed in sensor-free approaches to affective state detection. Keyboard interactions have been traditionally used for biometric purposes (aiming to identify users from their unique way of typing), but there is evidence that models based on keystrokes dynamics generated for biometric purposes exhibit instabilities due to transient factors such as emotion, stress, drowsiness, etc. [15] . These instabilities in the user model, caused by emotions, have triggered some studies analyzing keystroke analytics for affective detection purposes [16] , [17] .
Keyboard interactions are commonly recorded as a series of key press and key release events (that is, a sequence in which the user presses a key on the keyboard and then releases it). To create a typing model of the user, different features from those press and release events are generated. In the literature we can find keystroke latency based features, measuring the time interval between two keystrokes [7] , [18] - [22] . Keystroke duration is also a common feature seen in research; this feature is measured as the time (from the key press to the key release events) it takes to perform each keystroke [9] , [18] , [19] , [21] , [22] . Instead of generating the features from all the keystrokes, some studies aggregate those keystrokes in groups of 2 and 3 keystrokes (called digraphs and trigraphs respectively) and generate the features from these combinations including overlapping key press events [5] , [9] , [21] . Typing speed was also taken into account as a feature to evaluate [7] , [20] .
Other studies focus on the use of certain keys when typing to generate predictive features. Some of these keys include error related keys (i.e. backspace and delete) [7] , [9] , [20] , [21] , style related keys (e.g. capitalization keys) [7] , [18] or other keys such as space bar and enter key [9] . Other features identified in the literature include features related to the position of the keys on the keyboard, such as hand or finger used for typing according to the position of the keys on the keyboard, stylometry (i.e., the measurement of linguistic ''style'', used in authorship attribution and in establishing genre shifts within the work of a single author). Finally some studies ask their participants if they are visual or touch typists, that is if they look at their hands or the screen when typing [18] .
Regarding emotion elicitation methods, some studies collect the interactions of their participants while they normally use their computers [5] , [7] while other related research proposes guided tasks in order to collect data such as collecting free text [9] , [16] , using affective stimuli from images extracted from a standardized affective image database, IAPS [23] , combined with the input of a fixed text or sequence of numbers [19] . Some works also use data from both approaches [22] .
Different approaches are used in labeling emotions from collected data to train supervised learning techniques for affective state prediction. Previous researchers use a categorical approach based on a closed set of proposed emotions. In [7] , six basic emotions are proposed to be used by the user to label his or her state after tasks performed in a fixed-text approach and every 15 minutes in a free-texts approach. In [5] , users have to provide affective labels using a 5-point Likert questionnaire on 15 affective states for a 10-minute interval of keystroke interactions. In [9] data are labeled with a value chosen from a closed list of emotions after 600 keyboard interactions. Other related studies apply an affective dimensional approach such as [19] , which uses the Self-Assessment Manikin scale [12] , where participants choose the value that represents the intensity of different affective state dimensions.
It is important to point out that many of these studies deal with relatively small datasets. In [16] Bixler and D'Mello addressed the shortage of data representing certain affective states, modeling only the states that comprised the majority of the affect labels (thus avoiding building models based on few observations). Other studies reported a relatively low number of participants, such as [5] (12 participants) or [9] (9 participants). To illustrate this issue, in Table 2 the dataset sizes found in the research analyzed are shown.
As the research reviewed here indicates, most of the literature on keyboard interaction-based features focus on features described in [5] . However the approach to emotional modeling differs from one study to another in many aspects, including: i) emotion representation, ii) time window (as some studies classify as keyboard interactions at the end of a given task [19] while other studies group interactions on a regular basis given a fixed time interval [5] , [7] or a fixed number of interactions recorded [9] ), iii) task proposed, iv) laboratory or real world conditions, or v) stimuli used for emotion elicitation. Other interesting points mentioned in the literature that need to be further explored include verbosity or impact of the topic of the texts presented to participants in the experiments [16] , and the differences between fixed and free text approaches [7] , [22] . Thus, there is wide variety of criteria when generating features and these do not follow a clear reference framework regarding the analysis of keystrokes. With these in mind, we have designed our study to be carried out in real-world conditions, which avoid practices that are found to have an impact on the task flow, such as writing fixed texts repeatedly or interrupting the task in order to receive emotional stimuli (e.g., through video or audio).
B. MOUSE MOVEMENT ANALYSIS
Mouse interaction has not been widely applied in affective state detection. However, the methodological approach employed with this data source is similar to that was found in our keystroke analysis: i) recording interaction events (traditionally mouse cursor movements and mouse clicks), ii) grouping them and iii) generating features to create a model that varies according to the affective state of the user. Similar modeling issues associated with keyboard data sources appear when modeling mouse interactions such as user skill level (which can be influenced by the device, as the mouse can be a physical device or a track pad) or stress [24] .
Regarding the different mouse interaction modeling approaches found in the literature, several features have been identified: i) distance-based features, which are commonly used in most research, ii) precision features (which refer to the relation between the distance in the location of two events and the actual mouse path covered between those two events) [21] , [25] , iii) distance covered features [21] , [24] and iv) relocation-related features of mouse along the screen (i.e., along x and y axis) [26] . Another kind of movementrelated feature commonly found in some studies is speed (mouse path length divided by time) [20] , [24] - [26] , with some variations in adjusted speed (actual mouse path length between two button clicks divided by shortest path, and then divided by proposed time window) [25] or instantaneous speed in different trajectory points [26] . Other movement based features include acceleration and instantaneous acceleration [26] . Regarding the trajectory described by the cursor, absolute direction is used in [25] (proposing directions such as north, northeast, east, etc.) and angle-related features in [25] and [26] . Some studies examine other mouse interactions such as click frequency [20] , [21] and scroll frequency [21] . Other related work generates features from the periods of mouse inactivity (e.g., total time, number of occurrences, etc.) [20] , [26] . It should be noted that, in order to generate the features proposed, it may be necessary to split the data into small time windows, attempting to adapt these time windows to mouse movements. While keystroke analysis focuses on modeling of keystrokes (i.e., the press and release events of the same key), when it comes to mouse movements there is no clear definition of what a mouse movement is. When trying to identify what a mouse movement is, different studies propose two points of view: some researchers split the data (according to what they consider a mouse movement) every time the cursor has covered a given distance. For example, [25] splits the data every time the cursor covers 30 pixels. In contrast, other researchers split the data when a pause is found, i.e. there is a period over a given threshold in which no mouse event is registered. The work of [26] is an example of this approach, as [26] splits the data when a pause over 0.5 seconds is found.
Studies using mouse movement for affect detection have had widely varied tasks proposed for mouse data collection. Games where the participant has to identify elements on a screen and click them are common. In [25] participants have to click on 24 different buttons arranged all over the screen. In [27] , a visual perception task is proposed, where participants have to evaluate the similarity between different figures. Other studies such as [24] propose using ecommerce websites and product configurators to evaluate the use of the mouse in detecting negative emotions (elicited artificially by means of showing error messages or increasing web page loading times). In educational contexts, some researchers propose the use of an intelligence test designed to be unfair in order induce negative emotion [24] , while other researchers use an intelligent tutoring system that contains questions about a previously read text [26] .
Both dimensional [24] and categorical [25] approaches are used to label emotions, as seen in keyboard studies. The difficulties of using any given labeling approach are illustrated in [25] : the researchers initially proposed Russell's circumplex model (a dimensional approach for emotional labeling) but rejected this model in favor of a 7-point Likert scale (where 1 = content, and 7 = confused). Preliminary results revealed that participants were only able to label two categories of emotions (content and confused).
The number of participants in mouse-related works, range from 14 participants [26] to more than 300 [27] (detailed numbers can be found in Table 2 ). Differences in experimentation settings give rise to a disparity in the number of participants involved, which along with differences in the number of instances per participant (see Table 2 ) have an impact on modeling issues and obtained results, as discussed below.
As a result of this review, it can be seen that most research using mouse movement analysis in affective states detection rely on different sets of features from interaction data. There is a lack of standardization in some basic concepts, such as ''mouse movement'', which is defined in different ways (straight lines of 30 pixel length in [25] , or a concatenation of coordinate changes in the cursor with no more than 0.5 seconds between them [26] ). Some studies pointed out the impact of using context information in predictive models [25] or considering prevalence of an emotion and the persistence of that emotion over time after the presentation of a given stimuli [26] . Due to the differences found in the review of research related to mouse analysis, it can also be concluded here that there are no consistent, general approaches nor a clear reference framework of features. Lastly, the implications of this present study may likely benefit real-world students.
C. MOUSE MOVEMENT AND KEYSTROKE ANALYSIS
Past work has combined both data sources in affective state detection. These have followed approaches that may take into VOLUME 6, 2018 account not only issues related to each data source separately, but also features that may arise from the combination of both, such as the ratio of interaction with each data source, pauses when switching from one source to another, etc.
Regarding the features used, there is a combination of features already presented in previous subsections (as discussed in [28] ). The inclusion of other data sources is also proposed such as voice [29] . In [30] , for instance, voice features are combined with keyboard and mouse features.
Upon closer examination, researchers investigate mouse movement and keystroke analysis in the context of the educational field and e-learning platforms [30] with diverse tasks such as mental arithmetic tasks [20] and programming courses [28] . Specifically, researchers propose clustering happy and neutral emotions that encourage learning, and anger, sadness and fear as negative emotions that discourage learning [30] . Some studies focus only on specific negative states (i.e., boredom, confusion and frustration) as these have an impact on student achievement and learning [28] , [31] . Other studies consider learning-related goals such as cognitive stress [20] . Another common approach in this field is to use task performance-related features, ranging from general task-related features [20] (e.g., task completion time, error of tasks, etc.) to more specific features that depend on the nature of the task being performed (e.g., the use of keys to run a program in programming courses [28] ).
With regard to the usefulness of combining mouse and keyboard, [28] generated different models, with keyboard features only and with a combination of mouse and keyboard. Optimal results are obtained when both data sources are combined. In [32] Zimmermann et al. also propose the use of mouse and keyboard features to detect affective states in an e-commerce shop using film clips, toward the overall goal of inducing different states. In [33] , two studies based on mouse and keyboard use are introduced, using emotional elicitors such as music and physiological signals (galvanic skin response). These findings indicate that it is possible to measure individual moods based on keyboard and mouse interaction, but these results do not hold true when creating a generic mood predictor based on the same data. Both [32] and [33] use a two dimensional approach based on selfreported valence and arousal ( [32] discretizes the dimensional values into categories while [28] using a categorical approach, generating the annotations from video segments).
Prior work was also presented in previous state of the art analysis [6] , which provides a comparison of which data sources were used, emotion elicitation methods, emotions analyzed, data labeling methods and application fields among other variables. Another state of the art analysis can be found in [34] , with an emphasis on the educational field. Like our study, this paper discusses the difficulty of establishing clear points of comparison within the literature, highlighting the lack of common methodological elements.
As we can see, there is scarce research combining data gathered both from keyboard and mouse. Additionally, most of the main points discussed in previous research are tackled from different angles (such as the approaches used for labeling emotions, introducing clustering emotions [30] , or different emotion elicitation methods such as music [33] ). Overall, studies have also shown that the combination of both data sources provide better results [28] .
D. FEATURES OVERVIEW
From all the works reported in the previous subsections, Table 1 includes all the features (or groups of features) that have been identified. These features are grouped per data source and described according to the varied ways these have been applied in research.
In a previous work on affect state detection through keyboard and mouse interaction devices (see [21] for details) we already used several features which are included in Table 1 . These features, along with the new ones that are used in the study are introduced in section III.B.1.
E. KEY MODELING ISSUES
The outcomes of the review of studies using keyboard and mouse interactions points to a number of modeling issues that have not been properly addressed. Notice that we paid special attention to modeling issues that were already introduced in Section I (e.g., intrusiveness, emotional characterization, context of the experiment for data collection, etc.). The methodological differences that can be found in literature to address those issues are as follows:
1. Emotional elicitation method used: in order to obtain a large number of instances to train the models, many approaches are based on eliciting emotions from their participants. The emotion elicitation methods that were found include watching videos [19] , faking slow load times or errors [24] , dealing with adjustments in an intelligent tutoring system [26] or performing everyday computer tasks [5] . 2. Task proposed for data collection: as to keyboard interactions, some works proposed a fixed text approach [19] while others get data from a free text approach [9] . Although some papers have explored both approaches [5] , [22] , free text results seem to provide worse results (in [5] there were no free text models achieving an overall classification rate > 75%, while in [22] free text models provide lower accuracy rates than fixed text). 3. Temporal applicability of the model: some papers use a temporal threshold in order to define time windows to model the user interaction (e.g. 15 minute time windows in [16] or 10 minute time windows in [5] ), other work propose a number of interactions threshold (e.g. 600 keyboard interactions in [9] or 30 pixels mouse movements in [25] ). Notice here that most studies do not justify the thresholds used. This is an important point as the modeling performed to the interaction performed is the main source of information here presented. Also should be taken into account how the proposed task impacts on the temporal applicability of the model, as, in the cases where the participant might not use some kind of interaction device for a long time, it would be interesting using the number of interactions threshold. 4. Interaction modeling features: the skill of the participant when dealing with the proposed interaction device has rarely been taken into account. While some related features were considered in previous work (i.e. hand-based, finger-based or looking behavior when typing in [18] ), most studies ignore the impact of the users' skill on the models. This is an important point that may impact interaction behavior patterns, especially in between-subject approaches where data from different users will be used to train models. Ignoring this issue, might force to model the participants by their skill but not by their own interaction changes over time, which aims to be studied in this work. 5. Affective labeling approach: Labeling affective states to train data mining models has been a long-term issue in affective computing research and, especially, in education modeling [35] . There has been extensive work on using experts' knowledge to label users' affective states [9] , [36] , with increasing success even in natural settings (e.g., students in a school) [37] . Some studies use a categorical approach, with different categories depending on the approach (e.g. 6 basic emotions were proposed in [7] whereas only two emotions were evaluated in [25] ). Other work, in contrast, follows a dimensional approach [19] . Also the labelers of affective data is a point of discussion, as self-labeling can be the only alternative where trained expert labeling is not available (e.g., at home). 6. Number of data instances used and class distribution: gathering data with this affective prediction purposes requires the design of experiments where many users are involved. Many researchers generate models using datasets which are based on many features but with few instances available, as in the case of modeling from real world experiences,. This is commonly known as the curse of dimensionality, and should be avoided to keep from generating overfitted models. Another point that results from the experimental design followed is the class distribution of the dataset. One of the goals of a good experimental design is to collect sufficient instances of all the classes, in order to avoid unbalanced datasets. There are experimental design issues that take part in the class balancing of the dataset, such as the elicititation method used, which should be tailored to the experimental subjects.
To mitigate this problem data preprocessing techniques can be applied. Although the number of data instances used in the model generation is not clearly described in most works, Table 2 illustrates (when possible) the approximate size of the datasets drawn from the different sources found in literature.
Other issues should also be taken into account. In particular, as introduced in section I, our approach is framed in a real-world educational scenarios and therefore some basic performance features are considered. Thus, we have focused our attention on how previous studies deal with similar performance features. In this regard, [16] and [18] along with [26] are the only studies that propose education-related tasks and involve keyboard and/or mouse with affective purposes. Across these studies, there is no evaluation on how signals may impact on learner outcomes, only affective state detection. Nevertheless, there is strong evidence on the connection between affective states, learning [38] and motivation [39] .
To conclude, in this research we focus on the last three issues on the list, considering the skill of the participant, affective labeling and the application of data preprocessing techniques (in order to deal with small and imbalanced datasets) as experimental variables.
III. PROPOSED APPROACH
Although we have conducted previous research on detecting affective states from keyboard and mouse interactions [21] , this was based on a much less sophisticated approach than the one we present in this paper. Here the focus is on evaluating the impact of specific methodological issues found in the affective computing field as described in section II.E. In the present paper, we proposed to study methodological questions, including intrusiveness (both of the data sources used and of the task employed to elicit or label the affective states), emotional modeling, data preprocessing techniques used and the inclusion of an interaction baseline model. We have developed our methodology as indicated in the literature reviewed in Section II: i) collect data, ii) provide affective labels for the data, iii) prepare the data, and iv) generate predictive models. Our lab work on these issues [40] - [43] did not take into account the methodological issues that we are considering here regarding data preparation, but it has provided us the support and methodological experience required to conduct experimentation that is described in this paper.
In order to generate a baseline model, a reference text that is task-independent is usually used to get an individual interaction pattern which compares a user's performance over different tasks [5] , [7] . The choice of text may have an impact on the quality of the initial model in different ways and we need to consider two variables: text length may impact the usability of the approach (long texts are to be avoided as they may distract learners from their regular learning task), the number of different words used in the text may alter the richness and variety of features in the model [16] . Another issue is which time window to use in detecting emotional state changes. Here, the approach depends on the given task and can be either a time window (e.g., a 10-minute window of keystroke interactions is used in [5] and [33] ) or a number of events recorded (e.g., 600 events in [9] ). We are also taking into account performance features related to the learning task because these may have an impact on the participant's affective state as reported in [20] and [25] .
The current approach extends our prior work in four ways (see Fig. 1 ). First, we have defined a baseline model (with a resultant user-normalized dataset represented in bottom left part of Fig. 1 ), which refers to how the participant generally interacts with the keyboard and mouse (as the typing and FIGURE 1. Methodological aspects evaluated in this paper: i) comparing user-normalized dataset and raw dataset, ii) comparing different approaches to discretize the affective labeling, iii) different preprocessing techniques used with the data, and iv) the data mining algorithms to be used. mouse behavior could also be affected by the user skills). This prevents us from dealing with different typing skill level for each user, the fourth open issue pointed out in section II.E. To create this model, an initial calibration task has been included to collect reference values used in generating keyboard and mouse interaction features, as well as the affective labels. This is a task in which the user is not affectively challenged and the goal is to obtain an initial model of each user's interaction behavior. In our experiment we evaluate the use of this calibration task. We record the way the participants interact during an initial task (the calibration task) and then, we evaluate what interaction changes occur during the different tasks over the experiment. This provides us with a usernormalized dataset (as the data is normalized using the initial data recorded for each user). Another data set is obtained from considering only the participants' actual usage over the course of the experiment, i.e., excluding the calibration task. This is called the raw dataset. Second, we process the emotional labels, using different discretization approaches (in both dimensions proposed: valence and arousal) while addressing the third issue mentioned in section II.E. Third, we apply commonly used dimensionality reduction and class balancing techniques to process the data from high dimensionality or unbalanced data sets (sixth open issue in section II.E). Fourth and last, we use multiple data mining algorithms to generate the model. Our previous research [21] did not require the use of the keyboard until the end of the experimentation tasks, when the participants were asked to write about their emotions while they were involved in solving problems. In this new study, two main changes were introduced in that direction: i) three keyboard-centered tasks were proposed in order to collect more keyboard interactions (although the mouse can be used for text editing and is mandatory to navigate between the tasks) and ii) the subject of the text was changed to replicate an educational task, which consisted of writing an essay as part of an English as a Second Language class. These changes provide more keyboard interactions, thus enabling the creation of a more robust user model from a larger dataset in an educational context.
Our approach takes into account key modeling issues: preprocessing techniques for class balancing and dimension-ality reduction, discretization method applied to the affective label attribute, feature individual normalization across users' interaction behaviors and data mining algorithms used. To cover these issues, this section describes in detailed both the process followed to collect the data (subsection III.A) and the different feature generation processes followed according to the different proposed data sources (subsection III.B). The process followed to collect the data includes the experimentation setup with materials and participants. In turn, the feature generation process includes the datasets for both mouse and keyboard interaction features along with the task performance and predicted attribute.
A. EXPERIMENTAL SETUP AND DATA COLLECTION
An experiment was designed taking into account the following points that have been discussed in previous sections: i) addressing a real-world educational scenario, ii) taking into account low intrusiveness in terms of interaction devices and experimentation settings, iii) accounting for individual's behavior patterns, and iv) following an affective self-labeling approach.
As our goal is to evaluate this approach in a real-world scenario, a real-world task was chosen. In order to collect interactions with using a keyboard, an essay writing task was designed (similar to those in previous work [16] , [18] ), where keyboard interactions are mandatory and mouse interaction would be needed to edit the text as well as to navigate through the application. An emotional elicitor is also needed to record different affective states from participants. Standardized emotional stimuli employed in other studies such as sounds [44] or images [23] were not used in our research as they are not present in real-world educational scenarios. Instead, task difficulty was chosen to elicit different emotions from the participants [45] , [46] . English as second language in a classroom was chosen as the context for our experiment, as it enables us to manipulate the desired difficulty level of the materials within the context of the scenario itself. Our study attempts to take advantage of both within-subject and between-subject approaches to data collection and analysis. On the data collection side, our naturalistic, between-subject experiment would generate few data instances from each participant, which makes it more difficult to get an accurate set of features from each participant than in within-subject experimental approaches, in which more interaction data are considered [9] . With regard to data analysis, an initial calibration task is proposed in order to generate an initial model for each participant, to be used to evaluate individual keystroke, mouse movements and affective mood changes over the tasks (following a betweensubject approach).
An essay writing tool called MOKEETO (MOuse and KEyboard logging Essay writing TOol) was implemented in order to log all user interactions with their corresponding timestamp. The tool consists of a sequence of panels (each one corresponding to a different task) with three main sections: i) the task instructions shown on the top of the screen, ii) a text input form in the center of the screen and iii) a set of indicators (the number of written words by the participant and a timer showing the amount of time left) at the bottom of the screen (see Fig. 2 ). Additionally, each task can be configured to: i) show in the task instructions section (without allowing copy/paste) a set of words to be included in the essay, ii) hide FIGURE 2. MOKEETO essay tool used in the experiment. Instructions are given at the top of the screen, proposed words are shown below task instructions and the text area is shown in the middle of the screen. Word counter and time remaining are shown at the bottom of the screen. VOLUME 6, 2018 that set of words after a given time and disable the text input form while the words are being shown (here the participant has to remember the words before starting to type the essay, which may increase the difficulty of the task), and iii) prevent the participant from ending the current task until a set word count or time limit had passed (which remained across the set of tasks).
The set of tasks proposed were as follows. An initial task (referred to as the ''calibration task''), which involves asking the participants to copy a short text from Alice in Wonderland (as seen in [5] and [7] ), was designed to create a baseline model of how the participant interacts with the keyboard and mouse. This baseline model can be used as a reference when comparing the keyboard and mouse interactions of the next tasks. In previous research, this baseline model has also been traditionally used in experiments using physiological data sources, and our approach has adapted this idea to our current sample of interaction data sources. The usefulness of this baseline model is the key methodological question we aim to evaluate (see hypothesis H in the introduction section).
Because the purpose of our research is to detect participants' affective changes, and bearing in mind the relationship between affect and cognition demands discussed in previous related research, several factors were used to increase the difficulty of the tasks over time. These include: i) time limit with a countdown (as used in [20] ), ii) incremental difficulty of proposed words (proposing uncommon words in the last task and common words in the first tasks), and iii) forcing the participant to remember the required proposed words that need to be used in the written composition (as in the last tasks the proposed words are only shown for a limited time before the participant is allowed to write). With these factors in mind, the following regular tasks were proposed (in addition to the initial calibration task). The first task consisted of writing a text with 5 proposed words that were shown throughout the task. The second task was like the first one, but the proposed words were shown only 30 seconds before the participant was allowed to start writing the essay, forcing the participant to remember the 5 new proposed words during the task. The third task was similar to the second one, but the words presented were highly uncommon. All the tasks had a time limit of 3.5 minutes (210 seconds), with a visible countdown.
After each task (including the initial calibration one), participants were asked to express their affective state at the end of each task. Self-report is one of the most common approaches to determine affective states as seen in most research analyzed in [6] ). The self-report selected for our experiment was the Self-Assessment Manikin (SAM) scale (a standardized way to label emotions in a dimensional way [12] ), providing a score, from 1 to 9, for both valence (indicating the extent to which the affective state is positive or negative) and arousal (indicating the strength or activation of the affective state) dimensions. This way of reporting affect was chosen to avoid working with a set of different predefined emotions and focus on changes on affective dimensional values. The SAM scale was presented with a textual explanation of each one of the affective dimensions to label. Valence and arousal values will be used to generate the affective attributes to be predicted by the system.
1) MATERIALS
The hardware configuration consisted of a laptop connected to a USB keyboard (Dell Sk-8115 with Spanish keyboard layout), a USB mouse (two buttons with a scroll, Logitech M100) and an external monitor (TFT 15'' Dell E152FPB).
Together with the MOKEETO essay writing tool, a key logger and mouse tracker developed in this research (and previously used in [21] ) were running in the background, tracking of all the press and release events registered by the keyboard as well as the movements and clicks registered by the mouse. The vocabulary for the tasks proposed was extracted from the materials being used in English as second language classes for a B2 CEFR level.
2) PARTICIPANTS
Two similar experiments were conducted: the first one in April (with 27 participants, 10 males and 17 females, avg. age 15.41) was held in a high school class. The second one in November, with the same setup, was held in a different context, with participants attending an experience organized by our distance learning university (UNED) within the Madrid Science Week (14 participants, 7 males and 7 females, avg. age 44.35). The materials in both experiments were the same and aimed to replicate a real-world educational scenario of foreign language learning.
B. DATA PREPROCESSING
After the experiments were conducted, all data collected had to be processed in order to create the model of the participant's interactions. These participant interaction features were inputs for the data mining algorithms used to detect the learner's affective state. The time window corresponds to the duration of each task, so for every user and task a vector was generated, which contained features representing the interaction of the user during that task. By using this time window, each generated vector has a corresponding target or label attribute to be predicted (i.e., the participants' self-report of their affective state after each task).
1) INTERACTION FEATURES
This subsection describes the different datasets generated from data collected during the experiment to model participant's interactions. To model keyboard interactions, key events have been recorded (key press and key release time) and processed, generating two different sets of features, with key-specific features and key-independent features. To model mouse interactions (specifically mouse movements), click and scroll events were recorded. Note that although the latter was not used as the graphical user interface, the use of scroll was not actually required, generating only one set of features. To model performance, a particular single FIGURE 3. User-normalized and the raw datasets generation process differences. User-normalized Dataset (bottom right) is generated by comparing data collected from the calibration task and the regular tasks. Raw Dataset (top right) is generated using only data collected from the regular tasks. set of features was generated. To model the user affective state, different approaches to transform the participants selfreported labels into different affective categories (described below) were used and compared. For the mouse, keyboard and affective labeling datasets, two versions were created: one using information from the calibration task baseline (i.e., user-normalized dataset) and another without using that information (i.e., raw dataset), as it is illustrated in Fig. 3 . The purpose here is to evaluate to what extent using a baseline to normalize regular tasks improves data prediction models.
The process followed to generate the user-normalized dataset feature values is as follows (values and process are shown in Fig. 4) . Initially, the raw data (Raw Dataset in stage 1) is obtained, where each participant has a particular skill level using the keyboard and mouse that is represented by a specific value. In the Data Normalization stage (stage 2), the values collected in the calibration task are used as a reference value for each user. Each value recorded for a participant in every task is divided by the value of that specific participant in the baseline model (i.e., in the calibration task). The result of this is used in the final step to build the Usernormalized Dataset (stage 3), where the goal is to get rid of the possible differences in the values among participants due to their respective keyboard/mouse interaction skills. In other words, in stage 3, values represent the proportion a feature has changed compared to the baseline value (for that same feature for that given participant). The normalized values were calculated using the following equation:
Normalized value = (
Raw value calculated in task x Raw value calculated in calibration task ) a: KEYBOARD KEY-SPECIFIC FEATURES
This dataset aims to model the differences reflected when typing the same sequence of keys in a task compared to the way the same sequence of keys was typed in the initial calibration task. To generate this model, the first step was to group all the combinations of two and three consecutive keystroke events in every task (including the calibration task). Once all the combinations were created and in order to generate a precise model of the user's typing, only combinations that were typed during the same task over a given number of times were kept (i.e. the sequences of the same keys that were introduced over a given number of times in the same task). In contrast with [18] , where no minimum number of instances per n-graph is set, we take into account n-graphs that have been typed at least 3 times across all tasks, including the calibration task. This decision was made in order to mitigate the impact of possible noisy n-graph instances, toward the goal of generating only robust models from several observations of the same phenomena. Fig. 5 illustrates the impact of this threshold in the numbers of digraphs generated for each task and the number of digraphs used in common with the calibration task. The more instances each n-graph are required for it to be used by our model, the less number of ngraphs meet that requirement. Fig. 5 illustrates the average number of digraphs present in each text and the average number of digraphs used (i.e., the number of digraphs that appear over n times in the same text). For these combinations, all the digraph and trigraph features present in [5] were calculated for each task (includ the calibration one) following the same coding presented there:
• 2G_1D2D: The duration between 1st and 2nd keypress start times of the digraphs.
• 2G_1Dur: The duration of the 1st keypress of the digraphs.
• 2G_1KeyLat: Duration between 1st keypress end time and next keypress start time of the digraphs.
• 2G_2Dur: The duration of the 2nd keypress of the digraphs.
FIGURE 5. Avg. number of digraphs generated for each task depending on the number of instances (n) of that digraph in the text. Also, number of digraphs (of the same type as those recorded in the calibration task) used for each task.
• 2G_Dur: The duration of the digraphs from 1st keypress start time to last keypress end time.
• 2G_NumEvents: The number of keypress starts that were part of the graph (as possible overlapping may occur).
• 3G_1D2D: The duration between 1st and 2nd down keys of the trigraphs.
• 3G_1Dur: The duration of the 1st key of the trigraphs.
• 3G_1KeyLat: Duration between 1st key up and next key down of trigraphs.
• 3G_2D3D: The duration between 2nd and 3rd down keys of the trigraphs.
• 3G_2Dur: The duration of the 2nd key of the trigraphs.
• 3G_2KeyLat: Duration between 2nd key up and next key down of trigraphs.
• 3G_3Dur: The duration of the third key of the trigraphs.
• 3G_Dur: The duration of the trigraphs from 1st key down to last key up.
• 3G_NumEvents: The number of key events that were part of the graph. Once we have all the features for each task, we calculate the proportion for each feature compared to the same feature and same digraph in the calibration task, following the equation presented in Section III.B.1, using that proportion for each feature in the dataset.
b: KEYBOARD KEY-INDEPENDENT FEATURES
The second dataset generated was based on key-independent n-graphs key-related features (i.e. all the n-graphs are aggregated, regardless of the keys that compose them). As described above, the features presented in [5] were also generated in this dataset. The main difference with the keyboard key-specific feature model is that, in this dataset, all the n-graph features are aggregated. In the keyboard key-specific feature model, only a subset of the n-graphs recorded was used (only those that appeared over a given threshold in the given task and the calibration task).
Also some other features not included in [5] were generated in this dataset:
• Overlapping press events: number of press events occurring while another key was already pressed.
• Uppercase press: number of press events occurring while shift key was already pressed.
• Pauses: time between a key release and a key press events.
• Time between two consecutive press events: time between two different consecutive key press events.
• Time between press and release events: time between the key press and key release events of the same key. This indicator was calculated taking into account different sets of keys (backspace key, backspace and delete keys, delete key, alphabetical characters and space bar).
• Word separation: time between the release event of a character key and the press event of another character key separated with a keystroke of the space bar. For this dataset, two different versions were generated: i) the ''raw'' version of the dataset containing values for each feature calculated in each task, and ii) the ''user-normalized'' version of the dataset containing, for each user, the comparison between the feature values in each task and the corresponding feature value in the calibration task following the equation presented in Section III.B.1.
c: MOUSE FEATURES
The third dataset was generated from the mouse interaction logs (containing mouse movements, clicks and scroll movements). The first step is using an aggregation method to group the events from the raw data recorded to generate the model features. Traditionally, in mouse interaction modeling, events are grouped into mouse movements; however, as previously discussed, there is no standard definition of mouse movement. In [25] the mouse events were grouped into segments or movements based on their distance, in [26] is the time of inactivity that is used to separate mouse movements. We built our model following the second approach and all the mouse cursor coordinates recorded during the experiment were grouped into mouse movements, a series of coordinates that vary along time with a time difference between each one below a given time threshold. If a change in the cursor position is produced after a 500 millisecond inactivity time (as in order to have a base already proven in related woks, the threshold was set to 500 milliseconds as it was done in [26] ), that position will be considered as the starting position of a new mouse movement. After that, the following features (proposed in [21] and [27] ) were calculated:
• Movement accumulated angle variation: the angle variation described by the cursor for every pair of consecutive cursor locations compared to the angle described by the previous pair of cursor locations.
• Average movement acceleration: the average acceleration in each movement.
• Movement acceleration standard deviation: the standard deviation of the acceleration in each movement.
• Average movement speed: the average speed of the mouse movement.
• Movement speed standard deviation: the standard deviation of the mouse speed in a mouse movement.
• Distance covered: the distance covered by the cursor in a mouse movement.
• Euclidean distance: Euclidean distance between the coordinates where a mouse movement begins and the coordinates where the mouse movement ends.
• Difference between ''distance covered'' by the mouse cursor in a movement and ''Euclidean distance'' between the starting and the end point of the movement.
• Click covered distance: the distance covered by the cursor while a mouse button was clicked.
• Click Euclidean distance: Euclidean distance between the coordinates where a mouse button was pressed and the coordinates where the mouse button was released.
• Click time: time between a mouse button press event and the consecutive mouse button release event.
• Difference between ''click covered distance'' and ''click Euclidean distance''.
• Pause length: the length of the pauses between mouse movements (>1s). Similar to the key-independent dataset, two different versions, user-normalized and raw, were generated from this dataset in order to evaluate if the use of the calibration task data for each user impacts predictive outcomes.
2) TASK PERFORMANCE FEATURES
A dataset reflecting the performance of the participants during the experiment was also generated. This way, since we are modeling affect in the educational domain, we can utilize a performance model to improve the prediction of whether the users' performance has an impact on their affective state. This approach was discussed in the previous work [20] , [25] , where authors used the best trajectory in a task to evaluate the participant's performance. Bearing in mind that proposed tasks consisted of writing a short essay including certain selected words, the following features were included:
• Proportion of words used in the task compared with the mean number of words written by all the participants in that task.
• Proportion of proposed words used in the task.
• Proportion of proposed words in the task used compared to the mean proportion of proposed words for that user in other tasks. Previous work also use verbosity [16] or other language production features [18] , which may be closely related to the domain of the language used. In contrast to these studies where participants were American students, our work required students to write essays in a second language. Domain performance features relating to language production such as verbosity were not considered in the present study, as these features are likely not only associated with a participant's current affective state but also associated with their proficiency in the second language. VOLUME 6, 2018
3) LABELLING TARGET AFFECTIVE FEATURES (PREDICTED ATTRIBUTE)
The last dataset generated consisted of the label to be predicted. As aforementioned, the approach chosen for this work is based on a dimensional approach so the labeling does not consist of concrete individual affective states. The affective labeling used is based on the two affective dimensions the participants were asked after each task (with values from 1 to 9 both of them): valence and arousal.
Related work using the same labeling scale group the values given by participants into categories [47] , merging both valence and arousal dimensions into one single variable (with values: PVHA, PVLA, NVHA, NVLA and nVnA where P=positive, N=negative, H=high, L=low, n=neutral, V=valence, A=arousal). Unfortunately, [47] did not give detailed information on the procedure used to carry out that discretization.
In our case, we consider the discretization process of the participant's self-reported labels, searching for a balance between fine-grained modeling (the label given by participants) and prediction performance and simplicity. As with fine-grained modeling, the worse the results might be (as a more detailed prediction is expected) and more complex the model). For this dataset, two versions (user-normalized and raw) were also generated aiming to design two different targets to evaluate: i) values given by participants after each task (raw version of the dataset), and ii) comparison between the values given by participants after each task and the values given at the beginning of the experiment (user-normalized version of the dataset).
To model those positive or negative absolute numerical values (i.e., labels) given by the participants (raw version of the dataset), two different discretization approaches were applied: i) the first discretization approach aims to draw a narrow neutral strip in the affective dimensions, considering positive (>5), neutral (5) and negative (<5) categories, while ii) the second discretization approach aims to predict strongly positive (>6) and negative (<4) scores, with a wider neutral range (>4 and <6).
Recall that participants reported their affective state before doing the first essay task. Thus, using the user-normalized version of the dataset allows us to know if the participant has gone through a positive or a negative emotional transition since the beginning of the experiment (as the user-normalized version of the dataset uses the initial emotional labeling given by the participant as reference values). As done in the raw version of the dataset, two discretization approaches were also applied (this time with the values given by participants compared to their own baselines values obtained in the calibration task): i) a model including a neutral value, which includes positive (>1), neutral (1) and negative (<1) categories, and ii) a model focused on detecting negative transitions, which include only negative (<1) and non-negative (≥1) categories. These two different discretization approaches are depicted and highlighted in dash line boxes in Fig. 6 . The latter FIGURE 6. Different discretization approaches used for the labeling target affective attribute. Each different approach is included in a dash line box. Differential labels (bottom part) are generated by dividing labels given in regular tasks by labels given in the calibration task. Raw labels (top part) are generated from the labels given in regular tasks.
negative and non-negative approaches are being explored here because these have been considered in our previous research on recommender systems [48] , where the recommender system may only provide a recommendation when the learner is going through a negative affective state.
C. DATA ANALYSIS AND PREDICTIVE AFFECTIVE MODEL GENERATION
After discussing the different ways to consider the features and labels in our datasets (keyboard key-specific dataset, keyboard key-independent dataset, mouse interaction dataset and performance dataset) in this section we focus on describing how we generate the predictive models that are ultimately tested.
As it can be seen in Fig. 3 , two versions were generated from most of the datasets previously discussed (i.e., usernormalized dataset, bottom part in Fig. 3 and raw data set, top part in Fig. 3 ). Both versions of the datasets contain a combination of the feature vectors from each dataset, linking them to the same set of events, and merging the tables. The only exceptions were the keyboard key-specific and the performance datasets. This is because we process keyboard keyspecific features by comparing its values to the calibration task. In the case of the performance dataset, there are no reference values from the calibration task. Both versions of the datasets, raw and user-normalized, were used separately to generate different models. By doing this, we investigate how ''user-normalized'' feature values (using the baseline data from the calibration task to generate the features) or ''raw'' feature values (not using the baseline to generate the features) impact the quality of the predicted models.
When all the datasets are merged, we found that we had a higher number of features than instances: 406 features for 123 data instances for the ''user-normalized'' version and 258 features for 123 data instances for the ''raw'' version. To address this dimensionality issue, a reduction was needed. After removing columns and rows with a large number of missing values, highly correlated features were also removed. To do that, features were ranked by number of correlated features and then those features that correlate with another feature with a higher rank are removed. After this step, high dimensionality was still present: 165 features for 119 data instances for the ''user-normalized'' version and 95 features for 119 data instances for the ''raw'' version. As a consequence, dimensionality reduction and class balancing were needed and their impact on the results was also evaluated (these are to address the sixth issue depicted in section II.E).
The techniques that were applied for class balancing consist of: i) equal size sampling, which aims to balance the class values in a dataset with an uneven class distribution (problem that can be found in previous work [9] ) as that may lead to overfitting ( [49] ; and ii) SMOTE, which performs oversampling on the minority class examples [50] . In turn, the techniques that were used for dimensionality reduction consists of: i) forward feature selection, which selects a subset from the original set of features that provide the best predicting results [51] , and ii) Principal Component Analysis (PCA), which, after having removed correlated features, provides an uncorrelated set of features generated from the remaining ones, allowing us to select a subset of features with the most plausible discriminant dimensions [52] . For the last methodological variable, we consider which algorithm will be used in our study based on the results obtained with our given data. As such, we have used some of the most popular applied algorithms in the literature [6] : i) C4.5, an algorithm to generate decision trees [53] , ii) random forest, an ensemble learning method based on the creation of multiple decision trees [54] , iii) support vector machine (with a polynomial kernel), another supervised learning technique based on the construction of hyperplanes for splitting the data points in order to assign them a class value [55] , and iv) Naïve Bayes classifier, which is based on the probability to perform the classification [56] . The models were generated using the Weka implementation in the Knime platform [57] .
The final list of the different methodological variables evaluated in both datasets used in this affective model prediction is shown in Table 3 .
IV. RESULTS
With all the variables described in the previous section, 512 models were generated, all of them applying 10-fold cross validation. The results of the models with best accuracy, best kappa and best accuracy improvement (compared to the majority class) are shown in Table 4 (user-normalized dataset) and Table 5 (raw dataset) .
Top results are bolded. Settings indicate which preprocessing technique is used: equal size sampling (D), forward feature selection (F), principal component analysis (P) and SMOTE oversampling (S). The symbols at the end of selected rows illustrate the models included in Fig. 7 . As shown in the two result tables (i.e., Table 4 and Table 5 ), the user-normalized dataset reaches higher accuracy values. This can be due to the additional information features provide. Instead of raw interaction information, these features focus on participants' variations in their own interaction VOLUME 6, 2018 TABLE 4. Models generated from the user-normalized dataset with best accuracy, kappa and classifier accuracy improvement (compared to the base rate classifier).
TABLE 5.
Models generated from the Raw dataset with best accuracy, kappa and classifier accuracy improvement (compared to the base rate classifier).
behavior. Kappa values are also not very high (although those values can also be found in related works as can be seen in next paragraph). This can likely be due to the relatively small dataset (data from 41 participants extracted in real-world conditions) and a high number of features that eventually had to be reduced. Another salient feature is that the best kappa values and the best accuracy improvements (compared to the majority class classifier) were achieved in datasets where equal size sampling was applied. User-normalized dataset (Table 4) offers the best accuracy rates, providing similar results in arousal and valence (but slightly higher in 2-value classification than in 3-value classification). In the raw dataset (Table 5) lower accuracy values were obtained, with similar kappa and accuracy improvement values.
Comparing our results to similar work, we can find low kappa values from best-performing models in previous studies. For instance, in [16] the best model distinguishing engagement from boredom achieved a 0.374 kappa value (87.0% accuracy rate) and the best model distinguishing three emotions achieved a 0.171 kappa value (56.3% accuracy rate). These results are drawn from a study that has similar characteristics to our current work. In [16] , researchers use data recorded from a 3-essay writing experiment (with about 1440 data instances, as they generate a data instance every 15 seconds), although their study did not use the mouse as a data source. Following the same goals for experimentation, other studies showed mixed results. Top classifiers from [5] , predicting single emotions, provide accuracies from 76.3% (Kappa=0.55) to 93.8% (Kappa=0.55). The models from [5] were built using a reduced data set (initially reduced through the removal of a neutral category undersampling). Also, these results [5] were generated from fixed text models, as the free text models did not achieve kappa values over 0. 4 . Accuracy values presented in [9] varied depending on the emotion predicted and the algorithms used, achieving values from 47.37% to 81.25% (mean=62.47%, std. dev.=8.67). In the case of mouse-based detection, in [25] accuracy rates ranged from 91.96% to 94.61% when predicting confusion and data about a known target. When no information about the target is used, the accuracy rates go from 82.38% to 84.47%.
In order to evaluate the different methodological questions introduced in this paper, the highest kappa value for each variable has been selected and depicted in Figs. 7, 8, 9 and 10. Kappa statistic indicates how much the classification rate was a true reflection of the model or how much it could be attributed to chance alone [5] . Kappa has been used as an indicator to choose models that perform better than chance. The following models are depicted by the accuracy of the model, the accuracy improvement compared to the majority class (i.e. the difference between the accuracy reported by the model and the proportion of instances of the majority class) and the Cohen's Kappa. These models depicted in Fig. 7 are FIGURE 8 . Valence models with highest kappa value and their corresponding accuracy and accuracy improvement (i.e., the difference between model accuracy and base rate classifier accuracy) across different class balancing techniques (SMOTE oversampling, Equal Size Sampling ''ESS'' and SMOTE oversampling applied after Equal Size Sampling ''ESS + SMOTE'') and datasets.
FIGURE 9.
Arousal models with highest kappa value and their corresponding accuracy and accuracy improvement (i.e., the difference between model accuracy and base rate classifier accuracy) across different class balancing techniques (SMOTE oversampling, Equal Size Sampling ''ESS'' and SMOTE oversampling applied after Equal Size Sampling ''ESS + SMOTE'') and datasets.
identified in the following figures by the symbols ♠, ♣, ♥ and .
Results in Fig. 7 show the impact of the different datasets when analyzing the models with the highest kappa value from the raw and the user-normalized dataset. The raw dataset provides similar (when predicting valence) or slightly better (when predicting arousal) Kappa values than the user-normalized version. User-normalized version model of valence shows 15% higher accuracy than the model based on the raw dataset. The finding that the user-normalized dataset performed worse on the accuracy improvement metric is likely due to the imbalanced class attribute (see Fig. 8 and Fig. 9 ). In conclusion, models seem to perform better when detecting the arousal dimension and when predicting arousal, the raw dataset seems to provide slightly better results than the user-normalized dataset.
To evaluate the impact of the different class balancing techniques, we assessed model performance based on the accuracy rates, kappa values and generated models with the highest kappa from each class balancing technique and dataset used (see Fig. 8 for valence and Fig. 9 for arousal) . We can see how the raw dataset and the user-normalized dataset based models provide different results depending on the techniques used. While the application of class balancing techniques show almost no improvement on the models generated from the raw dataset (with an exception when applying ESS to predict arousal), these techniques seem to provide better results (compared to the best model with no technique) when used on the user-normalized dataset. All kappa and accuracy improvement values are higher when class balancing technique is used. Regarding techniques, SMOTE only provides better results (in comparison to the highest kappa model with no class balancing technique) when used in the user-normalized dataset. ESS surpasses SMOTE in most cases using the user normalized dataset, additionally, providing better or similar accuracy improvements and kappa values. Top accuracies obtained are around 60% with kappa values below 0.4. With these results, we can see how the use of class balancing techniques results in the user-normalized based models performing just as well as the raw dataset based models. Fig. 10 and Fig. 11 show the impact of the different dimensionality reduction techniques with the different datasets with VOLUME 6, 2018 FIGURE 11. Arousal models with highest kappa value and their corresponding accuracy and accuracy improvement (i.e., the difference between model accuracy and base rate classifier accuracy) across different dimensionality reduction techniques (Forward Feature Selection ''FFS'' and Principal Component Analysis ''PCA'') and datasets. the highest kappa value. As shown in these figures, the application of the proposed techniques provides a similar or worse kappa value of the models generated. In the raw dataset, the accuracy values are similar or lower, with a big decrease in accuracy improvement when using forward feature selection. When using the user-normalized dataset, none of the resultant models provide an accuracy improvement over the majority class and the kappa values. These models also performed lower than the ones generated from the raw dataset.
Some models from Fig. 7 do not appear in Figs. 8, 9 , 10 or 11. This is because these models were generated by combining class balancing (Figs. 8 and 9 ) and dimensionality reduction techniques (Figs. 10 and 11 ). As these figures aim to study the impact of these techniques independently, those models are not shown there.
When analyzing the results regarding the different discretization thresholds used with the affective label attribute, it can be seen in Fig. 12 that approaches that contain a category with small range (i.e., the difference between the maximum and minimum values included in that category is smaller than the same difference of other categories) provide lower accuracy rates. This happens when the neutral bin contains only one value (5) instead of three (4, 5 and 6) in the raw dataset and when there is a small bin containing one value (neutral=1) in the user-normalized dataset. When taking a look at the kappa and the accuracy improvement, most of the models in Fig. 12 show a similar behavior than the one shown by accuracy, yielding higher values when there is no category with small amplitude compared to others. The only exception is the arousal model generated from the user normalized dataset. This model provides kappa values that are similar to and slightly better than the kappa and accuracy improvement values with a small amplitude category. The overall values provided by the models is potentially the result of the difficulty of performing highly detailed predictions from labels grouped in unbalanced categories (containing fewer data instances, which may impact on the robustness of the model).
When evaluating the models with the highest kappa values across algorithms, similar results were found in the raw dataset models. Support vector machines achieved the best results followed by random forest for both valence and arousal. Naïve Bayes and C4.5 best models show worse values than support vector machines and random forest.
The models generated from the user-normalized dataset show similar kappa values when using support vector machines, random forest or Naïve Bayes (with better random forest showing best accuracies than the other algorithms). C4.5 best model show worse values than the others when generating the arousal model from the user normalized dataset.
Note that related work provides low values in the same range than the ones we have obtained [5] , [16] . In particular, when there is a small number of data instances, a large number of features and the target outcome is subjective, it is very difficult to obtain better results. Nonetheless, our contribution has improvements over previous approaches. In particular, our work uses a discretized dimensional approach, while most similar studies use a closed set of emotions, which can produce different results depending on the emotion predicted [5] , [9] . Another methodological aspect to consider is the impact of the proposed task on the results. In our case, we are dealing with a free text task, and this kind of task relates to low kappa values (in [5] , results based on free text provide kappa values below 0.4).
Regarding all the variables that have been evaluated in this work, the following conclusions can be drawn from the results FIGURE 13. Models with highest Kappa value and their corresponding accuracy and accuracy improvement (i.e., the difference between model accuracy and base rate classifier accuracy) across different algorithms (Support Vector Machine ''SVM'', Random Forest ''RF'', Naïve Bayes ''NB'' and C4.5 tree ''J48'').
reported above: i) the use of a baseline in order to calculate user-normalized (i.e., using individual interaction patterns as referential values); mouse and keyboard features does not seem to offer better results compared to the generation of the raw mouse and keyboard features without using a baseline; ii) when using a discretization method with the class attribute, approaches with an unbalanced bin (e.g., a small neutral bin with positive and negative bins representing a wider range from the original variable spectrum) tend to offer worse accuracy rates; iii) the only data preprocessing technique whose best model provided better results were the class balancing ones (SMOTE and equal size sampling) on the user-normalized dataset, while dimensionality reduction techniques (forward feature selection and principal component analysis) did not provide significantly better results; and iv) support vector machines and random forests are the algorithms that achieved the best models.
V. DISCUSSION
We have identified and further explored the main modeling issues involved in unobtrusively detecting the affective state of a learner from keyboard and mouse interactions in essay writing tasks. We have automatically created multiple models (over 500) using data mining techniques where we have combined features and data sources proposed in different research works and extended them in order to address a real-world learning scenario.
A. RESULTS
Results displayed in Fig. 7 do not show an improvement in the models generated from the user-normalized dataset. Our evaluation of the different preprocessing techniques suggests that class balancing techniques used produced better results, than not using them, or similar ones, while dimensionality reduction did not produce better models. Applying class balancing techniques on the user-normalized dataset ( Fig. 8 and Fig. 9 ) led to better results, achieving similar results to the models generated from the raw dataset models. This suggests the user-normalization may lead to unbalanced classes. It then makes sense to take a deeper look at two different points in our process that might have led to an unbalanced dataset: i) the normalization process (where, in case a very high or low value of the class attribute in the initial baseline might bias the class attribute of all the data instances of that subject) and ii) the class attribute discretization process. With respect to the former, the study of other approaches to calculate the reference value of the normalization could be explored (e.g. using a dynamic baseline, or using a dynamic window from the recent interactions as reference values).. With respect to the latter, regarding the different ways to discretize affective labeling, approaches that include categories with unbalanced ranges seem to yield lower accuracy rates (see Fig. 12 ).
B. BASELINE MODEL
As previously stated, the main hypothesis we wanted to test is that ''creating a baseline model to be used as a reference of how the participant interacts with the keyboard and mouse improves affect detection results''. We created an interaction baseline model that can be used as a reference for how the participant generally interacts with the keyboard and mouse. This way we provide new modeling alternatives which are based on leveraging a user's specific changes and comparing their values across different tasks with respect to the calibration task (i.e., where the baseline model is obtained).
The interaction baseline model's goal is to model keystroke-level features in relation to affect, thus enriching predictive models. This approach follows what is commonly applied when processing physiological signals [58] . Using baseline measurements as a reference model is not uncommon [2] , [6] , but our proposal differs in various ways. We have used a single baseline model to compare the user's behavior over several different tasks in a real-world scenario characterized by the shortage of data. As it can be seen in Fig. 7 , the use of this interaction baseline can provide better accuracy rates than the use of raw interaction features when predicting affective states.
The calibration task to get the baseline model takes little time and is done once at the beginning of the experiment, thus fulfilling another requirement of our approach, which is to provide experimentation settings that closely represent natural learning settings and can be applied in real-world learning scenarios. This way we are trying to minimize the usage of a fixed text, not forcing the user to type it several times, as others have done to collect observable features directly from it [5] , [7] . This has been an initial proposal that can be adjusted to different experimental conditions. For instance, a keyboard baseline model task could be repeated in a longterm experiment to study the validity of the proposed model over time. The fixed text used in that model can change in order to recalculate baseline features and evaluate their usage. Another possibility in a long-term experiment is to replace this baseline model aggregating new features calculated from a very long time window, such as features from the same digraph typed many times during one day in a free-text data collection approach.
Regarding the choice of the text selected for the calibration task, related work used a text from a given popular book, with no apparent reason provided [7] . We took a similar text as in [5] because it provides relatively simple sentence structure with no long uncommon words, and each piece of text has roughly the same length [59] . Besides, it is appropriate for essay writing tasks, which are commonly performed by learners of English as second language, the target population in our experiment. The complexity of the proposed text has to be moderate in this case, as copying a text that the participant cannot understand may lead to confusion or frustration. All this raises another issue: the choice of the text may also impact the quality of the initial model. On the one hand, the shorter the fixed text is, the less intrusive it is for the participant (as the time the participant spends in that calibration task is time that is not being used on a ''real'' task). On the other hand, the longer the text and the more diverse words included, the more digraphs are modeled (so the model generated will be richer) [60] . So for a given population and educational context a balance has to be found between these two factors. The meaning of the text is another point to address, as it can elicit emotions by itself [61] so a neutral content text has to be selected.
C. EXPERIMENTAL ENVIRONMENT-RELATED LIMITATIONS
In this work we are building a model of a person in a realworld non-intrusive educational setting from keyboard and mouse interactions. There is related evidence showing that models which focus on individual person features tend to be more accurate, but in these settings there is lack of large interaction data sets from which to get an accurate model of the learner features, which is a well-known challenge [9] . This issue has driven us to explore additional modeling features based on different types of measurements. The problem here is that we are not dealing with person dependent models recorded in ideal conditions (usually obtained in nonauthentic contexts) but with more naturalistic contexts where lower accuracies are obtained [2] , [10] . Related work has shown that individual models are difficult to build because of difficulties in getting enough samples per user, and usually, those datasets in which predictions do not surpass certain accuracy thresholds are neglected [5] , [9] , [10] .
Taking into account the relatively small number of instances available in the dataset, the overall results encourage us to continue to do research in this direction. The kappa values obtained are low due to the nature of the experimentation data, which is relatively more representative of a realworld scenario than previous fixed-text data. Hence, further research in this area with bigger datasets could help create more robust models. In this sense, a more robust baseline constructed from more data instances could help us reduce the noise in the data.
Bearing this dimensionality challenge in mind, from the modeling viewpoint, we have included combinations of the most frequent two and three keystroke events (i.e., digraphs and trigraphs) and combined these key-specific features with other key-independent features in order to detect affect state changes. Considering the small amount of instances available in our current dataset, the overall results suggest further research in this direction. Note that in classifier design, some papers suggest that there should be 10 times more instances (training samples) per class than the number of features [62] , which are challenging given the circumstances of our setting (which are similar to others [6] ). A long term version of the proposed experiment would enable us to extend the approach by providing more exercises over time and thus increase the number of instances in our datasets. Furthermore, instead of dealing with groups of students, focusing on personalized modeling, each participant may be involved in an within-subject study, which is expected to increase accuracy results [9] . This within-subject design would provide a more robust baseline and most likely additional performance features for each research subject, thus enabling to model sequences of actions more accurately and create more complex performance-based models [63] .
In any case, the proposed approach in this work provides new modeling opportunities, evaluated in real-world scenarios with multiple users, which can be further explored in future experiments where more interactions could be involved. In particular, we plan to conduct a long-term version of the proposed experiment, using a within-subject approach, to study individual features over different real-world problems. This way, with more interaction data from each learner, we expect to provide a more robust baseline model and represent a wider range of the student's performance across features, to model sequences of actions and create more complex performance-based models [63] .
D. DATA PREPARATION
Another key subject is the impact of using a particular data preprocessing method. One of the goals of this preprocessing is the high dimensionality of data in this field, which is a relatively common problem identified in literature [5] , [27] , [36] . This is usually tackled by means of different preprocessing and dimensionality reduction techniques. There are many dimensionality reduction techniques and their use can have an impact on different aspects of the model generated, ranging from model interpretation (e.g., PCA generated features are calculated by combining the original ones. As such it will not be possible to evaluate which set of original features have the most impact on the results) to the performance of the model generation, as some techniques, like forward feature selection, can be time consuming. In case of class balancing techniques, the use of undersampling based techniques is debatable when there are very few instances in the dataset. In this work some of the most common preprocessing methods have been applied as a variable to be considered when generating the models. The purpose here is to evaluate their impact on the models generated, but usually related work uses them without evaluating their appropriateness. In our case (see Fig. 8 ), it is shown that some techniques (in our case the dimensionality reduction ones) may not result in an improvement of results. Additionally in some cases, such as forward feature selection, the suitability of the technique may still be brought into question because of the time consumption related to it. Regarding class balancing techniques, we have seen that the models from the user-normalized dataset improved their results when these techniques were used, which lead us to think that the user-normalized dataset could be unbalanced. This class unbalancing from the user-normalization process should be fixed in further experiments. To do that, differences in the user-normalized dataset generation should be carefully studied, from the data normalization to the label discretization. Although they have not been addressed in the work reported here, other technical issues related to the different preprocessing methods should be taken into account, such as time consumption. Due to the small size of our dataset, time consumption has not been a problem, but in large datasets, it could make a difference, particularly when the models proposed are used in other real world scenarios [64] .
Another important aspect of the data preparation is providing the proposed approach with the capability of adapting to different experimentation conditions. By using appropriate data preprocessing techniques, the system might be adapted to tasks where one of the proposed data sources is not being used. For instance, this approach can be employed in educational games where only a mouse is needed [65] , thus dealing with having a lack of information from other data sources [36] . This approach can also be explored to adapt affect detection to people with special needs. In this case, [42] suggests that some of the proposed data sources used in this work may change their interaction purposes. For instance, blind people use a keyboard for navigating over the materials with a screen reader, and we could detect and compare their keystroke behavior when they are either navigating or writing [42] .
To tackle this issue, different classifiers could be used for each data source and the different models generated could be combined, thus determining which data source could offer more information for each user in a given situation over time. The use of unsupervised learning techniques can also be integrated with the research described here, thus generating groups of similar users and generating models for the users depending on their group, following related approaches in exploratory learning environments [66] E. AFFECTIVE STATE REPRESENTATION Another variable addressed in the current work is which affective model representation to use [67] . As previously introduced (see Section I), we have adopted a simplified dimensional approach for labeling the user's affective state, which is readily available and can be managed by students themselves [12] . The problem of labeling affect is well known, and here inter-observer agreement can be low [67] . The use of sets of emotions, where the participant has to choose the closest to her current state, is common in the literature. This categorical approach can result in different interpretations of the same emotion [6] . We have dealt with the potential problem of affective concept misinterpretation by providing learners with a written explanation of the two affect dimensions covered in this approach, valence and arousal, in order to ensure that all learners understand the dimensions in the same way. Other approaches deal with this issue by providing mappings from affective dimensions to affective categories, even when they are focused on learningcentered cognitive-affective states [68] . Although this categorical approach is out of our scope for the reasons discussed above, there is evidence that coders who have received proper thorough methodological training assessing affect have achieved inter-rate reliability rates of over 0.6 [69] .
There are other ways of detecting participants' affective state, such as using a free text approach [70] , which we have explored in the past [43] . This approach has not been followed here since we consider ordinary daily practices of learners, and we do not want to distract them with additional affectoriented tasks.
Our work has explored different ways of discretizing the dimensional values obtained into different dimensional categories to perform the prediction. This approach seems to be interesting since it provides a finer-grained means of modeling students' affective states. However, this would hamper the simplicity we are aiming at. We have selected a discretized approach that simplifies the problem of predicting the dimensional values of the affective state for the algorithms used. By using positive, negative or neutral states (from the raw dataset) or positive or negative emotional transitions (from the user-normalized dataset) we are keeping a reduced number of categories, which are easier to manage when there is a shortage of data. In this sense, more discretization approaches could have been evaluated, thus following this paper's approach, which shows the first step at looking for a proposal that supports classification algorithms and also is able to provide a balance between meaningfulness and simplicity for users.
The emotional modeling approach deserves particular attention when the affective state detector is to be integrated with other components that will use the predictions performed [71] . This is another reason why this dimensional approach was chosen, as it provides a more flexible and standardized description to select which affective state phenomena to take into account. From the results obtained, we can see that the 2-value classification also offers slightly better results than the 3-value approach. Although some previous works use high/low or positive/negative values for the proposed dimensions [32] , [33] , [47] , [72] , the use of neutral states could also be taken into account, for example, to use a two-step classification approach able to discard those neutral states before classifying positive or negative affective states [40] .
Regarding the evaluation of the work done in the discretization approaches for the labeling attribute, further research could be performed, in which a recommender system employs the different approaches evaluated. A recommender system would give us a closer look at the impact of discretization criteria on the recommendations given, towards understanding what granularity is most important in different situations. The characterization of affect determines the type of recommendations that can be implemented in real-world scenarios. Recommendations could be provided in terms of well-known traditional interaction sources, such as the ones used here (i.e., mouse and keyboard) or less explored interaction sources, such as visual, sound or haptic, which can be tuned to provide recommendations in ambient intelligent scenarios [73] , [74] .
F. DATA SOURCES
Another key issue in this work is the suitability of the interaction devices that are used and modeled. Although the task in this study mainly depends on typing, the mouse was used by all the participants for navigation and for text editing purposes. In a series of tasks where the keyboard is rarely used, automatic feature selection methods should discard the keyboard features. Similarly, a judicious selection of threshold values (like the ones depicted in Fig. 5 ), also ensures that features are only used when they represent an interaction repeated a potentially significant number of times.
As to the model generation and the device used, although all the participants interacted through keyboard and mouse in this work, it is common nowadays to find users controlling desktop computers (or other devices) by other means, such as track pads or touchscreens. The link between touchscreen based typing and mood changes was investigated in [75] , which uses digraphs and trigraphs and takes into account other touchscreen related features, such as the number of hands used for typing. In [76] , the use of a touchscreen is also combined with keyboard and mouse features for affective computing. Indeed, there is a vast literature evaluating different data sources as data for affective state detectors [34] . Other point to discuss is the possible combination or impact of using the proposed data sources with other data sources (e.g. using psychophysiological data sources in touch typing tasks [77] ). Here, we tried to stick to a low-intrusiveness and cheap approach that requires no additional hardware in order to evaluate this work in real-world conditions.
VI. CONCLUSIONS AND FUTURE WORK
In this paper we implemented a case study which shows the critical issues involved in detecting affect from traditionally non-intrusive interaction sources, such as keyboard and mouse. The approach proposed aims at deepening the information that can be gathered and modeled from these interaction sources so that these are fully optimized in learning scenarios.
With our focus on real-world scenarios, we took intrusiveness into account in the experimental design by not distracting the user with affect-oriented tasks while performing learning tasks. The intrusiveness has also been taken into account in the choice of the proposed data sources, as this work is based on two of the most basic interaction sources to date, keyword and mouse. Through the user study reported in this paper we have shown that these two interaction sources can be further explored to better account for the learners' affect. Ultimately, our approach aims to clarify and take advantage of the modeling issues involved in detecting affect from diverse users' interaction sources. Although the choice of interaction sources depends on the given goals and educational context, traditional input sources are currently playing an important role.
Our work has investigated three main topics: i) creating an interaction baseline model for each user from which to model user features related to several dimensions, ii) diminishing the dimensionality of mouse and keyboard features and balance the training instances by taking preprocessing techniques as a methodological variable, and iii) adopting a simplified characterization approach for labeling the users' affective state.
Following the open issues discussed in the previous section, future work could be applied to the following directions: 1) explore different approaches to calculate the reference value used within normalization, 2) evaluate discretization approaches for the class attribute, 3) explore new approaches for the baseline proposed, such as a dynamic baseline, 4) conduct a long-term within-subject experiment to study individual features' applicability within different realworld problems, 5) explore other interaction devices available in mobile devices, 6) analyze the impact of discretization labeling when using a recommender system, 7) evaluate the impact of personality or demographic features (such as gender or age) on the generated models. There are many possibilities for future work in this rapidly-developing field.
In conclusion, this research has investigated some open modeling issues found in related literature and also has proposed a new approach aiming to highlight user personal variations in interaction data (from mouse and keyboard) collected in an between-subject experiment in order to predict affective states. We hope that the results presented in this paper encourage further research in finding suitable approaches to deal with the problem of detecting affect in realistic educational scenarios, in which collected data are sparse and imbalanced.
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