Abstract. Using self similar tilings we represent the elements of R n as digit expansions with digits in R n being operated on by powers of an expansive linear map. We construct Markov partitions for hyperbolic toral automorphisms by considering a special class of self similar tilings modulo the integer lattice. We use the digit expansions inherited from these tilings to give a symbolic representation for the toral automorphisms.
Fractals and fractal tilings have captured the imaginations of a wide spectrum of disciplines. Computer generated images of fractal sets are displayed in public science centers, museums, and on the covers of scientific journals. Fractal tilings which have interesting properties are finding applications in many areas of mathematics. For example, number theorists have linked fractal tilings of R 2 with numeration systems for R 2 in complex bases [16] , [8] . We will see that fractal self similar tilings of R n provide natural building blocks for numeration systems of R n . These numeration systems generalize the 1-dimensional cases in [14] , [10] , [11] as well as the 2-dimensional cases mentioned above. Our motivation for studying fractal tilings comes from ergodic theory.
In [2] Adler and Weiss show that topological entropy is a complete invariant for metric equivalence of continuous ergodic automorphisms of the two-dimensional torus. Their method of proof is to construct a partition of the 2-torus which satisfies certain properties. The partition is called a Markov partition. By assigning each element of the partition a symbol, it is possible to assign each point in the 2-torus a bi-infinite sequence of symbols which corresponds to the orbit of the point. The objective is to represent the continuous dynamical system as a symbolic one in such a way that periodicity and transitivity is preserved in the representation.
In [4] Bowen shows that every Anosov diffeomorphism has a Markov partition. In particular every hyperbolic toral automorphism has a Markov partition. His construction uses a recursive definition which deforms rectangles in the stable and unstable directions. While existence is shown, the proof does not indicate an efficient way to actually construct the partitions. In [5] Bowen shows that in the case of the 3-torus the boundary sets of the Markov partition have fractional Hausdorff dimension. In [3] Bedford constructs examples of Markov partitions for the 3-torus and describes the sets as crinkly tin cans. In [6] Cawley generalizes Bowen's results to higher dimensional tori.
Since Markov partitions have properties which resemble those of self similar tilings and the boundary sets of these partitions have fractional dimension, it is natural to suggest that an explicit finite construction of Markov partitions for hyperbolic toral automorphisms may be given using fractal self similar tilings. Moreover, there is a natural way to represent points in a tiled space using a symbolic system. The representations correspond to digit expansions. The set of sequences of digits used in these expansions will in turn generate a symbolic dynamical system which is metrically similar to the continuous system defined by the corresponding toral automorphism.
Subdividing and self similar tilings
In this first section we review the definition and properties of self similar tilings. Much of this information may be found in [17] and [10] . We then indicate how a self similar tiling of R n provides a numeration system for R n . Let X be a subset of R n which is the closure of its interior.
Definition.
A collection T of compact subsets of X is a tiling if it satisfies the following properties.
(1) The union of the sets in T is equal to X.
(2) Each set in T is the closure of its interior. (3) Each compact set in X intersects a finite number of sets in T. (In this case we say that T is locally finite.) (4) The interiors of the sets in T are mutually disjoint. The sets in T are called tiles.
Suppose G is a subgroup of R n . A tiling T of X is G -finite if there exists a finite partition {T j } j∈J of T such that if T ∈ T j , then
The collection {T j } j∈J is a tile type partition for T.
Suppose T is a G-finite tiling of X with a tile type partition {T j } j∈J . If T 1 , T 2 ∈ T j for some j ∈ J, then we will say that T 1 and T 2 are of the same type. This implies that there exists g ∈ G such that T 1 + g = T 2 . We say that T 2 is a G-translate of T 1 . This does not mean that if T 1 , T 2 ∈ T and g ∈ G such that T 1 + g = T 2 , then T 1 and T 2 are of the same type. We will see that there will often exist tile type partitions which contain elements T j1 and T j2 such that every tile in T j1 is a G-translate of every tile in T j2 . It follows that there are arbitrarily many different ways to define a tile type partition for a G-finite tiling. For now, let {T j } j∈J define a tile type partition for T. Let P be the set of all finite unions of tiles in T. Let B be the set of all bounded subsets of X. Note that P ⊂ B.
Definition. Let P 1 ; P 2 ∈ P, then there is a finite collection of tiles {T k } k∈K such that P 1 = k∈K T k . The sets P 1 and P 2 have the same pattern if there exists g ∈ G such that P 1 + g = k∈K T k + g = P 2 and for each k ∈ K, T k + g is a tile in T of the same type as T k . In particular tiles of the same type have the same pattern. If U ∈ B, then there is a finite union of tiles P ∈ P such that U ⊂ P . If g ∈ G, then U and U + g have the same pattern if for some P ∈ P such that U ⊂ P we have that P + g ∈ P and P + g and P have the same pattern. If V is a subset of X and U ∈ B, then V contains the pattern of U if for some g ∈ G, U + g ⊂ V and U + g has the same pattern as U .
Let φ be an expansive linear map on R n such that φX = X. To be expansive means that the eigenvalues for φ all have modulus greater than 1. We adapt a License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use NUMERATION SYSTEMS AND MARKOVKOV PARTITIONS 3317 norm for R n which reflects the expansiveness of φ as in [12] . More specifically, let {λ i } l i=1 be the eigenvalues of φ ordered so that 1 < |λ 1 | ≤ |λ 2 | ≤ · · · ≤ |λ l |.
Choose such that 1 < < |λ 1 |. We choose a norm · so that for all x ∈ R n x < x ≤ φx and
Definition. A G-finite tiling T with tile type partition {T j } j∈J has a finite number of local patterns if, for each δ > 0 we have that the set {P ∈ P: diameter(P ) < δ} contains a finite number of distinct patterns.
A slightly stronger restriction on T is that T has only a finite number of local patterns and these patterns are scattered uniformly throughout the tiling. Let Let G be a subgroup of R n such that φG = G.
A G-finite tiling T of X with tile type partition {T j } j∈J is subdividing with expansion map φ, if for each T ∈ T, φT is a finite union of tiles and if T and T are tiles of the same type, then φT and φT have the same pattern. For each T ∈ T j we may think of the pattern of φT as defining a subdivision rule for T j . A quasi-periodic subdividing tiling of T of X with expansion map φ is called a self similar tiling. Example 1. Let φ be the expansive map on R given by multiplication by
Note that λ is a zero of
. We will partition T into two sets T A and T B . The tiles in T A will be Z[λ ]-translates of T A and the tiles in T B will be Z[λ ]-translates of T B . We define T by inductively defining T A and
Let T A + λ x ∈ T A and let T B + 1 + λ x ∈ T B . If y ∈ Z[λ ] and T B + y ∈ T B , then
Let T A + λ y ∈ T A . The tiling T is a Z[λ ]-finite subdividing tiling of X + with expansion map φ and tile type partition {T A , T B }.
We can represent the subdivision rules for T in terms of a substitution map. Let A represent a tile in T A and B represent a tile in T B . Define a substitution map θ on the words in {A, B} by letting θ(A) = AB and letting θ(B) = A. We define θ on each finite or infinite string of symbols in {A, B} by applying it to each symbol in the string. We see that T is represented by the fixed word
That is, θw = w.
Example 1 illustrates a subdividing tiling which is actually self similar. We will prove this later. For now the main thing to note is that T A ⊂ φT A .
We now assume that T is a subdividing tiling of X with expansive map φ. Let {T j } j∈J be a tile type partition for T. For each tile T let ∂T denote the boundary of T . Let ∂T = T∈T ∂T be the boundary of T. Let µ be Lebesgue measure on R n .
Proposition 1.1. The Lebesgue measure of the boundary of T is 0.
Proof. Suppose µ(∂T ) = 0. Then since T is locally finite for some tile T , we have µ(∂T ) = 0. Since T contains only a finite number of tile types, there exists
It follows that there exists a tile T 0 such that µ(∂T 0 ) = δµ(T 0 ) , and for all T ∈ T we have µ(∂T ) ≤ δµ(T ). Note that if T 1 and T 2 are two distinct tiles, then
Applying induction we find for any finite collection of distinct tiles
Since φ is expansive we choose N 0 such that for all N ≥ N 0 we have Int(φ N T 0 ) contains a tile. Let P N be the element of P consisting of just those tiles in φ N T 0 which intersect the set φ
contains a tile which does not intersect its boundary. By the previous paragraph we have
The contradiction implies that µ(∂T ) = 0 for each tile T .
Definition.
A G-finite subdividing tiling T with expansive map φ and tile type partition {T j } j∈J is mixing if for each T ∈ T and P ∈ P there exists N 0 ≥ 0 such that for all N ≥ N 0 we have that φ N (T ) contains the pattern of P . The following fact was also noted by Kenyon in [9] . The proof may be found in [15] . + so that their union is connected and has diameter less than δ. So T has a finite number of local patterns. Let P be a finite union of tiles in T. For some N ≥ 0 we have P ⊂ φ N T A . Hence for all T ∈ T A we have that φ N T contains the pattern of P . If
contains the pattern of P . It follows from Proposition 1.2 that T is self similar.
Since T has a finite number of tile types, we may record the subdivision rules for T in a finite manner. We will use a graph to indicate the subdivision rules for T. The generic definitions for graphs and the objects related to graphs given below are adapted from [13] .
A graph Γ consists of a finite set of vertices V together with a finite set of edges E. The edge α has a source s(α) and a target t(α). If I is a set of consecutive integers in Z, then a sequence (or finite sequence or bi-infinite sequence) of edges If η and are two paths in Γ, then we shall say that η equals if η = {η k } k∈I and = { k } k∈I for some consecutive sequence of integers I and for each k ∈ I we have η k = k . That is, the two paths must be indexed by the same set and each pair of edges η k and k with the same index are actually the same edge. If η is not equal to , then we shall say that the paths are distinct.
Definition. The subdivision graph Γ for T has a finite set of vertices V indexed by J and edges E. If v j1 and v j2 are vertices in V, then there are exactly M j1j2 edges with source v j1 and target v j2 if and only if for each T ∈ T j1 there are exactly M j1j2 distinct elements of T j2 contained in φT . Since T is subdividing, the number M j1j2 is well-defined for each pair j 1 and j 2 . The transition matrix M is given by {M j1,j2 } (j1,j2)∈J×J . Note that if T is mixing, then M is aperiodic.
Let Γ be the subdivision graph for T. For each j 1 , j 2 ∈ J let E j2 j1 be the subset of edges in E which have source v j1 and target v j2 . Let E j1 be the subset of edges in E which have source v j1 and let E j2 be the subset of edges in E which have target v j2 . We use the edges in E j1 to index the tiles in φT for each T ∈ T j1 . That is, we write
for the unique finite union of tiles found in φT such that if t(α) = v kα , then
We record the relative position of T 1 in φT 0 by noting the difference
We have in this case
This is one way of saying that T 3 is in the same relative position in φT 2 as T 1 is in φT 0 .
Definition. The label map L d assigns to each edge α ∈ E a vector in R n . If T ∈ T j and {T α } α∈ E j is the unique set of tiles in T such that
Example 3. Let T be the subdividing tiling of X + = [0, ∞) with expansive map φ given in Example 1. For each T ∈ T let d(T ) be the left endpoint of T . The subdivision graph for T is in Figure 1 . Each edge α is labeled with L d (α). 
Similarly, there is a unique
. In this case we write Θ
In [17] and [10] the tiles in a self similar tiling are assigned control points. The control points reflect the similarity properties of the tiling. By considering all φ-preimages of control points one may recover the tiling. By studying the behavior of control points under the map φ, Thurston and Kenyon are able to analyze the expansive maps associated to self similar tilings in terms of their eigenvalues.
There are many ways to define control points. For the purpose of generality we will want our definition to apply to any subdividing tiling. We begin by defining a tile map for T.
We construct a tile map for T by fixing one tile T j ∈ T j for each j ∈ J and defining γ(T j ) to be some tile in T contained in φ(T j ). For each
Since φ is expansive,
is a decreasing intersection of compact sets with diameters tending to 0. Hence there exists a unique point c(T ) contained in this intersection. We call c(T ) a control point for T and c(T) the set of control points for T induced by γ. Proposition 1.3. Let c : T → X be the map which assigns to each T ∈ T the unique point
is a set of positional points for T. Since c depends only on γ, we call L = L c the label map induced by γ. Similarly, we let Θ = Θ c be the one-one assignment
for each edge α ∈ E. The vectors which label the edges in Γ according to the label map L provide a set of digits for a numeration system of X. The balance of this section demonstrates how this is done.
Let
is a decreasing sequence of compact subsets with diameters tending to 0 and x is the unique point in
converges to the point x. Theorem 1.5. Let T be a subdividing tiling of X with expansion map φ and tile type partition {T j } j∈J . Let Γ be the subdivision graph for T and c(T) a set of control points for T. For µ-almost every x ∈ X there is a unique sequence of tiles converging to x. If T has a finite number of local patterns, then there is a uniform bound on the number of sequences of tiles converging to x.
Suppose that
is a sequence of tiles converging to x. Let j k be the element
Moreover there exists a unique path
is a path in Γ with source v j0 and x ∈ T 0 ∈ T j0 such that
and for each k ≥ 1
Then there is a unique sequence of tiles {T
Proof. Let x ∈ X. By the above discussion we may inductively define some sequence of tiles
are two distinct sequences of tiles which converge to x. For some minimal N ≥ 1 we have
Hence for µ-almost every x ∈ X there is a unique sequence of tiles converging to x. In any case the number of distinct sequences of tiles converging to x is bounded by the number of tiles in T which may share a point in common. If T has a finite number of local patterns, then there exists a uniform bound on this number.
Suppose
Let D be the maximum diameter of any tile. Since x ∈ T 0 , we have
Similarly for each N ≥ 1, we have φ
Recall that, for each y ∈ R n , we have φ
Letting N tend to infinity we obtain Equation (1).
is a path in Γ with source s(
is a path in Γ with source v j0 and x ∈ T 0 such that
We apply induction on k to construct
In this way we construct a unique sequence of tiles
is a decreasing intersection of compact sets with diameters tending to 0, there exists a unique point
converges to y. By the first part of the argument
is a path in Γ with source v j }.
Corollary 1.7. If T has a finite number of local patterns, then there exists a uniform bound on the number of paths {η
are two paths in Γ with the same source v j0 and target v j1 . Then
Example 4. Let T be the tiling of X
Define γ(T B + y) = T A + λ y. It follows that c(T A + x) = x and c(T B + y) = y. So the set of left endpoints of the tiles in T form a set of control points. By examining Figure 1 we see that every x ∈ T A has a representation of the form
where
Definition.
A generator for T is any tile which contains the origin. Theorem 1.5 says that every x ∈ X may be expressed as the sum of a control point and a series in powers of φ. Let x ∈ X. Since φ is expansive, there exists N sufficiently large so that φ −N x belongs to a generator. Suppose φ −N x ∈ T ∈ T j , for some generator T and j ∈ J. If c(T) = 0, then there is a path {η k } ∞ k=1 in Γ with source v j such that
Renumbering the path we have
We call this expression a digit expansion for x in powers of φ (with digits labeling a path in Γ). One can check that every x ∈ X has a digit expansion in powers of φ if and only if every generator has 0 as its control point. In this case Corollary 1.4 says that distinct generators must have different tile types. Conversely, suppose that distinct generators have different tile types. We define a tile map which assigns each generator T the unique generator contained in its image φT . Then the control point for each generator will be 0 and each x ∈ X will have a digit expansion in powers of φ. We call a tile map which maps generators to generators a generating tile map.
From the above discussion we see that the choice of tile type partition for T is not an arbitrary one. If T is a subdividing tiling with certain properties, then if we say that {T j } j∈J is a tile type partition for T we implicitly mean that T has those properties with the tile type partition {T j } j∈J . Not every partition of T which is consistent with the definition for G-finite tilings will preserve the subdividing properties of T. Moreover, if we wish to use the tiling to express elements of X using digit expansions, then we must choose a partition which assigns distinct generators different tile types.
One way to construct a new tile type partition for T is to perform an insplitting of its subdivision graph. This will define subdivision rules for T in terms of a new tile type partition which gives T the same subdivision properties as it had with the original partition. Insplitting as a technique used in symbolic dynamics is described in [13] . We give a detailed description of its application to self similar tilings in the Appendix. For now we will illustrate how it works with an example.
Example 5. Let X = R 2 and I 2 be the unit square in R 2 with vertices (0, 0), (1, 0), (1, 1) , and (0, 1). Let
then T is a Z 2 -finite tiling of X. Since every tile in T is a Z 2 -translate of I 2 , we let T have one tile type T 1 . Let φ: R 2 → R 2 be dilation by a factor of 2. We see that
So T is a subdividing tiling with expansion map φ and tile type partition {T 1 }.
The subdivision graph Γ for T is in Figure 2 . Each edge α is labeled with L(α) where L is the label map induced by γ. Consider the tiling consisting of the tiles {φI 2 + φz : z ∈ Z 2 }. Each tile φI 2 + φz is the union of four tiles of the form I 2 + φz + (x, y) where (x, y) labels an edge of the subdivision graph, Γ. Let
x, y ∈ Z, and x + y is even}
x, y ∈ Z, and x + y is odd}.
The collection {T 1 ,T 2 } forms a tile type partition for T which preserves the subdividing properties of T. The new subdivision graph for T is shown in Figure 3 . Note how the edges from the single vertex on the original graph split into two sets and then are copied for each of the two new vertices. This is a single insplitting of the graph. If we color the tiles inT 1 white and the tiles inT 2 red, then T looks like an infinite checkerboard sitting on R 2 .
(1,0) (0,1) Figure 3 . The subdivision graph for the checkerboard tiling of the plane. Proposition 1.9. Let j ∈ J and let T 1 and T 2 be distinct tiles in T j . There exists a partition of T j into two setsT j1 andT j2 such that
is a tile type partition for T which preserves the subdividing properties of T. Moreover T 1 ∈T j1 and T 2 ∈T j2 .
Proof. Please refer to the appendix.
By a finite number of applications of Proposition 1.9 we assume that the tile type partition chosen for T assigns distinct generators different tile types and that γ is a generating tile map. In particular we index the set of generators with a subset J 0 ⊂ J. That is, we let {T j } j∈J0 be the set of generators for T, such that T j ∈ T j for each j ∈ J 0 . It follows immediately from Theorem 1.5 that:
For Lebesgue almost every x ∈ X there is a unique such path. If T has a finite number of local patterns, then for all x ∈ X there is a uniform bound on the number of such paths which give this representation.
We will refer to this collection of representations as a numeration system for X in powers of φ. Let c(T j ) denote the set of control points for tiles in T j . Proof. Suppose that T is mixing. Then for each j ∈ J there exists a minimal N j such that if T ∈ T, then φ Nj T contains a tile of the same type as a generator. Let
Since J is a finite set, the number of nonempty J M is finite. We define a generating tile map so that for each M if T ∈ T j1 , j 1 ∈ J M , then γ(T ) ∈ T j2 , j 2 ∈ J M−1 . It follows that, for some k 0 ≥ 0 and every
, is a tile of the same type as some generator
Periodic tilings of R n
In this section we construct the n-dimensional crinkly tin cans which will ultimately serve as building blocks for Markov partitions. Let φ be a hyperbolic linear automorphism on R n with matrix representation in GL(n, Z) and characteristic polynomial χ φ irreducible over Z. The map φ induces a hyperbolic automorphism φ on R n mod Z n . The irreducibility of χ φ implies that χ φ has no repeated zeroes and hence φ is diagonalizable. Since φ is hyperbolic, we may order the eigenvalues for φ as {λ i } n i=1
such that
There is a φ-invariant decomposition of R n into spaces E s and E u such that the eigenvalues for φ| Es 
As in [12] we define a norm · for R n such that for each x ∈ E s we have
Likewise if x ∈ E u , then
We give R n , E s , and E u the topologies induced by the norm · . Since χ φ is irreducible over Z, there is no φ-invariant subspace of R n which intersects Z n − {0}. Let π s :
. We note that ζ u and ρ s are bijective Z-linear maps which are related by
for each x ∈ π u (Z n ). Let X u be a subset of E u ∼ = R n−l which is the closure of its interior. We will make the following assumptions about X u .
•
Suppose that T is a π u (Z n )-finite self similar tiling of X u with expansive map φ and tile type partition {T j } j∈J . We assume that distinct generators have different tile types. We apply Proposition 1.12 and let γ : T → T be a generating tile map so that c(T) ⊂ π u (Z n ). Let Γ be the subdivision graph for T with vertices indexed by J and edge set E. Let {T j } j∈J0 be the set of generators for T.
If j ∈ J 0 and x ∈ T j , then x has a digit expansion
with source v j . There exists a unique generator T j−1 such that φ −1 (x) ∈ φ −1 (T j ) ⊂ T j−1 , and T j−1 ∈ T j−1 . Inductively define for each N ≥ 1 the generator T j−N ∈ T j−N to be the unique tile containing φ −N (T j ). For each k ≤ 0 define
Note that for every such path
η is a path in Γ with t(η 0 ) = v j and such that there
Proposition 2.1. For each j ∈ J and x ∈ T j there exists a path η ∈ S j such that
For Lebesgue almost every x there is a unique such path. For all x ∈ X u there is a uniform bound on the number of such paths.
Proof. This follows immediately from Proposition 1.10.
Corollary 2.2. For each
Definition. For each j ∈ J let Ω u,j be the subset of R n given by
where ρ s c(T ) ∈ E s and T − c(T ) ⊂ E u . It follows from Corollary 2.2 that
Since E is finite, if x ∈ Ω u,j and η ∈ S j such that
So Ω u,j is bounded.
Definition.
• For each j ∈ J , let Ω j = Clos(Ω u,j ).
Since Ω u is bounded, Ω is a compact set. Since X u mod Z n = Ω u mod Z n and X u mod Z n is dense in R n mod Z n , we have that
It turns out that under special circumstances the collection
forms a periodic tiling of R n . This is the first step in constructing a Markov partition for φ mod Z n . We begin by taking advantage of a lot of foreknowledge and discuss the shift of finite type which will eventually represent the hyperbolic toral automorphism induced by φ.
Definition. If Γ is a graph with edge set E, then the graph shift Σ Γ is the shift of finite type over the alphabet E specified by
The shift operator, σ Γ : Σ Γ → Σ Γ , is defined for each η ∈ Σ Γ and k ∈ Z so that
We define a metric
We give Σ Γ the topology induced by the metric d Γ . In this topology Σ Γ is compact and σ Γ is a homeomorphism.
For each α ∈ E and i ∈ Z define
and for each i ∈ Z
We call the set C i (η −N . . . η M ) a cylinder set in Σ Γ . The cylinder sets are both open and compact in the topology of Σ Γ .
Let Σ Γ be the graph shift induced by the subdivision graph Γ for T. For each j ∈ J letS
Note that
where this is a disjoint union andS j is compact in Σ Γ .
Definition. Define ψ : Σ
One can check that ψ is well defined for each η ∈ Σ Γ .
Suppose η and are elements of Σ Γ and N ∈ Z such that
Hence ψ is a uniformly continuous map from Σ Γ to R n . Note that ψ(S j ) = Ω u,j .
Proposition 2.3. For each j ∈ J , S j is dense inS j and ψ(S
Proof. Let j ∈ J and η ∈S j . For each k ∈ Z suppose
For each N > 0 fix N ∈ S j−N and for each k ∈ Z define η
It follows thatS j = Clos(S j ). SinceS j is compact in Σ Γ and ψ is continuous, ψ(S j ) is a compact subset of R n . Since S j is dense inS j , Ω u,j = ψ(S j ) is dense in ψ(S j ). Hence Ω j = ψ(S j ). 
Proof. This follows from the definitions and lots of reindexing.
Proposition 2.6. (1) For each η ∈S
Proof. To prove (1) just note that every vertex is the source of a path labeled only with 0. Part (2) follows from (1).
Proposition 2.7. The map ψ is boundedly finite to one.
Proof. Let x ∈ Ω and {η i } i∈I ⊂ ψ −1 (x) for some finite indexing set I. Without loss of generality we may assume that the paths η i and η i are distinct for each pair of distinct i, i ∈ I. Hence there exists N ≥ 0 such that the paths
Since Ω is compact in R n , there exists a finite collection of z ∈ Z n such that
Hence there exists a bound b 1 such that for all y ∈ Ω the number of points in y + Z n belonging to Ω is less than or equal to b 1 . By Proposition 2.5 for each i ∈ I
So for each i = i in I there exists z ∈ Z n such that
Hence the number of distinct points in {ψ(σ Γ −N −1 η i )} i∈I is less than or equal to
By Corollary 1.7 there is a boundb on the number of paths which give a representation for π u (y). Hence the number of elements of {σ Γ −N −1 η i } i∈I which are mapped by ψ to the same point is less than or equal tob. It follows that |I| ≤ b 1b . Since {η i } i∈I was an arbitrary finite subset of ψ −1 (x) and since x was arbitrary in Ω, we have that |ψ
If {Ω + z : z ∈ Z n } is a tiling of R n , then we will think of Ω as representing the n-dimensional torus. We let Π be the quotient map from R n to R n mod Z n and study the map
The goal of the remainder of this section is to demonstrate what is needed to check in order to determine if {Ω + z : z ∈ Z n } is indeed a tiling of R n .
Definition. A finite collection of compact sets {C
each C i is the closure of its interior, and (3) for all z ∈ Z n if
then z = 0 and i = j.
Proposition 2.8. (1) For each j ∈ J , π s (Ω j ) is the closure of its interior. (2) For each j ∈ J , Ω j is the closure of its interior. (3) Ω is the closure of its interior and π s (Ω) is the closure of its interior.
Proof. Since
we apply the Baire category theorem. That is, for some j ∈ J we have that Ω j has non-empty interior. But
for any T ∈ T j , so Ω j has non-empty interior if and only if π s (Ω j ) has non-empty interior. It follows that by showing (1) we immediately get (2). For each j ∈ J, let U j = Int(π s Ω j ). By the above remarks U j = ∅. By Proposition 2.6 for each x ∈ U j there exists η x ∈S j such that ψ(η x ) = x and L(η k x ) = 0 for k ≥ 1. Since T is mixing, for each j ∈ J there exists a path { k } N k=1 in Γ such that s( 1 ) = j and t( N ) = j . Let¯ ∈S j be defined so that
Let T j0 be a generator for T. Then there is a unique generator T j1 for T such that
For each N let T jN be the unique generator for T such that
Es is expansive, 0 belongs to the closure of U j0 . Since T j0 was an arbitrary generator for T, for all generators T j ∈ T j , we have that 0 belongs to the closure of U j .
Let j ∈ J and T ∈ T j . Then for some generator T j0 there exists an N ≥ 0 such that T ⊂ φ N T j0 in which case
So for all T ∈ T j0 ,
Since 0 belongs to the closure of φ N U j0 we have that ρ s c(T ) belongs to the closure of U j . But T was arbitrary in T j and
Hence π s Ω j ⊂ Clos(U j ). This proves (1) and (2).
Finally we note that Ω = j∈J Ω j and π s Ω = j∈J π s Ω j . Since both unions are finite, we obtain (3).
Theorem 2.9. The collection {Ω j } j∈J induces a periodic tiling of R n mod Z n if and only if for all z ∈ Z n and j ∈ J such that
Proof. Suppose the sets Ω j do induce a periodic tiling of R n mod Z n . Let z ∈ Z n and suppose X u − z ∩ Int(Ω j ) = ∅ for some j ∈ J. Then for some j ∈ J and T in T j we have that
Since T ∈ T j , we have that
Moreover,
By our hypothesis we have ζ u c(T ) = z and j = j . Hence z ∈ ζ u c(T j ).
and j, k ∈ J and suppose that
Since Ω u,j is dense in Ω j for some T ∈ T j , we have that
Since T is the closure of its interior, we have
By the hypothesis ζ u c(T ) − z ∈ ζ u c(T k ). Hence for some T ∈ T k we have
Hence Int(T ) ∩ T = ∅. So T = T and ζ u c(T ) = ζ u c(T ). It follows that j = k and z = 0.
In general Theorem 2.9 may or may not be useful to check if we have a periodic tiling of R n mod Z n . The set X u may not be connected so just checking if
may be difficult. Fortunately, the tilings that we will be interested in have a bit more structure.
Definition. If {Ω j } j∈J yields a periodic tiling of R n mod Z n , then we will call T a Markov tiling.
The self similar tilings that we will be using to construct Markov partitions will be Markov tilings. In general the tiled space X u will be a semigroup. When X u is a semigroup, we can determine if {Ω j } j∈J induces a periodic tiling by considering the lattice points in Z n which are close to X u .
Definition. Let P 0 be the union of the generators for T. Let [P 0 ] be the set of π u (Z n )-translates of P 0 which have the same pattern as P 0 .
, then each tile in P 0 + g is of the same type as a generator. Moreover each tile in P 0 + g has g as its control point. For each P ∈ [P 0 ] let c(P ) denote this control point, so that P 0 + c(P ) = P . Let c[P 0 ] denote the set of all such control points. It turns out that if the elements of Z n which project onto c[P 0 ] include all the elements of Z n within a certain bounded region of X u , then we have a periodic tiling.
Definition. Let
Note that φX s = X s and X s is the closure of its interior.
Lemma 2.10. For every
Proof. Let η ∈ Σ Γ and M ∈ Z. Suppose
We wish to find a bound M independent of x such that M ≤ M . Clearly M ≥ 0. Assume that M > 0 and let z =
By an application of Corollary 1.10 there is a bound on the number of finite paths in Γ given by {η
Since Ω is compact, there are at most a finite number of lattice points z ∈ Z n such that
Theorem 2.12. Suppose that X u is a semigroup and for all
z ∈ −X s ⊕ X u ∩ Z n there exists N ≥ 0 such that φ N z ∈ ζ u c[P 0 ]. Then T
is a Markov tiling.
What this theorem essentially says is that if every translate of Ω by a lattice point in Z n which is close to X u intersects X u in a set with the same pattern as P 0 , then we have a periodic tiling of R n mod Z n . It turns out that many tilings are constructed with this property built in. So checking if we have a Markov tiling becomes trivial. We will prove Theorem 2.12 at the end of this section.
Corollary 2.13. Suppose that X u is a semigroup and T has only one generator. If for all
z ∈ −X s ⊕ X u ∩ Z n we have z ∈ ∞ k=0 φ −k ζ u c
(T), then T is a Markov tiling.
Good examples of Markov tilings may be found by studying the β-shift, for β a Pisot number. We say that β is a Pisot number if β is an algebraic integer greater than 1 with Galois conjugates all having modulus less than 1. It is well known that there is a one-sided shift space which behaves like multiplication times β mod 1.
where [βx] denotes the greatest integer less than or equal to βx. For each x ∈ [0, 1) there is a well defined digit representation
We call this the β-expansion of x. Moreover there is a sequence denoted by carry(β) = a 1 a 2 a 3 . . . such that for all x the corresponding sequence
We call carry(β) the carry sequence for β as in [17] and note that carry(β) works for numbers in base β just as the sequence 999999 · · · works for numbers in base 10. In particular
To find carry(β) we let a 1 be the greatest integer strictly less than β. Let a 2 be the greatest integer strictly less than β(β − a 1 ). Let a i be the greatest integer strictly less than
Since β is Pisot, carry(β) is an eventually repeating sequence which has an infinite number of non-zero entries.
The β-shift Σ β is the set of sequences in {0, 1, . . . , [β]} which are lexicographically less than or equal to carry(β). The shift operator is the one-sided shift σ β such that
is lexicographically less than carry(β), then we have
Otherwise we have ∞ k=1 β −k b k+1 = 1 and βx = b 1 + 1. In this case T β x = 0. Suppose β is a Pisot unit. That is, the product of β and its Galois conjugates is 1. Suppose Z[β] has dimension n. Let φ ∈ GL(n, Z) be the companion matrix with characteristic polynomial equal to the minimal polynomial for β. Then φ induces a hyperbolic automorphism of R n mod Z n . Let e be a unit vector in Z n . Then Z[φ]e = Z n . Let e u = π u e; then E u = Re u . We construct a self similar tiling T of a 1 a 2 . . . a q (a q+1 . . . a q+p )   (where (a q+1 . . . a q+p ) is the repeating part), then T will have q + p sets in the tile type partition denoted by T j , j ∈ {1, 2, 3, . . . , q + p}. Let T 1 be the line segment of E u with endpoints 0 and e u . Let T 1 ∈ T 1 . Then φT 1 = βT 1 has endpoints 0 and βe u . Let
2 ]e u . Since a 2 is the greatest integer less than β 2 − βa 1 , we let
We repeat this procedure for j ∈ {3, 4, . . . , q + p}. Since carry(β) is eventually repeating, we see that
y]e u ∈ T q+p , then φT is subdivided into a q+p tiles in T 1 and 1 tile in T q+1 . That is, T 1 +(φx+k)e u ∈ T 1 for k ∈ {0, . . . , a q+p −1} and T q+1 +(φx+a q+p ) ∈ T q+1 . This defines the subdivision rules for T and the tile types. Since carry(β) has an infinite number of nonzero terms, every tile in T has an eventual image which contains a tile in T 1 . Since T 1 is the only generator for T, we have that T is mixing. Since there are a finite number of tile types and line segments may be arranged in only a finite number of ways in a bounded region of X u , T has a finite number of local patterns. Moreover, the endpoints of tiles in T lie in Z[β]e u . Hence the endpoints are the projection of points in Z[φ]e = Z n . So T is a π u (Z n )-finite self similar tiling of X u with expansion map φ. Let γ be a generating tile map such that the left endpoint for each tile is its control point. Then c(T) ⊂ π u (Z n ). The subdivision graph is given in Figure 4 . Each edge α is labeled with L(α). Multiple edges from v j to v 0 are indicated with a thick arrow and the range of the labels is given. Since every infinite path in the graph corresponds to an element of the β-shift, we'll call this the subdivision graph for the β-shift.
We are interested to know when T is a Markov tiling. We note that T is certainly a Markov tiling if every element of Z n which projects to X u has an eventual image which projects to a control point for T or, equivalently, if every nonnegative element of Z[β] has a finite β-expansion.
Frougny and Solomyak have given sufficient conditions for the nonnegative elements of Z[β] to have finite β-expansions [7] . Let
be the minimal polynomial for β. If
then every nonnegative element of Z[β] has a finite β-expansion. So T is a Markov tiling. In this case we will show that the two sided extension of the β-shift is a symbolic representation for φ mod Z n . Let φ ∈ GL(n, Z) be a hyperbolic automorphism of R n with characteristic polynomial χ φ . Suppose χ φ is the minimal polynomial for a Pisot number β. We apply the above construction to tile X u = [0, ∞)e u , for e u = π u e. The tiling T is a π u (Z n )-finite self similar tiling of X u with expansion map φ. Then φ has characteristic polynomial x 3 − x 2 − x − 1. The eigenvalues for φ are λ 1 , λ 2 , λ 3 where λ 1 > 1 and λ 2 = λ 3 has modulus less than 1. Note that x 3 −x 2 −x−1 satisfies the conditions of Frougny and Solomyak's theorem. Moreover Z[φ]e = Z n . So the corresponding self similar tiling is a Markov tiling. The carry sequence for λ 1 is (110). The subdivision graph is given in Figure 5 . Each edge α is labeled with L(α).
The sets π s (Ω 1 ), π s (Ω 2 ), π s (Ω 3 ) which arise out of this tiling coincide with the basic tiles found by Rauzy in [16] . Also note that π s (Ω 1 ), π s (Ω 2 ), π s (Ω 3 ) are translates of the three basic tiles used in Bedford's construction (see [3] ). A sketch of the sets Ω 1 , Ω 2 , Ω 3 is in Figure 6 . The angles between the eigenvectors are distorted so that it is possible to see the rectangles. The bold lines indicate surfaces in front while the dotted lines indicate surfaces behind. Note that these really do look like crinkly tin cans.
Suppose now that Z[φ]e is not equal to Z n or that the nonnegative elements of Z[β] do not always have finite β-expansions. Then we must look for a self similar tiling different from the tiling given by the β-shift to construct a Markov partition for φ mod R n . One such construction may be found in [15] . At this point we would like to say that every Markov partition consisting of rectangles which one finds in the literature may be constructed using self similar tilings. Unfortunately, things are never as simple as we would like and a more general construction using periodic self similar tilings is required. A complete treatment of the general case is found in [15] . We will end this section by proving Theorem 2.12.
Proof of Theorem 2.12. Suppose that X u is a semigroup and for all z ∈ (−X s ⊕ X u ) ∩ Z n there exists N ≥ 0 such that φ N z ∈ ζ u (c[P 0 ]). We will show that T is a Markov tiling.
The first step is to construct an open subset U of X s which contains 0 in its closure such that φU ⊂ U and if so that for all T ∈ T we have φ
The second step is to compensate for the possibility that X u may not be connected. Since φ| Eu is expansive, X u contains arbitrarily large connected components. If T is a tile, then choose N sufficiently large so that T ⊂ φ N P 0 . Then for all P ∈ [P 0 ], T + φ N c(P ) is a tile of the same type as T . Moreover T + φ k+N c(P ) is a tile of the same type as T , for all k ≥ 0. By the quasi-periodicity of T, each sufficiently large connected component of X u contains the pattern of φ N P 0 well within its interior. If C is a connected component of X u which contains φ N P , then φ k C is a connected component of X u which contains φ k+N P . Note that
It follows that
Hence for every tile T there exists a tile T of the same type as T and contained in an arbitrarily large connected component of X u . Moreover, by fixing P and letting k get arbitrarily large, for any δ > 0, we may choose T so that
If V is a bounded neighborhood of Ω, then we choose T so that
Finally we suppose that T is not a Markov tiling. The basic idea is to show that if for some distinct pair j, k ∈ J and z ∈ Z n − {0} we have
then there exists z ∈ Z n such that
in which every point is not in ζ u c(T j ). We then use the hypothesis of the theorem to show that such a set cannot exist. So suppose for some distinct pair j, k ∈ J and z ∈ Z n − {0} we have
Then for some T ∈ T k we have
By the above remarks we may choose T so that
and Ω j is a rectangle,
Moreover z is within a bounded region of 0. By choosing T so that it lies well within a large connected ball in X u we have c(
It follows that if T is not a Markov tiling, then there exist j ∈ J and z ∈ (−X s ⊕ X u ) ∩ Z n such that
Since −π s (z) ∈ Int(π s Ω j ) and 0 ∈ Clos(φ M1 U ), there exists T ∈ T j such that
Choose M 2 sufficiently large so that
and so that, for all
Since X u is a semigroup, and π u (z) ∈ X u , we have
Since T is quasi-periodic, there exists P ∈ [P 0 ] such that
Hence
contradicting equation (3) . It follows that z ∈ ζ u c(T j ) and T is a Markov tiling.
Symbolic representations
We have seen that if T is a Markov tiling with expansion map φ, then we can wrap T inside R n mod Z n in such a way that the tiles of the same type form almost disjoint rectangles {Ω j } j∈J . This is the first step to construct a Markov partition for φ mod Z n . Once we have a Markov partition we will be able to represent the dynamical system (R n mod Z n , φ mod Z n ) as a shift of finite type. In [1] Adler and Marcus outline the essential requirements for a symbolic system to represent an abstract dynamical system. In this final section we review these ideas . We show that if T is a Markov tiling, then ψ may be extended to a map from Σ Γ to R n mod Z n in such a way that this extension meets the requirements for a symbolic representation. The following definitions come from [1, pp. 5-6] . We omit most proofs. Detailed proofs may be found in [15] . To prove this we note that the non-doubly transitive points in (ΠΩ,φ) form a universally null set. We construct a partition for ΠΩ which will yield a generating set for a sigma-algebra on ΠΩ which is metrically equivalent to the Borel sigma algebra. We show that every point whose orbit misses the boundary of this partition has a unique preimage in Σ Γ . Finally we show that the doubly transitive points have orbits which miss the boundary of the partition. We call this partition a Markov partition.
Recall from the last section that ψ is a continuous surjection from Σ Γ to Ω. Hence Π • ψ is a continous surjection from Σ Γ to ΠΩ.
Lemma 3.2. For all
Proof. This follows from Proposition 2.5.
Lemma 3.3.ψ is boundedly finite to one.
Proof. This follows from Proposition 2.7. 
and
) is the closure of its interior.
Proof. This follows from repeated applications of Proposition 2.5.
This proposition tells us all that we need to know about the ψ-images of the cylinder sets. By taking unions of sets of the form C −N (η −N · · · η M ) we may find the ψ-image of any cylinder set.
Definition. For each α ∈ E let R α = ψC 0 (α). Let R = {R α : α ∈ E}, and ΠR = {ΠR α : α ∈ E}.
By Proposition 3.4, if α ∈ E and Θ(
Proposition 3.5.
(1) For each α ∈ E the set Π(Int(R α )) is dense in Int(ΠR α ) and
(2) ΠR forms an almost disjoint cover of ΠΩ.
It follows from (3) above that if x ∈ Ω such that, for all k ∈ Z, Πφ k x ∈ Π(Int(R α )) for some α ∈ E, then Πx has a uniqueψ preimage in Σ Γ . We will show that the orbit of a doubly transitive point lies in
The natural way to approach this is to consider the boundary of R α .
Definition. If α ∈ E and Θ
and the unstable boundary of R α is
It follows from the definitions that:
where these are almost disjoint unions.
Proof of Theorem 3. Hence if y k ∈ Ω such that Πy k =φ k Πx, then y k / ∈ ∂R. So for all k ∈ Z there exists η k ∈ E such thatφ k Πx = Πy k ∈ Π(Int(R η k )).
By Proposition 3.5 Πx has a uniqueψ preimage {η k } k∈Z .
Suppose Πx is doubly transitive. If for some N ∈ Z we haveφ N Πx ∈ Π∂R, then φ N Πx ∈ Π(∂ s R ∪ ∂ u R). Hence by Proposition 3.6 Πx is not doubly transitive. It follows that the doubly transitive points lie in ΠΩ − N and therefore have unique preimages. Since almost every point is doubly transitive N is a universally null set. Sinceψ is a continuous surjection, with Lemmas 3.2 and 3.3 we have shown thatψ satisfies the conditions for an almost homeomorphic factor map.
Appendix: Insplitting the tile types
Insplitting is a procedure which takes a graph Γ and generates a new graph Γ by splitting one set of edges sharing a common target into multiple sets and giving each of these sets a distinct target. In terms of the tiling, we will split a tile type into two or more sets and call each of these new sets a tile type. If T ∈ T, then there is a unique T ∈ T such that φ −1 (T ) ⊂ T . If T ∈ T j and T ∈ T k , then there is a unique edge α(T ) ∈ E such that } is just a partition of T j0 and T is a G-finite tiling with respect to the partition {T j } j∈Ĵ .
Suppose that T ∈T j ⊂ T k . Let {T α } α∈ E k be the unique set of tiles such that
and T α ∈T kα if and only if t( α) = v kα in Γ.
For each α ∈ E j there is a corresponding α ∈ E k . The target of α depends upon the target of α. Hence the new tile type of T α depends on the target of α. So the new pattern of φT is determined by the original tile type of T . In particular, the image of every tile in T k has the same pattern in the new tile type partition. It follows that if P is a finite union of tiles in T, then the pattern of P with respect to the partition {T j } j∈Ĵ depends only on the pattern of φ −1 P with respect to the partition {T j } j∈J . Hence any subdividing properties that applied to T using the original partition still apply using the new partition. Moreover, by the construction we see that the transition matrix corresponding to the new partition is the same as the transition matrix for Γ. Hence Γ is the subdivision graph for T with tile type partition { T j } j∈Ĵ . Finally, we note that T 1 and T 2 have different tile types in this new tile type partition. Proposition 1.9. Let j ∈ J , let T 1 and T 2 be distinct tiles in T j . There exists a partition of T j into two setsT j1 andT j2 such that {T k : k ∈ J − {j}} ∪ {T j1 ,T j2 } is a tile type partition for T which preserves the subdividing properties of T. Moreover T 1 ∈T j1 and T 2 ∈T j2 .
Proof. If α(T 1 ) = α(T 2 ), then we are done by the preceding remarks. We suppose now that α(T 1 ) = α(T 2 ).
There exist a unique sequence of tiles {T 
