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BOUNDEDNESS OF PROJECTION OPERATORS AND CESA`RO
MEANS IN WEIGHTED Lp SPACE ON THE UNIT SPHERE
FENG DAI AND YUAN XU
Abstract. For the weight function
Qd+1
i=1 |xi|
2κi on the unit sphere, sharp
local estimates of the orthogonal projection operators are obtained and used
to prove the convergence of the Cesa`ro (C, δ) means in the weighted Lp space
for δ below the critical index. Similar results are also proved for corresponding
weight functions on the unit ball and on the simplex.
1. Introduction
For spherical harmonic expansions on the unit sphere Sd := {(x1, · · · , xd+1) :
(x21 + · · · + x2d+1)
1
2 = 1} of Rd+1, it is well known that their Cesa´ro (C, δ) means
are uniformly bounded in Lp norm for all 1 ≤ p ≤ ∞ if and only if δ ≥ d−12 ([3]).
For δ below the critical index d−12 , C. Sogge [14] proved a much deeper result that
the (C, δ) means are uniformly bounded on Lp(Sd) if
(1.1) | 12 − 1p | ≥ 1d+1 and δ > δ(p) := max{d| 1p − 12 | − 12 , 0}
for d ≥ 2 and, moreover, the condition |1/2 − 1/p| ≥ 1/(d + 1) is not needed in
the case of d = 2. The condition δ > δ(p) is also known to be necessary ([3]).
Later in [15], Sogge proved that the condition (1.1) ensures the boundededness of
the Riesz means of eigenfunction expansions associated to the second order elliptic
differential operators on compact connected C∞ manifolds of dimension d.
The purpose of the present paper is to establish analogous results for the Cesa´ro
means of orthogonal expansions associated with the weight function h2κ(x), where
(1.2) hκ(x) :=
d+1∏
i=1
|xi|κi , κ := (κ1, · · · , κd+1), min
1≤i≤d+1
κi ≥ 0,
on the unit sphere Sd, as well as for orthogonal expansions for related weight
functions (see (2.6) and (2.12) below) on the unit ball and on the simplex.
The function hκ in (1.2) is invariant under the group Z
d
2 and it is the simplest
example of weight functions invariant under reflection groups studied first by Dunkl
[9]. Homogeneous polynomials that are orthogonal with respect to h2κ on S
d are
called h-harmonics and their restrictions on Sd are eigenfunctions of a second order
differential-difference operator, which plays the role of the ordinary Laplacian. For
the theory of h-harmonics, we refer to [10] and the references therein. A brief
account of what is needed in this paper is given in the following section.
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The convergence of h-harmonic expansions has been studied recently. In [19] it
was proved that Cesa`ro (C, δ) means converge uniformly if δ > |κ| + d−12 , where
|κ| = κ1+ . . .+κd+1, and such a result holds for all other weight functions invariant
under reflection groups. In the case of hκ in (1.2) the critical index for the (C, δ)
means in the uniform norm turned out to be ([11])
(1.3) δ > σκ :=
d−1
2 + |κ| − min1≤i≤d+1κi.
Our main result in this paper, (see Theorem 3.1 in Section 3), shows that for hκ in
(1.2), the (C, δ) means of h-harmonic expansions converge in the Lp(h2κ;S
d) norm
if
(1.4) | 12 − 1p | ≥ 12σκ+2 and δ > δκ(p) := max{(2σκ + 1)| 1p − 12 | − 12 , 0}
and that the condition δ > δκ(p) is also necessary. Note that (1.4) agrees with (1.1)
when κ = 0, while δκ(p) > δ(p) when κ > 0.
The reason that these sharp results can be established for hκ in (1.2) lies in
an explicit formula for the kernel Pn(h
2
κ; ·, ·) of the orthogonal projection operator
(definition in the next section), while no explicit formula for the kernel is known
for other reflection invariant weight functions. For (1.2), we have
Pn(h
2
κ;x, y) = cκ
n+ λκ
λκ
∫
[−1,1]d+1
Cλκn (u(x, y, t))
d+1∏
i=1
(1 + ti)(1− t2i )κi−1dt,(1.5)
where Cλn is the Gegenbauer polynomial of degree n,
(1.6) λκ :=
d−1
2 + |κ|, and u(x, y, t) = x1y1t1 + . . .+ xd+1yd+1td+1,
and cκ is the normalization constant of the weight function
∏d
i=1(1+ti)(1−t2i )κi−1.
If some κi = 0, then the formula holds under the limit relation
lim
λ→0
cλ
∫ 1
−1
g(t)(1 + t)(1− t)λ−1dt = g(1).
For the spherical harmonic expansions, this kernel is the familiar Pn(x, y) :=
n+λ
λ C
λ
n(〈x, y〉) with λ = d−12 (cf. [16]), which is also called a zonal harmonic.
The simple structure of the zonal harmonics means that one can derive various
properties and estimates relatively easily. The structure of the kernel Pn(h
2
κ;x, y)
in (1.5) is far more complicated, making derive information from it more difficult.
There is, however, a deeper reason that the study of h-harmonic expansion is more
difficult than that of ordinary spherical harmonic. The zonal harmonics are invari-
ant under the rotation group O(d + 1) in the sense that Pn(x, y) = Pn(xg, yg) for
all g ∈ O(d + 1), which reflects the fact that the sphere is a homogeneous space.
The Pn(h
2
κ;x, y) in (1.5) is invariant under Z
d+1
2 , a subgroup of O(d + 1), and we
are in fact working with a weighted sphere that has singularity on the largest cir-
cles of the coordinate planes. In particular, we can no longer treat the sphere as a
homogeneous space and many of our estimates of various kernels have to be local,
depending on the location of the points.
The difficulty manifests acutely in the study of the Lp boundedness of Cesa`ro
means of h-harmonic expansions. For the ordinary spherical harmonics, the proof
of Sogge [14] relies on the sharp asymptotic bounds for the (Lp, L2) norms of the or-
thogonal projection operators, and a result of Bonami-Clerc [3], which says that the
sharp results for Cesa`ro summation on Lp can be deduced from these asymptotic
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estimates of orthogonal projections. ( See also Sogge [15] for the case of general
compact manifolds.) For our study, while we can obtain global sharp asymptotic
bounds for the Lp(h2κ;S
d) → L2(h2κ;Sd) norms of the orthogonal projection oper-
ators of h-harmonic expansions (see Theorem 3.3 in Section 3), which are in full
analogy with those of Sogge [14] for ordinary spherical harmonics, seemingly, these
global estimates are not enough for the proof of the uniform boundedness of Cesa`ro
means on weighted Lp. In order to obtain our main result on the boundedness of
Cesa`ro means, we have to replace the norm of the orthogonal projection operator
by a local estimate of the projection operator over a spherical cap. (See Theorem
3.4 in Section 3.) The latter local result is substantially more difficult to establish,
since only a part of the proof can follow Sogge’s strategy based on Stein’s theorem
on analytic interpolation and the rest has to rely on sharp pointwise local estimate
of the kernels.
Analogues of our main results also hold for orthogonal expansions on the unit
ball and on the simplex for weight functions related to h2κ, including in particular
the Lebesgue measure (see Section 2). In fact, they follow more or less from the
results for h-harmonics. In particular, the same condition (1.3) guarantees the
convergence of the Cesa`ro means in the corresponding weighted Lp space.
The paper is organized as follows: The next section contains preliminary, the
main results are stated and discussed in Section 3. The local estimate of the projec-
tion operator is studied in Section 4. The proof of the main result for the projection
operators on the sphere is given in Section 5, while the proof of the main result for
the Cesa´ro means on the sphere is presented in Section 6. Finally, the results on
the ball and on the simplex are proved in Section 7.
2. Preliminary
2.1. h-spherical harmonics. We restrict our discussion to hκ in (1.2). Unless
otherwise stated, the main reference for the material in this section is [10]. An
h-harmonic is a homogeneous polynomial P that satisfies the equation ∆hP = 0,
where ∆h := D21 + . . .+D2d+1 and
Dif(x) := ∂if(x) + κi f(x)− f(x− 2xiei)
xi
, 1 ≤ i ≤ d+ 1,
e1, · · · , ed+1 denote the usual coordinate vectors in Rd+1. The differential-difference
operators D1, . . . ,Dd+1 are the Dunkl operators, which commute. An h-harmonic
is an orthogonal polynomial with respect to the weight function h2κ(x) on S
d. Its
restriction on the sphere is called a spherical h-harmonic. Let Hdn(h2κ) denote the
space of spherical h-harmonics of degree n on Sd. It is known that dimHdn(h2κ) =(
n+d+1
n
)− (n+d−1n−2 ). The Hilbert space theory shows that
L2(h2k;S
d) =
∞∑
n=0
Hdn(h2κ) : f =
∞∑
n=0
projn(h
2
κ; f),
where projn(h
2
κ) : L
2(h2κ;S
d) 7→ Hdn(h2κ) is the projection operator, which can be
written as an integral operator
projn(h
2
κ; f, x) = aκ
∫
Sd
f(y)Pn(h
2
κ;x, y)h
2
κ(y)dω(y), x ∈ Sd,
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where dω(y) denotes the usual Lebesgue measure on Sd, aκ is the normalization
constant, a−1κ =
∫
Sd h
2
κ(y)dω(y) and Pn(h
2
κ) is the reproducing kernel of Hdn(h2κ).
The kernel satisfies an explicit formula
(2.1) Pn(h
2
κ;x, y) =
n+ λκ
λκ
Vκ
[
Cλκn (〈·, y〉)
]
(x), λκ =
d− 1
2
+ |κ|,
where Cλn is the Gegenbauer polynomial of degree n and Vκ is the so-called inter-
twining operator defined by
(2.2) Vκf(x) = cκ
∫
[−1,1]d+1
f(x1t1, . . . , xd+1td+1)
d+1∏
i=1
(1 + ti)(1− t2i )κi−1dt,
in which cκ is a constant such that Vκ1 = 1. If some κi = 0, then the formula holds
under the limit relation
lim
λ→0
cλ
∫ 1
−1
g(t)(1 + t)(1− t)λ−1dt = g(1).
Clearly (2.1) is the same as (1.5). The operator Vκ is called an intertwining operator
since it satisfies DjVκ = Vκ∂j , 1 ≤ j ≤ d+ 1.
Let wλ(t) := (1 − t2)λ−1/2 on [−1, 1]. The Gegenbauer polynomials are or-
thogonal with respect to wλ. The intertwining operator can be used to define a
convolution f ∗κ g for f ∈ L1(h2κ;Sd) and g ∈ L1(wλk ; [−1, 1]) ([20])
(2.3) f ∗κ g(x) := aκ
∫
Sd
f(y)Vκ[g(〈x, ·〉)](y)h2κ(y)dω(y).
In particular, the projection operator projn(h
2
κ; f) can be written as
(2.4) projn(h
2
κ; f) = f ∗κ Zκn , where Zκn(t) :=
n+ λκ
λk
Cλkn (t).
This convolution satisfies the usual Young’s inequality (see [20, p.6, Proposition
2.2]). For κ = 0, Vκ = id, it becomes the classical convolution on the sphere ([5]).
For f ∈ L1(h2κ;Sd), we also have ([20])
(2.5) projn(h
2
κ; f ∗κ g) = bλκ
∫ π
0
Cλκn (cos θ)
Cλκn (1)
g(cos θ)(sin θ)2λκdθ projn(h
2
κ; f),
where bλκ is the normalization constant of wλκ(t) on [−1, 1].
For δ > −1, the Cesa`ro (C, δ) means of the h-harmonic expansion is defined by
Sδn(h
2
κ; f, x) := (A
δ
n)
−1
n∑
j=0
Aδn−j projj(h
2
κ; f, x), A
δ
n−j =
(
n− j + δ
n− j
)
.
The operator Sδn(h
2
κ) can be written as a convolution,
Sδn(h
2
κ; f) = f ∗κ Kδn(wλκ ), Kδn(wλκ ; t) := (Aδn)−1
n∑
j=0
Aδn−jZ
κ
j (t).
Let Kδn(h
2
κ;x, y) denote the kernel of S
δ
n(h
2
κ); then
Kδn(h
2
κ;x, y) = Vκ [Kn(wλκ ; 〈x, ·〉)] (y).
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2.2. Orthogonal expansions on the unit ball. We denote the usual Euclidean
norm of x = (x1, · · · , xd) ∈ Rd by ‖x‖ := (x21 + · · · + x2d)
1
2 . The weight functions
we consider on the unit ball Bd = {x : ‖x‖ ≤ 1} ⊂ Rd are defined by
(2.6) WBκ (x) :=
d∏
i=1
|xi|κi(1− ‖x‖2)κd+1−1/2, κi ≥ 0, x ∈ Bd,
which is related to the hκ in (1.2) by h
2
κ(x,
√
1− ‖x‖2) = WBκ (x)/
√
1− ‖x‖2, in
which 1/
√
1− ‖x‖2 comes from the Jacobian of changing variables
(2.7) φ : x ∈ Bd 7→ (x,
√
1− ‖x‖2) ∈ Sd+ := {y ∈ Sd : yd+1 ≥ 0}.
Furthermore, under the above changing variables, we have
(2.8)
∫
Sd
g(y)dω(y) =
∫
Bd
[
g(x,
√
1− ‖x‖2 ) + g(x,−
√
1− ‖x‖2 )
] dx√
1− ‖x‖2 .
The orthogonal structure is preserved under the mapping (2.7) and the study of
orthogonal expansions for WBκ can be essentially reduced to that of h
2
κ. In fact, let
Vdn(WBκ ) denote the space of orthogonal polynomials of degree n with respect toWBκ
on Bd. The orthogonal projection, projn(W
B
κ ; f), of f ∈ L2(WBκ ;Bd) onto Vdn(WBκ )
can be expressed in terms of the orthogonal projection of F (x, xd+1) := f(x) onto
Hd+1n (h2κ):
(2.9) projn(W
B
κ ; f, x) = projn(h
2
κ;F,X), with X := (x,
√
1− ‖x‖2).
This relation allows us to deduce results on the convergence of orthogonal expan-
sions with respect to WBκ from that of h-harmonic expansions.
For d = 1 the weight WBκ in (2.6) becomes the weight function
(2.10) wκ2,κ1(t) = |t|2κ1(1− t2)κ2−1/2, κi ≥ 0, t ∈ [−1, 1],
whose corresponding orthogonal polynomials, C
(κ1,κ2)
n , are called generalized Gegen-
bauer polynomials, and they can be expressed in terms of Jacobi polynomials,
C
(λ,µ)
2n (t) =
(λ+ µ)n(
µ+ 12
)
n
P (λ−1/2,µ−1/2)n (2t
2 − 1),
C
(λ,µ)
2n+1(t) =
(λ+ µ)n+1(
µ+ 12
)
n+1
tP (λ−1/2,µ+1/2)n (2t
2 − 1),
(2.11)
where (a)n = a(a+ 1) · · · (a+ n− 1).
2.3. Orthogonal expansions on the simplex. The weight functions we consider
on the simplex T d = {x : x1 ≥ 0, . . . , xd ≥ 0, 1− |x| ≥ 0} are defined by
(2.12) WTκ (x) :=
d∏
i=1
x
κi−1/2
i (1 − |x|)κd+1−1/2, κi ≥ 0,
where |x| := x1 + · · · + xd. They are related to WBκ , hence to h2κ. In fact, WTκ is
exactly the product of the weight function WBκ under the mapping
(2.13) ψ : (x1, . . . , xd) ∈ T d 7→ (x21, . . . , x2d) ∈ Bd
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and the Jacobian of this change of variables. Furthermore, the change of variables
shows
(2.14)
∫
Bd
g(x21, . . . , x
2
d)dx =
∫
Td
g(x1, . . . , xd)
dx√
x1 · · ·xd .
The orthogonal structure is preserved under the mapping (2.13). Let Vdn(WTκ )
denote the space of orthogonal polynomials of degree n with respect to WTκ on T
d.
Then R ∈ Vdn(WTκ ) if and only if R ◦ ψ ∈ Vd2n(WBκ ). The orthogonal projection,
projn(W
T
κ ; f), of f ∈ L2(WTκ ;T d) onto Vdn(WTκ ) can be expressed in terms of the
orthogonal projection of f ◦ ψ onto Vd2n(WBκ ):
(2.15)
(
projn(W
T
κ ; f) ◦ ψ
)
(x) =
1
2d
∑
ε∈Zd2
proj2n(W
B
κ ; f ◦ ψ, xε),
The fact that projn(W
T
κ ) of degree n is related to proj2n(W
B
κ ) of degree 2n suggests
that some properties of the orthogonal expansions on Bd cannot be transformed
directly to those on T d. We will also need the explicit formula for the kernel,
Pn(W
T
κ ;x, y), of projn(W
T
κ ; f), which can be derived from (2.1) and the quadratic
transform between Gegenbauer and Jacobi polynomials,
Pn(W
T
κ ;x, y) =
(2n+ λκ)Γ(
1
2 )Γ(n+ λk)
Γ(λκ + 1)Γ(n+
1
2 )
(2.16)
× cκ
∫
[−1,1]d+1
P
(λk− 12 ,− 12 )
n
(
2z(x, y, t)2 − 1) d+1∏
i=1
(1 − t2i )κi−1dt,
where z(x, y, t) =
√
x1y1 t1 + . . .+
√
xdyd td +
√
1− |x|
√
1− |y| td+1.
We will also denote the Cesa`ro means for orthogonal expansions with respect to
a weight function W as Sδn(W ; f) and denote their kernel as K
δ
n(W ;x, y), whereW
is either WBκ or W
T
κ .
2.4. Some estimates. Throughout this paper we denote by c a generic constant
that may depend on fixed parameters such as κ, d and p, whose value may change
from line to line. Furthermore we write A ∼ B if A ≥ cB and B ≥ cA.
Let d(x, y) := arccos 〈x, y〉 denote the geodesic distance of x, y ∈ Sd. For 0 ≤
θ ≤ π, the set
c(x, θ) := {y ∈ Sd : d(x, y) ≤ θ} = {y ∈ Sd : 〈x, y〉 ≥ cos θ}
is called the spherical cap centered at x with radius θ. It is shown in [7] that hκ is
a doubling weight and, furthermore, the following estimate holds:
Lemma 2.1. For 0 ≤ θ ≤ π and x = (x1, · · · , xd+1) ∈ Sd,
(2.17)
∫
c(x,θ)
h2κ(y)dω(y) ∼ θd
d+1∏
j=1
(|xj |+ θ)2κj ,
where the constant of equivalence depends only on d and κ.
We refer to the remarkable paper [12] of Mastroianni and Totik for various poly-
nomial inequalities with doubling weights.
The Jacobi polynomials P
(α,β)
n are orthogonal with respect to the weight
w(α,β)(t) := (1− t)α(1 + t)β , t ∈ [−1, 1].
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Lemma 2.2. For α ≥ β and t ∈ [0, 1],
(2.18) |P (α,β)n (t)| ≤ cn−1/2(1− t+ n−2)−(α+1/2)/2.
The estimate on [−1, 0] follows from the fact that P (α,β)n (t) = (−1)nP (β,α)n (−t).
We will also need the estimate of the Lp norm for the Jacobi polynomials ([17,
p. 391]: for α, β, µ > −1 and p > 0,∫ 1
0
∣∣∣P (α,β)n (t)∣∣∣p (1− t)µdt ∼

nαp−2µ−2, p > pα,µ,
n−
p
2 logn, p = pα,µ,
n−
p
2 , p < pα,µ.
pα,µ :=
2µ+ 2
α+ 12
.(2.19)
Recall |κ| = κ1 + · · · + κd+1, Vκ defined by (2.2) and the formula (2.4). The
following lemma was proved in [8, Theorem 3.1].
Lemma 2.3. Assume α ≥ max{β, |κ| − 12}. Then for x, y ∈ Sd∣∣∣∣∣∣
∫
[−1,1]d+1
P (α,β)n (x1y1t1 + . . .+ xd+1yd+1td+1)
d+1∏
j=1
(1 + tj)(1− t2j )κj−1dt
∣∣∣∣∣∣(2.20)
≤ cnα−2|κ|
∏d+1
j=1(|xjyj |+ n−1‖x¯− y¯‖+ n−2)−κj
(1 + nd(x¯, y¯))α+
1
2−|κ|
,
where and throughout, z¯ = (|z1|, . . . , |zd+1|) for z = (z1, · · · , zd+1) ∈ Sd.
This lemma plays an essential role in the proof of a sharp pointwise estimate for
the kernel Kδn(h
2
κ; f) in [8]. For the present paper we will only need the pointwise
estimate for Pn(h
2
κ;x, y):
Lemma 2.4. Let x, y ∈ Sd. Then
|Pn(h2κ;x, y)| ≤ c
∏d+1
j=1(|xjyj|+ n−1‖x¯− y¯‖+ n−2)−κj
n−(d−1)/2(‖x¯− y¯‖+ n−1)(d−1)/2 .(2.21)
The kernel Pn(W
B
κ ) can be derived from (2.21) and will not be needed. We will
need, however, the estimate for the kernel Pn(W
T
κ ), which is also proved in [8].
Lemma 2.5. For x = (x1, . . . , xd) ∈ T d and y = (y1, . . . , yd) ∈ T d,
|Pn(WTκ ;x, y)| ≤ c
∏d+1
j=1(
√
xjyj + n
−1‖ξ − ζ‖+ n−2)−κj
n−(d−1)/2(‖ξ − ζ‖ + n−1)(d−1)/2 ,(2.22)
where ξ := (
√
x1, . . . ,
√
xd,
√
xd+1), ζ := (
√
y1, . . . ,
√
yd,
√
yd+1) with xd+1 := 1−|x|
and yd+1 := 1− |y|.
3. Main Results
3.1. h-harmonic expansions. For hκ defined in (1.2), we denote the L
p norm of
Lp(h2κ;S
d) by ‖ · ‖κ,p,
‖f‖κ,p :=
(
aκ
∫
Sd
|f(y)|ph2κ(y)dω(y)
)1/p
for 1 ≤ p <∞ and with the usual understanding that it is the uniform norm on Sd
when p =∞. Recall that
σκ :=
d−1
2 + |κ| − κmin with κmin := min1≤j≤d+1κj .
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Our main results on the Cesa`ro summation of h-harmonic expansions are the
following two theorems:
Theorem 3.1. Suppose that f ∈ Lp(h2κ;Sd), 1 ≤ p ≤ ∞, | 1p − 12 | ≥ 12σκ+2 and
(3.1) δ > δκ(p) := max{(2σκ + 1)| 1p − 12 | − 12 , 0}.
Then Sδn(h
2
κ; f) converges to f in L
p(h2κ;S
d) and
sup
n∈N
‖Sδn(h2κ; f)‖κ,p ≤ c‖f‖κ,p.
Theorem 3.2. Assume 1 ≤ p ≤ ∞ and 0 < δ ≤ δκ(p). Then there exists a
function f ∈ Lp(h2κ;Sd) such that Sδn(h2κ; f) diverges in Lp(h2κ;Sd).
For κ = 0, hκ(x) ≡ 1 and the spherical h-harmonic becomes the ordinary spher-
ical harmonics. Hence Theorem 3.1 is the complete analogue of the Sogge theorem,
while Theorem 3.2 is the analogue of [3, Theorem 5.2] for spherical harmonics.
For the projection operator projn(h
2
κ; f) we have the following theorem which is
a complete analogue of a theorem due to Sogge [14] for spherical harmonics.
Theorem 3.3. Let d ≥ 2 and n ∈ N. Then
(i) for 1 ≤ p ≤ 2(σk+1)σk+2 ,∥∥projn(h2κ; f)∥∥κ,2 ≤ cnδκ(p)‖f‖κ,p,
with δk(p) given in (3.1);
(ii) for 2(σk+1)σk+2 ≤ p ≤ 2,∥∥projn(h2κ; f)∥∥κ,2 ≤ cnσk( 1p− 12 )‖f‖κ,p.
Furthermore, the estimate (i) is sharp.
The estimate in (ii) is sharp if κ = 0 as shown in [14]. We expect that it is also
sharp for κ 6= 0 but could not prove it at this moment. For further discussion on
this point, see Remark 5.1 in Section 5.
For the spherical harmonics, the above theorem is enough for the proof of the
boundedness of the Cesa`ro means. (See [3] and [15].) For h-harmonics, however, a
stronger result is needed since δκ(p) > δ(p) := max{d| 1p − 12 | − 12 , 0}.
Theorem 3.4. Suppose that 1 ≤ p ≤ 2σκ+2σk+2 and f is supported in a spherical cap
c(̟, θ) with θ ∈ (n−1, π] and ̟ ∈ Sd. Then
∥∥projn(h2κ; f)∥∥κ,2 ≤ cnδκ(p)θδκ(p)+ 12
[∫
c(̟,θ)
h2κ(x) dω(x)
] 1
2− 1p
‖f‖κ,p.
The above theorems on the projection operators will be proved in Section 5 and
the theorems on Cesa´ro means will be proved in Section 6.
3.2. Orthogonal expansions on the ball and on the simplex. Let Ωd stand
for either Bd or T d and WΩκ stand for either W
B
κ or W
T
κ , respectively. We denote
the Lp norm of Lp(WΩκ ; Ω
d) by ‖ · ‖WΩκ ,p,
‖f‖WΩκ ,p :=
(
aΩκ
∫
Ωd
|f(y)|pWΩκ (y)dy
)1/p
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for 1 ≤ p <∞ and with the usual understanding that it becomes the uniform norm
on Ωd when p =∞.
Our main results on the Cesa`ro summation of orthogonal expansions on Bd and
T d are the following two theorems:
Theorem 3.5. Suppose that f ∈ Lp(WΩκ ; Ωd), 1 ≤ p ≤ ∞, | 1p − 12 | ≥ 12σκ+2 and
δ > δκ(p) := max{(2σκ + 1)| 1p − 12 | − 12 , 0}.
Then Sδn(W
Ω
κ ; f) converges to f in L
p(WΩκ ; Ω
d) and
sup
n∈N
‖Sδn(WΩκ ; f)‖WΩκ ,p ≤ c‖f‖WΩκ ,p.
Theorem 3.6. Assume 1 ≤ p ≤ ∞ and 0 < δ ≤ δκ(p). Then there exists a
function f ∈ Lp(WΩκ ; Ωd) such that Sδn(WΩκ ; f) diverges in Lp(WΩκ ; Ωd).
For d = 1 and Ω = T 1 = [0, 1], these theorems become results for the Jacobi
polynomial expansions ([6]). For d = 1 and Ω = B1 = [−1, 1], these theorems be-
come results for the generalized Gegenbauer polynomial expansions with respect to
wκ1,κ2 in (2.10), which appear to be new if κ1 6= 0 while the case κ = 0 corresponds
to Gegenbauer polynomial expansions [2, 3]. We state the result as follows:
Corollary 3.7. Suppose that 1 ≤ p ≤ ∞, | 1p − 12 | ≥ 12max{λ,µ}+2 and
δ > δ(p) := max{(2max{λ, µ}+ 1)| 1p − 12 | − 12 , 0}.
Then Sδn(wλ,µ; f) converges to f in L
p(wλ,µ; [−1, 1]) and
sup
n∈N
‖Sδn(wλ,µ; f)‖wλ,µ,p ≤ c‖f‖wλ,µ,p.
Furthermore, the condition δ > δ(p) is sharp.
The result analogous to Theorem 3.3 also holds for the projection operator.
Theorem 3.8. Let d ≥ 2 and n ∈ N. Then
(i) for 1 ≤ p ≤ 2(σk+1)σk+2 ,∥∥projn(WΩκ ; f)∥∥WΩκ ,2 ≤ cnδκ(p)‖f‖WΩκ ,p;
(ii) for 2(σk+1)σk+2 ≤ p ≤ 2,∥∥projn(WΩκ ; f)∥∥WΩκ ,2 ≤ cnσk( 1p− 12 )‖f‖WΩκ ,p.
Furthermore, the estimate in (i) is sharp.
An analogue of Theorem 3.4 also holds. We state only the one for WTκ for which
we define an distance on T d,
dT (x, y) := arccos(
√
x1y1 + . . .+
√
xdyd +
√
1− |x|
√
1− |y|),
where |z| = |z1|+ · · ·+ |zd| for z ∈ Rd. The analogue of the spherical cap on T d is
defined as cT (x, θ) := {y ∈ T d : dT (x, y) ≤ θ}.
Theorem 3.9. Suppose 1 ≤ p ≤ 2σκ+2σk+2 and f is supported in the set cT (x, θ) with
θ ∈ (n−1, π] and x ∈ T d. Then
∥∥projn(WTκ ; f)∥∥WTκ ,2 ≤ cnδκ(p)θδκ(p)+ 12
[∫
cT (x,θ)
WTκ (y) dy
] 1
2− 1p
‖f‖WTκ ,p.
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The analogue result for Bd holds with cT (x, θ) replaced by cB(x, θ) defined in
terms of dB(x, y) := arccos(〈x, y〉+
√
1− ‖x‖2
√
1− ‖y‖2).
These results will be proved in Section 7.
4. Local estimate of projection operator
The main effort in the proof of Thereom 3.4, giving in the next section, lies in
proving the following local estimate of the projection operator.
Theorem 4.1. Let ν := 2σκ+2σκ+2 and ν
′ := νν−1 . Let f be a function supported in a
spherical cap c(̟, θ) with θ ∈ (n−1, 1/(8d)] and ̟ ∈ Sd. Then
∥∥projn(h2κ; f)χc(̟,θ)∥∥κ,ν′ ≤ cn σκ1+σκ θ 2σκ+1σκ+1
[∫
c(̟,θ)
h2κ(x)dω(x)
]1− 2
ν
‖f‖κ,ν.
Here χE denotes the characteristic function of the set E. Note the norm of the
left hand side is taken over c(̟, θ), so that the above estimate is a local one.
Throughout this section, we shall fix the spherical cap c(̟, θ). Without loss of
generality, we may assume ̟ = (̟1, · · · , ̟d+1) satisfying |̟k| ≥ 4θ for 1 ≤ k ≤ v
and |̟k| < 4θ for v < k ≤ d+ 1. Accordingly, we define
(4.1) γ = γ̟ :=

0, if v = d+ 1;
d+1∑
i=v+1
κi, if v < d+ 1.
Since θ ∈ (0, 1/(8d)] and ̟ ∈ Sd, it follows that
(4.2) 0 ≤ γ ≤ |κ| − min
1≤i≤d+1
κi = σκ − d−12 .
The proof of Theorem 4.1 consists of two cases, one for γ < σκ − d−12 and the
other for γ = σκ − d−12 , using different methods.
4.1. Proof of Theorem 4.1, case I: γ < σκ − d−12 . The proof is long and will
be divided into several subsections.
4.1.1. Decomposition of the projection operator. Recall λκ =
d−1
2 + |κ|. Let ξ0 ∈
C∞[0,∞) be such that χ[0,1/2](t) ≤ ξ0(t) ≤ χ[0,1](t), and define ξ1(t) := ξ0(t/4) −
ξ0(t). Evidently supp ξ1 ⊂ (1/2, 4) and ξ0(t) +
∑∞
j=1 ξ1(4
−j+1t) = 1 whenever
t ∈ [0,∞). Define, for u ∈ [−1, 1],
Cn,0(u) :=
n+ λκ
λκ
Cλκn (u)ξ0
(
n2(1− u2))
Cn,j(u) :=
n+ λκ
λκ
Cλκn (u)ξ1
(
n2(1 − u2)
4j−1
)
, j = 1, 2, . . . , Ln,
where Ln := ⌊log2 n⌋+ 2. By (2.4), projn(h2κ; f) can be decomposed as
(4.3) projn(h
2
κ; f) =
Ln∑
j=0
Yn,jf, where Yn,jf := f ∗κ Cn,j .
By the definition of the convolution, the kernel of Yn,j is Vκ[Cn,j(〈x, ·〉)](y).
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4.1.2. Estimates of the kernels Vκ [Cn,j〈x, ·〉] (y) and L∞ estimate.
Definition 4.2. Given n, v ∈ N0, and µ ∈ R, we say a continuous function F :
[−1, 1] → R belongs to the class Svn(µ) if there exist functions Fj , j = 0, 1, · · · , v
on [−1, 1] such that F (j)j (t) = F (t), t ∈ [−1, 1], 0 ≤ j ≤ v, and
(4.4) |Fj(t)| ≤ n−2j+µ
(
1 + n
√
1− |t|
)−µ− 12+j
, t ∈ [−1, 1], j = 0, 1, · · · , v.
By (2.18) and the following well known formula [17, (4.21.7)]
(4.5)
d
dt
P (α,β)n (t) =
1
2 (n+ α+ β + 1)P
(α+1,β+1)
n−1 (t),
it follows that cv,αP
(α,β)
n ∈ Svn(α) for all v ∈ N0 whenever α ≥ β.
Lemma 4.3. Assume that δ = (δ1, · · · , δm) ∈ Rm satisfying min1≤j≤m δj > 0 and
µ ∈ R. Let F ∈ Svn(µ) with v being an integer satisfying v ≥ 2m+
∑m
j=1 δj+|µ|. Let
ξ be a C∞ function, supported in [−8, 8] and equal to constant in a neighborhood
of 0. For ρ ∈ (n−1, 4], define
G(u) := F (u)ξ
(
1− u2
ρ2
)
, u ∈ [−1, 1].
Then for s ∈ [−1, 1] and a = (a1, · · · , am) ∈ [−1, 1]m satisfying
∑m
j=1 |aj |+ |s| ≤ 1,∣∣∣∣∣∣
∫
[−1,1]m
G
( m∑
j=1
ajtj + s
) m∏
j=1
(1− t2j)δj−1(1 + tj) dtj
∣∣∣∣∣∣(4.6)
≤ cn− 12−|δ|ρ|δ|−µ− 12
m∏
j=1
(|aj |+ n−1ρ)−δj ,
where |δ| =∑mj=1 δj.
Proof. Without loss of generality, we may assume that |aj | ≥ n−1ρ for 1 ≤ j ≤ m,
since otherwise we can modify the proof by replacing s with
s+
∑
{j:|aj |<n−1ρ}
ajtj .
Let η0 ∈ C∞(R) be such that η0(t) = 1 for |t| ≤ 12 and η0(t) = 0 for |t| ≥ 1,
and let η1(t) = 1− η0(t). Set Bj := ρn|aj| , j = 1, · · · ,m. Given ε := (ε1, · · · , εm) ∈
{0, 1}m, we define ψε : [−1, 1]m → R by
ψε(t) := ξ
(
1− (∑mj=1 ajtj + s)2
ρ2
)
m∏
j=1
ηεj
(1− t2j
Bj
)
(1 + tj)(1 − t2j)δj−1,
where t = (t1, · · · , tm). We then split the integral in (4.6) into a finite sum:∑
ε∈{0,1}m
∫
[−1,1]m
F
( m∑
j=1
ajtj + s
)
ψε(t) dt =:
∑
ε∈{0,1}m
Jε.
Thus, it is sufficient to prove that each term Jε in the above sum satisfies the desired
inequality. By symmetry and Fubini’s theorem, we need only to consider the case
when ε1 = · · · = εm1 = 0 and εm1+1 = · · · = εm = 1 for some 0 ≤ m1 ≤ m.
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Let m1 and ε be fixed as in the last line. Fix (t1, · · · , tm1) ∈ [−1, 1]m1 momen-
tarily, and write s1 =
∑m1
j=1 ajtj + s. Define
φ(t) := ξ
(
1− (∑mj=1 ajtj + s)2
ρ2
)
m∏
j=m1+1
η1
(1− t2j
Bj
)
(1 + tj)(1− t2j)δj−1.
Since the support set of each η1
(
1−t2j
Bj
)
is a subset of {tj : |tj | ≤ 1− 14Bj}, we can
use integration by parts |l| =∑mj=m1+1 ℓj times to obtain
∣∣∣∫
[−1,1]m−m1
F
( m∑
j=m1+1
ajtj + s1
)
φ(t) dt
∣∣∣
=
m∏
j=m1+1
|aj |−ℓj
∣∣∣∫
[−1,1]m−m1
F|l|
( m∑
j=m1+1
ajtj + s1
) ∂|l|φ(t)
∂ℓm1+1tm1+1 · · · ∂ℓmtm
dt
∣∣∣
≤
m∏
j=m1+1
|aj |−ℓj
∫
[−1,1]m−m1
∣∣∣F|l|( m∑
j=m1+1
ajtj + s1
)∣∣∣∣∣∣ ∂|l|φ(t)
∂ℓm1+1tm1+1 · · · ∂ℓmtm
∣∣∣ dt,
where F
(|l|)
|l| = F is as in Definition 4.2, and l = (ℓm1+1, · · · , ℓm) ∈ Nm−m1 satisfies
ℓj > δj and |l| ≥ µ + 12 . Since ξ is supported in (−8, 8), the integrand of the last
integral is zero unless
8ρ2 ≥ 1−
∣∣∣ m∑
k=m1+1
aktk + s1
∣∣∣(4.7)
≥ 1−
m∑
k=m1+1
|ak| − |s1|+ (1− |tj |)|aj | ≥ |aj |(1− |tj |),
for all m1 + 1 ≤ j ≤ m; that is, |aj |ρ2 ≤ 8(1 − |tj |)−1 for j = m1 + 1, · · · ,m. Also,
recall that ξ is constant near 0. Hence, taking the k-th partial derivative with
respect to tj , the ξ part of φ is bounded by c(1 − tj)−k. So is the same derivative
of the η1 part of φ since B
−1
j ≤ (1 − t2j)−1 in the support of η′1. Consequently, by
the Lebnitz rule, we conclude
∣∣∣ ∂|l|φ(t)
∂ℓm1+1tm1+1 · · · ∂ℓmtm
∣∣∣ ≤ c m∏
j=m1+1
(1 − |tj |)δj−ℓj−1
in the support of the integrand. Next, since ρ ≥ n−1 and |l| ≥ µ+ 12 , (4.7) together
with (4.4) implies
∣∣∣F|l|( m∑
k=m1+1
aktk + s1
)∣∣∣ ≤ cn− 12−|l|ρ−µ− 12+|l|.
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It follows that∫
[−1,1]m−m1
∣∣∣F|l|( m∑
j=m1+1
ajtj + s1)
∣∣∣∣∣∣ ∂|l|φ(t)
∂ℓm1+1tm1+1 · · ·∂ℓmtm
∣∣∣ dt
≤ cn− 12−|l|ρ−µ− 12+|l|
m∏
j=m1+1
∫ 1−Bj4
0
(1− tj)δj−ℓj−1 dtj
≤ cn− 12−|l|ρ−µ− 12+|l|
m∏
j=m1+1
B
δj−ℓj
j
≤ cn− 12−αρα−µ− 12
m∏
j=m1+1
|aj |ℓj−δj ,
where α =
∑m
j=m1+1
δj. Thus, since
ψε(t) = φ(t)
m1∏
j=1
η0
(1− t2j
Bj
)
(1 + tj)(1 − t2j)δj−1,
and η0
(
1−t2j
Bj
)
is supported in {tj : 1−Bj ≤ |tj | ≤ 1}, integrating with respect to
t1, · · · , tm1 over [−1, 1]m1 yields
Jε ≤
∫
[−1,1]m1
∣∣∣∫
[−1,1]m−m1
F
( m∑
j=1
ajtj + s
)
φ(t) dtm1+1 · · · dtm
∣∣∣
×
m1∏
j=1
η0
(
1− t2j
Bj
)
(1 + tj)(1 − t2j)δj−1dtj
≤ cn− 12−αρα−µ− 12
m∏
j=m1+1
|aj |−δj
m1∏
j=1
∫
1−Bj≤|tj |≤1
(1− |tj |)δj−1 dtj
≤ cn− 12−|δ|ρ|δ|−µ− 12
m∏
j=1
|aj |−δj ,
where we have used |aj |ℓj ≤ 1 in the second step. This completes the proof. 
Using the relation between the Gegenbauer and the Jacobi polynomials, we have
Cn,j(u) = anP
(λκ− 12 ,λκ− 12 )
n (u)ξ
(
1− u2
(2j−1/n)2
)
,
where ξ = ξ1 or ξ0, and |an| ≤ cnλκ+ 12 . Hence, using the fact that cv,κP (λκ−
1
2 ,λκ− 12 )
n ∈
Svn(λκ − 12 ) for all v ∈ N, Lemma 4.3 has the following corollary.
Corollary 4.4. For x, y ∈ Sd and j = 1, 2, . . . , Ln,∣∣∣Vκ[Cn,j(〈x, ·〉)](y)∣∣∣ ≤ cnd−12−j(d−1)/2 d+1∏
i=1
(|xiyi|+ 2jn−2)−κi .
Recall that c(̟, θ) is a fixed spherical cap, θ ∈ [n−1, π] and γ = γ̟ is defined in
(4.1). We are now in a position to prove the following L∞ estimate:
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Lemma 4.5. If f is supported in c(̟, θ), then
sup
x∈c(̟,θ)
|Yn,j(f)(x)| ≤ cnd−1+2γ2−j(
d−1
2 +γ)θ2γ+d
[∫
c(̟,θ)
h2κ(x) d̟(x)
]−1
‖f‖κ,1.
Proof. Note that if x ∈ c(̟, θ), then |xi − ̟i| ≤ ‖x −̟‖ ≤ d(x,̟) ≤ θ so that
3
4 |̟i| ≤ |xi| ≤ 54 |̟i| for 1 ≤ i ≤ v, and |xi| ≤ 5θ for v + 1 ≤ i ≤ d+ 1. It follows
from Corollary 4.4 that, for any x, y ∈ c(̟, θ),∣∣∣Vκ[Cn,j(〈x, ·〉)](y)∣∣∣ ≤ cnd−12−j(d−1)/2 v∏
i=1
|̟i|−2κi
d+1∏
i=v+1
n2κi2−jκi
≤ cnd−12−j( d−12 +γ)(nθ)2γ
d+1∏
i=1
(|̟i|+ θ)−2κi
≤ cnd−12−j( d−12 +γ)(nθ)2γθd
[∫
c(̟,θ)
h2κ(z) dω(z)
]−1
,
where the last step follows from the relation (2.17). This implies that
sup
x∈c(̟,θ)
|Yn,j(f)(x)| ≤ sup
x∈c(̟,θ)
∫
c(̟,θ)
|f(y)|
∣∣∣Vκ[Cn,j〈x, ·〉](y)∣∣∣h2κ(y) dω(y)
≤ cnd−1+2γ2−j( d−12 +γ)θ2γ+d
[∫
c(̟,θ)
h2κ(x) dω(x)
]−1
‖f‖κ,1,
which is the desired inequality. 
4.1.3. L2 estimates. We prove the following estimate:
Lemma 4.6. For any f ∈ L2(h2κ;Sd),
‖Yn,j(f)‖κ,2 ≤ c n−12j‖f‖κ,2.
Proof. For simplicity, we shall write ξj = ξ1 for j ≥ 1. Also let λ = λκ in this
proof. From (2.5) and the definition of Yn,j in (4.3), it follows that each Yn,j is a
multiplier operator,
Yn,j(f) =
∞∑
k=0
mn,j(k) projk(h
2
κ; f),
where the equality is understood in a distributional sense, and
mn,j(k) := cn,k
∫ π
0
Cλn(cos t)C
λ
k (cos t)ξj
(
n2 sin2 t
4j−1
)
sin2λ t dt
with |cn,k| ≤ cnk−2λ+1. Hence, it is enough to prove
(4.8) sup
k
|mn,j(k)| ≤ c n−12j.
If k ≥ n4 , then using the fact that |(sin θ)λCλn(cos θ)| ≤ cnλ−1, a straightforward
computation gives
|mn,j(k)| ≤ |cn,k|
∫ π
0
∣∣∣Cλn(cos t)Cλk (cos t)ξj (n2 sin2 t4j−1
)∣∣∣ sin2λ t dt
≤ c
∫ π
0
∣∣∣ξj (n2 sin2 t
4j−1
)∣∣∣ dt ≤ c2j
n
,
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where the last step follows easily using the support of ξj .
For k ≤ n4 , we shall use the following formula (cf. [1, p. 319, Theorem 6.8.2]),
(4.9) Cλk (t)C
λ
n(t) =
min{k,n}∑
i=0
a(i, k, n)Cλk+n−2i(t),
where
a(i, k, n) :=
(k + n+ λ− 2i)(λ)i(λ)k−i(λ)n−i(2λ)k+n−i
(k + n+ λ− i)i!(k − i)!(n− i)!(λ)k+n−i
(k + n− 2i)!
(2λ)k+n−2i
.
For k ≤ n/4, it is easy to see that
|a(i, k, n)| ∼
(
(i+ 1)(min{k, n} − i+ 1)(k + n− i+ 1)
k + n− 2i+ 1
)λ−1
∼ (i+ 1)λ−1(k − i+ 1)λ−1.(4.10)
Consequently, it follows that for k ≤ n/4,
|mn,j(k)| ≤ cnk−2λ+1
k∑
i=0
(i + 1)λ−1×
× (k − i+ 1)λ−1
∣∣∣∫ π
0
Cλk+n−2i(cos t)ξj
(
n2 sin2 t
4j−1
)
sin2λ t dt
∣∣∣
≤ cnλ+ 12 max
3n/4≤m≤5n/4
∣∣∣∫ 1
−1
P
(λ− 12 ,λ− 12 )
m (s)ξj
(
n2(1− s2)
4j−1
)
(1− s2)λ− 12 ds
∣∣∣.
Then using the estimate (2.18) we obtain
mn,0(k) ≤ cn2λ
∫
1−|s|≤cn−2
(1− |s|)λ− 12 ds ≤ cn−1.
If j ≥ 1, then for all ℓ ∈ N, it follows that∣∣∣ dℓ
dsℓ
(
ξ1
(
n2(1− s2)
4j−1
)
(1− s2)λ− 12
)∣∣∣ ≤ c(2j
n
)2λ−1−2ℓ
,
since 1− s2 ∼ (2jn )2 in the support of ξ′1; consequently, we obtain by integration by
parts, (4.5) and (2.18) that
mn,j(k) ≤ cnλ+ 12−ℓ×
× max
3n/4≤m≤5n/4
∣∣∣∫ 1
−1
P
(λ− 12−ℓ,λ− 12−ℓ)
m+ℓ (s)
dℓ
dsℓ
(
ξ1
(
n2(1 − s2)
4j−1
)
(1− s2)λ− 12
)
ds
∣∣∣
≤ c2j(λ−ℓ)2jn−1 ≤ c2jn−1
upon choosing ℓ ≥ λ, Thus, in both cases, we get the desired estimate. 
4.1.4. Proof of Theorem 4.1, case I: γ < σκ − d−12 . Recall ν = 2+2σκ2+σκ . We set, in
this subsection,
A :=
∫
c(̟,θ)
h2κ(y) dω(y).
Recall the decomposition (4.3). For a generic f , we set
Tn,jf := Yn,j(fχc(̟,θ))χc(̟,θ), 0 ≤ j ≤ Ln.
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Clearly, if f is supported in c(̟, θ) and x ∈ c(̟, θ), then Tn,jf(x) = Yn,jf(x).
Using Lemmas 4.5 and 4.6, we have
‖Tn,jf‖∞ ≤ cn2γ+d−12−j(
d−1
2 +γ)θ2γ+dA−1‖fχc(̟,θ)‖κ,1,(4.11)
‖Tn,jf‖κ,2 ≤ c n−12j‖fχc(̟,θ)‖κ,2.
Hence, by the Riesz-Thorin convexity theorem, we obtain
‖Tn,jf‖κ,ν′ ≤ cn−12j(1−(
d+1
2 +γ)
1
σκ+1
)(nθ)
2γ+d
σκ+1A1−
2
ν ‖f‖κ,ν.(4.12)
On the other hand, using (4.11), Ho¨lder’s inequality and (2.17), we obtain
‖Tn,jf‖κ,ν′ ≤ ‖Tn,jf‖∞A1− 1ν ≤ cn2γ+d−12−j(
d−1
2 +γ)θ2γ+dA−
1
ν ‖fχc(̟,θ)‖κ,1
≤ cn−12−j( d−12 +γ)(nθ)2γ+dA1− 2ν ‖f‖κ,ν.(4.13)
Now assume that f is supported in c(̟, θ) and 2
j0−1
n ≤ θ ≤ 2
j0
n for some 1 ≤
j0 ≤ Ln. Using (4.3) and Minkowski’s inequality, we have∥∥projn(h2κ; f)χc(̟,θ)∥∥κ,ν′ ≤ 2j0∑
j=0
‖Tn,jf‖κ,ν′ +
Ln∑
j=2j0+1
‖Tn,jf‖κ,ν′ =: Σ1 +Σ2.
For the first sum Σ1, we use (4.12) to obtain
Σ1 ≤ cn−1(nθ)
2γ+d
σκ+1A1−
2
ν ‖f‖κ,ν
2j0∑
j=0
2j(1−(
d+1
2 +γ)
1
σκ+1
)
≤ cn σκ1+σκ θ 2σκ+1σκ+1 A1− 2ν ‖f‖κ,ν,
since γ < σκ− d−12 readily implies that 1− (d+12 +γ) 1σκ+1 > 0. For the second sum
Σ2, we use (4.13) to obtain
Σ2 ≤ cn−1(nθ)2γ+dA1− 2ν ‖f‖κ,ν
∞∑
j=2j0+1
2−j(
d−1
2 +γ)
≤ cn−1(nθ)A1− 2ν ‖f‖κ,ν ≤ cn−1(nθ)
2σκ+1
σκ+1 A1−
2
ν ‖f‖κ,ν
= cn
σκ
1+σκ θ
2σκ+1
σκ+1 A1−
2
ν ‖f‖κ,ν,
where in the third inequality we have used the fact that nθ ≥ 1.
Putting the above together proves Theorem 4.1 in the case γ < σκ − d−12 . 
4.2. Proof of Theorem 4.1, case 2: γ = σκ − d−12 . Recall that |̟j | ≥ 4θ for
1 ≤ j ≤ v, |̟j | < 4θ for v + 1 ≤ j ≤ d+ 1, and γ = γ̟ =
∑d+1
j=v+1 κj . In this case,
either v = 1 and |̟1| = max1≤j≤d+1 |̟j | ≥ 1√d+1 ; or v ≥ 2 and κ1 = · · · = κv = 0.
Therefore, by (2.17), we have∫
c(̟,θ)
h2κ(x) dω(x) ∼ θd
( v∏
j=1
|̟j |2κj
)
θ2γ ∼ θ2σκ+1.
Hence, Theorem 4.1 in this case is equivalent to the following proposition:
Proposition 4.7. Let f be supported in c(̟, θ) with θ ∈ (n−1, 1/(8d)] and let
ν := 2σκ+2σκ+2 and ν
′ := νν−1 . Then∥∥projn(h2κ; f)χc(̟,θ)∥∥κ,ν′ ≤ cn σκ(1+σκ) ‖f‖κ,ν.
PROJECTION OPERATORS AND CESA`RO MEANS IN WEIGHTED Lp SPACE 17
To prove Proposition 4.7, we use the method of analytic interpolation [16]. For
z ∈ C, define
(4.14) Pznf(x) := (f ∗κ Gzn)(x) = aκ
∫
Sd
f(y)Vκ
[
Gzn(〈x, ·〉)
]
(y)h2κ(y) dω(y)
for x ∈ Sd, where
Gzn(t) = (σκ + 1)(1− z)
n+ λκ
λκ
Cλκn (t)(1− t2 + n−2)
σκ−(σκ+1)z
2 .(4.15)
From (2.4), it readily follows that
P
σκ
1+σκ
n f = projn(h
2
κ; f).
For the rest of this subsection, we shall use cτ to denote a general constant satisfying
|cτ | ≤ c(1 + |τ |)ℓ for some inessential positive number ℓ.
4.2.1. Estimate fot z = 1 + iτ .
Lemma 4.8. For τ ∈ R,
‖P1+iτn f‖κ,2 ≤ cτ‖f‖κ,2.
Proof. From (4.14), (4.15) and (2.5), it follows that
projk(h
2
κ;P1+iτn f) = Jn(k) projk(h2κ; f), k = 0, 1, · · · ,
where
Jn(k) := O(1)nk−2λκ+1τ ′
∫ π
0
Cλκk (cos t)C
λκ
n (cos t)(sin
2 t+ n−2)−
1
2+iτ
′
(sin t)2λκ dt
and τ ′ = −σκ+12 τ . Therefore, it is sufficient to prove
(4.16) |Jn(k)| ≤ cτ , ∀k, n ∈ N.
For k < n4 , (4.16) can be shown as in the proof of Lemma 4.2. In fact, using
(4.9)and (4.10), we obtain
|Jn(k)| ≤ c|τ |nλκ+ 12
× max
3n/4≤m≤5n/4
∣∣∣∫ 1
−1
P
(λκ− 12 ,λκ− 12 )
m (s)(1− s2 + n−2)− 12+iτ ′(1− s2)λκ− 12 ds
∣∣∣,
which is controlled by
cτ + cτn
λκ+
1
2−ℓ max
3n/4≤m≤5n/4
∫ 1−n−2
−1+n−2
∣∣∣P (λκ− 12−ℓ,λκ− 12−ℓ)m+ℓ (s)×
× d
ℓ
dsℓ
(
(1− s2 + n−2)− 12+iτ ′(1− s2)λκ− 12
)∣∣∣ ds
≤ c′τ
using integration by parts ℓ > λκ times. This proves (4.16) for k <
n
4 .
For k ≥ n4 , (4.16) can be established exactly as in [14, p. 54-55] (see also
[18, p.76–81]). For completeness, we sketch the proof as follows. Since Cλj (t) =
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O(1)jλ− 12P (λ−
1
2 ,λ− 12 )
j (t) and P
(α,β)
j (−t) = (−1)jP (α,β)j (t), we can write
Jn(k) = O(1)k−λκ+ 12nλκ+ 12 τ ′
[∫ 4n−1
0
+
∫ π
2
4n−1
]
P
(λκ− 12 ,λκ− 12 )
k (cos t)
× P (λκ−
1
2 ,λκ− 12 )
n (cos t)(sin
2 t+ n−2)−
1
2+iτ
′
(sin t)2λκ dt
=: Jn,1(k) + Jn,2(k).
Since |P (α,α)j (t)| ≤ cjα, a straightforward calculation shows |Jn,1(k)| ≤ cτ . To
estimate Jn,2(k), we need the asymptotics of the Jacobi polynomials as given in
[17, p. 198],
P
(α,β)
j (cos t) = π
− 12 j−
1
2 (sin t2 )
−α− 12 (cos t2 )
−β− 12
[
cos(Njt+ τα) +O(1)(j sin t)−1
]
for j−1 ≤ t ≤ π − j−1, where Nj = j + α+β+12 and τα = −π2 (α+ 12 ). Applying this
asymptotic formula with α = β = λκ−1/2, we obtain, for k ≥ n4 and 4n−1 ≤ t ≤ π2 ,
k−λκ+
1
2nλκ+
1
2P
(λκ− 12 ,λκ− 12 )
k (cos t)P
(λκ− 12 ,λκ− 12 )
n (cos t)(sin t)
2λκ
= O(1)
[
cos
(
(k − n)t)+ cos((k + n+ 2λκ)t− λκπ)]+O( 1
nt
)
using the cosine addition formula. Also, note that( 1
sin2 t+ n−2
) 1
2−iτ ′
= t−1+2iτ
′
+O(t) +O (n−2t−3) , 4n−1 ≤ t ≤ π
2
.
It follows that
|Jn,2(k)| ≤ cτ + cτ sup
ℓ∈R
∣∣∣2τ ′ ∫ π2
4n−1
t−1+2iτ
′
eiℓt dt
∣∣∣
≤ cτ + cτ sup
a<b
∣∣∣∫ b
a
eit dt2iτ
′
∣∣∣ ≤ cτ .
This proves the desired inequality (4.16) for k ≥ n4 . 
4.2.2. Estimate fot z = iτ .
Lemma 4.9. If τ ∈ R and f is supported in c(̟, θ) then
sup
x∈c(̟,θ)
|P iτn f(x)| ≤ cτnσκ‖f‖1,κ.
Proof. Since f is supported in c(̟, θ), we have
sup
x∈c(̟,θ)
|P iτn (f)(x)| ≤ sup
x∈c(̟,θ)
∫
c(̟,θ)
|f(y)|
∣∣Vκ [Giτn (〈x, ·〉)] (y)∣∣ h2κ(y) dω(y)
≤ ‖f‖1,κ sup
x,y∈c(̟,θ)
∣∣Vκ [Giτn (〈x, ·〉)] (y)∣∣ .
Thus, it is sufficient to prove
(4.17)
∣∣Vκ [Giτn (〈x, ·〉)] (y)∣∣ ≤ cτnσκ for all x, y ∈ c(̟, θ).
We note that (4.17) is trivial when κmin = 0 since in this case ‖Giτn ‖∞ ≤ cτnλκ =
cτn
σκ . So we shall assume κmin > 0 for the rest of the proof.
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To prove (4.17), we claim that it’s enough to prove that
(4.18)
∣∣∣∫ 1
−1
Giτn (at+ s)(1 − t2)δ−1(1 + t) dt
∣∣∣ ≤ cτnσκ ,
whenever |a| ≥ εd > 0, |a|+ |s| ≤ 1, δ ≥ κmin, where cτ is independent of s.
To see this, let x, y ∈ c(̟, θ) and without loss of generality, assume ̟1 =
max1≤j≤d+1 |̟j |. Then ̟1 ≥ 1/
√
1 + d, which implies that |x1|, |y1| ≥ 1/
√
d+ 1−
θ ≥ 1/√d+ 1 − 1/(8d) > 0, so that |x1y1| ≥ εd > 0. Thus, invoking (4.18) with
a = x1y1, δ = κ1 and s =
∑d+1
j=2 tjxjyj gives∣∣∣∣∣∣
∫ 1
−1
Giτn
(d+1∑
j=1
xjyjtj
)
(1− t21)κ1−1(1 + t1) dt1
∣∣∣∣∣∣ ≤ cτnσκ .
The desired inequality (4.17) then follows by the Fubini theorem and the integral
representation of Vκ in (2.2). This proves the claim.
For the proof of (4.18), by symmetry, it is sufficient to prove
(4.19)
∣∣∣∣∫ 1−1Giτn (at+ s)(1− t)δ−1ξ(t) dt
∣∣∣∣ ≤ cτnσκ ,
where ξ is a C∞ function supported in [− 12 , 1], whenever |a| ≥ εd > 0, |a|+ |s| ≤ 1
and δ ≥ κmin.
Let η0 ∈ C∞(R) be such that χ[− 12 , 12 ] ≤ η0 ≤ χ[−1,1], and let η1(t) := 1 − η0(t).
Set, in this subsection,
B :=
n−1 +
√
1− |a+ s|
4n
.
We then split the integral in (4.19) into a sum I0(a, s) + I1(a, s) with
Ij(a, s) :=
∫ 1
−1
Giτn (at+ s)ηj
(1− t
B
)
(1− t)δ−1ξ(t) dt, j = 0, 1.
It is easy to verify that 1 + n
√
1− |at+ s| ∼ 1 + n
√
1− |a+ s| whenever t ∈
[1−B, 1] ∩ [−1, 1]. Therefore, for 1−B ≤ t ≤ 1, using (2.18),
|Giτn (at+ s)| ≤ cnλκ(n−1 +
√
1− |at+ s|)−λκ+σκ ≤ c nσκB−κmin,
which implies that
|I0(a, s)| ≤ c
∫ 1
max{1−B,− 12}
|Giτn (at+ s)|(1 − t)δ−1 dt ≤ cnσκBδ−κmin ≤ cnσκ .
To estimate I1(a, s), we write
Giτn (at+ s)η1
(1− t
B
)
(1− t)δ−1ξ(t) = cnP (λκ−
1
2 ,λκ− 12 )
n (at+ s)ϕ(t),
where |cn| ≤ cτnλκ+ 12 and
ϕ(t) :=
(
1− (at+ s)2 + n−2)σκ2 − σκ+12 iτ η1(1− t
B
)
ξ(t)(1 − t)δ−1.
Recall |a| ≥ εd > 0. Using integration by parts ℓ times gives
|I1(a, s)| ≤ cnλκ+ 12−ℓ
∫ 1
−1
∣∣∣P (λκ− 12−ℓ,λκ− 12−ℓ)n+ℓ (at+ s)∣∣∣ |ϕ(ℓ)(t)| dt.
20 FENG DAI AND YUAN XU
If− 12 ≤ t ≤ 1−B/2, then 1−|at+s| ≥ 1−|a|−|s|+(1−|t|)|a| ≥ c(1−t) ≥ cB ≥ cn−2
which implies, in particular,
(
1− (at+ s)2 + n−2)−1 ≤ c(1 − t)−1. Since ϕ is
supported in (− 12 , 1 − B2 ), which gives B−1 ≤ (1 − t)−1, it follows from Lebnitz’
rule that
|ϕ(ℓ)(t)| ≤ cτ (1 − |at+ s|)
σκ
2 (1− t)δ−ℓ−1.
Therefore, choosing ℓ > 2δ and recalling that δ ≥ κmin, we have by (2.18) that
|I1(a, s)| ≤ cτnλκ−ℓ
∫ 1−B2
− 12
(1− |at+ s|)σκ+ℓ2 −λκ2 (1− t)δ−1−ℓ dt
≤ cτnλκ−ℓ
∫ 3
2 |a|
B|a|
2
(1− |a+ s|+ u)σκ+ℓ2 −λκ2 uδ−1−ℓ du.
Using the fact that (1 − |a + s| + u)α ≤ c((1 − |a + s|)α + uα) we break the last
integral into a sum J1 + J2, where
J1 ≤ cτnλκ−ℓ
∫ ∞
B|a|
2
(1− |a+ s|)σκ+ℓ2 −λκ2 uδ−1−ℓ du
≤ cτnλκ−ℓ(1− |a+ s|)
σκ+ℓ
2 −λκ2 Bδ−ℓ ≤ cτnλκ−ℓnℓ−δ(nB)δ+σκ−λκ
= cτn
λκ−δ(nB)δ−κmin ≤ cτnλκ−δ ≤ cτnσk ,
and
J2 ≤ cτnλκ−ℓ
∫ ∞
B|a|
2
u
σ+ℓ
2 −λκ2 uδ−1−ℓ du ≤ cτnλκ−ℓB
σκ−ℓ
2 −λκ2 +δ
= cτn
λκ−δ(n2B)
κmin−ℓ
2 (nB)δ−κmin ≤ cτnλκ−δ ≤ cτnσκ .
Putting the above together, we obtain the desired estimate (4.19) and complete
the proof of Lemma 4.9. 
4.2.3. Proof of Proposition 4.7. Define
T zf = nσκ(z−1)Pzn(fχc(̟,θ))χc(̟,θ), 0 ≤ ℜ z ≤ 1.
By Lemmas 4.9 and 4.8, we have
‖T 1+iτf‖κ,2 ≤ cτ‖f‖κ,2 and ‖T iτf‖∞ ≤ cτ‖f‖1,κ.
These allow us to apply Stein’s interpolation theorem [16, p. 205] to the analytic
family of operators T z, which yields
‖T σκ1+σκ f‖κ,ν′ ≤ c‖f‖κ,ν.
Consequently, using the fact that
T
σκ
1+σκ f = n−
σκ
1+σκ P
σκ
1+σκ
n (fχc(̟,θ))χc(̟,θ) = n
− σκ1+σκ projn(h
2
κ; fχc(̟,θ))χc(̟,θ),
we have proved Proposition 4.7. 
5. Boundedness of projection operator
The objective of this section is to prove Theorems 3.3 and 3.4.
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5.1. Proof of Theorem 3.4. Assume that f is supported in a spherical cap
c(̟, θ). Without loss of generality, we may assume θ < 1/(8d), since otherwise
we can decompose f as a finite sum of functions supported on a family of spherical
caps of radius < 1/(8d).
We start with the case p = 1. By the definition of the projection operator, it
follows from the integral version of the Minkowski inequality and orthogonality that
‖ projn(h2κ; f)‖κ,2 ≤ sup
y∈c(̟,θ)
(∫
Sd
∣∣Pn(h2κ;x, y)∣∣2 h2κ(x) dω(x))1/2 ‖f‖κ,1
=
(
sup
y∈c(̟,θ)
Pn(h
2
κ; y, y)
)1/2
‖f‖κ,1.
Using the pointwise estimate of the kernel in (2.21) and the fact that nθ ≥ 1, we
then obtain
‖ projn(h2κ; f)‖κ,2 ≤ cn
d−1
2 sup
y∈c(̟,θ)
d+1∏
j=1
(|yj |+ n−1)−κj‖f‖κ,1
≤ cn d−12 (nθ)σκ−d−12 sup
y∈c(̟,θ)
d+1∏
j=1
(|yj |+ θ)−κj‖f‖κ,1
≤ cnσκθσκ+ 12
(∫
c(̟,θ)
h2κ(y) dω(y)
)− 12 ‖f‖κ,1,
where the last step follows from (2.17). This proves Theorem 3.4 for p = 1.
Next, we use Ho¨lder’s inequality and Theorem 4.1 to obtain
‖ projn(h2κ; f)‖2κ,2 =
∫
c(̟,θ)
f(y) projn(h
2
κ; f)(y)h
2
κ(y) dω(y)
≤ ‖f‖κ,ν
(∫
c(̟,θ)
| projn(h2κ; f, y)|ν
′
h2κ(y) dω(y)
) 1
ν′
≤ cn σκσκ+1 θ 2σκ+1σκ+1
[∫
c(̟,θ)
h2κ(x) dσ(x)
]1− 2
ν ‖f‖2κ,ν,
which proves Theorem 3.4 for p = ν = 2σκ+2σκ+2 .
Finally, Theorem 3.4 for 1 ≤ p ≤ ν follows by applying the Riesz-Thorin con-
vexity theorem to the linear operator g 7→ projn(h2κ; gχc(̟,θ)). 
5.2. Proof of Theorem 3.3. Theorem 3.3 (i) follows directly by invoking Theorem
4.1 with θ = π. Theorem 3.3 (ii) follows from the Riesz-Thorin convexity theorem
applied to the boundedness of f 7→ projn(h2κ; f) in (2,2) and in (ν, 2).
We now prove that the estimates are sharp. We start with a duality result whose
proof is standard:
Lemma 5.1. Assume 1 ≤ p ≤ 2 ≤ q ≤ ∞ and 1p + 1q = 1. Then the followings are
equivalent:
(i) ‖ projn(h2κ; f)‖k,2 ≤ A‖f‖k,p,
(ii) ‖ projn(h2κ; f)‖k,q ≤ A‖f‖k,2.
To prove the sharpness of the estimates, we can assume without loss of generality
that κmin = κ1. For the case Theorem 3.3 (i) we define
fn(x) := Pn(h
2
κ;x, e), e = (1, 0, 0, . . . , 0).
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Since fn ∈ Hd+1n (h2κ), we have
‖ projn(h2κ; fn)‖κ,q = ‖fn‖κ,q =
(∫
Sd
|Pn(h2κ;x, e)|qh2κ(x)dω(x)
)1/q
.
Thus, it is sufficient to show that
(5.1) ‖fn‖k,q ∼ nσk−
2σκ+1
q ‖f‖k,2 for q ≥ 2(σκ+1)σκ .
Indeed, setting p = q/(q − 1) and using Lemma 5.1, (5.1) shows that
‖ projn(h2κ; fn)‖κ,2 ∼ c nσk−
2σκ+1
q ‖fn‖κ,p = c n(2σk+1)
“
1
p
− σκ+12σk+1
”
‖fn‖κ,p,
which proves the sharpness of (i).
Recall that C
(λ,µ)
n (t) denote the generalized Gegenbauer polynomial. It is con-
nected to Cλn by an integral formula, which implies by (1.5) that
Pn(h
2
κ;x, e) =
n+ λκ
λk
C(σκ,κ1)n (x1).
Hence, using (2.11), in terms of Jacobi polynomials we have
(5.2) P2n(h
2
κ;x, e) = O(1)nσκ+
1
2P
(σk− 12 ,κ1− 12 )
n (2x
2
1 − 1).
Since this is a function that only depends on x1, a standard changing variables
leads to
‖f2n‖κ,q ∼ nσκ+ 12
(∫ π
0
|P (σk−
1
2 ,κ1− 12 )
n (2 cos
2 θ − 1)|q| cos θ|2κ1(sin θ)2σκdθ
) 1
q
∼ nσκ+ 12
(∫ 1
−1
|P (σκ−
1
2 ,κ1− 12 )
n (t)|qw(σk− 12 ,κ1− 12 )(t)dt
)1/q
∼ nσκnσk− 2σk+1q ,
where in the last step we have used (2.19) and the condition q ≥ 2(σk + 1)/σκ >
(2σk+1)/σκ to conclude that the integral on [0, 1] has the stated estimate, whereas
the integral over [−1, 0], using P (α,β)n (t) = P (β,α)n (−t), has an order dominated by
the integral on [0, 1]. For q = 2, using (5.2), we get
‖f2n‖κ,2 =
(
P2n(h
2
κ; e, e)
) 1
2 ∼ nσκ .
Together, these two relations establish (5.1) for even n. The proof of the odd n is
similar. 
Remark 5.1. For the ordinary spherical harmonics, the sharpness of part (ii) in
Theorem 3.3 was proved in [14] with the help of the function (x1 + ix2)
n. For
h-harmonics, it is then natural to consider the function
Fn(x) := Vκ[(x1 + ix2)
n], x ∈ Rd,
where Vκ is the intertwining operator associated with h
2
κ and Z
d
2. Since the Dunkl
operator commutes with Vκ, so is the h-Laplacian, which leads to ∆hVκ [(x1 + ix2)
n] =
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Vκ [∆(x1 + ix2)
n] = 0, proving that Fn(x) is an h-harmonic of degree n. Further-
more, since Vκ is a product form, it follows from [10, Prop. 5.6.10] that
Fn(x) = an(x
2
1 + x
2
2)
n/2
×
[
n+ 2κ2 + δn
2κ2 + 2κ1
C(κ2,κ1)n
(
x1√
x21 + x
2
2
)
+ ix2C
(κ2+1,κ1)
n−1
(
x1√
x21 + x
2
2
)]
,
where an is a constant given explicitly in [10] and δn = 2κ2 if n is even and δn = 0
if n is odd. This explicit formula allows us to compute the norm ‖Fn‖κ,p explicitly.
For example, using [10, Lemma 3.8.9], we have immediately that∫
Sd
|Fn(x)|qh2κ(x)dω(x) =
∫
B2
|Fn(x)|q|x1|2κ1 |x2|2κ2(1−‖x‖2)|κ|−κ1−κ2+
d−3
2 dx1dx2,
where, since Fn depends only on (x1, x2), we have abused notation somewhat by
using Fn(x) in the right hand side as well. The above integral can then be evaluated,
by (2.11) and in polar coordinates, by using (2.19). The result, however, does not
yield the sharpness of (ii) in Theorem 3.3 when κ 6= 0.
6. Boundedness of Cesa`ro means
In this section we prove Theorems 3.1 and 3.2. By the standard duality argument,
it suffices to prove these theorems for 1 ≤ p ≤ 2. We shall assume 1 ≤ p ≤ ν :=
2σκ+2
σκ+2
and δ > δκ(p) for the rest of this section.
6.1. Proof of Theorem 3.1. We follow essentially the approach of [15], although
there are still several difficulties that need to be overcame.
6.1.1. Decomposition. Let ϕ0 ∈ C∞[0,∞) be such that χ[0,1] ≤ ϕ0 ≤ χ[0,2], and
let ϕ(t) := ϕ0(t) − ϕ0(2t). Clearly, ϕ is a C∞-function supported in (12 , 2) and
satisfying
∑∞
v=0 ϕ(2
vt) = 1 for all t > 0. Set
(6.1) Ŝδn,v(j) := ϕ
(2v(n− j)
n
)Aδn−j
Aδn
,
we define
Sδn,vf :=
n∑
j=0
Ŝδn,v(j) projj(h
2
κ; f), v = 0, 1, · · · , ⌊log2 n⌋+ 2.
Since
∑⌊log2 n⌋+2
v=0 ϕ
(
2v(n−j)
n
)
= 1 for 0 ≤ j ≤ n − 1, it follows that the Cesa`ro
means are decomposed as
(6.2) Sδn(h
2
κ; f) =
⌊log2 n⌋+2∑
v=0
Sδn,vf +
1
Aδn
projn(h
2
κ; f).
Using Theorem 3.3 and the fact that δ > δκ(p), we have
1
Aδn
‖ projn(h2κ; f)‖κ,p ≤ cn−δ‖ projn(h2κ; f)‖κ,2 ≤ cnδκ(p)−δ‖f‖κ,p ≤ c‖f‖κ,p.
On the other hand, using summation by parts ℓ ≥ 1 times shows that
Sδn,vf =
n∑
j=0
∆ℓ
(
Ŝδn,v(j)
)
Aℓ−1j S
ℓ−1
j (h
2
κ; f),
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where ∆ denotes the forward difference and ∆ℓ+1 := ∆∆ℓ. Since Ŝδn,v(j) = 0
whenever n− j > n2v−1 or n− j < n2v+1 , it is easy to verify by the Lebnitz rule that
(6.3)
∣∣∣∆ℓ(Sδn,v(j))∣∣∣ ≤ c2−vδ (2vn
)ℓ
, ∀ℓ ∈ N, 0 ≤ j ≤ n.
Hence, choosing ℓ > λκ and using the fact that S
ℓ
n(h
2
κ; f) is bounded in L
p(h2κ;S
d)
for all 1 ≤ p ≤ ∞ if ℓ > λκ, we conclude that for v = 0 and 1,
‖Sδn,vf‖κ,p ≤ cn−ℓ
n∑
j=0
jℓ−1‖Sℓ−1j (h2κ; f)‖κ,p ≤ c‖f‖κ,p.
Therefore, by (6.2), it is sufficient to prove that
(6.4) ‖Sδn,v(f)‖κ,p ≤ c2−vε0‖f‖κ,p, v = 2, · · · , ⌊log2 n⌋+ 2,
where ε0 is a sufficiently small positive constant depending on δ and p, but inde-
pendent of n and v.
6.1.2. Estimate of the kernel of Sδn,v. Let
Dδn,v(t) :=
n∑
j=0
Ŝδn,v(j)
λκ + j
λκ
Cλκj (t).
The definition shows that Sδn,vf = f ∗κ Dδn,v, so that the kernel of Sδn,vf is defined
by
Kδn,v(x, y) := Vκ
[
Dδn,v(〈x, ·〉)
]
(y).
Lemma 6.1. Let 2 ≤ v ≤ ⌊log2 n⌋+ 2. Then for any given positive integer ℓ,
|Kδn,v(x, y)|h2κ(y) ≤ cnd2v(ℓ−1−δ) (1 + nd(x¯, y¯))−ℓ−d+λκ+1 ,
where z¯ = (|z1|, · · · , |zd+1|) for z = (z1, · · · , zd+1) ∈ Rd+1.
Proof. We first define a sequence of functions {an,v,ℓ(·)}∞ℓ=0 by
an,v,0(j) = 2(j + λκ)Ŝ
δ
n,v(j),
an,v,ℓ+1(j) =
an,v,ℓ(j)
2j + 2λκ + ℓ
− an,v,ℓ(j + 1)
2j + 2λκ + ℓ+ 2
, ℓ ≥ 0.
Following the proof of Lemma 3.3 of [4, p.413–414], we can write, for any integer
ℓ ≥ 0,
(6.5) Dδn,v(t) = cκ
∞∑
j=0
an,v,ℓ(j)
Γ(j + 2λκ + ℓ)
Γ(j + λκ +
1
2 )
P
(λκ+ℓ− 12 ,λκ− 12 )
j (t),
so that
Kδn,v(x, y) = cκ
∞∑
j=0
an,v,ℓ(j)
Γ(j + 2λκ + ℓ)
Γ(j + λκ +
1
2 )
Vκ
[
P
(λκ+ℓ− 12 ,λκ− 12 )
j (〈x, ·〉)
]
(y).
Note that an,v,ℓ(j) = 0 if j + ℓ ≤ (1 − 12v−1 )n or j ≥ (1 − 12v+1 )n, so that the sum
is over j ∼ n. Furthermore, it follows from the definition, (6.3) and Lebinitz rule
that ∣∣∣△ian,v,ℓ(j)∣∣∣ ≤ c2−vδn−ℓ+1(2v
n
)i+ℓ
, i, ℓ = 0, 1, · · · .(6.6)
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Consequently, using the pointwise estimate of (2.20), it follows by (6.6) that
|Kδn,v(x, y)| ≤ cn2λκ+2ℓ−1−2|κ|
∑
j∼n
n−j∼ n2v
|an,v,ℓ(j)|
∏d+1
i=1 (|xiyi|+ n−1d(x¯, y¯) + n−2)−κi
(1 + nd(x¯, y¯))λκ+ℓ−|κ|
≤ cnd2v(ℓ−1−δ)
∏d+1
j=1(|xjyj |+ n−1d(x¯, y¯) + n−2)−κj
(1 + nd(x¯, y¯))λκ+ℓ−|κ|
≤ cnd2v(ℓ−1−δ)h−2κ (y) (1 + nd(x¯, y¯))λκ−d+1−ℓ ,
where in the last inequality we have used the fact that
d+1∏
j=1
(|xjyj|+ n−1d(x¯, y¯) + n−2)−κj ≤ ch−2(y)d(x¯, y¯)|κ|,
which follows since if |yj | ≥ 2d(x¯, y¯), then |x¯j − y¯j | ≤ d(x¯, y¯) ≤ |yj |/2 so that
|yj|2 ≤ 2|xjyj |, whereas if |yj | < 2d(x¯, y¯) then |yj |2 ≤ 2(n−1d(x¯, y¯)) · nd(x¯, y¯). This
completes the proof of Lemma 6.1. 
Corollary 6.2. For any γ > 0 there exists an ε0 > 0 independent of n and v such
that
sup
x∈Sd
∫
{y: d(x¯,y¯)>2(1+γ)v/n}
|Kδn,v(x, y)|h2κ(y) dω(y) ≤ c2−vε0 .
Proof. Invoking Lemma 6.1 with ℓ > λκ+1+
λκ−δ
γ , we see that the quantity to be
estimated is bounded by
c sup
x∈Sd
nd2v(ℓ−1−δ)
∫
{y: d(x¯,y¯)>2(1+γ)v/n}
1
(1 + nd(x¯, y¯))ℓ+d−λk−1
dω(y)
≤ c2v(ℓ−1−δ)
∫ π
2(1+γ)v/n
n(nθ)d−1
(1 + nθ)ℓ+d−λk−1
dθ
≤ c2v(ℓ−1−δ−(1+γ)(ℓ−λκ−1)) = c2−vε0
which proves the corollary. 
6.1.3. Proof of (6.4). Now we are in a position to prove (6.4). Recall that
Sδn,vf =
∑
(1−2−v+1)n≤j≤(1−2−v−1)n
Ŝδn,v(j) projj(h
2
κ; f).(6.7)
Assume δ > δκ(p), and let γ > 0 be sufficiently small so that δ > δκ(p) +
γ
(
δκ(p) +
1
2
)
. Set v1 = v(1 + γ). Let Λ be a maximal
2v1
n -separable subset of S
d;
that is, min̟ 6=̟′∈Λ d(̟,̟′) ≥ 2v1n and Sd ⊂ ∪̟∈Λc(̟, 2
v1
n ). Define
f̟(x) := f(x)χc(̟, 2v1
n
)(x)[A(x)]
−1 , A(x) :=
∑
̟∈Λ
χc(̟, 2v1
n
)(x).
Then evidently 1 ≤ A(x) ≤ c, x ∈ Sd, |f̟| ≤ c|f |, and f(x) =
∑
̟∈Λ f̟(x). Using
the Minkowski inequality, we obtain
‖Sδn,v(f)‖κ,p ≤
∑
̟∈Λ
‖Sδn,v(f̟)‖κ,p.
Thus, it is sufficient to show that for each ̟ ∈ Λ, we have
(6.8) ‖Sδn,v(f̟)‖κ,p ≤ c2−vε0‖f̟‖κ,p.
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To this end, we denote by c∗(̟, 2v1+1/n) the set
c∗(̟, 2
v1+1
n ) =
{
x ∈ Sd : d(x¯, ¯̟ ) ≤ 2v1+1/n}
and further define J(v, n) := {j : (1 − 2−v+1)n ≤ j ≤ (1 − 2−v−1)n}. Using (6.7)
and orthogonality, we obtain
‖Sδn,v(f̟)‖κ,2 =
( ∑
j∈J(v,n)
|Ŝδn,v(j)|2‖ projj(h2κ; f̟)‖2κ,2
) 1
2
.
Hence, by Ho¨lder’s inequality, Theorem 3.4 and (2.17), and (6.3) with ℓ = 0,(∫
c∗(̟,2v1+1/n)
|Sδn,v(f̟)(x)|p h2κ(x) dω(x)
) 1
p
≤ c
( ∫
c(̟,2v1+1/n)
h2κ(x) dω(x)
) 1
p
− 12( ∑
j∈J(v,n)
|Ŝδn,v(j)|2‖ projj(h2κ; f̟)‖2κ,2
) 1
2
≤ c2v1(δκ(p)+ 12 )n− 12
( ∑
j∈J(v,n)
|Ŝδn,v(j)|2
) 1
2 ‖f̟‖κ,p
≤ c2−v(δ−δκ(p)−γ(δκ(p)+ 12 ))‖f̟‖κ,p = c2−vε0‖f̟‖κ,p.
Finally, using Ho¨lder’s inequality, we obtain, for x /∈ c∗(̟, 2v1+1/n),
|Sδn,v(f̟)(x)|p =
∣∣∣∫
{y:d(̟,y)≤2v1/n}
f̟(y)K
δ
n,v(x, y)h
2
κ(y) dω(y)
∣∣∣p
≤
(∫
{y: d(y¯,x¯)≥2v1/n}
|f̟(y)|p|Kδn,v(x, y)|h2κ(y) dω(y)
)
×
(∫
{y: d(y¯,x¯)≥2v1/n}
|Kδn,v(x, y)|h2κ(y) dω(y)
)p−1
,
which, together with Corollary 6.2, implies(∫
Sd\c∗(̟,2v1+1/n)
|Sδn,v(f̟)(x)|p h2κ(x) dω(x)
) 1
p
≤ c(2−vε0)1− 1p sup
y∈Sd
(∫
{x: d(x¯,y¯)≥2v1/n}
|Kδn,v(x, y)|h2κ(x) dω(x)
) 1
p ‖f̟‖κ,p
≤ c2−vε0‖f̟‖κ,p.
Putting the above together, we deduce the desired estimate (6.8), hence (6.4),
and complete the proof of Theorem 3.1. 
6.2. Proof of Theorem 3.2.
6.2.1. Main body of the proof. For the proof of Theorem 3.1 we follow the approach
in [2], which can be traced back to [13]. We start with the following lemma.
Lemma 6.3. If Q is a polynomial of degree n on Rd+1, then for 1 ≤ p <∞,
‖Q‖∞ := max
x∈Sd
|Q(x)| ≤ cn(2σκ+1)/p‖Q‖κ,p.
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Proof. Let Sn(h
2
κ; f) denote the partial sum operator of the h-harmonic expansion.
Then Sn(h
2
κ;Q) = Q. The kernel of Sn(h
2
κ; f) is
Kn(h
2
κ;x, y) =
n∑
k=0
Pk(h
2
κ;x, y), Pk(h
2
κ;x, y) =
∑
j
Y kj (x)Y
k
j (y),
where {Y kj }j forms an orthonormal basis of Hd+1k (h2κ). If y ∈ Sd and |yℓ| =
max1≤j≤d+1 yj , then |yℓ| ≥ 1/
√
d+ 1. Hence, the pointwise estimate of (2.21)
implies that |Pn(h2κ;x, x)| ≤ cn2σκ . By the Cauchy-Schwarz inequality, we obtain
|Kn(h2κ;x, y)| ≤
n∑
k=0
Pk(h
2
κ;x, x)
1
2Pk(h
2
κ; y, y)
1
2 ≤ c
n∑
k=0
k2σκ ≤ cn2σκ+1.
Consequently, we conclude that
‖Q‖∞ = ‖Sn(h2κ;Q)‖∞ =
∥∥∥∥aκ ∫
Sd
Q(y)Kn(h
2
κ;x, y)h
2
κ(y)dω
∥∥∥∥
∞
≤ cn2σκ+1‖Q‖κ,1.
Furthermore, we clearly have ‖Q‖∞ ≤ ‖Q‖∞, and the case 1 < p < ∞ follows
immediately from interpolation of these two cases. 
Proof of Theorem 3.2. Our main objective is to show that
(6.9) sup
n∈N
‖Sδn(h2κ; f)‖κ,p ≤ c‖f‖k,p
does not hold if 1 ≤ p ≤ 2σκ+1σκ+δ+1 or p ≥ 2σκ+1σκ−δ . Let
p1 :=
2σκ + 1
σκ − δ and q1 :=
p1
p1 − 1 =
2σκ + 1
σk + 1 + δ
.
It is sufficient to prove that (6.9) does not hold for p1, since it then follows from
the Riesz-Thorin convexity theorem that (6.9) fails for p1 ≤ p ≤ ∞ and that (6.9)
fails for 1 ≤ p ≤ q1 follows by duality.
Let e ∈ Sd be fixed. Define a linear functional T δn : Lp 7→ R by
T δnf := S
δ
n(h
2
κ; f, e) = aκ
∫
Sd
f(x)Kδn(h
2
κ;x, e)h
2
κ(x)dω(x).
Since this is an integral operator, a standard argument shows that
‖T δn‖κ,p = ‖Kδn(h2κ;x, e)‖κ,q,
1
p
+
1
q
= 1,
where ‖T δn‖κ,p = sup‖f‖κ,p=1 |T δnf |. On the other hand, by Lemma 6.3, if (6.9)
holds, then we will have
|T δnf | = |Sδn(h2κ; f, e)| ≤ ‖Sδn(h2κ; f)‖κ,∞
≤ cn(2σκ+1)/p‖Sδn(h2κ; f)‖κ,p ≤ cn(2σκ+1)/p‖f‖κ,p.
Consequently, the above two equations show that we will have
(6.10) ‖Kδn(h2κ; ·, e)‖κ,q ≤ cn(2σκ+1)/p,
1
p
+
1
q
= 1.
To complete the proof of Theorem 3.2, we show that (6.10) does not hold for p = p1.
For this purpose we use the explicit formula for Kδn(h
2
κ;x, e) for e = ej (see, for
example, [11]), where e1, . . . , ed+1 denote the usual coordinate vectors in R
d+1,
Kδn(h
2
κ;x, ej) := K
δ
n(wλκ−κj ,κj ; 1, xj),
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where Kδn(wλ,µ; s, t) denotes the (C, δ) kernel of the generalized Gegenbauer poly-
nomials with respect to the weight function (2.10). Hence, we have∫
Sd
∣∣Kδn(h2κ;x, ej)∣∣q h2κ(x)dω(x) = c ∫ 1
−1
∣∣Kδn(wλκ−κj,κj ; 1, t)∣∣q wλκ−κj ,κj (t)dt.
Consequently, choosing j such that κj = κmin, we see that the proof of Theorem
3.2 follows by applying Proposition 6.4 below to σ = σκ and µ = κmin. 
Proposition 6.4. Let wσ,µ be the weight function in (2.10) and σ ≥ µ ≥ 0. Define
Φδn,q(wσ,µ, s) :=
∫ 1
−1
|Kδn(wσ,µ; s, t)|qwσ,µ(t)dt.
Then for q1 =
2σ+1
σ+1+δ and p1 =
2σ+1
σ−δ ,
Φδn,q1(wσ,µ, 1) ≥ Φδn,q1(wµ,σ, 0) ≥ cn(2σ+1)q1/p1 logn.
The proof of this proposition is given in the following subsection.
6.2.2. Proof of Proposition 6.4. The case of q = 1 and δ = σ has already been
established in [8, 11]. We follow the approach in [8] and briefly sketch the proof.
Using the sufficient part of Corollary 3.7, we can follow exactly the deduction in
[11, p. 293] to obtain
Φδn,q1(wσ,µ; 1) ≥ Φδn,q1(wµ,σ ; 0) = cn(σ+µ−δ+
1
2 )q1
×
∫ 1
0
∣∣∣∣∫ 1−1 P (σ+µ+δ+ 12 ,σ+µ− 12 )n (st)(1− s2)µ−1ds
∣∣∣∣q1 t2µ(1− t2)σ− 12 dt+O(1).
As a result, we see that Proposition 6.4 is a consequence of the lower bound of a
double integral of the Jacobi polynomial given in the next proposition.
Proposition 6.5. Assume σ, µ ≥ 0 and 0 ≤ δ ≤ σ + µ. Let a = σ + µ + δ,
b = σ + µ− 1 and q1 = 2σ+1σ+1+δ . Then∫ 1
0
∣∣∣∣∫ 1−1 P (a+ 12 ,b+ 12 )n (st)(1− s2)µ−1ds
∣∣∣∣q1 t2µ(1 − t2)σ−1/2dt(6.11)
≥ c n−(µ+1/2)q1 logn.
Proof. Denote the left hand side of (6.11) by In,q1 . First assume that 0 < µ < 1.
Following the proof of [8], we can conclude that
In,q1 ≥ cn−q1/2
∫ π/4
n−1
|Mn(φ)|q1 (sinφ)2σdφ−O(1)En,q1 ,
where
En,q1 := n
− 32 q1
∫ π/4
n−1
[∫ π−φ
φ
(cos2 φ− cos2 θ)µ−1
(sin θ2 )
a+1(cos θ2 )
b+1
dθ
]q1
(sinφ)2σdφ
and Mn(φ) := Kn(φ) +Gn(φ) satisfies
Kn(φ) ≥ cn−µφ−σ−δ−1 (1 + cos(2Nφ+ 2γ)) , n−1 ≤ φ ≤ ε,
for a sufficiently small absolute constant ε > 0, where N = n + a+b2 + 1 and
γ = −π2 (a+ 1− µ), and
|Gn(φ)| ≤ cn−1φµ−σ−δ−2, n−1 ≤ φ < π/4.
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From these estimates and the fact that q1(σ + 1 + δ) = 2σ + 1, it follows that∫ ε
n−1
|Kn(φ)|q1 (sinφ)2σdφ ≥ cn−µq1
∫ ε
n−1
φ2σ−q1(σ+1+δ)(1 + cos(2Nφ+ 2γ))q1dφ
= cn−µq1
∫ ε
n−1
φ−1(1 + cos(2Nφ+ 2γ))q1dφ ≥ cn−µq1 logn,
where in the last step we used (1+A)q1 ≥ 1+ q1A for A ∈ [−1, 1] and the fact that∫ ε
n−1
φ−1 cos(2Nφ+ 2γ))dφ ≤ c upon using integral by part once. Furthermore,∫ ε
n−1
|Gn(φ)|q1 (sinφ)2σdφ ≤ cn−q1
∫ ε
n−1
φ2σ+q1(µ−σ−δ−2)dφ
= cn−q1
∫ ε
n−1
φq1(µ−1)−1dφ ≤ cn−q1µ.
Together, these estimates yield that for 0 < µ < 1,∫ π/4
n−1
|Mn(φ)|q1 (sinφ)2σdφ ≥ cn−q1µ logn.
Moreover, the remainder En,q1 term can be estimated as follows
En,q1 ≤ cn−
3
2 q1
∫ π/4
n−1
[∫ π/4
φ
θµ−a−2(θ − φ)µ−1dθ
]q1
φ2σdφ
≤ cn− 32 q1
∫ π/4
n−1
φ(µ−σ−δ−2)q1+2σdφ
≤ cn− 32 q1−q1(µ−1) = cn−(µ+ 12 )q1 ,
where in the second step, we divided the inner integral as two parts, over [φ, 2φ]
and over [2φ, π/2], respectively, to derive the stated estimate.
Putting these two terms together, we conclude the proof for the case 0 < µ < 1.
The case µ = 1 can be derived similarly upon taking an integration by parts for
the inner integral in (6.11). The case µ > 1 reduces to the case 0 < µ < 1 upon
taking integration by parts ⌊µ⌋ times as in [8]. 
7. Proof of theorems on the ball and on the simplex
7.1. Proof of results on the unit ball. Under the mapping φ : x ∈ Bd 7→
(x,
√
1− ‖x‖2) ∈ Sd+ in (2.7), orthogonal polynomials with respect to WBκ in (2.6)
can be deduced from h-spherical harmonics that are even in xd+1. Moreover, the
connection (2.9) shows that the (C, δ) means Sδn(W
B
κ ; f) is related to S
δ
n(h
2
κ;F ) by
Sδn(W
B
κ ; f, x) = S
δ
n(h
2
κ;F,X), X := (x,
√
1− ‖x‖2),
where F (x, xd+1) := f(x) for x ∈ Bd and (x, xd+1) ∈ Sd. Consequently, by (2.8),
Theorem 3.5 with Ω = B follows immediately from Theorem 3.1.
The proof of Thereom 3.6 follows almost exactly as that of Theroem 3.2. We
have in this case ([11, p. 287-288])
Kn(W
B
κ ;x, ej) = K
δ
n(wλκ−κj,κj ; 1, xj), 1 ≤ j ≤ d,
Kn(W
B
κ ;x, 0) = K
δ
n(wkd+1,λκ−κd+1 ; ‖x‖, 0).
Hence, by (2.8), we can again reduce the proof of Theroem 3.6 to the lower bound
of Φδn,q(wσ,µ, 1) and Φ
δ
n,q(wµ,σ, 0), which follows again from Proposition 6.4.
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7.2. Proof of results on the simplex.
7.2.1. Projection operator. Under the mapping ψ : x ∈ T d 7→ (x21, . . . , x2d) ∈ Bd,
orthogonal polynomials with respect to WTκ on T
d and those with respect to WBκ
on Bd are related. In particular, we have the connection between projn(W
T
κ ; f) and
proj2n(W
B
κ ; f ◦ψ) given in (2.15), from which the result on the projection operators
can be readily derived.
In fact, if ‖ projn(WBκ ; f)‖WB
k
,p ≤ An‖f‖WBκ ;p, then by (2.15) and (2.14),
‖ projn(WTκ ; f)‖WTκ ;p = ‖ projn(WTκ ; f) ◦ ψ‖WBκ ;p
=
1
2d
∥∥∥∑
ε∈Zd2
proj2n(W
B
κ ; f ◦ ψ, ·ε)
∥∥∥
WBκ ;p
≤ ‖ proj2n(WBκ ; f ◦ ψ)‖WBκ ;p
≤ A2n‖f ◦ ψ‖WBκ ;p = A2n‖f‖WTκ ;p,
from which Theorem 3.8 for Ω = T follows immediately from the case Ω = B.
Furthermore, since the distance dT (x, y) on T
d is related to the geodesic distance
on Sd by
dT (ψ(x), ψ(y)) = d(X,Y ), X =
(
x,
√
1− ‖x‖2
)
, Y =
(
y,
√
1− ‖y‖2
)
,
from (2.8) and (2.14) it follows readily that∫
cT (x,θ)
WTκ (x)dx =
∫
c(X,θ)
h2κ(y)dω(y),
where X =
(√
x1, · · · ,√xd,
√
1− |x|
)
. Consequently, we conclude that Theorem
3.9 follows from Theorem 3.4.
7.2.2. Cesa`ro means. Since the connection (2.15) relates the projection operator of
degree n for WTκ to the projection operator of degree 2n for W
B
κ , we cannot deduce
results for the Cesa`ro means Sδn(W
T
κ ; f) from those of S
δ
n(W
B
κ ; f) directly. We can,
however, follow the proof of the theorems for the h-harmonics. Below we give a
brief outline on how this will work out.
Proof of Theorem 3.5 with Ω = T . We follow the decomposition in the subsection
6.1.1 to define
Sδn,v(W
T
κ ; f) =
n∑
j=0
Ŝδn,v(j) projj(W
T
κ ; f), v = 1, 2, . . . , ⌊log2 n⌋+ 2.
The same argument shows that it suffices to prove the analogue of (6.4),
(7.1) ‖Sδn,v(WTκ ; f)‖WTκ ,p ≤ c2−vε‖f‖WTκ ;p, v = 2, . . . , ⌊log2 n⌋+ 2.
Denote the kernel of Sδn,v(W
T
κ ; f) by K
δ
n,v(W
T
κ ;x, y). Then we have by (2.16) that
Kδn,v(W
T
κ ;x, y) := cκ
∫
[−1,1]d+1
Dδn,v(W
T
κ ; 2z(x, y, t)
2 − 1)
d+1∏
i=1
(1 − t2i )κi−1dt
where
Dδn,v(W
T
κ ; t) :=
n∑
j=0
Ŝδn,v(j)
(2j + λκ)Γ(
1
2 )Γ(j + λk)
Γ(λκ + 1)Γ(j +
1
2 )
P
(λk− 12 , 12 )
j (t).
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Consequently, define analogues of an,v,ℓ by
aTn,v,0(j) = (2j + λk)Ŝ
δ
n,v(j)
aTn,v,ℓ+1(j) =
an,v,ℓ(j)
2j + 2λκ + ℓ
− an,v,ℓ(j + 1)
2j + 2λκ + ℓ+ 2
,
we can then write, again following the proof of Lemma 3.3 of [4], that
Dδn,v(W
T
κ ; t) = c
n∑
j=0
aTn,v,ℓ(j)
Γ(j + 2λκ + ℓ)
Γ(j + λκ +
1
2 )
P
(λk+ℓ− 12 ,− 12 )
j (t).
The estimate (6.6) holds exactly for an,v,ℓ(j). Thus, to follow the proof of Lemma
6.1, we need to estimate
(7.2)
∫
[−1,1]d+1
P
(λk+ℓ− 12 ,− 12 )
j (2z(x, y, t)
2 − 1)
d+1∏
i=1
(1− t2i )κi−1dt.
Using the fact that P
(α,−1/2)
n (2t2−1) can be written in terms of P (α,α)n ([17, (4.1.5)]),
we can estimate (7.2) again by Lemma 2.20. The result is
|Kδn,v(WTκ ;x, y)|
[
WTκ (y)
]−1 ≤ cnd2v(ℓ−1−δ) (1 + nd(x¯, y¯))−λκ−ℓ+d−1 ,
which implies that the analogue of Corollary 6.2 holds; that is, for any γ > 0 there
is an ε0 > 0 such that
sup
x∈Td
∫
{y:dT (x,y)≥2(1+v)γ/n}
|Kn,v(WTκ ;x, y)|WTκ (y)dy ≤ c2−vε0 .
In order to prove (7.1), we then define Λ to be a maximal separate subset of T d
exactly as the one we defined in Subsection 6.1.3, except with d(̟,̟′) replaced by
dT (x, x
′). Define
fy(x) := f(x)χcT (y, 2
v1
n
)(x)[A(x)]
−1, A(x) =
∑
y∈Λ
χcT (y, 2
v1
n
)(x).
Then the same argument shows that it suffices to show that
‖Sδn,v(WTκ ; fy)‖WTκ ,p ≤ c2−vε0‖fy‖WTκ ;p.
This last inequality can be established exactly as in (6.8) and there is no need to
introduce the additional set c∗(̟, θ). 
Proof of Theorem 3.6. We first note that the analogue of Lemma 6.3 holds; that is,
for 1 ≤ p <∞,
‖Q‖∞ := max
x∈Td
|Q(x)| ≤ cn(2σκ+1)/p‖Q‖WTκ ,p
for any polynomial of degree n on Rd. Furthermore, following the proof of Theorem
3.2, it is sufficient to prove that
(7.3) ‖Kδn(WTκ ; ·, y)‖κ,q ≤ cn(2σκ+1)/p, 1p + 1q = 1,
where y ∈ T d is fixed, does not hold for p = p1 := 2σκ+1σκ−δ . To proceed, we then
express Kδn(W
T
κ ) in terms of the kernel for the Jacobi polynomial expansions ([11,
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p. 290])
Kδn
(
WTκ ;x, ej
)
= Kδn
(
w(λκ−κj−
1
2 ,κj− 12 ); 1, 2xj − 1
)
, 1 ≤ j ≤ d,
Kδn(W
T
κ ;x, 0) = K
δ
n
(
w(λκ−κj−
1
2 ,κj− 12 ); 1, 1− 2|x|
)
,
from which we can deduce by changing variables that∫
Td
∣∣Kδn (WTκ ; ej , y)∣∣qWTκ (y)dy
= c
∫ 1
−1
∣∣∣Kδn (w(λκ−κj− 12 ,κj− 12 ); 1, t)∣∣∣q w(λκ−κj− 12 ,κj− 12 )(t)dt
for 1 ≤ j ≤ d, and also for j = d+1 if we agree that ed+1 = 0. As a result, we have
reduced the problem to that of Jacobi polynomial expansions, so that the desired
result follows from [6]. 
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