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Abstract
A key factor in the modern success of deep learning is the astonishing expressive
power of neural networks. However, this comes at the cost of complex, black-boxed
models that are unable to extrapolate beyond the domain of the training dataset,
conflicting with goals of expressing physical laws or building human-readable pro-
grams. In this paper, we introduce OccamNet, a neural network model that can find
interpretable, compact and sparse solutions for fitting data, à la Occam’s razor. Our
model defines a probability distribution over a non-differentiable function space,
and we introduce an optimization method that samples functions and updates the
weights based on cross-entropy matching in an evolutionary strategy: we train
by biasing the probability mass towards better fitting solutions. We demonstrate
that we can fit a variety of algorithms, ranging from simple analytic functions
through recursive programs to even simple image classification. Our method takes
minimal memory footprint, does not require AI accelerators for efficient training,
fits complicated functions in minutes of training on a single CPU, and demon-
strates significant performance gains when scaled on GPU. Our implementation,
demonstrations and instructions for reproducing the experiments are available at
https://github.com/AllanSCosta/occam-net.
1 Introduction
Entities should not be multiplied unnecessarily. — William of Ockham
In recent years, deep learning has quickly grown to revolutionize a number of complex tasks, ranging
from language modeling to computer vision [1]. The key to this success was found in designing a
large search space in which many local minima are good enough approximations for a given task [2].
But this blessing comes at a cost of having large and complex models, which often conflicts with
goals of sparsity and interpretability [3], making neural nets especially ill-suited for a myriad of
physical and computational problems that have compact and interpretable underlying mathematical
structures.
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Figure 1: (a) A two-output network model with depth L = 2, ~x = [x0, x1], constants C = [1, pi] and
bases functions Φ = 〈+(·, ·), sin(·), (·)2,×(·, ·)〉. Highlighted are the arguments sublayer, composed
of Σ nodes, and the images sublayer, composed of the bases functions from Φ. Together, these two
sublayers define a single layer of our model. (b) An example of function-specifying directed acyclic
graphs (DAGs) that can be sampled from the network in (a). In this case, the function expressions
reduce to ~y(~x) = [y0(~x), y1(~x)], with y0(~x) = sin2(x0 + 1) and y1(~x) = sin
(
pi2 sin(x1)
)
.
For instance, simple harmonic motion can be described by a small set of equations that allow for
human-level understanding and can easily be generalized beyond the domain of available data. A
similar scenario can be found in input-output-based programs: a few lines of code can easily express a
wide range of mathematical behavior, despite the hidden program simplicity. Finding these underlying
mathematical structures for equations and programs are the tasks of symbolic regression and program
synthesis, respectively. But even though neural networks can easily emulate physical motion or
simple programs, the resulting model is not interpretable, might not preserve desired physical or
computational properties (e.g. time invariance), and is unable to generalize beyond observed data.
Moreover, neural networks’ reliance on large complexity implies that reproducing programs or
equations might require the full collection of trained weights to be encoded as an approximation, in
opposition to a compact form solution.
In contrast, Evolutionary Algorithms (EAs) have been successful in symbolic regression and automatic
programming [4], as they are able to find interpretable and compact models that can explain observed
data. EAs have recently been employed as a competitive alternative to gradient descent for optimizing
neural networks, in what is called Neuroevolution [5–7]. Traditionally, these algorithms operate
over populations of candidate solutions using a number of methods inspired by biological evolution,
such as mutations and selection of the fittest [4]. More recently, evolutionary strategies that model
a probability distribution over parameters, updating this distribution according to their own best
samples (i.e. selecting the fittest), were found to be advantageous in optimization on high-dimensional
spaces, including in those of neural networks’ hyperparameters [8, 9]. This approach is of particular
interest for the purposes of Neuroevolution, as keeping a probability distribution over the weights
requires less storage in comparison to keeping a population of networks over which selection occurs.
In this paper, we consider the mixed approach of connectionist and evolutionary optimization for
the purposes of symbolic regression, program synthesis and simple pattern recognition, also with an
outlook to promising integration with deep learning. We use a neural network to model a probability
distribution over functions, and optimize the model through a novel evolutionary strategy. For that,
we also introduce a loss function that can be easily tuned for different tasks. Our method can handle
non-differentiable functions, and converges to interpretable and sparse symbolic expressions. We
also introduce a number of strategies to induce compactness and simplicity, à la Occam’s Razor.
2 Model architecture
2.1 Layer structure
A dataset D = {〈~xp, ~yp〉}|D|p=1 consists of pairs of observations ~xp and targets ~yp = f∗ (~xp), where
f∗(~xp) = [f∗0 (~xp), . . . , f
∗
v−1(~xp)]
>. Here, each f∗j (·) is a hidden target function we aim to model
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(the j-th component of the output of size v). Our goal is to compose either the exact form or an
approximation of f∗i (·) using a predefined collection of N basis functions Φ = {φi(·)}Ni=1, which
can be understood as a primitives for programs or functions. Note that bases can be repeated, their
arity (number of arguments) are not restricted to one, and they may operate over different domains.
The architecture to solve this problem resembles a conventional fully connected network with L
layers, where layer l connects to layer l + 1 via a fully connected layer with weights wl and no bias.
We define W =
{
w(l,i); 1 ≤ l ≤ L, 1 ≤ i ≤ N} as the collection of all weights, where w(l,i) are
the weights at layer l for base φi(·). The structure of W is discussed in Section 2.2.
An example of our model architecture is depicted in Figure 1. The input ~x is concatenated with
a predefined collection of constants (e.g. pi, 1, e), which are used along with the bases Φ to build
constant factors in our solution. To incorporate the bases Φ into the network, we follow a similar
approach as [10–12] in which the bases act as activation functions on the nodes of the network. More
specifically, each hidden layer consists of the arguments sublayer and the images sublayer. The bases
are stacked in the images sublayer and act as the activation functions of their respective nodes. Each
basis takes in n > 0 arguments, which are stacked in the arguments sublayer. We call nodes in the
arguments sublayer Σ-nodes, as they sum over values from the previous images sublayer. Figure 1
highlights this sublayer structure, while the supplemental material (SM) describes the mathematical
formalism behind it.
2.2 Temperature-controlled connectivity
To make the network more interpretable, we want connections to be as sparse as possible. There
are numerous approaches to inducing sparsity in neural networks, including L1, L0 and L1/2
regularization [13–15], but these methods indiscriminately regularize all the weights equally without
capturing structure within layers. Here we propose a sparsity method based on the probabilistic
interpretation of the softmax function to control the sparsity of each layer: sparsity is achieved by
shaping the resulting softmax distribution into a delta function, as explained below. This has the
additional benefit of allowing us to sample over the probability distribution for training, as discussed
in Sections 2.3 and 3.2.
Let h(l) and h˜(l+1) be two consecutive images and arguments sublayers with Nl and Ml+1 number
of neurons, respectively. In a conventional neural network, these two sublayers would be related by a
matrix with trainable weights. Here, to promote probability-based sparsity, we define a T -softmax
layer for any temperature T > 0 as the following transformation
W(T ) · h(l) =
 softmax(w1;T )
>
...
softmax(wMl+1 ;T )
>

h
(l)
1
...
h
(l)
Nl
 ≡

h˜
(l+1)
1
...
h˜
(l+1)
Ml+1
 = h˜(l+1), (1)
where softmax is the softmax activation, controlled by temperature T 3. So instead of allowing each
element of matrix W to vary independently, we constrain each row of the matrix through the softmax
function. This ensures that the elements in each row are positive and add up to one, leading to a
probabilistic interpretation. In practice, we set up T to a fixed, typically small, number throughout
training. The last layer is usually set to have a higher temperature to allow for more compositionality.
Moreover, it is possible to explore schedulers for the temperature in the spirit of simulated annealing
[16, 17], which we discuss in the SM.
2.3 A neural network as a probability distribution over functions
The softmax transformation specifies the probability of each argument node to be connected with a
previous layer’s image node. Hence, for fixed weights W our model represents a distribution q(·|W)
over compositions yielding functions f ≡ f(·) in a function space FLΦ defined as follows:
FLΦ = {all function compositions up to nesting depth L of bases Φ}.
3as usual, for any z = [z1, . . . , zNl ] we define softmax(z;T ) :=
[
exp(z1/T )∑Nl
i=1 exp(zi/T )
, . . . ,
exp(zNl/T)∑Nl
i=1 exp(zi/T )
]>
,
the limit of which is a delta function as T → 0.
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a)                                                                        b)
Figure 2: Augmenting
the neural network from
Figure (1.a) L = 2
and Φ consists of the
bases +(·, ·), sin(·), (·)2
and ×(·, ·). Dashed
lines indicate the origins
from the reused neurons.
Colour indicates the ori-
gin of the skip connec-
tions.
If we allow each Σ-node to sample a single connection from their local softmax probabilities, the
network becomes sparse and describes a function-specifying directed acyclic graph (DAG), as seen in
Figure (1.b). Each function f(·) ∈ FLΦ that can be sampled is associated with a probability modeled
by the network weights W. We can now define the optimal weights W∗ of our neural network as
satisfying the following property
q(f |W∗) = 1 for some f such that f(x) = f∗(x) for all x in the domain of f∗.
Note that since q(·|·) is a probability distribution we have that∑f∈FLΦ q(f |W) = 1 and q(f |W) ≥ 0
for all f in FLΦ.
In practice, using a neural architecture allows for efficient sampling and function evaluation. At any
given layer l, we apply the softmax transformation to weights W (l), as described in Section 2.2, to
obtain W˜ (l). Each row of W˜ (l) then defines a categorical distribution, from which we can efficiently
sample an index representing a specific image-to-argument edge. Finally, these sampled edges are
encoded as sparse matrices, through which a forward pass results in a full, sampled function being
evaluated. The probability of this function being generated by this model can easily be recovered
from the weights and the sampled indices by backtracking starting from the outputs.
2.4 Skip connections
We augment our model with skip connections similar to those in DenseNet [18] and ResNet [19],
in which the image hidden states are concatenated with those of subsequent layers, as depicted in
Figure 2. Skip connections yield several desirable properties for our model: (i) The network can find
compact solutions as it allows all levels of composition to be considered. This promotes sparsity and
interpretability of the solution. (ii) Shallow layers can be trained before or alongside the subsequent
layers due to more direct supervision, for gradients can propagate to shallow layers more easily
to avoid exploding or vanishing gradients. We also speculate that this allows subsequent layers to
behave as higher-order corrections to the solutions found in early layers. (iii) Primitives in shallow
layers can be reused, analogous to feature reuse in DenseNet. For finding programs, this encourages
modularity by allowing program subroutines to be composed earlier and then reused in deep layers.
3 Training
We want to be able to include bases that are non-differentiable so that we can express a wide range of
functions and programs. Additionally, while local minima are often “good enough” for deep learning,
symbolic regression typically wants to be able to escape local minima and explore a broader range of
functions. To approach this, we propose a loss function and a training method that combine gradient
based optimization and evolutionary strategies for efficient global exploration of the function space.
3.1 Loss
In order to train q(·|W), we consider a mini-batch M = 〈X,Y 〉, and sample a function from
the network f(·) ∼ q(·|W). We then compute the fitness of f(·) with respect to a training pair
(~x, y)4 by evaluating an interpolation amplitude using a normalized radial basis function (RBF)
4For simplicity we consider scalar outputs. We discuss multi-output networks in the next section.
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kernel k(f(~x), y) = (2piσ2)−1/2 exp
(−(f(~x)− y)2/(2σ2)). This kernel is equivalent to a Gaussian
with mean y and variance σ2, and measures how close f(~x) is to the target y. The total fitness is
constructed by summing over the entire mini-batch as follows K(M, f) =∑(~x,y)∈M k(f(~x), y).
Note that the variance of k(f(~x), y) characterizes the smoothness of the fitness function for our
training. In the extremum σ2 → 0, the RBF defines a delta function for which the fitness will only
be non-zero for some (~x, y) if f(~x) = y. Similarly, a large variance characterizes a fitness in which
potentially many solutions give good approximations, increasing the risk of convergence to local
minima. In the former case, learning becomes harder as only few f(·) out of exponentially many
samplable functions will result in any signal, whereas in the later case learning might not converge
to the optimal solution. We hence let σ2 be a network hyperparameter which can be tuned for the
tradeoff between ease of learning and solution optimality for different tasks.
We can now introduce a loss function as to perform backpropagation on the weights of q(·|W):
Hq[f,W,M] = −
∑
〈~x,y〉∈M
log q(f(~x)|W) k(f(~x), y)
= − log q(f(·)|W)
∑
〈~x,y〉∈M
1√
2piσ2
exp
(
− (f(~x)− y)
2
2σ2
)
= − log q(f(·)|W) K(M, f). (1)
If we interpret k(·, y) as a Gaussian probability density conditional on its mean being the target y, we
can interpret (1) as the cross-entropy of the conditional distribution for the target and the probability
of the sampled function f. Our intuition is that if the sampled function f is close to f∗, thenK(M, f)
will be large and the gradient update below will also be large:
∇WHq[f,W,M] = −∇Wq(f |W)
q(f |W) K(M, f). (2)
The first term on the right hand side (RHS) of the update (2) increases the likelihood of the function f.
The second term on the RHS is the interpolating amplitude, and it is maximal when f ≡ f∗, and most
importantly, it will be close to zero as f deviates from f∗. If the sampled function is not close to the
target, then the likelihood update will be suppressed by the vanishing interpolating function. Thus, we
only optimize the likelihood for functions close to the target. Since a probability increase for a given
sample is coupled with a probability decrease in some negative samples (through our local softmax
coupling), in spirit (2) also performs a form of negative sampling, as defined in Word2Vec [20].
In practice, we also tested reweighting the importance of the top-λ routes. Let us sort those routes in
increasing order of K(M, ·). Then, if K(M, fi) denotes the i-th sorted fitness, we substitute it by
K ′(M, fi) = K(M, fi)/i. This results in updates that are biased towards the best routes within the
already selected ones. We find that this small modification does not improve the fraction of solutions
that converge to the correct result, but it does make convergence faster.
Note that in (2) we backpropagate only through the probability of the function f given by q(f |W),
whose value does not depend on the bases in Φ. This suggests that the bases can be non-differentiable,
without interfering with our optimization. This is particularly useful for our program discovery and
pattern recognition experiments, as these domains require logic operations such as MIN, MAX and
IF, which are non-differentiable.
3.2 Evolutionary strategy
A simple training algorithm can be executed by sampling R functions in each step and performing
a gradient step for each sampled function as defined in (2). However, we found that this approach
can easily converge to inadequate local minima. Instead, inspired by the recent development of
evolutionary-based optimization algorithms, we propose an evolutionary strategy to update our model.
Denote W(t) as the set of weights at training step t. We initialize all weights of W(0) to the same
value of 1. Let us also fix two hyperparameters: R, the number of functions to sample from q(·|·) at
each training step; and λ, or the truncation parameter, which defines the fraction of the R paths to be
chosen for optimization via (2). Initialize t = 0, and W(0). The algorithm then proceeds as follows:
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1. Sample R functions f1, . . . , fR ∼ q(·|W(t)).
2. Evaluate K(fi,M) for each i = 1, . . . , R and choose λ paths which yield the top-λ highest
values of K(·,M). If the network is multi-output with v outputs, then for each output select
the top-λ function candidates for each output, yielding a total of vλ selected functions. The
total loss is then given by
∑vλ
i=1Hq[fi,W,M], which yields the gradient update for the
training step:
−
vλ∑
i=1
∇Wq(fi|W)
q(fi|W) K(M, fi). (3)
3. Obtain W(t+1) by performing the gradient step (3) on W(t) for all selected paths. In
practice, we find that the Adam algorithm [21] worked well for our experiments.
4. Set t = t+ 1 and repeat from Step 1 until a stop criterion is met.
The benefit ot using (3) versus (2) is that accumulating over the top-λ best fits to the target allows for
explorations of function compositions that contain desired components, but are not fully developed
yet. For example, if we want to train an implicit function with OccamNet, such as the hyperbola
x0x1 = 1, then the constant function f = 1 would always be a best fit, but it does not capture the
desired behavior, while a composition that contains x0 might not be fully developed to x0x1, but the
probability of choosing x0 should be increased, which is possible through (3). We find that initializing
the weights W(0) to a matrix filled with a single value works in practice, and can be understood as
initializing the model to a probability distribution that is well spread over the function space.
3.3 Recurrence
OccamNet can also be trained to find recurrence relations, which is of particular interest for programs
that rely on FOR or WHILE loops (see Table 1 for examples of such programs). To find such
programs, we assume a maximal depth of recursion D ∈ N. Let us use the following notation for
recurring functions: f◦(n+1)(x) ≡ f◦n(f(x)), with base case f◦1(x) ≡ f(x).
We augment the evolutionary algorithm as follows. We first sample (f1, . . . , fR) ∼ q(·|W(t)). For
each fi, we compute its recurrence up to depth D: (f◦1i , f
◦2
i , . . . f
◦D
i ), obtaining a collection of
RD functions. Training continues similarly to Section 3.2 in which we compute the corresponding
K(M, f), select the best λ fraction of them, and update the weights. It is important to note that we
have to consider all depths up to D since our maximal recurrence depth might be larger than the one
for the target function.
Note that we do not change the network architecture to accommodate for recurrence depth D > 1.
As described in Section 3.2, we can efficiently use the network architecture to evaluate a sampled
function f(~x) for a given batch of ~x. To incorporate recurrence, we simply take the output of this
forward pass and feed it again to the network D times, in a similar fashion to a recurrent neural
network. The resulting outputs are evaluations (f◦1i (~x), f
◦2
i (~x), . . . f
◦D
i (~x)) for a given batch of ~x.
4 Experiments and Discussion
In order to empirically validate our model, we devise a diverse collection of benchmarks in three
categories. Analytic functions consist of simple, smooth equations, while Programs include non-
differentiable operations (such as IF or MAX). Finally, we also experiment with Pattern Recognition
tasks to investigate both the accuracy and interpretability of our model’s solution.
For our experiments, we set the stop criterion and terminate learning when the top-λ sampled
functions all return the same fitness K(·, f) for 30 consecutive epochs. If this happens, these samples
are either the exact same function-specifying DAG or equivalent function expressions for the input
domain. At this training point, the network’s probability mass will increasingly concentrate on these
expressions, and computing the most likely DAG allows us to retrieve the final expression. We say
that the network has converged in discovering functions if this final expression matches the correct
function. For pattern recognition, there is no ground truth for a correct composition, so we measure
the accuracy of the classification rule on a test split, in the conventional manner.
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Table 1: Holistic benchmarking of OccamNet. η is rate of successful converges from 10 trials. Tc is
the time of convergence measured in number of epochs. Reported accuracy is median from 10 trials.
Analytic Functions Programs
Targets η Tc Targets η Tc
2x2 + 3x 10/10 50 3x if x > 0, else x 7/10 260
sin(3x+ 2) 8/10 560 x2 if x > 0, else −x 10/10 100∑3
n=1 sin(nx) 7/10 1,900 x if x > 0, else sin(x) 10/10 2,360
(x2 + x)/(x+ 2) 9/10 810 SORT(x0, x1, x2) 7/10 810
x20(x0 + 1)/x
5
1 3/10 3,050 4LFSR(x0, x1, x2, x3) 10/10 140
x20/2 + (x1 + 1)
2/2 6/10 830
x0x1 − 1 = 0 3/10 1,000 y0(~x) = x1 if x0 < 2, else −x1 3/10 1,570
Pattern Recognition y1(~x) = x0 if x1 < 0, else x21
Targets Acc. (%) Tc
MNIST Binary 92.9 1,500 g(x) = x2 if x < 2, else x/2 10/10 640MNIST Trinary 59.6 4,000 y(x) = g◦4(x)
ImageNet Binary 70.7 4,000
Backprop OccamNet 98.1 100 g(x) = x+ 2 if x < 2, else x− 1 10/10 640Finetune ResNet 97.3 40 y(x) = g◦2(x)
In all of the experiments, we cap the maximum number of iterations, so that if termination is not met
in a set number of steps we benchmark it as not converged. We also keep a constant temperature
for all the layers, except for the last one. An increased last layer temperature allows the network to
explore higher function compositionality, as shallow layers can be further trained before the last layer
probabilities become concentrated; this is particularly useful for learning functions with high degrees
of nesting. More details on hyperparameters for experiments can be found in the SM.
4.1 Analytic Functions
We collect a series of benchmarks that consist of composition of basic building blocks of analytic
functions. Refer to Table 1 for the convergence rate and number of steps required for convergence.
From our experimental benchmarks, we highlight the large ratio of convergence for the function
expression f(x) = (x2 + x)/(x+ 2), which we originally speculated could easily trick the network
to get stuck in the local minimum f(x) ≈ x + 1 for large enough x. In contrast, similarly to the
difficulties faced by Udrescu and Tegmark [22], we find that f(x0, x1) = x20(x0 +1)/x
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1 often failed
to converge, as the factor x20(x0+1) often got approximated to x
3
0; even when convergence did occur,
it required a relatively large number of steps for the network to resolve this additional constant factor.
We also tested implicit functions. OccamNet was set to learn the implicit equation of hyperbola
x0x1 = 1 with inputs x0 and x1 satisfying the equation and setting a constant target y0 = 1.
Interestingly, the model does not fall into the famous trap [23] of producing the trivial equation 1 = 1.
We were unable to fit more complicated implicit functions, such as the circle equation x20+x
2
1−1 = 0.
In future work we will focus on testing different forms of regularization to accommodate for those
cases.
4.2 Programming
We collect a number of benchmarks in learning non-differentiable, potentially recursive/iterative
functions under the Programs section in Table 1. Of particular interest are the logic functions involving
IF statements, which we found to converge quickly for simple equations. We also investigated learning
recurrent logic expressions by employing the methods described in Section 3.3. From our experiments,
we highlight both the network’s fast convergence to the right functional form and the discovery of the
correct recurrence depth of the final expression.
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We also investigated the usage of bases such as MAX and MIN for the purpose of sorting numbers,
obtaining relatively well-behaved final solutions: the few solutions that did not converge would
fail only in deciding the second component y2 of the output vector. Finally, we introduced binary
operators and discrete input sets for testing a simple 4-bit LFSR, for which we again highlight the
fast convergence and high success rate.
4.3 Pattern recognition
To further investigate OccamNet’s capabilities in different tasks, we also try simple pattern recognition
on various image datasets. Of particular interest is the interpretability of the model’s solutions. In the
future, we hope to integrate our model with other tasks in an end-to-end fashion.
We begin with MNIST [24] data and train OccamNet to classify in a binary setting between the digits 0
and 7 (MNIST Binary). For this high-dimensionality task, we implement OccamNet on GPU, yielding
a considerable 8x speedup compared to CPU. One of the successful functional fits that OccamNet
finds is y0 (~x) to be tanh (10 (max(x715, x747) + tanh(x435) + 2x710 + 2x713)) and y1 (~x) to be
tanh (10 tanh(10 (x512 + x566))) ; the model learns to incorporate pixels that are indicative of the
class into the functional fit: for example, here x512 and x566 would be indicative of the digit 7.
We further classify between classes 0, 1 and 2 (MNIST Trinary) and obtain 59.6% accuracy, which
indicates that OccamNet is learning pattern recognition, beyond random exploration of the search
space. From our experiments, we note that: (i) shallow networks are sufficient for good accuracy; (ii)
skip connections require very small learning rate, as otherwise the model learns to output a particular
pixel; (iii) OccamNet without skip connections requires large learning rates because a whole path
needs to be trained at once, as the architecture is less modular.
These above-mentioned observations hold true when we further benchmark the integration of Oc-
camNet with deep feature extractors. We extract features from ImageNet images using a ResNet
50 model, pre-trained on Imagenet [19]. For simplicity, we choose two classes from the dataset,
“minivan” and “porcupine,” (ImageNet Binary). Furthermore, OccamNet improves its accuracy signif-
icantly backpropagating through our model using standard cross-entropy signal. We either freeze the
ResNet weights (Backprop OccamNet) or finetune ResNet through OccamNet (Finetune ResNet).
In both cases the converged OccamNet represents simple rules (y0(~x) = x1838 and y1(~x) = x1557)
suggesting that replacing the head in deep neural networks with OccamNet might be promising.
5 Related Work
There’s a diverse and prosperous body of work in solving the tasks of symbolic regression and
program synthesis. OccamNet was partially inspired by EQL network [10–12], a neural network-
based symbolic regression system which has successfully been able to find simple analytic functions.
Neural Arithmetic Logic Units (NALU) and related models [25, 26] provide neural inductive bias
for arithmetic in neural networks, which in principle can fit some of the benchmarks in Table 1.
NALU updates the weights by backpropagating through the activations, shaping the neural network
towards a gating interpretation of the linear layers. However, generalizing those models to diverse
set of function bases might be a formidable task: from our experiments, backpropagation through
some activation functions (such as division or sine) seems to make training considerably harder. In a
different computation paradigm, genetic programming has performed exceptionally well in the task
of symbolic regression [27, 22], and a number of evolution-inspired, probability-based models have
been explored for this goal [28]. In future work, we will investigate how OccamNet compares to
these methods, especially in the context of search spaces with large dimensionality.
For programs, one option to fit programs is to use EQL-based models with logic activations (step
functions, MIN, MAX, etc.) approximated by sigmoid activations. Another is probabilistic program
induction using domain-specific languages [29–31]. Neural Turing Machines [32, 33] and their stable
versions [34] are also able to discover interpretable programs, simulated by neural networks via
observations of input-output pairs by relying on an external memory. However, here we achieve
similar results (for example, sorting) without external memory and in only minutes on a CPU.
To our knowledge we are not aware of a classifiers that predict MNIST or ImageNet labels using
symbolic rules in the way considered in this paper. The closest baseline we found is using GP [35],
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which in principle can perform comparably well to our neural method, but it is unclear how to
integrate it with deep learning.
6 Conclusion and Future Work
In this paper, we introduced a probability-based neural network model for discovering compact,
interpretable solutions to fitting data. We introduced an evolutionary strategy for training, alongside
with a tunable loss function and a number of architectural design choices that ensure compactness.
We discussed methods to incorporate recurrence, and introduced hyperparameters that accommodate
different tasks. We tested OccamNet’s power in discovering function expressions, and showed how
it can be used in different problem settings. Future work will include extending this framework to
a range of symbolic regression and program synthesis tasks, such as integration or string parsing.
Finally, we demonstrated that our method can be coupled with deep learning feature extraction
methods, laying the groundwork for future investigation on integrating interpretable and probabilistic-
based methods to deep learning.
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Supplementary Materials
We have organized the Supplemental Material as follows: In Section A we present further details
about our mathematical formalism. In Section B we present our experimental hyperparameters. In
Section C we present a series of ablation studies. In Section D we conclude with a discussion on
neural models for sorting and pattern recognition.
A Mathematical Formalism
Here we introduce the full mathematical formalism behind OccamNet. As described in the main text,
we start from a predefined collection of N basis functions Φ = {φi(·)}Ni=1. Each neural network
layer is defined by two sublayers, the arguments and image sublayers. For a network of depth L, each
of these sublayers is reproduced L times. Now let us introduce their corresponding hidden states:
each l-th arguments sublayer defines a hidden state vector h˜(l), and similarly each l-th image sublayer
defines a hidden state h(l), as follows
h˜(l) =
[
h˜
(l)
1 , . . . , h˜
(l)
M
]
, h(l) =
[
h
(l)
1 , . . . , h
(l)
N
]
. (4)
These vectors are related through the bases functions:
h
(l)
i = φi
(
h˜
(l)
j , . . . , h˜
(l)
j+α(φi)
)
, j =
∑
0≤k<i
α(φk), M =
∑
0≤k≤N
α(φk), (5)
where α(φ) is the arity of function φ(·, . . . , ·). This formally expresses how the arguments connect
to the images in any given layer, visualized as the bold edges between sublayers in Figure 1 in the
main paper. To complete the architecture and connect the images from layer l to the arguments of
layer (l + 1), we use the described softmax transformation: 5
W(T ) · h(l) =
 softmax(w1;T )
>
...
softmax(wMl+1 ;T )
>

h
(l)
1
...
h
(l)
Nl
 ≡

h˜
(l+1)
1
...
h˜
(l+1)
Ml+1
 = h˜(l+1), (6)
Where the hidden states h(l) and h˜(l+1) have Nl and Ml+1 coordinates, respectively.
From Equation (5), we see that Ml+1 = M =
∑
0≤k≤N α(φk). If no skip connections are used,
Nl = N = |Φ|. If skip connections are used, however, Nl grows as l increases. We demonstrate how
the scaling grows as follows.
Let u be the number of inputs and v be the number of outputs. When learning connections from
images to arguments at layer l (1 ≤ l ≤ L) there will be skip connections from the images of the
previous l− 1 layers 1, . . . , l− 1. Hence each layer produces the following list of numbers of images
{u + (i + 1)N}Li=0. We learn linear layers from these images to arguments, and the number of
arguments is always M . Thus, in total we have the following number of parameters:(
M
L−1∑
i=0
(u+ (i+ 1)N)
)
+ v(u+ (L+ 1)N) ∈ O(NML2),
Along with the added inputs and constants, this description fully specifies the mathematical structure
of our architecture.
5as before, we define for any z = [z1, . . . , zNl ] the softmax function as follows softmax(z;T ) :=[
exp(z1/T )∑Nl
i=1 exp(zi/T )
, . . . ,
exp(zNl/T)∑Nl
i=1 exp(zi/T )
]>
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B Experimental Hyperparameters
In Table 2 we present and detail the hyperparameters we used for our experiments in the main paper.
All our experiments use a batch size of 1000, except for Backprop OccamNet and Finetune ResNet,
for which we use batch size 128. For each of our pattern recognition experiments we use a 90%/10%
train/test random split for the corresponding datasets. The input pixels are normalized to be in the
range [0, 1]. During validation: for MNIST Binary, MNIST Trinary and ImageNet Binary the outputs
of OccamNet are thresholded at 0.5 and if the output matches the one-hot label, then the prediction is
accurate and it is inaccurate otherwise; for Backprop OccamNet and Finetune ResNet the outputs
of OccamNet are viewed as the logits of a negative log likelihood loss function, so the prediction is
the argmax of the logits. Backprop OccamNet and Finetune ResNet use an exponential decay of the
learning rate with decay factor 0.999.
Table 2: Hyperparameters for our experiments. Basis functions: + is addition (2 arguments); − is
subtraction (2 arguments) · is multiplication (2 arguments); / is division (2 arguments); sin(·) is sine,
≤ is a an if-statement (4 arguments: comparing two numbers, one return for a true statement, and one
for a false statement); −(·) is negation. MIN,MAX and XOR all have 2 arguments. Here, SIGMOID′
is a sigmoid layer and tanh′ is a tanh layer where the inputs to both functions are scaled by a factor
of 10, +4 and +9 are the operations of adding 4 and 9 numbers respectively, and MAX4, MIN4,
MAX9 and MIN9 are defined likewise. NA entries mean that the correspodning hyperparameter is
not present in the experiment. The bases for pattern recognition experiments are given as follows:
ΦA consists of SIGMOID′, SIGMOID′, tanh′, tanh′, +4, +4, +9, +9, +, +,MIN,MIN,MAX and
MAX; ΦB consists of id, id, id, id, +, +, +, +4, +4, +9, +9, +9, tanh,, tanh, SIGMOID, and
SIGMOID. Other hyperparameters: L is the depth, T is the temperature, Tlast is the temperature of
the final layer, σ is the variance, R is the sample size, λ is the fraction of best fits, α is the learning
rate. With ∗ we denote the experiments for which the best model is without skip connections.
Target Bases Constants Range L/ T / Tlast/ σ R/ λ/ α
Analytic Functions
2x2 + 3x 〈·, ·,+,+〉 ∅ [−10, 10] 2/1/1/0.01 50/5/0.05
sin(3x + 2) 〈·, sin, sin,+,+〉 1, 2 [−10, 10] 3/1/1/0.001 50/5/0.005∑3
n=1 sin(nx) 〈sin, sin,+,+,+〉 1, 2 [−20, 20] 5/1/1/0.001 50/5/0.005
(x2 + x)/(x + 2) 〈·, ·,+,+, /, /〉 1 [−6, 6] 2/1/2/0.0001 100/5/0.005
x20(x0 + 1)/x
5
1 〈·, ·,+,+, /, /〉 1 [−10, 10]× [0.1, 3] 4/1/3/0.0001 100/10/0.002
x20/2 + (x1 + 1)
2/2 〈·, ·,+,+, /〉 1, 2 [−20,−2]× [2, 20] 3/1/2/0.1 150/5/0.005
x0x1 − 1 = 0 (implicit) 〈·, ·,+〉 1 [0,1] 1/ 1.0/ 5.0/ 0.001 10/2/0.1
Program Functions
3x if x > 0, else x 〈≤,≤, ·,+,+, /·〉 1 [−20, 20] 2/1/1.5/0.1 100/5/0.005
x2 if x > 0, else−x 〈≤,≤,−(·),+,+,−〉 1 [−20, 20] 2/1/1.5/0.1 100/5/0.005
x if x > 0, else sin(x) 〈≤,≤,+,+, sin, sin〉 1 [−20, 20] 3/1/1.5/0.01 100/5/0.005
SORT(x0, x1, x2)
〈≤,+,MIN,MAX, 1, 2 [−50, 50]4 3/1/4/0.01 100/5/0.004
MAX/, ·,−〉
4LFSR(x0, x1, x2, x3) 〈+,+, XOR, XOR〉 ∅ {0, 1}4 2/1/1/0.1 100/5/0.005
y0(~x) = x1 if x0 < 2, else−x1 〈≤,≤,−(·), 〉 1, 2 [−5, 5]2 3/1/3/0.01 100/5/0.002
y1(~x) = x0 if x1 < 0, else x
2
1
g(x) = x2 if x < 2, else x/2 〈≤,≤,+, ·, ·, /, /〉 1, 2 [−8, 8] 2/1/2/0.01 100/5/0.005
y(x) = g◦4(x)
g(x) = x + 2 if x < 2, else x− 1 〈≤,≤,+,+, 1, 2 [−3, 6] 2/1/1.5/0.01 100/5/0.005
y(x) = g◦2(x) +,−,−〉
Pattern Recognition
MNIST Binary ΦA -1,-1,0,0,1,1,1 [0, 1]
784 2/1/10/0.01 150/ 10/0.05
MNIST Trinary ΦA -1,-1,0,0,1,1,1 [0, 1]
784 2/1/10/0.01 150/ 10/0.05
ImageNet Binary∗ ΦA -1,-1,0,0,1,1,1 [0, 1]2048 4/1/10/10 150/10/0.0005
Backprop OccamNet∗ ΦB -1,-1,0,0,1,1,1 [0, 1]2048 4/1/10/NA NA/NA/0.1
Finetune ResNet∗ ΦB -1,-1,0,0,1,1,1 [0, 1]3×224×224 4/1/10/NA NA/NA/0.1
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Table 3: Ablation studies on representative experiments from the main paper. All hyperparameters
for baselines are specified in Section B, except for the sampling size, which is set to R = 100.
Modification Convergence fraction η Convergence epochs Tc
Experiment sin(3x+ 2)
baseline 10/10 390
added constants (2) and bases (·, (·)2,−(·)) 10/10 710
lower last layer temperature (0.5) 10/10 300
higher last layer temperature (3) 10/10 450
lower learning rate (0.001) 10/10 2500
higher learning rate (0.01) 10/10 170
deeper network (6) 8/10 3100
lower variance (0.0001) 10/10 390
higher variance (0.1) 10/10 450
lower sampling (50) 10/10 680
higher sampling (250) 10/10 200
Experiment x2 if x > 0, else −x
baseline 10/10 100
added constants (1, 2) and bases (−,−(·)) 10/10 290
lower last layer temperature (0.5) 10/10 160
higher last layer temperature (3) 10/10 150
lower learning rate (0.001) 10/10 780
higher learning rate (0.01) 10/10 90
deeper network (6) 10/10 180
shallower network (2) 10/10 160
lower variance (0.001) 10/10 160
higher variance (1) 10/10 180
lower sampling (50) 10/10 290
higher sampling (250) 10/10 140
C Ablation Studies
We test the performance of each hyperparameter in a collection of ablation studies, outlined in Table 3
Here, we focus on what our experiments demonstrate to be the most critical parameters to be tuned:
the collection of bases and constants, the network depth, the variance of our interpolating function,
the overall network temperature (as well as the last layer temperature), and, finally, the learning rate
of our optimizer. As before, we set the stop criterion and terminate learning when the top-λ sampled
functions all return the same fitness K(·, f) for 30 consecutive epochs. If this does not occur in a
predefined, fixed number of iterations, or if the network training terminates and the final expression
does not match the correct function we aim to fit, we say that the network has not converged.
Our benchmarks use a sampling size large enough for convergence in most experiments. It is worth
noting, however, that deeper networks failed to always converge (with convergence fraction of
η = 8/10) for the analytic function we tested. Deeper networks allow for more function composition
and let approximations emerge as local minima: in practice, we find that increasing the last layer
temperature or reducing the variance is often needed for allowing for a larger depth L. For pattern
recognition, we found that MNIST Binary and Trinary require depth 2 for successful convergence,
while the rest of the experiments require depth 4. Shallower or deeper networks either yield subpar
accuracy or fail to converge. We also find that for OccamNet without skip connections, larger learning
rates usually work best, i.e. 0.05 works best, while OccamNet with skip connections requires a
smaller learning rate, usually around 0.0005. We also tested different temperature and variance
schedulers, in the spirit of simulated annealing. In particular, we tested increasing or decreasing these
parameters over training epochs, as well as sinusoidally varying them with different frequencies.
Despite the increased convergence time, however, we did not find any additional benefits of using
schedulers. As we test OccamNet in larger problems spaces, we will revisit these early scheduling
studies and investigate their effects in those domains.
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Table 4: Minimal parameter configurations to sort list of length “input size.”
Input Size Hidden units Hidden Layers Total Parameters
2 6 2 12
3 8 4 32
4 18 4 72
5 - - -
D Neural Approaches to Benchmarks
Since our OccamNet is a neural model that is constructed on top of a fully connected neural
architecture, below we first consider a limitation of the standard fully connected architectures for
sorting, and then a simple application of our temperature-controlled connectivity.
D.1 Exploring the limits of fully connected neural architectures for sorting
We made a fully connected neural network with residual connections. We used the mean squared
error (MSE) as the loss function. The output size was equal to the input size and represented the
original numbers in a sorted order. We used L2 regularization along with Adam optimization. We
tested weight decay ranging from 1e-2 to 1e-6 in which 1e-5 provided the best training and testing
accuracy. Finally learning rate for the optimiser was found to be optimum around 1e-3. We used
30, 000 data points to train the model with batch size of 200. Each of the data point was a list of
numbers between 0 and 100. For a particular value of input size x (representing number of points
to be sorted), the number of hidden units was varied from 2 to 20 and the number of hidden layers
was varied from 2 (just a input and a output layer) to x! + 2. Then, the test loss was calculated on
20,000 points, chosen from same distribution. Finally, the combination (hidden_layer, hidden_unit )
for which the loss was less than 5 and (hidden_ layer * hidden_units) was min was noted in Table 4.
As seen from the table, the system failed to find any optimal combination for any input size greater
than or equal to 5. For example, for input size 5, the hidden units were upper capped at 20 and hidden
layers at 120 and thus 2400 parameters were insufficient to sort 5 numbers.
Generalization The model developed above generalizes poorly on data outside the training domain.
For example, consider the model with 18 hidden units and 4 hidden layers, which is successfully
trained to sort 4 numbers chosen from range 0 to 100. It was first tested on numbers from 0 to 100
and then on 100 to 200. The error in the first case was around 2 while the average error in the second
case was between 6 and 8 (which is (200/100)2 = 4 times the former loss). Finally when tested
on larger ranges such as (9900, 10000), the error exploded to around 0.1 million (which is an order
greater than (10000/100)2 = 10000 times the original loss). This gives a hint that the error might
be scaling proportionally to the square of test domain with respect to the train domain. A possible
explanation of this comes from the use of MSE as loss function. Scaling test data by ρ scales the
absolute error by approximately the same factor and then taking a square of the error to calculate the
MSE scales the total loss by square of that factor, i.e., ρ2.
D.2 Applying temperature-controlled connectivity to standard neural networks for MNIST
classification
We would like to demonstrate the promise of the temperature-controlled connectivity as a regu-
larization method for the classification heads of models with a very simple experiment. We used
the ResNet50 model to train on the standard MNIST image classification benchmark. We studied
two variants of the model: one is the standard ResNet model and the other is the same model, but
augmented with our temperature-controlled connectivity (with T = 1) between the flattened layer
and the last fully connected layer (on the lines discussed in the main paper). Then we trained both
models with a learning rate fixed at 0.05 and a batch size of 64 and ran it for 10 epochs. The model
with regularization performed slightly better than one without it. The regularized model achieved
the maximum accuracy of 99.18% while the same figure for the standard one was 98.43%. Besides,
another interesting observation that we made was about the stability of the results. The regularized
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model produced much more stable and consistent results across iterations as compared to one without
it. These results encourage us to study the above regularization method in larger experiments.
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