In the paper, a selection of statistical tests for median are presented. In particular, parametric and nonparametric significance tests are considered. In the case of parametric tests the critical regions are constructed on the basis of the known population distribution and the form of the alternative hypothesis. For chosen distributions the critical values are presented. In the case of nonparametric tests we consider tests for which the sample median dispersion is estimated based on order statistics of appropriate ranks. The use of the bootstrap method for the median dispersion estimation in the test statistic construction is the author's own proposal. The simulation analysis of the nonparametric tests' properties allows to compare these tests with each other, showing better results for the bootstrap variant, especially for small samples.
Introduction
The population median is a measure of location and can be applied to population description. The sample median is used in statistical inference, particularly in the verification of hypothesis about the population median. Information about the population distribution allows for the application of the parametric tests of the median. The application of the parametric tests to verify hypotheses about the median of symmetrical distribution, i.e. the Cauchy, logistic and normal distribution, is presented in the article. Statistical inference about the median of the Cauchy distribution is very important, because this distribution does not have finite moments of order greater or equal to one, in particular, if the expected value is infinite.
Nonparametric tests are used when no information is available about the population distribution. In papers by Olivie (2005) and Bloch, Gastwirth (1968) the nonparametric confidence intervals for the median are presented. The construction of statistical test for the median may be performed in the same way. The test statistic is based on the sample median and its dispersion. The median dispersion can be estimated based on the values of order statistics of appropriate ranks. Other nonparametric test proposed is the test in which median dispersion is estimated by the bootstrap method. Apart from theoretical considerations, the simulation studies of nonparametric tests' properties have been carried out. The research results allow for the formulation of conclusions about the sizes of the tests considered.
Parametric tests for median
Let X be a random variable with a continuous distribution F and M be the median of X.
Let us formulate the null parametric hypothesis:
H 0 : M = m 0 , and its alternative hypothesis:
where m 0 is a fixed real value. Let X 1 , X 2 , …, X n be a simple random sample drawn from the population of a symmetrical distribution F(x) about the median M and α be a fixed significance level.
In view of the classical median estimator properties we assume that n is an odd number (see Zieliński, 2011) . The test statistic has the following form:
where 2 Let X1, X2, …, Xn be a simple random sample drawn from the population of a symmetric distribution F(x) about the median M and α be a fixed significance level.
In view of the classical median estimator properties we assume that n is an odd numb (see Zieliński, 2011) .
The test statistic has the following form: The critical region of this test for the alternative H1 given above has the form P(FBM xα(Me)) = α and it is determined on the basis of the theorem of the sample median distributio (see Domański, Pruska, 2000) . We obtain the following critical value:
(2 is the sample median i.e. the order statistic of rank 2 1 + n .
The critical region of this test for the alternative H 1 given above has the form P(FB M < x α (Me)) = α and it is determined on the basis of the theorem of the sample median distribution (see Domański, Pruska, 2000) . We obtain the following critical value: 2 Let X1, X2, …, Xn be a simple random sample drawn from the population of a symmetrical distribution F(x) about the median M and α be a fixed significance level.
In view of the classical median estimator properties we assume that n is an odd number (see Zieliński, 2011) .
The test statistic has the following form:
where
is the sample median i.e. the order statistic of rank 2 1  n .
The critical region of this test for the alternative H1 given above has the form P(FBM < xα(Me)) = α and it is determined on the basis of the theorem of the sample median distribution (see Domański, Pruska, 2000) . We obtain the following critical value: (2) where F 0 (x) is the distribution of the random variable X -M and B -1 (p; a, b) is a p quantile of the beta distribution with parameters a and b.
For the alternative H 1 ', from equation P(FB M > x 1-α (Me)) = α we obtain the critical value:
where F0(x) is the distribution of the random variable X -M and B -1 (p; a, b) is a p quantile of the beta distribution with parameters a and b.
For the alternative H1', from equation P(FBM > x1-α(Me)) = α we obtain the critical value:
Let us consider two symmetrical distributions of the random variable X: the Cauchy and logistic distribution and let us find the critical regions.
For the random variable X with the Cauchy distribution Ca(m, λ), the critical values for the test of the median m are defined by the following formulae:
and for the alternative H1'' the critical region is determined by two values:
for the hypotheses H1: M < m0 and H1': M > m0, respectively, and for the alternative H1'': M ≠ For the alternative H1', from equation P(FBM > x1-α(Me)) = α we obtain the critical value:
For the random variable X with the Cauchy distribution Ca(m, λ), the critical values for the test of the median m are defined by the following formulae: For the alternative H1', from equation P(FBM > x1-α(Me)) = α we obtain the critical value:
For the random variable X with the Cauchy distribution Ca(m, λ), the critical values for the test of the median m are defined by the following formulae: 
for the hypotheses H1: M < m0 and H1': M > m0, respectively, and for the alternative H1'': M ≠ m0:
For the random variable X with the logistic distribution Lg(μ, s) the critical values of statistical test for median have the following forms:
In the same way we can construct critical regions for the test of the median for random variable with the normal distribution.
In the case of an even sample size, the median estimator is the arithmetic mean of the middle two order statistics and it is not an unbiased estimator. Thus, in this case, we ignore one element, or, if possible, we draw one additional element and use the procedure presented above or we choose one of two order statistics
(see Zieliński, 2000) . 
(see Zieliński, 2000) . (10) In the same way we can construct critical regions for the test of the median for random variable with the normal distribution.
In the case of an even sample size, the median estimator is the arithmetic mean of the middle two order statistics and it is not an unbiased estimator. Thus, in this case, we ignore one element, or, if possible, we draw one additional element and use the procedure presented above or we choose one of two order statistics 
Nonparametric tests for median
The application of the parametric tests is not always possible, because the population distribution is not always known. Then nonparametric test for the median has to be used.
In papers by Olivie (2005) , Baszczyńska, Pekasiewicz (2010) the nonparametric confidence intervals for median are given. In the construction of one of the intervals, the dispersion of the sample median is determined by the following formula: 4 one element, or, if possible, we draw one additional element and use the procedure presented above or we choose one of two order statistics
(see Zieliński, 2000) .
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The The [x] denotes the smallest integer greater than or equal to x.
The sample median and description of the sample median (11) can be applied to co nonparametric, significance test for median. The test statistics has the following form:
The second considered nonparametric test statistic has the form:
where * Me S is calculated on the basis of the bootstrap estimation method.
The bootstrap estimation methods can be found in Efron, Tibshirani (1993) , Davison, Hinkley (1997) and Kisielińska (2015) . 
where S * Me is calculated on the basis of the bootstrap estimation method. The bootstrap estimation methods can be found in Efron, Tibshirani (1993) , Davison, Hinkley (1997) and Kisielińska (2015) .
The bootstrap method involves generating, on the basis of the random sample (12) and (13), respectively.
The estimator S * Me is given by the formula:
The bootstrap estimation methods can be found in Efron, Tibshirani (1993) , Davison, Hinkley (1997) and Kisielińska (2015) .
The bootstrap method involves generating, on the basis of the random sample X1, X2, …, (12) and (13), respectively.
The estimator * Me S is given by the formula:
The critical region for this test is determined by critical values of the t Student distribution.
Simulation studies
In the simulation analysis we considered: 1) two nonparametric tests:
-test I -with statistic (14), -test II -with statistic (15), 2) parametric test -with statistic (1), for symmetric population distribution.
Some properties of the median test for selected classes of distributions, among others: Cauchy (Ca), logistic (Lg), normal (N), exponential (Exp) have been studied by means of the Monte Carlo method carried out in the Mathematica environment.
We started the simulation experiment by attempting to estimate the distributions of the test statistics defined by formulas (14) and (15). To this end random samples were drawn from the populations (n ≥ 100) and the null hypothesis H 0 : M = m 0 was verified against the alternative H 1 '': M ≠ m 0 , where m 0 was the true value of the population median. Each of these tests was applied to the verification of hypotheses R = 10 000 times. For test II the number of generating bootstrap samples was fixed as N = 1000.
The distributions of nonparametric test statistics were approximated by the t-Student distribution with degrees of freedom equal to Df = k n -l n (see (12), (13)). For the population with the Cauchy distribution Ca(2,1) and the random sample n = 100, 300 results of the approximations are presented in Figure 1 Figure 2. Density functions of test statistic (15) for sample size n and density distribution of t-Student distribution with Df = k n -l n degree of freedom: a) n = 100, b) n = 300
Source: own investigations
We observe the divergence between the empirical distribution and the theoretical one, especially near the mode, but we are more interested in the tail of distribution.
The results may raise doubts about the use of the test, so further simulations were carried out. In the next steps the test power and size of these nonparametric tests were studied. Then, the bootstrap method of the median dispersion estimation improved the properties of the nonparametric non-bootstrap test.
Conclusions
In the paper significance parametric and nonparametric tests for the median were considered. The bootstrap test was one of the tests considered, but the bootstrap approach was not associated with the critical value estimation (percentile bootstrap test), but with the median dispersion estimation. This test was proposed by the authors and it is the subject of this research. The simulation analysis involved nonparametric tests in which the dispersion of the sample median was estimated by the order statistics of appropriate ranks (non-bootstrap and bootstrap methods) and parametric test (for comparison). The test with the bootstrap estimation of the sample median dispersion has proven to be effective due to its size being smaller than the size of the non-bootstrap, nonparametric test. For bigger sample sizes the size hen, the bootstrap method of the median dispersion estimation improved the properties of e nonparametric non-bootstrap test.
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In the paper significance parametric and nonparametric tests for the median were onsidered. The bootstrap test was one of the tests considered, but the bootstrap approach was ot associated with the critical value estimation (percentile bootstrap test), but with the edian dispersion estimation. This test was proposed by the authors and it is the subject of is research. The simulation analysis involved nonparametric tests in which the dispersion of e sample median was estimated by the order statistics of appropriate ranks (non-bootstrap nd bootstrap methods) and parametric test (for comparison). The test with the bootstrap stimation of the sample median dispersion has proven to be effective due to its size being maller than the size of the non-bootstrap, nonparametric test. For bigger sample sizes the size The bootstrap method of the median dispersion estimation (test II) improved some characteristics of the nonparametric test for median. The size of test II is lower than the size of test I and the test powers are similar.
For symmetric distributions the parametric test with statistic (1) was applied to verify the hypotheses about median. We considered the Cauchy, logistic and normal population. For each of the distributions the critical regions are determined analytically, in particular the formula (7) defines the critical values for the Cauchy distribution and formula (10) -for the logistic distribution and alternative hypothesis H 1 '': M ≠ m 0 . The parametric procedures of verification of the hypothesis H 0 against H 0 '' was repeated R = 10 000 times. The sizes of the parametric tests are shown in table 2. Additionally, for α = 0.05, the critical values for the parametric tests are presented.
Comparing the sizes of the nonparametric tests with the size of the appropriate parametric test, we notice that the size of test II is approximately equal to the size of the parametric tests. Then, the bootstrap method of the median dispersion estimation improved the properties of the nonparametric non-bootstrap test.
Conclusions
In the paper significance parametric and nonparametric tests for the median were considered. The bootstrap test was one of the tests considered, but the bootstrap approach was not associated with the critical value estimation (percentile bootstrap 152 Dorota Pekasiewicz, Agata Szczukocka FOE 4(330) 2017 www.czasopisma.uni.lodz.pl/foe/ test), but with the median dispersion estimation. This test was proposed by the authors and it is the subject of this research. The simulation analysis involved nonparametric tests in which the dispersion of the sample median was estimated by the order statistics of appropriate ranks (non-bootstrap and bootstrap methods) and parametric test (for comparison). The test with the bootstrap estimation of the sample median dispersion has proven to be effective due to its size being smaller than the size of the non-bootstrap, nonparametric test. For bigger sample sizes the size of proposed test is comparable with the size of parametric test for median (for the Cauchy, logistic and normal distribution of populations). Other bootstrap tests for median, not considered in this paper, are presented in Domański et al. (2014) .
