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Abstract. Quantile regression (QR) is a principal regression method for analyzing the
impact of covariates on outcomes. The impact is described by the conditional quantile
function and its functionals. In this paper we develop the nonparametric QR-series frame-
work, covering many regressors as a special case, for performing inference on the entire
conditional quantile function and its linear functionals. In this framework, we approxi-
mate the entire conditional quantile function by a linear combination of series terms with
quantile-specific coefficients and estimate the function-valued coefficients from the data.
We develop large sample theory for the QR-series coefficient process, namely we obtain
uniform strong approximations to the QR-series coefficient process by conditionally piv-
otal and Gaussian processes. Based on these two strong approximations, or couplings,
we develop four resampling methods (pivotal, gradient bootstrap, Gaussian, and weighted
bootstrap) that can be used for inference on the entire QR-series coefficient function.
We apply these results to obtain estimation and inference methods for linear function-
als of the conditional quantile function, such as the conditional quantile function itself, its
partial derivatives, average partial derivatives, and conditional average partial derivatives.
Specifically, we obtain uniform rates of convergence and show how to use the four resam-
pling methods mentioned above for inference on the functionals. All of the above results
are for function-valued parameters, holding uniformly in both the quantile index and the
covariate value, and covering the pointwise case as a by-product. We demonstrate the
practical utility of these results with an empirical example, where we estimate the price
elasticity function and test the Slutsky condition of the individual demand for gasoline, as
indexed by the individual unobserved propensity for gasoline consumption.
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21. Introduction
Quantile regression (QR) is a principal method for analyzing the impact of covariates on
outcomes, particularly when the impact may be heterogeneous. This impact is characterized
by the quantile function of the conditional distribution of the outcome given covariates
and its functionals (Arias, Hallock and Sosa-Escudero [5], Buchinsky [14] and Koenker
[54]). For example, we can model the log of the individual demand for some good, Y , as a
function of the price of the good, the income of the individual, and other observed individual
characteristics, X, and an unobserved preference for consuming the good, U , as
Y = Q(U,X),
where the function Q is strictly increasing in the unobservable U . With the normalization
that U ∼ Uniform(0, 1) and the assumption that U and X are independent, the function
Q(u, x) is the u-th quantile of the conditional distribution of Y given X = x, i.e. Q(u, x) =
QY |X(u|x). This function can be used for policy analysis. For example, we can determine
how changes in taxes for the good could impact demand heterogeneously across individuals.
In this paper we develop the nonparametric QR-series framework for performing infer-
ence on the entire conditional quantile function Q(u, x) and its linear functionals. In this
framework, we approximate Q(u, x) by a linear combination of series terms, Z(x)′β(u). The
vector Z(x) includes transformations of x that have good approximation properties such as
powers, trigonometrics, local polynomials, splines, and/or wavelets. The function u 7→ β(u)
contains quantile-specific coefficients that can be estimated from the data using the QR
estimator of Koenker and Bassett [55]. As the number of series terms grows, the approxi-
mation error Q(u, x) − Z(x)′β(u) decreases, approaching zero in the limit. By controlling
the growth of the number of terms, we can obtain consistent estimators and perform infer-
ence on the entire conditional quantile function and its linear functionals. The QR-series
framework also covers as a special case the so called many regressors model, which is moti-
vated by many new types of data that emerge in the new information age, such as scanner
and online shopping data.
We describe now the main results in more detail. Let u 7→ β̂(u) denote the QR estimator
of u 7→ β(u). The first set of results provides large-sample theory for the normalized
QR-series coefficient process of increasing dimension u 7→ √n(β̂(u) − β(u)) that can be
used to perform inference on the function u 7→ β(u). We note that inference on the function
u 7→ β(u), in particular simultaneous inference on the parameters β(u) that holds uniformly
over all u ∈ U , where U is a set of quantile indices of interest, is difficult because the
3standard asymptotic theory (van der Vaart and Wellner [84]) based on limit distributions
does not help here as the process u 7→ √n(β̂(u) − β(u)) in general does not have a limit
distribution, even after an appropriate normalization. Instead, we develop high-quality
inferential procedures based on the idea of coupling. The coupling is a construction of two
processes on the same probability space that are uniformly close to each other with high
probability. Typically, one of the processes is the process of interest and the other one is
a process whose distribution is known up-to a relatively small number of parameters that
can be consistently estimated from the data. Thus, being able to construct an appropriate
coupling means that we are able to approximate the distribution of the process of interest
by simulating the distribution of the coupling process from the data.
In this paper, we develop two couplings: pivotal and Gaussian, that is, for each sample size
n, we construct a pivotal process and a Gaussian process on the same probability space as the
data that are uniformly close to the process u 7→ √n(β̂(u) − β(u)) with high probability.
In other words, these pivotal and Gaussian processes strongly approximate the process
u 7→ √n(β̂(u)− β(u)). In addition, we develop four resampling methods (pivotal, gradient
bootstrap, Gaussian, and weighted bootstrap) that allow us to approximately simulate
the distribution of the pivotal (first two methods) and the Gaussian (last two methods)
processes. These results provide an inference theory for the function u 7→ β(u) and also
help to develop a unified feasible inference theory for linear functionals of the conditional
quantile functions x 7→ Q(u, x), u ∈ U , using any of the four proposed resampling methods.
To the best of our knowledge, all of the above results are new.
The existence of the pivotal coupling emerges from the special nature of QR, where
a (sub) gradient of the sample objective function evaluated at the true values of β(u) is
pivotal conditional on the regressors, up-to an approximation error. This coupling allows us
to perform high-quality inference based on pivotal and gradient bootstrap methods without
even resorting to Gaussian approximations. We also show that the gradient bootstrap
method, originally introduced by Parzen, Wei and Ying [72] in the parametric context, is
effectively a means of carrying out the conditionally pivotal approximation without explicitly
estimating Jacobian matrices, which may be difficult in the quantile regression context. The
conditions for validity of the pivotal and gradient bootstrap methods require only a mild
restriction on the growth of the number of series terms in relation to the sample size.
To obtain the Gaussian coupling, we use chaining arguments and Yurinskii’s construction.
This coupling implies that one can use the Gaussian method to perform inference on the
function u 7→ β(u), and we also use this coupling to show that the weighted bootstrap
4method works to approximate the distribution of the whole QR-series coefficient process
for the same reason as the Gaussian method. The conditions for validity of the Gaussian
and weighted bootstrap methods, however, may be stronger than those for the pivotal and
gradient bootstrap methods.
As a corollary of our results on the process u 7→ √n(β̂(u) − β(u)), we also demonstrate
that the QR-series estimator x 7→ Z(x)′β̂(u) of the function x 7→ Q(u, x) based on either
polynomials or splines has the fastest possible rate of convergence in the L2 norm and that
the QR-series estimator based on splines has the fastest possible rate of convergence in the
sup norm in Ho¨lder smoothness classes. These findings on optimality of series estimators in
the quantile regression setting complement results in the literature on optimality of series
estimators in the mean regression setting; see Newey [71], Huang [52], Cattaneo and Farrell
[16], Belloni et al [10], and Chen and Christensen [24]. In particular, our result on optimality
in the sup norm is a major extension of Huang’s work [53] on mean regression, as it requires
us to establish some fine properties of the QR-series approximation; see the next section for
details.
The second set of results provides estimation and inference methods for linear functionals
of the conditional quantile functions, including
(i) the conditional quantile function itself, (u, x) 7→ Q(u, x),
(ii) the partial derivative function, (u, x) 7→ ∂xkQ(u, x),
(iii) the average partial derivative function, u 7→ ∫ ∂xkQ(u, x)dµ(x), and
(iv) the conditional average partial derivative, (u, xk) 7→
∫
∂xkQ(u, x)dµ(x|xk),
where µ is a given measure and xk is the k-th component of x. Specifically, we derive
the pointwise rate of convergence and asymptotic normality of the QR-series estimators of
the linear functionals. In addition, using our results on the QR-series coefficient process
u 7→ √n(β̂(u) − β(u)), we derive uniform rate of convergence and large sample inference
procedures based on the pivotal, gradient bootstrap, Gaussian, and weighted bootstrap
methods for the QR-series estimators of the linear functionals. These results provide solu-
tions to a wide range of inference problems. For illustration purposes, we demonstrate how
to use these results to construct uniform confidence bands for function-valued linear func-
tionals and how to test shape constraints on the conditional quantile function x 7→ Q(u, x).
It is noteworthy that all of the above results apply to function-valued parameters, holding
uniformly in both the quantile index u and the covariate value x. We also emphasize that
although we do not treat non-linear/non-smooth functionals in this paper, our results on
5couplings and resampling methods for the process u 7→ √n(β̂(u) − β(u)) are useful for
treatment of such functionals.
The paper contributes and builds on the existing important literature on conditional
quantile estimation. First and foremost, we build on the work of He and Shao [48] that
studied the many regressors model and gave pointwise limit theorems for the QR estima-
tor in the case where only one quantile index u is of interest. We go beyond the many
regressors model to the series model and develop large sample estimation and inference re-
sults for the entire QR process. We also develop analogous estimation and inference results
for the conditional quantile function and its linear functionals, such as derivatives, average
derivatives, conditional average derivatives, and others. None of these results were available
in the previous work. We also build on Lee [63] that studied QR estimation of partially
linear models in the series framework for a single quantile index u, and on Horowitz and
Lee [50] that studied nonparametric QR estimation of additive quantile models for a single
quantile index u in a series framework. Our framework covers these partially linear models
and additive models as important special cases, and allows us to perform inference on a
considerably richer set of functionals, uniformly across covariate values and a continuum
of quantile indices. After the first version of this paper appeared in [8], Chao, Volgushev
and Cheng [19] developed related results for QR-series coefficient processes based on weak
approximations.1 In a more applied side, Koenker and Schorfheide [58] used a smoothing
splines QR method to estimate the conditional quantile functions of global temperature
over the last century. Other important work includes Stute [82], Chaudhuri [20], Chaud-
huri, Doksum and Samarov [22], Ha¨rdle, Ritov, and Song [46], Horderlein and Mammen
[49], Cattaneo, Crump, and Jansson [15], Kong, Linton, and Xia [61], Qu and Yoon [77],
and Guerre and Sabbah [43], among others, but these papers focused on local, non-series,
methods.
Our work also relies on the series literature, at least in a motivational and conceptual
sense. In particular, we rely on the work of Stone [81], Andrews [2], Newey [71], Chen
and Shen [26], Chen [23] and others that rigorously motivated the series framework as an
approximation scheme and gave pointwise normality results for least squares estimators,
and on Chen [23] and van de Geer [83] that gave (non-uniform) consistency and rate results
for general series estimators, including quantile regression for the case of a single quantile
index u. White [86] established non-uniform consistency of nonparametric estimators of
the conditional quantile function based on a nonlinear series approximation using artificial
1We refer the reader to [19] for a more detailed comparison with our results.
6neural networks. In contrast to the previous results, our rate results are uniform in covari-
ate values and quantile indices, and cover both the quantile function and its functionals.
Moreover, we not only provide estimation rate results, but also derive a full set of results
on feasible inference based on the couplings for the process u 7→ √n(β̂(u)− β(u)).
While relying on previous work for motivation, our results require to develop both new
proof techniques and new approaches to inference. In particular, our proof techniques
rely on new maximal inequalities for function classes with growing moments and uniform
entropy. In addition, as explained above, and in contrast to previous papers, our inference
results heavily rely on the idea of the couplings. Yurinskii’s coupling was previously used
by Chernozhukov, Lee and Rosen [32] to obtain a Gaussian coupling for the least squares
series estimator, but the use of this technique in our context is new and much more involved.
Thus, we approximate an entire QR-series coefficient process of an increasing dimension,
instead of a vector of increasing dimension, by a Gaussian process. Finally, it is noteworthy
that our uniform inference results on functionals, where uniformity is over covariate values,
have not had analogs even in the least squares series literature until recently (the extension
of our results to least squares has been recently published in Belloni et al [10]).
The results developed in this paper for series (global) estimation are of interest even
though some of the results have analogs in the literature on kernel (local) estimation, because
series estimators have several attractive features that are not shared by kernel estimators.
First, series methods represent the estimate of the whole conditional quantile function
x 7→ Q(u, x) and its linear functionals via a relatively small set of parameters, that is, the
estimates β̂(u) of the QR-series coefficients β(u). As long as these parameters are reported,
any researcher will be able to calculate the value of the estimate, for example, of Q(u, x)
for any x ∈ X , which is very convenient. Second, series methods allow to easily impose
shape constraints. For example, if it is known that the function x 7→ Q(u, x) is concave, one
can simply impose this constraint on the QR-series optimization problem to obtain concave
estimates (imposing shape constraints is especially convenient when B-splines are used; see
DeVore and Lorentz [38]). Third, as we demonstrate in the empirical example in Section
5.1, when the vector X contains many controls in addition to one main covariate of interest,
series methods are particularly convenient to impose a partial linear form on the functions
x 7→ Q(u, x), which helps curb the curse of dimensionality.
This paper does not deal with sparse models, where there are some key series terms and
many “non-key” series terms which ideally should be omitted from estimation. In these
settings, the goal is to find and indeed remove most of the “non-key” series terms before
7proceeding with estimation. Belloni and Chernozhukov [7] obtained rate results for quantile
regression estimators in this case, but did not provide inference results. Even though our
paper does not explicitly deal with inference in sparse models after model selection, the
methods and bounds provided herein are useful for analyzing this problem. Investigating
this matter rigorously is a challenging issue, since it needs to take into account the model
selection mistakes in estimation, and is beyond the scope of the present paper; however, it
is a subject of our ongoing research, see Belloni, Chernozhukov and Kato [11].
Plan of the paper. The rest of the paper is organized as follows. In Section 2, we
describe the nonparametric QR-series model and estimators. In Section 3, we derive as-
ymptotic theory for the QR-series processes. In Section 4, we give estimation and inference
theory for linear functionals of the conditional quantile function. In Section 5, we present an
empirical application to the demand of gasoline and a computational experiment calibrated
to the application. The computational algorithms to implement our inference methods are
collected in the Appendix. The Supplemental Material [9] contains some further results,
and the proofs of the main results.
Notation. In what follows, for all x = (x1, . . . , xm)
′ ∈ Rm, we use ‖x‖ to denote the
Euclidean norm of x, that is, ‖x‖ = (x21 + · · ·+ x2m)1/2, and we use ‖x‖∞ to denote the sup
norm of x, that is, ‖x‖∞ = max1≤j≤m |xj |. Also, we use Sm−1 to denote the unit sphere
in Rm, that is, Sm−1 = {x ∈ Rm : ‖x‖ = 1}, and for r > 0, we use Bm(0, r) to denote the
ball in Rm with center at 0 and radius r, that is, Bm(0, r) = {x ∈ Rm : ‖x‖ ≤ r}. For all
m×m-dimensional matrices, we use ‖A‖ to denote the operator norm of A (also known as
the spectral norm), that is, ‖A‖ = supα∈Sm−1 ‖Aα‖. For a set I, diam(I) = supv,v¯∈I ‖v− v¯‖
denotes the diameter of I, and int(I) denotes the interior of I. For any two real numbers
a and b, a ∨ b = max{a, b} and a ∧ b = min{a, b}. The relation an . bn means that
the inequality an ≤ Cbn holds for all n with a constant C that is independent of n. We
denote by P ∗ the probability measure induced by conditioning on realization of the data
Dn = (Yi, Xi)ni=1. We say that a random variable ∆n = oP ∗(1) in P -probability if for
any  > 0, we have P ∗(|∆n| > ) = oP (1). We typically shall omit the qualifier “in
P -probability.” The operator E denotes the expectation with respect to the probability
measure P , En denotes the expectation with respect to the empirical measure, and Gn
denotes
√
n(En − E). Finally, we use ε′ to denote a constant that depends only on the
constant ε but is such that its value can change at each appearance.
82. Quantile Regression Series Framework
2.1. Model. We consider the sequence of models indexed by the sample size n:
Yi,n = Qn(Ui,n, Xi,n), i = 1, . . . , n, (2.1)
where Yi,n is a response variable, Xi,n is a dn-dimensional vector of covariates (elementary
regressors) with the support Xn ⊂ Rdn , Ui,n is an unobservable individual ranking that is
distributed uniformly on (0, 1) and is independent of Xi,n, and Qn : [0, 1] × Xn → R is an
unknown function such that for all x ∈ Xn, the function u 7→ Qn(u, x) is strictly increasing.
Since Ui,n|Xi,n ∼ Uniform(0, 1), for each u ∈ (0, 1), x 7→ Qn(u, x) is the uth quantile
function of Yi,n conditional on Xi,n, which we refer to as the conditional u-quantile function.
For a compact set of quantile indices U ⊂ (0, 1), we are interested in estimating the functions
x 7→ Qn(u, x) and their functionals. For given n, we assume that (Xi,n, Ui,n, Yi,n)ni=1 is a
random sample from the distribution of the triple (Xn, Un, Y n), where n denotes the sample
size.
The model (2.1) covers two specifications of major interest:
1. Nonparametric model: In this model, the data generating process does not de-
pend on n, that is, for all n ≥ 1, we have Y n = Y , Xn = X, Un = U , and Qn = Q
for a response variable Y , a d-dimensional vector of covariates X with the support
X ⊂ Rd, an unobservable individual ranking U satisfying U |X ∼ Uniform(0, 1), and
a function Q : [0, 1] × X → Rd with the property that for all x ∈ X , the function
u 7→ Q(u, x) is strictly increasing. We assume that the functions x 7→ Q(u, x) are
smooth but we do not impose any parametric structure on them. Throughout the
paper, we refer to this specification as the NP model.
2. Many regressors model: In this model, the dimension dn is allowed to grow with
n but the function Qn is linear in its second argument: Qn(u, x) = x
′βn(u) for some
vector of coefficients βn(u) ∈ Rdn and all u ∈ U and x ∈ Xn. Throughout the paper,
we refer to this specification as the MR model.
Both models are of interest in econometrics. The NP model is important because it is
very flexible as it does not impose any parametric structure on the functions x 7→ Q(u, x)
and also does not require the function (u, x) 7→ Q(u, x) to be separately additive in u; see
Matzkin [70] for extensive evidence on importance of this flexibility in economics. The MR
model is also important, and different versions of this model have recently attracted much
attention in the literature due to emergence of datasets with information on many variables;
9see Cattaneo, Jansson, and Newey [17] for some recent advances and also Mammen [68] for
some classical results on the mean regression version of this model. As we demonstrate in
this paper, both models can be treated in a unifying quantile regression series framework.
For brevity of notation, we shall omit the index n whenever it does not lead to confusion,
that is, we write Y , X, U , Q, d, and X instead of Y n, Xn, Un, Qn, dn, and Xn, respectively,
even though we implicitly assume that all these quantities are allowed to depend on n. Also,
we write (Xi, Ui, Yi)
n
i=1 instead of (Xi,n, Ui,n, Yi,n)
n
i=1.
2.2. QR-Series Approximation. Next, we introduce the QR-series approximation to the
function x 7→ Q(u, x). We start with preparing some notation. Fix u ∈ U and let x 7→
Z(x) = (Z1(x), . . . , Zm(x))
′ be a vector of series approximating functions of dimension
m = mn, where each function x 7→ Zj(x) maps X into R. Define the vector of coefficients
β(u) = (β1(u), . . . , βm(u))
′ as a solution to the QR-series approximation problem:
min
β∈Rm
E
[
ρu(Y − Z(X)′β)− ρu(Y −Q(u,X))
]
, (2.2)
where ρu(z) = (u − 1{z < 0})z is the check function (Koenker [54]).2 For the MR model,
we assume that Z(x) = x for all x ∈ X , so that m = d and the vector β(u) defined in (2.2)
coincides with the vector βn(u) in the definition of the model, Qn(u, x) = x
′βn(u). For the
NP model, we assume that the vector Z consists of series functions with good approximation
properties such as indicators, B-splines (or regression splines), polynomials, Fourier series,
and/or compactly supported wavelets.3,4 We refer the reader to Newey [71] and Chen [23]
for a careful and detailed description of these series functions; see also Belloni et al [10] for
an overview of recent advances on series approximating functions.
We define the QR-series approximating function x 7→ Z(x)′β(u) mapping X into R, and,
for all x ∈ X , the QR-series approximation error
R(u, x) := Q(u, x)− Z(x)′β(u).
2The optimization problem (2.2) has a finite solution if E[|Q(u,X)|] is finite. In addition, since the
function z 7→ ρu(z) is strictly convex, the solution is unique if the matrix E[Z(X)Z(X)′] is non-singular,
which is assumed in Condition S below. The term ρu(Y −Q(u,X)) does not affect the optimization problem
but guarantees the existence of the solution when E[|Y |] is not finite.
3Interestingly, in the case of B-splines and compactly supported wavelets, the entire collection of series
terms is dependent upon the sample size n.
4It is possible to combine these sets of approximating functions. For example, when we model gasoline
consumption, we can simultaneously use Fourier series to capture seasonal effects and polynomials to capture
long term growth.
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We will assume that the QR-series approximation error asymptotically vanishes, that is,
supx∈X ,u∈U |R(u, x)| → 0 as n → ∞. For the MR model, this assumption always holds
because R(u, x) = 0 for all x ∈ X . For the NP model, we will demonstrate that this
assumption holds under appropriate conditions as long as m = mn → ∞ as n → ∞. In
turn, given that the QR-series approximation error asymptotically vanishes, it follows that
the QR-series approximating function x 7→ Z(x)′β(u) approximates well the true conditional
u-quantile function x 7→ Q(u, x).
2.3. QR-Series Estimator. The QR-series approximation motivates the QR-series esti-
mator of the function x 7→ Q(u, x):
Q̂(u, x) = Z(x)′β̂(u), x ∈ X , (2.3)
where β̂(u) is the Koenker and Bassett [55] estimator of β(u) that solves the empirical
analog of the population problem (2.2):
min
β∈Rm
En[ρu(Yi − Z ′iβ)], (2.4)
where we denote Zi = Z(Xi) for all i = 1, . . . , n. As n gets large, both the estimation error
Q̂(u, x)− Z(x)′β(u) and the approximation error R(u, x) asymptotically vanish.
Since we are interested in estimating the functions x 7→ Q(u, x) for a set of quantile
indices U , we solve the problem (2.4) for all u ∈ U to obtain the QR-series coefficient
process
β̂(·) = {β̂(u) : u ∈ U}
and the QR-series estimator (2.3) for all u ∈ U . We note that obtaining this estimator is
computationally easy even if U contains many quantile indices and the dimension m of the
vectors Zi is large. In particular, one can use the results of Portnoy and Koenker [74], who
developed interior points methods with preprocessing for the problem (2.4) that are very
efficient and give the solution for multiple quantile indices simultaneously.
2.4. Main Regularity Conditions. Let κ ∈ (0,∞] be some constant that is independent
of n. Also, for x ∈ X , let Yx denote the support of the conditional distribution of Y given
X = x. Moreover, let U¯ denote the convex hull of U . Throughout the paper, we will use
the following regularity condition:
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Condition S.
S.1 The data form a triangular array of random variables so that for any given n, the
data Dn = {(Xi, Yi) : 1 ≤ i ≤ n} is an i.i.d. random sample from the distribution
of the pair (X,Y ).
S.2 (i) The conditional density fY |X(y|x) is bounded from above uniformly over y ∈ Yx,
x ∈ X , and n; (ii) fY |X(Q(u, x)|x) is bounded away from zero uniformly over u ∈ U¯ ,
x ∈ X , and n; and (iii) the derivative of y 7→ fY |X(y|x) is continuous and bounded
in absolute value from above uniformly over y ∈ Yx, x ∈ X , and n.
S.3 The eigenvalues of the Gram matrix Σ = E[Z(X)Z(X)′] are bounded from above
and away from zero uniformly over n.
S.4 The approximation error R(u, x) satisfies supx∈X ,u∈U |R(u, x)| . m−κ.
Condition S.1 requires that the data is i.i.d. but it can be extended to standard time
series models at the expense of more technicalities. Condition S.2 imposes mild smoothness
assumptions on the conditional density function fY |X(y|x). Since it follows from simple
algebra, see for example (H.116), that
1
fY |X(y|x)
=
∂Q(Q−1(y, x), x)
∂u
, y ∈ Yx, x ∈ X ,
where y 7→ Q−1(y, x) denotes the inverse of u 7→ Q(u, x), it is easy to provide a set of
conditions in terms of the function Q(u, x) that imply Condition S.2. Indeed, Condition
S.2 follows if (i) ∂Q(u, x)/∂u is bounded away from zero uniformly over u ∈ [0, 1], x ∈ X ,
and n; (ii) ∂Q(u, x)/∂u is bounded from above uniformly over u ∈ U¯ , x ∈ X and n; (iii)
∂2Q(u, x)/∂u2 is bounded in absolute value from above uniformly over u ∈ [0, 1], x ∈ X ,
and n.5
For the MR model, Condition S.3 implies that there is no perfect multicollinearity among
covariates, and Condition S.4 is satisfied with κ = ∞ since R(u, x) = 0 for all u ∈ U and
x ∈ X .
For the MR model, all conditions can be regarded as primitive. For the NP model,
Conditions S.1 and S.2 are also primitive but Conditions S.3 and S.4 depend on the vector
of approximating series functions x 7→ Z(x) used for the estimation. Therefore, below we
5Note that we assume that the conditional density fY |X(y|x) is bounded away from zero only for y =
Q(u, x), where u ∈ U¯ and x ∈ X . This allows us to avoid the stronger condition that assumes that fY |X(y|x)
is bounded away from zero for all y ∈ Yx and x ∈ X . The latter condition can simplify some arguments (see
the proof of Lemma 2) but it requires the conditional density of Y given X to have bounded support, thus
excluding some important distributions such as the Gaussian.
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provide some discussion of these conditions in the NP model. Suppose that X is absolutely
continuous with respect to the Lebesgue measure on X and let fX : X → R denote its pdf.
Then it is well-known that Condition S.3 holds if fX(x) is bounded from above and away
from zero uniformly over x ∈ X , and the eigenvalues of the matrix∫
x∈X
Z(x)Z(x)′dx
are bounded from above and away from zero uniformly over n; see, for example, Proposition
2.1 in Belloni et al [10]. In turn, the latter condition holds if, for example, the vector Z
consists of functions that are orthonormal on X . In the case that the former condition
is violated in the sense that the density fX(x) is not bounded away from zero uniformly
over all x ∈ X , one can consider a subset X˜ of X such that fX(x) is bounded away from
zero uniformly over x ∈ X˜ and consider the estimation problem based on the subset of
observations i satisfying Xi ∈ X˜ . This will give the estimate of Q(u, x) for all x ∈ X˜ and
u ∈ U . As the sample size gets larger, one can increase the set X˜ to extend the estimate
of Q(u, x) to a larger set of points. Developing a method how this truncation should be
performed in practice, however, is beyond the scope of this paper.
To provide some primitive conditions for Condition S.4 in the NP model, we need to
prepare some notation. For a d-tuple α = (α1, . . . , αd) of nonnegative integers, let D
α =
∂α1x1 · · · ∂αdxd . Also, for s > 0, let [s] denote the largest integer strictly smaller than s. For
the constant C > 0, define the Ho¨lder ball Ω(s, C,X ) as the set of all functions f : X → R
such that
|Dαf(x)−Dαf(x˜)| ≤ C
(∑d
j=1(xj − x˜j)2
)(s−[s])/2
and |Dβf(x)| ≤ C (2.5)
for all x = (x1, . . . , xd)
′ and x˜ = (x˜1, . . . , x˜d)′ in X and all d-tuples α = (α1, . . . , αd) and
β = (β1, . . . , βd) of nonnegative integers satisfying α1 + · · ·+αd = [s] and β1 + · · ·+βd ≤ [s]
(where the left-hand sides of the inequalities in (2.5) are set to be infinity if the derivatives
do not exist). For example, any s-times continuously differentiable function belongs to the
Ho¨lder ball Ω(s, C,X ) for some C > 0 as long as X is compact. Also, we say that the vector
of approximating functions Z consists of tensor products of polynomials if m = Jd for some
integer J > 0 and Z consists of all functions of the form x = (x1, . . . , xd) 7→
∏d
j=1 x
αj
j
for some d-tuple α = (α1, . . . , αd) of nonnegative integers such that αj ≤ J − 1 for all
j = 1, . . . , d. Finally, we say that the vector of approximating functions Z consists of tensor
products of B-splines of order s0 if m = J
d for some integer J > 0 and Z consists of all
functions of the form x = (x1, . . . , xd) 7→
∏d
j=1 bαj (xj) for some d-tuple α = (α1, . . . , αd)
of nonnegative integers such that αj ≤ J − 1 for all j = 1, . . . , d where b0, . . . , bJ−1 is a
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sequence of J B-splines of order s0 on the interval [0, 1] with uniform knot sequence; see
Chen [23] for more explanations about Ho¨lder balls and B-splines. The next lemma provides
a set of primitive conditions for Condition S.4 in the NP model.
Lemma 1 (Verification of Condition S.4 in the NP model for polynomials and B-splines).
Consider the NP model. Suppose that Conditions S.2 and S.3 hold. In addition, suppose that
X = [0, 1]d. Moreover, suppose that Q(u, ·) ∈ Ω(s, C,X ) for all u ∈ U and some s, C > 0.
If the vector of approximating functions Z consists of tensor products of polynomials and
s > d, then
(E[|R(u,X)|2])1/2 . m−s/d and sup
x∈X
|R(u, x)| . m1−s/d, (2.6)
uniformly over u ∈ U . Also, if the vector of approximating functions Z consists of tensor
products of B-splines of order s0, s ∧ s0 > d, and X has the pdf fX(x) bounded from above
and away from zero uniformly over x ∈ X , then
(E[|R(u,X)|2])1/2 . m−(s∧s0)/d and sup
x∈X
|R(u, x)| . m−(s∧s0)/d, (2.7)
uniformly over u ∈ U . Thus, under the presented conditions, Condition S.4 is satisfied with
κ = s/d− 1 in the case of polynomials and with κ = (s ∧ s0)/d in the case of B-splines.
Comment 1 (Importance of Lemma 1). Lemma 1 makes precise the nature of the QR-series
approximation in the NP model and plays a crucial role in our derivation of the convergence
rate of the QR-series estimator for the NP model in the next section. Indeed, it is well-
known from the approximation theory that under the assumptions of the lemma, in the case
of polynomials, for example, there exists βm(u) such that supx∈X |Q(u, x)−Z(x)′βm(u)| .
m−s/d; see Chen [23]. However, this result does not help in our analysis because the QR-
series estimator β̂n(u) converges in probability to β(u), which may or may not be equal to
βm(u). We therefore need to derive a bound on supx∈X |Q(u, x)− Z(x)′β(u)|.
The part of the lemma concerning the B-splines case is particularly important because
it allows us to prove in the next section that the QR-series estimator based on B-splines
achieves the fastest possible rate of convergence in the sup norm. This part of the lemma
is a major extension of a result in Huang [53], who obtained similar inequalities with the
QR-series approximation error replaced by the least-squares-series approximation error. 
Comment 2 (Other series approximating functions). Other popular choices of the series
approximating functions include Fourier series and compactly supported wavelets. Although
we do not provide formal results for these choices, we note that under conditions similar to
those in Lemma 1, one can show that Condition S.4 holds with κ = 1/2− s/d in the case of
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Fourier series and with κ = −(s∧ s0)/d in the case of compactly supported wavelets, where
s0 is the order of the wavelets. 
2.5. Additional Notation. The properties of the QR-series coefficient process and of the
QR-series estimator depend on the choice of the approximating functions and the dimension
of Z. Like in the analysis of series estimators of conditional mean functions (see Newey
[71]), the following quantity will play a crucial role in our analysis:
ζm = sup
x∈X
‖Z(x)‖.
Assuming that X = [0, 1]d, it is well known that ζm . m if the vector Z consists of tensor
products of polynomials and ζm . m1/2 if the vector Z consists of tensor products of
B-splines.
As in the analysis of the parametric quantile regression, the following Jacobian matrix
will also play a crucial role in the analysis:
J(u) = E
[
fY |X(Q(u,X)|X)Z(X)Z(X)′
]
, u ∈ U . (2.8)
Implementing some of our inference methods will require an estimator of J(u). For the
purposes of this paper, we will use Powell’s [75] estimator defined by
Ĵ(u) =
1
2h
En
[
1{|Yi − Z ′iβ̂(u)| ≤ h} · ZiZ ′i
]
, (2.9)
where h is some bandwidth value satisfying h = hn → 0. We will also use the estimator of
Σ defined by
Σ̂ = En[ZiZ ′i]. (2.10)
The properties of Ĵ(u) and Σ̂ in our high-dimensional setting are established in Lemma 30
in Appendix H of the Supplemental Material.
3. Asymptotic Theory for QR-Series Coefficient Processes
In this section, we study properties of the normalized QR-series coefficient process
√
n(β̂(·)− β(·)) =
{√
n(β̂(u)− β(u)) : u ∈ U
}
.
Specifically, we derive the rate of convergence and construct two couplings for this process.
The couplings give two processes that are uniformly close to
√
n(β̂(·) − β(·)) with high
probability, but are such that their distribution can be simulated. In particular, we develop
four resampling methods (pivotal, gradient bootstrap, Gaussian, and weighted bootstrap)
to simulate the distribution of these processes. In the next section, these results allow us to
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develop a unified feasible inference theory for all the functionals of interest. We also derive
rates of convergence for the QR-series estimator process Q̂(·, ·) = {Q̂(u, x) : u ∈ U , x ∈ X}
in the NP model. In particular, we show that the QR-series estimator based on either
polynomials or B-splines has the fastest possible rate of convergence in the L2 norm and
that the QR-series estimator based on B-splines has the fastest possible rate of convergence
in the sup norm.
3.1. Uniform-in-u Rate of Convergence. As explained in the previous section, given an
i.i.d. sample (Xi, Yi)
n
i=1 from the distribution of the pair (X,Y ), we estimate the coefficient
function β(·) = {β(u) : u ∈ U} using the QR-series coefficient process β̂(·) = {β̂(u) : u ∈ U},
namely, for each u ∈ U , we define β̂(u) as the Koenker and Bassett [55] estimator that
solves the empirical analog (2.4) of the population problem (2.2). Our first main result is a
uniform-in-u rate of convergence for the QR-series coefficient process.
Theorem 1 (Uniform-in-u rate of convergence for QR-Series coefficient process). Suppose
that Condition S holds. In addition, suppose that mζ2m log
2 n = o(n) and m−κ log n = o(1).
Then
sup
u∈U
‖β̂(u)− β(u)‖ .P
√
m/n.
Theorem 1 establishes a rate of convergence of the estimator β̂(u) in our high-dimensional
setting that holds uniformly over u ∈ U . The theorem complements the rate of convergence
results in the literature. Indeed, Koenker and Portnoy [57] established rate of conver-
gence results that hold uniformly over U in the fixed-dimensional setting, and He and Shao
[48] established rates in the high-dimensional setting for the case when U is a singleton
(pointwise-in-u rate of convergence). Importantly, the uniform-in-u rate of convergence in
Theorem 1 is the same as the pointwise-in-u rate of convergence. The proof of this theorem
relies on new concentration inequalities that control the behavior of the eigenvalues of the
design matrix Σ̂. Note also that our condition mζ2m log
2 n = o(n) is similar to the analogous
condition in [48].
Theorem 1 has an implication for the uniform-in-u rate of convergence in the L2 norm
of the QR-series estimator in the NP model. Indeed, define
‖h‖L2(X) =
(
E[|h(X)|2]
)1/2
, for h : X → R.
We then have the following corollary of Theorem 1, which is the second main result together
with Corollary 2 below on the uniform-in-u rate of convergence in the sup norm of the QR-
series estimator in the NP model.
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Corollary 1 (Uniform-in-u L2 rate of convergence for QR-series estimator in the NP
model). Consider the NP model. Suppose that (i) Condition S.1-3 holds. In addition,
suppose that (ii) X = [0, 1]d and that (iii) Q(u, ·) ∈ Ω(s, C,X ) for all u ∈ U and some
s, C > 0. If the vector of approximating functions Z consists of tensor products of polyno-
mials, m3 log2 n = o(n), and m1−s/d log n = o(1), then
sup
u∈U
‖Q̂(u, ·)−Q(u, ·)‖L2(X) .P
√
m/n+m−s/d. (3.11)
Also, if the vector of approximating functions Z consists of tensor products of B-splines of
order s0, s ∧ s0 > d, m2 log2 n = o(n), m−(s∧s0)/d log n = o(1), and X has the pdf fX(x)
bounded from above and away from zero uniformly over x ∈ X , then
sup
u∈U
‖Q̂(u, ·)−Q(u, ·)‖L2(X) .P
√
m/n+m−(s∧s0)/d. (3.12)
Comment 3 (QR-series estimator achieves the fastest possible rate of convergence in the
L2 norm). Consider the NP model and suppose that conditions (i)–(iii) of Corollary 1 hold.
If Z consists of a tensor product of polynomials and s > d, setting m = Cnd/(d+2s) for some
constant C > 0 satisfies conditions that m3 log2 n = o(n) and m1−s/d log n = o(1), and so
substituting this m into the bound (3.11) gives
sup
u∈U
‖Q̂(u, ·)−Q(u, ·)‖L2(X) .P n−s/(d+2s). (3.13)
Similarly, if Z consists of a tensor product of B-splines of order s0, s0 ≥ s > d, and
X has the pdf fX(x) bounded from above and away from zero uniformly over x ∈ X ,
setting m = Cnd/(d+2s) for some constant C > 0 satisfies conditions that m2 log2 n =
o(n) and m−(s∧s0)/d log n = o(1), and so substituting this m into the bound (3.12) again
gives (3.13). Note that the rate in (3.13) is the optimal L2 rate of convergence for the
estimators of nonparametric conditional quantile functions; see Chaudhuri [21]. Thus, the
QR-series estimator based on either polynomials or B-splines has the fastest possible L2 rate
of convergence, and as we demonstrate, this rate is actually achieved uniformly in u ∈ U .
The same results can also be shown for the QR-series estimator based on Fourier series
and compactly supported wavelets. This is one of the attractive properties of the QR-series
estimator. 
3.2. Uniform Strong Approximations (Couplings) and Resampling Methods.
Here we derive two couplings yielding strong approximations to the process
√
n(β̂(·)−β(·))
in the form of either a pivotal or a Gaussian process, and develop four resampling methods
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to approximate the distribution of these processes and thus approximate also the distri-
bution of the original process
√
n(β̂(·) − β(·)). We provide algorithms to implement the
resampling methods in Appendix A.
3.2.1. Pivotal Coupling: Let
U(u) =
1√
n
n∑
i=1
Zi(u− 1{Ui ≤ u}), u ∈ U . (3.14)
Note that the process U(·) = {U(u) : u ∈ U} is (conditionally) pivotal since conditional
on (Zi)
n
i=1, the sequence (Ui)
n
i=1 consists of i.i.d. Uniform(0, 1) random variables. The
following theorem, which is the third main result together with the Gaussian coupling in
Theorem 5 below, shows that the process
√
n(β̂(·)− β(·)) is strongly approximated by the
(conditionally) pivotal process J−1(·)U(·) = {J−1(u)U(u) : u ∈ U}.
Theorem 2 (Pivotal Coupling). Suppose that Condition S holds. In addition, suppose that
m3ζ2m = o(n
1−ε) and m−κ+1 = o(n−ε) for some constant ε > 0. Then
√
n
(
β̂(u)− β(u)
)
= J−1(u)U(u) + r(u), u ∈ U ,
where
sup
u∈U
‖r(u)‖ .P m
3/4ζ
1/2
m log
1/2 n
n1/4
+
√
m1−κ log n = o(n−ε
′
)
for some ε′ > 0.
This theorem is important because it has many useful implications. One of the implica-
tions is the following result for the uniform-in-u rate of convergence in the sup norm of the
QR-series estimator in the NP model.
Corollary 2 (Uniform-in-u sup-rate of convergence for QR-series estimator in the NP
model). Consider the NP model. Suppose that (i) Condition S.1-3 holds. In addition,
suppose that (ii) X = [0, 1]d and that (iii) Q(u, ·) ∈ Ω(s, C,X ) for all u ∈ U and some s, C >
0. If the vector of approximating functions Z consists of tensor products of polynomials and
for some ε > 0, m5 = o(n1−ε) and m2−s/d = o(n−ε), then
sup
u∈U
sup
x∈X
|Q̂(u, x)−Q(u, x)| .P
√
m2 log n/n+m1−s/d.
Also, if the vector of approximating functions Z consists of tensor products of B-splines
of order s0, X has the pdf fX(x) bounded from above and away from zero uniformly over
x ∈ X , and for some ε > 0, m4 = o(n1−ε) and m1−(s∧s0)/d = o(n−ε), then
sup
u∈U
sup
x∈X
|Q̂(u, x)−Q(u, x)| .P
√
m log n/n+m−(s∧s0)/d. (3.15)
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Comment 4 (B-splines version of QR-series estimator achieves the fastest possible rate of
convergence in the sup norm). Consider the NP model and suppose that conditions (i)–(iii)
of Corollary 2 hold. In addition, suppose that Z consists of a tensor product of B-splines
of order s0, s0 ≥ s > 3d/2, and X has the pdf fX(x) bounded from above and away from
zero uniformly over x ∈ X . Then setting m = C(n/ log n)d/(d+2s) for some constant C > 0
satisfies conditions that m4 = o(n1−ε) and m1−(s∧s0)/d = o(n−ε) for some ε > 0, and so
substituting this m into the bound (3.15) gives
sup
u∈U
sup
x∈X
|Q̂(u, x)−Q(u, x)| .P
(
log n
n
)s/(d+2s)
,
which is the optimal rate of convergence in the sup norm for an estimator of the nonpara-
metric conditional quantile function; see Chaudhuri [21]. Thus, the QR-series estimator
based on B-splines has the fastest possible rate of convergence in the sup norm, and as we
demonstrate, this rate is actually achieved uniformly in u ∈ U .6 This is another attractive
property of the QR-series estimator. 
We also note that although the uniform convergence rate based on polynomials is not
optimal, the rate derived in Corollary 2 is faster than the (trivial) uniform rate implied by
the L2 rate and the relation between the L2-norm and sup-norm.
3.2.2. Resampling Methods Based on Pivotal Coupling: Another implication of Theorem 2
is that it suggests the following high-quality method to approximate the distribution of the
process
√
n(β̂(·) − β(·)), which we refer to as the pivotal method. First, simulate an i.i.d.
sequence (U∗i )
n
i=1 of Uniform(0, 1) random variables that are independent of the data and
define
U∗(u) =
1√
n
n∑
i=1
Zi(u− 1{U∗i ≤ u}), u ∈ U , (3.16)
so that conditional on (Zi)
n
i=1, the process U∗(·) = {U∗(u) : u ∈ U} is a copy of the process
U(·), and J−1(·)U∗(·) = {J−1(u)U∗(u) : u ∈ U} is a copy of J−1(·)U(·). Second, calculate
the estimators Ĵ(u) of the matrices J(u) for all u ∈ U as in (2.9) of Section 2.5 (recall
that h in the estimators Ĵ(u) is some bandwidth value satisfying h = hn → 0). Then,
as shown in the next theorem, one can use the conditional distribution of the process
Ĵ−1(·)U∗(·) = {Ĵ−1(u)U∗(u) : u ∈ U} given the data, which can be simulated, to approxi-
mate the distribution of the process J−1(·)U∗(·), and, via Theorem 2, also of the process√
n(β̂(·)− β(·)).
6The same results can also be shown for the QR-series estimator based on compactly supported wavelets.
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Theorem 3 (Pivotal Method). Suppose that Condition S holds. In addition, suppose that
h
√
m = o(n−ε), m2ζ2m = o(n1−εh), and m−κ+1/2 = o(n−ε) for some constant ε > 0. Then
Ĵ−1(u)U∗(u) = J−1(u)U∗(u) + r(u), u ∈ U ,
where
sup
u∈U
‖r(u)‖ .P
√
ζ2mm
2 log n
nh
+m−κ+1/2 + h
√
m = o(n−ε
′
)
for some ε′ > 0. The stated bound continues to hold in P -probability if we replace the
unconditional probability P by the conditional probability P ∗.
This theorem is the fourth main result together with Theorems 4, 6, and 7 below on
gradient bootstrap, Gaussian, and weighted bootstrap methods. The pivotal method is
closely related to another approach to inference, which we refer to as the gradient boot-
strap method. This approach was previously introduced by Parzen, Wei and Ying [72] for
parametric models with fixed dimension. We extend it to the considerably more general
series framework studied in this paper. The main idea is to generate for all u ∈ U the
gradient bootstrap estimator β̂∗(u) as the solution to the perturbed QR problem
min
β∈Rm
(
En[ρu(Yi − Z ′iβ)]− U∗(u)′β/
√
n
)
, (3.17)
where U∗(u) is defined in (3.16). Then, as shown in the next theorem, one can use the
conditional distribution of the process
√
n(β̂∗(·) − β̂(·)) = {√n(β̂∗(u) − β̂(u)) : u ∈ U}
given the data, which can be simulated, to approximate the distribution of the process
J−1(·)U∗(·), and, via Theorem 2, also of the process √n(β̂(·)− β(·)).
Theorem 4 (Gradient Bootstrap Method). Suppose that Condition S holds. In addition,
suppose that m3ζ2m = o(n
1−ε) and m−κ+1/2 = o(n−ε) for some constant ε > 0. Then
√
n
(
β̂∗(u)− β̂(u)
)
= J−1(u)U∗(u) + r(u),
where
sup
u∈U
‖r(u)‖ .P m
3/4ζ
1/2
m log
1/2 n
n1/4
+m−κ+1/2 = o(n−ε
′
)
for some ε′ > 0. The stated bound continues to hold in P -probability if we replace the
unconditional probability P by the conditional probability P ∗.
Comment 5 (Comparison of pivotal and gradient bootstrap methods). Both the pivotal
and gradient bootstrap methods have their own advantages. Perhaps the main advantage
of the gradient bootstrap method relative to the pivotal method is that it does not require
estimating the matrices J(u), u ∈ U , which is important because estimating these matrices
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requires a potentially subjective choice of the bandwidth h. In fact, implementing the
gradient bootstrap method does not require any choice of smoothing parameters, making
it particularly convenient for empirical researchers. On the other hand, an advantage of
the pivotal method relative to the gradient bootstrap method is that it is computationally
simple as it does not require solving the quantile optimization problem for each simulation
of the process U∗(·). 
3.2.3. Gaussian Coupling: Next, we turn to a strong approximation based on a sequence
of Gaussian processes. The following theorem shows that for each n, one can construct
a Gaussian process G(·) = Gn(·) = {Gn(u) : u ∈ U} such that the process J−1(·)G(·) =
{J−1(u)G(u) : u ∈ U} is with high probability uniformly close to the process√n(β̂(·)−β(·)).
Theorem 5 (Gaussian Coupling). Suppose that Condition S holds. In addition, suppose
that m7ζ6m = o(n
1−ε) and m−κ+1 = o(n−ε) for some constant ε > 0. Then
√
n
(
β̂(u)− β(u)
)
= J−1(u)G(u) + r(u), u ∈ U ,
where G(·) = Gn(·) is a process on U that, conditionally on (Zi)ni=1, is zero-mean Gaussian
with a.s. continuous sample paths and the covariance function
E
[
G(u1)G(u2)
′ | (Zi)ni=1
]
= En[ZiZ ′i](u1 ∧ u2 − u1u2), for all u1 and u2 in U , (3.18)
and
sup
u∈U
‖r(u)‖ = oP (n−ε′)
for some ε′ > 0.
Comment 6 (Conditions of Theorem 5). Note that the strong approximation to the pro-
cess
√
n(β̂(·)− β(·)) by the Gaussian process J−1(·)G(·) constructed in Theorem 5 requires
the condition that m7ζ6m = o(n
1−ε), which is more restrictive than the corresponding con-
dition in Theorem 2, m3ζ2m = o(n
1−ε), required for the strong approximation to the process√
n(β̂(·)−β(·)) by the pivotal process J−1(·)U(·). We note that this restrictive condition is
sufficient but we do not know whether it is necessary. This condition is a consequence of a
step in the proof of Theorem 5 that relies upon Yurinskii’s coupling. Therefore, improving
that step through the use of another coupling could potentially lead to significant improve-
ments in the conditions of the theorem; see, in particular, Theorem 12 in the next section.
See also [59] and [34], where a Hungarian coupling is derived that may give a result similar
to that in Theorem 5 but under somewhat weaker conditions if d is small and the vector of
approximating functions Z consists of a tensor products of B-splines or wavelets. 
21
3.2.4. Resampling Methods Based on Gaussian Coupling: Although Theorem 5 requires
strong conditions, it is important because it suggests that one can approximate the dis-
tribution of the process
√
n(β̂(·) − β(·)) using Gaussian and weighted bootstrap methods,
which are wide-spread in the literature in other contexts and which we now describe.
Let us start with the Gaussian method. Let Σ̂1/2 denote the square root of the matrix Σ̂.
Note that the covariance function of the process G(·) conditional on (Zi)ni=1, given in (3.18),
is equal to that of the process Σ̂1/2Bm(·), where Bm(·) = {Bm(u) : u ∈ U} is a standard m-
dimensional Brownian bridge, that is, a vector consisting of m independent scalar Brownian
bridges. Since the sample path of the Brownian bridge is continuous a.s., it follows that
the process Σ̂1/2Bm(·) is a copy of the process G(·), conditional on (Zi)ni=1. Hence, one
can simulate a standard m-dimensional Brownian bridge B∗m(·) = {B∗m(u) : u ∈ U} that is
independent of the data and define
G∗(u) = G∗n(u) = Σ̂
1/2B∗m(u), u ∈ U , (3.19)
so that conditional on (Zi)
n
i=1, the process G
∗(·) = {G∗(u) : u ∈ U} is a copy of the process
G(·), and J−1(·)G∗(·) = {J−1(u)G∗(u) : u ∈ U} is a copy of J−1(·)G(·). Let Ĵ(u) be the
estimators of the matrices J(u) for all u ∈ U in (2.9). Then, as shown in the next theorem,
one can use the conditional distribution of the process Ĵ−1(·)G∗(·) = {Ĵ−1(u)G∗(u) : u ∈ U}
given the data, which can be simulated, to approximate the distribution of the process
J−1(·)G∗(·), and via Theorem 5 also of the process √n(β̂(·)− β(·)).
Theorem 6 (Gaussian Method). Suppose that Condition S holds. In addition, suppose that
h
√
m = o(n−ε), m2ζ2m = o(n1−εh), and m−κ+1/2 = o(n−ε) for some constant ε > 0. Then
Ĵ−1(u)G∗(u) = J−1(u)G∗(u) + r(u), u ∈ U ,
where
sup
u∈U
‖r(u)‖ .P
√
m2ζ2m log n
nh
+m−κ+1/2 + h
√
m = o(n−ε
′
)
for some ε′ > 0. The stated bound continues to hold in P -probability if we replace the
unconditional probability P by the conditional probability P ∗.
Another related inference method is the weighted bootstrap method. Præstgaard and
Wellner [76], Hahn [44], Chamberlain and Imbens [18], and Chen and Pouzo [25] previ-
ously used this method in the point-wise case, where the set U is a singleton. We extend
this method to obtain the distributional approximation for the process
√
n(β̂(·) − β(·)) =
{√n(β̂(u) − β(u)) : u ∈ U} where U is not a singleton and in fact can be a continuum
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of quantile indices. To describe the method, consider a set of weights pi1, ..., pin that are
i.i.d. draws from the distribution of a non-negative random variable pi with E[pi] = 1 and
E[pi2] = 2, such as the standard exponential distribution, and that are independent of the
data. For all u ∈ U , define the weighted bootstrap estimator β̂b(u) as the solution to the
weighted QR problem
β̂b(u) ∈ arg min
β∈Rm
En[piiρu(Yi − Z ′iβ)]. (3.20)
Then, as shown in the next theorem, one can use the conditional distribution of the process√
n(β̂b(·) − β̂(·)) = {√n(β̂b(u) − β̂(u)) : u ∈ U} given the data, which can be simulated,
to approximate the distribution of the process J−1(·)G∗(·), and via Theorem 5 also of the
process
√
n(β̂(·)− β(·)).
Theorem 7 (Weighted Bootstrap Method). Suppose that Condition S holds. In addition,
suppose that m7ζ6m = o(n
1−ε) and m−κ+1 = o(n−ε) for some constant ε > 0. Moreover,
suppose that the random variable pi is non-negative and satisfies E[pi] = 1, E[pi2] = 2,
E[pi4] . 1. Finally, suppose that max1≤i≤n pii . log n. Then
√
n
(
β̂b(u)− β̂(u)
)
= J−1(u)G∗(u) + r(u), (3.21)
where G∗(·) = G∗n(·) is a process on U that, conditionally on (Zi)ni=1, is zero-mean Gaussian
with a.s. continuous sample paths and the covariance function (3.18), and
sup
u∈U
‖r(u)‖ .P o(n−ε′)
for some ε′ > 0. Moreover, the stated bound continues to hold in P -probability if we replace
the unconditional probability P by the conditional probability P ∗.
Comment 7 (Comparison of Gaussian and weighted bootstrap methods). The comparison
of the Gaussian and weighted bootstrap methods is similar to that of the pivotal and
gradient bootstrap methods. Again both methods have their own advantages. The main
advantage of the weighted bootstrap method is arguably that it does not require estimating
the matrices J(u), u ∈ U , which allows us to bypass the need to select a bandwidth h. An
advantage of the Gaussian method is that it is computationally simple as it does not require
solving the quantile optimization problem for each simulation of weights (pii)
n
i=1. 
Comment 8 (Comparison of resampling methods based on the pivotal and Gaussian cou-
plings). Although it is difficult to compare the resampling methods based on the pivotal
coupling (pivotal and gradient bootstrap methods) with those based on the Gaussian cou-
pling (Gaussian and weighted bootstrap methods) from a theoretical point of view, our
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results suggest that the former methods might be more accurate than the latter ones. In-
deed, the methods based on the pivotal coupling require weaker conditions (see, however,
Theorem 12 in the next section, where it is possible to substantially weaken conditions
required for the Gaussian coupling in some examples) and, in addition, developing the
Gaussian coupling requires a “double approximation”: in order to construct a Gaussian
process that strongly approximates the original process
√
n(β̂(·)− β(·)), we first construct
a coupling of the latter process with the pivotal process, and then we construct a coupling
of the Gaussian process with the pivotal process, so that the Gaussian process is coupled
with the original process
√
n(β̂(·) − β(·)) via the pivotal process. In the numerical exam-
ples of Section 5.2 and the companion computational paper [66], however, we find that the
performance of the four methods is similar in finite samples.
In addition, the Gaussian coupling is important because of the existence of well-developed
extreme value theory for Gaussian processes; see, for example, Leadbetter, Lindgren and
Rootzen [62]. In combination with the Gaussian coupling, this theory can be used to develop
inferential procedures for some linear functionals without relying upon resampling methods
(that is, with non-bootstrap critical values) like in Rio [78]. Moreover, the Gaussian coupling
is important because of existence of anti-concentration inequalities for Gaussian processes
(Lemma 12), which are useful to construct uniform confidence bands for linear functionals
in the next section. 
4. Linear Functionals of the Conditional Quantile Function
In addition to the quantile functions x 7→ Q(u, x), u ∈ U , we are also interested in various
linear functionals of these functions. If x is decomposed as (w, v) and xk denotes the k-th
component of x, examples of particularly useful linear functionals include
1. the derivative: θ(u, x) = ∂xkQ(u, x);
2. the average derivative: θ(u) =
∫
∂xkQ(u, x)dµ(x);
3. the conditional average derivative: θ(u,w) =
∫
∂xkQ(u,w, v)dµ(v|w).
The measures µ entering the definitions above are assumed to be known but our results
can also be extended to include estimated measures. To cover all examples, we denote the
linear functional of interest by θ(u,w), where w ∈ W ⊂ Rdw .
Let I ⊂ U × W denote the set of values of (u,w) of interest. For example, if we are
interested in
• the function θ(u,w) at a particular point (u,w), then I = {(u,w)},
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• the function u 7→ θ(u,w) having fixed w, then I = U × {w},
• the function w 7→ θ(u,w) having fixed u, then I = {u} ×W,
• the entire function (u,w) 7→ θ(u,w), then I = U ×W.
4.1. QR-Series Approximation. By the linearity of the series approximations, the func-
tion θ(u,w) can be seen as a linear functional of the quantile regression coefficients β(u) up
to an approximation error, that is,
θ(u,w) = `(w)′β(u) + r(u,w), (u,w) ∈ I, (4.22)
where `(w)′β(u) is the QR-series approximation, with `(w) denoting the m-dimensional
vector of loadings on the coefficients, and r(u,w) is the remainder term, which corresponds
to the QR-approximation error. Indeed, this decomposition arises from the application of
different linear operatorsA to the decomposition Q(u, ·) = Z(·)′β(u)+R(u, ·) and evaluating
the resulting functions at w:
(AQ(u, ·)) [w] = (AZ(·)) [w]′β(u) + (AR(u, ·)) [w]. (4.23)
In the three examples above the operator A is given by, respectively,
1. a differential operator: (Ag)[x] = (∂xkg)[x], so that
`(x) = ∂xkZ(x), r(u, x) = ∂xkR(u, x);
2. an integro-differential operator: Ag = ∫ ∂xkg(x)dµ(x), so that
` =
∫
∂xkZ(x)dµ(x), r(u) =
∫
∂xkR(u, x)dµ(x);
3. a partial integro-differential operator: (Ag)[w] = ∫ ∂xkg(w, v)dµ(v|w), so that
`(w) =
∫
∂xkZ(w, v)dµ(v|w), r(u,w) =
∫
∂xkR(u,w, v)dµ(v|w).
For notational convenience, we use the formulation (4.22) in the analysis, instead of the
motivational formulation (4.23).
4.2. QR-Series Estimator. Given Q̂(u, x) = Z(x)′β̂(u), we use the plug-in estimator
θ̂(u,w) = `(w)′β̂(u), (u,w) ∈ I,
to estimate θ(u,w). In cases where θ(u,w) is known to be monotone with respect to either
w or u, we show in Appendix B of the Supplemental Material how to impose this restriction
after estimation to improve finite sample properties of θ̂(u,w).
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In the rest of this section, we provide rates of convergence for θ̂(u,w) as well as the
inference tools that will be valid for inference on the QR-series approximation
`(w)′β(u), (u,w) ∈ I,
and, provided that the QR-approximation error r(u,w) is small enough relative to the
estimation noise, will also be valid for inference on the functional of interest:
θ(u,w), (u,w) ∈ I.
Thus, the QR-series approximation `(w)′β(u) is an important penultimate target, whereas
the functional θ(u,w) is the ultimate target.
4.3. Pointwise Asymptotic Theory. We start with the rate of convergence of the es-
timator θ̂(u,w) at a particular quantile index value u and a particular covariate value w
(pointwise rate of convergence). In principle, the point (u,w) can depend on n, but we
suppress the dependence for simplicity of notation. We use the following assumption:
Condition P. The QR-series decomposition θ(u,w) = `(w)′β(u) + r(u,w) satisfies
√
n|r(u,w)|
‖`(w)‖ = o(1).
Condition P can be understood as an undersmoothing condition. Although undersmoothing
conditions are widely spread in the literature, as Belloni et al [10] pointed out, there is
no theoretically justified procedure in the literature that would lead to a desired level of
undersmoothing for the estimators of the linear functionals even for least squares estimators.
For example, under conditions of Lemma 1, when w = x, θ(u,w) = Q(u, x), so that
`(w) = Z(x) and r(u,w) = R(u, x), and the vector Z consists of a tensor product of
B-splines of order s0, Condition P holds as long as n/m
1+2(s∧s0)/d = o(1).
Based on Condition P, we derive the following theorem for the pointwise rate of conver-
gence of θ̂(u,w), which is the fifth main result together with Theorem 9 below on pointwise
asymptotic normality of θ̂(u,w).
Theorem 8 (Pointwise Convergence Rate for Linear Functionals). Suppose that the condi-
tions of Theorem 2 hold. In addition, suppose that Condition P holds. Then
|θ̂(u,w)− θ(u,w)| .P ‖`(w)‖√
n
.
Comment 9 (Rates and norm of vector of loadings). The rate of convergence of θ̂(u,w)
depends on the functional θ(u,w) through the norm of the vector of loadings `(w). For
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example, if we are interested in the coefficient β1(u), so that θ(u,w) = β1(u), which might
be a parameter of interest in the Many regressors (MR) model, then `(w) = (1, 0, . . . , 0)′,
and so ‖`(w)‖ = 1, yielding a √n-consistent estimator θ̂(u,w). See Comment 11 below for
additional examples of linear functionals with bounds on ‖`(w)‖. 
In order to perform inference, we consider the t-statistic
t(u,w) =
θ̂(u,w)− θ(u,w)
σ̂(u,w)
,
where
σ̂2(u,w) = u(1− u)`(w)′Ĵ−1(u)Σ̂Ĵ−1(u)`(w)/n (4.24)
is a consistent estimator of
σ2(u,w) = u(1− u)`(w)′J−1(u)ΣJ−1(u)`(w)/n, (4.25)
the asymptotic variance of θ̂(u,w), obtained by the delta method. We can carry out stan-
dard inference based on this t-statistic because t(u,w)→d N(0, 1), as we establish below.
Theorem 9 (Pointwise Inference for Linear Functionals). Suppose that the conditions of
Theorem 2 hold. In addition, suppose that Condition P holds, h = o(1) and mζ2m log
2 n =
o(nh). Then
t(u,w)→d N(0, 1).
Comment 10 (Using resampling methods for pointwise inference). Although it is possible
to establish validity of all the resampling methods from the previous section to perform
pointwise inference on linear functionals, we do not show these results here because they will
follow as a special case from our results below on uniform inference for linear functionals. We
provide an implementation algorithm to perform pointwise inference using the resampling
methods in Appendix A. 
4.4. Uniform Asymptotic Theory. Next, we derive the rate of convergence of the esti-
mator θ̂(u,w) that holds uniformly over (u,w) ∈ I. We use the following assumption:
Condition U.
U.1 The set I is such that its dimension dI is fixed and its diameter is bounded uniformly
over n.
U.2 For some ε > 0, the QR-approximation error r(u,w) satisfies
√
n sup
(u,w)∈I
|r(u,w)|
‖`(w)‖ = o(n
−ε).
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U.3 The vector of loadings `(w) satisfies
‖`(w)‖ ≤ ζm,θ and
∥∥∥∥ `(w)‖`(w)‖ − `(w′)‖`(w′)‖
∥∥∥∥ ≤ ζLm,θ‖w − w′‖
for all w,w′ ∈ W, where log ζLm,θ . log n.
Condition U.1 on the dimension and the diameter of the set I is mild and can be further
relaxed at the expense of additional technicalities. As in the pointwise case, Condition U.2
can be understood as an undersmoothing condition. Condition U.3 requires that the vector
of loadings `(w) is bounded uniformly over w ∈ W in the Euclidean norm by ζm,θ and the
function w 7→ `(w)/‖`(w)‖ is Lipschitz-continuous in the Euclidean norm with the Lipschitz
constant ζLm,θ. We note that the last condition is rather weak because the only requirement
on the Lipschitz constant that we impose is that log ζLm,θ . log n. We discuss some bounds
on the constant ζm,θ in a separate comment below.
Comment 11 (Primitive bounds on ζm,θ). The uniform rate of convergence for the es-
timator θ̂(u,w) derived below in Theorem 10 will crucially depend on the constant ζm,θ
appearing in Condition U. Here we discuss some bounds on this constant. For brevity, we
only discuss the case of B-splines and refer to Newey [71] and Chen [23] for other choices of
approximating functions. We assume that X = [0, 1]d and that the vector of approximating
functions Z consists of tensor products of B-splines of order s0. As discussed above, then
ζm = supx∈X ‖Z(x)‖ .
√
m and it is also possible to verify that for all positive integers
α ≤ s0, supx∈X ‖∂αxkZ(x)‖ . m1/2+α/d; see for example Chen and Christensen [24]. Then
• For θ(u,w) = Q(u, x), `(w) = Z(x) and ζm,θ . m1/2;
• For θ(u,w) = ∂xkQ(u, x), `(w) = ∂αxkZ(x) and ζm,θ . m1/2+α/d;
• For θ(u) = ∫ ∂xkQ(u, x)dµ(x) with supp(µ) ⊂ int(X ) and |∂xkµ(x)| . 1,
` =
∫
∂xkZ(x)µ(x) dx = −
∫
Z(x)∂xkµ(x) dx and ζm,θ . 1;
see Newey [71] for more explanations on the last bound. 
4.4.1. Uniform-in-u Rate of Convergence: The following theorem establishes the uniform
rate of convergence of the QR-series estimator θ̂(u,w), which is the sixth main result.
Theorem 10 (Uniform Convergence Rate for Linear Functionals). Suppose that the con-
ditions of Theorem 2 hold. In addition, suppose that Condition U hold. Then
sup
(u,w)∈I
|θ̂(u,w)− θ(u,w)| .P
√
ζ2m,θ log n
n
.
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The uniform rate of Theorem 10 is the same as the pointwise rate of Theorem 8 up to a
small logarithmic factor. As in the pointwise rate result, the norm of the vector of loadings
play a role which is controlled by ζm,θ in Condition U.
Comment 12 (Comparison of Theorem 10 and Corollary 2). When θ(u,w) is the condi-
tional quantile function, the convergence rate of Theorem 10 is asymptotically equivalent
to the rate of Corollary 2 under the undersmoothing condition U.2. For example, in the
case of B-splines, ζ2m,θ log n/n = m log n/n and m
−(s∧s0)/d = o(
√
m log n/n) under U.2.
4.4.2. Gaussian and Pivotal Couplings for t-Statistic Processes: Next, we consider inference
on the function (u,w) 7→ θ(u,w). We base inference on the t-statistic process t(·, ·) =
{t(u,w) : (u,w) ∈ I} defined as follows:
t(u,w) =
θ̂(u,w)− θ(u,w)
σ̂(u,w)
, (4.26)
where σ̂2(u,w), defined in (4.24), is an estimator of the asymptotic variance σ2(u,w) of
θ̂(u,w) in (4.25). Using the results in the previous section, we construct pivotal and Gauss-
ian couplings for this process in the following theorem, which is the seventh main result
together with Theorems 12, 13, and 14 below on couplings and resampling methods for the
t-statistic process.
Theorem 11 (Pivotal and Gaussian Couplings for t-statistic Process). Suppose that Condi-
tions S and U hold. If h = o(n−ε), mζ2m = o(n1−εh), m3ζ2m = o(n1−ε), and m−κ+1 = o(n−ε)
for some constant ε > 0, then
sup
(u,w)∈I
∣∣∣∣t(u,w)− `(w)′J−1(u)U(u)/√nσ(u,w)
∣∣∣∣ .P o(n−ε′) (4.27)
for the process U(·) defined in (3.14) for some ε′ > 0. Also, if h = o(n−ε), mζ2m = o(n1−εh),
m7ζ6m = o(n
1−ε), and m−κ+1 = o(n−ε) for some constant ε > 0, then
sup
(u,w)∈I
∣∣∣∣t(u,w)− `(w)′J−1(u)G(u)/√nσ(u,w)
∣∣∣∣ .P o(n−ε′) (4.28)
for the process G(·) defined in Theorem 5 for some ε′ > 0.
The Gaussian coupling is derived in this theorem under rather strong condition m7ζ6m =
o(n1−ε). It turns out that it is possible to construct the same coupling under a different set
of conditions:
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Theorem 12 (Gaussian Coupling for t-statistic Process under Alternative Conditions).
Suppose that Conditions S and U hold. In addition, suppose that h = o(n−ε), mζ2m =
o(n1−εh), m3ζ2m = o(n1−ε), and m−κ+1 = o(n−ε) for some constant ε > 0. Moreover,
suppose that (1+ ζLm,θ)
2dI ζ2m = o(n
1−ε). Then (4.28) holds for the same process G(·) as that
used in Theorem 11.
Comment 13 (Comparison of conditions for the Gaussian coupling in Theorems 11 and 12).
The conditions of Theorems 11 and 12 required for the Gaussian coupling are non-nested.
In particular, Theorem 12 requires the condition m3ζ2m = o(n
1−ε) that is weaker than the
corresponding condition in Theorem 11, m7ζ6m = o(n
1−ε), but it also requires the condition
(1+ ζLm,θ)
2dI ζ2m = o(n
1−ε) that is stronger than the corresponding condition in Theorem 11,
log ζLm,θ . log n. However, in most cases of practical importance, the conditions of Theorem
12 are substantially weaker than those of Theorem 11. For example, consider the NP model
and suppose that we are interested in the conditional quantile function Q(u, x) itself, so
that `(ω) = Z(x). Further, suppose that X = [0, 1]d and that the vector of approximating
functions z consists of tensor products of B-splines. Then ζm .
√
m, as discussed above,
and it is also possible to show that ζLm,θ . m1/d. Hence, in this case Theorem 12 requires
that m4∨(2/d+3) = o(n1−ε) since dI = 1 + d whereas Theorem 11 requires m10 = o(n1−ε).
4.4.3. Resampling Methods: As in Section 3, we can use four resampling methods to approx-
imately simulate the distribution of the pivotal and Gaussian processes. Specifically, define
the processes U∗(·) and G∗(·) as in (3.16) and (3.19), respectively. Recall that conditional
on (Zi)
n
i=1, these processes are copies of the processes U(·) and G(·), respectively, and so
the processes
{
`(w)′J−1(u)U∗(u)/
√
n
σ(u,w)
: (u,w) ∈ I
}
and
{
`(w)′J−1(u)G∗(u)/
√
n
σ(u,w)
: (u,w) ∈ I
}
are copies of the the pivotal and Gaussian processes
{
`(w)′J−1(u)U(u)/
√
n
σ(u,w)
: (u,w) ∈ I
}
and
{
`(w)′J−1(u)G(u)/
√
n
σ(u,w)
: (u,w) ∈ I
}
,
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respectively. Also, define the t-statistic bootstrap process t∗(·, ·) = {t∗(u,w) : (u,w) ∈ I}
for each method as
pivotal method: t∗(u,w) =
`(w)′Ĵ−1(u)U∗(u)/
√
n
σ̂(u,w)
;
gradient bootstrap method: t∗(u,w) =
`(w)′(β̂∗(u)− β̂(u))
σ̂(u,w)
;
Gaussian method: t∗(u,w) =
`(w)′Ĵ−1(u)G∗(u)/
√
n
σ̂(u,w)
;
weighted bootstrap method: t∗(u,w) =
`(w)′(β̂b(u)− β̂(u))
σ̂(u,w)
.
The following theorem shows that the conditional distribution of the t-statistic bootstrap
process t∗(·, ·) given the data, which can be simulated, approximates the distribution of the
pivotal (in the case of pivotal and gradient bootstrap methods) and Gaussian (in the case
of Gaussian and weighted bootstrap methods) processes, and via Theorems 11 and 12 also
of the original t-statistic process t(·, ·).
Theorem 13 (Validity of Resampling Methods for t-statistic Process). Suppose that Con-
ditions S and U hold. In addition, suppose that h = o(n−ε) and mζ2m = o(n1−εh) for some
constant ε > 0. Moreover, suppose that (i) the conditions of Theorem 3 hold in the case of
the pivotal method, (ii) the conditions of Theorem 4 hold in the case of gradient bootstrap
method, (iii) the conditions of Theorem 6 hold in the case of Gaussian method, and (iv)
the conditions of Theorems 7 hold in the case of weighted bootstrap method. Then for the
pivotal and gradient bootstrap methods,
sup
(u,w)∈I
∣∣∣∣t∗(u,w)− `(w)′J−1(u)U∗(u)/√nσ(u,w)
∣∣∣∣ .P o(n−ε′)
for some ε′ > 0. In addition, for the Gaussian and weighted bootstrap methods,
sup
(u,w)∈I
∣∣∣∣t∗(u,w)− `(w)′J−1(u)G∗(u)/√nσ(u,w)
∣∣∣∣ .P o(n−ε′)
for some ε′ > 0. Moreover, the stated bounds continue to hold in P -probability if we replace
the unconditional probability P by the conditional probability P ∗.
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Note that in the case of weighted bootstrap method, the theorem above imposes the
rather strong condition m7ζ6m = o(n
1−ε). Like in the case of Theorem 12, it turns out that
it is possible to obtain the same approximation as in this theorem but under a different set
of conditions:
Theorem 14 (Weighted Bootstrap Method for t-statistic Process under Alternative Con-
ditions). Suppose that Conditions S and U hold. In addition, suppose that h = o(n−ε),
mζ2m = o(n
1−εh), m3ζ2m = o(n1−ε), and m−κ+1 = o(n−ε) for some constant ε > 0. More-
over, suppose that (1 + ζLm,θ)
2dI ζ2m = o(n
1−ε). Finally, suppose that the conditions of Theo-
rem 7 on the weights pii hold. Then for the weighted bootstrap method,
sup
(u,w)∈I
∣∣∣∣t∗(u,w)− `(w)′J−1(u)G∗(u)/√nσ(u,w)
∣∣∣∣ .P o(n−ε′)
for some ε′ > 0. Moreover, the stated bound continues to hold in P -probability if we replace
the unconditional probability P by the conditional probability P ∗.
4.5. Uniform Confidence Bands. With the help of Theorems 11 – 14, we can solve a
wide range of inference problems. For example, we can construct uniform confidence bands
for linear functionals (u,w) 7→ θ(u,w) on I, and test shape constraints for the conditional
quantile functions x 7→ Q(u, x). For the former problem, let
V = sup
(u,w)∈I
|t(u,w)|
be the maximal t-statistic. Also, let k(1−α) denote the (1−α) quantile of the distribution
of V . If k(1− α) were known, we would have the confidence band{
[θ̂(u,w)− k(1− α)σ̂(u,w), θ̂(u,w) + k(1− α)σ̂(u,w)] : (u,w) ∈ I
}
(4.29)
covering the whole function {θ(u,w) : (u,w) ∈ I} with probability 1− α exactly. However,
k(1 − α) is typically unknown, and the confidence band (4.29) is infeasible. Instead, we
approximate k(1 − α) using the resampling methods developed in this paper. Specifically,
let
V ∗ = sup
(u,w)∈I
|t∗(u,w)|
be the bootstrap maximal t-statistic, and let k∗(1 − α) be the (1 − α) quantile of the
conditional distribution of V ∗ given the data. This quantity can be computed numerically
by Monte Carlo methods, as we illustrate in the next section via empirical examples and
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give precise algorithms in Appendix A. We then form a two-sided (1−α) uniform confidence
band as{
[ι˙(u,w), ι¨(u,w)] = [θ̂(u,w)− k∗(1− α)σ̂(u,w), θ̂(u,w) + k∗(1− α)σ̂(u,w)] : (u,w) ∈ I
}
.
The following theorem establishes that this confidence band covers the whole function
{θ(u,w) : (u,w) ∈ I} with probability (1− α) in large samples.
Theorem 15 (Uniform Confidence Bands). Suppose that Conditions S and U hold. In
addition, suppose that m3ζ2m = o(n
1−ε) and m−κ+1 = o(n−ε) for some constant ε > 0.
Moreover, suppose that (i) h
√
m = o(n−ε) and m2ζ2m = o(n1−εh) in the case of pivotal
and Gaussian methods and (ii) h = o(n−ε) and mζ2m = o(n1−εh) in the case of gradient
and weighted bootstrap methods. Finally, suppose that the conditions of Theorem 7 on the
weights pii hold in the case of the weighted bootstrap method. (1) Then
P
(
V ≤ k∗(1− α)
)
= 1− α+ o(1). (4.30)
(2) As a consequence,
P
(
θ(u,w) ∈ [ι˙(u,w), ι¨(u,w)], for all (u,w) ∈ I
)
= 1− α+ o(1). (4.31)
(3) The width of the confidence band 2k∗(1− α)σ̂(u,w) obeys
2k∗(1− α)σ̂(u,w) .P
√
ζ2m,θ log n
n
(4.32)
uniformly over (u,w) ∈ I.
In addition to the validity of the uniform confidence band, Theorem 15 establishes that
the width of the uniform confidence band is of the same order as the uniform rate of
convergence of the estimator θ̂(u,w).
Comment 14 (Related literature). The construction of uniform confidence bands for non-
parametric functions has been of large interest both in econometrics and statistics at least
from the seventies. Early constructions can be traced back at least to the classic work [12]
by Bickel and Rosenblatt. More recent contributions include Claeskens and Keilegom [35],
Horowitz and Lee [51], Gine´ and Nickl [41], and Chernozhukov, Chetverikov and Kato [27],
among many others. Most of the constructions in the literature rely on a two-step strategy.
First, the distribution of an estimator of the function of interest is approximated by some
Gaussian process uniformly over its domain. Second, extreme value theory is employed to
obtain the limit distribution of the supremum of the absolute value of the Gaussian process
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and its appropriate quantile is used to choose the width of the confidence band. A widely
understood problem of this construction, however, is that the limit distribution on the sec-
ond step may not exist and even if it does, it is often difficult to derive its explicit form.
This distribution depends both on the function of interest and on the estimator considered,
so that treatment of any new estimation problem requires a separate theorem, and in fact
considerable efforts have been devoted to derive this distribution even in relatively simple
settings, like density estimation based on projection kernels; see Gine´ and Nickl [41] and
references therein. We avoid this problem: instead of deriving the limit distribution on the
second step, we rely upon resampling methods developed in this paper. As a result, our
construction yields asymptotically exact uniform confidence bands that work generically for
all linear functionals of the conditional quantile functions. Our strategy is related to that
used in Chernozhukov, Chetverikov and Kato [27] for the problem of density estimation and
is built on Chernozhukov, Lee and Rosen [32], who proposed a related strategy for inference
on the minimum of a function. 
4.6. Test of Shape Constraints. We consider the problem of testing shape constraints
for the conditional quantile functions x 7→ Q(u, x). Let xk denote the k-th component of
x. We assume that the functions x 7→ Q(u, x) are twice continuously differentiable and
consider three types of shape constraints:
(i) Monotonicity of x 7→ Q(u, x) with respect to xk: ∂xkQ(u, x) ≤ 0 for all x ∈ X and
u ∈ U ;
(ii) Concavity of x 7→ Q(u, x) with respect to xk: ∂2xkQ(u, x) ≤ 0 for all x ∈ X and
u ∈ U ;
(iii) Concavity of x 7→ Q(u, x) with respect to x: α′∂2xQ(u, x)α ≤ 0 for all α ∈ Sd−1,
x ∈ X , and u ∈ U ,
where in the third example ∂2xQ(u, x) denotes the d× d-dimensional matrix whose (j, k)-th
element is given by ∂xj∂xkQ(u, x) for all j, k = 1, . . . , d.
7 Note that in the first example
we focus on the case where x 7→ Q(u, x) is decreasing with respect to xk but we can also
consider the case where x 7→ Q(u, x) is increasing simply by replacing Y by −Y and u by
1− u. Similarly, we can consider the case of convexity in the second and third examples.
7Note that the twice continuously differentiable function f : X → R is concave if and only if α′∂2xf(x)α ≤ 0
for all x ∈ X and α ∈ Sd−1. To prove this claim, note that f is concave if and only if the function t 7→ f(x+tα)
mapping {t ∈ R : x+ tα ∈ X} to R is concave for all x ∈ X and α ∈ Sd−1, which in turns holds if and only
if α′∂2xf(x)α ≤ 0 for all x ∈ X and α ∈ Sd−1.
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Now, observe that all three shape constraints discussed above can be expressed using the
same notation:
θ(u,w) ≤ 0, for all (u,w) ∈ I,
where θ(u,w) is a linear functional with the vector of loadings being `(w) = ∂xkZ(x) with
w = x in the first example, `(w) = ∂2xkZ(x) with w = x in the second example, and
`(w) = (`1(w), . . . , `m(w))
′ where `j(w) = α′∂2xZj(x)α for all j = 1, . . . ,m with w = (x, α)
in the third example. Hence, we are interested in testing
H0 : sup
(u,w)∈I
θ(u,w) ≤ 0 against H1 : sup
(u,w)∈I
θ(u,w) > 0.
To test H0 against H1, we consider the one-sided Kolmogorov-Smirnov statistic
T = sup
(u,w)∈I
θ̂(u,w)
σ̂(u,w)
.
Then under H0,
T = sup
(u,w)∈I
θ̂(u,w)
σ̂(u,w)
≤ sup
(u,w)∈I
θ̂(u,w)− θ(u,w)
σ̂(u,w)
= sup
(u,w)∈I
t(u,w).
Note also that too large values of T suggest that H0 is violated. Hence, letting k˜(1 − α)
denote the (1−α) quantile of sup(u,w)∈I t(u,w), we would like to reject H0 if T > k˜(1−α).
However, such a test is not feasible because k˜(1− α) is unknown. Instead, we approximate
k˜(1− α) using the resampling methods developed in this paper. Specifically, let
T ∗ = sup
(u,w)∈I
t∗(u,w)
be the bootstrap statistic, and let k˜∗(1 − α) be the (1 − α) quantile of the conditional
distribution of T ∗ given the data. This quantity can be computed numerically by Monte
Carlo methods. Then we reject H0 in favor of H1 if T > k˜
∗(1− α). The following theorem
shows that this test controls size in large samples.
Theorem 16 (Test of Shape Constraints). Suppose that the conditions of Theorem 15 hold.
Then under H0,
P
(
T > k˜∗(1− α)
)
≤ α+ o(1).
Moreover, if M =Mn is a set of data-generating processes that satisfy H0 and is such that
the conditions of Theorem 15 hold uniformly over this set, then
sup
M∈M
PM
(
T > k˜∗(1− α)
)
≤ α+ o(1),
where PM denotes probability under the data-generating process M .
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5. Examples
This section illustrates the finite sample performance of the estimation and inference
methods with two examples. All the calculations were carried out with the software R
([79]), using the package quantreg for quantile regression (Koenker [56]). We refer to
Appendix A for implementation algorithms and to the companion computational paper [66]
for software and additional examples.
5.1. Empirical Example. To illustrate our methods with real data, we consider an empir-
ical application to nonparametric estimation of the demand for gasoline. Blundell, Horowitz
and Parey [13], Hausman and Newey [47], Schmalensee and Stoker [80], and Yatchew and No
[87] estimated nonparametrically the average demand function. We estimate nonparamet-
rically the quantile demand and price elasticity functions and apply our inference methods
to construct confidence bands for the average quantile price elasticity function and to test
the Slutsky condition of consumer demand. We use the same data set as in Yatchew and
No [87], which comes from the National Private Vehicle Use Survey, conducted by Statistics
Canada between October 1994 and September 1996.8 The main advantage of this data set,
relative to similar data sets for the U.S., is that it is based on fuel purchase diaries and
contains detailed household level information on prices, fuel consumption patterns, vehicles
and demographic characteristics. (See Yatchew and No [87] for a more detailed description
of the data.) Our sample selection and variable construction also follow Yatchew and No
[87]. We select into the sample households with non-zero licensed drivers, vehicles, and
distance driven. We focus on regular grade gasoline consumption. This selection results
in a sample of 5,001 households. Fuel consumption and expenditure are recorded by the
households at the purchase level.
We consider a partially linear specification for the demand function:9
Y = Q(U,X), Q(U,X) = g(U,W ) + V ′β(U), X = (W,V ),
where Y is the log of total gasoline consumption in liters per month; W is the log of
price in Canadian dollars per liter; U is the unobservable preference of the household to
8The data set can be downloaded from Adonis Yatchew’s web site at
www.economics.utoronto.ca/yatchew/.
9This partially linear specification of the demand function arises from household preferences characterized
by the indirect utility function V (w, v, u) = v1−β(u)/[1− β(u)]−G(u,w), where w is real gasoline price, v is
real income, and g(u,w) = ∂wG(u,w) (see Lewbel [64], Th. 1). We thank Arthur Lewbel for pointing this
out.
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consume gasoline; and V is a vector of 28 covariates. Following Yatchew and No [87], the
covariate vector includes the log of age, a dummy for the top coded value of age, the log
of income, a set of dummies for household size, a dummy for urban dwellers, a dummy for
young-single (age less than 36 and household size of one), the number of drivers, a dummy
for more than 4 drivers, 5 province dummies, and 12 monthly dummies. To estimate the
function w 7→ g(w, u) at each u, we consider three different vectors of series approximating
functions w 7→ Z(w): linear, a power orthogonal polynomial of degree 6, and a cubic B-
spline with 5 knots at the {0, 1/4, 1/2, 3/4, 1} quantiles of the observed values of W . The
series approximation to the function (u, x) 7→ Q(u, x) takes the following form:
Q(u, x) = Z(w)′δ(u) + v′γ(u) = Z(x)′β(u), Z(x) = (Z(w), v), β(u) = (δ(u), γ(u)).
The number of series terms in the power and B-spline specifications is selected by under-
smoothing over the specifications chosen by applying cross validation to the corresponding
least squares estimators.10 In the next section, we analyze the size of the specification error
of these series approximations in a numerical experiment calibrated to mimic this example.
The empirical results for the B-spline specification are reported in Figures 1 and 2.11 The
first two panels of fig. 1 plot the initial and monotonized estimates of the quantile demand
surface for gasoline as a function of price and the quantile index, that is
(u, exp(w)) 7→ θ(u,w) = exp(g(w, u) + v′β(u)),
10There is potentially a large set of methods that can be used to choose the number of series terms (cross-
validation, penalization, the method of Lepski, among others). Indeed, the problem of selecting the number of
series terms is a special case of the problem of model selection, and there are several textbooks/monographs
in the literature on model selection in abstract settings; for example, Massart [69] and Koltchinskii [60].
However, to the best of our knowledge, there are no papers in the literature that apply to the problem of
selecting the number of series terms in the nonparametric quantile regression problem studied here. Hence,
we have opted to use an ad hoc method that consists of performing cross-validation as if we were to estimate
the conditional mean function x 7→ E[Y |X = x], which is estimated by the series least squares method.
Under the implicit assumption that the smoothness of the functions x 7→ Q(u, x) is similar to that of the
function x 7→ E[Y |X = x], such a cross-validation would yield the number of series terms that approximately
equalize variance and bias terms in estimating the functions x 7→ Q(u, x). We then slightly increase the
number of series terms so that the bias term is of smaller order relative to the variance term (that is, to
achieve undersmoothing, as stated in Condition U.2), so that valid inference can be performed.
11The results for the linear and power specifications are not reported for the sake of brevity. They are
similar to the results for the B-spline specification.
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where the value of v is fixed at the sample median values of the ordinal variables and one for
the dummies corresponding to the sample modal values of the rest of the variables.12 The
monotonized estimates are obtained using the average rearrangement over both the price
and quantile dimensions proposed in Chernozhukov, Ferna´ndez-Val, and Galichon [31]; see
Appendix B. The demand surface show most noticeably non-monotone areas with respect
to price at high quantiles, which are removed by the rearrangement. The last panel of fig.
1 shows the estimate of the quantile price elasticity surface as a function of price and the
quantile index, that is:
(u, exp(w)) 7→ θ(u,w) = ∂wg(u,w).
The estimates show substantial heterogeneity of the elasticity across quantiles and prices,
with individuals at the upper quantiles being less sensitive to high prices.13
Fig. 2 shows 90% uniform confidence bands for the average quantile price elasticity
function
u 7→ θ(u) =
∫
∂w g(u,w)dµ(w),
over the quantile indices I = [0.1, 0.9], where µ is the empirical distribution of W . The
panels of the figure correspond to the pivotal, gradient bootstrap, Gaussian and weighted
bootstrap methods. For the pivotal and Gaussian methods the distribution of the maximal t-
statistic is obtained by 1,000 simulations. The gradient bootstrap uses 199 repetitions. The
weighted bootstrap uses standard exponential weights and 199 repetitions. The confidence
bands show that the evidence of heterogeneity in the elasticities across quantiles is not
statistically significant, because we can trace a horizontal line within the bands. They also
show that there is significant evidence of negative price sensitivity at most quantiles as the
bands are bounded away from zero for most quantiles.
The Slutsky condition of consumer demand states that the compensated price elasticity
is negative for all the households. Dette, Hoderlein, and Neumeyer [37] showed that this
condition has testable implications for the quantile demand function and its derivatives
in heterogeneous demand systems with multiple goods and possible infinite dimensional
12The median values of the ordinal covariates are $40K for income, 46 for age, and 2 for the number of
drivers. The modal values for the rest of the covariates are 0 for the top-coding of age, 2 for household size,
1 for urban dwellers, 0 for young-single, 0 for the dummy of more than 4 drivers, 4 (Prairie) for province,
and 11 (November) for month.
13These estimates are smoothed by local weighted polynomial regression across the price dimension
(Cleveland [36]), because the unsmoothed elasticity estimates display very erratic behavior.
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unobservables. The one good version of their test is:
H0 : S(u, x) ≤ 0, for all (u, x) ∈ U × X , vs H1 : S(u, x) > 0, for some (u, x) ∈ U × X ,
(5.33)
where S(u, x) is the compensated quantile price elasticity that in our logarithmic specifica-
tion takes the form
S(u, x) = exp(`)∂wQ(u, x) + exp(Q(u, x) + w)∂`Q(u, x), x = (w, `, c),
which is a smooth function of the quantile demand and derivatives. Here we have partitioned
the covariate vector X into (W,L,C), where W is log of price, L is the log of income, and
C includes the rest of the covariates.
To test the functional hypothesis (5.33) we use the one-sided Kolmogorov-Smirnov statis-
tic:
K = max
(u,x)∈I
Ŝ(u, x)
σ̂S(u, x)
,
where
Ŝ(u, x) = exp(`)∂wQ̂(u, x) + exp(Q̂(u, x) + w)∂`Q̂(u, x),
is the plug-in series estimator of S(u, x), Q̂(u, x) is the series estimator of Q(u, x), σ̂S(u, x)
is a delta method estimator of the asymptotic standard deviation of Ŝ(u, x), and I ⊆ U ×X
denotes the set of values of interest. We reject H0 if the p-value of K under H0 is less
than α, i.e. supP∈H0 P (K > k) < α where k is the realized value of K. Dette, Hoderlein,
and Neumeyer [37] proposed an alternative test based on kernel estimators of the quantile
function and its derivatives.
We estimate the distribution of K under H0 by weighted bootstrap with moment selection
to reduce the asymptotic non-similarity on the boundary of composite one sided functional
tests (Linton, Song, and Whang [65]). The weighted bootstrap version of K is
K∗(cn) = max
(u,x)∈I
Ŝ∗(u, x)− Ŝ(u, x)
σ̂S(u, x)
1[|Ŝ(u, x)| < cnσ̂S(u, x)],
where
Ŝ∗(u, x) = exp(`)∂wQ̂∗(u, x) + exp(Q̂∗(u, x) + w)∂`Q̂∗(u, x),
is the bootstrap version of Ŝ(u, x), Q̂∗(u, x) is the series estimator of Q(u, x) in the weighted
sample, 1[|Ŝ(u, x)| < cnσ̂S(u, x)] is the moment selector (Chernozhukov, Hong, and Tamer
[33], and Andrews and Soares [3]), and cn is a sequence of thresholds that can grow with
n. The centering by Ŝ(u, x) imposes the least favorable null hypothesis S(u, x) = 0 at all
the points (u, x) ∈ I in the bootstrap to control the size of the test, whereas the moment
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selector discards points that are far from this hypothesis with very high probability to
increase power. We consider three sequences for cn: no moment selection with cn = 0, BIC
moment selection with c2n = log n, and LIL selection with c
2
n = 2 log log n. The estimator of
the p-value for a realization of the statistic k is the probability that K∗(cn) is greater than
k conditional on the data.
Table 1 presents the results of the test of the Slutsky condition in our data set. We set
the region I to the product of {0.01, 0.02, ..., 0.99} and the observed support of X in the
data. We obtain the p-values by weighted bootstraps with standard exponential weights
and 199 replications. Here, we do not find sufficient evidence to reject the Slutsky condition
at standard significance levels in any of the specifications with or without the moment
selection.
Table 1. Test of Slutsky Condition
P-value†
Specification K stat No selection BIC selection LIL selection
Linear 0.47 0.95 0.76 0.58
Power 3.63 0.30 0.30 0.28
B-spline 2.30 0.96 0.96 0.96
†P-values obtained by weighted bootstrap with standard exponential weights
and 199 replications.
5.2. Numerical Example. To evaluate the performance of our estimation and inference
methods in finite samples, we conduct a Monte Carlo experiment designed to mimic the
previous empirical example. We consider the following design for the data generating pro-
cess:
Y = g(W ) + V ′β + σΦ−1(U), (5.34)
where g(w) = α0 + α1w + α2 sin(2piw) + α3 cos(2piw) + α4 sin(4piw) + α5 cos(4piw), V is
the same covariate vector as in the empirical example, U ∼ U(0, 1), and Φ−1 denotes the
inverse of the CDF of the standard normal distribution. The parameters of g(w) and β
are calibrated by applying least squares to the data set in the empirical example and σ
is calibrated to the least squares residual standard deviation. We consider linear, power
and B-spline series methods to approximate g(w), with the same number of series terms
and other tuning parameters as in the empirical example. In practice, we recommend to
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conduct this type of Monte Carlo experiment with a data generating process that mimics
the application at hand to verify the plausibility of the regularity conditions of the method.
Figures 3 and 4 in the Supplemental Material examine the quality of the series approxi-
mations in the population. They compare the true quantile function
(u, exp(w)) 7→ θ(u,w) = g(w) + v′β + σΦ−1(u),
and the quantile price elasticity function
(u, exp(w)) 7→ θ(u,w) = ∂wg(w),
to the estimands of the series approximations. In the quantile demand function the value of
v is fixed at the sample median values of the ordinal variables and at one for the dummies
corresponding to the sample modal values of the rest of the variables (see footnote 12). The
estimands are obtained numerically from a mega-sample (a proxy for infinite population)
of 100 × 5, 001 observations with the values of (W,V ) as in the data set (repeated 100
times) and with Y generated from the DGP (5.34). Although the derivative function does
not depend on u in our design, we do not impose this restriction on the estimands. Both
figures show that the power and B-spline estimands are close to the true target functions,
whereas the more parsimonious linear approximation misses important curvature features
of the target functions, especially in the elasticity function.
To analyze the properties of the inference methods in finite samples, we draw 500 samples
from the DGP (5.34) with 4 sample sizes, n: 10, 002, 5, 001, 1, 000, and 500 observations.
For n = 10, 002 we fix W to the values in the data set repeated twice, for n = 5, 001 we
fix W to the values in the data set, whereas for the smaller sample sizes we draw W with
replacement from the values in the data set and keep them fixed across samples. To speed
up computation, we drop the vector V by fixing it at the sample median values of the
ordinal components and at one for the dummies corresponding to the sample modal values
for all the individuals. We focus on the average quantile price elasticity function
u 7→ θ(u) =
∫
∂wg(w)dµ(w),
over the region I = [0.1, 0.9]. We estimate this function using linear, power and B-spline
quantile regression with the same number of terms and other tuning parameters as in the
empirical example. Although θ(u) does not change with u in our design, again we do not
impose this restriction on the estimators. For inference, we compare the performance of 90%
confidence bands for the entire elasticity function. These bands are constructed using the
pivotal, gradient bootstrap, Gaussian, and weighted bootstrap methods, all implemented
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in the same fashion as in the empirical example. The interval I is approximated by a finite
grid of 91 quantiles I˜ = {0.10, 0.11, ..., 0.90}.
Table 2 reports estimation and inference results averaged across 500 simulations. The
true value of the elasticity function is θ(u) = −0.74 for all u ∈ I˜. Bias and RMSE are
the absolute bias and root mean squared error integrated over I˜. SE/SD reports the ratios
of empirical average standard errors to empirical standard deviations. SE/SD uses the
analytical standard errors from expression (4.24). The bandwidth for Ĵ(u) is chosen using
the Hall-Sheather option of the quantreg R package (Hall and Sheather [45]). Length
gives the empirical average of the length of the confidence band. SE/SD and length are
integrated over the grid of quantiles I˜. Cover reports empirical coverage of the confidence
bands with nominal level of 90%. Stat is the empirical average of the 90% quantile of the
maximal t-statistic used to construct the bands. Table 2 shows that the linear estimator
has higher absolute bias than the more flexible power and B-spline estimators, but displays
lower rmse, especially for small sample sizes. The analytical standard errors provide good
approximations to the standard deviations of the estimators. The confidence bands have
empirical coverage close to the nominal level of 90% for all the estimators and sample sizes
considered; and both bootstrap bands tend to have larger average length than the pivotal
and Gaussian bands. The source of this difference in coverage might be that the bootstrap
methods resample the distribution of the covariates, whereas the pivotal and Gaussian
methods condition on the distribution in the sample.
All in all, these results strongly confirm the practical value of the theoretical results and
methods developed in the paper. They also support the empirical example by verifying that
our estimation and inference methods work quite nicely in a very similar setting.
Appendix A. Implementation Algorithms
Throughout this section we assume that we have a random sample {(Yi, Zi) : 1 ≤ i ≤ n}.
We are interested in approximating the distribution of the process
√
n(β̂(·) − β(·)) or of
the statistics associated with functionals of it. Recall that for each quantile u ∈ U ⊂ (0, 1),
we estimate β(u) by quantile regression β̂(u) = arg minβ∈Rm En[ρu(Yi − Z ′iβ)], the Gram
matrix Σ by Σ̂ = En[ZiZ ′i], and the Jacobian matrix J(u) by Powell [75] estimator Ĵ(u) =
En[1{|Yi − Z ′iβ̂(u)| ≤ h} · ZiZ ′i]/2h, where we recommend choosing the bandwidth h as in
the quantreg R package with the Hall-Sheather option (Hall and Sheather [45]).
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We begin describing the algorithms to implement the methods to approximate the dis-
tribution of the process
√
n(β̂(·)− β(·)) indexed by U . Let B be a pre-specified number of
bootstrap or simulation repetitions.
Algorithm 1 (Pivotal method). (1) For b = 1, . . . , B, draw U b1 , . . . , U
b
n i.i.d. from U ∼
Uniform(0, 1) and compute Ub(u) = n−1/2
∑n
i=1 Zi(u−1{U bi ≤ u}), u ∈ U . (2) Approximate
the distribution of {√n(β̂(u)−β(u)) : u ∈ U} by the empirical distribution of {Ĵ−1(u)Ub(u) :
u ∈ U , 1 ≤ b ≤ B}.
Algorithm 2 (Gradient bootstrap method). (1) For b = 1, . . . , B, draw U b1 , . . . , U
b
n i.i.d.
from U ∼ Uniform(0, 1) and compute Ub(u) = n−1/2∑ni=1 Zi(u− 1{U bi ≤ u}), u ∈ U . (2)
For b = 1, . . . , B, estimate the quantile regression process β̂b(u) = arg minβ∈Rm
∑n
i=1 ρu(Yi−
Z ′iβ) + ρu(Yn+1 − Xbn+1(u)′β), u ∈ U , where Xbn+1(u) = −
√
n Ubn(u)/u, and Yn+1 =
nmax1≤i≤n |Yi| to ensure Yn+1 > Xbn+1(u)′β̂b(u), for all u ∈ U . (3) Approximate the
distribution of {√n(β̂(u)−β(u)) : u ∈ U} by the empirical distribution of {√n(β̂b(u)−β̂(u)) :
u ∈ U , 1 ≤ b ≤ B}.
Algorithm 3 (Gaussian method). (1) For b = 1, . . . , B, generate a m-dimensional standard
Brownian bridge on U , Bbm(·). Define Gbn(u) = Σ̂1/2Bbm(u) for u ∈ U . (2) Approximate the
distribution of {√n(β̂(u) − β(u)) : u ∈ U} by the empirical distribution of {Ĵ−1(u)Gbn(u) :
u ∈ U , 1 ≤ b ≤ B}.
Algorithm 4 (Weighted bootstrap method). (1) For b = 1, . . . , B, draw pib1, . . . , pi
b
n i.i.d.
from the standard exponential distribution and compute the weighted quantile regression
process β̂b(u) = arg minβ∈Rm
∑n
i=1 pi
b
iρu(Yi−Z ′iβ), u ∈ U . (2) Approximate the distribution
of {√n(β̂(u)−β(u)) : u ∈ U} by the empirical distribution of {√n(β̂b(u)−β̂(u)) : u ∈ U , 1 ≤
b ≤ B}.
The previous algorithms provide approximations to the distribution of
√
n(β̂(u)− β(u))
that are uniformly valid in u ∈ U . We can use these approximations directly to make
inference on linear functionals of Q(u, x) including the conditional quantile functions itself,
provided the approximation error is small as stated in Conditions P and U. Each linear
functional is represented by {θ(u,w) = `(w)′β(u) + rn(u,w) : (u,w) ∈ I}, where `(w)′β(u)
is the series approximation, `(w) ∈ Rm is a loading vector, rn(u,w) is the remainder term,
and I is the set of pairs of quantile indices and covariates values of interest, see Section
4 for details and examples. Next we provide algorithms to conduct pointwise or uniform
inference over linear functionals.
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Algorithm 5 (Pointwise Inference for Linear Functionals). (1) Compute the variance esti-
mate σ̂2(u,w) = u(1−u)`(w)′Ĵ−1(u)Σ̂Ĵ−1(u)`(w)/n. (2) Using any of the Algorithms 1-4,
compute vectors V1(u), . . . , VB(u) whose empirical distribution approximates the distribution
of
√
n(β̂(u) − β(u)). (3) For b = 1, . . . , B, compute the t-statistic t∗b(u,w) =
∣∣∣ `(w)′Vb(u)√nσ̂(u,w) ∣∣∣.
(4) Form a (1 − α)-confidence interval for θ(u,w) as `(w)′β̂(u) ± k(1 − α)σ̂(u,w), where
k(1− α) is the 1− α sample quantile of {t∗b(u,w) : 1 ≤ b ≤ B}.
Algorithm 6 (Uniform Inference for Linear Functionals). (1) Compute the variance esti-
mates σ̂2(u,w) = u(1− u)`(w)′Ĵ−1(u)Σ̂Ĵ−1(u)`(w)/n for (u,w) ∈ I. (2) Using any of the
Algorithms 1-4, compute the processes V1(·), . . . , VB(·) whose empirical distribution approx-
imates the distribution of {√n(β̂(u) − β(u)) : u ∈ U}. (3) For b = 1, . . . , B, compute the
maximal t-statistic ‖t∗b‖I = sup(u,w)∈I
∣∣∣ `(w)′Vb(u)√nσ̂(u,w) ∣∣∣. (4) Form a (1 − α)-confidence band for
{θ(u,w) : (u,w) ∈ I} as {`(w)′β̂(u) ± k(1 − α)σ̂(u,w) : (u,w) ∈ I}, where k(1 − α) is the
1− α sample quantile of {‖t∗b‖I : 1 ≤ b ≤ B}.
44
BiasR
MSES
E/SD
Cover
Length
Stat
Cover
Length
Stat
CoverL
ength
Stat
CoverL
engthS
tat
Linear
0.04
0.10
0.98
85
0.54
2.64
860
.572
.83
850
.542
.64
880
.572.8
2
Power
0.00
0.11
0.96
90
0.60
2.65
930
.642
.81
890
.592
.65
910
.632.8
0
B-­‐spline
s0.0
10.1
10.9
6
88
0.61
2.65
940
.652
.80
880
.612
.64
900
.652.7
9
Linear
0.04
0.14
1.03
90
0.77
2.64
900
.832
.87
900
.772
.64
910
.832.8
8
Power
0.00
0.15
1.01
91
0.85
2.65
940
.952
.88
910
.852
.65
940
.912.8
4
B-­‐spline
s0.0
10.1
51.0
2
91
0.86
2.65
930
.952
.85
900
.862
.65
920
.932.8
3
Linear
0.03
0.30
1.06
89
1.78
2.64
901
.933
.01
901
.782
.64
911
.912.9
9
Power
0.01
0.33
1.07
92
2.00
2.66
100
5.28
3.92
912
.002
.65
972
.252.9
8
B-­‐spline
s0.0
10.3
51.0
5
90
2.07
2.65
982
.903
.20
902
.072
.65
952
.382.9
7
Linear
0.02
0.44
1.05
90
2.61
2.64
952
.843
.08
912
.612
.64
902
.773.0
5
Power
0.01
0.52
1.06
92
3.13
2.65
1002
1.484
.79
923
.142
.66
983
.373.0
8
B-­‐spline
s0.0
10.5
41.0
6
91
3.26
2.65
100
7.52
3.67
913
.262
.65
963
.463.0
4
Notes:	  5
00	  repe
titions.	  
Simulat
ion	  stan
dard	  err
or	  for	  co
verage	  p
robabili
ty	  is	  1%
.
n	  =	  5,00
1
n	  =	  10,0
02Gradien
t	  Bootst
rap
Table	  2
.	  Finite	  S
ample	  P
ropertie
s	  of	  Esti
mation	  
and	  Infe
rence	  M
ethods	  f
or	  Aver
age	  Qua
ntile	  Ela
sticity	  F
unction
Pivotal
Weighte
d	  Boots
trap
n	  =	  1,00
0 n	  =	  500
Gaussia
n
45
De
m
an
d
0.
5
0.
6
0.
7
0.
2
0.
4
0.
6
0.
8
20
0
40
0
60
0
80
0
10
00
Pr
ice
 ($
)
Qu
an
tile
Li
te
rs
Re
rr
an
ge
d 
De
m
an
d
0.
5
0.
6
0.
7
0.
2
0.
4
0.
6
0.
8
20
0
40
0
60
0
80
0
10
00
Pr
ice
 ($
)
Qu
an
tile
Li
te
rs
El
as
tic
ity
0.
55
0.
60
0.
2
0.
4
0.
6
0.
8
−
1.
0
−
0.
8
−
0.
6
−
0.
4
−
0.
2
0.
0
Pr
ice
 ($
)
Qu
an
tile
El
as
tic
ity
Figure 1. Demand and price elasticity surfaces as a function of price and
the quantile index using B-spline specification. The elasticity estimates are
smoothed by local weighted polynomial regression with bandwidth 0.5.
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Figure 2. 90% Confidence bands for the average quantile price elastic-
ity function using B-spline specification. Pivotal and Gaussian bands are
obtained by 1,000 simulations. Gradient bootstrap bands are based on 199
bootstrap repetitions. Weighted bootstrap bands are based on 199 bootstrap
repetitions with standard exponential weights.
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Supplement to “Conditional Quantile Processes Based on Series or Many
Regressors”
By Alexandre Belloni, Victor Chernozhukov, Denis Chetverikov, and Iva´n Ferna´ndez-Val
Appendix B. Imposing Monotonicity on Linear Functionals
Consider the setting of Section 4. The functionals of interest might be naturally monotone
in some of their arguments. For example, the conditional quantile function is increasing
in the quantile index and the conditional quantile demand function is decreasing in price
and increasing in the quantile index. Therefore, it might be desirable to impose the same
requirements on the estimators of these functions.
Let θ(u,w), where (u,w) ∈ I, be a weakly increasing function in (u,w), i.e. θ(w′, u′) ≤
θ(u,w) whenever (w′, u′) ≤ (u,w) componentwise.14 Let θ̂ and [ι˙, ι¨] be the point and band
estimators of θ, constructed using one of the methods described in the previous sections.
These estimators might not satisfy the monotonicity requirement due to either estimation
error or imperfect approximation. However, we can monotonize these estimates and perform
inference using the method suggested in Chernozhukov, Ferna´ndez-Val and Galichon [31].
Let q, f : I → K, where K is a bounded subset of R, and consider any monotonization
operator M that satisfies: (1) a monotone-neutrality condition
Mq = q if q monotone; (B.35)
(2) a distance-reducing condition
‖Mq −Mf‖I ≤ ‖q − f‖I ; (B.36)
and (3) an order-preserving condition
q ≤ f implies Mq ≤Mf. (B.37)
Examples of operators that satisfy these conditions include the multivariate rearrangement
(Chernozhukov, Ferna´ndez-Val and Galichon [31]), isotonic projection (Barlow et al [6]),
convex combinations of rearrangement and isotonic regression (Chernozhukov, Ferna´ndez-
Val and Galichon [31]), and convex combinations of monotone minorants and monotone
majorants.
14If θ(u,w) is decreasing in w, we take the transformation w˜ = −w and θ˜(w˜, u) = θ(−w˜, u), where θ˜(w˜, u)
is increasing in w˜.
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Let Mθ̂ and [Mι˙,Mι¨] be the monotonized QR-series process and confidence band. We
establish that Mθ̂ has smaller estimation error than the original QR-series process θ̂, and
that [Mι˙,Mι¨] has higher coverage and smaller length than the original confidence band
[ι˙, ι¨]. The following result is a corollary from Theorems 10 and 15 using the same arguments
as in Propositions 2 and 3 in Chernozhukov, Ferna´ndez-Val, and Galichon [31].
Corollary 3 (Inference for Monotone Linear Functionals). Let θ : I → K be weakly in-
creasing over I and θ̂ be the QR-series process of Theorem 10. If M satisfies the conditions
(B.35) and (B.36), then the monotonized QR-series process is necessarily closer to the true
value:
‖Mθ̂ − θ‖I ≤ ‖θ̂ − θ‖I .
Let [ι˙, ι¨] be a confidence band for θ of Theorem 15. If M satisfies the conditions (B.35)
and (B.37), the monotonized confidence bands maintain at least the asymptotic level of the
original bands:
P
(
θ(u,w) ∈ [Mι˙(u,w),Mι¨(u,w)] : (u,w) ∈ I
)
≥ 1− α+ o(1).
If M satisfies the condition (B.36), the monotonized confidence bands are shorter in length
than the original bands:
‖Mι¨−Mι˙‖I ≤ ‖ι¨− ι˙‖I .
Appendix C. QR-series approximation error and proof of Lemma 1
In this section we study properties of the QR-series approximating functions and, in
particular, we prove Lemma 1. In what follows, for any function h : X → R, we define
Qu(h) = E
[
ρu(Y − h(X))− ρu(Y −Q(u,X))
]
,
so that β(u) ∈ arg minβ∈Rm Qu(Z ′β). For brevity and with some abuse of notation, depend-
ing on the context, we use h to denote either a function or a random variable h = h(X)
(the same applies to the vector of functions Z). Also, let f¯ = supx∈X ,y∈Yx fY |X(y|x) and
f = infx∈X ,u∈U fY |X(Q(u, x)|x). In addition, let f ′Y |X(y|x) denote the derivative of the
function y 7→ fY |X(y|x) and define f¯ ′ = supx∈X ,y∈Yx |f ′Y |X(y|x)|. Observe that f¯ and f¯ ′ are
bounded from above and f is bounded away from zero uniformly over n by Condition S.2.
Moreover, let λmin denote the minimal eigenvalue of the matrix Σ = E[ZZ
′]. Observe that
λmin is bounded away from zero uniformly over n by Condition S.3.
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For u ∈ U , consider the best L2-approximation to the conditional u-quantile function
x 7→ Q(u, x) by a linear combination of functions in the vector Z, namely
β˜(u) = arg min
β∈Rm
E
[
|Z(X)′β −Q(u,X)|2
]
. (C.38)
Define
c2u,2 = E
[
|Z(X)′β˜(u)−Q(u,X)|2
]
and cu,∞ = sup
x∈X
∣∣∣Z(x)′β˜(u)−Q(u, x)∣∣∣. (C.39)
The next lemma relates the QR-series approximation error R(u, x) = Q(u, x) − Z(x)′β(u)
to cu,2 and cu,∞. Define ζm = supx∈X ‖Z(x)‖.
Lemma 2 (Bounds on QR-series approximation error). Assume that Conditions S.2-S.3
hold. In addition assume that
c2u,∞ ≤
f3
12f¯(f¯ ′)2
and ζ2mc
2
u,2 ≤
f3λmin
12f¯(f¯ ′)2
.
Then we have for all u ∈ U that
E
[
|Z(X)′β(u)−Q(u,X)|2
]
≤ 3(f¯/f)c2u,2, (C.40)
sup
x∈X
∣∣∣Z(x)′β(u)−Q(u, x)∣∣∣ ≤ λ−1/2min ζm(1 +√3f¯/f)cu,2 + cu,∞. (C.41)
Proof of Lemma 2. Fix u ∈ U . Let gu : X → R be the function defined by gu(x) = Q(u, x)
for all x ∈ X .
Step 1 (Main argument). Recall that Z = Z(X). For notational convenience, let
q¯ =
f3/2
(
E
[
|Z ′β(u)− gu(X)|2
])3/2
f¯ ′E
[
|Z ′β(u)− gu(X)|3
] . (C.42)
By Steps 2 and 3 below, we have respectively that
Qu(Z
′β(u))−Qu(gu) ≤ f¯ c2u,2, (C.43)
Qu(Z
′β(u))−Qu(gu) ≥
fE[|Z ′β(u)− gu(X)|2]
3
∧
( q¯
3
√
fE [|Z ′β(u)− gu(X)|2]
)
. (C.44)
Thus,
fE[|Z ′β(u)− gu(X)|2]
3
∧
( q¯
3
√
fE [|Z ′β(u)− gu(X)|2]
)
≤ f¯ c2u,2. (C.45)
Therefore, if the minimum in (C.45) is achieved by the first term, it immediately follows
that E[|Z ′β(u)−gu(X)|2] ≤ 3(f¯/f)c2u,2, which is (C.40). On the other hand, if the minimum
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in (C.45) is achieved by the second term, it follows from the inequality f¯ c2u,2 ≤ q¯2/3, which
is established in Step 4 below, that
q¯
3
√
fE [|Z ′β(u)− gu(X)|2] ≤ q¯√
3
· (f¯ c2u,2)1/2,
which again gives (C.40). Hence, (C.40) follows.
To prove (C.41), note that it follows from the triangle inequality, (C.39), and (C.40) that√
E
[
|Z ′β(u)− Z ′β˜(u)|2
]
≤
√
E
[
|Z ′β(u)− gu(X)|2
]
+
√
E
[
|gu(X)− Z ′β˜(u)|2
]
≤
√
3f¯/fcu,2 + cu,2 =
(
1 +
√
3f¯/f
)
cu,2,
and so
sup
x∈X
|Z(x)′β(u)− gu(x)| ≤ sup
x∈X
|Z(x)′β(u)− Z(x)′β˜(u)|+ sup
x∈X
|Z(x)′β˜(u)− gu(x)|
≤ ζm‖β(u)− β˜(u)‖+ cu,∞
≤ λ−1/2min ζm
√
E
[
|Z ′β(u)− Z ′β˜(u)|2
]
+ cu,∞
≤ λ−1/2min ζm
(
1 +
√
3f¯/f
)
cu,2 + cu,∞.
Hence, (C.40) follows. This completes Step 1.
Step 2 (Upper Bound). Here we establish (C.43). Observe that for any two scalars w and
v, we have
ρu(w − v)− ρu(w) = −v(u− 1{w ≤ 0}) +
∫ v
0
(1{w ≤ t} − 1{w ≤ 0})dt. (C.46)
Therefore, for any function h : X → R, using the law of iterated expectations and (C.46)
with w = Y − gu(X) and v = h(X)− gu(X), we obtain
Qu(h)−Qu(gu) = E
[∫ h−gu
0
(FY |X(gu + t|X)− FY |X(gu|X))dt
]
= E
[∫ h−gu
0
tfY |X(gu + t˜X,t|X)dt
]
≤ (f¯/2)E[|h− gu|2]
for some t˜X,t between 0 and t. Thus,
Qu(Z
′β(u))−Qu(gu) ≤ Qu(Z ′β˜(u))−Qu(gu) ≤ f¯ c2u,2,
which gives (C.43). This completes Step 2.
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Step 3 (Lower Bound). Here we establish (C.44). For any function h : X → R, we have
Qu(h)−Qu(gu) = E
[∫ h−gu
0
(FY |X(gu + t|X)− FY |X(gu|X))dt
]
(C.47)
= E
[∫ h−gu
0
tfY |X(gu|X) + (t2/2)f ′Y |X(gu + t˜X,t|X)dt
]
(C.48)
≥ (f/2)E[|h− gu|2]− (1/6)f¯ ′E[|h− gu|3] (C.49)
for some t˜X,t between 0 and t. Consider the case (fE
[|Z ′β(u)− gu(X)|2])1/2 ≤ q¯ for q¯
defined in (C.42). By definition of q¯, we have
f¯ ′E
[|Z ′β(u)− gu(X)|3] ≤ fE [|Z ′β(u)− gu(X)|2] ,
and so using the inequality (C.49) with h = Z ′β(u) yields
Qu(Z
′β(u))−Qu(gu) ≥
fE
[|Z ′β(u)− gu(X)|2]
3
,
which implies (C.44).
Now consider the case (fE
[|Z ′β(u)− gu(X)|2])1/2 > q¯. Let
hu(x) = (1− α)Z(x)′β(u) + αgu(x), x ∈ X ,
where α ∈ (0, 1) is picked so that (fE [|hu − gu|2])1/2 = q¯ (we can assume that q¯ > 0, so
that such α exists, since otherwise the claim of the lemma is trivial). Then
1− α = q¯√
fE[|Z ′β(u)− gu(X)|2]
,
and by convexity of Qu, we have
Qu(Z
′β(u))−Qu(gu) ≥ 1
1− α · (Qu(hu)−Qu(gu))
=
√
fE [|Z ′β(u)− gu(X)|2]
q¯
· (Qu(hu)−Qu(gu)).
Also, note that
q¯ =
f3/2
f¯ ′
(E[|Z ′β(u)− gu(X)|2])3/2
E[|Z ′β(u)− gu(X)|3] =
f3/2
f¯ ′
(E[|hu − gu|2])3/2
E[|hu − gu|3] =
1
f¯ ′
q¯3
E[|hu − gu|3] ,
so that
f¯ ′E[|hu − gu|3] = q¯2.
Hence, using the inequality (C.49) with h = hu gives
Qu(hu)−Qu(gu) ≥ (f/2)E[|hu − gu|2]− (1/6)f¯ ′E[|hu − gu|3] = q¯2/2− q¯2/6 = q¯2/3.
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Combining the inequalities above yields
Qu(Z
′β(u))−Qu(gu) ≥ q¯
3
√
fE [|Z ′β(u)− gu(X)|2],
which implies (C.44). This completes Step 3.
Step 4 (Auxiliary inequality). Here we show that f¯ c2u,2 ≤ q¯2/3. Recall that ζm =
supx∈X ‖Z(x)‖. Also, note that since β˜(u) solves the problem (C.38), we have
E
[
(gu(X)− Z ′β˜(u)) · (Z ′(β(u)− β˜(u)))
]
= 0,
and so
E
[
(gu(X)− Z ′β(u))2
]
= E
[
(gu(X)− Z ′β˜(u))2
]
+ E
[
(Z ′(β(u)− β˜(u)))2
]
.
Hence,
E
[
(gu(X)− Z ′β(u))2
]
≥ E
[
(gu(X)− Z ′β˜(u))2
]
,
E
[
(gu(X)− Z ′β(u))2
]
≥ E
[
(Z ′(β(u)− β˜(u)))2
]
.
Therefore, the ratio (E[|Z ′β(u)− gu(X)|2])3/2/E[|Z ′β(u)− gu(X)|3] is bounded from below
by
E[|Z ′β(u)− gu(X)|2]1/2
supx∈X |Z(x)′β(u)− gu(x)|
≥ 1
2
E[|Z ′β(u)− Z ′β˜(u)|2]1/2 + E[|Z ′β˜(u)− gu(X)|2]1/2
supx∈X |Z(x)′β(u)− Z(x)′β˜(u)|+ supx∈X |Z(x)′β˜(u)− gu(x)|
≥ 1
2
(
(E[|Z ′β(u)− Z ′β˜(u)|2])1/2
supx∈X |Z(x)′β(u)− Z(x)′β˜(u)|
∧ (E[|Z
′β˜(u)− gu(X)|2])1/2
supx∈X |Z(x)′β˜(u)− gu(x)|
)
≥ 1
2
(
λ
1/2
min‖β(u)− β˜(u)‖
ζm‖β(u)− β˜(u)‖
∧ cu,2
cu,∞
)
=
1
2
(
λ
1/2
min
ζm
∧ cu,2
cu,∞
)
,
where the inequality in the last line follows from (C.39). So,
q¯2
3
≥ f
3
12(f¯ ′)2
(
λmin
ζ2m
∧ c
2
u,2
c2u,∞
)
≥ f¯ c2u,2
since c2u,∞ ≤ f3/(12(f¯ ′)2f¯) and ζ2mc2u,2 ≤ f3λmin/(12(f¯ ′)2f¯). This completes Step 4 and the
proof of the lemma. 
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Proof of Lemma 1. Fix u ∈ U . All inequalities and convergence statements in the proof
apply uniformly over u ∈ U but we fix u so that we do not have to repeat “uniformly over
u ∈ U” many times.
First, consider the case of polynomials. We have ζm . m; see Newey [71]. Also, since
Q(u, ·) ∈ Σ(s, C,X ) for some constant C > 0, it follows that
inf
β∈Rm
sup
x∈X
|Z(x)′β −Q(u, x)| . m−s/d;
see Chen [23]. Therefore, by (C.38) and (C.39),
cu,2 =
(
E[(Z ′β˜(u)−Q(u,X))2]
)1/2
= min
β∈Rm
(
E
[
|Z(X)′β −Q(u,X)|2
])1/2
. inf
β∈Rm
sup
x∈X
|Z(x)′β −Q(u, x)| . m−s/d.
Also, it follows from Proposition 3.1 in Belloni et al [10] that
cu,∞ = sup
x∈X
|Z(x)′β˜(u)−Q(u, x)| . (1 + ζm)m−s/d . m1−s/d
since ζm . m. Moreover, under the assumed condition s > d, since cu,2 . m−s/d and
cu,∞ . m1−s/d, we have that cu,∞ → 0 and ζmcu,2 → 0 if m → ∞. Hence, the inequalities
(2.6) follow from Lemma 2.
Next, consider the case of B-splines. We have ζm .
√
m; see Newey [71]. Also, since
Q(u, ·) ∈ Σ(s, C,X ) for some constant C > 0, it follows that
inf
β∈Rm
sup
x∈X
|Z(x)′β −Q(u, x)| . m−(s∧s0)/d;
see Chen [23]. Therefore, by the same argument as above,
cu,2 =
(
E[(Z ′β˜(u)−Q(u,X))2]
)1/2
. inf
β∈Rm
sup
x∈X
|Z(x)′β −Q(u, x)| . m−(s∧s0)/d.
Also, it follows from Proposition 3.1 in Belloni et al [10] that
cu,∞ = sup
x∈X
|Z(x)′β˜(u)−Q(u, x)| . (1 + ζm)m−(s∧s0)/d . m1/2−(s∧s0)/d
since ζm .
√
m. Moreover, under the assumed condition s∧ s0 > d, since cu,2 . m−(s∧s0)/d
and cu,∞ . m1/2−(s∧s0)/d, we have that cu,∞ → 0 and ζmcu,2 → 0 if m → ∞. Hence, the
first inequality in (2.7) follows from Lemma 2.
To prove the second inequality in (2.7), note that Lemma 2 also implies that
sup
x∈X
|Z(x)′β(u)−Q(u, x)| . m1/2−(s∧s0)/d.
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Further, let
fu0 =
∫
x∈X
fX(x)fY |X(Q(u, x)|x)dx (C.50)
and let Xu be a random variable with the support X and the pdf
fu(x) = f
−1
u0 fX(x)fY |X(Q(u, x)|x), x ∈ X . (C.51)
Note that fu(x) is bounded from above and away from zero uniformly over x ∈ X . Define
β¯(u) = arg min
β∈Rm
E
[
|Z(Xu)′β −Q(u,Xu)|2
]
. (C.52)
Applying Theorem A.1 and Lemma 5.1 in Huang [53] shows that
sup
x∈X
|Z(x)′β¯(u)−Q(u, x)| . inf
β∈Rm
sup
x∈X
|Z(x)′β −Q(u, x)| . m−(s∧s0)/d. (C.53)
(Note that applying Theorem A.1 in Huang [53] requires verifying his Conditions A.1–A.3.
Condition A.1 holds because fu(x) is bounded from above and away from zero uniformly
over x ∈ X ; Conditions A.2 and A.3 hold because the vector of approximating functions Z
consists of tensor products of B-splines with uniform knot sequence, see the discussion in
Huang’s paper for clarifications.) Hence, by the triangle inequality,
sup
x∈X
|Z(x)′(β(u)− β¯(u))| → 0 (C.54)
as m→∞. Moreover, since β¯(u) solves the optimization problem (C.52), we have
E
[
|Z(Xu)′(β(u)− β¯(u))|2
]
= E
[
|Z(Xu)′β(u)−Q(u,Xu)|2
]
− E
[
|Z(Xu)′β¯(u)−Q(u,Xu)|2
]
. (C.55)
Also, let f
u
= infx∈X fu(x) and f¯X = supx∈X fX(x). Note that both fu and fu0 are strictly
positive and both f¯X and f¯
′ are finite (recall that fu0 is defined in (C.50) and f¯ ′ is defined
in the beginning of this section).
Now, as in (C.47)-(C.48) of the proof of Lemma 2, for gu(·) = Q(u, ·), we have
Qu(Z
′β(u))−Qu(gu) = E
[∫ Z′β(u)−gu
0
(tfY |X(gu|X) + (t2/2)f ′Y |X(gu + t˜X,t|X))dt
]
≥ (fu0/2)E
[
|Z(Xu)′β(u)−Qu(u,Xu)|2
]
− (1/6)(f¯X f¯ ′/fu)E
[
|Z(Xu)′β(u)−Qu(u,Xu)|3
]
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and
Qu(Z
′β¯(u))−Qu(gu) = E
[∫ Z′β¯(u)−gu
0
(tfY |X(gu|X) + (t2/2)f ′Y |X(gu + t˜X,t|X))dt
]
≤ (fu0/2)E
[
|Z(Xu)′β¯(u)−Qu(u,Xu)|2
]
+ (1/6)(f¯X f¯
′/f
u
)E
[
|Z(Xu)′β¯(u)−Qu(u,Xu)|3
]
,
where inequalities follow from the definition of the pdf of Xu in (C.51). Combining these
inequalities with (C.55) and using the fact that Qu(Z
′β(u)) ≤ Qu(Z ′β¯(u)) gives
E
[
|Z(Xu)′(β(u)− β¯(u))|2
]
≤ 2f¯X f¯
′
3fu0fu
(
E
[
|Z(Xu)′β(u)−Qu(u,Xu)|3
]
+ E
[
|Z(Xu)′β¯(u)−Qu(u,Xu)|3
])
. (C.56)
In turn, (f¯X f¯
′)/(fu0fu) is finite, and so the right-hand of the inequality (C.56) is bounded
from above up-to a constant by
E
[
|Z(Xu)′(β(u)− β¯(u))|3
]
+ E
[
|Z(Xu)′β¯(u)−Qu(u,Xu)|3
]
≤ cE
[
|Z(Xu)′(β(u)− β¯(u))|2
]
+ sup
x∈X
|Z(x)′β¯(u)−Qu(u, x)|3,
where c is a constant that is arbitrarily small (uniformly over u ∈ U) if m is large enough;
see (C.54). Hence,
E
[
|Z(Xu)′(β(u)− β¯(u))|2
]
. sup
x∈X
|Z(x)′β¯(u)−Qu(u, x)|3 . m−3(s∧s0)/d, (C.57)
where the second inequality follows from (C.53). Therefore,
‖β(u)− β¯(u)‖2 . E
[
|Z(Xu)′(β(u)− β¯(u))|2
]
. m−3(s∧s0)/d.
Conclude that
sup
x∈X
|Q(u, x)− Z(x)′β(u)| ≤ sup
x∈X
|Q(u, x)− Z(x)′β¯(u)|+ sup
x∈X
|Z(x)′(β¯(u)− β(u))|
. m−(s∧s0)/d + ζm‖β(u)− β¯(u)‖ . m−(s∧s0)/d +m1/2−(3/2)(s∧s0)/d . m−(s∧s0)/d,
since (s ∧ s0) > d. This gives the second inequality in (2.7). The last claim of the lemma
follows from (2.6) and (2.7). This completes the proof of the lemma. 
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Appendix D. Proofs for Section 3
In this section we gather proofs of Theorems 1-7 and Corollaries 1 and 2 from the main
text. We adopt the standard notation of the empirical process literature (van der Vaart
and Wellner [84]). In addition, for notational convenience, we write ψi(β, u) = Zi(1{Yi ≤
Z ′iβ} − u), where Zi = Z(Xi) and i = 1, . . . , n. Also, for a sequence of scalars (rn)n≥1 such
that rn → 0, we define the set
Rn,m :=
{
(u, β) ∈ U × Rm : ‖β − β(u)‖ ≤ rn
}
(D.58)
and the following error terms:
0(m,n) := sup
u∈U
∥∥∥Gn(ψi(β(u), u))∥∥∥,
1(m,n) := sup
(u,β)∈Rn,m
∥∥∥Gn(ψi(β, u))−Gn(ψi(β(u), u))∥∥∥,
2(m,n) := sup
(u,β)∈Rn,m
n1/2
∥∥∥E[ψi(β, u)]− E[ψi(β(u), u)]− J(u)(β − β(u))∥∥∥,
(D.59)
for the matrix J(u) defined in (2.8). In what follows, we say that the data are in general
position if the observations are independent and for any γ ∈ Rm,
P
(
Yi = Z
′
iγ, for at least one i = 1, . . . , n | Z1, . . . , Zn
)
= 0, (D.60)
which holds under Condition S. Finally, we emphasize that although we formally work with
an i.i.d. setting in this paper, most of the results in this appendix do not rely on this
assumption and can be extended to more general settings.
D.1. Proof of Theorem 1. The following technical lemma will be used in the proof of
Theorem 1.
Lemma 3 (Rates in Euclidian Norm for Perturbed QR Process). Suppose that for all u ∈ U ,
β̂(u) is a minimizer of
En[ρu(Yi − Z ′iβ)] +An(u)′β, (D.61)
where An(u) is the perturbation term, so that the QR-series coefficient β̂(u) corresponds to
the unperturbed case An(u) = 0. Also, suppose that Condition S holds. Moreover, suppose
that there exists a sequence of scalars (ηn)n≥1 such that supu∈U ‖An(u)‖ .P ηn and for any
constant B > 0, defining Rn,m, 0(m,n), 1(m,n), and 2(m,n) above with rn = Bηn gives
R1. 0(m,n) .P
√
nηn,
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R2. 1(m,n) = oP (
√
nηn),
R3. 2(m,n) = oP (
√
nηn).
Then
sup
u∈U
∥∥∥β̂(u)− β(u)∥∥∥ .P ηn. (D.62)
Proof of Lemma 3. Due to convexity of the objective function (D.61), it suffices to show
that for any ε > 0, there exists B <∞ such that
P
(
inf
u∈U
inf
α∈Sm−1
α′ [En [ψi (β, u)] +An(u)] |β=β(u)+Bηnα > 0
)
≥ 1− ε (D.63)
for all sufficiently large n since En [ψi (β, u)] + An(u) is a sub-gradient of the objective
function at β. To show (D.63), let B be some large constant to be chosen later and observe
that uniformly in u ∈ U and α ∈ Sm−1,
√
nα′En [ψi (β(u) +Bηnα, u)]
≥ Gn(α′ψi(β(u), u)) +
√
nα′J(u)αBηn − 1(m,n)− 2(m,n),
by setting rn = Bηn and observing that E [ψi(β(u), u)] = 0 by definition of β(u) (see the
argument in the proof of Lemma 4 below). Further, we have uniformly in u ∈ U and
α ∈ Sm−1 that
|Gn(α′ψi(β(u), u))| ≤ sup
u∈U
‖Gn(ψi(β(u), u))‖ = 0(m,n).
Also, it follows from Condition S that all eigenvalues of the matrix J(u) are bounded below
from zero uniformly over u ∈ U , so that
inf
u∈U
inf
α∈Sm−1
α′J(u)α ≥ c
for some constant c > 0. Thus, the event of interest in (D.63) is implied by the event{√
ncBηn − 0(m,n)− 1(m,n)− 2(m,n)−
√
n sup
u∈U
‖An(u)‖ > 0
}
,
and the probability of this event can be made arbitrarily close to one for all sufficiently large
n by setting B sufficiently large since (i) 0(m,n) .P
√
nηn by R1 and 0(m,n) does not
depend on B, (ii) supu∈U ‖An(u)‖ .P ηn by assumptions of the lemma and supu∈U ‖An(u)‖
does not depend on B, and (iii) 1(m,n) + 2(m,n) = oP (
√
nηn) by R2 and R3. This
completes the proof of the lemma. 
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Proof of Theorem 1. The result follows from Lemma 3 with An(u) = 0 and ηn =
√
m/n
provided we can show that if for any constant B > 0, we define 0(m,n), 1(m,n), and
2(m,n) with rn = B
√
m/n, then
0(m,n) .P
√
m and 1(m,n) + 2(m,n) = oP (
√
m), (D.64)
In turn, to show (D.64), note that by Lemma 32,
0(m,n) .P
√
m
(
1 +
√
m−κ log n+
√
mζm log n/
√
n
)
.
√
m
since m−κ log n = o(1) and mζ2m log
2 n = o(n). Moreover, by Lemma 33,
1(m,n) .P
√
mζmrn log n+mζm log n/
√
n = o(
√
m),
where we again used mζ2m log
2 n = o(n), and
2(m,n) .
√
nζmr
2
n +
√
nm−κrn = o(
√
m)
since mζ2m = o(n) and m→∞. This completes the proof of the theorem. 
D.2. Proof of Corollary 1. We have uniformly over u ∈ U that
‖Q̂(u, ·)−Q(u, ·)‖L2(X) ≤ ‖Z(·)′(β̂(u)− β(u))‖L2(X) + ‖R(u, ·)‖L2(X)
. ‖β̂(u)− β(u)‖+ ‖R(u, ·)‖L2(X),
where the first line follows from the triangle inequality and the second from Condition
S.3. Further, it follows from Lemma 1 that supu∈U ‖R(u, ·)‖L2(X) . m−s/d in the case
of polynomials and supu∈U ‖R(u, ·)‖L2(X) . m−(s∧s0)/d in the case of B-splines (note that
in the case of polynomials, an application of Lemma 1 requires the condition that s > d
but this condition follows from the assumption that m1−s/d log n = o(1) imposed in the
corollary).
To bound supu∈U ‖β̂(u)− β(u)‖, we apply Theorem 1. Lemma 1 implies that Condition
S.4 holds with κ = s/d − 1 in the case of polynomials and with κ = (s ∧ s0)/d in the
case of B-splines. Also, we have ζm . m in the case of polynomials and ζm . m1/2 in
the case of B-splines. Thus, in both cases, the conditions that ζ2mm log
2 n = o(n) and
m−κ log n = o(1) required in Theorem 1 follow from the assumptions of the corollary.
Therefore, an application of Theorem 1 gives
sup
u∈U
‖β̂(u)− β(u)‖ .P
√
m/n
in both cases. Combining presented bounds gives both claims of the corollary. 
59
D.3. Proof of Theorem 2. For u ∈ U , consider the function in (D.61), where An(u)
is the perturbation term, and let β̂(u) be a minimizer of this function, so that the QR-
series coefficient β̂(u) corresponds to the unperturbed case An(u) = 0. Define the following
approximation error:
3(m,n) := sup
u∈U
n1/2
∥∥∥En[ψi(β̂(u), u)] +An(u)∥∥∥. (D.65)
We have the following lemma.
Lemma 4 (Uniform Linear Approximation). Consider the setting specified above. Suppose
that the data are in general position so that (D.60) holds, and further that the conditions of
Lemma 3 hold for some sequence of scalars (ηn)n≥1. Then
√
nJ(u)
(
β̂(u)− β(u)
)
= − 1√
n
n∑
i=1
ψi(β(u), u)−An(u) + rn(u), (D.66)
where rn(u) is such that for any ε ∈ (0, 1),
sup
u∈U
‖rn(u)‖ ≤ 1(m,n) + 2(m,n) + 3(m,n), (D.67)
with probability at least 1− ε, where 1(m,n) and 2(m,n) are defined in (D.59) using Rn,m
in (D.58) with rn = Bηn for some sufficiently large constant B = B(ε).
Proof of Lemma 4. First, note that E [ψi(β(u), u)] = 0 by definition of β(u). Indeed, despite
the possible approximation error, β(u) minimizes E[ρu(Y −Z ′β)] so that E [ψi(β(u), u)] = 0
by the first order conditions. Therefore, equation (D.66) can be recast as
rn(u) = n
1/2J(u)(β̂(u)− β(u)) +Gn (ψi(β(u), u)) +An(u).
Second, by Lemma 3, for any ε ∈ (0, 1), there is a constant B = B(ε) such that with
probability 1 − ε, we have (u, β̂(u)) ∈ Rn,m for all u ∈ U and all n, where Rn,m is defined
in (D.58) with rn = Bηn. Therefore, we have by the triangle inequality that for all u ∈ U ,
‖rn(u)‖ ≤
∥∥∥Gn(ψi(β(u), u))−Gn(ψi(β̂(u), u))∥∥∥
+ n1/2
∥∥∥E [ψi(β̂(u), u)]− E [ψi(β(u), u)]− J(u)(β̂(u)− β(u))∥∥∥
+ n1/2
∥∥∥En [ψi(β̂(u), u)]+An(u)∥∥∥
≤ 1(m,n) + 2(m,n) + 3(m,n)
by the definitions of 1(m,n), 2(m,n), and 3(m,n). The asserted claim follows. 
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Proof of Theorem 2. To prove the asserted claim, we apply Lemma 4 with An(·) = 0. Since
conditions m3ζ2m = o(n
1−ε) and m−κ+1 = o(n−ε), which are assumed in Theorem 2, imply
conditions mζ2m log
2 n = o(n) and m−κ log n = o(1), which are assumed in Theorem 1, it
follows that conditions of Lemma 3 hold with ηn =
√
m/n by the same argument as that
used in the proof of Theorem 1. Thus, since under Condition S, the data are in general
position, the conclusion of Lemma 4 holds, and so for any ϕ ∈ (0, 1), there exists B > 0 such
that (D.67) holds with probability at least 1 − ϕ, where 1(m,n) and 2(m,n) are defined
in (D.59) using Rn,m in (D.58) with rn = B
√
m/n.
Next, we control 1(m,n), 2(m,n), and 3(m,n) for given rn. By Lemma 33,
1(m,n) .P
√
mζmrn log n+
mζm log n√
n
. m
3/4ζ
1/2
m log
1/2 n
n1/4
,
where the second inequality holds since m3ζ2m = o(n
1−ε). Also by Lemma 33,
2(m,n) .P
√
nζmr
2 +
√
nm−κrn .
mζm√
n
+m1/2−κ.
Further, by Lemma 34, we have with probability one that
3(m,n) ≤ mζm√
n
.
Combining the inequalities above and using (D.66) and (D.67) shows that,
sup
u∈U
∥∥∥∥∥√nJ(u)(β̂(u)− β(u))+ 1√n
n∑
i=1
ψi(β(u), u)
∥∥∥∥∥ .P m3/4ζ1/2m log1/2 nn1/4 +m1/2−κ.
Finally, observe that
r˜u :=
1√
n
n∑
i=1
Zi
(
1{Yi ≤ Q(u,Xi)} − 1{Yi ≤ Z ′iβ(u)}
)
, u ∈ U ,
satisfies
sup
u∈U
‖r˜u‖ .P
√
m1−κ log n+
mζm log n√
n
by Lemma 31 and note that
1√
n
n∑
i=1
ψi(β(u), u) =
1√
n
n∑
i=1
Zi(1{Yi ≤ Z ′iβ(u)} − u), u ∈ U
and
U(u) =
1√
n
n∑
i=1
Zi(u− 1{Yi ≤ Q(u,Xi)}), u ∈ U .
The asserted claims now follow by noting that all eigenvalues of the matrix J(u) are bounded
below from zero uniformly over u ∈ U . 
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D.4. Proof of Corollary 2. By the triangle inequality, we have for all u ∈ U and x ∈ X
that
|Q̂(u, x)−Q(u, x)| ≤ |Z(x)′(β̂(u)− β(u))|+ |R(u, x)|. (D.68)
By Lemma 1,
sup
u∈U
sup
x∈X
|R(u, x)| . m1−s/d (D.69)
in the case of polynomials and
sup
u∈U
sup
x∈X
|R(u, x)| . m−(s∧s0)/d (D.70)
in the case of B-splines.
To bound supu∈U supx∈X |Z(x)′(β̂(u)−β(u))|, we apply Theorem 2. Note that by Lemma
1, Condition S.4 is satisfied with κ = s/d − 1 in the case of polynomials and with κ =
(s ∧ s0)/d in the case of B-splines. Also, we have ζm . m in the case of polynomials and
ζm . m1/2 in the case of B-splines, so that the conditions m3ζ2m = o(n1−ε) and m−κ+1 =
o(n−ε), required in Theorem 2, are satisfied in both cases. Therefore, an application of
Theorem 2 gives
Z(x)′(β̂(u)− β(u)) = 1√
n
Z(x)′J−1(u)U(u) + n−1/2ζm‖r(u)‖
uniformly over u ∈ U and x ∈ X in both cases where we used |Z(x)′r(u)| ≤ ‖Z(x)‖ ‖r(u)‖ ≤
ζm‖r(u)‖. Note that
E[Z(x)′J−1(u)U(u)] = 0
and
E[(Z(x)′J−1(u)U(u))2] ≤ |Z(x)′J−1(u)ΣJ−1(u)Z(x)| . ‖Z(x)‖2 ≤ ζ2m
uniformly over u ∈ U and x ∈ X by Conditions S.2 and S.3. Therefore, the argument like
that used in the proof of Theorem 10 below shows that
|Z(x)′J−1(u)U(u)| .P ζm
√
log n
uniformly over u ∈ U and x ∈ X . Substituting the bound ζm . m in the case of polynomials
and ζm . m1/2 in the case of B-splines shows that uniformly over u ∈ U and x ∈ X , under
the conditions corresponding to each case we have supu∈U ‖r(u)‖ = oP (1), so that
|Z(x)′(β̂(u)− β(u))| .P
√
m2 log n/n
in the former case and
|Z(x)′(β̂(u)− β(u))| .P
√
m log n/n
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in the latter case. Combining these bounds with those in (D.68), (D.69), and (D.70) gives
the asserted claim. 
D.5. Proof of Theorems 3, 4, 5, 6, and 7.
Proof of Theorem 3. Note that
sup
u∈U
‖r(u)‖ ≤ sup
u∈U
∥∥∥(Ĵ−1(u)− J−1(u))U∗(u)∥∥∥ ≤ sup
u∈U
∥∥∥Ĵ−1(u)− J−1(u)∥∥∥ · sup
u∈U
‖U∗(u)‖.
In addition, by Lemma 32, we have supu∈U ‖U(u)‖ .P
√
m, and so
sup
u∈U
‖U∗(u)‖ .P
√
m (D.71)
since U∗(·) is a copy of U(·) conditional on (Zi)ni=1. Next, we bound supu∈U ‖Ĵ−1(u) −
J−1(u)‖. Note that conditions of Theorem 3 imply conditions of Lemma 30, and so
sup
u∈U
‖Ĵ(u)− J(u)‖ .P
√
ζ2mm log n
nh
+m−κ + h = o(n−ε
′
/
√
m)
for some ε′ > 0. Hence, with probability approaching one, all eigenvalues of Ĵ(u) are
bounded below from zero uniformly over u ∈ U , and so the matrix identity A−1 − B−1 =
B−1(B −A)A−1 implies that
‖J−1(u)− Ĵ−1(u)‖ = ‖Ĵ−1(u)‖ · ‖Ĵ(u)− J(u)‖ · ‖J−1(u)‖ = oP (n−ε′/
√
m)
uniformly over u ∈ U . Combining this bound with (D.71) gives the first asserted claim.
Note also that the results continue to hold in P -probability if we replace P by P ∗, which
is the second asserted claim, since if a random variable Bn = OP (1), then Bn = OP ∗(1).
Indeed, the first relation means that P (|Bn| > `n) = o(1) for any `n →∞, while the second
means that P ∗(|Bn| > `n) = oP (1) for any `n → ∞. But the second follows from the first
from the Markov inequality, observing that E[P ∗(|Bn| > `n)] = P (|Bn| > `n) = o(1). This
completes the proof of the theorem. 
Proof of Theorem 4. The proof is similar to the proof of Theorem 2 but it applies Lemma
4 twice, one to the unperturbed problem and one to the perturbed problem with An(u) =
−U∗(u)/√n, for every u ∈ U .
Since conditions of Theorem 4 imply conditions of Theorem 1, we have by Theorem 1
that supu∈U ‖β̂(u) − β(u)‖ .P ηn =
√
m/n. Similarly, using Lemma 3 like in the proof of
Theorem 1, we obtain supu∈U ‖β̂∗(u)− β(u)‖ .P ηn, since
{U∗(u)}u∈U =d {U(u)}u∈U .P
√
m
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by Lemma 32. Then, by applying Lemma 4 twice, we have for all u ∈ U that
√
nJ(u)
(
β̂∗(u)− β̂(u)
)
=
√
nJ(u)
(
β̂∗(u)− β(u)
)
−√nJ(u)
(
β̂(u)− β(u)
)
= U∗(u) + rpertn (u)− runpertn (u),
where rpertn (u) and r
unpert
n (u) are defined by (D.66) with An(u) = −U∗(u)/
√
n and An(u) =
0, respectively, and the same arguments as those used in the proof of Theorem 2 show that
sup
u∈U
(
‖rpertn (u)‖+ ‖runpertn (u)‖
)
.P
√
mζmηn log n+
mζm log n√
n
+m−κ
√
m.
The first asserted claim now follows by substituting ηn =
√
m/n and using the growth
conditions m3ζ2m = o(n
1−ε) and m−κ+1/2 = o(n−ε). The second asserted claim follows from
the same argument as that used in the proof of Theorem 3. This completes the proof of the
theorem. 
Proof of Theorem 5. The proof relies on the following lemma:
Lemma 5. Suppose that Condition S holds. In addition, suppose that m7ζ6m = o(n
1−ε) for
some constant ε > 0. Then there exists a process G = Gn such that
sup
u∈U
‖U(u)−G(u)‖ .P o(n−ε′) (D.72)
and the process G is conditionally on (Zi)
n
i=1 zero-mean Gaussian with a.s. continuous
sample paths and the covariance function
E
[
G(u1)G(u2)
′ | (Zi)ni=1
]
= En[ZiZ ′i](u1 ∧ u2 − u1u2), for all u1 and u2 in U .
Proof of Lemma 5. Since under our conditions, we have ζ2m log n/n = o(1) and λmax =
supα∈Sm−1 E[(Z ′α)2] . 1, it follows from Corollary 4 in Appendix H that there exists a
constant C > 0 such that supα∈Sm−1 En[(α′Zi)2] ≤ C with probability approaching one.
Thus, the asserted claim of the lemma follows from applying Lemma 14 conditional on
(Zi)
n
i=1 on the event supα∈Sm−1 En[(α′Zi)2] ≤ C. 
Getting back to the proof of Theorem 5, let G be a process constructed in Lemma 5.
Then
sup
u∈U
‖√n(β̂(u)− β(u))− J−1(u)G(u)‖
≤ sup
u∈U
‖J−1(u)U(u)− J−1(u)G(u)‖+ oP (n−ε′)
≤ sup
u∈U
‖J−1(u)‖ · sup
u∈U
‖U(u)−G(u)‖+ oP (n−ε′) = oP (n−ε′),
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where in the second line we invoked Theorem 2 and in the third line we used (D.72) and
the fact that all eigenvalues of J(u) are bounded below from zero uniformly over u ∈ U .
The asserted claim follows. 
Proof of Theorem 6. The proof relies on the following lemma:
Lemma 6. Suppose that Condition S holds. In addition, suppose that ζ2m log n = o(n).
Then
sup
u∈U
‖G∗(u)‖ .P
√
m.
Proof of Lemma 6. Recall that the process G∗(·) is given by
G∗(u) = Σ̂1/2Bm(u), u ∈ U ,
where Bm(·) is an m-dimensional vector of independent Brownian bridges Bm,j(·), j =
1, . . . ,m. In addition,
E
[
sup
u∈U
‖Bm(u)‖
]
= E
[
sup
u∈U
(∑m
j=1Bm,j(u)
2
)1/2]
≤ E
[(∑m
j=1 supu∈U Bm,j(u)
2
)1/2]
≤
(∑m
i=1E
[
supu∈U Bm,j(u)2
])1/2
. √m.
Moreover,
‖Σ̂1/2‖ = ‖Σ̂‖1/2 ≤
(
‖Σ‖+ ‖Σ̂− Σ‖
)1/2
.P 1,
by Condition S and Lemma 30. Hence,
sup
u∈U
‖G∗(u)‖ = sup
u∈U
∥∥∥Σ̂1/2Bm(u)∥∥∥ .P sup
u∈U
‖Bm(u)‖ .P
√
m.
This completes the proof of the lemma. 
Getting back to the proof of Theorem 6, note that by Lemma 30,
sup
u∈U
‖J(u)− Ĵ(u)‖ .P
√
ζ2mm log n
nh
+m−κ + h = o(n−ε
′
/
√
m),
and so
sup
u∈U
‖J−1(u)− Ĵ−1(u)‖ .P o(n−ε′/
√
m)
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like in the proof of Theorem 3. The first asserted claim follows from combining this inequal-
ity with the bound
sup
u∈U
‖r(u)‖ = sup
u∈U
‖Ĵ−1(u)G∗(u)− J−1(u)G∗(u)‖
≤ sup
u∈U
‖Ĵ−1(u)− J−1(u)‖ · sup
u∈U
‖G∗(u)‖
and using Lemma 6. The second asserted claim follows from the same argument as that
used in the proof of Theorem 3. This completes the proof of theorem. 
Proof of Theorem 7. The proof relies on the following lemma:
Lemma 7. Suppose that Condition S holds. In addition, suppose that m3ζ2m = o(n
1−ε) and
m−κ+1 = o(n−ε) for some constant ε > 0. Moreover, suppose that the random variable pi is
non-negative and satisfies E[pi] = 1 and E[pi4] . 1. Finally, suppose that max1≤i≤n pii .P
log n. Then
√
n
(
β̂b(u)− β̂(u)
)
=
J−1(u)√
n
n∑
i=1
(pii − 1)Zi(u− 1{Ui ≤ u}) + r(u),
where
sup
u∈U
‖r(u)‖ .P m
3/4ζ
1/2
m log n
n1/4
+
√
m1−κ log n = o(n−ε
′
)
for some ε′ > 0.
Proof of Lemma 7. First, note that it follows from the first-order conditions of the optimiza-
tion problem (3.20) that β̂b(u) solves the quantile regression problem (2.4) for the rescaled
data (piiYi, piiZi)
n
i=1. Second, recall that the non-negative random variable pi is such that
E[pi] = 1 and E[pi4] . 1 and the sequence (pii)ni=1, which consists of i.i.d. random variables
with the distribution of pi, is independent of the data and satisfies max1≤i≤n pii .P log n.
Using these observations, we can follow the proof of Theorem 2 with (Zi, Yi)
n
i=1 replaced by
(piiZi, piiYi)
n
i=1, so that
ψi(β, u) = piiZi
(
1{piiYi ≤ piiZ ′iβ} − u
)
= piiZi
(
1{Yi ≤ Z ′iβ} − u
)
,
but keeping the same vectors β(u) and matrices J(u) to show that
√
n
(
β̂b(u)− β(u)
)
=
J−1(u)√
n
n∑
i=1
piiZi
(
u− 1{Yi ≤ Z ′iβ(u)}
)
+ rb(u),
where
sup
u∈U
‖rb(u)‖ .P m
3/4ζ
1/2
m log n
n1/4
+
√
m1−κ log n = o(n−ε
′
)
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for some ε′ > 0, where in the proof we replace all applications of the third maximal inequality
in Lemma 22 by applications of the second maximal inequality in the same lemma, and we
also replace ζm by ζm log n, so that max1≤i≤n pii‖Zi‖ .P ζm log n. The asserted claim of
the lemma follows by combining this result with Theorem 2. 
Getting back to the proof of Theorem 7, we apply Lemma 14 with vi = pii − 1, so that
E[vi] = 0, E[v
2
i ] = 1, E[|vi|4] . 1, and max1≤i≤n |vi| .P log n. The lemma implies that
there is a Gaussian process G∗(·) = G∗n(·) with the covariance structure En[ZiZ ′i](u∧u′−uu′)
such that
sup
u∈U
∥∥∥∥∥ 1√n
n∑
i=1
(pii − 1)Zi
(
u− 1{Ui ≤ u}
)
−G∗(u)
∥∥∥∥∥ .P o(n−ε′)
for some ε′ > 0. Combining this result with Lemma 7 gives the first asserted claim. The
second asserted claim follows from the same argument as that used in the proof of Theorem
3. This completes the proof of theorem. 
Appendix E. Proofs of Theorems 8 and 9
Proof of Theorem 8. By Theorem 2 and Condition P,
|θ̂(u,w)− θ(u,w)| ≤ |`(w)′(β̂(u)− β(u))|+ |r(u,w)|
≤ |`(w)
′J−1(u)U(u)|√
n
+ oP
(‖`(w)‖√
n
)
+ o
(‖`(w)‖√
n
)
.
In addition,
E
[
|`(w)′J−1(u)U(u)|2
]
. ‖`(w)‖2‖J−1(u)‖2 sup
α∈Sm−1
E[(α′Z)2] . ‖`(w)‖2
by Condition S. Combining these bounds gives the asserted claim. 
Proof of Theorem 9. By Theorem 2 and Condition P,
t(u,w) =
`(w)′(β̂(u)− β(u))
σ̂(u,w)
− r(u,w)
σ̂(u,w)
=
`(w)′J−1(u)U(u)√
nσ̂(u,w)
+ oP
( ‖`(w)‖√
nσ̂(u,w)
)
. (E.73)
In addition,
σ̂(u,w) = (1 + oP (1))σ(u,w)
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by Lemma 30 and Condition S. Moreover, σ(u,w) & ‖`(w)‖/√n under Condition S, and so
the second term in (E.73) is oP (1). Hence, the asserted claim follows provided we can show
that
`(w)′J−1(u)U(u)√
nσ(u,w)
→d N(0, 1).
However, this follows from the Lindeberg-Feller central limit theorem (see Theorem 9.6.1
in Dudley [40]) since for any  > 0, there exists a constant C such that
E
[
(`(w)′J−1(u)Z(X))2
nσ2(u,w)
1
{ |`(w)′J−1(u)Z(X)|
nσ(u,w)
> 
}]
≤ E
[
(`(w)′J−1(u)Z(X))2
nσ2(u,w)
1
{
ζm > C
√
n
}]→ 0
as n→∞ under our conditions. This completes the proof of the theorem. 
Appendix F. Proofs of Theorems 10-15
Lemma 8 (Entropy Bound). Suppose that Conditions S and U hold. Consider the class of
functions
Lm =
{
Z 7→ (`(w)/‖`(w)‖)′J−1(u)Z : (u,w) ∈ I
}
,
mapping Bm(0, ζm) into R, and let L = 1 ∨ supf∈Lm |f | denote its envelope. Then the
uniform entropy numbers of Lm satisfy
sup
Q
logN(‖L‖Q,2,Lm, L2(Q)) . log(n/), uniformly over 0 <  ≤ 1.
Proof. For w ∈ W, denote ξ(w) = `(w)/‖`(w)‖. By Condition S,
sup
u∈U
‖J−1(u)‖ . 1
and by Lemma 19,
‖J(u)− J(u˜)‖ . |u− u˜|, uniformly over u and u˜ in I.
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Hence, uniformly over (u,w) and (u˜, w˜) in I and Z ∈ B(0, ζm),∣∣∣ξ(w)′J−1(u)Z − ξ(w˜)′J−1(u˜)Z∣∣∣ = ∣∣∣(ξ(w)− ξ(w˜))′J−1(u)Z + ξ(w˜)′(J−1(u)− J−1(u˜))Z∣∣∣
=
∣∣∣(ξ(w)− ξ(w˜))′J−1(u)Z∣∣∣
+
∣∣∣ξ(w˜)′J−1(u˜)(J(u˜)− J(u))J−1(u)Z∣∣∣
. ζLm,θ‖w − w˜‖ · ‖J−1(u)‖ · ‖Z‖
+ ‖ξ(w˜)‖ · ‖J−1(u˜)‖ · |u˜− u| · ‖J−1(u)‖ · ‖Z‖
≤ ζm(1 + ζLm,θ)(‖w − w˜‖+ |u˜− u|)
since ‖ξ(w˜)‖ = 1. Hence, the asserted claim follows from a standard argument since L ≥ 1
and the set I is such that its dimension is independent of n and its diameter is bounded
from above uniformly over n. 
Proof of Theorem 10. The proof relies on the following lemma:
Lemma 9. Suppose that Conditions S and U hold. Then
sup
(u,w)∈I
∣∣∣(`(w)/‖`(w)‖)′J−1(u)U(u)∣∣∣ .P (log n)1/2.
Proof of Lemma 9. Consider the class of functions
Lm =
{
(Z,U) 7→ (`(w)/‖`(w)‖)′J−1(u)Z : (u,w) ∈ I
}
,
mapping Bm(0, ζm)× [0, 1] into R. The function L = Cζm for sufficiently large constant C
is its envelope and by Lemma 8, its uniform entropy numbers satisfy
sup
Q
logN(‖L‖Q,2,Lm, L2(Q)) . log(n/), uniformly over 0 <  ≤ 1.
Also, consider the class of functions
G =
{
(Z,U) 7→ 1{U ≤ u} − u : u ∈ U
}
,
mapping Bm(0, ζm)× [0, 1] into R. The uniform entropy numbers of G satisfy
sup
Q
logN(‖G‖Q,2,G, L2(Q)) . log(1/), uniformly over 0 <  ≤ 1, (F.74)
where G(Z,U) = 1 is its envelope. Hence, by 24, the uniform entropy numbers of the class
of functions LmG satisfy
sup
Q
logN(‖LG‖Q,2,LmG, L2(Q)) . log(n/), uniformly over 0 <  ≤ 1.
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In addition, by Condition S,
E
[(
(`(w)/‖`(w)‖)′J−1(u)Z(X)(1{U ≤ u} − u)
)2]
= u(1− u)(`(w)/‖`(w)‖)′J−1(u)ΣJ−1(u)(`(w)/‖`(w)‖) . 1
uniformly over (u,w) ∈ I, so that
sup
f∈LmG
E[f2] . 1.
Hence, applying the third maximal inequality of Lemma 22 gives
sup
(u,w)∈I
∣∣∣(`(w)/‖`(w)‖)′J−1(u)U(u)∣∣∣ .P (1 + ζ2m log n
n
)1/2
log1/2 n . (log n)1/2. (F.75)
This completes the proof of the lemma. 
Getting back to the proof of the theorem, we have by the triangle inequality that
sup
(u,w)∈I
|θ̂(u,w)− θ(u,w)| ≤ sup
(u,w)∈I
|`(w)′(β̂(u)− β(u))|+ sup
(u,w)∈I
|r(u,w)|,
where the second term satisfies
sup
(u,w)∈I
|r(u,w)| ≤ ζm,θ sup
(u,w)∈I
|r(u,w)|
‖`(w)‖ = o
(
ζm,θ√
n log n
)
by Condition U. Also, by Theorem 2, the first term can be bounded uniformly over (u,w) ∈ I
as
|`(w)′(β̂(u)− β(u))| .P |`(w)
′J−1(u)U(u)|√
n
+ oP
( ζm,θ√
n log n
)
≤
∣∣∣(`(w)/‖`(w)‖)′J−1(u)U(u)∣∣∣ ·
√
ζ2m,θ
n
+ oP
( ζm,θ√
n log n
)
.P
√
ζ2m,θ log n
n
+ oP
( ζm,θ√
n log n
)
,
where the second line follows from ‖`(w)‖ ≤ ζm,θ, holding by Condition U, and the third
line from Lemma 9. The asserted claim follows. 
Proof of Theorem 11. By Lemma 30,
‖Σ̂− Σ‖ .P
√
ζ2m log n
n
= o(n−ε
′
)
and
sup
u∈U
‖Ĵ(u)− J(u)‖ .P
√
mζ2m log n
nh
+m−κ + h = o(n−ε
′
).
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Combining these inequalities with Condition S gives
sup
(u,w)∈I
∣∣∣∣ σ̂(u,w)σ(u,w) − 1
∣∣∣∣ = oP (n−ε′). (F.76)
Further, by Condition S,
σ(u,w) & ‖`(w)‖/√n, uniformly over (u,w) ∈ I, (F.77)
and so
σ̂(u,w) &P ‖`(w)‖/
√
n, uniformly over (u,w) ∈ I. (F.78)
Next, by Condition U and (F.78), we have uniformly in (u,w) ∈ I that
t(u,w) =
θ̂(u,w)− θ(u,w)
σ̂(u,w)
=
`(w)′(β̂(u)− β(u))
σ̂(u,w)
+ oP (n
−ε′). (F.79)
Also, by Theorem 2 and (F.78), we have uniformly over (u,w) ∈ I that
`(w)′(β̂(u)− β(u))
σ̂(u,w)
=
`(w)′J−1(u)U(u)/
√
n
σ̂(u,w)
+ oP (n
−ε′). (F.80)
Moreover, by Lemma 9,
sup
(u,w)∈I
∣∣∣(`(w)/‖`(w)‖)′J−1(u)U(u)∣∣∣ .P (log n)1/2. (F.81)
Hence,
sup
(u,w)∈I
∣∣∣`(w)′J−1U(u)/√n
σ̂(u,w)
− `(w)
′J−1U(u)/
√
n
σ(u,w)
∣∣∣
≤ sup
(u,w)∈I
∣∣∣`(w)′J−1U(u)/√n
σ̂(u,w)
∣∣∣ · sup
(u,w)∈I
∣∣∣1− σ̂(u,w)
σ(u,w)
∣∣∣ = oP (n−ε′) (F.82)
by (F.76) and (F.78). Combining (F.79), (F.80), and (F.82), we have uniformly over (u,w) ∈
I that
t(u,w) =
`(w)′J−1(u)U(u)/
√
n
σ(u,w)
+ oP (n
−ε′). (F.83)
Hence, (4.27) follows.
To prove (4.28), note that by Lemma 5,
sup
u∈U
‖U(u)−G(u)‖ .P o(n−ε′);
see (D.72). Combining this inequality (F.77) and (F.83), we have uniformly over (u,w) ∈ I
that
t(u,w) =
`(w)′J−1(u)U(u)/
√
n
σ(u,w)
+ oP (n
−ε′) =
`(w)′J−1(u)G(u)/
√
n
σ(u,w)
+ oP (n
−ε′).
Hence, (4.28) follows. This complete the proof of the theorem. 
71
Proof of Theorem 12. The proof relies on the following lemma:
Lemma 10. Suppose that Conditions S and U hold. In addition, define
`(u,w) =
(
`(w)′J−1(u)/
√
n
σ(u,w)
)′
, (u,w) ∈ I.
Then
sup
(u,w)∈I
‖`(u,w)‖ . 1
and
‖`(u,w)− `(u˜, w˜)‖ . (1 + ζLm,θ)‖(u,w)− (u˜, w˜)‖
uniformly over (u,w) and (u˜, w˜) in I.
Proof of Lemma 10. By Condition S,
σ(u,w) & ‖`(w)‖/√n, uniformly over (u,w) ∈ I (F.84)
The first asserted claim follows from this inequality and the fact that all eigenvalues of the
matrix J(u) are bounded below from zero uniformly over u ∈ U by Condition S.
To prove the second asserted claim, note that by Lemma 19,
‖J(u)− J(u˜)‖ . |u− u˜|, uniformly over u and u˜ in U .
Combining this inequality with Conditions S and U, it follows from the triangle inequality
that ∣∣∣∣nσ2(u,w)‖`(w)‖2 − nσ2(u˜, w˜)‖`(w˜)‖2
∣∣∣∣ . (1 + ζLm,θ)‖(u,w)− (u˜, w˜)‖
uniformly over (u,w) and (u˜, w˜) in I. In turn, this inequality in combination with (F.84)
imply that ∣∣∣∣√nσ(u,w)‖`(w)‖ −
√
nσ(u˜, w˜)
‖`(w˜)‖
∣∣∣∣ . (1 + ζLm,θ)‖(u,w)− (u˜, w˜)‖
uniformly over (u,w) and (u˜, w˜) in I since for any a, b > 0, we have
|a− b| = |a
2 − b2|
a+ b
.
Further, combining the inequality above and (F.84) gives∣∣∣∣ ‖`(w)‖√nσ(u,w) − ‖`(w˜)‖√nσ(u˜, w˜)
∣∣∣∣ . (1 + ζLm,θ)‖(u,w)− (u˜, w˜)‖ (F.85)
uniformly over (u,w) and (u˜, w˜) in I since for any a, b > 0, we have∣∣∣∣1a − 1b
∣∣∣∣ = |a− b|ab .
72
Similarly,∥∥∥(`(w)/‖`(w)‖)′J−1(u)− (`(w˜)/‖`(w˜)‖)′J−1(u˜)∥∥∥ . (1 + ζLm,θ)‖(u,w)− (u˜, w˜)‖ (F.86)
uniformly over (u,w) and (u˜, w˜). The second asserted claim follows from combining in-
equalities (F.84), (F.85), and (F.86). This completes the proof of the lemma. 
Getting back to the proof of the theorem, like in the proof of Theorem 11, we have
uniformly over (u,w) ∈ I that
t(u,w) =
`(w)′J−1(u)U(u)/
√
n
σ(u,w)
+ oP (n
−ε′); (F.87)
see (F.83). Next, it follows from Corollary 4 in Appendix H and Condition S that there
exists a constant C > 0 such that supα∈Sm−1 En[(α′Zi)2] ≤ C with probability approaching
one. Thus, the asserted claim follows from using (F.87) and applying Lemma 36 conditional
on (Zi)
n
i=1 on the event supα∈Sm−1 En[(α′Zi)2] ≤ C with
`(u,w) =
(
`(w)′J−1(u)/
√
n
σ(u,w)
)′
, (u,w) ∈ I;
note that the conditions of Lemma 36 follow from Lemma 10 and the assumption (1 +
ζLm,θ)
2dI ζ2m = o(n
1−ε). This completes the proof of the theorem. 
Proof of Theorem 13. The proof relies on the following lemma:
Lemma 11. Suppose that Conditions S and U hold. Then there exists a constant CV > 0
such that with probability 1− o(1),
E
[
sup
(u,w)∈I
∣∣∣(`(w)/‖`(w)‖)′J−1(u)G(u)∣∣∣ | (Zi)ni=1
]
≤ CV
√
log n. (F.88)
In addition,
sup
(u,w)∈I
∣∣∣(`(w)/‖`(w)‖)′J−1(u)G(u)∣∣∣ .P √log n.
Proof of Lemma 11. The second asserted claim follows immediately from the first one.
Hence, it suffices to prove the first asserted claim. To do so, note that by Corollary 4
in Appendix H, there exists a constant C > 0 such that supα∈Sm−1 En[(α′Zi)2] ≤ C with
probability 1−o(1). We will show that (F.88) holds on the event supα∈Sm−1 En[(α′Zi)2] ≤ C.
For all w ∈ W, denote ξ(w) = `(w)/‖`(w)‖. Observe that uniformly over (u,w) ∈ I, on
the event supα∈Sm−1 En[(α′Zi)2] ≤ C,
E
[
|ξ(w)′J−1(u)G(u)|2 | (Zi)ni=1
]
= u(1− u)ξ(w)′J−1(u)Σ̂J−1(u)ξ(w) ≤ Cr
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for some constant Cr by Condition S. Moreover, by Conditions S and U and Lemma 19,
sup
(u,w)∈I
‖J−1(u)ξ(w)‖ . 1
and∥∥∥J−1(u)ξ(w)− J−1(u˜)ξ(w˜)∥∥∥ ≤ ‖J−1(u)− J−1(u˜)‖ · ‖ξ(w)‖+ ‖J−1(u˜)‖ · ‖ξ(w)− ξ(w˜)‖
. (1 + ζLm,θ)‖(u,w)− (u˜, w˜)‖
uniformly over (u,w) and (u˜, w˜) in I. Hence, by the calculation in the proof of Lemma 38,
on the event supα∈Sm−1 En[(α′Zi)2] ≤ C,
E
[(
ξ(w)′J−1(u)G(u)− ξ(w˜)′J−1(u˜)G(u˜)
)2 | (Zi)ni=1] ≤ Ce(1 + ζLm,θ)‖(u,w)− (u˜, w˜)‖,
where Ce is some constant. Combining these inequalities with log ζ
L
m,θ . log n and using
the fact that the dimension of the set I is independent of n and its diameter is bounded
uniformly over n, (F.88) follows from Dudley’s inequality applied conditional on (Zi)
n
i=1
on the event supα∈Sm−1 En[(α′Zi)2] ≤ C; see Corollary 2.2.8 in van der Vaart and Wellner
[84]). 
Getting back to the proof of the theorem, note that under the conditions h = o(n−ε),
mζ2m = o(n
1−εh), and m−κ = o(n−ε), like in the proof of Theorem 11, we have
sup
(u,w)∈I
∣∣∣∣ σ̂(u,w)σ(u,w) − 1
∣∣∣∣ = oP (n−ε′)
and
σ̂(u,w) &P ‖`(w)‖/
√
n, uniformly over (u,w) ∈ I; (F.89)
see (F.76) and (F.78). Also, by Lemma 9,
sup
(u,w)∈I
∣∣∣(`(w)/‖`(w)‖)′J−1(u)U(u)∣∣∣ .P (log n)1/2,
and so
sup
(u,w)∈I
∣∣∣∣`(w)′J−1(u)U(u)/√nσ̂(u,w)
∣∣∣∣ .P (log n)1/2.
Hence,
sup
(u,w)∈I
∣∣∣`(w)′J−1U(u)/√n
σ̂(u,w)
− `(w)
′J−1U(u)/
√
n
σ(u,w)
∣∣∣
≤ sup
(u,w)∈I
∣∣∣`(w)′J−1U(u)/√n
σ̂(u,w)
∣∣∣ · sup
(u,w)∈I
∣∣∣1− σ̂(u,w)
σ(u,w)
∣∣∣ = oP (n−ε′).
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Further, since the process U∗(·) is a copy of the process U(·) conditional on (Zi)ni=1, we also
have
sup
(u,w)∈I
∣∣∣∣`(w)′J−1U∗(u)/√nσ̂(u,w) − `(w)′J−1U∗(u)/
√
n
σ(u,w)
∣∣∣∣ = oP (n−ε′). (F.90)
Now, consider the case of the pivotal method. We have uniformly over (u,w) ∈ I that
t∗(u,w) =
`(w)′Ĵ−1(u)U∗(u)/
√
n
σ̂(u,w)
=
`(w)′J−1(u)U∗(u)/
√
n
σ̂(u,w)
+ oP (n
−ε′) =
`(w)′J−1(u)U∗(u)/
√
n
σ(u,w)
+ oP (n
−ε′),
where the second equality follows from Theorem 3 and (F.89) and the third from (F.90).
The first asserted claim for this case follows.
Next, consider the case of the gradient bootstrap method. We have uniformly over
(u,w) ∈ I that
t∗(u,w) =
`(w)′(β̂∗(u)− β̂(u))
σ̂(u,w)
=
`(w)′J−1(u)U∗(u)/
√
n
σ̂(u,w)
+ oP (n
−ε′) =
`(w)′J−1(u)U∗(u)/
√
n
σ(u,w)
+ oP (n
−ε′),
where the second equality follows from Theorem 4 and (F.89) and the third from (F.90).
The first asserted claim for this case follows.
Next, consider the case of the Gaussian method. By Lemma 11, we have
sup
(u,w)∈I
∣∣∣(`(w)/‖`(w)‖)′J−1(u)G(u)∣∣∣ .P (log n)1/2.
Hence, using the same steps as above, we obtain
sup
(u,w)∈I
∣∣∣∣`(w)′J−1G∗(u)/√nσ̂(u,w) − `(w)′J−1G∗(u)/
√
n
σ(u,w)
∣∣∣∣ = oP (n−ε′). (F.91)
So, we have uniformly over (u,w) ∈ I that
t∗(u,w) =
`(w)′Ĵ−1(u)G∗(u)/
√
n
σ̂(u,w)
=
`(w)′J−1(u)G∗(u)/
√
n
σ̂(u,w)
+ oP (n
−ε′) =
`(w)′J−1(u)G∗(u)/
√
n
σ(u,w)
+ oP (n
−ε′),
where the second equality follows from Theorem 6 and (F.89) and the third from (F.91).
The first asserted claim for this case follows.
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Finally, consider the case of the weighted bootstrap method. We have uniformly over
(u,w) ∈ I that
t∗(u,w) =
`(w)′(β̂b(u)− β̂(u))
σ̂(u,w)
=
`(w)′J−1(u)G∗(u)/
√
n
σ̂(u,w)
+ oP (n
−ε′) =
`(w)′J−1(u)G∗(u)/
√
n
σ(u,w)
+ oP (n
−ε′),
where the second equality follows from Theorem 7 and (F.89) and the third from (F.91).
The first asserted claim for this case follows.
The second asserted claim follows from the same argument as that used in the proof of
Theorem 3. This completes the proof of theorem. 
Proof of Theorem 14. Like in the proof of Theorem 11,
sup
(u,w)∈I
∣∣∣ σ̂(u,w)
σ(u,w)
− 1
∣∣∣ = oP (n−ε′), (F.92)
σ̂(u,w) &P ‖`(w)‖/
√
n, uniformly over (u,w) ∈ I; (F.93)
see (F.76) and (F.78). Also, by the same argument as that used in Lemma 9,
sup
(u,w)∈I
∣∣∣∣∣(`(w)/‖`(w)‖)′J−1(u)√n
n∑
i=1
(pii − 1)Zi(u− 1{Ui ≤ u})
∣∣∣∣∣ .P (log n)1/2.
In addition, by Condition S, ‖`(w)‖/(√nσ(u,w)) . 1 uniformly over (u,w) ∈ I, and so
sup
(u,w)∈I
∣∣∣∣∣`(w)′J−1(u)√nσ(u,w) · 1√n
n∑
i=1
(pii − 1)Zi(u− 1{Ui ≤ u})
∣∣∣∣∣ .P (log n)1/2.
Combining this inequality with (F.92) gives
sup
(u,w)∈I
∣∣∣∣∣
(
1
σ(u,w)
− 1
σ̂(u,w)
)
`(w)′J−1(u)√
n
1√
n
n∑
i=1
(pii − 1)Zi(u− 1{Ui ≤ u})
∣∣∣∣∣ = oP (n−ε′).
Hence, uniformly over (u,w) ∈ I,
t∗(u,w) =
`(w)′(β̂b(u)− β̂(u))
σ̂(u,w)
=
`(w)′J−1(u)√
nσ̂(u,w)
· 1√
n
n∑
i=1
(pii − 1)Zi(u− 1{Ui ≤ u}) + oP (n−ε′)
=
`(w)′J−1(u)√
nσ(u,w)
· 1√
n
n∑
i=1
(pii − 1)Zi(u− 1{Ui ≤ u}) + oP (n−ε′), (F.94)
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where the second line follows from Lemma 7 and (F.93). Next, it follows from Corol-
lary 4 in Appendix H and Condition S that there exists a constant C > 0 such that
supα∈Sm−1 En[(α′Zi)2] ≤ C with probability approaching one. Thus, the first asserted
claim follows from using (F.94) and applying Lemma 36 conditional on (Zi)
n
i=1 on the event
supα∈Sm−1 En[(α′Zi)2] ≤ C with
`(u,w) =
(
`(w)′J−1(u)/
√
n
σ(u,w)
)′
, (u,w) ∈ I;
note that the conditions of Lemma 36 follow from Lemma 10 and the assumption (1 +
ζLm,θ)
2dI ζ2m = o(n
1−ε). The second asserted claim follows from the same argument as that
used in the proof of Theorem 3. This completes the proof of theorem. 
Proof of Theorem 15. We split the proof into five steps.
Step 1 (Coupling for V ). Here for the random variable
V = sup
(u,w)∈I
|θ̂(u,w)− θ(u,w)|
σ̂(u,w)
= sup
(u,w)∈I
|t(u,w)|
and each sample size n, we show that there exists a random variable V¯ = V¯n that is
conditional on (Zi)
n
i=1 equal in distribution to
sup
(u,w)∈I
|`(w)′J−1(u)G(u)/√n|
σ(u,w)
(F.95)
and is such that
|V − V¯ | = oP (n−ε′),
where G(·) = Gn(·) is a process on U that is conditionally on (Zi)ni=1 zero-mean Gaussian
with a.s. continuous sample paths and the covariance function
E
[
G(u1)G(u2)
′ | (Zi)ni=1
]
= En[ZiZ ′i](u1 ∧ u2 − u1u2), for all u1 and u2 in U .
To prove this claim, first, note that by the first part of Theorem 11, we have
|V − V˜ | = oP (n−ε′), (F.96)
where
V˜ = sup
(u,w)∈I
|`(w)′J−1(u)U(u)/√n|
σ(u,w)
.
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Second, consider the function classes
W1 =
{
(Z,U) 7→ u− 1{U ≤ u} : (u,w) ∈ I
}
,
W2 =
{
(Z,U) 7→ ‖`(w)‖/(√nσ(u,w)) : (u,w) ∈ I
}
,
W3 =
{
(Z,U) 7→ (`(w)/‖`(w)‖)′J−1(u)Z : (u,w) ∈ I
}
,
mapping Bm(0, ζm) × [0, 1] into R. The function class W1 has an envelope F1(Z,U) = 1
and its uniform entropy numbers satisfy
sup
Q
logN(‖F1‖Q,2,W1, L2(Q)) . log(1/), uniformly over 0 <  ≤ 1.
Also, by Condition S, ‖`(w)‖/(√nσ(u,w)) . 1 uniformly over (u,w) ∈ I, and so the
function class W2 has an envelope F2(Z,U) = C for sufficiently large constant C and its
uniform entropy numbers satisfy
sup
Q
logN(‖F2‖Q,2,W2, L2(Q)) . log(1/), uniformly over 0 <  ≤ 1.
In addition, the function class W3 has an envelope F3(Z,U) = Cζm for sufficiently large
constant C and by Lemma 8, the uniform entropy numbers of W3 satisfy
sup
Q
logN(‖F3‖Q,2,W3, L2(Q)) . log(n/), uniformly over 0 <  ≤ 1.
Hence, by Lemma 24, the uniform entropy numbers of the function class
F˜ =
{
(Z,U) 7→ (`(w)/‖`(w)‖)
′J−1(u)Z(u− 1{U ≤ u})√
nσ(u,w)/‖`(w)‖ : (u,w) ∈ I
}
⊂ W1W2W3
satisfy
sup
Q
logN(‖F‖Q,2, F˜ , L2(Q)) . log(n/), uniformly over 0 <  ≤ 1,
where F (Z,U) = Cζm for sufficiently large constant C is its envelope. Thus, the uniform
entropy numbers of the function class F = F˜ ∪ (−F˜) satisfy
sup
Q
logN(‖F‖Q,2,F , L2(Q)) . log(n/), uniformly over 0 <  ≤ 1, (F.97)
where the function F is its envelope. Moreover,
sup
f∈F
E[f(Z,U)2] = 1, sup
f∈F
E[|f(Z,U)|3] . ζm, sup
f∈F
E[|f(Z, u)|4] . ζ2m (F.98)
Now, observe that
V˜ = sup
f∈F
Gnf
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and that by (F.97) and (F.98), Conditions (A), (B), and (C) of Chernozhukov, Chetverikov
and Kato [30] hold for the function class F with A = n, v = C, σ = 1, b = Cζm,
and arbitrarily large q. Hence, given that ζ2m = o(n
1−ε), Theorem 2.1 of Chernozhukov,
Chetverikov and Kato [30] implies that there exists a random variable V¯ with the required
distribution and such that
|V˜ − V¯ | = oP (n−ε′).
Combining this bound with (F.96) gives the claim of this step.
Step 2 (Coupling for V ∗). Here for the random variable
V ∗ = sup
(u,w)∈I
|t∗(u,w)|
and for each sample size n, we show that there exists a random variable V¯ ∗ = V¯ ∗n that (i) is
conditional on (Zi)
n
i=1 equal in distribution to the random variable in (F.95), (ii) depends
on the data only via (Zi)
n
i=1, and (iii) is such that
|V ∗ − V¯ ∗| = oP (n−ε′). (F.99)
To prove this claim, we consider four resampling methods separately. We start with the
pivotal method case. By Theorem 13, we have
|V ∗ − V˜ ∗| = oP (n−ε′), (F.100)
where
V˜ ∗ = sup
(u,w)∈I
|`(w)′J−1(u)U∗(u)/√n|
σ(u,w)
.
Then given that the process U∗(·) is a copy of U(·) conditional on (Zi)ni=1 and depends on
the data only via (Zi)
n
i=1, by the same argument as that used in Step 1, it follows that there
exists a random variable V¯ ∗ with the required distribution and such that
|V˜ ∗ − V¯ ∗| = oP (n−ε′).
Combining this bound with (F.100), gives the claim of Step 2 in this case.
Next, in the gradient bootstrap method case, construction of a random variable V¯ ∗ with
the required distribution follows from the same argument as that used in the pivotal process
case.
Next, consider the Gaussian method case. By Theorem 13, we have uniformly over
(u,w) ∈ I that
t∗(u,w) =
`(w)′J−1(u)G∗(u)/
√
n
σ(u,w)
+ oP (n
−ε′).
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Thus, it follows that (F.99) holds for
V¯ ∗ = sup
(u,w)∈I
|`(w)′J−1(u)G∗(u)/√n|
σ(u,w)
,
and since the random variable V¯ ∗ has the required distribution, the claim of Step 2 in this
case holds.
Finally, consider the weighted bootstrap method case. Like in the proof of Theorem 11,
sup
(u,w)∈I
∣∣∣ σ̂(u,w)
σ(u,w)
− 1
∣∣∣ = oP (n−ε′), (F.101)
σ̂(u,w) &P ‖`(w)‖/
√
n, uniformly over (u,w) ∈ I; (F.102)
see (F.76) and (F.78). Also, by the same argument as that used in Lemma 9,
sup
(u,w)∈I
∣∣∣∣∣(`(w)/‖`(w)‖)′J−1(u)√n
n∑
i=1
(pii − 1)Zi(u− 1{Ui ≤ u})
∣∣∣∣∣ .P (log n)1/2.
In addition, by Condition S, ‖`(w)‖/(√nσ(u,w)) . 1 uniformly over (u,w) ∈ I, and so
sup
(u,w)∈I
∣∣∣∣∣`(w)′J−1(u)√nσ(u,w) · 1√n
n∑
i=1
(pii − 1)Zi(u− 1{Ui ≤ u})
∣∣∣∣∣ .P (log n)1/2.
Combining this inequality with (F.101) gives
sup
(u,w)∈I
∣∣∣∣∣
(
1
σ(u,w)
− 1
σ̂(u,w)
)
`(w)′J−1(u)√
n
1√
n
n∑
i=1
(pii − 1)Zi(u− 1{Ui ≤ u})
∣∣∣∣∣ = oP (n−ε′).
Hence, by Lemma 7, we have uniformly over (u,w) ∈ I that
t∗(u,w) =
`(w)′(β̂b(u)− β̂(u))
σ̂(u,w)
=
`(w)′J−1(u)√
nσ̂(u,w)
· 1√
n
n∑
i=1
(pii − 1)Zi(u− 1{Ui ≤ u}) + oP (n−ε′)
=
`(w)′J−1(u)√
nσ(u,w)
· 1√
n
n∑
i=1
(pii − 1)Zi(u− 1{Ui ≤ u}) + oP (n−ε′),
where we used (F.102) in the second line. Thus, denoting
V˜ ∗ = sup
(u,w)∈I
∣∣∣∣∣`(w)′J−1(u)√nσ(u,w) · 1√n
n∑
i=1
(pii − 1)Zi(u− 1{Ui ≤ u})
∣∣∣∣∣ ,
we obtain
|V ∗ − V˜ ∗| = oP (n−ε′). (F.103)
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Now we apply Lemma 41 with
`(u,w) =
(
`(w)′J−1(u)√
nσ(u,w)
)′
(F.104)
and vi = pii− 1 to couple V˜ ∗ with a random variable V¯ ∗ that has the required distribution.
Observe that
sup
(u,w)∈I
‖`(u,w)‖ . 1 (F.105)
and
‖`(u,w)− `(u˜, w˜)‖ . (1 + ζLm,θ)‖(u,w)− (u˜, w˜)‖, (F.106)
uniformly over (u,w) and (u˜, w˜) in I by Lemma 10. Note also that log ζLm,θ . log n by
Condition U. Thus, conditions of Lemma 41 on `(u,w) are satisfied. Moreover, by Corollary
4 in Appendix H, there exists a constant C > 0 such that supα∈Sm−1 En[(α′Zi)2] ≤ C
with probability 1 − o(1). Thus, applying Lemma 41 conditional on (Zi)ni=1 on the event
supα∈Sm−1 En[(α′Zi)2] ≤ C shows that there exists a random variable V¯ ∗ with the required
distribution such that
|V˜ ∗ − V¯ ∗| = oP (n−ε).
Combining this bound with (F.103) gives (F.99), so that the claim of Step 2 in this case
holds. This completes Step 2.
Step 3 (Approximation of Critical Values). For all η ∈ (0, 1), let k¯∗(η) denote the η-th
quantile of the conditional distribution of V¯ ∗ given the data. Here we show that
P
(
k∗(1− α) ≤ k¯∗(1− α+ νn,1) + n−ε′
)
= 1− o(1),
P
(
k∗(1− α) ≥ k¯∗(1− α− νn,1)− n−ε′
)
= 1− o(1),
for some sequence of positive numbers (νn,1)n≥1 converging to zero. Indeed, recall that
k∗(η) denotes the η-th quantile of the conditional distribution of V ∗ given the data and also
that |V ∗− V¯ ∗| = oP (n−ε′) by Step 2. Hence, the claim of this step follows from Lemma 13.
Step 4 (Anti-Concentration). Here we show that
P
(
k¯∗(1− α− νn,1)− k¯∗(1− α− νn,1 − νn,2) > 2n−ε′
)
= 1− o(1),
P
(
k¯∗(1− α+ νn,1 + νn,2)− k¯∗(1− α+ νn,1) > 2n−ε′
)
= 1− o(1),
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for some sequence of positive numbers (νn,2)n≥1 converging to zero. By Lemma 11, there
exists a constant CV > 0 such that with probability 1− o(1),
E
[
sup
(u,w)∈I
∣∣∣(`(w)/‖`(w)‖)′J−1(u)G(u)∣∣∣ | (Zi)ni=1
]
≤ CV
√
log n.
Also, by Condition S, ‖`(w)‖/(√nσ(u,w)) . 1 uniformly over (u,w) ∈ I, and so with
probability 1− o(1),
E
[
sup
(u,w)∈I
|`(w)′J−1(u)G(u)/√n
σ(u,w)
| (Zi)ni=1
]
≤ CV
√
log n. (F.107)
Hence, existence of the required sequence (νn,2)n≥1 follows from recalling that V¯ ∗ is equal
in distribution conditional on (Zi)
n
i=1 to the random variable under the expectation sign
in (F.107) and applying Lemma 12 conditional (Zi)
n
i=1 on the event in (F.107), since
n−ε′
√
log n→ 0 as n→∞. This completes Step 4.
Step 5 (Main Argument). Here we complete the proof of the theorem. Observe that
P
(
V > k∗(1− α)
)
≤ P
(
V > k¯∗(1− α− νn,1)− n−ε′
)
+ o(1)
≤ P
(
V¯ > k¯∗(1− α− νn,1)− 2n−ε′
)
+ o(1)
≤ P
(
V¯ > k¯∗(1− α− νn,1 − νn,2)
)
+ o(1)
≤ E
[
P
(
V¯ > k¯∗(1− α− νn,1 − νn,2)|(Zi)ni=1
)]
+ o(1)
≤ α+ νn,1 + νn,2 + o(1) = α+ o(1),
where the first line follows from Step 3, the second from Step 1, the third from Step 4,
the fourth from the law of iterated expectations, and the fifth from the definition of V¯ and
k¯∗(1− α− νn,1 − νn,2). Similarly,
P
(
V > k∗(1− α)
)
≥ P
(
V > k¯∗(1− α+ νn,1) + n−ε′
)
+ o(1)
≥ P
(
V¯ > k¯∗(1− α+ νn,1) + 2n−ε′
)
+ o(1)
≥ P
(
V¯ > k¯∗(1− α+ νn,1 + νn,2)
)
+ o(1)
≥ E
[
P
(
V¯ > k¯∗(1− α+ νn,1 + νn,2)|(Zi)ni=1
)]
+ o(1)
≥ α− νn,1 − νn,2 + o(1) = α+ o(1),
82
This gives the first asserted claim. The second asserted claim follows immediately from
the first one. The last asserted claim follows since sup(u,w)∈I σ̂(u,w) .P
√
ζ2m,θ/n and
k∗(1− α) .P
√
log n by Steps 3 and 4. This completes the proof of the theorem. 
We use the following lemmas in the proof of Theorem 15.
Lemma 12 (Anti-Concentration for Separable Gaussian Processes, Chernozhukov, Chetverikov
and Kato [27]). Let Y = (Yt)t∈T be a separable Gaussian process indexed by a semimetric
space T such that E[Yt] = 0 and E[Y
2
t ] = 1 for all t ∈ T . Assume that supt∈T |Yt| <∞ a.s.
Then for all ε ≥ 0 and some absolute constant A we have
sup
x∈R
P
(∣∣∣∣sup
t∈T
|Yt| − x
∣∣∣∣ ≤ ε) ≤ AεE [sup
t∈T
|Yt|
]
.
Lemma 13 (Closeness in Probability Implies Closeness of Conditional Quantiles). Let Xn
and Yn be random variables and Dn be a random vector. Let FXn(x|Dn) and FYn(x|Dn)
denote the conditional distribution functions, and F−1Xn(p|Dn) and F−1Yn (p|Dn) denote the
corresponding conditional quantile functions. If |Xn − Yn| = oP (γn), then there exists a
sequence of positive numbers (νn)n≥1 converging to zero such that with probability 1− o(1),
F−1Xn(p|Dn) ≤ F−1Yn (p+ νn|Dn) + γn and F−1Yn (p|Dn) ≤ F−1Xn(p+ νn|Dn) + γn
for all p ∈ (νn, 1− νn).
Proof. Since |Xn − Yn| = oP (γn), there exists a sequence of positive numbers (νn)n≥1
converging to zero such that P (|Xn − Yn| > γn) = o(νn). Hence,
P
(
P (|Xn − Yn| > γn|Dn) ≤ νn
)
→ 1,
that is, there is a set Ωn of values of Dn such that P (Ωn)→ 1 and P (|Xn−Yn| > γn|Dn) ≤ νn
for all Dn ∈ Ωn. Now, for all Dn ∈ Ωn,
FXn(x|Dn) ≥ FYn+γn(x|Dn)− νn and FYn(x|Dn) ≥ FXn+γn(x|Dn)− νn, for all x ∈ R,
which implies the inequality stated in the lemma, by definition of the conditional quantile
function and equivariance of quantiles to location shifts. 
Proof of Theorem 16. The first asserted claim follows from the same argument as that used
in the proof of Theorem 15: simply replace sup(u,w)∈I |t(u,w)| and sup(u,w)∈I |t∗(u,w)| by
sup(u,w)∈I t(u,w) and sup(u,w)∈I t∗(u,w). To prove the second asserted claim, suppose to
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the contrary that there exists a set of data-generating processes M = Mn satisfying H0
and such that the conditions of Theorem 15 hold uniformly over this set but the inequality
sup
M∈M
PM
(
T > k˜∗(1− α)
)
≤ α+ o(1)
does not hold. Then there exists  > 0 and a sequence of integers (nk)k≥1 such that for
each k ≥ 1, we can find Mnk ∈Mnk such that
PMnk
(
T > k˜∗(1− α)
)
> α+ , for all k ≥ 1.
However, this contradicts the first asserted claim because we allow the data-generating
process to depend on n and the sequence of data-generating processes (Mnk)k≥1 satisfy
conditions of Theorem 15. The second asserted claim follows. This completes the proof of
the theorem. 
Appendix G. A Lemma on Strong Approximation of an Empirical Process of
an Increasing Dimension by a Gaussian Process
Lemma 14. (Approximation of a Sequence of Empirical Processes of Increasing Dimension
by a Sequence of Gaussian Processes) Let (Zi)
n
i=1 be a sequence of non-stochastic vectors in
Rm and consider the empirical process Un in [`∞(U)]m, U ⊆ (0, 1), defined by
Un(u) = Gn (viZiψi(u)) , ψi(u) = u− 1{Ui ≤ u}, u ∈ U ,
where (Ui, vi)
n
i=1 is an i.i.d. sequence of pairs of independent random variables where Ui ∼
Uniform(0, 1), E[v2i ] = 1, E[|vi|4] . 1, and max1≤i≤n |vi| .P log n. Suppose that the vectors
Zi are such that
sup
α∈Sm−1
En
[
(α′Zi)2
]
. 1, max
1≤i≤n
‖Zi‖ . ζm, and m7ζ6m = o(n1−ε)
where ζm satisfies 1/ζm . 1 and ε > 0 is some constant. Then there exists a sequence of
zero-mean Gaussian processes (Gn)n≥1 with a.s. continuous paths such that (i) the covari-
ance functions of Gn coincide with those of Un, namely,
E[Gn(u)Gn(u˜)
′] = E[Un(u)Un(u˜)′] = En[ZiZ ′i](u ∧ u˜− uu˜), for all u and u˜ ∈ U ,
and (ii) Gn approximates Un, namely,
sup
u∈U
‖Un(u)−Gn(u)‖ .P o(n−ε′),
where ε′ > 0 is some constant.
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Proof. The proof is based on the use of maximal inequalities and Yurinskii’s coupling. We
define the sequence of projections pij : U → U , j = 0, 1, 2, . . . ,∞ by pij(u) = ukj = k/2j if
u ∈ ((k− 1)/2j , k/2j ], k = 1, . . . , 2j . In what follows, given a process G in [`∞(U)]m and its
projection G◦pij , whose paths are step functions with at most 2j steps, we shall identify the
process G ◦ pij with a random vector G ◦ pij in Rm2j , when convenient. Analogously, given
a random vector W in Rm2j , we identify it with a process W in [`∞(U)]m, whose paths are
step functions with at most 2j steps.
The following relations will be proven below for some ε′ > 0 and some j = jn →∞:
(1) (Finite-Dimensional Approximation)
r1 = sup
u∈U
‖Un(u)− Un ◦ pij(u)‖ .P o(n−ε′);
(2) (Coupling with a Normal Vector) there exists Nnj =d N(0, var[Un ◦ pij ]) such that
r2 = ‖Nnj − Un ◦ pij‖ .P o(n−ε′);
(3) (Embedding a Normal Vector into a Gaussian Process) there exists a Gaussian
process Gn with properties stated in the lemma such that Nnj = Gn ◦ pij a.s.;
(4) (Infinite-Dimensional Approximation)
r3 = sup
u∈U
‖Gn(u)−Gn ◦ pij(u)‖ .P o(n−ε′).
The result then follows from the triangle inequality:
sup
u∈U
‖Un(u)−Gn(u)‖ ≤ r1 + r2 + r3.
We now prove relations (1)-(4). Relation (1) follows from
r1 = sup
u∈U
‖Un(u)− Un ◦ pij(u)‖ ≤ sup
|u−u˜|≤2−j
‖Un(u)− Un(u˜)‖
.P
√
2−jm log n+
√
m2ζ2m log
4 n
n
.P o(n−ε
′
),
where the first inequality in the second line follows from Lemma 15 and second holds by
setting 2j = mnε˜ for sufficiently small ε˜ and recalling that m7ζ6m/n = o(n
−ε) and 1/ζm . 1.
Relation (2) follows from the use of Yurinskii’s coupling (Pollard [73], Chapter 10, Theo-
rem 10): Let ξ1, . . . , ξn be independent zero-mean p-vectors such that κ :=
∑n
i=1E
[‖ξi‖3]
is finite. Let S = ξ1 + · · ·+ ξn. Then for each δ > 0, there exists a random vector T with a
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N(0, var(S)) distribution such that
P{‖S − T‖ > 3δ} ≤ C0B
(
1 +
| log(1/B)|
p
)
where B := κpδ−3,
for some universal constant C0.
In order to apply the coupling, we collapse viZiψi ◦ pij to a p-vector, and let
ξi = viZiψi ◦ pij ∈ Rp, p = 2jm
so that Un ◦ pij =
∑n
i=1 ξi/
√
n. Then
EnE[‖ξi‖3] = EnE

 2j∑
k=1
m∑
w=1
ψi(ukj)
2v2i Z
2
iw
3/2
 ≤ 23j/2E[|vi|3]En[‖Zi‖3] . 23j/2ζ3m.
Therefore, by Yurinskii’s coupling, since log n . 2jm, by the choice 2j = mnε˜,
P
{∥∥∥∥∑ni=1 ξi√n −Nnj
∥∥∥∥ ≥ 3δ} . n23j/2ζ3m2jm(δ√n)3 = 25j/2mζ3mδ3n1/2 → 0
by setting δ = (25jm2ζ6m log n/n)
1/6. This verifies relation (2) with
r2 .P
(
25jm2ζ6m log n
n
)1/6
=
(
n5ε˜m7ζ6m log n
n
)1/6
= o(n−ε
′
),
provided that 5ε˜+ 6ε′ < ε.
Relation (3) follows from the a.s. embedding of a finite-dimensional random normal
vector into a path of a continuous Gaussian process, which is possible by Lemma 17. Here,
we note that Lemma 17 gives an explicit construction of the process Gn. As pointed out
by a referee, however, Lemma 17 can be avoided and the process Gn can be constructed
implicitly by referring to well-known results. Indeed, let G˜n be a zero-mean Gaussian
process with a.s. continuous paths and the same covariance function as that of Un. Since
Nnj =d G˜n◦pij and G˜n takes values in [C(U)]m, which is Polish, it follows from the Vorob’ev-
Berkes-Philipp theorem (e.g., see Theorem 1.1.10 in [39]), with α and β being the laws of
(Un ◦ pij ,Nnj) and (G˜n ◦ pij , G˜n), respectively, that one can construct a distribution law
on Rm2j × Rm2j × [C(U)]m such that its projection on Rm2j × Rm2j is equal to the law of
(Un ◦ pij ,Nnj) and its projection on Rm2j × [C(U)]m is equal to the law of (G˜n ◦ pij , G˜n).
Then the existence of the required Guassian process Gn with Nnj = Gn ◦ pij follows from
Lemma 2.7.3 in [39], with V = Un ◦ pij .
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Relation (4) follows from
r3 = sup
u∈U
‖Gn(u)−Gn ◦ pij(u)‖ ≤ sup
|u−u˜|≤2−j
‖Gn(u)−Gn(u˜)‖
.P
√
2−jm log n .P o(n−ε
′
),
where the first inequality in the second line follows from Lemma 16 and the second holds
by the choice of j. This completes the proof of the lemma. 
Next, we establish auxiliary lemmas that were used in the preceding proof.
Lemma 15 (Finite-Dimensional Approximation). Consider the setting of Lemma 14 and
denote ϕ = supα∈Sm−1 En[(α′Zi)2]. Then for any γ > 0, the process Un satisfies
sup
|u−u˜|≤γ
‖Un(u)− Un(u˜)‖ .P
√
γϕm log n+
√
m2ζ2m log
4 n
n
.
Proof. Consider the function class
Gm,n =
{
(Z,U, v) 7→ gα,u(Z,U, v) = (α′Z) · (u− 1{U ≤ u}) : u ∈ U , α ∈ Sm−1
}
,
mapping Bm(0, ζm) × [0, 1] × R into R. Note that Gm,n(Z,U, v) = ζm is its envelope. By
Lemma 27, the uniform entropy numbers of Gm,n satisfy
sup
Q
logN(‖Gm,n‖Q,2,Gm,n, L2(Q)) . O(m) log(1/), uniformly over 0 <  ≤ 1.
(G.108)
Next, consider the function class
G˜m,n =
{
(Z,U, v) 7→ v · g(Z,U, v) : g ∈ Gm,n
}
.
The function G˜m,n(Z,U, v) = |v| · Gm,n(Z,U, v) is an envelope of G˜m,n. By (G.108) and
Lemma 24, the uniform entropy numbers of G˜m,n satisfy
sup
Q
logN(‖G˜m,n‖Q,2, G˜m,n, L2(Q)) . O(m) log(1/), uniformly over 0 <  ≤ 1.
(G.109)
Further, consider the function class
Gm,n,γ =
{
(Z,U, v) 7→ v · (gα,u(Z,U, v)− gα,u˜(Z,U, v)) : u, u˜ ∈ U , α ∈ Sm−1, |u− u˜| ≤ γ
}
.
The function 2G˜m,n is its envelope. By (G.109) and Lemma 24, the uniform entropy numbers
of Gm,n,γ satisfy
sup
Q
logN(‖2G˜m,n‖Q,2,Gm,n,γ , L2(Q)) . O(m) log(1/), uniformly over 0 <  ≤ 1.
(G.110)
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With this notation, we have
sup
|u−u˜|≤γ
‖Un(u)− Un(u˜)‖ = sup
g∈Gm,n,γ
|Gng|,
and so to prove the asserted claim, we can apply the second part of Lemma 22 using the
sequence of independent observations (Zi, Ui, vi)
n
i=1. Note that Lemma 22 does not require
i.i.d. observations, and so it can be applied even though Zi’s are non-stochastic.
By (G.110), (H.119) is satisfied with ω = 1, J(m) = O(
√
m), and Fm = 2G˜m,n. Note
that
max
1≤i≤n
Fm(Zi, Ui, vi) .P Mm = ζm log n
since max1≤i≤n vi .P log n. Further,
sup
g∈Gm,n,γ
1
n
n∑
i=1
E[g(Zi, Ui, vi)
2] = sup
α∈Sm−1,|u−u˜|≤γ
1
n
n∑
i=1
E
[
v2i (α
′Zi)2(ψi(u)− ψi(u˜))2
]
= sup
α∈Sm−1,|u−u˜|≤γ
1
n
n∑
i=1
(α′Zi)2E
[
(ψi(u)− ψi(u˜))2
]
≤ sup
α∈Sm−1
1
n
n∑
i=1
(α′Zi)2γ(1− γ) ≤ ϕγ,
where the second line holds because Zi is non-stochastic, vi is independent of Ui, and
E[v2i ] = 1, and the third line holds because (ψi(u)−ψi(u˜))2 =d (|u− u˜|− 1{Ui ≤ |u− u˜|})2.
Moreover,
sup
g∈Gm,n,γ
1
n
n∑
i=1
E[g(Zi, Ui, vi)
4] = sup
α∈Sm−1,|u−u˜|≤γ
1
n
n∑
i=1
E
[
v4i (α
′Zi)4(ψi(u)− ψi(u˜))4
]
. sup
α∈Sm−1,|u−u˜|≤γ
1
n
n∑
i=1
(α′Zi)4E
[
(ψi(u)− ψi(u˜))4
]
. sup
α∈Sm−1,|u−u˜|≤γ
1
n
n∑
i=1
ζ2m(α
′Zi)2E
[
(ψi(u)− ψi(u˜))2
]
≤ sup
α∈Sm−1
1
n
n∑
i=1
ζ2m(α
′Zi)2γ(1− γ) ≤ ζ2mϕγ,
where we used the same arguments as above in addition to the facts that E[v4i ] . 1,
max1≤i≤n ‖Zi‖ ≤ ζm, and |ψi(u) − ψi(u˜)| ≤ 1. Substituting these bounds into the second
part of Lemma 22 gives
sup
g∈Gm,n,γ
|Gng| .P
√
γϕm log n+
√
m2ζ2m log
4 n
n
.
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This completes the proof of the lemma. 
Lemma 16 (Infinite-Dimensional Approximation). Let Gn : U → Rm be a zero-mean
Gaussian process whose covariance structure is given by
E
[
Gn(u)Gn(u˜)
′] = En[ZiZ ′i](u ∧ u˜− uu˜), for all u and u˜ in U ,
where (Zi)
n
i=1 is a non-stochastic sequence in Rm. Then for any γ ∈ (0, 1/2),
sup
|u−u˜|≤γ
‖Gn(u)−Gn(u˜)‖ .P
√
ϕγm log(m/γ),
where ϕ = supα∈Sm−1 En[(α′Zi)2].
Proof. We will use the following maximal inequality for Gaussian processes (Proposition
A.2.7 in van der Vaart and Wellner [84]). Let X = (Xt)t∈T be a separable zero-mean
Gaussian process indexed by a set T . Suppose that for some K > σ(X) = supt∈T σ(Xt)
and 0 < 0 ≤ σ(X), we have
N(, T, ρ) ≤
(
K

)V
, for all 0 <  < 0, (G.111)
whereN(, T, ρ) is the covering number of T by -balls with respect to the standard deviation
metric ρ(t, t′) = σ(Xt −Xt′). Then there exists a universal constant D such that for every
λ ≥ σ2(X)(1 +√V )/0,
P
(
sup
t∈T
Xt > λ
)
≤
(
DKλ√
V σ2(X)
)V
Φ¯(λ/σ(X)), (G.112)
where Φ¯ = 1 − Φ, and Φ is the cumulative distribution function of a standard Gaussian
random variable.
We apply this result to the zero-mean Gaussian process Xn : S
m−1 ×U ×U → R defined
as
Xn,t = α
′(Gn(u)−Gn(u˜)), t = (α, u, u˜), α ∈ Sm−1, |u− u˜| ≤ γ,
since this process is such that supt∈T Xn,t = sup|u−u˜|≤γ ‖Gn(u)−Gn(u˜)‖. For this process,
we have
σ(Xn) ≤
√
γ sup
α∈Sm−1
En[(α′Zi)2],
and (G.111) holds with
0 = σ(Xn), K .
√
sup
α∈Sm−1
En[(α′Zi)2], and V . m.
89
Therefore, the result follows by setting
λ = C
√
γm log(m/γ) sup
α∈Sm−1
En[(α′Zi)2],
where C is a sufficiently large constant, and using (G.112). This completes the proof of the
lemma. 
In what follows, as before, given a process G in [`∞(U)]m and its projection G◦pij , whose
paths are step functions with at most 2j steps, we shall identify the process G ◦ pij with a
random vector G ◦ pij in Rm2j , when convenient. Analogously, given a random vector W in
Rm2j we identify it with a process W in [`∞(U)]m, whose paths are step functions with at
most 2j steps.
Lemma 17. (Construction of a Gaussian Process with a Pre-scribed Projection) Let Nj be
a given random vector such that
Nj =d G˜ ◦ pij =: N(0,Σj),
where Σj := Var(Nj) and G˜ is a zero-mean Gaussian process in [`∞(U)]m whose paths are
a.s. uniformly continuous with respect to the Euclidian metric | · | on U . There exists a
zero-mean Gaussian process in [`∞(U)]m, whose paths are a.s. uniformly continuous with
respect to the Euclidian metric | · | on U , such that
Nj = G ◦ pij and G =d G˜ in [`∞(U)]m.
Proof. Consider a vector G˜◦pi` for ` = j+1. Then N˜j = G˜◦pij is a subvector of G˜◦pi` = N˜`.
Denote the remaining components of N˜` as N˜`\j . We can construct an identically distributed
copy N` of N˜` such that Nj is a subvector of N`. Indeed, we set N` as a vector with
components
Nj and N`\j ,
arranged in appropriate order, namely that N` ◦ pij = Nj , where
N`\j = Σ`\j,jΣ−1j,jNj + ηj ,
where ηj⊥Nj and ηj =d N(0,Σ`\j,`\j − Σ`\j,jΣ−1j,jΣj,`\j), where(
Σj,j Σ`\j,j
Σj,`\j Σ`\j,`\j
)
:= var
(
N˜j
N˜`\j
)
.
Having constructed Nl = Nj+1, we can proceed using the same procedure to construct Nj+2
from Nj+1. Repeating this procedure, we obtain the whole sequence (Nl)l≥j .
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For each l ≥ j, we then identify the vector N` with a process N` in `∞(U), and define G
as the pointwise limit of this process:
G(u) := lim
`→∞
N`(u) for each u ∈ U0,
where U0 = (∪∞j=1 ∪2
j
k=1 ukj) ∩ U is a countable dense subset of U . Note that the pointwise
limit exists since by construction of {pi`} and U0, for each u ∈ U0, we have that pi`(u) = u
for all ` ≥ `(u), where `(u) is a sufficiently large constant.
Next, we extend the process G from U0 to U as follows. By construction, G` = G ◦ pi` =d
G˜ ◦ pi`. Therefore, for each  > 0, there exists η() > 0 small enough such that
P
(
sup
u,u˜∈U0:|u−u˜|≤η()
‖G(u)−G(u˜)‖ ≥ 
)
≤ P
(
sup
|u−u˜|≤η()
sup
k
‖G ◦ pik(u)−G ◦ pik(u˜)‖ ≥ 
)
≤ P
(
sup
|u−u˜|≤η()
sup
k
‖G˜ ◦ pik(u)− G˜ ◦ pik(u˜)‖ ≥ 
)
≤ P
(
sup
|u−u˜|≤η()
‖G˜(u)− G˜(u˜)‖ ≥ 
)
≤ ,
where the last line holds because sup|u−u˜|≤η ‖G˜(u) − G˜(u˜)‖ → 0 as η → 0 almost surely
and thus also in probability, by a.s. continuity of sample paths of G˜. Setting  = 2−m for
each m ∈ N in the above display, and summing the resulting inequalities over m, we get a
finite number on the right-hand side. Hence, by the Borel-Cantelli lemma, |G(u)−G(u˜)| ≤
2−m for all |u− u˜| ≤ η(2−m) for all sufficiently large m almost surely. This implies that the
sample path of the process G is uniformly continuous on U0 almost surely, and so we can
extend the process by continuity to a process {G(u) : u ∈ U} such that its sample path is
uniformly continuous almost surely.
Finally, in order to show that the law of G is equal to the law of G˜ in [`∞(U)]m, it suffices
to demonstrate that
E[g(G)] = E[g(G˜)] for all g : [`∞(U)]m → R with |g(z)− g(z˜)| ≤ sup
u∈U
‖z(u)− z˜(u)‖ ∧ 1.
To do so, note that∣∣∣E[g(G)]− E[g(G˜)]∣∣∣ ≤ ∣∣∣E[g(G ◦ pi`)]− E[g(G˜ ◦ pi`)]∣∣∣
+ E
[
sup
u∈U
‖G ◦ pi`(u)−G(u)‖ ∧ 1
]
+ E
[
sup
u∈U
‖G˜ ◦ pi`(u)− G˜(u)‖ ∧ 1
]
→ 0 as `→∞.
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Indeed, the first term on the right-hand side converges to zero by construction, and the
second and third terms converge to zero by the dominated convergence theorem since
G ◦ pi` → G and G˜ ◦ pi` → G˜ in [`∞(U)]m as `→∞ a.s.,
holding due to a.s. uniform continuity of sample paths of G and G˜. This completes the
proof of the lemma. 
Appendix H. Technical Lemmas on Bounding Empirical Errors
H.1. Some Preliminary Lemmas.
Lemma 18. Under Condition S, we have
‖J(u)− J˜(u)‖ . m−κ = o(1),
uniformly over u ∈ U , where J˜(u) = E[fY |X(Z ′β(u)|X)ZZ ′] and J(u) is defined in (2.8).
Proof. Note that ‖J(u)− J˜(u)‖ = supα∈Sm−1 |α′(J(u)− J˜(u))α|. In addition,
|α′(J(u)− J˜(u))α| = E
[∣∣∣fY |X(Z ′β(u) +R(u,X)|X)− fY |X(Z ′β(u)|X)∣∣∣ · (Z ′α)2]
. E
[
|R(u,X)| · (Z ′α)2
]
. m−κ
uniformly over u ∈ U and α ∈ Sm−1, where we used Condition S in the second line. The
asserted claim follows. 
Lemma 19 (Auxiliary Matrix). Suppose that Condition S holds. Then
‖J(u2)− J(u1)‖ . |u2 − u1|, uniformly over u1 and u2 in U .
In addition, ∣∣∣∣∣ z′(J−1(u2)− J−1(u1))U(u2)√u1(1− u1)z′J−1(u1)ΣJ−1(u1)z
∣∣∣∣∣ .P |u2 − u1|√m
uniformly over z ∈ {Z(x) : x ∈ X} and u1, u2 ∈ U for U(u) defined in (3.14).
Proof. Recall that J(u) = E
[
fY |X(Q(u,X)|X)ZZ ′
]
for any u ∈ U . Moreover, we have
supu∈U ‖J−1(u)U(u)‖ .P
√
m by Lemma 32 since all eigenvalues of J(u) are bounded
below from zero uniformly over u ∈ U . In addition, using the matrix identity A−1−B−1 =
B−1(B −A)A−1 with A = J(u2) and B = J(u1) gives
J−1(u2)− J−1(u1) = J−1(u1)(J(u1)− J(u2))J−1(u2).
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Also, since |fY |X(Q(u2, x)|x)− fY |X(Q(u1, x)|x)| . |u2− u1| uniformly over u1, u2 ∈ U and
x ∈ X by Lemma 20, it follows from the same argument as that used in the proof of Lemma
18 that
‖J(u2)− J(u1)‖ . |u2 − u1|, uniformly over u1, u2 ∈ U ,
which gives the first asserted claim. Further,∣∣∣ z′(J−1(u2)− J−1(u1))U(u2)√
u1(1− u1)z′J−1(u1)ΣJ−1(u1)z
∣∣∣
=
∣∣∣ z′J−1(u1)√
u1(1− u1)z′J−1(u1)ΣJ−1(u1)z
(J(u1)− J(u2))J−1(u2)U(u2)
∣∣∣
. ‖z
′J−1(u1)‖√
z′J−1(u1)ΣJ−1(u1)z
·
∥∥∥J(u1)− J(u2)∥∥∥ · ∥∥∥J−1(u2)U(u2)∥∥∥ .P |u2 − u1|√m,
uniformly over u1, u2 ∈ U , where in the third line, we used the fact that U ⊂ (0, 1) is
compact to show that u1(1−u1) is bounded away from zero uniformly over u1 ∈ U and also
the fact that all eigenvalues of the matrix Σ are bounded away from zero to show that
‖z′J−1(u1)‖√
z′J−1(u1)ΣJ−1(u1)z
. 1
uniformly over u1 ∈ U . This gives the second asserted claim and completes the proof of the
lemma. 
Lemma 20. Suppose that Condition S holds. Then
|u2 − u1| . |Q(u2, x)−Q(u1, x)| . |u2 − u1|, (H.113)
|fY |X(Q(u2, x)|x)− fY |X(Q(u1, x)|x)| . |u2 − u1|, (H.114)
uniformly over u1, u2 ∈ U and x ∈ X . In addition,∣∣∣∣∂2Q(u, x)∂u2
∣∣∣∣ . 1 (H.115)
uniformly over u ∈ U and x ∈ X .
Proof. Since U |X ∼ Uniform(0, 1), it follows that for all u ∈ U and x ∈ X , we have
u =
∫ Q(u,x)
−∞
fY |X(y|x)dy,
and so
∂Q(u, x)
∂u
=
1
fY |X(Q(u, x)|x)
. (H.116)
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Hence,
∂2Q(u, x)
∂u2
= − 1
f2Y |X(Q(u, x)|x)
· f ′Y |X(Q(u, x)|x) ·
∂Q(u, x)
∂u
= −
f ′Y |X(Q(u, x)|x)
f3Y |X(Q(u, x)|x)
,
where f ′Y |X(y|x) denotes the derivative of the function y 7→ fY |X(y|x). Hence, it follows
from Condition S that (H.115) holds uniformly over u ∈ U .
Also, combining Condition S and (H.116) shows that 1 . ∂Q(u, x)/∂u . 1 uniformly
over u ∈ U and x ∈ X , and since U ⊂ (0, 1) is a connected compact set (that is, closed
interval), this implies that (H.113) holds uniformly over u1, u2 ∈ U and x ∈ X .
Finally, combining Condition S and (H.113) shows that (H.114) hold uniformly over u ∈ U
and x ∈ X . This completes the proof of the lemma. 
H.2. Maximal Inequalities. In this section we derive some maximal inequalities that are
useful to prove main results of the paper. Let Z1, . . . , Zn be a sequence of independent
random variables taking values in some set Z. Let F be a class of functions defined on Z,
and let
F (z) ≥ sup
f∈F
|f(z)|, z ∈ Z,
be an envelope of F . Let Pn be the empirical measure corresponding to the sequence
Z1, . . . , Zn, and let
Gn(f) =
1√
n
n∑
i=1
(
f(Zi)− E[f(Zi)]
)
, f ∈ F ,
be the corresponding empirical process on F . For a probability measure Q and a constant
p > 1, such that ‖F‖Q,p > 0, we use N(ε‖F‖Q,p,F , Lp(Q)) to denote the minimal num-
ber of Lp(Q)-balls of radius ε‖F‖Q,p needed to cover F . Following literature, we refer to
supQ logN(‖F‖Q,2,F , L2(Q)), where the supremum is taken over all finitely-discrete prob-
ability measures Q, as a uniform entropy number of F ; see Dudley [39] for details of the
definitions.
Below we derive some bounds on supf∈F |Gn(f)|. Importantly, our bounds do not require
that the random variables Zi are identically distributed, and it will be sufficient to assume
only that these random variables are independent. In addition, the function class F will
actually be allowed to depend on the sample size n via the sequence (mn)n≥1, that is, we
consider the case where F = Fm and m = mn.
Since Zi’s are not necessarily identically distributed, we will use E[f
2] and E[f4] to
denote n−1
∑n
i=1E[f(Zi)
2] and n−1
∑n
i=1E[f(Zi)
4], respectively. Further, we will say that
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the covering numbers N(‖F‖Pn,2 ,F , L2(Pn)), corresponding to the empirical measure Pn,
satisfy the monotonicity hypotheses if
N(‖F‖Pn,2,F , L2(Pn)) ≤ n(,F ,Pn) for all 0 <  ≤ 1,
where n(,F ,Pn) is such that (i)  7→ n(,F ,Pn) is decreasing, (ii)  7→ 
√
log n(,F ,Pn)
is increasing, and (iii) 
√
log n(,F ,Pn) → 0 as  → 0. Also, we define ρ(F ,Pn) =
supf∈F (‖f‖Pn,2/‖F‖Pn,2). In what follows, we refer to any function x : Zn 7→ R as k-
sub-exchangeable if for any v, w ∈ Zn and any vectors v˜, w˜ created by the pairwise ex-
change of some components in v with the corresponding components in w, we have that
x(v˜) ∨ x(w˜) ≥ [x(v) ∨ x(w)]/k.
Lemma 21 (Exponential inequality for separable empirical process). Consider the setting
specified above. Suppose that the empirical process {Gn(f), f ∈ F} is separable. Also, sup-
pose that the covering numbers N(‖F‖Pn,2 ,F , L2(Pn)) satisfy the monotonicity hypotheses.
Further, let K > 1 and τ ∈ (0, 1) be constants, and en(F ,Pn) = en(F , Z1, . . . , Zn) be a
k-sub-exchangeable random variable, such that
‖F‖Pn,2
∫ ρ(F ,Pn)/4
0
√
log n(,F ,Pn)d ≤ en(F ,Pn) (H.117)
and
sup
f∈F
1
n
n∑
i=1
(
E[f(Zi)
2]− (E[f(Zi)])2
)
≤ τ
2
(4kcKen(F ,Pn))2 (H.118)
for some universal constant c > 1. Then
P
{
sup
f∈F
|Gn(f)| ≥ 4kcKen(F ,Pn)
}
≤ 4
τ
EP
([∫ ρ(F ,Pn)/2
0
−1n(,F ,Pn)−{K2−1}d
]
∧ 1
)
+ τ.
Proof. See Lemma 18 in Belloni and Chernozhukov [7] and note that the proof there does
not require identically distributed Zi’s since only independence among Zi’s is used. 
The next lemma establishes new maximal inequalities, which are most useful for the
purposes of this paper.
Lemma 22. Suppose that for all n ≥ 1 and 0 <  ≤ 1, we have
N(‖Fm‖Pn,2,Fm, L2(Pn)) ≤ (ω/)J(m)
2
(H.119)
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for some ω = ωn such that logω . log n and some J(m) = J(mn) such that J(m) ≥ 1,
where Fm ≥ supf∈Fm |f | is an envelope of Fm. Let Mm be a random variable that satisfies
max1≤i≤n Fm(Zi) .P Mm. Then we have the following results.
1. A Maximal Inequality Based on Entropy and Moments:
sup
f∈Fm
|Gn(f)|
.P J(m) sup
f∈Fm
(
E[f2] + J(m)
(
En[f4] + E[f4] + n−1En[F 4m]
)1/2( log n
n
)1/2)1/2
log1/2 n.
2. A Maximal Inequality Based on Entropy, Moments, and Random Extremum:
sup
f∈Fm
|Gn(f)| .P J(m)
(
sup
f∈Fm
(
E[f2] + J(m)
(E[f4] log n
n
)1/2)
+ J(m)2
M2m log n
n
)1/2
log1/2 n.
3. A Maximal Inequality Based on Entropy, Moments, and Non-Random Extremum:
sup
f∈Fm
|Gn(f)| .P J(m)
(
sup
f∈Fm
E[f2] + J(m)2
F¯ 2m log n
n
)1/2
log1/2 n,
if there exists a non-stochastic constant F¯m = F¯m,n ∈ R such that supz∈Z Fm(z) ≤ F¯m.
Proof. Note that if the condition (H.119) holds for some ω, it also holds with ω replaced by
any ω′ > ω. Therefore, it is without loss of generality to assume that ω ≥ 1, which we do.
Also, since logω . log n, there exists a constant C such that logω ≤ C log n. This constant
will be used later in the proof.
We divide the proof into three steps. Step 1 consists of the main argument, Step 2 is an
application of Lemma 21, and Step 3 contains some auxiliary calculations.
Step 1 (Main Argument). We first prove the first asserted claim. By Step 2 below, we
have
sup
f∈Fm
|Gn(f)| .P J(m) sup
f∈Fm
(
En[f2] + E[f2] + n−1En[F 2m]
)1/2
log1/2 n. (H.120)
Also by Step 2,
sup
f∈Fm
|Gn(f2)| .P J(m) sup
f∈Fm
(
En[f4] + E[f4] + n−1En[F 4m]
)1/2
log1/2 n. (H.121)
Now, by the triangle inequality and (H.121),
sup
f∈Fm
En[f2] ≤ sup
f∈Fm
E[f2] + n−1/2 sup
f∈Fm
|Gn(f2)| (H.122)
.P sup
f∈Fm
E[f2] + n−1/2J(m) sup
f∈Fm
(
En[f4] + E[f4] + n−1En[F 4m]
)1/2
log1/2 n. (H.123)
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Substituting this bound into (H.120) and using inequalities En[F 2m] ≤ (En[F 4m])1/2, J(m) ≥
1, and log1/2 n ≥ 1 gives the first asserted claim.
Next, we prove the second asserted claim. Using (H.122)-(H.123) and noting that
En[f4] .P En[f2]M2m uniformly over f ∈ Fm and that En[F 4m] ≤M4n gives
sup
f∈Fm
En[f2] .P sup
f∈Fm
(
E[f2] + J(m)
((E[f4] +M4n/n) log n
n
)1/2)
+ J(m)
(M2m log n
n
)1/2
sup
f∈Fm
(
En[f2]
)1/2
.
Since for positive numbers a, c, and x, x ≤ a + c|x|1/2 implies that x ≤ 4a + 4c2, this
inequality gives
sup
f∈Fm
En[f2] .P sup
f∈Fm
(
E[f2] + J(m)
((E[f4] +M4n/n) log n
n
)1/2)
+ J(m)2
M2m log n
n
.P sup
f∈Fm
(
E[f2] + J(m)
(E[f4] log n
n
)1/2)
+ J(m)2
M2m log n
n
.
Substituting this bound into (H.120) and noting that En[F 2m] ≤M2n gives the second asserted
claim.
Finally, the third asserted claim follows from the second one by substituting F¯m instead
of Mm and using the inequality E[f
4] ≤ F¯mE[f2], which holds for any f ∈ Fm.
Step 2 (Applying Lemma 21). Here we prove (H.120) and (H.121). In fact, note that by
Lemma 24, (H.119) implies that
N(‖F 2m‖Pn,2,F2m, L2(Pn)) ≤ (2ω/)2J(m)
2
,
so that (H.121) follows from the same argument as that used for (H.120), so we only prove
(H.120). To do so, we apply Lemma 21 to F = Fm with
τ = τm =
4
J(m)2(K2 − 1)
for some large constant K to be set later, and
en(Fm,Pn) =
√
C + 2J(m) sup
f∈Fm
(
(En[f2])1/2 + (E[f2])1/2 + (n−1En[F 2m])1/2
)
log1/2 n,
where C is the constant appearing in the beginning of the proof.
We first verify that conditions of Lemma 21 hold for all n large enough. Note that by
(H.119), the covering numbers N(‖Fm‖Pn,2 ,Fm, L2(Pn)) satisfy the monotonicity hypothe-
ses for n(,Fm,Pn) = (ω/)J(m)2 . Next, by Step 3 below, the function (Z1, . . . , Zn) 7→
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supf∈Fm ‖f‖Pn,2 is
√
2-sub-exchangeable, and so is en(Fm,Pn). Also, denoting ρ˜ = n−1/2 ∨
ρ(Fm,Pn)/4, we have
‖Fm‖Pn,2
∫ ρ(Fm,Pn)/4
0
√
log n(,Fm,Pn)d ≤ ‖Fm‖Pn,2
∫ ρ(Fm,Pn)/4
0
J(m)
√
log(ω/)d
≤ ‖Fm‖Pn,2
∫ ρ˜
0
J(m)
√
log(ω/)d
≤ ‖Fm‖Pn,2J(m)ρ˜
√
(C + 2) log n
≤ en(Fm,Pn),
where the third line follows from
∫ ρ˜
0
√
log(ω/)d ≤
(∫ ρ˜
0
1d
)1/2(∫ ρ˜
0
log(ω/)d
)1/2
= ρ˜1/2
(∫ ρ˜
0
(logω + log(1/))d
)1/2
= ρ˜1/2
(
ρ˜ logω + ρ˜ log(1/ρ˜) + ρ˜
)1/2 ≤ ρ˜√(C + 2) log n,
since ρ˜ ≥ n−1/2 and logω ≤ C log n. Hence, condition (H.117) is satisfied. Moreover, the
condition (H.118) is satisfies by our choice of en(Fm,Pn) for sufficiently large n.
Therefore, all conditions of Lemma 21 are satisfied and its application gives
P
(
sup
f∈Fm
|Gn(f)| > 4
√
2cKen(Fm,Pn)
)
≤ 4
τm
∫ 1/2
0
ω−J(m)2(K2−1)
1−J(m)2(K2−1)
d+ τm
≤ 4
τm
(1/(2ω))J(m)
2[K2−1]
J(m)2[K2 − 1] + τm
=
( 1
2ω
)J(m)2[K2−1]
+
4
J(m)2(K2 − 1) , (H.124)
where we used the inequality ρ(Fm,Pn) ≤ 1. Since ω ≥ 1 and J(m) ≥ 1, the expression
in (H.124) can be made arbitrarily small by setting K sufficiently large. Hence, (H.120)
follows.
Step 3 (Auxiliary calculations). Here we establish that the function (Z1, . . . , Zn) 7→
supf∈Fm(En[f(Zi)
2 + Fm(Zi)
2/n])1/2 mapping Zn into R is √2-sub-exchangeable. Indeed,
let Z = (Z1, . . . , Zn) and Y = (Y1, . . . , Yn) be two elements of Zn and define Z˜ and Y˜ by
98
exchanging some components in Z with corresponding components in Y . Then
2
(
sup
f∈Fm
(En[f(Z˜i)2 + Fm(Z˜i)2/n]) ∨ sup
f∈Fm
(En[f(Y˜i)2 + Fm(Y˜i)2/n])
)
≥ sup
f∈Fm
(En[f(Z˜i)2 + Fm(Z˜i)2/n]) + sup
f∈Fm
(En[f(Y˜i)2 + Fm(Y˜i)2/n])
≥ sup
f∈Fm
(
(En[f(Z˜i)2 + Fm(Z˜i)2/n]) + (En[f(Y˜i)2 + Fm(Y˜i)2/n])
)
≥ sup
f∈Fm
(
(En[f(Zi)2 + Fm(Zi)2/n]) + (En[f(Yi)2 + Fm(Yi)2/n])
)
≥ sup
f∈Fm
(En[f(Zi)2 + Fm(Zi)2/n]) ∨ sup
f∈Fm
(En[f(Yi)2 + Fm(Yi)2/n]).
This gives the asserted claim and completes the proof of the lemma. 
H.3. Uniform Entropy Numbers.
Lemma 23 (Uniform Entropy of VC classes). Suppose that the class of functions F has
VC index V and an envelope F . Then for some absolute constants c and C,
sup
Q
N(‖F‖Q,2,F , L2(Q)) ≤ (C/)cV , for all 0 <  ≤ 1,
where Q ranges over all finitely-discrete probabilities measures.
Proof. The bound follows from Theorem 2.6.7 in van der Vaart and Wellner [84]. 
Lemma 24 (Uniform entropy for products and sums). Let F and G be two classes of
functions with envelopes F and G respectively. Then the uniform entropy numbers of FG =
{fg : f ∈ F , g ∈ G} satisfy
sup
Q
logN(‖FG‖Q,2,FG, L2(Q))
≤ sup
Q
logN
(‖F‖Q,2
2
,F , L2(Q)
)
+ sup
Q
logN
(‖G‖Q,2
2
,G, L2(Q)
)
for all  > 0. Also, the uniform entropy numbers of F + G = {f + g : f ∈ F , g ∈ G} satisfy
sup
Q
logN(‖F +G‖Q,2,F + G, L2(Q))
≤ sup
Q
logN
(‖F‖Q,2
2
,F , L2(Q)
)
+ sup
Q
logN
(‖G‖Q,2
2
,G, L2(Q)
)
for all  > 0. In both cases, Q ranges over all finitely-discrete probability measures.
Proof. The result is proven in the proof of Theorem 3 of Andrews [1]. 
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Lemma 25. For any r > 0, define the class of functions
Fm,n =
{
(Z, Y ) 7→ (α′Z) ·
(
1{Y ≤ Z ′β} − 1{Y ≤ Z ′β(u)}
)
:
u ∈ U , α ∈ Sm−1, ‖β − β(u)‖ ≤ r
}
,
mapping Rm × R into R, and let Fm,n(Z, Y ) = ‖Z‖ be its envelope. The uniform entropy
numbers of Fm,n satisfy
sup
Q
logN(‖Fm,n‖Q,2,Fm,n, L2(Q)) . m log(1/), uniformly over 0 <  ≤ 1.
Proof. Consider function classes
W1 =
{
(Z, Y ) 7→ α′Z : α ∈ Rm
}
and V1 =
{
(Z, Y ) 7→ 1{Y ≤ Z ′β} : β ∈ Rm
}
.
Their VC indices are bounded by m+ 2 by Lemmas 2.6.15 and 2.6.18 in van der Vaart and
Wellner [84]. Hence, since any f ∈ Fm,n can be written as f = g · (v−p) for g ∈ W1, v ∈ V1,
and p ∈ V1, the asserted claim follows from Lemmas 23 and 24. 
Lemma 26. For any r, h > 0, define the class of functions
Hm,n =
{
(Z, Y ) 7→ (α′Z)2 · 1{|Y − Z ′β| ≤ h} : u ∈ U , α ∈ Sm−1, ‖β − β(u)‖ ≤ r
}
,
mapping Rm × R into R, and let Hm,n(Z, Y ) = ‖Z‖ be its envelope. The uniform entropy
numbers of Hm,n satisfy
sup
Q
logN(‖Hm,n‖Q,2,Hm,n, L2(Q)) . m log(1/), uniformly over 0 <  ≤ 1.
Proof. Consider function classess
W2 =
{
(Z, Y ) 7→ 1{Y − Z ′β − a ≤ 0} : β ∈ Rm, a ∈ R
}
,
V2 =
{
(Z, Y ) 7→ 1{Y − Z ′β − a < 0} : β ∈ Rm, a ∈ R
}
.
Their VC indices are m+3 by Lemmas 2.6.15 and 2.6.18 in van der Vaart and Wellner [84].
Hence, since any f ∈ Hm,n can be written as f = g2 · (v − p) for g ∈ W1, v ∈ W2, and
p ∈ V2, the asserted claim follows from Lemmas 23 and 24. 
Lemma 27. Define the class of functions
Gm,n =
{
(Z, Y ) 7→ (α′Z) ·
(
1{Y ≤ Z ′β(u)} − u
)
: u ∈ U , α ∈ Sm−1
}
,
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mapping Rm × R into R, and let Gm,n(Z, Y ) = ‖Z‖ be its envelope. The uniform entropy
numbers of Gm,n satisfy
sup
Q
logN(‖Gm,n‖Q,2,Gm,n, L2(Q)) . m log(1/), uniformly over 0 <  ≤ 1.
Proof. Consider the function class
W3 =
{
(Z, Y ) 7→ u : u ∈ U
}
.
Its VC index is O(1). Hence, since any function f ∈ Gm,n can be written as f = g · (v − p)
for g ∈ W1, v ∈ V1, and p ∈ W3, the asserted claim follows from Lemmas 23 and 24. 
Lemma 28. Define the class of functions
Am,n =
{
(X,Y ) 7→ (α′Z(X))·
(
1{Y ≤ Q(u,X)}−1{Y ≤ Z(X)′β(u)}
)
: u ∈ U , α ∈ Sm−1
}
,
mapping X ×R into R, and let Am,n(X,Y ) = ‖Z(X)‖ be its envelope. The uniform entropy
numbers of Am,n satisfy
sup
Q
logN(‖Am,n‖Q,2,Am,n, L2(Q)) . m log(1/), uniformly over 0 <  ≤ 1.
Proof. Consider the function class
V3 =
{
(X,Y ) 7→ 1{Y ≤ Q(u,X)} : u ∈ U
}
.
Note that since u 7→ Q(u, x) is increases for all x ∈ X , it follows that{
(X,Y ) : Y ≤ Q(u1, X)
}
⊂
{
(X,Y ) : Y ≤ Q(u2, X)
}
for all u1, u2 ∈ U with u1 < u2. Therefore, VC index of V3 is O(1). Hence, the asserted
claim follows from the same argument as that used in the proof of Lemma 25. 
H.4. Eigenvalues of Gram Matrices. Consider the maximum between the maximum
eigenvalues associated with the empirical Gram matrix and the population Gram matrix:
φn = max
α∈Sm−1
En
[
(α′Zi)2
] ∨ E [(α′Zi)2] . (H.125)
The factor φn will be used to bound the quantities 0(m,n) and 1(m,n) in the analysis
for the rates of convergence. To bound φn, we use the following result due to Gue´don and
Rudelson [42] specialized to our framework:
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Lemma 29 (Gue´don and Rudelson [42]). Let (Zi)
n
i=1 be i.i.d. random vectors in Rm.
Suppose that
δ2 :=
log n
n
· E[max1≤i≤n ‖Zi‖
2]
maxα∈Sm−1 E[(Z ′1α)2]
< 1.
Then we have
E
[
max
α∈Sm−1
∣∣∣∣∣ 1n
n∑
i=1
(Z ′iα)
2 − E[(Z ′iα)2]
∣∣∣∣∣
]
≤ 2δ · max
α∈Sm−1
E[(Z ′1α)
2].
Corollary 4. Denote λmax = maxα∈Sm−1 E[(Z ′1α)2]. Suppose that Condition S holds. In
addition, suppose that ζ2m log n = o(n). Then for all sufficiently large n, we have for φn
defined in (H.125) that
E [φn] ≤
1 + 2√ζ2m log n
nλmax
λmax and P (φn > 2λmax) ≤ 2
√
ζ2m log n
nλmax
.
Proof. Let δ be defined as in Lemma 29. Note that ‖Zi‖2 ≤ ζ2m for all i = 1, . . . , n and
1 . λmax . 1 by Condition S. Hence, δ2 . ζ2m log n/n, and so δ2 < 1 for all n large enough
under our assumption that ζ2m log n = o(n). Therefore, the first result follows by applying
Lemma 29 and the triangle inequality.
To show the second result, note that the event {φn > 2λmax} cannot occur if φn =
maxα∈Sm−1 E[(Z ′1α)2] = λmax. Thus,
P (φn > 2λmax) = P
(
max
α∈Sm−1
En[(Z ′iα)2] > 2λmax
)
≤ P
(
max
α∈Sm−1
∣∣En[(Z ′iα)2]− E [(Z ′iα)2]∣∣ > λmax)
≤ E
[
max
α∈Sm−1
∣∣En[(Z ′iα)2]− E [(Z ′iα)2]∣∣ ]/λmax ≤ 2δ,
by the triangle inequality, Markov’s inequality, and Lemma 29. This completes the proof
of the corollary. 
H.5. Estimation of Matrices. Some of the procedures proposed in this paper rely on
estimators of the Gram and Jacobian matrices defined in (2.10) and (2.9), respectively.
The following result establishes rates of convergence of these estimators.
Lemma 30 (Estimation of Gram and Jacobian Matrices). Suppose that Condition S holds.
Then
‖Σ̂− Σ‖ .P
√
ζ2m log n
n
(H.126)
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for Σ̂ defined in (2.10) as long as ζ2m log n = o(n). In addition,
sup
u∈U
‖Ĵ(u)− J(u)‖ .P
√
mζ2m log n
nh
+m−κ + h (H.127)
for Ĵ(u) defined in (2.9) as long as h = o(1), mζ2m log
2 n = o(nh), and m−κ log n = o(1).
Proof. Note that (H.126) follows from Lemma 29. Hence, it suffices to show (H.127). To
do so, observe that conditions of the lemma imply Conditions of Theorem 1, and so for
any ϕ ∈ (0, 1), there exists B > 0 such that with probability at least 1 − ϕ, we have
(u, β̂(u)) ∈ Rn,m for all u ∈ U for Rn,m defined in (D.58) with rn = B
√
m/n = o(1). For
this Rn,m, define
4(m,n) =
1
2
√
nh
sup
α∈Sm−1,
(u,β)∈Rm,n
∣∣∣Gn(1{|Yi − Z ′iβ| ≤ h}(α′Zi)2)∣∣∣, (H.128)
5(m,n) = sup
α∈Sm−1,
(u,β)∈Rn,m
∣∣∣∣ 12h E[1{|Yi − Z ′iβ| ≤ h}(α′Zi)2]− α′J(u)α
∣∣∣∣ . (H.129)
Then on the event that (u, β̂(u)) ∈ Rn,m for all u ∈ U ,
sup
u∈U
‖Ĵ(u)− J(u)‖ ≤ 4(m,n) + 5(m,n).
But by Lemma 35,
4(m,n) + 5(m,n) .P
√
mζ2m log n
nh
+
mζ2m log n
nh
+m−κ + ζm
√
m/n+ h
.
√
mζ2m log n
nh
+m−κ + h.
Hence, (H.129) follows. This completes the proof of the lemma. 
H.6. Bounds on Various Empirical Errors. Here we provide probabilistic bounds for
the error terms 0(m,n)–5(m,n) along with some auxiliary bounds. Our results rely on
empirical processes techniques; in particular, they rely on the maximal inequalities derived
in Section H.2.
Lemma 31 (Bounds on Approximation Error for Uniform Linear Approximation). Under
Condition S,
r˜u :=
1√
n
n∑
i=1
Zi
(
1{Yi ≤ Q(u,Xi)} − 1{Yi ≤ Z ′iβ(u)}
)
, u ∈ U , (H.130)
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satisfies
sup
u∈U
‖r˜u‖ .P
√
m1−κ log n+
ζmm log n√
n
. (H.131)
In addition, E[r˜u] = 0 for all u ∈ U .
Proof. We first prove the second asserted claim. Fix u ∈ U . Note that
E
[
Z · 1{Y ≤ Q(u,X)}
]
= E
[
Z · 1{Q(U,X) ≤ Q(u,X)}
]
= E
[
Z · 1{U ≤ u}]
]
= uE[Z].
Also, since β(u) is the solution of the optimization problem (2.2), the first-order conditions
imply that
E
[
Z · 1{Y ≤ Z ′β(u)}
]
= uE[Z].
Thus,
E
[
Z · (1{Y ≤ Q(u,X)} − 1{Y ≤ Z ′β(u)})
]
= 0,
and so E[r˜u] = 0, which is the second asserted claim.
To prove the first asserted claim, recall the class of functions Am,n defined in Lemma 28.
Since E[r˜u] = 0 for all u ∈ U , it follows that
sup
u∈U
‖r˜u‖ = sup
f∈Am,n
|Gn(f)|
.P J(m)
(
sup
f∈Am,n
E
[
f2
]
+ n−1J(m)2F¯ 2m log n
)1/2
log1/2 n
by the third maximal inequality in Lemma 22, where F¯m = ζm by Condition S and J(m) .√
m by Lemma 28. Hence, (H.131) holds provided we can show that
sup
f∈Am,n
E
[
f2
]
. m−κ. (H.132)
In turn, to show (H.132), note that for any f ∈ Am,n, there exist α ∈ Sm−1 and u ∈ U such
that
|f(X,Y )| = |α′Z| ·
∣∣∣1{Y ≤ Q(u,X)} − 1{Y ≤ Z ′β(u)}∣∣∣
≤ |α′Z| · 1
{
|Y − Z ′β(u)| ≤ |R(u,X)|
}
,
where the second line holds because R(u,X) = Q(u,X)− Z ′β(u). Thus,
E[|f(X,Y )|2] . m−κE[|α′Z|2] . m−κ,
since Z = Z(X) and we have by Condition S that (i) the conditional pdf of Y given X is
bounded from above, (ii) |R(u,X)| . m−κ, and (iii) all eigenvalues of the matrix E[ZZ ′]
are bounded from above. This gives (H.132) and completes the proof of the lemma. 
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Lemma 32 (Bounds on 0(m,n) and supu∈U ‖U(u)‖). Under Condition S, we have
0(m,n) .P
√
m
(
1 +
√
m−κ log n+
√
mζm log n√
n
)
and sup
u∈U
‖U(u)‖ .P
√
m,
for 0(m,n) and U(u) defined in (D.59) and (3.14), respectively.
Proof. First, we establish the bound on supu∈U ‖U(u)‖. We have
sup
u∈U
‖U(u)‖2 = sup
u∈U
1
n
m∑
j=1
(
n∑
i=1
Zij(u− 1{Ui ≤ u})
)2
.
Therefore, by the triangle inequality,
E
[
sup
u∈U
‖U(u)‖2
]
≤ 1
n
m∑
j=1
E
[
sup
u∈U
( n∑
i=1
Zij(u− 1{Ui ≤ u})
)2]
.
In addition, since E[Zij(u − 1{Ui ≤ u})] = 0, by Theorem 2.14.1 in van der Vaart and
Wellner [84],
E
[
sup
u∈U
( n∑
i=1
Zij(u− 1{Ui ≤ u})
)2]
. nE[|Z1j |2]
uniformly over j = 1, . . . ,m since the function class
Gn =
{
(Z,U) 7→ Z · (u− 1{U ≤ u} : u ∈ U
}
,
mapping R× [0, 1] into R, has an envelope F (Z,U) = |Z|, and its uniform entropy numbers
satisfy
sup
Q
N(‖Gn‖Q,2,Gn, L2(Q)) . (1/)O(1), uniformly over 0 <  ≤ 1,
by Lemmas 23 and 24 (here we used the fact that the function class {U 7→ 1{U ≤ u} : u ∈
U}, mapping [0, 1] into R, has VC index O(1)). In addition, E[|Z1j |2] ≤ ‖E[Z1Z ′1]‖ .
1 uniformly over j = 1, . . . ,m by Condition S. Combining these inequalities shows that
E[supu∈U ‖U(u)‖2] . m, and so supu∈U ‖U(u)‖ .P
√
m by Markov’s inequality, which is
the asserted claim for supu∈U ‖U(u)‖.
Second, to bound 0(m,n), observe that 0(m,n) is equal to
sup
u∈U
∥∥∥ 1√
n
n∑
i=1
(
Zi · (1{Yi ≤ Ziβ(u)} − u)− E
[
Zi · (1{Yi ≤ Ziβ(u)} − u)
])∥∥∥
= sup
u∈U
∥∥∥ 1√
n
n∑
i=1
(
Zi · (1{Yi ≤ Q(u,Xi)} − u)− E
[
Zi · (1{Yi ≤ Q(u,Xi)} − u)
])
− r˜u
∥∥∥
= sup
u∈U
∥∥∥ 1√
n
n∑
i=1
Zi · (1{Ui ≤ u} − u)− r˜u
∥∥∥ = sup
u∈U
∥∥∥U(u) + r˜u∥∥∥ ≤ sup
u∈U
‖U(u)‖+ sup
u∈U
‖r˜u‖,
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where the second line follows from the definition of r˜u in (H.130) and the fact that E[r˜u] = 0
for all u ∈ U , which is proven in Lemma 31, and the third line follows from the definition
of U(u) and the fact that Yi = Q(Ui, Xi) with the function u 7→ Q(u,Xi) being increasing
for all i = 1, . . . , n. Hence,
0(m,n) ≤ sup
u∈U
‖U(u)‖+ sup
u∈U
‖r˜u‖
.P
√
m+
√
m1−κ log n+
ζmm log n√
n
by the bound on supu∈U ‖U(u)‖ derived above and the bound on supu∈U ‖r˜u‖ derived in
Lemma 31. This completes the proof of the lemma. 
Lemma 33 (Bounds on 1(m,n) and 2(m,n)). Under Condition S, we have
1(m,n) .P
(
mrnζm log n
)1/2
+
mζm√
n
log n, (H.133)
2(m,n) .P
√
nr2nζm +
√
nm−κrn (H.134)
for 1(m,n) and 2(m,n) defined in (D.59).
Proof. We first prove (H.133). Recall the class of functions Fm,n defined in Lemma 25. It
follows that
1(m,n) = sup
f∈Fm,n
|Gn(f)|
.P J(m)
(
sup
f∈Fm,n
E[f2] + n−1J(m)2F¯ 2m log n
)1/2
log1/2 n
by the third maximal inequality in Lemma 22, where F¯m = ζm by Condition S and J(m) .√
m by Lemma 25. Hence, (H.133) holds provided we can show that
sup
f∈Fm,n
E[f2] . rnζm. (H.135)
In turn, to show (H.135), note that for any f ∈ Fm,n, there exist α ∈ Sm−1, u ∈ U , and
β ∈ Rm such that ‖β − β(u)‖ ≤ rn and
|f(Z, Y )| = |α′Z| ·
∣∣∣1{Y ≤ Z ′β} − 1{Y ≤ Z ′β(u)}∣∣∣
≤ |α′Z| ·
∣∣∣1{|Y − Z ′β(u)| ≤ |Z ′(β − β(u))|}∣∣∣
≤ |α′Z| · 1{|Y − Z ′β(u)| ≤ rnζm},
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where the third line follows from the Cauchy-Schwarz inequality and the observation that
‖Z‖ = ‖Z(X)‖ ≤ ζm, almost surely. Thus,
E[|f(Z, Y )|2] . rnζmE[|α′Z|2] . rnζm,
like in the proof of Lemma 31. This gives (H.135) and completes the proof of (H.133).
Second, we prove (H.134). By Lemma 18, the matrix J˜(u) = E[fY |X(Z ′β(u)|X)ZZ ′]
satisfies
√
n
∣∣∣α′(J(u)− J˜(u))(β − β(u))∣∣∣ ≤ √n‖α‖ · ‖J(u)− J˜(u)‖ · ‖β − β(u)‖ . √nm−κrn
uniformly over α ∈ Sm−1 and (u, β) ∈ Rn,m. Thus, if we define
2(m,n, α, u, β) =
√
n
∣∣∣α′(E[ψi(β, u)]− E[ψi(β(u), u)])− α′J˜(u)(β − β(u))∣∣∣,
then
2(m,n) . sup
α∈Sm−1,(u,β)∈Rn,m
2(m,n, α, u, β) +
√
nm−κrn.
Next, note that by the law of iterated expectations and the mean-value theorem,
α′
(
E[ψi(β, u)]− E[ψi(β(u), u)]
)
= E
[
fY |X(Z ′β˜|X) · (α′Z) · (Z ′(β − β(u)))
]
for some β˜ on the line segment between β(u) and β. In addition, it follows from Condition
S that ∣∣∣fY |X(Z ′β˜|X)− fY |X(Z ′β(u)|X)∣∣∣ . |Z ′(β˜ − β(u))| ≤ |Z ′(β − β(u))| . ζmrn
uniformly over X ∈ X , α ∈ Sm−1, and (u, β) ∈ Rn,m. Hence,
2(m,n, α, u, β) =
√
n
∣∣∣E[(fY |X(Z ′β˜|X)− fY |X(Z ′β(u)|X)) · (α′Z) · (Z ′(β − β(u)))]∣∣∣
.
√
nζmrn · E
[
α′ZZ ′(β − β(u))
]
.
√
nζmr
2
n
uniformly over α ∈ Sm−1 and (u, β) ∈ Rn,m by Condition S. Combining presented inequal-
ities gives (H.134) and completes the proof of the lemma. 
Lemma 34 (Bound on 3(m,n)). Let β̂(u) be a solution to the perturbed QR problem
(D.61). If the data are in general position so that (D.60) holds, we have
3(m,n) ≤ min
(
ζmm√
n
, φn
√
m
)
holds with probability 1 for 3(m,n) and φn defined in (D.65) and (H.125), respectively.
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Proof. Note that the dual problem associated with the perturbed QR problem (D.61) is
max
(u−1)≤ai≤u
En[Yiai] : En[Ziai] = −An(u).
Letting â(u) denote the solution for the dual problem above, and letting ai(β̂(u)) := (u −
1{Yi ≤ Z ′iβ̂(u)}), we have by the triangle inequality that
3(m,n) ≤ sup
α∈Sm−1,u∈U
√
n
∣∣∣En [(Z ′iα)(ai(β̂(u))− âi(u))]∣∣∣
+ sup
u∈U
√
n‖En [Ziâi(u)] +An(u)‖.
By dual feasibility En [Ziâi(u)] = −An(u), and the second term is identically equal to zero.
Also, note that ai(β̂(u)) 6= âi(u) only if the ith point is interpolated. Since the data
are in general position, with probability one the quantile regression interpolates m points
(Z ′iβ̂(u) = Yi for m points for every u ∈ U).
Therefore, noting that |ai(β̂(u))− âi(u)| ≤ 1, we have
3(m,n) ≤ sup
‖α‖≤1,u∈U
√
n
√
En [(Z ′iα)2]
√
En
[
{ai(β̂(u))− âi(u)}2
]
≤ φn
√
m
and, with probability 1,
3(m,n) ≤ sup
‖α‖≤1,u∈U
√
nEn
[
1{ai(β̂(u)) 6= âi(u)} max
1≤i≤n
‖Zi‖
]
≤ m√
n
max
1≤i≤n
‖Zi‖.
This completes the proof of the lemma. 
Lemma 35 (Bounds on 4(m,n) and 5(m,n)). Suppose that Condition S holds. In addi-
tion, suppose that h = hn = o(1) and rn = o(1). Then
4(m,n) .P
√
ζ2mm log n
nh
+
mζ2m
nh
log n and 5(m,n) . m−κ + rnζm + h
for 4(m,n) and 5(m,n) defined in (H.128) and (H.129), respectively.
Proof. To bound 4(m,n), consider the function class
Hm,n =
{
(Z, Y ) 7→ (α′Z)2 · 1{|Y − Z ′β| ≤ h} : α ∈ Sm−1, (u, β) ∈ Rn,m
}
for Rn,m defined in (D.58). Then
4(m,n) =
1
2
√
nh
sup
f∈Hn,m
|Gn(f)|
.P
1√
nh
J(m)
(
sup
f∈Hm,n
E[f2] + n−1J(m)2F¯ 2, log n
)1/2
log1/2 n
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by the third maximal inequality in Lemma 22, where F¯m = ζ
2
m by Condition S and J(m) .√
m by Lemma 26. In addition,
sup
f∈Hm,n
E[f2] = sup
α∈Sm−1
sup
(u,β)∈Rn,m
E
[
(α′Z)4 · 12{|Y − Z ′β| ≤ h}
]
= sup
α∈Sm−1
sup
(u,β)∈Rn,m
E
[
(α′Z)4 · 1{|Y − Z ′β| ≤ h}
]
. h sup
α∈Sm−1
E
[
(α′Z)4
]
. hζ2m sup
α∈Sm−1
E
[
(α′Z)2
]
. hζ2m
by Condition S. The bound for 4(m,n) follows from combining the inequalities above.
To show the bound on 5(m,n), let f
′
Y |X(y|x) denote the derivative of the function y 7→
fY |X(y|x). By Condition S, we have for some finite constant f¯ ′ that |f ′Y |X(y|x)| ≤ f¯ ′ for all
y ∈ Yx and x ∈ X . Therefore,
E
[
1{|Y − Z ′β| ≤ h}(α′Z)2
]
= E
[
(α′Z)2
∫ h
−h
fY |X(Z ′β + t|X)dt
]
= E
[
(α′Z)2
∫ h
−h
(
fY |X(Z ′β|X) + tf ′Y |X(Z ′β + t˜|X)
)
dt
]
= 2hE
[
fY |X(Z ′β|X)(α′Z)2
]
+O
(
h2f¯ ′E[(Z ′α)2]
)
= 2hE
[
fY |X(Z ′β|X)(α′Z)2
]
+O(h2)
for some t˜ between 0 and t by the mean-value theorem. Moreover, for any (u, β) ∈ Rm,n,
E
[
fY |X(Z ′β|X)(α′Z)2
]
= E
[
fY |X(Z ′β(u)|X)(α′Z)2
]
+ E
[
(fY |X(Z ′β|X)− fY |X(Z ′β(u)|X))(α′Z)2
]
= E
[
fY |X(Z ′β(u)|X)(α′Z)2
]
+O
(
E[f¯ ′Z ′(β − β(u))(α′Z)2]
)
= α′J˜(u)α+O
(
rnζmE[(α
′Z)2]
)
= α′J(u)α+O(m−κ) +O(rnζm),
by Condition S, where J˜(u) = E[fY |X(Z ′β(u)|X)ZZ ′] and where the last line follows from
Lemma 19. Thus, 5(m,n) . m−κ + rnζm + h. This completes the proof of the lemma. 
Appendix I. A Lemma on Strong Approximation for a Process in the
Sup-Norm
In this section, we develop a novel technique to construct a Gaussian coupling for cer-
tain empirical processes in the sup-norm. The technique is based on an extension of the
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Yurinskii’s coupling in the Euclidean norm to arbitrary norm (including the sup-norm).
Although the technique can be applied to general empirical processes and may be of inde-
pendent interest, we apply it to a particular empirical process, which is needed to establish
Theorems 12 and 14, for brevity of the paper.
Lemma 36. (Approximation of Linear Functionals of a Sequence of Empirical Processes
of Increasing Dimension by a Sequence of Gaussian Processes) Let (Zi)
n
i=1 be a sequence of
non-stochastic vectors in Rm and consider the empirical process Un in [`∞(U)]m, U ⊆ (0, 1),
defined by
Un(u) = Gn (viZiψi(u)) , ψi(u) = u− 1{Ui ≤ u}, u ∈ U ,
where (Ui, vi)
n
i=1 is an i.i.d. sequence of pairs of independent random variables where Ui ∼
Uniform(0, 1), E[v2i ] = 1, E[|vi|4] . 1, and max1≤i≤n |vi| .P log n. Suppose that the vectors
Zi are such that
sup
α∈Sm−1
En
[
(α′Zi)2
]
. 1 and max
1≤i≤n
‖Zi‖ . ζm,
where ζm satisfies 1/ζm . 1. Also, let W be a set in Rd and let I be a subset of U × W
whose dimension dI is independent of n and whose diameter is bounded uniformly over n.
Moreover, let ` : I → Rm be a function such that
‖`(u,w)‖ ≤ ξ` and ‖`(u,w)− `(u˜, w˜)‖ ≤ L`‖(u,w)− (u˜, w˜)‖
for all (u,w) and (u˜, w˜) in I, where ξ` and L` satisfy ξ` . 1 and L` & 1, and consider the
process Ln in `∞(I) defined by
Ln(u,w) = `(u,w)′Un(u), (u,w) ∈ I.
Finally, suppose that
L2dI` ζ
2
m = o(n
1−ε) (I.136)
for some constant ε > 0. Then there exists a sequence of zero-mean Gaussian processes
(Gn)n≥1 with a.s. continuous paths such that (i) the covariance functions of Gn coincide
with those of Ln, namely,
E[Gn(u,w)Gn(u˜, w˜)] = En[`(u,w)′ZiZ ′i`(u˜, w˜)](u ∧ u˜− uu˜),
for all (u,w) and (u˜, w˜) in I, and (ii) Gn approximates Ln, namely,
sup
(u,w)∈I
∣∣∣Ln(u,w)−Gn(u,w)∣∣∣ .P o(n−ε′),
where ε′ is some constant.
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Proof. The proof is based on the use of maximal inequalities and our extension of Yurinskii’s
coupling to the sup norm; see Lemma 39 below. Although the proof is closely related to
that of Lemma 14, the details of calculations are rather different.
For each j ≥ 1, we define a sequence of projections pij : I → I associated with a covering
of the set I by balls of radius 2−j , where each element of the set I is mapped to the center
of the ball containing this element (if an element is contained by several balls, choose one
according to some predetermined rule). We assume that all balls used to construct the
projection pij are also used to construct projections pij′ for all j
′ > j. Since the set I is such
that its dimension dI is independent of n and its diameter is bounded uniformly over n, it
is standard to show that the projection pij can be constructed using kj balls with kj . 2jdI .
In what follows, given a process G in `∞(I) and its projection G ◦ pij , we shall identify
the process G◦pij with a random vector G◦pij in Rkj , when convenient. Analogously, given
a random vector W in Rkj , we shall identify it with a process W in `∞(I) that is piece-wise
constant.
The following relations will be proven below for some ε′ > 0 and j = jn →∞:
(1) (Finite-Dimensional Approximation)
r1 = sup
(u,w)∈I
|Ln(u,w)− Ln ◦ pij(u,w)| .P o(n−ε′);
(2) (Coupling with a Normal Vector) there exists Nnj =d N(0, var[Ln ◦ pij ]) such that
r2 = ‖Nnj − Ln ◦ pij‖∞ .P o(n−ε′);
(3) (Embedding a Normal Vector into a Gaussian Process) there exists a Gaussian
process Gn with properties stated in the lemma such that Nnj = Gn ◦ pij a.s.;
(4) (Infinite-Dimensional Approximation)
r3 = sup
(u,w)∈I
|Gn(u,w)−Gn ◦ pij(u,w)| .P o(n−ε′).
The result then follows from the triangle inequality:
sup
(u,w)∈I
|Ln(u,w)−Gn(u,w)| ≤ r1 + r2 + r3.
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We now prove relations (1)-(4). Relation (1) follows from
r1 = sup
(u,w)∈I
|Ln(u,w)− Ln ◦ pij(u,w)|
≤ sup
‖(u,w)−(u˜,w˜)‖≤2−j
|Ln(u,w)− Ln(u˜, w˜)|
.P
√
(L2`2
−2j + 2−j) log n+
√
ζ2m log
4 n
n
≤ o(n−ε′),
where the first inequality in the third line holds by Lemma 37 and the second by substituting
2j = L`n
ε˜ for an appropriate ε˜ > 0 and using (I.136).
Relation (2) follows from the use of Yurinskii’s coupling extended to the sup norm; see
Lemma 39 with ‖·‖d = ‖·‖∞. In order to apply the coupling, set Îj = {pij(u,w) : (u,w) ∈ I}
and for all i = 1, . . . , n, let
ξi =
(
vi · (`(u,w)′Zi) · ψi(u)/
√
n
)
(u,w)∈Îj
,
so that ξi is a zero-mean random vector in Rkj , and we have Ln ◦ pij =d
∑n
i=1 ξi. Then
n∑
i=1
E
[
‖ξi‖2‖ξi‖∞
]
=
1
n3/2
n∑
i=1
E
[
|vi|3
( ∑
(u,w)∈Îj
|`(u,w)′Zi)|2|ψi(u)|2
)(
max
(u,w)∈Îj
|`(u,w)′Zi| · |ψi(u)|
)]
. 1
n3/2
n∑
i=1
E
[( ∑
(u,w)∈Îj
|`(u,w)′Zi|2
)(
max
(u,w)∈Îj
|`(u,w)′Zi|
)]
≤ 1
n3/2
n∑
i=1
ξ`ζm
∑
(u,w)∈Îj
`(u,w)′ZiZ ′i`(u,w) =
kjξ
3
` ζm√
n
.
Further, for i = 1, . . . , n, let gi ∼ N(0,Σi), where Σi = var(ξi). Note that the elements of
the matrix Σj are given by
`(u,w)′ZiZ ′i`(u˜, w˜)(u ∧ u˜− uu˜)/n, for (u,w) and (u˜, w˜) in Îj .
Hence, (
E[‖gi‖2∞]
)1/2
.
ξ`ζm
√
log kj√
n
.
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Also,
n∑
i=1
(
E[‖gi‖4]
)1/2
=
n∑
i=1
(
E
[( kj∑
l=1
g2il
)2])1/2 ≤ n∑
i=1
kj∑
l=1
(
E[g4il]
)1/2
.
n∑
i=1
kj∑
l=1
E[g2il] =
n∑
i=1
E[‖gi‖2] =
n∑
i=1
E[‖ξi‖2]
. 1
n
n∑
i=1
∑
(u,w)∈Îj
|`(u,w)′Zi|2 . kjξ2` .
Therefore,
n∑
i=1
E
[
‖gi‖2‖gi‖∞
]
≤
n∑
i=1
(
E[‖gi‖4]
)1/2(
E[‖gi‖2∞]
)1/2
.
kjξ
3
` ζm
√
log kj√
n
.
So, applying Lemma 39 with
β =
n∑
i=1
E
[
‖ξi‖2‖ξi‖∞
]
+
n∑
i=1
E
[
‖gi‖2‖gi‖∞
]
.
kjξ
3
` ζm
√
log kj√
n
shows that for any δ > 0, there exists a vector Nnj =d N(0, var[Ln ◦ pij ]) such that
P
(
‖Ln ◦ pij −Nnj‖∞ > 3δ
)
≤ min
t≥0
(
2P (‖Z‖∞ > t) + β
δ3
t2
)
= o(1) +O
(
kjξ
3
` ζm(log kj)
3/2
δ3
√
n
)
, (I.137)
where Z is a standard Gaussian kj-dimensional random vector and where in the second
line we set t = C(log kj)
1/2 for a sufficiently large constant C. Since ξ` . 1 and kj . 2jdI ,
substituting 2j = L`n
ε˜ and using (I.136) shows that there exists δ = o(n−ε′) such that the
expression in (I.137) is o(1) leading to relation (2).
Relation (3) follows from the a.s. embedding of a finite-dimensional random normal
vector into a path of a continuous Gaussian process, which is possible by Lemma 17 applied
with m = 1 and U replaced by I.
Finally, relation (4) follows from
r3 = sup
(u,w)∈I
|Gn(u,w)−Gn ◦ pij(u,w)|
≤ sup
‖(u,w)−(u˜,w˜)‖≤2−j
|Gn(u,w)−Gn(u˜, w˜)|
.P
√
L`2−j log(2j) ≤ o(n−ε′),
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where the first inequality in the third line holds by Lemma 38 and the second by substituting
2j = L`n
ε˜ and using (I.136). This completes the proof of the lemma. 
Lemma 37 (Finite-Dimensional Approximation). Consider the setting of Lemma 36. Then
for any γ > 0, the process Ln satisfies
sup
∣∣∣Ln(u,w)− Ln(u˜, w˜)∣∣∣ .P √(L2`γ2 + γ) log n+
√
ζ2m log
4 n
n
,
where the supremum is over all (u,w) and (u˜, w˜) in I such that ‖(u,w)− (u˜, w˜)‖ ≤ γ.
Proof. Consider the function class
Lm,n =
{
(Z,U, v) 7→ fu,w(Z,U, v) = `(u,w)′Z : (u,w) ∈ I
}
,
mapping Bm(0, ζm)× [0, 1]×R. Note that Lm,n(Z,U, v) = (ξ` ∨ 1)ζm is its envelope. Also,
since (i) for all (u,w) and (u˜, w˜) in I we have∣∣∣`(u,w)′Z − `(u˜, w˜)′Z∣∣∣ ≤ ‖`(u,w)− `(u˜, w˜)‖ · ‖Z‖ ≤ L`‖(u,w)− (u˜, w˜)‖ζm
and (ii) the set I is such that its dimension is independent of n and its diameter is bounded
uniformly over n, it follows that the uniform entropy numbers of Lm,n satisfy
sup
Q
logN(‖Lm,n‖Q,2,Lm,n, L2(Q)) . log(L`/), uniformly over 0 <  ≤ 1. (I.138)
Next, consider the function class
L˜m,n =
{
(Z,U, v) 7→ v · (`(u,w)′Z) · (u− 1{U ≤ u}) : (u,w) ∈ I
}
.
The function L˜m,n(Z,U, v) = |v| · Lm,n(Z,U, v) is an envelope of L˜m,n. By (I.138) and
Lemma 24, the uniform entropy numbers of L˜m,n satisfy
sup
Q
logN(‖L˜m,n‖Q,2, L˜m,n, L2(Q)) . log(L`/), uniformly over 0 <  ≤ 1. (I.139)
Further, consider the function class
Lm,n =
{
(Z,U, v) 7→ v · (`(u,w)′Z) · (u− 1{U ≤ u})
− v · (`(u˜, w˜)′Z) · (u˜− 1{U ≤ u˜} : (u,w) ∈ I, (u˜, w˜) ∈ I, ‖(u,w)− (u˜, w˜)‖ ≤ γ
}
.
The function 2L˜m,n is its envelope. By (I.139) and Lemma 24, the uniform entropy numbers
of Lm,n satisfy
sup
Q
logN(‖2L˜m,n‖Q,2,Lm,n, L2(Q)) . log(L`/), uniformly over 0 <  ≤ 1. (I.140)
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With this notation, we have
sup
‖(u,w)−(u˜,w˜)‖≤γ
∣∣∣Ln(u,w)− Ln(u˜, w˜)∣∣∣ = sup
f∈Lm,n
|Gnf |,
and so to prove the asserted claim, we can apply the second part of Lemma 22 using the
sequence of independent observations (Zi, Ui, vi)
n
i=1.
By (I.140), (H.119) is satisfied with ω = L`, J(m) = O(1), and Fm = 2L˜m,n. Also, note
that
max
1≤i≤n
Fm(Zi, Ui, vi) .P M = ξ`ζm log n
since max1≤i≤n vi .P log n. Moreover, logω . log n since logL` . log n. Further,
sup
f∈Lm,n
1
n
n∑
i=1
E[f(Zi, Ui, vi)
2]
= sup
‖(u,w)−(u˜,w˜)‖≤γ
1
n
n∑
i=1
E
[
v2i
(
(`(u,w)′Zi) · ψi(u)− (`(u˜, w˜)′Zi) · ψi(u˜)
)2]
= sup
‖(u,w)−(u˜,w˜)‖≤γ
1
n
n∑
i=1
E
[(
(`(u,w)′Zi) · ψi(u)− (`(u˜, w˜)′Zi) · ψi(u˜)
)2]
. sup
‖(u,w)−(u˜,w˜)‖≤γ
1
n
n∑
i=1
(
(`(u,w)− `(u˜, w˜))′Zi
)2
+ sup
‖(u,w)−(u˜,w˜)‖≤γ
1
n
n∑
i=1
E
[
(`(u˜, w˜)′Zi)2 · (ψi(u)− ψi(u˜))2
]
. L2`γ2ϕ+ γ(1− γ)ξ2`ϕ . L2`γ2 + ξ2` γ,
where ϕ = supα∈Sm−1 En[(α′Zi)2] . 1 and where we used arguments similar to those used
in the proof of Lemma 15. Moreover,
sup
f∈Lm,n
1
n
n∑
i=1
E[f(Zi, Ui, vi)
4]
= sup
‖(u,w)−(u˜,w˜)‖≤γ
1
n
n∑
i=1
E
[
v4i
(
(`(u,w)′Zi) · ψi(u)− (`(u˜, w˜)′Zi) · ψi(u˜)
)4]
= sup
‖(u,w)−(u˜,w˜)‖≤γ
1
n
n∑
i=1
E
[(
(`(u,w)′Zi) · ψi(u)− (`(u˜, w˜)′Zi) · ψi(u˜)
)4]
. sup
‖(u,w)−(u˜,w˜)‖≤γ
1
n
n∑
i=1
ξ2` ζ
2
mE
[(
(`(u,w)′Zi) · ψi(u)− (`(u˜, w˜)′Zi) · ψi(u˜)
)2]
. ξ2` ζ2m(L2`γ2 + ξ2` γ),
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where we used the bound above and the inequalities ‖`(u,w)‖ . ξ`, max1≤i≤nE[v4i ] . 1
and max1≤i≤n ‖Zi‖ . ζm. Substituting these bounds into the second part of Lemma 22
gives
sup
f∈Lm,n
|Gnf | .P
√
(L2`γ
2 + ξ2` γ) log n+
√
ξ2` ζ
2
m log
4 n
n
.
√
(L2`γ
2 + γ) log n+
√
ζ2m log
4 n
n
.
This completes the proof of the lemma. 
Lemma 38 (Infinite-Dimensional Approximation). Consider the setting of Lemma 36, and
let Gn : I → R be a zero-mean Gaussian process whose covariance structure is given by
E[Gn(u,w)Gn(u˜, w˜)] = En[`(u,w)′ZiZ ′i`(u˜, w˜)](u ∧ u˜− uu˜),
for all (u,w) and (u˜, w˜) in I. Then for any γ ∈ (0, 1/2),
sup
‖(u,w)−(u˜,w˜)‖≤γ
|Gn(u,w)−Gn(u˜, w˜)| .P
√
L`γ log(1/γ).
Proof. To prove the asserted claim, we apply the maximal inequality (G.112) from Lemma
16 to the zero-mean Gaussian process Xn : I × I → R defined by
Xn,t = Gn(u,w)−Gn(u˜, w˜), t = (u,w, u˜, w˜), ‖(u,w)− (u˜, w˜)‖ ≤ γ.
Note that for any (u,w) and (u˜, w˜) in I with ‖(u,w)− (u˜, w˜)‖ ≤ γ and u ≤ u˜, we have
E
[(
Gn(u,w)−Gn(u˜, w˜)
)2]
= En
[
`(u,w)′ZiZ ′i`(u,w)
]
(u− u2)
+ En
[
`(u˜, w˜)′ZiZ ′i`(u˜, w˜)
]
(u˜− u˜2)
− 2En
[
`(u,w)′ZiZ ′i`(u˜, w˜)
]
(u− uu˜)
≤ I1 + I2 . ξ`(ξ` + L`)γ,
where
I1 =
∣∣∣En[`(u,w)′ZiZ ′i`(u,w)](u− u2)− En[`(u,w)′ZiZ ′i`(u˜, w˜)](u− uu˜)∣∣∣
≤ 2
∣∣∣En[`(u,w)′ZiZ ′i(`(u,w)− `(u˜, w˜))]∣∣∣+ ∣∣∣En[`(u,w)′ZiZ ′i`(u˜, w˜)](u− u˜)∣∣∣
. ξ`L`γ + ξ2` γ
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and
I2 =
∣∣∣En[`(u˜, w˜)′ZiZ ′i`(u˜, w˜)](u˜− u˜2)− En[`(u,w)′ZiZ ′i`(u˜, w˜)](u− uu˜)∣∣∣
≤ 2
∣∣∣En[(`(u˜, w˜)− `(u,w))′ZiZ ′i`(u˜, w˜)]∣∣∣+ 2∣∣∣En[`(u,w)′ZiZ ′i`(u˜, w˜)](u− u˜)∣∣∣
. ξ`L`γ + ξ2` γ.
Therefore,
σ(Xn) =
(
sup
t∈I×I
E[X2n,t]
)1/2
.
(
ξ`(ξ` + L`)γ
)1/2
.
The calculation above also implies that (G.111) holds for the process Xn with
0 = σ(Xn), K .
√
ξ`(ξ` + L`), and V = dI ,
since the set I has dimension dI , which is independent of n, and its diameter is bounded
from above uniformly over n. Therefore, the result follows by setting
λ = C
√
ξ`(ξ` + L`)γ log(1/γ) .
√
L`γ log(1/γ),
where C is a sufficiently large constant, and using (G.112). This completes the proof of the
lemma. 
I.1. Yurinskii’s coupling for d-norm. In this section, we extend the original Yurinskii’s
coupling, used in Appendix G, from the Euclidean norm ‖ · ‖ to arbitrary norm ‖ · ‖d on
Rk. The new coupling is used in Section 4 with the sup-norm ‖ · ‖∞ to construct Gaussian
couplings for functionals. Replacing the Euclidean norm by the sup-norm is important
because it allows us to construct couplings under substantially weakened side conditions.
Lemma 39 (Yurinskii’s coupling, d-norm). Let ξ1, . . . , ξn be independent random zero-mean
k-vectors, and let
β =
n∑
i=1
E[‖ξi‖2‖ξi‖d] +
n∑
i=1
E[‖gi‖2‖gi‖d]
be finite, where g1, . . . , gn is a sequence of independent random k-vectors such that gi ∼
N(0, var(ξi)) for all i = 1, . . . , n. Let S = ξ1 + · · ·+ ξn. Then for each δ > 0, there exists a
random vector T with a N(0, var(S)) distribution such that
P (‖S − T‖d > 3δ) ≤ min
t≥0
(
2P (‖Z‖d > t) + β
δ3
t2
)
,
where Z ∼ N(0, Ik).
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Proof of Lemma 39. Fix δ > 0. By Strassen’s theorem (see, for example, Theorem 8 in
Section 10 of Pollard [73]), one can construct T such that P (‖S−T‖ > 3δ) ≤ ′ if and only if
P (S ∈ A) ≤ P (T ∈ A3δ)+′ for all Borel subsets A of Rk, where Aδ = {x ∈ Rk : d(x,A) ≤ δ}
and the metric d(·, ·) is induced by the norm ‖ · ‖. Below we will apply this theorem.
Fix a Borel subset A of Rk. Using Lemma 40, construct a smooth function f : Rk → R
that approximates the indicator function of A, namely, a function f such that for all x, y ∈
Rk, ∣∣∣f(x+ y)− f(x)− y′∇f(x)− 1
2
y′∇2f(x)y
∣∣∣ ≤ ‖y‖2‖y‖d
σ2δ
,
(1− )1{x ∈ A} ≤ f(x) ≤ + (1− )1{x ∈ A3δ},
where  = P (‖Z‖d > δ/σ) and σ is to be chosen below. Then we have
P (S ∈ A) = E[1{S ∈ A} − f(S)] + E[f(S)− f(T )] + E[f(T )]
≤ E[1{S ∈ A}] + (σ2δ)−1
n∑
i=1
E
[
‖ξi‖2‖ξi‖d + ‖gi‖2‖gi‖d
]
+ + (1− )E[1{T ∈ A3δ}]
≤ P (T ∈ A3δ) + 2+ (σ2δ)−1
n∑
i=1
E
[
‖ξi‖2‖ξi‖d + ‖gi‖2‖gi‖d
]
= P (T ∈ A3δ) + 2+ (σ2δ)−1β,
where in the first inequality we used
E[f(S)− f(T )] =
n∑
i=1
E[f(Xi + Yi)− f(Xi +Wi)]
≤
n∑
i=1
E
[
f(Xi) + Y
′
i∇f(Xi) +
1
2
Y ′i∇2f(Xi)Yi +
‖Yi‖2‖Yi‖d
σ2δ
]
−
n∑
i=1
E
[
f(Xi) +W
′
i∇f(Xi) +
1
2
W ′i∇2f(Xi)Wi −
‖Wi‖2‖Wi‖d
σ2δ
]
=
n∑
i=1
‖Yi‖2‖Yi‖d + ‖Wi‖2‖Wi‖d
σ2δ
for Xi = ξ1 + · · · + ξi−1 + gi+1 + · · · + gn, Yi = ξi, Wi = gi, and we assumed (without loss
of generality) that the sequences (ξi)
n
i=1 and (gi)
n
i=1 are independent. Therefore, setting
σ = δ/t for t > 0, we obtain
P (S ∈ A) ≤ P (T ∈ A3δ) + 2P (‖Z‖d > t) + β
δ3
t2.
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The asserted claim now follows by minimizing the right-hand of this inequality with respect
to t > 0 and applying Strassen’s theorem. 
In the next lemma, we construct a function f used in the previous lemma.
Lemma 40 (Smooth Approximation, d-norm). Let A be a Borel subset of Rk, Z be a
N(0, Ik) random vector, and let d(·, ·) be the metric on Rk induced by a norm ‖ · ‖d. Also,
for positive constants σ and δ, define
g(x) =
(
1− d(x,A
δ)
δ
)
+
and f(x) = E[g(x+ σZ)].
Then for all x, y ∈ Rk, the function f satisfies∣∣∣f(x+ y)− f(x)− y′∇f(x)− 1
2
y′∇2f(x)y
∣∣∣ ≤ ‖y‖2‖y‖d
σ2δ
,
(1− )1{x ∈ A} ≤ f(x) ≤ + (1− )1{x ∈ A3δ},
where  = P (‖Z‖d > δ/σ).
Proof. The proof follows closely the proof of Lemma 18 in Section 10 of Pollard [73], with
the difference that we allow for a general metric d(·, ·). Let φσ denote the pdf of a N(0, σ2Ik)
random vector. We have
∂
∂z
φσ(z) = − z
σ2
φσ(z) and
∂2
∂zz′
φσ(z) =
(
zz′
σ4
− Ik
σ2
)
φσ(z).
Further, for fixed x and y, consider the function h(t) := f(x + ty), 0 ≤ t ≤ 1. Its second
derivative is
h¨(t) = σ−2E[g(x+ ty + σZ)
(
(y′Z)2 − ‖y‖2)].
In addition, the function g has the following Lipschitz property with respect to the metric
d:
|g(x+ ty + σZ)− g(x+ σZ)| ≤
∣∣∣∣d(x+ ty + σZ,Aδ)− d(x+ σZ,Aδ)δ
∣∣∣∣
≤ d(x+ ty + σZ, x+ σZ)/δ = td(y, 0)/δ.
Therefore,
|h¨(t)− h¨(0)| ≤ td(y, 0)
σ2δ
E
[
(y′Z)2 + ‖y‖2] = 2t‖y‖2d(y, 0)
σ2δ
.
The first asserted claim now follows from a Taylor expansion for the function h, namely, we
have for some t∗ ∈ (0, 1) that
|h(1)− h(0)− h˙(0)− 1
2
h¨(0)| = 1
2
|h¨(t∗)− h¨(0)|.
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To establish the second asserted claim, we proceed as follows. By construction, we have
for any x ∈ A that g(x+σZ) = 1 if d(Z, 0) ≤ δ/σ since x+σZ ∈ Aδ in this case. Therefore,
f(x) ≥ E
[
g(x+ σZ) · 1{d(Z, 0) ≤ δ/σ}
]
≥ P (d(Z, 0) ≤ δ/σ) = 1− P (d(Z, 0) > δ/σ).
Also by construction, we have for any x /∈ A3δ that g(x+ σZ) = 0 if d(Z, 0) ≤ δ/σ since
d(x+ σZ,Aδ) > δ in this case. Therefore
f(x) = E
[
g(x+σZ)·1{d(Z, 0) ≤ δ/σ}
]
+E
[
g(x+σZ)·1{d(Z, 0) > δ/σ}
]
≤ P (d(0, Z) > δ/σ).
This completes the proof of the lemma. 
Appendix J. A Lemma on Gaussian Approximation for the Supremum of a
Weighted Bootstrap Process
Lemma 41. (Gaussian Approximation for Supremum of Weighted Bootstrap Process) Let
(Zi)
n
i=1 be a sequence of non-stochastic vectors in Rm and consider the empirical process Un
in [`∞(U)]m, U ⊆ (0, 1), defined by
Un(u) = Gn (viZiψi(u)) , ψi(u) = u− 1{Ui ≤ u}, u ∈ U ,
where (Ui, vi)
n
i=1 is an i.i.d. sequence of pairs of independent random variables where Ui ∼
Uniform(0, 1), E[vi] = 0, E[v
2
i ] = 1, E[|vi|4] . 1, and max1≤i≤n |vi| .P log n. Suppose that
the vectors Zi are such that
sup
α∈Sm−1
En
[
(α′Zi)2
]
. 1 and max
1≤i≤n
‖Zi‖ . ζm,
where ζm satisfies 1/ζm . 1 and ζ2m = o(n1−ε) for some ε > 0. Also, let W be a set in Rd
and let I be a subset of U ×W whose dimension dI is independent of n and whose diameter
is bounded uniformly over n. Moreover, let ` : I → Rm be a function such that
‖`(u,w)‖ ≤ ξ` and ‖`(u,w)− `(u˜, w˜)‖ ≤ L`‖(u,w)− (u˜, w˜)‖
for all (u,w) and (u˜, w˜) in I, where ξ` and L` satisfy ξ` . 1 and logL` . log n, and define
Vn = sup
(u,w)∈I
|`(u,w)′Un(u)|.
Then for each n, there exists a random variable V¯n that is (i) such that
|Vn − V¯n| = oP (n−ε′) (J.141)
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for some ε′ > 0, (ii) independent of (Ui)ni=1, and (iii) equal in distribution to the ran-
dom variable sup(u,w)∈I |Gn(u,w)|, where Gn(·, ·) is a zero-mean Gaussian process with a.s.
continuous sample paths and the covariance function
E[Gn(u,w)Gn(u˜, w˜)] = En[`(u,w)′ZiZ ′i`(u˜, w˜)](u ∧ u˜− uu˜),
for all (u,w) and (u˜, w˜) in I.
Proof. Throughout the proof, we will take the process Gn(·, ·) from the statement of the
lemma to be independent of (Ui, vi)
n
i=1. In addition, we will use B to denote the class of all
Borel sets in R.
To prove the asserted claim, we will show that there exists a sequence of positive numbers
(ηn)n≥1 converging to zero ε′ > 0 such that for
Un1 =
{
(Ui)
n
i=1 : P (Vn ∈ A|(Ui)ni=1) ≤ P
(
sup
(u,w)∈I
|Gn(u,w)| ∈ Aδn
)
+ ηn for all A ∈ B
}
we have
P (Un1 ) ≥ 1− o(1), (J.142)
where δn = n
−ε′ and Aδn = {x ∈ R : infy∈A |x−y| ≤ δn}. Then applying Strassen’s theorem
conditional on (Ui)
n
i=1 on the event Un1 shows that on this event one can construct a random
variable V¯n that is conditional on (Ui)
n
i=1 equal in distribution to sup(u,w)∈I |Gn(u,w)| and
is such that
P
(
|Vn − V¯n| > δn|(Ui)ni=1
)
≤ ηn on Un1 . (J.143)
Outside of the event Un1 , we define V¯n = sup(u,w)∈I |Gn(u,w)|. Then combining (J.142)
with (J.143) gives (J.141) and since the conditional distribution of V¯n given (Ui)
n
i=1 is equal
to that of sup(u,w)∈I |Gn(u,w)|, it follows that V¯n is independent of (Ui)ni=1 and is equal in
distribution to sup(u,w)∈I |Gn(u,w)|. Thus, it remains to prove (J.142).
To prove (J.142), recall that logL` . log n by assumption, and so logL` ≤ CL log n for
some constant CL. Let γn = 1/n
CL+1 and note that since the set I is such that its dimension
is independent of n and its diameter is bounded uniformly over n, there exists a sequence
(uj , wj)
kn
j=1 in I with log kn . log n such that balls with centers at (uj , wj) and radius γn
cover I. Then applying Lemma 37 shows that
sup
‖(u,w)−(u˜,w˜)‖≤γn
∣∣∣`(u,w)′Un(u)− `(u˜, w˜)′Un(u˜)∣∣∣
.P
√
(L2`γ
2
n + γn) log n+
√
ζ2m log
4 n
n
= o(n−ε
′
)
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for some ε′ > 0, and so there exists a sequence of positive numbers (ηn,1)n≥1 converging to
zero such that the event∣∣∣∣∣ sup(u,w)∈I |`(u,w)′Un(u)| − max1≤j≤kn |`(uj , wj)Un(uj)|
∣∣∣∣∣ > δn,1 = n−ε′
holds with probability at most ηn,1. Hence, there exists a set of values of (Ui)
n
i=1, say Un1,1,
such that P (Un1,1) ≥ 1− η1/2n,1 = 1− o(1) and
P
(∣∣∣ sup
(u,w)∈I
|`(u,w)′Un(u)| − max
1≤j≤kn
|`(uj , wj)Un(uj)|
∣∣∣ > δn,1|(Ui)ni=1
)
≤ η1/2n,1 on Un1,1.
(J.144)
Next, let ΣX and ΣY be kn × kn-dimensional matrices given by
ΣXj,l = En
[
`(uj , wj)
′ZiZ ′i`(ul, wl)(uj − 1{Ui ≤ uj})(ul − 1{Ui ≤ ul})
]
, (J.145)
ΣYj,l = En
[
`(uj , wj)
′ZiZ ′i`(ul, wl)
]
(uj ∧ ul − ujul), (J.146)
for all j, l = 1, . . . , kn. Note that E[Σ
X
j,l] = Σ
Y
j,l for all j, l = 1, . . . , kn. In addition,
σ2 = max
1≤j,l≤kn
n∑
i=1
E
[
(`(uj , wj)
′ZiZ ′i`(ul, wl))
2(uj − 1{Ui ≤ uj})2(ul − 1{Ui ≤ ul})2
]
≤ max
1≤j,l≤kn
n∑
i=1
(`(uj , wj)
′ZiZ ′i`(ul, wl))
2 . nζ2m.
Moreover,
M = max
1≤i≤n
max
1≤j,l≤kn
∣∣∣`(uj , wj)′ZiZ ′i`(ul, wl)(uj − 1{Ui ≤ uj})(ul − 1{Ui ≤ ul})∣∣∣ . ζ2m.
Hence, Lemma 42 gives
max
1≤j,l≤kn
|ΣXj,l − ΣYj,l| .P
√
ζ2m log n
n
+
ζ2m log n
n
= o(n−ε
′
)
for some ε′ > 0. Hence, there exists a set of values of (Ui)ni=1, say Un1,2, such that P (Un1,2) =
1− o(1) and
max
1≤j,l≤kn
|ΣXj,l − ΣYj,l| ≤ δn,2 = n−ε
′
on Un1,2.
In the rest of the proof, we will show that
Un1,1 ∩ Un1,2 ⊂ Un1 (J.147)
if ε′ is small enough and ηn converges to zero slowly enough in the definition of Un1 . The
desired inequality (J.142) then follows since P (Un1,1) = 1− o(1) and P (Un1,2) = 1− o(1).
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To prove (J.147), we proceed in several steps. First, we apply Lemma 43 conditional on
(Ui)
n
i=1 with vectors Xi = (`(uj , wj)
′Zivi(uj−1{Ui ≤ uj}))knj=1 and Yi = (`(uj , wj)′Ziei(uj−
1{Ui ≤ uj}))knj=1, where (ei)ni=1 is a sequence of n independent N(0, 1) random variables that
are independent of (Ui)
n
i=1. Note that
Ln = max
1≤j≤kn
1
n
n∑
i=1
E[|Xij |3|(Ui)ni=1]
= max
1≤j≤kn
1
n
n∑
i=1
E
[
|`(uj , wj)′Zivi(uj − 1{Ui ≤ uj})|3|(Ui)ni=1
]
= max
1≤j≤kn
1
n
n∑
i=1
|`(uj , wj)′Zi|3 ≤ max
1≤j≤kn
ζm
n
n∑
i=1
|`(uj , wj)′Zi|2 . ζm.
Further, uniformly over δ > 0,
Mn,X(δ) =
1
n
n∑
i=1
E
[
max
1≤j≤kn
|Xij |3 · 1
{
max
1≤j≤kn
|Xij | > δ
√
n/ log kn
}
|(Ui)ni=1
]
≤ log kn
δn3/2
n∑
i=1
E
[
max
1≤j≤kn
|Xij |4|(Ui)ni=1
]
. log kn
δn3/2
n∑
i=1
max
1≤j≤kn
|`(uj , wj)′Zi|4 . ζ
4
m log n
δ
√
n
.
In addition, by the same argument, uniformly over δ > 0,
Mn,Y (δ) =
1
n
n∑
i=1
E
[
max
1≤j≤kn
|Yij |3 · 1
{
max
1≤j≤kn
|Yij | > δ
√
n/ log kn
}
|(Ui)ni=1
]
. ζ
4
m log n
δ
√
n
.
Hence, given that ζ2m = o(n
1−ε) and that
`(uj , wj)
′Un(uj) =
1√
n
n∑
i=1
Xij , j = 1, . . . , kn,
and denoting
G¯n,j =
1√
n
n∑
i=1
Yij , j = 1, . . . , kn,
and δn,3 = n
−ε′ for sufficiently small ε′ > 0, we obtain via Lemma 43 that
P
(
max
1≤j≤kn
|`(uj , wj)′Un(uj)| ∈ A|(Ui)ni=1
)
≤ P
(
max
1≤j≤kn
|G¯n,j | ∈ Aδn,3 |(Ui)ni=1
)
+ ηn,2
(J.148)
for all A ∈ B, where (ηn,2)n≥1 is a sequence of positive numbers converging to zero.
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Second, we apply Lemma 44 conditional on (Ui)
n
i=1 on Un1 with X = (G¯n,j)knj=1 and
Y = (Gn(uj , wj))
kn
j=1. Note that conditional covariance matrices of the vectors X and Y
are given by
E[XjXl|(Ui)ni=1] = ΣXj,l, E[YjYl|(Ui)ni=1] = E[YjYl] = ΣYj,l, j, l = 1, . . . , kn
for ΣXj,l and Σ
Y
j,l defined in (J.145) and (J.146), respectively. Since on the event Un1,2 we have
max
1≤j,l≤kn
|ΣXj,l − ΣYj,l| ≤ δn,2,
it follows from Lemma 44 that on the same event we have
P
(
max
1≤j≤kn
|G¯n,j | ∈ A|(Ui)ni=1
)
≤ P
(
max
1≤j≤kn
|Gn(uj , wj)| ∈ Aδ
1/3
n,2
)
+ ηn,3 (J.149)
for all A ∈ B, where (ηn,3)n≥1 is a sequence of positive numbers converging to zero.
Third, by Lemma 38,
sup
‖(u,w)−(u˜,w˜)‖≤γn
∣∣∣Gn(u,w)−Gn(u˜, w˜)∣∣∣ .P √L`γn log(1/γn) = o(n−ε′)
for some ε′ > 0, and so
P
(∣∣∣ sup
(u,w)∈I
|Gn(u,w)| − max
1≤j≤kn
|Gn(uj , wj)|
∣∣∣ > δn,4) ≤ ηn,4, (J.150)
where δn,4 = n
−ε′ and (ηn,4)n≥1 is a sequence of positive numbers converging to zero.
Finally, combining (J.144), (J.148), (J.149), and (J.150) shows that for all A ∈ B,
P
(
sup
(u,w)∈I
|`(u,w)′Un(u)| ∈ A|(Ui)ni=1
)
≤ P
(
sup
(u,w)∈I
|Gn(u,w)| ∈ Aδn,1+δ
1/3
n,2+δn,3+δn,4
)
+ η
1/2
n,1 + ηn,2 + ηn,3 + ηn,4 on Un1,1 ∩ Un1,2.
Thus, (J.147) follows if in the definition of Un1 we set ηn = η1/2n,1 + ηn,2 + ηn,3 + ηn,4 and
δn = n
−ε′ for sufficiently small ε′ > 0 so that δn ≥ δn,1 + δ1/3n,2 + δn,3 + δn,4. This completes
the proof of the lemma. 
J.1. Technical Lemmas.
Lemma 42. Let Z1, . . . , Zn be independent random vectors in Rp with p ≥ 2. Define
M = max1≤i≤n max1≤j≤p |Zij | and σ2 = max1≤j≤p
∑n
i=1E[Z
2
ij ]. Then
E
[
max
1≤j≤p
∣∣∣∣∣
n∑
i=1
(Zij − E[Zij ])
∣∣∣∣∣
]
≤ C
(
σ
√
log p+
√
E[M2] log p
)
,
where C is an absolute constant.
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Proof. See Lemma 8 in Chernozhukov, Chetverikov and Kato [29]. 
Lemma 43. Let X1, . . . , Xn be independent centered random vectors in Rp, p ≥ 2, with
finite absolute third moments. Consider the statistic Z = max1≤j≤p n−1/2
∑n
i=1Xij. Let
Y1, . . . , Yn be independent random vectors in Rp with Yi ∼ N(0p, E[XiX ′i]), and define
Z˜ = max1≤j≤p n−1/2
∑n
i=1 Yij. Then for every δ > 0 and every Borel subset A of R, we
have
P (Z ∈ A) ≤ P (Z˜ ∈ AC1δ) + C2 log
2 p
δ3
√
n
·
(
Ln +Mn,X(δ) +Mn,Y (δ)
)
,
where C1 and C2 are absolute constants and
Ln = max
1≤j≤p
1
n
n∑
i=1
E[|Xij |3],
Mn,X(δ) =
1
n
n∑
i=1
E
[
max
1≤j≤p
|Xij |3 · 1
{
max
1≤j≤p
|Xij | > δ
√
n/ log p
}]
,
Mn,Y (δ) =
1
n
n∑
i=1
E
[
max
1≤j≤p
|Yij |3 · 1
{
max
1≤j≤p
|Yij | > δ
√
n/ log p
}]
.
Proof. See Theorem 3.1 in Chernozhukov, Chetverikov and Kato [30]. 
Lemma 44. Let X = (X1, . . . , Xp)
′ and Y = (Y1, . . . , Yp)′ be random vectors in Rp, p ≥ 2,
with X ∼ N(0p,ΣX) and Y ∼ N(0p,ΣY ). Let ∆ = max1≤j,k≤p |ΣXjk − ΣYjk|, where ΣXjk and
ΣYjk denote the (j, k)-th elements of Σ
X and ΣY , respectively. Define Z = max1≤j≤pXj and
Z˜ = max1≤j≤p Yj. Then for every δ > 0 and every Borel subset A of R,
P (Z ∈ A) ≤ P (Z˜ ∈ Aδ) + Cδ−1
√
∆ log p,
where C is an absolute constant.
Proof. See Theorem 3.2 in Chernozhukov, Chetverikov and Kato [30]. 
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Figure 3. Estimands of the quantile demand surface. Estimands for the
linear, power and B-spline series estimators are obtained numerically using
500,100 simulations.
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Figure 4. Estimands of the quantile price elasticity surface. Estimands
for the linear, power and B-spline series estimators are obtained numerically
using 500,100 simulations.
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