In 4d lattice simulations of Standard Model like theories, the renormalized gauge coupling in the broken phase can be determined from the prefactor of the Yukawa term in the static potential. We compute the same quantity in terms of the conventional MS scheme gauge coupling. The result allows for a further non-perturbative test of finite temperature dimensional reduction, by a comparison of the critical temperatures for the electroweak phase transition as obtained with 4d lattice simulations and with 3d effective theory simulations.
Introduction 2 Formulation of the problem
Dropping chiral fermions and the U(1) subgroup from the standard electroweak theory, we consider the 4d SU(2)+Higgs model in this paper:
where
The theory in Eq.
(1) has three parameters: the scalar mass parameter m 2 , the scalar self-coupling λ and the gauge coupling g 2 . To fix a particular physical theory, one has to choose a regularization scheme and then give the values of the renormalized couplings in this scheme in terms of some physical quantities. As a regularization scheme we choose MS as is convenient in continuum computations, and in particular in dimensional reduction [3] . The question we address then is, what are the values of the MS parameters if a set of physical observables is determined, either by experiment or by 4d lattice simulations?
In the broken phase of the theory, two of the MS couplings can then be fixed in terms of the physical masses of the Higgs and the W boson, m H and m W , respectively:
where the 1-loop corrections δm 2 (μ), δλ(μ) are easily computable (we employ here the formulas given in [3] ). However, the value of the gauge coupling g 2 (μ) cannot be fixed in terms of the masses. In the physical case with fermions, g 2 (μ) can be fixed, e.g., through the muon lifetime; for an explicit expression see Eq. (183) in [3] . However, this is not available in the theory of Eq. (1).
We thus need another physical observable sensitive to g 2 . Moreover, since we are ultimately interested in lattice studies of the theory in Eq. (1), this observable should be measurable in Monte Carlo simulations. A suitable choice is the "renormalized gauge coupling g 2 R " [11] . The value of g 2 R is obtained from the static potential V (r): from a large rectangular Wilson loop W (r, t) of size r × t (in Euclidian space), one determines
At leading order, the potential thus defined is
where C F = (N 2 − 1)/(2N) = 3/4 and V tree (∞) is a regularization dependent constant. Let us now define
where M is some physical mass parameter, chosen in [11, 6] to be the measured coefficient of the exponential falloff of V (r). At leading order, M coincides with m W . In [6, 7] , the distance used in g 2 R (r) was further fixed to be r = M −1 . Note that the choice of M in the dominator of Eq. (5) has a 1st order effect on g
, while the choice of r has only a 2nd order effect, δg 2 R ∝ g 2 (δr/r) 2 (see below). The expression in Eq. (5) is the continuum version of the definition given in [11] : we do not discuss the finite lattice spacing artifacts, but assume that the extrapolation to the continuum limit performed in [6] is reliable. To leading order, the result of the definition in Eq. (5) (μ)). Both quantities are finite and not sensitive to the ultraviolet regularization, so that the computation can be carried out in the continuum. In this way, we have found the MS parameters to which the 4d simulations correspond (Sec. 3). The MS parameters are, in turn, the input in dimensional reduction and the construction of 3d effective theories, so that with the relation found, we can compare the results of direct 4d finite temperature lattice simulations with those of 3d effective theory simulations (Sec. 4).
Finally, it should be mentioned that there is also another approach available for determining the MS scheme parameters to which the 4d simulations correspond. Indeed, instead of going via a set of physical observables, one could directly relate the bare lattice parameters at a finite but small lattice spacing a, and the renormalized MS parameters, as first done for QCD in [12] . In the continuum limit the end results of the two approaches are in principle equivalent up to higher order effects. However, the convergence properties can be somewhat different: relating the regularization schemes is a computation only sensitive to the ultraviolet, while the computation we carry out is only sensitive to the infrared. The reason why we choose our approach is that the extrapolation to the continuum limit has in [6, 7] been carried out directly for the physical observables m H , m W , g 2 R , so that this way we get rid of any reference to a finite lattice spacing, as is necessary for a comparison of 4d and 3d lattice results. The 1-loop computation we perform is very well convergent despite the infrared sensitivity, since we are in the broken phase of the theory. It should be noted, though, that for the academic case of very small Higgs masses close to the Coleman-Weinberg limit m H ≈ 10 GeV, the "strict loop expansion" formulas [3] we employ here for relating
3 Computation of g
R
Preliminaries. We carry out the computation in a general 't Hooft R ξ -gauge with the 3 There is no conceptual problem in finding relations which are accurate also for very small Higgs masses, but this exercise is beyond the scope of the present paper.
gauge parameter ξ and, for the moment, a general spacetime dimension d. We denote the different structure constants appearing as
The object we compute is the expectation value of a rectangular Wilson loop in the limit t → ∞, Eq. (3). It can be seen that the horizontal parts of the path (t = const.) do not contribute in this limit [13, 14] . Thus, denoting
where the path-ordered exponential is defined through
the expectation value to be computed is
The actual computation proceeds in a straightforward way, by inserting the expansion in Eq. (8) into Eq. (9). The θ-functions can be written as usual as
The t ′ -integral in Eq. (7) makes the sources static in the limit t → ∞, and in momentum (ω) space, the graphs then produce a term linear in t via
Through Eq. (3), the coefficient of the linear term gives −V (r). This computation is, of course, a direct generalization of the one in [13] for QCD (for 2-loop results in QCD, see [14] ). The graphs needed are shown in Fig. 1 , and the results for these individual graphs are given in the Appendix.
The loop contributions. The final result for the computation of the graphs in Fig. 1 can be expressed in terms of the functions
(a) Figure 1 : The graphs contributing to the static potential at 1-loop level. "Mirror" configurations are not shown. Graph (g) is a counterterm contribution.
Summing all the graphs together, we obtain
This result is, of course, independent of the gauge parameter ξ, even though the single contributions given in the Appendix do depend on it. Specializing then to d = 4 − 2ǫ, A 0 , B 0 have their standard forms
Im(p z )
Re(p z ) Figure 2 : The integration contour in the p z -plane.
Including also the counterterms which cancel the 1/ǫ divergences, we obtain
The Fourier transformation. It remains to evaluate Eq. (5), i.e., to take the derivative with respect to r and to perform the final integral with respect to p. Let us note here that since the difference between M and m tree W is of relative order g 2 and the scale dependence of g The final p-integral to be evaluated is convergent and can be done numerically by brute force, but it can be put in a more illuminating and rapidly convergent form by doing a part of it by contours. We write p = (p z , p ⊥ ), such that p · r = p z r, and close the p z -integral in the upper half plane. The analytic structure of the p z -integrand is that there is a (1st or 2nd order) pole at p z = +i(p 2 ⊥ + m 2 W ), and cuts along the imaginary axis starting at some p z = ip 0 z , see Fig. 2 . The pole contribution. The pole contribution is of the form
For the expression in the square brackets in Eq. (18) (the term on the 2nd row in Eq. (18) does not contribute), The cut contribution. The cut contribution is of the form
Non-vanishing imaginary parts arise from the function
2 ) in Eq. (17), and from the first logarithm in Eq. (18):
Im 2
The expression in the curly brackets in Eq. (18) 
, on the other hand, there is a contribution which depends on h; it can be similarly written, e.g., in the form
The numerical values of f (h) are given in Table 1 and Fig. 3 .
The final result. We are now in a position to collect all the terms together, to evaluate Eq. (5). The denominator there gives, to 1st
The order (m W − M) term here combines with F (0) in Eqs. (19) , (20) , to replace m W with m
1-loop W
. The final result left is then
where Table 1 and Fig. 3 . While f (h) diverges logarithmically at small h, C(h) is finite.
The fact that C(h) is negative, means that g
MS
(m W ) tends to be larger than g
) have been measured as in [6, 7] , then 
Implications for dimensional reduction
As we recall from Sec. 1, one is mainly interested in comparing results for nonperturbative quantities between the 4d and 3d approaches. One of the non-perturbative quantities addressed is the critical Higgs mass of the electroweak phase diagram. The phase diagram contains a line of first order phase transitions, which ends at a certain Higgs mass m H,c [9] , [15] - [19] . A comparison of the 4d and 3d results for m H,c yields perfect agreement at the percent level [7] . This comparison was possible even before the relation of g was known, since it turns out that m H,c depends only very weakly on g
MS
[20] (see also Fig. 4) . Here we perform a comparison for another quantity, the critical temperature T c . This comparison is in principle less powerful than that for m H,c , since both the leading (T c ∼ m H /g) and next-to-leading (δT c ∼ m H /(4π)) contributions are perturbative [21] and thus definitely agree within the 4d and 3d theories. However, starting from the next-to-next-to-leading order (δT c ∼ gm H /(4π)
2 ), T c is non-perturbative [21] . Since T c can be determined with good accuracy with lattice simulations, a comparison becomes meaningful 4 . Due to the strong dependence on g, T c ∼ m H /g, the relation of the g 2 R determined with 4d simulations and the g 2 MS used in the 3d theory, is necessary for such a comparison.
With 4d lattice simulations, the continuum extrapolation for T c has been determined for m H = 34 GeV in [6] , and for some other values, in particular m H = m H,c , in [7] . The corresponding gauge coupling was measured to be g 2 R (M −1 ) = 0.585(10) at m H = 34 GeV and, we interpret, consistent with this at m H = m H,c [7] . The mass parameter M was observed to be close to the physical W mass m W , but from Tables 4,5 in [6] , we observe that there is a small discrepancy which, giving more weight to the lattices closest to the continuum limit (L t = 4, 5), we estimate as (m W − M)/m W ≈ 0.035(25). We now see from Eq. (29) that this leads to g 2 MS (m W ) ≈ 0.603 (12) . With this value, we can convert the 3d results [8, 9, 20 ] to be comparable with the 4d results, as explained in [10] . The result is shown in Fig. 4 .
We conclude that the phase transition line T c (m H ), and in particular m H,c , T c (m H,c ), are in perfect agreement within statistical errors at least for h > ∼ 0.3 (m H > ∼ 25 GeV), whether determined directly from 4d or from a 3d effective theory. For smaller h, the vacuum renormalization employed [3] in relating m H , m W to MS scheme breaks down, but even there dimensional reduction and the 3d theory themselves are not completely off in spite of the very strong transition, as we have checked separately by a vacuum renormalization which is accurate at the Coleman-Weinberg point h ≈ 0.13: we get there T c /m H ≈ 2.5. Thus, dimensional reduction seems indeed as effective as one would have expected from the analytical estimates. This is very good since, from the point of view of electroweak baryogenesis, studying the electroweak phase transition with 3d effective theories and lattice simulations is still phenomenologically interesting in many extensions of the Standard Model, such as the MSSM [23] . 4d [7] fit to 4d [7] symmetric phase
Higgs phase endpoint The 4d results are from [7] , and the 3d results from [8, 9, 20] . The gray band has been obtained by subtracting from the 3d lattice values the 3d perturbative values, fitting a curve to the difference, adding the perturbative curve (which is very accurate within 3d at small h), and then converting to 4d physical units according to the formulas in [3] . The coupling was varied in the interval g
(m W ) = 0.603 ± 0.012, the smallest g
corresponding to the upper edge of the band. The discrepancy at small h is mainly due to the fact that the relation of m H , m W to m 2 (μ), λ(μ) employed here and taken from [3] , starts to break down as one approaches the Coleman-Weinberg limit h ∼ 0.13, but also to the fact that the 3d theory itself is less accurate at small h since the high-temperature expansion is not applicable in the case of an extremely strong transition. 
(g) = − 3 + ξ 2
