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El sistema eléctrico de potencia (SEP) tiene el objetivo de proveer energ-
ía eléctrica a las cargas en todo momento de una manera conﬁable, eﬁciente y 
segura. Los sistemas eléctricos de potencia operan en la actualidad como gran-
des sistemas interconectados. Tales sistemas interconectados son sistemas de 
distribución de energía eléctrica en donde existen múltiples fuentes de energía 
las cuales están disponibles con el ﬁn de suministrar energía en todo tiempo y 
bajo cualquier escenario de operación. Es deseable en los sistemas eléctricos de 
potencia mantener márgenes de estabilidad establecidos y detectar con pronti-
tud y exactitud el comportamiento del sistema a ﬁn de efectuar acciones de con-
trol en la operación del SEP. 
Aunque la naturaleza y comportamiento de los SEP sean extremada-
mente complejos, es importante efectuar la caracterización de los mismos a ﬁn 
de que sean tomados en cuenta para su diseño, control y operación. Numerosas 
herramientas de análisis han sido utilizadas para analizar los SEP, sin embar-
go muchas de estas asumen que los sistemas son lineales o estacionarios. Esto 
causa que los resultados obtenidos sean limitados o bien carezcan de informa-
ción relevante. Tal es el caso de la transformada de Fourier y variantes de esta. 
Otros métodos, como el método de Prony y métodos auto regresivos han tenido 
basta aplicación en el análisis de los sistemas eléctricos de potencia, sin embar-
go no incluyen las características no lineales de los mismos y además, cabe 
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mencionar que para lograr resultados aceptables, deben realizarse aproxima-
ciones de alto orden.  
Se ha demostrado en la literatura relacionada al análisis de SEP que la 
transformada Wavelet y los métodos basados en descomposición ortogonal 
empírica son herramientas muy eﬁcientes capaces de capturar las característi-
cas no lineales del sistema y detectar las componentes que determinan el com-
portamiento del sistema. También, la transformada Hilbert-Huang ha sido uti-
lizada ampliamente para analizar y caracterizar las oscilaciones electromecáni-
cas en los sistemas de potencia. 
En este trabajo de investigación se tiene la intención de ahondar en el 
uso de la herramienta de análisis de la transformada Hilbert-Huang aplicándo-
la al análisis y caracterización de las oscilaciones de potencia de los sistemas 
eléctricos de potencia. Esto por medio de analizar señales eléctricas obtenidas 
por medio de unidades de medición fasorial en sistemas de monitoreo de área 
amplia. Así, mediante este estudio, poder determinar el comportamiento del 
sistema eléctrico, siendo capaz de detectar anticipadamente escenarios de ope-
ración no deseados que puedan llevar a un colapso o trastorno del SEP. 
El presente documento describe las herramientas de análisis empleadas, 
la consideración de algunos aspectos importantes para la realización del análi-
sis y la aplicación a mediciones reales provenientes de sistemas interconectados 
en redes de área amplia. 
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Capítulo 1 
Introducción 
En el presente capítulo se hace una breve descripción de la investigación contenida en 
este proyecto de tesis. Primero, se menciona la motivación para la realización del pro-
yecto. Se introducen las  principales problemáticas encontradas al analizar las oscilacio-
nes electromecánicas en los sistemas de potencia, mencionando las consideraciones que 
son necesarias al efectuar este tipo de análisis y se describen los antecedentes relaciona-
dos a este trabajo de investigación. Finalmente, se describen los objetivos de este proyec-
to de tesis y se indica la manera en la que cada capítulo será desarrollado. 
1.1 Motivación 
El análisis y la caracterización de las oscilaciones electromecánicas en los sis-
temas eléctricos de potencia es un área crucial cuyo estudio ha aumentado en 
importancia en los últimos años. Debido a la naturaleza de los fenómenos por 
los que son producidas las oscilaciones en los sistemas eléctricos de potencia, 
éstas maniﬁestan características altamente dinámicas y complejas, ya que in-
volucran la interacción de un gran número de elementos en el sistema [1]-[3]. 
e-
ran en el SEP, en conjunto con los mecanismos dinámicos que gobiernan las 
variaciones de los modos oscilatorios, son aspectos que aunque son sumamente 
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relevantes en la operación del sistema, no son fácilmente analizables emplean-
do las técnicas que se usan tradicionalmente en los sistemas de potencia. 
Mediante estudios recientes sobre las oscilaciones inter-área causadas 
por diferentes disturbios en el sistema se ha comprobado que muchas de las 
oscilaciones analizadas revelan fenómenos complejos relacionados con no línea-
lidades del comportamiento del sistema, así como variaciones espacio-
temporales e interacciones modales [4]-[6]. 
Cabe señalar que el comportamiento no estacionario de la respuesta en 
el tiempo de los sistemas de potencia sea tal vez principalmente porque el sis-
tema está sometido a efectos causados por fallas consecutivas en distintas par-
tes del sistema, distintas acciones de control o bien por cambios en la topología 
del sistema y condiciones de operación normales. 
Se puede concluir que el análisis que se realiza a los sistemas eléctricos 
de potencia con el propósito de entender las características dinámicas del mis-
mo debe tomar en cuenta todas estas características mencionadas, así como a 
los distintos esquemas de operación a los que el sistema está sometido. 
1.2 Planteamiento del problema 
Los sistemas eléctricos de potencia son sistemas dinámicos extremadamente 
complejos que por lo general poseen muchos grados de libertad. Esto ofrece un 
gran reto en cuanto a su simulación y análisis. Es realmente necesario y fun-
damental, efectuar una determinación eﬁciente de las características dinámicas 
del sistema, y poder detectar e identiﬁcar las distintas fuentes que causan que 
su respuesta sea no lineal y no estacionaria. 
 En cuanto a su naturaleza y dinámica, los sistemas eléctricos de poten-
cia son procesos que varían mucho en cuanto a su comportamiento y operación. 
Por un lado, se tiene que los sistemas de potencia exhiben características com-
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plejas debido a que están sujetos a disturbios críticos en su funcionamiento y 
operación; es importante entender el origen y el signiﬁcado de tales caracterís-
ticas a ﬁn de que sean tomados en cuenta para el diseño, el control y operación 
satisfactoria de los mismos [7], [8]. Por otro lado, también podemos decir que 
algunos de los diferentes factores que causan complejidad en los sistemas de 
potencia son las interacciones causadas por los modos oscilatorios y la dinámi-
ca misma del sistema [9]. 
Es imprescindible poder contar con herramientas de análisis que sean 
conﬁables, capaces de capturar de manera detallada las características del sis-
tema y trazar su comportamiento dinámico con el ﬁn de anticipar condiciones 
críticas de operación que puedan poner en riesgo de colapso al sistema. 
1.3 Antecedentes 
En la actualidad existe una gran cantidad de métodos de análisis que han sido 
desarrollados con el ﬁn de examinar lo ya mencionado. En seguida se presenta 
un resumen breve de los antecedentes a este proyecto de investigación. 
La transformada de Fourier y variantes de ésta, ha sido empleada am-
pliamente en el análisis de fenómenos oscilatorios de sistemas de potencia. Un 
gran número de paquetes computacionales, utilizados actualmente por la in-
dustria eléctrica, hace uso de estas herramientas. Sin embargo, aunque tales  
herramientas permiten caracterizar el contenido frecuencial, no permiten ex-
traer, de forma sencilla, otros parámetros como el amortiguamiento. 
Herramientas de análisis como el método de Prony, y otros basados en 
métodos auto regresivos han tenido basta aplicación a los sistemas de potencia 
para la caracterización de las oscilaciones inter-área [10]-[12]. No obstante, 
muchos de estos métodos poseen algunas desventajas, la mayor de éstas es el 
hecho que se asume que los procesos a los cuales son aplicados son lineales y 
estacionarios. Otro detalle es que las aproximaciones que realizan generalmen-
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te son de alto orden, y que estos métodos de análisis suelen ser muy suscepti-
bles al ruido. 
Otros métodos usados actualmente para predecir la respuesta no lineal 
de los SEP son los métodos basados en estadísticas de alto orden y representa-
ciones tiempo-frecuencia, tales como la transformada wavelet, el análisis orto-
gonal empírico y la transformada Hilbert-Huang [13]-[15]. Éstas últimas han 
probado ser herramientas útiles para analizar y estudiar las características 
variantes en el tiempo presentes en sistemas no lineales pobremente amorti-
guados sujetos a grandes perturbaciones. Los distintos aspectos de estas 
herramientas de análisis se describen con mayor detalle en el Capítulo 2. 
1.4 Objetivos de la tesis 
En este trabajo de tesis, se pretende entender los requisitos necesarios para 
un análisis completo y eficiente de las oscilaciones  interárea de los sistemas 
de potencia, a fin de determinar los parámetros que caracterizan a estos. 
Para ello, se propone como objetivo general, el desarrollo de una herra-
mienta de cómputo basada en la transformada Hilbert-Huang para el análisis 
de información obtenida mediante unidades de medición fasorial en sistemas 
de monitoreo de área amplia, con la capacidad de superar las limitaciones de 
las herramientas de análisis tradicionales. 
1.4.1 Objetivos especíﬁcos 
Con el ﬁn de desarrollar trabajo de tesis, se plantean los siguientes objetivos 
especíﬁcos: 
 Investigar y desarrollar lo relacionado con la obtención de los 
parámetros modales de un sistema dinámico, en particular un 
SEP, mediante la transformada Hilbert-Huang. 
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 Desarrollar la herramienta de análisis en el entorno de programa-
ción de MATLAB®. 
 Comparar el desempeño de la herramienta de análisis obtenida 
con otras herramientas de análisis. 
1.5 Alcances 
Al realizar este trabajo de investigación se desarrolla una plataforma de 
cómputo para el análisis de las oscilaciones electromecánicas en los sistemas 
eléctricos de potencia, y se tiene por meta lograr los siguientes alcances: 
 Mejorar los algoritmos de análisis de la transformada Hilbert-Huang 
(HHT) al obtener la componente analítica de la señal en análisis me-
diante el método de cuadratura como un método alterno a la trans-
formada de Hilbert dentro del algoritmo HHT. 
 Establecer una nueva condición de convergencia para el método de 
descomposición modal empírica (EMD) de la HHT con el ﬁn de lograr 
un cálculo más exacto de la frecuencia instantánea. 
 Validar los algoritmos mediante su aplicación a datos provenientes de 
sistemas eléctricos de potencia reales. 
1.6 Organización de la tesis 
En Capítulo 1 se describe la motivación para la realización de este proyecto. 
Se presenta de manera básica el planteamiento del problema, los anteceden-
tes y los objetivos propuestos para la realización del proyecto, culminando con 
un resumen de los alcances del proyecto y una descripción de la organización 
de la tesis. Se incluyen las referencias al ﬁnal del capítulo para facilitar su lo-
calización por parte del lector. Se sigue el mismo principio en toda la tesis. 
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En el Capítulo 2 se examinan algunas de las herramientas que han sido 
utilizadas tradicionalmente en el análisis de las oscilaciones electromecánicas 
en los sistemas de potencia. Se hace énfasis en las características que son nece-
sarias identiﬁcar en cuanto al comportamiento y la operación de los sistemas 
eléctricos de potencia.  
En el Capítulo 3 se describe el procedimiento para analizar un sistema 
dinámico por medio de la transformada Hilbert-Huang con el propósito de de-
terminar los parámetros que caracterizan el sistema.  
En el Capítulo 4 se describe la aplicación del método de cuadratura para 
el cálculo eﬁciente y exacto de las características instantáneas al analizar una 
señal de una sola componente frecuencial, comparándolo con lo obtenido me-
diante la transformada de Hilbert.   
En el Capítulo 5 se presentan los resultados obtenidos al analizar oscila-
ciones inter-área de dos sistemas de estudio. Para los resultados del análisis de 
cada sistema de estudio se hace una breve comparación con otras herramientas 
de análisis y se evalúan los resultados obtenidos. 
Finalmente, en el Capítulo 6 se presentan las conclusiones de este pro-
yecto de investigación, las aportaciones realizadas y posibles consideraciones 
para la realización de trabajos futuros. 
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Capítulo 2 
Revisión de métodos de análisis 
Los métodos de análisis, empleados por la industria eléctrica, pueden ser clasiﬁcados 
básicamente en tres grupos: los métodos paramétricos, los métodos no paramétricos y los 
métodos de obtención de características instantáneas. Para cada uno de los grupos men-
cionados en este capítulo se indican sus principales ventajas y desventajas, así como una 
breve descripción de su formulación matemática y analítica, a fin de evaluar la necesidad 
de implementar técnicas de análisis que salven las limitaciones exhibidas por tales méto-
dos. 
2.1 Introducción 
Numerosos métodos de análisis han sido desarrollados para describir las ca-
racterísticas y el comportamiento de un sistema dinámico [1]-[4]. Existen 
ciertas ventajas y desventajas en la aplicación de estos métodos dependiendo 
del  análisis y resultados deseados. 
Los métodos que más se han aplicado a los sistemas de potencia son los 
que obtienen parámetros modales, debido a que mediante con éstos es posible 
determinar funciones de transferencia y establecer modelos que describen el 
sistema. Su limitación radica, básicamente, en los modelos de alto orden que 
necesitan aproximarse para obtener los mejores resultados y las considera-
ciones bajo las cuales son aplicados. Por otro lado, los métodos no paramétri-
cos y aquellos con los que se obtienen las características instantáneas suelen 
10 
 
proporcionar valiosa información. 
2.2 Métodos de identiﬁcación de parámetros modales 
Los métodos usados para la identiﬁcación de parámetros modales, i.e. ampli-
tud, frecuencia, amortiguamiento, fase, tienen por objetivo principal hacer 
una aproximación de la señal a ﬁn de conocer el comportamiento del sistema. 
En los sistemas eléctricos de potencia es de suma importancia conocer los 
parámetros relacionados con sus modos de oscilación. En esta sección se pre-
sentan algunos métodos paramétricos que han sido utilizados ampliamente 
para el análisis en los sistemas eléctricos de potencia. 
2.2.1 Método de Prony 
El análisis de Prony ha sido un método ampliamente utilizado para el análisis  
de las oscilaciones electromecánicas de los sistemas eléctricos de potencia. El 
análisis de Prony no es solamente un método de análisis de señales, sino que 
también, un método de identiﬁcación de sistemas debido a que por medio de 
los parámetros obtenidos en el análisis se puede conocer el comportamiento 
del sistema y a la vez reconstruir la señal oscilatoria en el tiempo [1] y [2]. 
El análisis de Prony consiste en obtener, a partir de una señal medida, 
una combinación lineal de sinusoides exponencialmente amortiguadas, de tal 
manera que pueda realizarse una estimación directa de la amplitud, frecuencia 
y fase de los modos oscilatorios contenidos en la señal. 
El método de Prony, así como las extensiones o modiﬁcaciones del mis-
mo, están diseñados para estimar directamente los parámetros de una señal 
por medio de aproximar una función a una determinada ventana de datos de la 
señal original 𝑦 𝑡 , de la forma: 
𝑦  𝑡 =  𝐴𝑖𝑒
𝜎𝑖𝑡 cos 2𝜋𝑓𝑖𝑡 + 𝜙𝑖 
𝑄
𝑖=1
 
 
(2.1) 
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donde los términos 𝐴, 𝜎, 𝑓 y 𝜙 se reﬁeren a la amplitud, el amortiguamiento, la 
frecuencia y fase de la señal respectivamente. 
Suponiendo que la ventana de datos consiste en 𝑁 muestras para 
𝑦 𝑡𝑘 = 𝑦(𝑘) donde 𝑘 = 0,1, … , N − 1 y que están espaciadas igualmente por ∆𝑡. 
De la misma manera, ignorando el contenido de ruido y asumiendo que no hay 
polos repetidos, se puede simpliﬁcar a: 
𝑦  𝑡 =  𝐵𝑖𝑒
𝜆𝑖𝑡
𝑃
𝑖=1
 
donde 𝜆𝑖  es el 𝑖-ésimo polo o modo. Si hacemos 𝑡 = 𝑡𝑘  el tiempo de muestreo, 
entonces, (2.2) puede ser convertida en la forma de  tiempo discreto: 
𝑦  𝑘 =  𝐵𝑖𝑧𝑖
𝑘 , 𝑝𝑎𝑟𝑎 𝑘 = 0, 1, … N − 1
𝑃
𝑖=1
 
donde 𝑧𝑖 = 𝑒
𝜆𝑖∆𝑡  es el polo de tiempo discreto. De tal manera que el objetivo in-
mediato es encontrar los términos 𝐵𝑖  y 𝑧𝑖  que dan por resultado 𝑦  𝑘 = 𝑦 𝑘  pa-
ra todo valor de 𝑘.  
Entonces, (2.3) puede ser expandida en forma matricial como: 
 
𝑦(0)
𝑦(1)
⋮
𝑦(P − 1)
 =
 
 
 
 
𝑧1
0 𝑧2
0 … 𝑧𝑛
0
𝑧1
1 𝑧2
1 … 𝑧𝑛
1
⋮ ⋮ ⋱ ⋮
𝑧1
P−1 𝑧2
P−1 … 𝑧𝑛
P−1 
 
 
 
 
𝐵1
𝐵2
⋮
𝐵P−1
    (2.4) 
lo cual, también puede ser expresado de una manera compacta como: 
𝐙𝐁 = 𝐘     (2.5) 
por ende, podemos saber que si los términos 𝑧𝑖  pueden ser encontrados, enton-
ces los eigenvalores 𝜆𝑖  pueden ser calculados mediante 𝑧𝑖 = 𝑒
𝜆𝑖∆𝑡 . Los valores en 
(2.2) 
 
(2.3) 
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𝑧𝑖  son las raíces de un polinomio de 𝑛-ésimo orden con unos coeﬁcientes 𝑎𝑖  des-
conocidos que satisfacen la ecuación: 
𝑧𝑛 −  𝑎1𝑧
𝑛−1 + 𝑎2𝑧
𝑛−2 + ⋯ + 𝑎𝑛𝑧
0 = 0       (2.6) 
Enseguida se construye una matriz de dimensión (1 × N): 
𝐀 =  −𝑎𝑛 −𝑎𝑛−1 … −𝑎1 1 … 0 =  −𝑎 1 0       (2.7) 
Al aplicar en la ecuación (2.6) y reordenando un poco obtenemos: 
𝐀 𝐘 = 𝐀 𝐙𝐁         (2.8) 
𝐀 𝐘 = 𝒚 𝒏 −  𝒂𝟏𝒚 𝒏 − 𝟏 + ⋯ + 𝒂𝒏𝒚(𝟎)          (2.9) 
𝐀 𝐙𝐁 = 𝐵1 𝑧1
𝑛 − (𝑎1𝑧
𝑛−1 + 𝑎2𝑧
𝑛−2 + ⋯ + 𝑎𝑛𝑧
0) + ⋯ = 0         (2.10) 
Se puede llegar a una representación en forma matricial de la forma: 
 
 
 
 
 
𝑦 𝑛 − 1 𝑦 𝑛 − 2 … 𝑦(0)
𝑦(𝑛 − 0) 𝑦 𝑛 − 1 … 𝑦(1)
𝑦(𝑛 + 1) 𝑦(𝑛 − 0) . 𝑦(2)
⋮ ⋮ ⋮ ⋮
𝑦(N − 2) 𝑦(N − 3) … 𝑦(N − 𝑛 − 1) 
 
 
 
 
 
 
 
 
 
𝑎1
𝑎2
𝑎3
⋮
𝑎𝑛 
 
 
 
 
=
 
 
 
 
 
𝑦(𝑛 + 0)
𝑦 𝑛 + 1 
𝑦(𝑛 + 2)
⋮
𝑦(N − 1) 
 
 
 
 
          (2.11) 
La solución de esta expresión da por resultado el polinomio en el dominio 
𝑧, de donde se pueden obtener las raíces 𝑧𝑖  y los eigenvalores 𝜆𝑖 . Una vez obte-
nidos los términos 𝑧𝑖  también se puede obtener la magnitud 𝐵𝑖  así como la fase 
inicial 𝜙𝑖  para cada modo. El número de muestras, así como el número de mo-
dos, a encontrar mediante este algoritmo son variados hasta obtener la mejor 
aproximación de la señal. 
2.2.2 Métodos auto-regresivos 
Los métodos auto-regresivos (AR) son una de las mejores herramientas que 
han sido usadas para el análisis espectral y tienen una muy importante ven-
taja, esta es, que por medio de ellos se puede estimar directamente los pará-
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metros de los modos oscilatorios de una señal.  
Básicamente en los métodos auto-regresivos se asume que un sistema 
tiene características relativamente estacionarias a ﬁn de que pueda aplicarse a 
un conjunto de datos de ciertas frecuencias de interés [6]. 
La Figura 2.1 muestra un modelo auto-regresivo de promedio móvil 
(ARMA) [4]. 
 
 
Figura 2.1. Modelo ARMA. 
La ecuación correspondiente a dicho sistema es: 
𝑢 𝑛 + 𝑎1𝑢 𝑛 − 1 + ⋯ + 𝑎𝑁𝑢 𝑛 − 𝑁 = 
𝑏0𝑣 𝑛 + 𝑏1𝑣 𝑛 − 1 + ⋯ + 𝑏𝑀𝑣 𝑛 − 𝑀     (2.12) 
donde 𝑎1, … , 𝑎𝑁 son los coeﬁcientes de la ecuación característica para los polos 
del sistema, y 𝑏1, … , 𝑏𝑀 son los coeﬁcientes de la ecuación para los ceros del sis-
tema. Si 𝑁 = 0 el proceso es todo cero o promedio móvil (MA). Si 𝑀 = 0 el proce-
so es todo polo o proceso auto regresivo (AR). De esta manera, el proceso ARMA 
tiene un orden (N, M) con 𝑁 > 𝑀, o bien, más polos que ceros.  
Los polos del sistema, nos dan la información de los modos oscilatorios 
existentes en la señal, y son obtenidos mediante las raíces de la ecuación carac-
terística: 
0 = 1 + 𝑎1 𝑛 𝑧
−1 + ⋯ + 𝑎𝑁 𝑛 𝑧
−𝑁   (2.13) 
donde los parámetros 𝑎1, … , 𝑎𝑁 son determinados por medio de la matriz de co-
varianza procedente de la estimación mediante los bloques de datos.  
𝑣(𝑛) 𝑢(𝑛) 
𝐵(𝑧)
𝐴(𝑧)
 
14 
 
De esta manera se puede obtener una relación entre los coeﬁcientes 𝑎𝑖  y 
la función de autocorrelación 𝑟 𝑘 = 𝐸 𝑢 𝑛 𝑢 𝑛 − 𝑘   de los datos de entrada. La 
ecuación de diferencias (2.13) puede ser manipulada con el ﬁn de obtener una 
matriz de covarianza al multiplicar ambos lados de la ecuación por 𝑢 𝑛 − 𝑘  de 
la manera: 
 
𝑟 𝑘 =  𝑎𝑖𝑟 𝑘 − 𝑖 
𝑁
𝑖=1
=  𝐵𝑗𝐸 𝑣 𝑛 − 𝑗 𝑢 𝑛 − 𝑘  
𝑀
𝑗 =0
 
Para 𝑘 > 𝑀 el lado derecho de la ecuación es cero, debido a que no debe 
haber una correlación con los próximos datos de entrada. Por tanto, la expre-
sión se reduce a: 
𝑟 𝑘 +  𝑎𝑖𝑟 𝑘 − 𝑖 
𝑁
𝑖=1
= 0 
lo cual puede ser acomodado como: 
𝑟 𝑘 = − 𝑎𝑖𝑟 𝑘 − 𝑖 
𝑁
𝑖=1
 
Este conjunto de ecuaciones debe ser expresado en forma matricial para 
𝑘 = 𝑀 + 1, 𝑀 + 2, … , +𝑃, al usar la propiedad 𝑟 𝑘 = 𝑟(−𝑘), donde 𝑃 es el núme-
ro de ecuaciones. 
−𝐫 = 𝐑𝐚        (2.17) 
donde 
−𝐫 =  𝑟(𝑀 + 1) 𝑟(𝑀 + 2) … 𝑟(𝑀 + 𝑃) 𝑇        (2.18) 
 
(2.14) 
 
(2.15) 
 
(2.16) 
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𝐑 =
 
 
 
 
𝑟(𝑀) 𝑟(𝑀 − 1) … 𝑟(𝑀 − 𝑁 + 1)
𝑟(𝑀 + 1) 𝑟(𝑀) …
⋮ ⋮
𝑟(𝑀 + 𝑃 − 1) … 𝑟(𝑀 − 𝑁 + 𝑃) 
 
 
 
      (2.19) 
𝐚 =  𝑎1 𝑎1 … 𝑎𝑁 𝑇                (2.20) 
La expresión, dada en forma matricial, explícitamente relaciona el proce-
so de la función de auto-correlación con los coeﬁcientes desconocidos. 
Una vez estimados los coeﬁcientes 𝑎𝑖 , las raíces de la ecuación caracterís-
tica son determinadas, y los polos del sistema son estimados como las raíces 
dominantes de la banda de frecuencia de interés. Los polos del dominio 𝑠 son 
calculados mediante: 
𝑠𝑖 =
ln 𝑧𝑖 
𝑇
 𝑝𝑎𝑟𝑎 𝑖 = 1,2, … , 𝑁 
donde 𝑇 es el período de muestreo y los términos 𝑧𝑖  son las raíces de la ecuación 
característica en el dominio 𝑧.  
2.2.3 Método de mínimos cuadrados  
El principio de mínimos cuadrados [6] indica que los parámetros de un mode-
lo se deben elegir de tal forma que la suma de los cuadrados de las diferencias 
entre los valores de la salida observados reales y estimados multiplicada por 
factores que midan el grado de precisión sea un mínimo. 
Si consideramos un modelo de la forma: 
𝐺 𝑧−1 =
𝑏0 + 𝑏1𝑧
−1 + ⋯ + 𝑏𝑚𝑧
−𝑚
1 + 𝑎1𝑧−1 + ⋯ + 𝑎𝑛𝑧−𝑛
∙ 𝑧−𝑑  
entonces, la identiﬁcación del mismo consiste en la estimación de los paráme-
tros desconocidos 𝑎1, 𝑎2, … , 𝑎𝑛 , 𝑏1, 𝑏2, … , 𝑏𝑚 . 
 
(2.21) 
 
(2.22) 
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Dados los 𝑘 + 1 valores de la entrada y los 𝑘 de la salida, la siguiente sa-
lida estimada 𝑦 (𝑘 + 1) será: 
𝑦  𝑘 + 1 = 𝐱𝑘+1
𝑇𝛉             (2.23) 
donde 
𝛉 =  𝑎1, 𝑎2, … , 𝑎𝑛 , 𝑏1, 𝑏2, … , 𝑏𝑚              (2.24) 
𝐱𝑘+1 = [−𝑦 𝑘 , −𝑦 𝑘 − 1 , … , −𝑦 𝑘 − 𝑛 + 1 , 𝑢 𝑘 + 1 − 𝑑 , 
𝑢 𝑘 − 𝑑 , … , 𝑢 𝑘 − 𝑚 + 1 − 𝑑 ]    (2.25) 
La discrepancia entre la salida real en el instante 𝑘 + 1, 𝑦(𝑘 + 1) y la es-
timada 𝑦  𝑘 + 1  viene dada por la expresión de error: 
𝑒 𝑘 + 1 = 𝑦 𝑘 + 1 − 𝑦  𝑘 + 1           (2.26) 
Repitiendo el planteamiento para 𝑁 medidas sucesivas, las salidas co-
rrespondientes a esos 𝑁 instantes se pueden expresar mediante la ecuación 
matricial: 
 
𝑦 𝑘 + 1 
𝑦 𝑘 + 2 
⋮
𝑦 𝑘 + N 
 =
 
 
 
 
−𝑦 𝑘 −𝑦 𝑘 − 1 … 𝑦 𝑘 − 𝑛 − 1 
−𝑦 𝑘 + 1 −𝑦 𝑘 … −𝑦(𝑘 − 𝑛 + 2)
⋮ ⋮ ⋮
−𝑦 𝑘 + N − 1 −𝑦 𝑘 + N − 2 … −𝑦(𝑘 − 𝑛 + N)
  
 
𝑢 𝑘 + 1 − 𝑑 𝑢 𝑘 − 𝑑 … 𝑢 𝑘 − 𝑚 + 1 − 𝑑 
𝑢 𝑘 + 2 − 𝑑 𝑢 𝑘 + 1 − 𝑑 … 𝑢 𝑘 − 𝑚 + 2 − 𝑑 
⋮ ⋮ ⋮
𝑢 𝑘 + N − 𝑑 𝑢 𝑘 + N − 1 − 𝑑 … 𝑢 𝑘 − 𝑝 + N − 𝑑 
 
 
 
 
 
 
 
𝑎1
⋮
𝑎𝑛
𝑏1
⋮
𝑏𝑚  
 
 
 
 
 
 (2.27) 
Dicha ecuación presenta soluciones inﬁnitas. De todas ellas se elige 
aquella solución que minimiza el error. En otras palabras, el estimador de 
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mínimos cuadrados será aquel que proporcione los valores de los parámetros 
que minimizarán la suma de los cuadrados de los errores 𝐽𝑘 . 
𝐽𝑘 =
1
2
 𝑒2(𝑖)
𝑘+𝑁
𝑖=𝑘+1
 
Minimizando dicho índice, los parámetros que minimizan el error se ob-
tienen resolviendo el producto matricial: 
𝛉 = (𝐗𝑇𝐗)−1𝐗𝑇𝐘            (2.29) 
donde la matriz (𝑋𝑇𝑋) es una matriz cuadrada, y en determinadas condiciones, 
que se denominan de excitación permanente, es invertible. Como consecuencia 
de esta característica para esta técnica de identiﬁcación no sirven las entradas 
usuales como escalón, impulso, etc. Ya que no provocarán una excitación per-
manente y hacen que dicha matriz no sea invertible. 
2.3 Métodos espectrales no paramétricos 
Los métodos de análisis espectral consideran que una señal está compuesta 
de componentes periódicas. Estos métodos permiten estimar una función de 
transferencia a partir de los datos de entrada-salida del sistema. Los métodos 
de análisis espectral consisten en la determinación de la estima de una fun-
ción de transferencia a partir de estimas de los espectros de la entrada y la 
salida. De ahí el nombre de análisis espectral [7].  
 
 
 
 
Figura 2.2. Modelo de análisis espectral. 
𝑢(𝑛) 𝑦(𝑛) 
 𝑕(𝑛) 𝑛=0
∞  
 
(2.28) 
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Este método es generalmente clasiﬁcado como un método no paramétrico 
por no utilizar en forma explícita un vector de parámetros de dimensión ﬁnita 
en la búsqueda de la mejor estima del modelo. Si bien en su implementación 
práctica se determina un número ﬁnito de parámetros para describir la función 
de transferencia del mismo. 
2.3.1 Espectro de Potencia 
Considerando una señal en tiempo discreto (DT) de energía ﬁnita 𝑥(𝑛), su 
transformada discreta de Fourier (DTFT) se deﬁne como: 
𝑋 𝜔 =  𝑥(𝑛)𝑒−𝑗𝜔𝑛
∞
𝑛=−∞
 
lo cual, físicamente representa la descomposición 𝑥(𝑛) en sus componentes fre-
cuenciales. Una característica muy importante que posee 𝑋 𝜔  es su periodici-
dad. Debido a que el rango de frecuencias para una señal en tiempo discreto es 
el intervalo (−𝜋, 𝜋), esto se reﬂeja en 𝑋 𝜔  haciendo que sea periodica con pe-
riodo 𝜋.  
Una vez que se conoce la DTFT de una señal, ésta puede recuperarse 
mediante la transformada inversa de Fourier en tiempo discreto (IDTFT): 
𝑥 𝑛 =
1
2𝜋
 𝑋(𝜔)𝑒𝑗𝜔𝑛
∞
𝑛=−∞
 
La deﬁnición de la DTFT implica que deben conocerse valores inﬁnitos 
de la señal 𝑥 𝑛  en tiempo discreto, lo que obviamente hace imposible que la 
ecuación pueda ser calculada. Entonces, para poder realizar el procesamiento 
digital de la señal, se debe tomar un número ﬁnito de valores, y se deﬁne así la 
DTFT de una secuencia de 𝑁 muestras espaciadas entre sí, mediante: 
 
 
(2.30) 
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                     𝑋 𝑘 =  𝑥(𝑛)𝑒−𝑗2𝜋𝑘𝑛 /𝑁
𝑁−1
𝑛=0
, 𝑘 = 0, 1, 2, … , 𝑁 − 1 
Esto es una herramienta computacionalmente implementable.  
Por tanto, podemos deﬁnir la IDTFT de una secuencia como: 
 
 
𝑥 𝑛 =
1
𝑁
 𝑋(𝑘)𝑒𝑗2𝜋𝑘𝑛 /𝑁
𝑁−1
𝑛=0
, 𝑘 = 0, 1, 2, … , 𝑁 − 1 
 
El espectro de potencia 𝑃(𝜔) puede ser deﬁnido en términos de la DTFT 
de una señal como: 
𝑃 𝜔 = 𝐸 𝑋 𝜔 𝑋∗(𝜔)                 (2.34) 
donde 𝐸 ∙  es el promedio de la estadística de los resultados de la DTFT, y el 
término 𝑋∗ denota el conjugado complejo de 𝑋 𝜔 . El espectro de potencia es 
real, y simétrico, de tal manera que 𝑃 𝜔 = 𝑃 −𝜔  y no contiene información de 
las oscilaciones de la fase, lo cual previene el análisis de la relación de la fase 
entre las oscilaciones de diferentes frecuencias. 
2.3.2 Espectros de alto orden 
Existen algunas limitantes en cuanto a la cantidad de información que se pue-
de extraer a partir del análisis espectral. Por ejemplo, un pico del espectro a 
una frecuencia particular puede ser causado por diferentes factores. Puede ser, 
ya sea por la señal periódica en sí, o bien por excitación de una componente que 
causa resonancia con alguna otra frecuencia. De la misma manera, al existir 
múltiples componentes de una señal proveniente de un sistema no lineal, puede 
 
(2.32) 
 
(2.33) 
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ser que el espectro contenga una suma o diferencia de las frecuencias que están 
relacionadas armónicamente entre sí. En estos casos, tal acoplamiento de las 
componentes de una señal pueden no ser detectadas por el análisis espectral. 
Los espectros de alto orden (HOS, Higher-Order Spectra) son la exten-
sión a órdenes mayores del concepto de densidad espectral [8], [9]. Los HOS 
proveen mejor información que la que puede ser obtenida mediante el método 
convencional de espectro de potencia en casos donde el proceso es generado por 
mecanismos no lineales [10]. 
Dentro de la categoría de HOS, o poliespectros, el poliespectro de tercer 
orden, también llamado biespectro o densidad biespectral, es una herramienta 
estadística que permite la búsqueda de interacciones no lineales [11]. Asu-
miendo, sin pérdida de generalidad, un proceso de promedio y tiempo discreto, 
el biespectro 𝑆 para  𝜔1 ,  𝜔2 ≤ 𝜋 se deﬁne como: 
𝑆 𝜔1, 𝜔2 =   𝐶3𝑥(
∞
𝜏2=−∞
∞
𝜏1=−∞
𝜏1, 𝜏2)𝑒
−𝑗(𝜔1𝜏1+𝜔2𝜏2) 
donde 𝐶3𝑥(𝜏1, 𝜏2) es el acumulativo de tercer orden del proceso 𝑥(𝑡).  
Alternadamente, el biespectro puede ser escrito de la forma: 
𝑆 𝜔1, 𝜔2 = lim
𝑇→∞
1
𝑇
𝐸 𝑋 𝜔1 𝑋 𝜔2 𝑋
∗(𝜔1 + 𝜔2)  
donde 𝑇 es el tiempo que dura la señal. 
El biespectro es una cantidad compleja, bidimensional de doble período 
que mide la magnitud y la fase de la correlación de una señal a diferentes fre-
cuencias de Fourier y tiene varias regiones de simetría en el plano 𝜔1 − 𝜔2. Es 
suﬁciente conocer el biespectro en la región triangular no redundante 𝜔2 ≥
0,  𝜔1 ≥ 𝜔2, 𝜔1 + 𝜔2 ≤ 𝜋 para obtener una completa descripción del mismo. 
 
(2.35) 
 
(2.36) 
21 
 
Se puede ver entonces que 
𝑋 𝜔1 𝑋 𝜔2 𝑋
∗ 𝜔1 + 𝜔2 =  𝑋 𝜔1   𝑋 𝜔2   𝑋
∗ 𝜔1 + 𝜔2  𝑒
(𝑗𝜙 (𝜔1 ,𝜔2))       (2.37) 
donde 
𝜙 𝜔1, 𝜔2 = 𝑡𝑎𝑛
−1
Im 𝑆 𝜔1, 𝜔2  
Re 𝑆 𝜔1, 𝜔2  
= 𝜙 𝜔1 + 𝜙 𝜔2 − 𝜙 𝜔3  
que se conoce como bifase del biespectro, y 𝜔3 = 𝜔1+𝜔2 se conoce como tripleta 
(𝜔1, 𝜔2, 𝜔3 = 𝜔1+𝜔2) se le llama bifrecuencia. 
El método HOS tiene la habilidad de separar la magnitud y la distribu-
ción de no linealidad como una función de la frecuencia. Esto hace que el méto-
do espectral de alto orden sea una herramienta particularmente atractiva para 
el estudio de procesos oscilatorios. 
2.4 Métodos de identiﬁcación de parámetros instantáneos 
Los métodos de análisis basados en la obtención de características instantá-
neas son particularmente atractivos en el caso de tener procesos que no pose-
an del todo un comportamiento lineal y estacionario. Pueden ser aplicados a 
señales aperiódicas sin importar que tenga cambios abruptos en fase, ampli-
tud o frecuencia. Mediante estos métodos se puede capturar eﬁcientemente la 
dinámica y la no linealidad de un sistema.  
2.4.1 Transformada Wavelet 
La transformada wavelet es una herramienta matemática que ha sido usada 
ampliamente para obtener información de diferentes tipos de datos en dife-
rentes áreas de la ciencia [12]. La transformada wavelet es similar a la trans-
formada de Fourier, pero en lugar de estudiar la densidad espectral de una 
señal se estudia la proyección de la señal a través de unas funciones llamadas 
ondeletas. Existen diferentes funciones de ondeletas que pueden ser usadas 
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para maximizar la ejecución del análisis dependiendo la aplicación. De esta 
manera, la transformada wavelet se encarga de estudiar la relación entre la 
dilatación del parámetro 𝑎 o escala donde se localiza el (cambio) parámetro 𝑏. 
La transformada wavelet es una función de (𝑎, 𝑏) y se deﬁne como: 
𝑇 𝑎, 𝑏 =
1
 𝑎
 𝑓 𝑡 𝜓 ∗  
𝑡 − 𝑏
𝑎
 𝑑𝑡
∞
−∞
 
donde a la magnitud de 𝑇 𝑎, 𝑏  se le llama escalograma y es análogo a la densi-
dad espectral con la diferencia de que se trata de una superﬁcie, la cual es de 
mucha ayuda en la identiﬁcación de las características de una señal en diferen-
tes puntos de 𝑎 y 𝑏. 
La función de la energía se deﬁne como el cuadrado de la magnitud de la 
transformada wavelet mediante: 
𝐸 𝑎, 𝑏 =  𝑇 𝑎, 𝑏  2     (2.40) 
La transformada wavelet tiene ventajas sobre el análisis convencional de 
Fourier debido a que se puede estudiar una señal en cualquier punto usando el 
término 𝑏. La escala de análisis puede ser utilizada para ampliar la resolución 
del análisis (multi-resolución) y estudiar una parte especíﬁca de la señal. 
Otra de las ventajas sobre los métodos convencionales de análisis fre-
cuencial es que por medio del método de la transformada wavelet se puede lle-
gar a una representación de la señal en el plano tiempo-frecuencia. Por medio 
de este método se puede tener una localización en el tiempo de fenómenos tran-
sitorios y se puede analizar la presencia de frecuencias especíﬁcas en la señal 
[13]. 
2.4.2 Análisis Ortogonal Empírico  
El análisis mediante funciones ortogonales empíricas (EOF) es un método de 
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descomposición ortogonal estadístico para encontrar distribuciones de energía 
óptimas de un conjunto de medidas de tamaño multidimensional [14]. La idea 
esencial es generar una base óptima para la representación de un conjunto de 
datos que fueron obtenidos mediante medición, o bien, mediante un sinnúme-
ro de simulaciones de un sistema dinámico. 
Dado un conjunto de datos: 
𝑢 𝑥, 𝑡𝑗  , 𝑗 = 1, … , 𝑁,        (2.41) 
que denotan una secuencia de información en el dominio 𝑥 ∈  𝛺, donde 𝑥 es un 
vector de variables en el espacio y 𝑡𝑗  0, 𝑇  es el tiempo en el cual los datos fue-
ron medidos.  
El promedio en el tiempo de la secuencia se asume que es cero, y está 
dado por: 
𝑢𝑚(𝑥) =  𝑢(𝑥, 𝑡𝑗 ) =
1
𝑁
 𝑢(𝑥, 𝑡𝑗 )
𝑁
𝑘=1
 
El procedimiento del método de descomposición ortogonal determina 
EOF‟s, 𝜙 𝑥 , 𝑖 = 1, … , ∞ de tal manera que la proyección hacia la primera EOF 
sea óptima mediante: 
𝑢  𝑥, 𝑡𝑗  =  𝑎𝑖 𝑡 𝜙𝑖 𝑥 
𝑃
𝑖=1
, 𝑗 = 1, … , 𝑁, 
y al aplicar el promedio para minimizar el error mediante mínimos cuadrados 
𝜀𝑗 =   𝑢 𝑥, 𝑡𝑗  −  𝑎𝑖 𝑡 𝜙𝑖 𝑥 
𝑃
𝑖=1
 
2
 , 𝑝 ≤ 𝑁 
 
(2.43) 
 
(2.42) 
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donde  ∙  denota el promedio del conjunto de datos,  𝑓 =  𝑓, 𝑓 1/2 y  ∙  denota 
la norma 𝐿2 sobre 𝛺. Los términos 𝑎𝑖  son coeﬁcientes dependientes del tiempo 
de la descomposición que son determinados para que resulte en un máximo de 
la ecuación anterior. 
Se asume que la secuencia de datos es descompuesta en un valor medio 
𝜇 𝑥, 𝑡𝑗   y una parte ﬂuctuante 𝑢 (𝑥, 𝑡𝑗 ) de la forma: 
𝑢 𝑥, 𝑡𝑗  = 𝜇 𝑥, 𝑡𝑗  + 𝑢 (𝑥, 𝑡𝑗 )         (2.45) 
Una función base normalizada 𝜑 es óptima si la proyección promedio de 
𝑢 hacia 𝜑 es maximizada de tal manera que 
max𝜑∈Ω   𝑢  𝑥, 𝑡𝑗  , 𝜑 
2
  𝑠𝑢𝑗𝑒𝑡𝑜 𝑎  𝜑 2 = 1          (2.46) 
El problema de optimización puede reescribirse en la forma de un pro-
blema variacional con restricciones 
𝐽 𝜑 =   𝑢  𝑥, 𝑡𝑗  , 𝜑 
2
 − 𝜆( 𝜑 2 − 1)     (2.47) 
Una condición necesaria para la maximización es que la derivada funcio-
nal se haga 𝜑 + 𝛿𝜓 ∈ 𝐿2  0,1  , 𝛿 ∈ ℜ para todas las variaciones donde 𝜓 es una 
variación arbitraria: 
 𝑑𝐽 𝜑 + 𝛿𝜓 
𝑑𝛿
 
𝛿=0
= 0 
Se puede probar que esta condición se reduce a: 
  𝑢 𝑥, 𝑡𝑗  𝑢 𝑥
′, 𝑡𝑗   𝜑 𝑥
′ 𝑑𝑥 ′
Ω
= 𝜆𝜑(𝑥) 
 
(2.48) 
 
(2.49) 
25 
 
Por tanto, se puede deﬁnir como: 
𝐑𝜑 =   𝑢 𝑥, 𝑡 𝑢∗ 𝑥𝑇 , 𝑡  𝜑 𝑥 ′ 𝑑𝑥 ′
Ω
 
De tal manera que la minimización se encarga de encontrar el eigenvalor 
mayor que satisface la ecuación 𝑅𝜑 = 𝜆𝜑 sujeto a  𝜑 2 = 1. En otras palabras, 
la base óptima está dada por las eigenfunciones 𝜑𝑖  cuyo factor de transforma-
ción es 𝑅 𝑥, 𝑥 ′ =  𝑢 𝑥, 𝑡𝑗  𝑢 𝑥
′, 𝑡𝑗   . 
2.4.3 Transformada Hilbert  
El análisis mediante la transformada Hilbert resulta ser un método muy 
eﬁciente para obtener los parámetros instantáneos de una señal. Por medio 
de este método se pueden conocer los distintos parámetros para la 
identiﬁcación y caracterización de sistemas mediante una ejecución rápida de 
algoritmos de cómputo y se obtiene una representación de la señal en el plano 
tiempo-frecuencia. 
Una de las grandes ventajas de este método es que no involucra cálculos 
de la transformada de Fourier, así que, por tanto, no está sujeta a las limita-
ciones de la misma. Se considera que la transformada de Hilbert es un método 
eﬁciente para obtener la envolvente de una señal, así como su fase y frecuencia 
instantánea. El cálculo de estos parámetros es basado en el concepto de la señal 
analítica, lo cual, es una expresión de la suma de la señal analizada y su com-
ponente en cuadratura [15]. 
Para una señal o secuencia dada 𝑢(𝑡), la transformada de Hilbert 𝑣(𝑡) 
está dada por: 
𝑣 𝑡 = −
1
𝜋
𝑃  
𝑢(𝑛)
𝜂 − 𝑡
∞
−∞
𝑑𝜂 =
1
𝜋
 
𝑢(𝑛)
𝑡 − 𝜂
∞
−∞
𝑑𝜂 
(2.50) 
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donde 𝑃 representa el valor principal de la integral en el sentido de Cauchy.  
También, de manera análoga, su transformada inversa se deﬁne como: 
𝑢 𝑡 =
1
𝜋
𝑃  
𝑣(𝑛)
𝜂 − 𝑡
∞
−∞
𝑑𝜂 = −
1
𝜋
𝑃  
𝑣(𝑛)
𝑡 − 𝜂
∞
−∞
𝑑𝜂 
Podemos escribir las mismas ecuaciones en forma de convolución como: 
𝑣 𝑡 = 𝑢 𝑡 ∗
1
𝜋𝑡
 
𝑢 𝑡 = 𝑣 𝑡 ∗
1
𝜋𝑡
 
La operación de transformación mediante la transformada Hilbert puede 
considerarse como un ﬁltro que desplaza 𝜋/2 radianes todas las componentes 
de frecuencia de la entrada. 
La expresión de la señal analítica está dada por: 
𝜓(𝑡) = 𝑢 𝑡 + 𝑗𝑣(𝑡)    (2.55) 
Considerando las componentes de la señal analítica de la forma: 
𝑢 𝑡 = 𝐴 𝑡 cos 𝜑(𝑡)       (2.56) 
𝑣 𝑡 = 𝐴 𝑡 sin 𝜑(𝑡)       (2.57) 
Podemos representar entonces la señal analítica en su forma polar de la 
manera: 
𝜓 = 𝐴(𝑡)𝑒𝑗𝜑 (𝑡)        (2.58) 
La amplitud de la señal, está dada por: 
 
(2.52) 
  
 (2.53) 
 
(2.54) 
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𝐴(𝑡) =  𝑢2 𝑡 + 𝑣2(𝑡)      (2.59) 
De la misma manera, la fase de la señal está dada por: 
𝜑(𝑡) = 𝑎𝑟𝑐𝑡𝑎𝑛
𝑣(𝑡)
𝑢(𝑡)
 
La frecuencia instantánea de la señal se obtiene mediante la derivada de 
la fase instantánea por medio de: 
𝜔 𝑡 = 𝜑 (𝑡) =
𝑢 𝑡 𝑣 𝑡 − 𝑣 𝑡 𝑢 (𝑡)
𝑢2 𝑡 + 𝑣2(𝑡)
 
o bien, en Hertz: 
𝑓(𝑡) =
𝜔 𝑡 
2𝜋
=
1
2𝜋
𝜑 (𝑡) 
este parámetro se reﬁere a la velocidad angular con la que gira el fasor de la 
señal analítica en el plano cartesiano (𝑢, 𝑣), como puede verse en la Figura 2.3. 
 
 
 
 
 
 
 
 
 
Figura 2.3. Parámetros de una señal en el plano cartesiano. 
 
𝜔 𝑡  
𝜑 𝑡  
𝐴 𝑡  
𝐑𝐞 
𝐈𝐦 
 
(2.60) 
 
(2.61) 
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2.4.4 Transformada Hilbert-Huang  
Hemos visto que la transformada de Hilbert es un método eﬁciente para obte-
ner los parámetros instantáneos de una señal. Por medio de este análisis po-
demos llegar a conocer información detallada de los sistemas de los cuales 
proviene la señal.  
Sin embargo, una limitante es que, para que pueda ser aplicada la 
transformada de Hilbert a una señal, ésta debe ser de una sola componente, 
ya que de lo contrario no se podrá realizar un análisis conﬁable. Además, de-
bemos tomar en cuenta que los sistemas de los cuales provienen las señales 
son sistemas dinámicos y pueden estar sujetos a condiciones no lineales y no 
estacionarias. Esta es la razón por la cual fue desarrollado el método de análi-
sis conocido como la transformada Hilbert-Huang [16]. 
La transformada Hilbert-Huang es un método de análisis adaptable a 
cualquier tipo de señal proveniente de cualquier tipo de sistema, y ha sido apli-
cado en diversas áreas de la ciencia. Se reconoce, que mediante este método se 
puede obtener un excelente resultado en el análisis de una señal. En el caso de 
los sistemas eléctricos de potencia se ha probado que esta herramienta de aná-
lisis puede extraer eﬁcientemente los parámetros que caracterizan los sistemas 
eléctricos de potencia [17]. 
Un elemento muy importante y crucial dentro de la transformada Hil-
bert-Huang es el método de descomposición modal empírica (EMD). Por medio 
de este método podemos descomponer una señal en 𝑛 funciones modales intrín-
secas (IMF‟s) sin importar que se trate de una señal compuesta por múltiples 
componentes de diferentes frecuencias. Las funciones modales intrínsecas 
cumplen la condición de ser ortogonales y de una sola componente. Una señal o 
secuencia de datos, ya sea de una simulación o de mediciones de sistemas re-
ales puede ser reconstruida, a partir de la síntesis de las 𝑛 IMF extraídas por la 
EMD, como: 
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𝑥 𝑡 =  𝐴𝑖𝑒
𝑗  𝜔 𝑖𝑡 𝑑𝑡
∞
𝑖=1
 
De tal manera, la transformada de Hilbert puede ser aplicada a cada una 
de las funciones modales intrínsecas obtenidas mediante el método EMD para 
lograr una eﬁciente caracterización de los parámetros de la señal. 
Esta representación de la amplitud y la frecuencia instantánea como 
funciones del tiempo proporciona una distribución conjunta en tiempo-
frecuencia de la amplitud, que se conoce como espectro de Hilbert, ℋ(𝜔, 𝑡). Si 
en dicha representación se sustituyen los valores del cuadrado de la amplitud, 
se obtiene el espectro de energía de Hilbert. 
Mediante la transformada Hilbert-Huang también se logra tener una re-
presentación de la señal en el plano tiempo-frecuencia. También se puede obte-
ner, de una mejor y más eﬁciente manera, la identiﬁcación y caracterización de 
los parámetros en los sistemas eléctricos de potencia. 
2.5 Conclusiones 
En este capítulo se han descrito algunas de las herramientas más empleadas 
para la identiﬁcación y caracterización tanto de los parámetros modales como 
instantáneos que han tenido aplicación en los sistemas eléctricos de potencia.  
Se ha mostrado de una manera breve algunas de las ventajas y obser-
vaciones en cada uno de ellos ya que es importante tener un panorama claro 
al momento de realizar la identiﬁcación de tales parámetros. También, se de-
be buscar obtener estos parámetros de una manera eﬁciente y conﬁable ya 
que la operación de un sistema puede estar sujeta al resultado de dicho análi-
sis. 
 
(2.63) 
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El método de Prony, así como los métodos auto regresivos han sido apli-
cados de manera amplia en el análisis de los sistemas de potencia. Sin embar-
go, los sistemas eléctricos de potencia son procesos altamente complejos y de 
respuesta no lineal, esto debido a los elementos que lo componen y a la dinámi-
ca de operación de los mismos. Estos aspectos causan que la aplicación de algu-
nas herramientas de análisis sea limitada. Lo mismo sucede con los métodos 
basados en la transformada de Fourier. La mayoría de estas herramientas son 
métodos lineales y suponen que los procesos a los que son aplicados son esta-
cionarios. En el caso de los sistemas de potencia como en muchos otros que tie-
nen comportamiento y características no lineales, es de suma importancia po-
der determinar eﬁcientemente sus parámetros a ﬁn de poder detectar las fuen-
tes de no linealidad y poder realizar ajustes en su operación. 
La transformada Wavelet, así como el análisis Ortogonal Empírico y la 
transformada Hilbert-Huang proveen información valiosa en cuanto al compor-
tamiento dinámico de un sistema y es posible mediante su aplicación detectar 
eﬁcientemente sus características no lineales. Una vez aplicadas estas herra-
mientas de análisis a un sistema es importante saber cómo efectuar una ade-
cuada interpretación de lo obtenido. En los sucesivos capítulos de este trabajo 
se profundiza en la aplicación de la transformada Hilbert-Huang al análisis de 
los sistemas eléctricos de potencia con el ﬁn de efectuar la determinación de sus 
parámetros modales e instantáneos. 
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Capítulo 3 
Características modales e instantáneas de un sistema 
En este capítulo se describe el procedimiento para analizar un sistema mediante las 
características instantáneas de su respuesta en el tiempo obtenidas por medio de la 
transformada de Hilbert. Se hace énfasis en la determinación del amortiguamiento y la 
frecuencia de oscilación mediante las características instantáneas y en el cálculo de los 
eigenvalores que describen los modos oscilatorios dominantes de un sistema. 
3.1 Introducción 
Los sistemas eléctricos de potencia son procesos dinámicos que poseen carac-
terísticas no lineales y no estacionarias. Es muy importante determinar las 
características que describen su comportamiento a ﬁn de efectuar la mejor 
aproximación a la situación real. Muchas de las herramientas de análisis que 
se usan tradicionalmente suponen que los procesos a los que son aplicados son 
lineales y estacionarios. Se deben tomar en cuenta ciertos criterios en la elec-
ción y aplicación de la herramienta de análisis a ﬁn de lograr de una manera 
eﬁciente la caracterización e identiﬁcación de los parámetros del sistema. 
En este capítulo se presentan algunos ejemplos de sistemas dinámicos 
oscilatorios y las características de su respuesta modal detallando aspectos que 
resultarán importantes en el análisis de los sistemas eléctricos de potencia. 
Además, se demuestra que los eigenvalores que caracterizan la respuesta osci-
latoria de un sistema pueden obtenerse por medio de analizar su señal en 
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términos de sus componentes de amplitud y frecuencia modulada. Se hace 
énfasis en la determinación del amortiguamiento y la frecuencia de oscilación 
de una señal mediante sus características instantáneas con el ﬁn de obtener los 
eigenvalores que describen los modos oscilatorios dominantes del sistema.  
También, se plantea el procedimiento para la obtención de los eigenvalo-
res a partir de señales compuestas por más de una componente oscilatoria. Se 
describe la aplicación de la transformada Hilbert-Huang, y mediante un ejem-
plo se expone el cómputo de las características instantáneas y los eigenvalores 
del sistema. Finalmente, se detalla lo relacionado con el cálculo del ángulo de 
fase y la importancia de su inclusión en el análisis. 
3.2 Características modales de un sistema dinámico 
Un sistema dinámico, como lo es el sistema eléctrico de potencia, puede ser 
descrito por un conjunto de 𝑛 ecuaciones diferenciales. Mediante esta repre-
sentación, es posible obtener los parámetros que caracterizan su respuesta 
dinámica. Básicamente, los eigenvalores de la matriz de estado proporcionan 
la respuesta oscilatoria del sistema dinámico linealizado [1]. Esto es, una vez 
conocidos los eigenvalores del sistema podemos conocer su comportamiento. A 
esta técnica se le conoce como eigen análisis, y es una técnica que ha sido uti-
lizada ampliamente en los sistemas eléctricos de potencia [2]. Sin embargo, 
esta técnica requiere de un conocimiento detallado del sistema, además, no es 
de muy fácil implementación por el alto requerimiento computacional que ello 
implica. 
Debido a que los eigenvalores de un sistema proveen una descripción 
adecuada de su respuesta oscilatoria, podemos depender de ellos para la esti-
mación de sus parámetros. Se sabe que, en el análisis de las oscilaciones elec-
tromecánicas de los sistemas eléctricos de potencia, existen dos parámetros que 
determinan el comportamiento del sistema, éstos son, el amortiguamiento y la 
frecuencia de oscilación [3]. Estos dos parámetros pueden ser identiﬁcados en 
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un sistema por medio de los eigenvalores, ya que la parte real de los eigenvalo-
res da el amortiguamiento y la parte imaginaria provee la frecuencia de su res-
puesta oscilatoria. También se puede efectuar la operación inversa. Es decir, a 
partir de una señal encontrar los eigenvalores por medio de su amortiguamien-
to y frecuencia de oscilación. Por tanto, si conocemos el amortiguamiento y fre-
cuencia de oscilación de una señal, entonces es posible encontrar los eigenvalo-
res que caracterizan el sistema del cual proviene la señal. 
3.2.1 Sistemas dinámicos oscilatorios y su respuesta modal 
A continuación se muestran algunos ejemplos de sistemas dinámicos oscilato-
rios y los detalles necesarios para identiﬁcar y determinar las características 
instantáneas y modales que describen su respuesta modal. 
3.2.1.1 Sistema masa-resorte 
Un ejemplo básico de un sistema dinámico oscilatorio está dado por un siste-
ma masa-resorte como se ve en la Figura 3.1.  
 
Figura 3.1. Sistema masa-resorte. 
Las ecuaciones que describen el sistema masa-resorte de la Figura 3.1 
están dadas por: 
𝑀1
𝑑2𝑥(𝑡)
𝑑𝑡2
+  𝑘1 + 𝑘2 𝑥(𝑡) − 𝑘2𝑦(𝑡) = 0                (3.1) 
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𝑀2
𝑑2𝑦(𝑡)
𝑑𝑡2
+ 𝑘2𝑦(𝑡) − 𝑘2𝑥(𝑡) = 0          (3.2) 
donde 𝑥(𝑡) y 𝑦(𝑡) son las variables que reﬂejan el desplazamiento de las masas 
𝑀1 y 𝑀2 mediante los resortes 𝑘1 y 𝑘2 respectivamente.  
Sustituyendo (3.1) en (3.2) y factorizando para hacer 𝑥 = 0, tenemos que: 
𝑦(𝑡) =
𝑀1
𝑘2
𝑑2𝑥(𝑡)
𝑑𝑡2
+
(𝑘1+𝑘2)
𝑘2
𝑥(𝑡)    (3.3) 
𝑀2
𝑑2(
𝑀1
𝑘2
𝑑2𝑥(𝑡)
𝑑𝑡2
+
(𝑘1+𝑘2)
𝑘2
𝑥(𝑡))
𝑑𝑡2
+ 𝑘2(
𝑀1
𝑘2
𝑑2𝑥 𝑡 
𝑑𝑡2
+
(𝑘1+𝑘2)
𝑘2
𝑥(𝑡)) − 𝑘2𝑥(𝑡) = 0 (3.4) 
podemos encontrar los eigenvalores mediante la ecuación característica: 
𝐷4𝑀1𝑀2
1
𝑘2
+ 𝐷2(𝑀1 + 𝑀2 + 𝑀2
𝑘1
𝑘2
) + 𝑘1 = 0   (3.5) 
siendo las raíces de (3.5) los eigenvalores del sistema: 
𝜆1,2 =
1
 2
 −
𝟏
𝑴𝟏𝑴𝟐
 𝑴𝟏𝒌𝟐 + 𝑴𝟐𝒌𝟏 + 𝑴𝟐𝒌𝟐
±  (𝑴𝟏
𝟐𝒌𝟐
𝟐 − 𝟐𝑴𝟏𝑴𝟐𝒌𝟏𝒌𝟐 + 𝟐𝑴𝟏𝑴𝟐𝒌𝟐
𝟐+𝑴𝟐
𝟐𝒌𝟏
𝟐 + 𝟐𝑴𝟐
𝟐𝒌𝟏𝒌𝟐 + 𝑴𝟐
𝟐𝒌𝟐
𝟐  
1 2 
 
(3.6) 
𝜆3,4 = −
1
 2
 −
𝟏
𝑴𝟏𝑴𝟐
 𝑴𝟏𝒌𝟐 + 𝑴𝟐𝒌𝟏 + 𝑴𝟐𝒌𝟐
±  (𝑴𝟏
𝟐𝒌𝟐
𝟐 − 𝟐𝑴𝟏𝑴𝟐𝒌𝟏𝒌𝟐 + 𝟐𝑴𝟏𝑴𝟐𝒌𝟐
𝟐+𝑴𝟐
𝟐𝒌𝟏
𝟐 + 𝟐𝑴𝟐
𝟐𝒌𝟏𝒌𝟐 + 𝑴𝟐
𝟐𝒌𝟐
𝟐  
1 2 
 
Éstos también se pueden encontrar haciendo 𝑥1 = 𝑥, 𝑥2 = 𝑥1 , 𝑥3 = 𝑦, y 
𝑥4 = 𝑥3  para cambiar las ecuaciones diferenciales de segundo orden (3.1) y (3.2) 
por un conjunto de cuatro ecuaciones diferenciales de primer orden, obteniendo 
así: 
37 
 
𝑥1 = 𝑥2                (3.7) 
𝑥2 = −
 𝑘1+𝑘2 
𝑀1
𝑥1 +
𝑘2
𝑀1
𝑥3    (3.8) 
𝑥3 = 𝑥4      (3.9) 
𝑥4 = −
𝑘2
𝑀2
𝑥3 +
𝑘2
𝑀2
𝑥1             (3.10) 
que conforman la matriz de espacio de estado: 
 
𝑥 1
𝑥 2
𝑥 3
𝑥 4
 =
 
 
 
 
 
0 1 0 0
−
 𝑘1+𝑘2 
𝑀1
0
𝑘2
𝑀1
0
0 0 0 1
𝑘2
𝑀2
0 −
𝑘2
𝑀2
0 
 
 
 
 
 
𝑥1
𝑥2
𝑥3
𝑥4
    (3.11) 
3.2.1.2 Circuito RLC 
Un ejemplo muy conocido de un sistema dinámico oscilatorio está dado por el 
circuito RLC de la Figura 3.2. 
 
 
Figura 3.2. Circuito RLC. 
El circuito RLC representa un sistema dinámico que puede ser descrito 
mediante una ecuación diferencial de segundo orden: 
38 
 
 
𝐿𝐶
𝑑2𝑉𝑜
𝑑𝑡2
+ 𝑅𝐶
𝑑𝑉𝑜
𝑑𝑡
+ 𝑉𝑜 = 𝑉𝑖  
representando mediante: 
𝜔𝑛 =
1
 𝐿𝐶
 
𝜁 =
𝑅
2
 
𝐶
𝐿
 
se puede escribir (3.12) de la forma estándar: 
𝑑2𝑉𝑜
𝑑𝑡2
+ (2𝜁𝜔𝑛)
𝑑𝑉𝑜
𝑑𝑡
+ 𝜔𝑛
2𝑉𝑜 = 𝜔𝑛
2𝑉𝑖  
donde 𝜔𝑛  y 𝜁 se reﬁeren a la frecuencia natural no amortiguada y a la razón de 
amortiguamiento respectivamente. 
Ahora bien, tomando 𝑥1 = 𝑉𝑜  y 𝑥2 =
𝑑𝑉𝑜
𝑑𝑡
, así como 𝑢 = 𝑉𝑖  y 𝑦 = 𝑉𝑜 = 𝑥1 po-
demos representar el sistema RLC de la Figura 3.2 en términos de variables de 
espacio de estado con dos ecuaciones diferenciales de primer orden en lugar de 
una de segundo orden a ﬁn de simpliﬁcar el análisis. 
𝑥1 = 𝑥2                        (3.16) 
𝑥2 = −𝜔𝑛
2𝑥1 − 2𝜁𝜔𝑛𝑥2 + 𝜔𝑛
2𝑢           (3.17) 
 
𝑥 1
𝑥 2
 =  
0 1
−𝜔𝑛
2 −2𝜁𝜔𝑛
  
𝑥1
𝑥2
 +  
0
𝜔𝑛
2 𝑢   (3.18) 
 
 
(3.12) 
 
(3.13) 
 
 
 (3.14) 
 
(3.15) 
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La ecuación característica del sistema está dada por: 
 
−𝜆 1
−𝜔𝑛
2 −2𝜁𝜔𝑛 − 𝜆
 = 0            (3.19) 
también, puede expresarse como: 
𝜆2 + 2𝜁𝜔𝑛𝜆 + 𝜔𝑛
2 = 0    (3.20) 
cuyas raíces nos proveen los eigenvalores del sistema: 
𝜆1,2 = −𝜁𝜔𝑛 ± 𝜔𝑛 𝜁2 − 1      (3.21) 
o bien: 
𝜆1,2 = 𝜎 ± 𝑗𝜔         (3.22) 
La frecuencia de oscilación en Hz está dada por: 
𝑓 =
𝜔
2𝜋
      (3.23) 
En la ecuación (3.21) se puede ver que la naturaleza de la respuesta del 
sistema depende casi absolutamente de la razón de amortiguamiento 𝜁. El va-
lor de 𝜔𝑛  básicamente provee el efecto para ajustar la escala de tiempo. 
Los eigenvalores complejos conjugados surgen cuando 𝜁 es menor que 1 y 
están dados por: 
𝜆1,2 = −𝜁𝜔𝑛 ± 𝑗𝜔𝑛 1 − 𝜁2    (3.24) 
En la ecuación (3.24), así como en (3.21) y (3.22) se puede notar que tanto 
el amortiguamiento como la frecuencia de oscilación son básicamente los dos 
parámetros que componen la respuesta oscilatoria del sistema. Por tanto, si se 
conocen estos dos parámetros en el análisis de la señal de un sistema, entonces 
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es posible determinar los eigenvalores que lo caracterizan. A continuación se 
describirá la manera de encontrar los eigenvalores de un sistema por medio del 
amortiguamiento y la frecuencia de oscilación de su señal de respuesta en el 
tiempo. Además, se mostrará que una señal puede ser caracterizada por medio 
de sus componentes de amplitud modulada (AM) y de frecuencia modulada 
(FM) al aprovechar las características instantáneas de una señal. 
3.3 Identiﬁcación de eigenvalores a partir de las compo-
nentes de frecuencia y amplitud modulada de una señal 
Las señales de algunas de las variables medidas en los sistemas eléctricos de 
potencia, tal como en algunos otros procesos dinámicos, pueden ser de la for-
ma: 
𝑥 𝑡 = 𝑒𝜎𝑡 sin 𝜔𝑡 + 𝜃     (3.25) 
y éstas pueden ser analizadas al considerar sus componentes de amplitud y 
frecuencia modulada. 
Las variables 𝜎 y 𝜔 en (3.25) se reﬁeren al amortiguamiento y a la fre-
cuencia de oscilación, respectivamente. Estos dos parámetros, como se ha men-
cionado anteriormente, son la parte real e imaginaria de los eigenvalores del 
sistema, y están dados por: 
𝜆1,2 = 𝜎 ± 𝑗𝜔                 (3.26) 
El término 𝑒𝜎𝑡  en (3.25) es la componente de amplitud modulada, AM, de 
la respuesta oscilatoria del sistema y está relacionado con la parte real de los 
eigenvalores del sistema representados en (3.26), mientras que el término 
sin 𝜔𝑡 + 𝜃  es la componente de frecuencia modulada, FM, y está relacionado 
con la parte imaginaria de (3.26). A partir de esto, podemos apreciar la res-
puesta oscilatoria de un sistema no solamente como una respuesta dada por los 
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eigenvalores del sistema, sino también como una señal que está compuesta por 
amplitud y frecuencia modulada. Además, podemos determinar que las compo-
nentes de AM y FM guardan una estrecha relación con los eigenvalores del sis-
tema. 
El problema ahora radica en utilizar un método adecuado para separar 
las componentes AM y FM de una señal a ﬁn de encontrar los eigenvalores que 
caracterizan el sistema. Cabe señalar también que una señal oscilatoria, 
además de ser vista como una señal compuesta por frecuencia y amplitud mo-
dulada, a su vez puede estar compuesta por distintas componentes modales. De 
manera que es necesario recurrir primeramente a un método de separación de 
estas componentes modales, y después a otro método para la separación de ca-
da una de esas en sus respectivas componentes de amplitud y frecuencia modu-
lada. Una vez obtenida la separación de una señal en todas sus componentes se 
procede a calcular sus características instantáneas, y de ahí, los eigenvalores 
del sistema. La Tabla 3.2 muestra el proceso para la obtención de los eigenvalo-
res. 
Tabla 3.1. Proceso de descomposición y separación de componentes de una señal. 
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3.4 Obtención de las características instantáneas y los ei-
genvalores mediante la transformada Hilbert-Huang 
La transformada Hilbert-Huang es una herramienta adaptable que ha sido 
ampliamente utilizada en la obtención de las características instantáneas de 
una señal [3]. Esta herramienta ha sido aplicada de una manera amplia en el 
análisis y caracterización de los sistemas eléctricos de potencia [4], así como 
en otras áreas de la ciencia como geofísica y biología [5]. 
La transformada Hilbert-Huang se emplea básicamente en dos pasos. En 
primer lugar, se ejecuta la descomposición modal empírica para poder separar 
las distintas componentes modales de una señal oscilatoria compuesta. Una vez 
efectuada la separación de las componentes de la señal en análisis se aplica la 
transformada de Hilbert a cada una de las componentes oscilatorias obtenidas 
para determinar sus características instantáneas, tales como el amortigua-
miento y la frecuencia de oscilación, a ﬁn de que sean datos que se utilicen para 
calcular los eigenvalores que describen el comportamiento del sistema. 
3.4.1 Descomposición modal empírica  
El método de descomposición modal empírica (EMD) dentro de la transforma-
da Hilbert-Huang es utilizado para efectuar la separación de una señal com-
pleja en sus componentes modales, las cuales son llamadas funciones modales 
intrínsecas (IMF‟s). Cada una de estas componentes cumple con ciertos requi-
sitos que le dan la propiedad de ser una función que contiene básicamente 
una componente frecuencial. 
Las componentes extraídas a partir de la señal que se está analizando 
son ortogonales entre sí, y proveen valiosa información en cuanto a la inter-
pretación física del comportamiento del sistema [6]. La señal original se pue-
de recuperar al sumar cada una de las componentes. Aunque cada IMF no co-
rresponda exactamente con cada uno de los modos oscilatorios del sistema 
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eléctrico de potencia, sí podemos depender de ellos para detectar los modos 
más predominantes, ya que éstos son los que afectarán directamente la ope-
ración del sistema.  
En resumen, podemos decir que al analizar una señal compleja de un 
sistema eléctrico de potencia, ya sea por medición o simulación, y separarlo en 
sus funciones modales intrínsecas, podemos determinar de una manera facti-
ble sus modos de oscilación predominantes. Esto nos proporciona una manera 
de conocer el comportamiento del sistema y ayudarnos en la detección de 
fuentes de inestabilidad del mismo a ﬁn de poder realizar algunas acciones 
alarma y/o control pertinentes según la planeación y operación del sistema. 
Las funciones modales intrínsecas se obtienen de una manera empírica 
por medio de un proceso iterativo al trabajar sobre los mismos datos de la señal 
que se está analizando de la siguiente manera:  
(1) comienza con la señal original 𝑥(𝑡) haciendo 𝑕1 𝑡 = 𝑥(𝑡)  y 𝑟1 = 𝑥 𝑡 ,  
(2) usa los máximos y mínimos de 𝑕𝑖 𝑡  para formar sus envolventes su-
perior 𝑒𝑖
𝑚𝑎𝑥  𝑡  e inferior 𝑒𝑖
𝑚𝑖𝑛  𝑡  mediante una interpolación cúbica,  
(3) se obtiene el promedio 𝑚𝑖 𝑡  de las envolventes superior e inferior 
mediante 𝑚𝑖 𝑡 = (𝑒𝑖
𝑚𝑎𝑥  𝑡 + 𝑒𝑖
𝑚𝑖𝑛 (𝑡))/2 y se resta de 𝑕𝑖 𝑡  para determinar la 
nueva función mediante 𝑕𝑖+1 𝑡 = 𝑕𝑖 𝑡 − 𝑚𝑖 𝑡 .  
Se repite el proceso en forma iterativa hasta que se cumplan las siguien-
tes condiciones:  
(a) los máximos y los mínimos de la función deben ser iguales en número 
o diferir al menos en uno, y  
(b) que en cualquier punto el valor promedio de la envolvente deﬁnida 
por los máximos y mínimos sea cero. Esto asegura que se haya efectuado una 
separación adecuada de las componentes de la señal y que éstas posean carac-
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terísticas signiﬁcativas de una señal oscilatoria.  
Las IMF‟s se obtienen mediante 𝑐𝑗  𝑡 = 𝑕𝑛 𝑡 . Se resta cada IMF obteni-
da a la señal original mediante 𝑟𝑗+1 = 𝑟𝑗 − 𝑐𝑗  𝑡  y se continua con el proceso en 
el paso (2) haciendo 𝑕1 = 𝑟𝑗+1 hasta obtener todas las IMF‟s que cumplen con las 
condiciones mencionadas.  
La suma de las IMF obtenidas resulta en la señal original 𝑥(𝑡) mediante: 
𝑥 𝑡 =  𝑐𝑗  𝑡 + 𝑟𝑛(𝑡)
𝑛
𝑗 =1
 
𝑟𝑛(𝑡) se reﬁere al residuo de la descomposición, que es básicamente la compo-
nente que posee la tendencia de la señal y que no es oscilatoria. Una vez obte-
nidas las IMF‟s de la señal se puede aplicar la transformada de Hilbert a cada 
una de ellas, esto se conoce como transformada Hilbert-Huang, a ﬁn de extraer 
sus características instantáneas y determinar los eigenvalores que describen el 
sistema. 
3.4.2 Transformada de Hilbert 
La transformada de Hilbert hace uso del concepto de señal analítica propues-
to por D. Gabor en 1946 [7], con el propósito de obtener una relación adecuada 
entre la fase de una señal y su frecuencia instantánea [8]. Para una señal que 
no tenga un período deﬁnido y que además posea características no lineales y 
no estacionarias, su frecuencia sería difícil de calcular haciendo uso de su 
deﬁnición tradicional como el inverso del período en el tiempo. Este es el caso 
de los sistemas eléctricos de potencia, donde no necesariamente se tienen se-
ñales periódicas y estacionarias. Particularmente se puede notar esto al tra-
tar de analizar las características de las oscilaciones electromecánicas de los 
sistemas eléctricos de potencia. 
Debido a que la frecuencia también es equivalente a la velocidad angu-
(3.27) 
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lar, se puede deﬁnir ésta como la rapidez en el tiempo con que cambia la fase de 
la señal, esto es, la derivada de la fase de la señal. Obtener la frecuencia de una 
señal de esta manera signiﬁca que la frecuencia obtenida es única en cualquier 
instante de tiempo, por eso el nombre de frecuencia instantánea. Además, la 
frecuencia instantánea de una señal puede ser calculada solamente si se conoce 
su fase instantánea. Estas dos variables, así como la magnitud instantánea 
pueden ser obtenidas por medio de la señal analítica, la cual no es más que una 
expresión matemática de la señal que se está analizando mas su parte imagi-
naria complementaria o componente en cuadratura deﬁnida por la transforma-
da de Hilbert. 
Para una señal 𝑥(𝑡), su señal analítica está dada por: 
𝑧(𝑡) = 𝑥 𝑡 + 𝑗𝑥𝐻(𝑡)                   (3.28) 
donde 
𝑥𝐻 𝑡 =
1
𝜋
𝑃  
𝑥(𝑠)
𝑡 − 𝑠
+∞
−∞
𝑑𝑠 
𝑃 se reﬁere al valor principal de la integral en el sentido de Cauchy.  
La ecuación (3.28) puede ser escrita también en su forma exponencial 
mediante: 
𝑧 𝑡 = 𝐴(𝑡)𝑒𝑗𝜑 (𝑡)        (3.30) 
donde la magnitud 𝐴 𝑡 , la fase 𝜑 𝑡 , y la frecuencia instantánea 𝜔 𝑡 , respecti-
vamente están deﬁnidas por: 
𝐴 𝑡 =  𝑥(𝑡)2 + 𝑥𝐻(𝑡)2           (3.31) 
𝜑 𝑡 = 𝑎𝑟𝑐𝑡𝑎𝑛
𝑥𝐻(𝑡)
𝑥(𝑡)
       
 
(3.29) 
 (3.32) 
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𝜔 𝑡 = 𝜑 =
𝑑 
𝑑𝑡
𝑎𝑟𝑐𝑡𝑎𝑛
𝑥𝐻(𝑡)
𝑥(𝑡)
 
El amortiguamiento instantáneo puede ser determinado por medio de la 
magnitud instantánea de la señal analítica. Esto es posible debido a que, la 
amplitud instantánea 𝐴 𝑡  en (3.30) obtenida mediante (3.31), corresponde con 
la componente de amplitud modulada 𝑒𝜎𝑡  de la ecuación (3.25). Además, se 
asume que el método de descomposición modal empírica (EMD) arroja como 
resultado IMF‟s de una sola componente frecuencial que pueden ser separadas 
factiblemente en sus componentes de AM y FM. Entonces, la componente de 
amplitud modulada sería prácticamente una función exponencial. De tal mane-
ra que, si 𝐴 𝑡 = 𝑒𝜎𝑡 , entonces el amortiguamiento instantáneo puede ser de-
terminado eﬁcientemente al obtener la pendiente de la amplitud instantánea 
mediante: 
𝜎 𝑡 =
𝑑 log A t  
𝑑𝑡
=
𝐴  𝑡 
𝐴 𝑡 
 
La razón de amortiguamiento está dada por: 
𝜁 =
−𝜎
 𝜎2 + 𝜔2
 
La determinación de las características de un sistema dinámico no es 
una tarea sencilla. Contar con una herramienta de análisis conﬁable es de vital 
importancia. La transformada Hilbert-Huang tiene diferentes ventajas sobre 
otros métodos de análisis convencionales como el método de Prony y los basa-
dos en la transformada de Fourier que suponen que los procesos a los que son 
aplicados son lineales y/o estacionarios. Se recomienda que estás herramientas 
de análisis sean usadas de manera complementaria [9]. 
 
(3.34) 
 
(3.35) 
 
(3.33) 
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Algunas limitantes, y la manera de solucionar los problemas relaciona-
dos al tratar de aplicar adecuadamente de la transformada Hilbert-Huang son: 
 Debido a que el método de descomposición modal empírica no se-
para del todo componentes frecuenciales consecutivas que estén 
un octavo de diferencia, se puede emplear la técnica o algoritmo de 
enmascarar (masking technique), donde primero se revisa el con-
tenido frecuencial de la señal y luego se procede a encontrar las 
IMF‟s por medio de un EMD mejorado y reﬁnado [10] y [11]. 
 El proceso de descomposición de las componentes puede producir 
IMF‟s que contengan variaciones de frecuencia en el tiempo. Esto 
se puede resolver por medio de analizar el cambio de la frecuencia 
instantánea en el tiempo de cada IMF y hacer una separación de 
la misma para la obtención de sus características instantáneas. 
 El método de descomposición empírica puede producir más IMF‟s 
que los modos oscilatorios dominantes de un sistema. Estas se 
pueden descartar si acaso son de muy baja amplitud en relación 
con las demás IMF‟s obtenidas. Esto es factible ya que sus carac-
terísticas instantáneas no tienen tanto signiﬁcado físico en el sis-
tema en comparación con las demás, sino que se reconoce que pue-
de ser causado por el mismo algoritmo de descomposición [3]. 
Finalmente, considerando lo mencionado anteriormente y siguiendo las 
recomendaciones para implementar adecuadamente la transformada Hilbert-
Huang, podemos determinar los eigenvalores numéricamente como el valor 
promedio de las funciones 𝜎(𝑡) y 𝜔(𝑡) en (3.33) y (3.34). 
3.4.3 Obtención de eigenvalores mediante las características instantáneas 
A continuación se presenta un ejemplo para la obtención de los eigenvalores 
de un sistema de estudio de sexto orden. En la Tabla 3.3 se muestran los 
48 
 
parámetros del sistema, mientras que en la Figura 3.3 se muestra su respues-
ta oscilatoria en el tiempo. 
Tabla 3.2. Características del sistema lineal invariante en el tiempo de sexto orden. 
 
 
Figura 3.3. Respuesta oscilatoria del sistema de sexto orden. 
En la Figura 3.4 se puede observar el primer paso del procedimiento de 
descomposición modal empírica (EMD). 
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Figura 3.4. Proceso EMD de la señal del sistema de sexto orden. 
Las gráﬁcas en las Figuras 3.5, 3.6 y 3.7 muestran las IMF‟s y sus carac-
terísticas instantáneas obtenidas por medio de la aplicación de la transformada 
Hilbert-Huang a la señal de la respuesta en el tiempo del sistema de sexto or-
den. En cada gráﬁca se muestra en la primera ﬁla la IMF obtenida por medio 
de la descomposición modal empírica, mientras que la segunda y tercera ﬁla 
muestran la frecuencia y el amortiguamiento instantáneos obtenidos mediante 
aplicar la transformada de Hilbert a cada IMF. 
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Figura 3.5. Primera IMF y sus características instantáneas obtenidas mediante la transfor-
mada Hilbert-Huang para el sistema de sexto orden. 
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Figura 3.6. Segunda IMF y sus características instantáneas obtenidas mediante la transfor-
mada Hilbert-Huang para el sistema de sexto orden. 
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Figura 3.7. Tercera IMF y sus características instantáneas obtenidas mediante la transfor-
mada Hilbert-Huang para el sistema de sexto orden. 
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La Tabla 3.4 muestra una comparación de lo obtenido con la transforma-
da Hilbert-Huang (HHT) y el método de Prony. 
Tabla 3.3. Comparación de parámetros obtenidos mediante la aplicación de la transformada 
Hilbert-Huang y el método de Prony a la respuesta del sistema de sexto orden. 
 
Los resultados obtenidos por medio de la transformada Hilbert-Huang 
muestran ser muy consistentes con aquellos obtenidos mediante el método de 
Prony. El método de Prony es un método paramétrico ampliamente reconocido 
en el análisis de los sistemas eléctricos de potencia y en otras áreas de la cien-
cia. Las ventajas de utilizar el método de Prony pueden resumirse básicamente 
en que por medio de este método de análisis es posible obtener de manera 
conﬁable los valores cuantitativos de las variables que describen las oscilacio-
nes modales del sistema dinámico. En cambio, la información que se obtiene 
mediante el análisis de la transformada de Hilbert ha sido manejada tradicio-
nalmente en valores instantáneos no cuantitativos. Sin embargo, podemos ver 
que al manejar el valor promedio de la función en el tiempo tanto de la frecuen-
cia como del amortiguamiento instantáneo calculado mediante la transformada 
de Hilbert podemos llegar a una muy buena aproximación del valor real. De tal 
manera que, corroborando con los resultados del método de Prony se puede 
concluir que es posible lograr una buena caracterización del sistema mediante 
el método HHT en términos del valor promedio de las funciones instantáneas 
en el tiempo. El problema ahora radica en lograr minimizar cualquier error y 
distorsión en el cálculo de los valores instantáneos mediante HHT. En los si-
guientes capítulos se explica más acerca del uso de esta herramienta. 
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3.5 Cálculo del ángulo de fase 
Los parámetros de una señal oscilatoria están continuamente cambiando en 
el tiempo. Es necesario tomar en cuenta los diferentes factores que pueden 
inﬂuenciar en su operación, así como también sus condiciones iníciales.  
El ángulo de desfasamiento 𝜃 es un factor que puede causar errores en la 
estimación de los parámetros de la señal de respuesta de un sistema si no se 
toma en cuenta al realizar el análisis. Esto puede advertirse al observar (3.25). 
Generalmente la frecuencia instantánea de una señal es calculada como 
la derivada de la fase por medio de: 
𝜔(𝑡) = 𝜑 (𝑡)     (3.36) 
Sin embargo, se debe notar que al realizar esta operación no se está to-
mando en cuenta el valor actual del ángulo de desfasamiento 𝜃. Es importante 
conocer este valor, especialmente cuando se desea reconstruir la señal a partir 
de los parámetros calculados. 
Mediante la condición (𝜔𝑡 + 𝜃) de la ecuación (3.25) y al considerar la 
(3.36) se puede recuperar el ángulo de desfasamiento al restar la integral de la 
frecuencia de oscilación al ángulo de fase 𝜑 de la señal como sigue: 
𝜃 = 𝜑 𝑡 −  𝜔𝑡 𝑡 𝑑𝑡          (3.37) 
Tomar en cuenta el cálculo de esta variable, por muy mínimo que sea su 
valor repercutirá en una mejor aproximación de la  señal analizada, y por tanto 
en la obtención de un mejor resultado en la caracterización de los parámetros 
que describen el sistema dinámico. 
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3.6 Conclusiones 
En este capítulo se presentó lo relacionado con el análisis de sistemas dinámi-
cos oscilatorios y el cálculo de sus características instantáneas. Esto es impor-
tante para efectuar un análisis que sea conﬁable y capaz de extraer carac-
terísticas inherentes al sistema que afectan directamente la operación del 
mismo.  
El análisis de la respuesta oscilatoria de sistemas dinámicos por medio 
de la transformada de Hilbert-Huang ha sido algo que ha atraído a muchos 
investigadores de distintas áreas [9]-[11]. Por medio de esta herramienta de 
análisis podemos caracterizar el sistema de una manera eﬁciente por medio 
de analizar su respuesta en el tiempo. Este método tiene por ventaja que pue-
de ser aplicado de una manera directa sin necesidad de un procesamiento 
previo de los datos que se desean analizar ya que se trata de una herramienta 
de análisis adaptiva. 
El hecho de tener una herramienta de análisis que sea adaptiva tiene 
muchas ventajas debido a que puede ser aplicada a la respuesta de cualquier 
sistema o proceso. Además, el método de descomposición de una señal en sus 
funciones modales ayuda a obtener en una manera intrínseca el comportamien-
to dinámico del sistema [4]. 
El proceso para la obtención de las componentes modales de un sistema 
es sumamente importante. Sin embargo, sin la aplicación de una técnica ade-
cuada para la extracción de las características instantáneas el método de des-
composición sería de poco provecho. Aquí es donde tiene cabida la transformada 
de Hilbert. Por medio de la transformada de Hilbert se pueden extraer los 
parámetros que caracterizan un sistema. De aquí el tratar de descomponer una 
señal en sus componentes modales, y luego separar cada una de esas compo-
nentes en su amplitud y frecuencia modulada. 
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 Capítulo 4 
Cálculo de características instantáneas mediante el 
método de cuadratura 
En el presente capítulo se describe el método de cuadratura y su aplicación para resolver 
algunas limitantes de la transformada de Hilbert. Se demuestra que mediante el método 
de cuadratura se pueden separar eﬁcientemente las componentes de amplitud y frecuen-
cia modulada de una señal, haciendo posible obtener una verdadera señal analítica. 
Además, se demuestra que mediante este nuevo método se pueden obtener las caracterís-
ticas instantáneas eﬁcientemente de una manera más directa y exacta. 
4.1 Introducción 
La determinación de los parámetros que caracterizan un sistema dinámico no 
es una tarea sencilla de realizar. Es necesario contar con herramientas de 
análisis eﬁcientes. Muchas de las herramientas y métodos de análisis tradi-
cionales asumen que los procesos a los que son aplicados son lineales y esta-
cionarios. Sin embargo, se debe de reconocer que en la mayoría de los siste-
mas reales, y aun en sistemas simulados, la situación no es tal. En estos ca-
sos, la aplicación de las herramientas de análisis tradicionales puede llevar a 
resultados que carezcan de información, o simplemente proveer información 
limitada acerca de la dinámica y características de operación del sistema. 
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La transformada de Hilbert se utiliza para extraer las características 
instantáneas de las funciones modales intrínsecas (IMF‟s) obtenidas mediante 
el método de descomposición modal empírica (EMD). Existen básicamente dos 
limitantes en cuanto a la aplicación de la transformada de Hilbert [1] que pue-
den afectar en la adecuada extracción de las características instantáneas. En 
primer lugar, lo estipulado en el teorema de Bedrosian [2] acerca de una sepa-
ración pura de las componentes de amplitud modulada (AM) y frecuencia mo-
dulada (FM). En segundo lugar, lo estipulado por el teorema de Nuttal [3] acer-
ca de la ﬁdelidad de la función de la fase de una señal. 
El método de cuadratura es un método sencillo y de aplicación directa. 
Este método supera las limitaciones de la transformada de Hilbert debido a que 
no usa ninguna técnica de integración o transformación. Mediante este método 
se obtiene la verdadera componente de cuadratura que produce una función de 
fase perfecta de círculo unitario. El método de cuadratura es usado para obte-
ner no solamente una aproximación de las características instantáneas de una 
señal, sino para obtener de una manera exacta, en conjunto con el método de 
descomposición modal empírica, lo que corresponde exactamente con el sistema 
que se está analizando. 
4.2 Componente de cuadratura de una señal 
El método de cuadratura fue propuesto por Norden E. Huang con el ﬁn de ob-
tener características instantáneas precisas al efectuar una separación precisa 
de las componentes de AM y FM de una señal [1]. El método de cuadratura 
supera las limitaciones de la transformada de Hilbert establecidas por los teo-
remas de Bedrosian y Nuttal, los cuales son dos fundamentos teóricos ﬁrmes 
que deben ser cumplidos a ﬁn de lograr una eﬁciente identiﬁcación y caracte-
rización del sistema [4]-[5]. 
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4.2.1 Teorema de Bedrosian 
Bedrosian establece que una condición necesaria a ﬁn de obtener una fre-
cuencia instantánea signiﬁcativa por medio de la señal analítica es deﬁnir 
una restricción para una separación pura de las componentes de AM y FM por 
medio de la transformada de Hilbert [2]. Para una señal 𝑥(𝑡) de la forma: 
𝑥 𝑡 = 𝐴 𝑡 cos 𝜑(𝑡)       (4.1) 
su transformada de Hilbert 𝑥𝐻 𝑡  está dada por: 
𝑥𝐻 𝑡 = ℋ 𝐴 𝑡 cos 𝜑(𝑡) = 𝐴 𝑡 ℋ cos 𝜑(𝑡)              (4.2) 
y la expresión de la señal analítica por: 
𝑧(𝑡) = 𝑥 𝑡 + 𝑗𝑥𝐻(𝑡)                 (4.3) 
La condición (4.2) es cumplida únicamente cuando las componentes de 
AM y FM de 𝑥 𝑡 , es decir, 𝐴 𝑡  y cos 𝜑(𝑡), son separadas apropiadamente. De 
otra manera, es posible que las variaciones de la componente de AM contami-
nen la componente de FM y no sea satisfecho el teorema de Bedrosian. Esto 
causará que aunque la parte real de la señal analítica de (4.3) sea idéntica a la 
señal que se está analizando, la parte imaginaría no corresponda totalmente a 
su componente en cuadratura debido a que la función de la fase de la señal ha 
sido contaminada por las modulaciones en amplitud. 
Teorema 1 (Teorema de Bedrosian). Sean 𝑥 𝑡  y 𝑦 𝑡  señales generales 
complejas de energía ﬁnita de la variable real 𝑡, sus transformadas de Fourier 
están dadas por 𝑋 𝑓 = ℱ 𝑥 𝑡   y 𝑌 𝑓 = ℱ 𝑦 𝑡  . Si 
i) 𝑋 𝑓 = 0 para  𝑓 > 𝑎, y 𝑌 𝑓 = 0 para  𝑓 < 𝑏, donde 𝑏 ≥ 𝑎 ≥ 0 
o 
ii) 𝑋 𝑓 = 0 para  𝑓 > −𝑎, y 𝑌 𝑓 = 0 para  𝑓 < 𝑏, donde 𝑏 ≥ 𝑎 ≥ 0 
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entonces, tenemos que: 
ℋ 𝑥 𝑡 𝑦(𝑡) = 𝑥 𝑡 ∙ ℋ 𝑦(𝑡)                    (4.4) 
Se puede discutir que: 
a) Las condiciones i) y ii) son necesarias y suﬁcientes. 
b) La condición i) tiene un signiﬁcado práctico muy importante debido a que 
se aplica cuando 𝑥(𝑡) y 𝑦(𝑡) son funciones reales. En este caso, los espec-
tros de 𝑋 𝑓  y 𝑌 𝑓  deben estar separados como en la Figura 4.1 a. 
c) La condición ii) se aplica cuando 𝑥 𝑡  y 𝑦(𝑡) son complejas. En este caso 
ambos espectros, tanto de 𝑋 𝑓  como de 𝑌 𝑓  deben estar del lado dere-
cho y no es necesario que estén separados (ver Figura 4.1 b). 
d) Un caso especial de la condición ii) es cuando 𝑎 = 𝑏 = 0. En este caso, 
ambas señales 𝑥(𝑡) y 𝑦(𝑡) son señales analíticas, así que (4.4) se puede 
expandir de la forma: 
ℋ 𝑥 𝑡 𝑦 𝑡  = 𝑥 𝑡 ∙ ℋ 𝑦 𝑡  = 𝑦 𝑡 ∙ ℋ 𝑥 𝑡         (4.5) 
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Figura 4.1. Regiones de integración del teorema de Bedrosian:  
            a) funciones reales y b) funciones complejas. 
4.2.2 Teorema de Nuttal 
Nuttal debatió en cuanto a la ﬁdelidad de la función de la fase de una señal [3]. 
Es decir, por medio de aplicar la transformada de Hilbert a una señal, la fun-
ción de la fase debe ser preservada de tal manera que: 
ℋ cos 𝜑(𝑡) = sin 𝜑(𝑡)      (4.6) 
La ecuación (4.6) establece prácticamente la condición de que la señal y 
su componente de cuadratura deben estar perfectamente desfasadas 90º una de 
la otra. Esto también muestra la problemática existente de que la parte imagi-
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naria de la señal analítica corresponda con la verdadera componente de cua-
dratura de la señal que se está analizando. 
Nuttal, también deﬁnió el error basado en la diferencia de lo obtenido 
por la transformada de Hilbert con la verdadera componente de cuadratura. El 
propósito de Nuttal era proveer una medición cuantitativa que ayudara a re-
solver la controversia del asunto. Sin embargo, este error está limitado debido a 
que es expresado en términos del espectro de Fourier, y además, involucra el 
hecho de conocer la verdadera componente de cuadratura.  
Para una señal 𝑥 𝑡  de la forma: 
𝑥 𝑡 = 𝑟 𝑡 cos 2𝜋𝑓0𝑡 + 𝜙(𝑡)                 (4.7) 
Su componente en cuadratura 𝑥 (𝑡) está dada por: 
𝑥 (𝑡) = 𝑟 𝑡 sin 2𝜋𝑓0𝑡 + 𝜙(𝑡)                 (4.8) 
La medida cuantitativa deﬁnida por el teorema de Nuttal está en función 
de la diferencia de la energía por medio de 
𝐸 =   𝑥𝐻 𝑡 − 𝑥 (𝑡) 
2𝑑𝑡
∞
−∞
=   𝑆𝑥𝐻  𝑓 − 𝑆𝑥 (𝑓) 
2
𝑑𝑓
∞
−∞
 
donde 𝑆𝑥𝐻  𝑓  es el espectro de 𝑥𝐻 𝑡  y 𝑆𝑥 (𝑓) es el espectro de 𝑥 (𝑡). 
4.2.3 Método de cuadratura 
El método de cuadratura sobrepasa las limitantes de la transformada de Hil-
bert establecidas por los dos teoremas ya mencionados. Este método es un 
método iterativo basado en un esquema de normalización de las IMF‟s obte-
nidas a partir del método de descomposición modal empírica (EMD). Median-
te el método de cuadratura las IMF‟s son separadas en sus componentes de 
amplitud y frecuencia modulada de manera precisa con el ﬁn de obtener una 
 
(4.9) 
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componente de cuadratura perfectamente desfasada 90º. Mediante este méto-
do se consigue que las características instantáneas sean más exactas que las 
obtenidas mediante la transformada de Hilbert. 
El proceso de normalización en el método de cuadratura provee la mane-
ra de calcular en forma directa la verdadera componente de cuadratura de una 
señal mediante su componente de FM de amplitud unitaria. Además, la com-
ponente de AM obtenida no posee variaciones que contaminen de manera algu-
na la componente de FM, sino que es más suave que la envolvente obtenida 
mediante la magnitud o el módulo de la señal analítica. Esto hace que los dos 
teoremas mencionados anteriormente sean satisfechos debido a que no existen 
discrepancias entre la señal y su componente en cuadratura como sucede con la 
señal analítica obtenida mediante la transformada de Hilbert, sino que están 
perfectamente desfasadas 90º una de la otra. 
La componente en cuadratura 𝑥𝑞(𝑡) de una señal 𝑥(𝑡) obtenida mediante 
el método de cuadratura cumple básicamente con la condición: 
𝑥2(𝑡) + 𝑥𝑞
2(𝑡) = 1                  (4.10) 
donde el error está dado por la diferencia con la unidad. 
4.2.4 Algoritmo del método de cuadratura 
En seguida, se describen los detalles del algoritmo para obtener la componen-
te en cuadratura de una señal: 
Sea 𝑥(𝑡) una señal que represente los datos de una IMF obtenida me-
diante el método de descomposición modal empírica (EMD): 
 Primero, identiﬁcar los máximos locales de 𝑥(𝑡) a partir de su va-
lor absoluto.  
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 Luego, formar una envolvente al conectar esos puntos máximos 
mediante una curva de interpolación cúbica. A esta primera fun-
ción obtenida se le llama envolvente empírica de los datos 𝑒1(𝑡). 
 Usar la envolvente empírica obtenida para normalizar los datos 
mediante 𝑦1 𝑡 =
𝑥(𝑡)
𝑒1(𝑡)
. 
 En seguida, repite el proceso de normalización por medio de obte-
ner la envolvente 𝑒2(𝑡) a partir de 𝑦1(𝑡), e itera con 𝑦2 𝑡 =
𝑦1(𝑡)
𝑒2(𝑡)
 
hasta 𝑦𝑛 𝑡 =
𝑦𝑛−1(𝑡)
𝑒𝑛 (𝑡)
. 
 La normalización será completada después de 𝑛 iteraciones hasta 
que todos los valores de 𝑦𝑛 𝑡  sean igual o menor que uno. 
 Deﬁnir 𝑦𝑛 𝑡  como la componente de frecuencia modulada 𝐹 𝑡  
mediante 𝑦𝑛 𝑡 = cos 𝜑 𝑡 = 𝐹(𝑡). 
 Deﬁnir la componente de amplitud modulada mediante 𝐴 𝑡 =
𝑥(𝑡)
𝐹(𝑡)
 
de tal manera que 𝑥 𝑡 = 𝐴 𝑡 ∗ 𝐹 𝑡 = 𝐴 𝑡 cos 𝜑 𝑡 . 
 Obtener la fase al usar 𝐹 𝑡  y su componente de cuadratura 
𝐹𝑞 𝑡 = sin 𝜑 𝑡 =  1 − 𝐹2(𝑡) mediante 𝜑(𝑡) = arctan
𝐹(𝑡)
 1−𝐹2(𝑡)
. 
4.2.5 Comparación de las características instantáneas obtenidas mediante el 
método de cuadratura con las obtenidas mediante la señal analítica 
La Figura 4.2 muestra una IMF típica, 𝑥 𝑡 = 𝑒−𝜎𝑡 sin 𝜔𝑡, donde 𝜎 = −0.1 1/s, 
y 𝜔 = 1.6965 rad/s. En la gráfica se visualiza también su componente de cua-
dratura obtenida tanto por la transformada de Hilbert como por el método de 
cuadratura. 
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Las diferencias encontradas entre lo obtenido por medio de la transfor-
mada de Hilbert y el método empírico de cuadratura son principalmente por el 
hecho de que la componente de cuadratura debe cumplir con la condición de 
estar perfectamente desfasada 90º de la señal que se está analizando. La señal 
analítica obtenida mediante la transformada de Hilbert no cumple de una ma-
nera exacta con esta condición. Esta es la principal razón por la que el método 
de cuadratura prevalece sobre la transformada de Hilbert, ya que la componen-
te de cuadratura obtenida por medio de este método empírico sí cumple apro-
piadamente con dicha condición.  
 
Figura 4.2. IMF típica y su componente de cuadratura. 
Las diferencias encontradas entre los resultados de ambos métodos pue-
den variar dependiendo de la señal que se esté analizando [1]. Estas diferencias 
pueden ser más notorias al visualizar la gráﬁca de la fase y la frecuencia ins-
tantánea de la señal. El método de cuadratura, por ser un método empírico que 
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está basado en los mismos datos de la señal que está analizando provee una 
información más relevante. Además, debido que su formulación no está basada 
en ninguna transformación o integración, sino en derivación, los resultados ob-
tenidos son extremadamente locales. 
En la Figura 4.3 se muestra la función de la fase de la señal con respecto 
al tiempo en su forma continua y también delimitada en el intervalo (−𝜋, 𝜋).  
 
Figura 4.3. Fase instantánea de una IMF típica. 
También, en la Figura 4.4 se muestra la frecuencia instantánea. Se pue-
de notar con claridad la limitación de la transformada de Hilbert en obtener 
una función de fase y una frecuencia instantánea bien deﬁnida y conﬁable. 
En la Figura 4.5 se muestra una IMF típica y las envolventes obtenidas 
por medio del método de cuadratura y por medio de la señal analítica. Se puede 
observar claramente las ligeras variaciones de la envolvente obtenida por me-
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dio de la señal analítica asociada con la transformada de Hilbert en contraste 
con la envolvente suave bien comportada del método de cuadratura. 
 
Figura 4.4. Frecuencia instantánea de una IMF típica. 
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Figura 4.5. IMF típica y su envolvente o componente de AM. 
Por medio de la Figura 4.6 también se puede observar claramente las di-
ferencias entre la componente de cuadratura obtenida por la transformada Hil-
bert 𝑥𝐻 𝑡  y la obtenida por el método empírico de cuadratura 𝑥𝑞 𝑡  al graﬁcar 
el plano de fase de 𝑥 𝑡 . 
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Figura 4.6. Plano de fase de una IMF típica. 
La divergencia existente entre 𝑥𝐻 𝑡  y la verdadera componente de cua-
dratura de la señal, por muy mínima que sea, es razón para tener resultados 
distintos en la obtención de las características instantáneas. 
Otro medio por el que podemos apreciar muy claramente las diferencias 
entre los resultados obtenidos mediante ambos métodos es la gráﬁca del plano 
de fase de la componente de frecuencia modulada (FM) mostrado en la Figura 
4.7. Esta gráﬁca debiera ser un círculo perfecto de radio unitario. Ya que 
𝐹 𝑡 = sin 𝜑 𝑡 , su componente de cuadratura debe ser 𝐹𝑞 𝑡 = cos 𝜑 𝑡 . Enton-
ces, se debe cumplir la condición de que 𝐹(𝑡)2 + 𝐹𝑞(𝑡)
2 = 1. Sin embargo, se 
puede notar en la ﬁgura que la componente de FM obtenida por medio de la 
transformada de Hilbert no cumple exactamente con esta condición. También, 
es notable que la componente obtenida mediante el método empírico de cuadra-
tura sea, básicamente, el círculo unitario. 
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Figura 4.7. Plano de fase de la componente de FM de una IMF típica. 
Los detalles mostrados son suﬁcientes para considerar que el método de 
cuadratura sea utilizado conjuntamente con el método de descomposición mo-
dal empírica para encontrar los parámetros del sistema de una manera precisa. 
4.3 Aplicación del método de cuadratura 
En esta sección se presenta el cálculo de las características instantáneas me-
diante la aplicación del método de cuadratura a la respuesta del sistema de 
sexto orden del ejemplo del capítulo anterior a ﬁn de comparar los resultados 
con aquellos obtenidos mediante la transformada de Hilbert. Se presenta 
también, una aproximación numérica mediante la técnica de mínimos cua-
drados. 
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4.3.1 Sistema de sexto orden 
En seguida se muestran las IMF‟s y las características instantáneas obteni-
das mediante el método de cuadratura y la transformada de Hilbert para el 
sistema de sexto orden del capítulo anterior, cuyos parámetros se muestran 
en la Tabla 4.1. En la Figura 4.8 se muestran las primeras tres IMF‟s obteni-
das a partir de la respuesta del sistema de sexto orden. Las Figuras 4.9 y 4.10 
muestran las gráﬁcas de la frecuencia y el amortiguamiento instantáneo para 
cada IMF. 
Tabla 4.1. Parámetros del sistema de sexto orden. 
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Figura 4.8. IMF‟s del sistema de sexto orden. 
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Figura 4.9. Frecuencia instantánea para cada IMF obtenidas mediante el método de cuadra-
tura y la transformada de Hilbert. 
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Figura 4.10. Amortiguamiento instantáneo obtenido para cada IMF mediante el método de 
cuadratura y la transformada de Hilbert. 
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4.3.2 Aproximación numérica de características instantáneas para cálculo 
de los eigenvalores 
A ﬁn de comparar numéricamente las características instantáneas obtenidas 
mediante el método de cuadratura con las obtenidas mediante la transforma-
da de Hilbert se recurre al método de mínimos cuadrados. 
Aunque los métodos basados en la transformada Hilbert-Huang poseen 
ventajas analíticas sobre otras herramientas, como la transformada de Fourier, 
presentan desventajas sobre estos al momento de sintetizar información sobre 
los eigenvalores a partir del análisis temporal de las señales. Sin embargo, a 
diferencia de tales técnicas, la transformada Hilbert-Huang permite considerar 
la modulación intra- e inter-onda sin cálculos adicionales [1], [6]. 
Por esto, se propone un modelo que representa la frecuencia, 𝜔(𝑡), y 
amortiguamiento, 𝜎(𝑡), instantáneos calculados con el método de cuadratura, 
cuyos parámetros permitan el cálculo directo de los eigenvalores del sistema, 
permitiendo incluir en estos la información proporcionada por el método de 
cuadratura sobre las modulaciones. Con base en la información de las carac-
terísticas de las señales de fecuencia y amortiguamiento instantáneos estima-
das a partir de oscilaciones de baja frecuencia en sistemas de potencia, se eligió 
la siguiente función modelo: 
𝜙 𝜃, 𝑡 = 𝐵 + 𝑀 cos Ω𝑡             (4.11) 
donde, 𝐵, 𝑀, Ω y 𝑡 son números reales; la ordenada 𝑡 indica el tiempo, mientras 
que 𝜃 =  𝐵, 𝑀, Ω 𝑇 es el vector de parámetros del modelo. Las diferencias entre 
las predicciones del modelo y las señales observadas, 𝑦 𝑡 , se combinan en la 
siguiente función objetivo: 
𝑓 𝜃, 𝑡 =
1
2
  𝑦 𝑡𝑗  − 𝜙(𝜃, 𝑡𝑗 ) 
2
𝑚
𝑗 =1
 
 
(4.12) 
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Dado que los residuos, 𝑟𝑗= 𝑦 𝑡𝑗  − 𝜙(𝜃, 𝑡𝑗 ), son funciones suaves de ℝ
3 a ℝ, 
y que 𝑚 ≥ 3, se puede elegir el minimizador 𝜃∗ del problema de mínimos cua-
drados como el mejor estimado de los parámetros [7]. Empleando 𝜙𝜔 (𝜃𝜔 , 𝑡) y 
𝜙𝜎 (𝜃𝜎 , 𝑡) es posible caracterizar numéricamente las señales de frecuencia y 
amortiguamiento isntantáneos respectivamente. El valor promedio, 𝑦 , de la 
señal medida, 𝑦 𝑡 , será entonces, 𝑦 = 𝐵 con una incertidumbre 𝜀 = ±𝑀. Las 
modulaciones intra- e inter-onda de la señal están representadas por los pará-
metros Ω y M. 
La Tabla 4.2 muestra los eigenvalores obtenidos mediante el método de 
cuadratura y la transformada de Hilbert. Se contemplo la función modelo (4.11) 
para efectuar la aproximación numérica del amortiguamiento y frecuencia de 
estos, empleando el método de mínimos cuadrados. 
Tabla 4.2. Parámetros del sistema de sexto orden obtenidos mediante el método de cuadratu-
ra y la transformada de Hilbert. 
 
 
 
78 
 
4.4 Método σEMD 
En esta sección se discuten las limitantes prácticas, tales como la duración, 𝑇, 
y el ancho  de banda, 𝐵, finitos de una señal que deben tomarse en cuenta al 
efectuar la estimación de su frecuencia instantánea. La duración efectiva, 𝑇𝑠, 
y el ancho de banda efectivo, 𝐵𝑠 , de una señal 𝑠(𝑡) con energía finita y media 
cero, se definen según Gabor, como [8]: 
𝑇𝑠
2 =
 𝑡2 𝑠(𝑡) 2𝑑𝑡
∞
−∞
 𝑠(𝑡) 2𝑑𝑡
 
𝐵𝑠
2 =
 𝑓2 𝑠(𝑓) 2𝑑𝑓
∞
−∞
 𝑠(𝑓) 2𝑑𝑓
 
donde 𝑠(𝑓) es el espectro de 𝑠(𝑡). 
Algunas deﬁniciones y propiedades que han probado ser de utilidad 
práctica al tratar de estimar la frecuencia instantánea de una señal real [4], se 
mencionan a continuación:  
Deﬁnición 1: Una señal asintótica 𝑠(𝑡) se conoce como señal monocompo-
nente (o invertible) si para esta señal, la frecuencia instantánea 𝑓𝑖(𝑡), represen-
ta de manera exacta la ley de modulación de frecuencia de la señal y además 
biyectiva, de tal manera que la función 𝑓𝑖
−1(𝑓) existe. 
Deﬁnición 2: Una señal asintótica 𝑠(𝑡) se conoce como señal multicompo-
nente si existe un número ﬁnito 𝑁 de señales monocomponentes 𝑠𝑖(𝑡), 𝑖 = 1, 𝑁 
de tal manera que la relación 𝑠 𝑡 =  𝑆𝑖
𝑁
𝑖=1 (𝑡) se cumple para los valores de 𝑡 
para los cuales 𝑠(𝑡) está deﬁnida, es decir, si 𝑠(𝑡) puede ser caracterizada como 
la suma de varias señales monocomponentes, y tal descomposición es 
signiﬁcativa. La descomposición no es única, depende del algoritmo de extrac-
 
(4.13) 
 
(4.14) 
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ción de componentes seleccionado. Solamente se necesita que al menos una se-
ñal 𝑠𝑖(𝑡) sea asintótica. 
Propiedad 1: La distribución de energía de una señal asintótica 𝑠(𝑡) se 
concentra en un dominio ﬁnito (tiempo-ancho de banda) del plano tiempo-
frecuencia (𝑡 − 𝑓) alrededor de la frecuencia instantánea, y el grado de la con-
centración está en función del producto BT. 
Propiedad 2: Para una señal asintótica monocomponente con un producto 
BT, y una ley de frecuencia monotónica 𝑓𝑖(𝑡) se aproxima a 𝜏𝑔
−1(𝑓), donde 
𝜏𝑔 𝑓 = −
1
2𝜋
𝑑
𝑑𝑓
𝜃(𝑓) es el retraso de grupo de la señal, y 𝜃(𝑓) es la fase espectral. 
Es decir, estas funciones son el inverso una de la otra. En este caso, las leyes 
𝑡 − 𝑓 tienen signiﬁcado físico: por un lado, la frecuencia instantánea, 𝑓𝑖(𝑡) des-
cribe la ley de modulación de frecuencia de la señal 𝑠(𝑡), mientras que 𝜏𝑔  repre-
senta el retraso de la señal en el tiempo. 
Propiedad 3: Para una señal monocomponente, si el producto BT peque-
ño, entonces 𝑓𝑖 ≠ 𝜏𝑔
−1. De tal manera que no hay signiﬁcado físico que les sea 
asociado. 
En los siguientes teoremas se expresa la influencia del producto BT y la 
frecuencia central de las señales analizadas en la formación de las señales 
analíticas asociadas.  
Teorema 2 (Teorema de Nuttal). Para una señal de la forma 𝑠 𝑡 =
𝑎 𝑡 𝑐𝑜𝑠 2𝜋𝑓0 + 𝜙 𝑡  , donde 𝑓0 es una frecuencia constante, con un valor arbi-
trario de BT, la señal analítica obtenida mediante la transformada de Hilbert 
se aproxima a una representación exacta de la misma señal más su parte ima-
ginaría en cuadratura 𝑎(𝑡)𝑒𝑗 (2𝜋𝑓0𝑡+𝜙 𝑡 ) mientras que 𝑓0 crece y tiende a infinito. 
Teorema 3 (Principio de fase estacionaria). Si la señal 𝑠 𝑡 = 𝑎 𝑡 𝑐𝑜𝑠 𝜙 𝑡  
tiene una ley de frecuencia puramente positiva (𝑑𝜙 𝑑𝑡 ≥ 0 para todo 𝑡) y un 
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producto BT grande, entonces la señal analítica generada por medio de la 
transformada de Hilbert tiende a 𝑧 𝑡 = 𝑎(𝑡)𝑒𝑗𝜙 (𝑡) asintóticamente mientras BT 
tiende a inﬁnito. 
Durante el proceso de separar la señal en componentes con significado, la 
variación de la concentración de la energía como función del tiempo en el domi-
nio t − f proporciona una medida para determinar si hay una o más componen-
tes. Esta concentración de energía puede medirse empleando el ancho de banda 
local o la dispersión alrededor de la frecuencia instantánea de la señal.  
Gabor demostró que la frecuencia promedio en el espectro de una señal 
es igual al promedio de la frecuencia instantánea [9]: 
 𝑓 = 𝑓𝑖              (4.15) 
donde 
𝑓 =
 𝑓 𝑍(𝑓) 2𝑑𝑓
∞
−∞
  𝑍(𝑓) 2𝑑𝑓
∞
−∞
 
 
𝑓𝑖 =
 𝑓𝑖  𝑧(𝑡) 
2𝑑𝑓
∞
−∞
  𝑧(𝑡) 2𝑑𝑓
∞
−∞
 
y 𝑍(𝑓) es el espectro de la señal analítica, 𝑧(𝑡). 
Las ecuaciones (4.14) y (4.16) pueden expresarse, en forma general, como 
los momentos centrales de la frecuencia de una señal: 
 
 𝑓𝑛  =
 𝑓𝑛  𝑍(𝑓) 2𝑑𝑓
∞
−∞
  𝑍(𝑓) 2𝑑𝑓
∞
−∞
 
(4.16) 
 
 
 
(4.17) 
 (4.18) 
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Teorema 4 Si 𝑥1, 𝑥2 , … 𝑥𝑛  constituyen una muestra de 𝑁 𝜇, 𝜎  (𝑝 < 𝑁), los 
máximos estimados probables de 𝜇 y Σ son [10]: 
 
𝜇 = 𝑥 =
1
𝑁
 𝑥𝑘
𝑁
𝑘=1
                   
 
Σ =
1
𝑁
  𝑥𝑘 − 𝑥 
𝑁
𝑘=1
(𝑥𝑘 − 𝑥 )
′  
donde 𝜇 es el vector media de 𝑥 y Σ es la matriz de covarianza. 
Para una señal univariable, (4.20) puede estimarse a partir de: 
𝑉𝑎𝑟 𝑥 = 𝜎2𝑥 =
1
𝑁 − 1
  𝑥𝑘 − 𝑥 
2
𝑁
𝑘=1
 
Dado que 𝜎2(𝑓) representa el segundo momento de la frecuencia 𝑓, se 
puede estimar (4.14) a partir de (4.21). Sustituyendo el requisito 𝑓𝑖 = 𝜏
−1, de la 
Propiedad 2, por 𝐵 = 𝜏−1, y aproximando 𝐵 con el estimador 𝜎2, se obtiene un 
nuevo criterio de paro para la descomposición modal empírica: 
𝑓𝑖 = 𝜎
2                                                  (4.22) 
El fin de esto es lograr que las señales mono componentes, extraídas a 
partir de la aplicación del método de descomposción modal empírica (EMD) a 
una señal multicomponente, cumplan con las definiciones y propiedades men-
cionadas. De esta manera, la desviación estándar σ de la frecuencia instantá-
nea fi tenderá a un valor cercano del valor promedio de la misma. 
 
 (4.21) 
  (4.19) 
 
 
 
(4.20) 
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4.5 Conclusiones 
Mediante los ejemplos mostrados en este capítulo se describió la aplicación 
del método de cuadratura para resolver algunas de las limitantes de la trans-
formada de Hilbert en cuanto a la obtención de la componente de cuadratura 
y las características instantáneas de una señal. El método de cuadratura es 
un método empírico conﬁable que supera las limitantes de la transformada de 
Hilbert cumpliendo con todos los aspectos necesarios que deﬁnen la compo-
nente en cuadratura de una señal. Mediante el método de cuadratura se pue-
den separar eﬁcientemente las componentes de amplitud y frecuencia modu-
lada de una señal, haciendo posible obtener una verdadera componente de 
cuadratura. Queda demostrado que mediante este nuevo método las carac-
terísticas instantáneas pueden ser obtenidas de una manera más directa y 
exacta en comparación con lo obtenido mediante la señal analítica de la trans-
formada de Hilbert. 
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 Capítulo 5 
Análisis de oscilaciones de baja frecuencia en siste-
mas de transmisión 
El presente capítulo describe la aplicación de la herramienta de análisis expuesta en los 
capítulos preliminares al estudio de oscilaciones interárea. En la primera sección se rea-
liza el análisis de las oscilaciones interárea observadas en el sistema eléctrico mexicano. 
Se realiza este análisis para las señales de ﬂujo de potencia y frecuencia de distintas áre-
as del sistema interconectado. En segundo lugar, se muestran los resultados obtenidos al 
analizar el apagón ocurrido en agosto de 1996 en la parte occidente del sistema interco-
nectado estadounidense. 
5.1 Introducción 
Los sistemas eléctricos de potencia actualmente operan como grandes sistemas 
interconectados debido al continuo crecimiento en las unidades generadoras y 
al aumento de redes de transmisión y distribución que satisface la demanda 
actual de los usuarios. Las ventajas de contar con un sistema interconectado 
incluyen una reducción en la totalidad de generación requerida, reducción de 
los costos de producción y aumentar la conﬁabilidad del sistema. Así, un siste-
ma interconectado es un sistema de distribución de energía eléctrica con múlti-
ples fuentes de energía disponibles a ﬁn de suministrar energía a la red eléctri-
ca en cualquier momento y bajo cualquier escenario de operación. 
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La operación y el control de la generación, transmisión y distribución en 
la red eléctrica de un sistema interconectado son demasiado complejos debido a 
que éstos tienen que operar en sincronía y de una manera coordinada. Tam-
bién, es necesario efectuar una planeación óptima para una utilización adecua-
da de las fuentes de energía. Esto se realiza desde un centro de control. De tal 
manera que, en caso que exista una interrupción en algún área del sistema, la 
energía puede ser suministrada por alguna otra área del sistema a ﬁn de pro-
porcionar continuidad en el servicio de una manera conﬁable. 
Algunos efectos no deseables en los sistemas interconectados son la 
diﬁcultad en mantener los márgenes de estabilidad y las posibilidades de que 
algún disturbio se propague con facilidad a través de la red poniendo en riesgo 
la integridad del sistema. Los estudios de estabilidad dinámica de los sistemas 
eléctricos de potencia son realizados con el motivo de determinar la naturaleza 
y magnitud de disturbios en la red, así como para detectar en el sistema esce-
narios de operación inadecuados.  
La determinación de los parámetros que caracterizan un sistema es de 
vital importancia. Esto es particularmente cierto en el análisis de las oscilacio-
nes electromecánicas y en la identiﬁcación de los parámetros relacionados con 
los modos oscilatorios de los sistemas eléctricos de potencia [1]-[3].  
La aplicación de las unidades de medición fasorial (PMU‟s) a los sistemas 
eléctricos de potencia provee la oportunidad de analizar la dinámica de diferen-
tes variables en distintos lugares de grandes sistemas interconectados.  
Así, mediante un esquema de monitoreo de área amplia (WAMS) se pue-
de observar el comportamiento y realizar un análisis en tiempo real a ﬁn de 
poder detectar los parámetros que afecten en la operación del sistema eléctrico 
de potencia [2]. 
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5.2 Sistema de estudio I 
El sistema eléctrico nacional mexicano está compuesto de nueve áreas de con-
trol (Norte, N; Noreste, NE; Noroeste, NW; Occidente, W; Centro, C; Sureste, 
SE; Península, P; Baja California, BC; Baja California Sur, BCS) como se 
muestra en la Figura 5.1. Seis de tales áreas (N, NE, C, SE, W, y P) forman el 
sistema interconectado mexicano (SIM), en tanto que el área BC forma parte 
de la Western Area Power Administration (WAPA), mientras que las áreas 
restantes (NW y BCS) operan regularmente como islas eléctricas [4]. 
 
Figura 5.1. Áreas de control en el sistema eléctrico mexicano. 
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5.2.1 Descripción del sistema y consideraciones 
La Figura 5.2 muestra el diagrama uniﬁlar simpliﬁcado del sistema interco-
nectado mexicano con las áreas de interés para el análisis. En el diagrama se 
muestra la ubicación de las subestaciones de transmisión y generación más 
importantes del sistema y sus principales interconexiones [5]. La nomenclatu-
ra fue cambiada a ﬁn de facilitar el análisis. 
 
Figura 5.2. Diagrama uniﬁlar simpliﬁcado del sistema eléctrico mexicano. 
En la Figura 5.3 se muestran las gráﬁcas de mediciones de ﬂujo de po-
tencia activa en diferentes puntos del sistema obtenidas por medio de (PMU‟s) 
en el sistema eléctrico mexicano. En la Figura 5.4 se muestra con mayor clari-
dad las oscilaciones causadas por los modos oscilatorios del sistema. 
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Figura 5.3. Señales de ﬂujo de potencia activa en el sistema interconectado mexicano. 
 
Figura 5.4. Detalle del ﬂujo de potencia en la línea SEG08-SEG09. 
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5.2.2 Estudio de pequeña señal del sistema 
Los modos oscilatorios predominantes del sistema interconectado obtenidos 
por medio de técnicas de análisis de estabilidad de pequeña señal [6]-[7], se 
muestran en la Tabla 5.1. 
Tabla 5.1. Eigenvalores de interés para el análisis del sistema interconectado mexicano. 
 
Los modos oscilatorios más críticos son aquellos de muy baja frecuencia, 
ya que son los que pueden ser imperceptibles al operador y pueden causar ines-
tabilidad en el sistema cuando su parte real sea positiva y permanezca así por 
mucho tiempo causando que el sistema se vuelva críticamente inestable y no 
pueda recuperarse por sí mismo mediante los controles automáticos. De esta 
manera, los modos oscilatorios que son de interés analizar son los correspon-
dientes a las frecuencias de 0.409 y 0.582 Hz. El modo oscilatorio de 0.409 Hz 
corresponde a un modo inter-área crítico que involucra la interacción de las 
máquinas de las áreas 1 y 5, mientras que el modo de 0.582 Hz involucra la 
interacción de las Áreas 5 y 3 con las Áreas 1 y 2 respectivamente. 
5.2.3 Análisis espectral 
En la Figura 5.5 se muestra el espectro de frecuencia de algunas de las señales 
de ﬂujo de potencia activa analizadas. 
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Figura 5.5. Espectro de Fourier de señales de ﬂujo de potencia activa del sistema mexicano. 
La ﬁgura muestra con notoriedad los dos principales modos de interés 
alrededor de 0.4 Hz y 0.58 Hz. Prácticamente todos los modos oscilatorios que 
se presentan en la Tabla 5.1 pueden distinguirse en la gráﬁca, sin embargo no 
son tan evidentes la mayoría como estos que corresponden a los modos de 0.409 
y 0.582 Hz. Además de los modos oscilatorios mencionados, también se puede 
advertir la existencia de otras componentes en el sistema. Una de ellas está 
aproximadamente ubicada a 0.1 Hz y otra alrededor de 0.2 Hz.  
Un examen detallado de la Figura 5.5 permite deducir la existencia de 
modulación en las señales analizadas [8]. Esto se concluye al observar el pico 
alrededor de los 0.325 Hz que acompaña a la componente de 0.409 Hz y el pico 
presente alrededor de los 0.657 Hz que acompaña a la componente de 0.582 Hz. 
Ambos casos reﬂejan una componente de aproximadamente 0.075 Hz actuando 
como señal moduladora, la cual también puede observarse en la misma ﬁgura. 
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5.2.4 Análisis comparativo de la dinámica instantánea del sistema emple-
ando los métodos EMD y σEMD 
En esta sección se realiza el análisis de las oscilaciones electromecánicas ob-
servadas en las señales de frecuencia y ﬂujo de potencia activa en el sistema 
interconectado mexicano. Se hace énfasis en la capacidad de la herramienta 
de análisis descrita en el capítulo anterior para detectar el comportamiento 
de los modos oscilatorios dominantes en el sistema. Para esto, se selecciona-
ron ventanas de análisis de 10 segundos de duración. 
En la Figura 5.6 se muestran las IMF‟s de la señal de potencia activa 
SEG08-SEG09 del Área 5 del sistema interconectado mexicano obtenidas por 
medio del método de descomposición modal empírica (EMD). 
Las IMF‟s obtenidas para la señal de potencia activa de la línea NEG07-
NES07 del Área 2 del sistema eléctrico mexicano se muestran en la Figura 5.7, 
mientras que en la Figura 5.8 se muestran las IMF‟s obtenidas para la señal de 
frecuencia en la subestación NEG07 de la misma área. 
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Figura 5.6. IMF‟s de ﬂujo de potencia activa de línea SEG08-SEG09. 
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Figura 5.7. IMF‟s de ﬂujo de potencia activa de línea NEG07-NES07. 
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Figura 5.8. IMF‟s de la señal de frecuencia en subestación NEG07. 
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5.2.4.1 Identiﬁcación de modos oscilatorios críticos mediante las caracterís-
ticas instantáneas 
Los modos oscilatorios dominantes en el sistema se obtuvieron por medio de 
aplicar el método de cuadratura a cada una de las IMF‟s obtenidas en el paso 
anterior, y seleccionar aquellas IMF‟s que corresponden con los modos oscila-
torios críticos que son de interés en el estudio del sistema. En este caso, se se-
leccionaron las IMF‟s de la señal de potencia en el Área 5 que poseen frecuen-
cia instantánea promedio menor a 0.6 Hz, siendo éstas, la tercera y cuarta 
función modal intrínseca (IMF). Se puede notar que las IMF‟s 1 y 2 capturan 
básicamente las otras componentes de mayor valor que no son el interés de 
estudio aquí, por tanto quedarán descartadas del análisis. En ciertos casos y 
bajo ciertas consideraciones se puede considerar que las primeras IMF‟s obte-
nidas contienen ruido de las mediciones y que prácticamente no tienen rela-
ción con el sistema en sí. 
Las características instantáneas para las IMF‟s 3 y 4 que corresponden a 
los modos oscilatorios de interés en este estudio se muestran en las Figuras 5.9 
y 5.10 respectivamente. La frecuencia instantánea promedio, mostrada en las 
figuras mediante línea punteada, se calculó ajustando las señales a la función 
modelo (4.11). Este ajuste se realizó utilizando mínimos cuadrados no lineales. 
Como se mencionó en la sección 4.3.2, este modelo permite, además de obtener 
la frecuencia promedio, expresar la modulación intra- e inter-onda. La ampli-
tud de la señal también se muestra en línea punteada superpuesta a la señal 
en análisis para una mejor visualización. 
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Figura 5.9. Características instantáneas de IMF 3 de ﬂujo de potencia SEG08-SEG09. 
 
Figura 5.10. Características instantáneas de IMF 4 de ﬂujo de potencia SEG08-SEG09. 
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Se debe notar que el método de descomposición modal empírica (EMD) 
no logró separar eﬁcientemente la señal en sus componentes frecuenciales. En 
el espectro de Fourier de la Figura 5.5 se visualiza claramente que existen efec-
tos de modulación en las componentes frecuenciales del sistema. El método de 
descomposición modal empírica pasa por alto tales modulaciones, y no detecta 
ﬁelmente los modos oscilatorios de interés. Al visualizar las IMF‟s obtenidas es 
evidente que todavía existen ciertas deformaciones causadas por frecuencias 
que no lograron ser separadas adecuadamente mediante el proceso EMD. Esto 
es notable particularmente al visualizar la tercera IMF. 
El modo oscilatorio de 0.582 Hz puede identiﬁcado claramente mediante 
la frecuencia instantánea de la IMF 3 en la Figura 5.9. Sin embargo, no sucede 
así con el modo de 0.409 Hz. En la Figura 5.10 se visualiza la frecuencia ins-
tantánea de la IMF 4. Esta tiene un valor promedio de aproximadamente 0.3 
Hz. Lo que se visualiza allí es un valor medio entre la componente de 0.409 Hz 
y otra de más baja frecuencia de alrededor de 0.2 Hz. 
Un gran número de criterios de convergencia del método de descomposi-
ción modal empírica han sido derivados a partir de lo mencionado en la litera-
tura existente [9], [10]. A ﬁn de resolver la problemática aludida, en este traba-
jo de tesis se propuso un criterio de convergencia para el proceso EMD, σEMD, 
basado en la desviación estándar, 𝜎(𝑓 𝑡 ), de la frecuencia instantánea calcula-
da en cada iteración, el cual se presenta en la Sección 4.5. Dicho criterio permi-
te obtener IMF‟s cuya ley de frecuencia representa correctamente la frecuencia 
instantánea de la señal, aun cuando exista modulación en la misma. Como era 
de esperar, el número de iteraciones aumenta, sin embargo se logra una sepa-
ración de la señal analizada en IMF‟s que cumplen con las propiedades de una 
señal mono componente, mencionadas en el Capítulo 4. 
En la Figura 5.11 se muestran las IMF‟s obtenidas empleando este crite-
rio. 
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Figura 5.11. IMF‟s de ﬂujo de potencia en línea SEG08-SEG09 de Área 5 con método σEMD. 
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Al comparar la Figura 5.11 con la Figura 5.6 es notable que el número de 
IMF‟s obtenidas mediante el proceso σEMD aumentó debido a que se logró una 
mejor separación de las componentes que caracterizan el sistema. Las primeras 
IMF‟s ahora obtenidas son funciones monocomponentes y ya no se presentan 
deformaciones por la superposición de diferentes componentes frecuenciales. Lo 
más notorio es que la IMF4, cual ya se observaba que estaba siendo afectada 
por una componente de menor frecuencia, fue separada ahora en las componen-
tes IMF4 e IMF5. También, se debe notar que el residuo ahora es una función 
monotónica mientras que el residuo de la descomposición anterior no lo era, 
sino que todavía presentaba ciertas oscilaciones.  
En la Figura 5.12 se muestran las frecuencias instantáneas obtenidas 
para las IMF‟s 3, 4 y 5. Las primeras dos IMF‟s son las correspondientes a los 
dos modos oscilatorios de interés en este estudio, es decir, 0.582 Hz y 0.409 Hz 
respectivamente. La IMF 5, como se esperaba, se reﬁere a un modo oscilatorio 
de alrededor de 0.175 Hz tal como se había advertido. La frecuencia instantá-
nea promedio mediante el ajuste de mínimos cuadrados se muestra en línea 
punteada para una mayor apreciación. La frecuencia instantánea calculada 
para cada IMF mediante el proceso σEMD muestra ser una función muy bien 
deﬁnida y relativamente uniforme, lo cual la hace lo suﬁcientemente 
signiﬁcativa para describir el comportamiento del sistema. La aproximación 
mediante el método de mínimos cuadrados mostrada en línea punteada captura 
básicamente el valor promedio de la función y sigue casi perfectamente la 
dinámica del sistema. 
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Figura 5.12. Frecuencias instantáneas para IMF‟s de ﬂujo de potencia  
                       en línea SEG08-SEG09 obtenidas con el método σEMD: 
a) IMF 3 aproximadamente 0.582 Hz. 
b) IMF 4 aproximadamente 0.409 Hz. 
c) IMF 5 aproximadamente 0.175 Hz. 
 
101 
 
5.2.4.2 Detección de amortiguamiento crítico 
El amortiguamiento instantáneo para las IMF‟s seleccionadas se muestra en 
las gráﬁcas de las Figuras 5.13, 5.14 y 5.15. Se obtuvo el ajuste numérico del 
valor promedio mediante el método de mínimos cuadrados a ﬁn de que los 
parámetros obtenidos puedan ser comparados con los de otros métodos con-
vencionales. Esto no sólo da validez al método σEMD en la extracción de in-
formación conﬁable de acuerdo al sistema que se está analizando, sino que 
además aﬁrma que este método puede ser empleado para determinar de una 
manera eﬁciente los parámetros que caracterizan el comportamiento dinámico 
del sistema. En las gráﬁcas se muestra el amortiguamiento instantáneo y su 
aproximación en línea punteada, además se incluye la reconstrucción de la 
señal con los parámetros obtenidos y su amplitud, ambas en línea punteada 
superpuesta a la señal original en análisis. Se puede apreciar claramente que 
los parámetros obtenidos reconstruyen casi perfectamente la señal en análisis. 
 
Figura 5.13. Amortiguamiento y reconstrucción de IMF 3 de ﬂujo de potencia SEG08-SEG09. 
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Figura 5.14. Amortiguamiento y reconstrucción de IMF 4 de ﬂujo de potencia SEG08-SEG09. 
 
Figura 5.15. Amortiguamiento y reconstrucción de IMF 5 de ﬂujo de potencia SEG08-SEG09. 
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En la Tabla 5.2 se muestra un resumen de los parámetros obtenidos para 
el sistema interconectado mexicano. 
Tabla 5.2. Resumen de parámetros obtenidos en el sistema mexicano. 
 
A partir de los parámetros encontrados en el análisis, y mediante consi-
deraciones prácticas en cuanto a la detección del amortiguamiento crítico para 
las oscilaciones modales del sistema, es posible que sean activadas alarmas de 
condiciones críticas de inestabilidad. De la misma manera, controles en el sis-
tema pueden ser sintonizados para ayudar a mejorar la estabilidad del sistema 
[6]-[7]. Se considera que un valor de 3 % de razón de amortiguamiento debe ser 
considerado como crítico, mientras que una razón de amortiguamiento de 5% 
puede ser tolerada con mucha precaución [11]. 
Lo que se busca en los sistemas de potencia es que las oscilaciones elec-
tromecánicas observadas no crezcan demasiado en amplitud. Esto signiﬁca que 
el decaimiento de las oscilaciones no debe ser positivo, o bien no permanecer 
valor en positivo por mucho tiempo con el ﬁn de mantener la estabilidad en el 
sistema. Contar con herramientas de análisis que puedan capturar todas estas 
características es de gran importancia. 
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5.2.5 Dinámica ángulo-frecuencia del sistema interconectado 
La gráﬁca de la Figura 5.16 exhibe el comportamiento de la dinámica ángulo-
frecuencia reﬂejado en la subestación NEG07 del sistema interconectado 
mexicano. En la gráﬁca se visualizan algunas mediciones de frecuencia y 
ángulo en el sistema y la manera en que interactúan algunos de los generado-
res en el sistema con el propósito de mantener constante la frecuencia. En ca-
da punto de medición es notoria la separación angular de un generador con 
respecto a los otros mientras el sistema poco a poco logra mantener la fre-
cuencia dentro de los márgenes de seguridad. 
 
Figura 5.16. Comportamiento de la dinámica ángulo-frecuencia reﬂejado en la subestación 
NEG07 del sistema interconectado mexicano. 
105 
 
A ﬁn de poder realizar el análisis de las oscilaciones de potencia como 
una ejecución en tiempo real se diseñó una interfaz gráﬁca que incorpora las 
mediciones provenientes de las unidades de medición fasorial con la herra-
mienta de análisis utilizada en este proyecto de tesis. En la Figura 5.17 se 
muestra un ejemplo de dicha aplicación. 
 
Figura 5.17. Interfaz gráﬁca para ejecución en tiempo real. 
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5.3 Sistema de estudio II 
El sistema eléctrico de potencia estadounidense se compone principalmente 
de cuatro interconexiones: la interconexión del Este, la del Occidente, la in-
terconexión ERCOT y la interconexión Hydro-Quebec [12]. Estas se muestran 
en la Figura 5.18 enumeradas bajo el mismo orden mencionado. 
 
 
Figura 5.18. Interconexiones en el sistema eléctrico estadounidense. 
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5.3.1 Descripción del sistema y consideraciones 
En la Figura 5.19 se muestra un diagrama uniﬁlar con los principales buses y 
líneas de transmisión en la interconexión Occidente del sistema de potencia 
estadounidense [1]. 
 
 
Figura 5.19. Diagrama uniﬁlar de la interconexión Occidente del sistema estadounidense. 
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El 10 de agosto de 1996, durante un periodo de altas temperaturas y alta 
demanda de energía, cerca de 4 millones de personas en los estados de la costa 
Occidente de Estados Unidos quedaron sin energía. Esto fue causado por un 
conjunto de fallas ocurridas en algunas líneas de transmisión de la interco-
nexión Occidente del sistema de potencia norteamericano culminando con la 
desconexión temporal de una planta de generación clave para mantener la 
transmisión del enlace Noroeste-Suroeste del Pacíﬁco desencadenando así un 
apagón masivo [13]. 
En la Figura 5.20 se muestra la gráﬁca de la señal de ﬂujo de potencia de 
la línea de transmisión Malin-Round Mountain #1. Se trata de la línea de 
transmisión que conecta a California con la frontera de Oregón. 
 
Figura 5.20. Señal de ﬂujo de potencia Malin-Round Mountain #1. 
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5.3.2 Estudio de pequeña señal del sistema 
La Tabla 5.3 muestra los detalles de las oscilaciones observadas en cada even-
to y su amortiguamiento hasta la separación del sistema. También se mues-
tran las características de los modos oscilatorios observados en eventos ante-
riores a esa fecha que llevaron al sistema a un estado crítico de inestabilidad 
[14]. 
Tabla 5.3. Detalle de oscilaciones observadas en el sistema eléctrico estadounidense. 
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El modo oscilatorio observado en el sistema interconectado del Occidente 
de Estados Unidos corresponde a un modo oscilatorio típico que caracteriza el 
intercambio de energía de norte a sur entre Canadá y California [12]. Los estu-
dios revelan que, además de las fallas provocadas por cuestiones de vegetación, 
sobrecarga por temporada y errores de protección, una de las razones inheren-
tes que llevaron al sistema interconectado a ese estado ﬁnal, fue que las oscila-
ciones no amortiguadas observadas en el sistema fueron creciendo severamente 
en amplitud [14]-[15]. Además, cabe mencionar que el amortiguamiento del 
modo oscilatorio observado cambia de valor positivo a negativo, lo cual muestra 
un problema de bifurcación global [16]. 
La Figura 5.21 muestra las oscilaciones de potencia observadas antes y 
después de la pérdida de la línea transmisión de 500-kV Keller-Allston. 
 
Figura 5.21. Oscilaciones de potencia antes y después de pérdida de línea Keeler-Allston. 
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5.3.3 Análisis espectral 
En la Figura 5.22 se muestra la gráﬁca del espectro de frecuencia para la señal 
de potencia de la Figura 5.20. 
 
Figura 5.22. Espectro de Fourier de señal de potencia de línea Malin-Round Mountain #1. 
En el espectro de Fourier de la Figura 5.22 se puede observar en manera 
clara algunos de los modos característicos en el sistema estadounidense. El más 
notorio de estos es el modo interárea que conecta el área de California con Ca-
nadá y se encuentra aproximadamente a 0.23 Hz. Además de éste, otros modos 
observados en el sistema se encuentran en 0.45 Hz, 0.7 Hz y 1 Hz aproxima-
damente. El modo de 0.45 Hz es conocido como modo Alberta, mientras  que el 
de 0.7 Hz se trata de una interacción de distintos grupos de generadores. El 
modo de 1 Hz es conocido como modo Grand Coulee [1]. 
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5.3.4 Análisis mediante el método de descomposición modal empírica (EMD) 
y el método de cuadratura 
En esta sección se realiza el análisis de las oscilaciones observadas en la señal 
de ﬂujo de potencia de la línea de transmisión Malin-Round Mountain #1. Se 
analizan tres eventos que son de particular interés en este estudio, antes y 
después de la pérdida de la línea Keeler-Allston, y después de la pérdida de la 
generación en McNary. Se analizaron ventanas de cinco segundos de tiempo 
con el ﬁn de demostrar la capacidad de la herramienta de análisis utilizada 
en este proyecto para la extracción de los parámetros modales. 
En las Figuras 5.23 a 5.25 se muestran las IMF‟s de la primera, segunda 
y tercera ventana de análisis de la señal de ﬂujo de potencia de la línea Malin-
Round Mountain #1, respectivamente. 
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Figura 5.23. IMF‟s de primera ventana de ﬂujo de potencia línea Malin-Round Mountain #1. 
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Figura 5.24. IMF‟s de segunda ventana de análisis en línea Malin-Round Mountain #1. 
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Figura 5.25. IMF‟s de tercera ventana de análisis en línea Malin-Round Mountain #1. 
 
 
116 
 
5.3.4.1 Identiﬁcación de modos mediante características instantáneas 
El modo oscilatorio de interés es obtenido por medio de aplicar el método de 
cuadratura a las IMF‟s obtenidas en el paso anterior. Se puede notar que las 
primeras tres IMF‟s para cada ventana de análisis capturan básicamente las 
componentes de alta frecuencia. Por esto, se seleccionó solamente la cuarta 
IMF para cada ventana de análisis. Las características instantáneas de la 
cuarta IMF para cada ventana de análisis se muestran en las Figuras 5.26, 
5.27 y 5.28. Se realizó el ajuste de mínimos cuadrados para el cálculo del va-
lor promedio de la frecuencia instantánea, ésta se muestra en línea punteada, 
al igual que la amplitud de la señal para una mejor apreciación de la aproxi-
mación. 
 
Figura 5.26. Características instantáneas de IMF 4 de primera ventana de análisis. 
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Figura 5.27. Características instantáneas de IMF 4 de segunda ventana de análisis. 
 
Figura 5.28. Características instantáneas de IMF 4 de tercera ventana de análisis. 
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5.3.4.2 Detección de amortiguamiento crítico 
Las Figuras 5.29, 5.30 y 5.31 muestran el amortiguamiento instantáneo de 
las IMF‟s seleccionadas. 
A ﬁn de poder comparar con otros métodos paramétricos convencionales, 
como el método de Prony, se obtuvo el ajuste numérico del valor promedio me-
diante el método de mínimos cuadrados. Este se muestra en la gráﬁca en línea 
punteada al igual que la reconstrucción de la señal obtenida mediante los 
parámetros calculados.  
 
Figura 5.29. Amortiguamiento y reconstrucción de IMF 4 de primera ventana de análisis. 
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Figura 5.30. Amortiguamiento y reconstrucción de IMF 4 de segunda ventana de análisis. 
 
Figura 5.31. Amortiguamiento y reconstrucción de IMF 4 de tercera ventana de análisis. 
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En la Tabla 5.4 se muestra un resumen y comparación de los parámetros 
obtenidos para las señales seleccionadas del sistema interconectado estadouni-
dense. Los resultados obtenidos por el método de cuadratura, así como con el 
proceso de descomposición modal empírica (EMD) muestran ser consistentes 
con los obtenidos mediante el método de Prony. 
Tabla 5.4. Resumen y comparación de parámetros obtenidos en el sistema estadounidense. 
 
En la Figura 5.32 se muestra el comportamiento de la frecuencia, el 
amortiguamiento (decaimiento) y la razón de amortiguamiento (porciento) del 
modo de oscilación crítico del sistema. El análisis fue realizado cada segundo 
mediante ventanas de 10 segundos de duración. Por medio de la gráﬁca de la 
razón de amortiguamiento se puede observar detalladamente que el sistema 
presentaba ya condiciones críticas de estabilidad desde antes de la pérdida de 
la línea Keller-Allston. Por medio de este tipo de visualización de la dinámica y 
características del sistema es posible detectar oportunamente el comportamien-
to de los modos oscilatorios y la manera en que estos inﬂuyen en la estabilidad 
del sistema. 
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Figura 5.32. Comportamiento de la frecuencia y razón de amortiguamiento para el modo osci-
latorio crítico del apagón del 10 de agosto de 1996. 
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5.4 Conclusiones 
Las herramientas de análisis empleadas en este capítulo han probado ser al-
tamente eﬁcientes en cuanto a la obtención de las características instantáneas 
y modales del sistema. El método de cuadratura es una herramienta de análisis 
excelente para la obtención de las características instantáneas de una señal. 
Sin embargo, al igual que la transformada de Hilbert la principal desventaja es 
que para que pueda extraer información eﬁciente necesita ser aplicada a seña-
les de una sola componente frecuencial. Por otro lado, el método de descomposi-
ción modal empírica es una herramienta de análisis que posee características 
que otras adolecen, ya que se trata de un método adaptivo que no tiene limita-
ción en cuanto a su aplicación.  
En el análisis de las oscilaciones en los sistemas eléctricos de potencia 
este conjunto de métodos ha demostrado ser muy eﬁciente, aun más, particu-
larmente una vez que se han ubicado y adaptado los parámetros que ayudan a 
que la aplicación de estas herramientas produzcan mejores resultados. Se pue-
de decir también que la aplicación de técnicas como mínimos cuadrados para la 
veriﬁcación de los resultados siempre provee mayor conﬁabilidad y ﬁrmeza. 
El tipo de análisis aquí presentado es verdaderamente importante ya 
que de él depende el desempeño y la participación de los operadores en el cen-
tro de control para tomar decisiones que ayuden a mantener al sistema bajo 
una operación adecuada. Es por esta razón, que es extremadamente importante 
lograr una caracterización eﬁciente del sistema buscando así proveer al opera-
dor del SEP información completa y conﬁable acerca del comportamiento actual 
del sistema, anticipando cualquier condición que pueda ser crítica para la ope-
ración del sistema, y que pueda poner en riesgo la integridad del mismo. Me-
diante la información obtenida en el sistema de monitoreo el operador será ca-
paz de visualizar la condición del sistema y tomar acciones de control para lo-
grar que éste sea guardado dentro de sus límites de operación normales. 
123 
 
Referencias 
[1] J. F. Hauer, y J. G. DeSteese, “A tutorial on detection and characteri-
zation of special behavior in large electric power systems,” Paciﬁc 
Northwest National Laboratory, Richland, WA, Reporte Técnico PNL-
14655, Julio 2004. 
[2] A. R. Messina, M. A. Andrade, y E. Barocio, “Wide area monitoring and 
analysis of inter-area oscillations using the Hilbert-Huang transform,” 
en Leading-Edge Electric Power system Research, Ed. C. M. 
O‟Sullivan, New York: Nova Science Publishers, 2008, pp. 285-316. 
[3] T. J. Browne, V. Vittal, G.T. Heydt, y A. R. Messina, “Practical applica-
tion of Hilbert transform techniques in identifying inter-area oscilla-
tions,” en Inter-area Oscillations in Power Systems: A Nonlinear and 
Nonstationary Perspective, ed. A. R. Messina, New York: Springer, 
2009,  pp. 101-126. 
[4] D. Ruiz-Vega, A. R. Messina, y G. Enríquez-Harper, “Analysis of inter-
area oscillations via non-linear time series analysis techniques,” en 
Proceedings of the 15thPower systems Computation Conference, 
123ecompo 32, artículo 2, pp. 1-7, 22-26 Ago. 2005. 
[5] A. R. Messina, J. M. Ramírez, y J. M. Cañedo C., “An investigation on 
the use of power system stabilizers for damping inter-area oscillations 
in longitudinal power systems,” en IEEE Transactions on Power Sys-
tems, vol. 13, no. 2, pp. 552-559, Mayo 1998. 
[6] M. Nayebzadeh, y A. R. Messina, “Advanced concepts of analyzing stat-
ic Var compensators to damp inter-area oscillation modes,” en Euro-
pean Transactions on Electrical Power, vol. 9, no. 3, pp. 159-165, 
Mayo/Jun. 1999. 
[7] A. R. Messina, J. Arroyo, N. Evaristo e I. Castillo, “Damping of low-
frequency interarea oscillations using HVDC modulation and SVC vol-
tage support,” en Electric Power Components and Systems, vol. 31, no. 
124 
 
4, pp. 389-402, Abril 2003. 
[8] A. V. Oppenheim, y A. S. Willsky, con S. H. Nawab. Signals & Systems, 
2ª ed., Upper Saddle River, N.J.: Prentice Hall, 1997, 957 pp. 
[9] N. E. Huang, M. L. C. Wu, S. R. Long, S. S. P. Shen, W. Qu, P. Gloer-
sen, y K. L. Fan, “A conﬁdence limit for the empirical mode 124ecompo-
setion and Hilbert spectral analysis,” en Proceedings of the Royal So-
ciety of London. Series A, vol. 459, no. 2037, pp. 2317-2345, Sept. 2003. 
[10] R. Pascoal, C. Guedes Soares, y A. D. Veltcheva, “On the stopping cri-
terion to apply the Hilbert Huang Transform method to sea wave 
records,” en Maritime Transportation and Exploitation of Ocean and 
Coastal Resources: Proceedings of the 11th International Congress of 
the International Maritime Association of the Mediterranean, Lisbon, 
Portugal, 26-30 September 2005, vol. 2, Eds. C. Guedes Soares, Y. Gar-
batov, y N. Fonseca, Leiden: Taylor & Francis / Balkema, 2007, pp. 
1113-1122. 
[11] J. Paserba, J. Sanchez-Gasca, P. Kundur, E. Larsen, y C. Concordia, 
“Small signal stability and power system oscillations,” en Power system 
Stability and Control, Ed. L. L. Grigsby, Boca Raton: CRC Press, 2007, 
pp. 9 / 1-9 / 17. 
[12] Electric Power Research Institute, “EPRI Power system Dynamics Tu-
torial,” Electric Power Research Institute, Palo Alto, CA, Reporte 
Técnico 1016042, Julio 2009. 
[13] V. Venkatasubramanian y Y. Li, “Analysis of 1996 Western American 
Electric Blackouts,” en Proceedings of Bulk Power system Dynamics 
and Control – VI, pp. 685-721, 22-27 Ago. 2004. 
[14] J. F. Hauer, “Oscillation History for the WSCC Breakup of August 10, 
1996,” Paciﬁc Northwest National Laboratory, Richland, WA, Nota de 
Trabajo Sobre WAMS, Nov. 1996. 
[15] D. N. Kosterev, C. W. Taylor, y W. A. Mittelstadt, “Model validation for 
the August 10, 1996 WSCC system outage,” en IEEE Transactions on 
125 
 
Power Systems, vol. 14, no. 3, pp. 967-979, Ago. 1999. 
[16] Y. Li, “Coordination of transmission path transfers in large electric 
power systems,” Tesis Doctoral, School of Electrical Engineering and 
Computer Science, Washington State University, Pullman, WA, 2003. 
 Capítulo 6 
Conclusiones y recomendaciones 
En este capítulo se describen las conclusiones y los resultados alcanzados del estudio de 
las oscilaciones electromecánicas en los sistemas de potencia. También, se mencionan 
las aportaciones y algunas consideraciones para trabajos futuros. 
6.1 Conclusiones 
La determinación de los parámetros que describen el comportamiento de los 
sistemas eléctricos de potencia es muy importante. Esto no es una tarea sen-
cilla de realizar, mucho menos cuando se cuenta con herramientas de análisis 
que suponen que los procesos a los que son aplicados son lineales y/o estacio-
narios. Los sistemas de potencia son extremadamente complejos debido a la 
misma naturaleza de los mismos, y a que están sujetos a un gran número de 
escenarios de operación. Por tanto, es importante contar con herramientas de 
análisis que sean conﬁables y eﬁcientes en cuanto a la determinación de los 
parámetros que describen el sistema. 
En este trabajo de tesis se han presentado los detalles acerca de la apli-
cación de una nueva herramienta para el análisis de las oscilaciones electro-
mecánicas en los sistemas de potencia basada en la transformada Hilbert-
Huang. Se trata de una herramienta de análisis que es adaptiva y que no tiene 
limitación en cuanto a su aplicación. Esta herramienta de análisis fue aplicada 
a señales eléctricas provenientes de unidades de medición fasorial (PMU‟s) de 
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sistemas de monitoreo de área amplia con el ﬁn de identiﬁcar y caracterizar los 
parámetros que describen la dinámica del sistema estudiado.  
Los resultados fueron comparados y validados con los obtenidos median-
te el método de Prony. Se demostró que la combinación del método de cuadra-
tura y el método de descomposición empírica modal de la transformada Hilbert-
Huang es realmente eﬁciente para la determinación de los parámetros modales 
en los sistemas de potencia. 
La meta principal acerca de la obtención de una herramienta de cómputo 
para el análisis de las oscilaciones electromecánicas en los sistemas de potencia 
fue alcanzada. Esta aplicación incorpora en el análisis las señales provenientes 
de unidades de medición fasorial de sistemas de monitoreo de área amplia con 
el ﬁn de determinar los parámetros modales que caracterizan el sistema. 
Algunos detalles acerca de lo realizado en el desarrollo de este proyecto 
de investigación son: 
 Se realizó un estudio acerca de algunas de las principales herra-
mientas de análisis que han sido aplicadas para describir el com-
portamiento dinámico en los sistemas eléctricos de potencia. 
 Se realizó un estudio acerca de la determinación de los parámetros 
modales de un sistema. 
 Se profundizó en la determinación de los parámetros modales por 
medio de las características instantáneas al analizar la señal de 
respuesta en el tiempo de un sistema mediante la transformada 
Hilbert-Huang. 
 Se estudiaron los detalles que permiten efectuar una separación 
adecuada de las componentes modales de la respuesta del sistema 
mediante el método de descomposición modal empírica. 
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 Se profundizó en el método de cuadratura, concluyendo que éste es 
un método más eﬁciente y más exacto que la transformada de Hil-
bert para la obtención de las características instantáneas. 
 Se diseñó una interfaz gráﬁca en el entorno de MATLAB® para el 
análisis de las oscilaciones electromecánicas en los sistemas de po-
tencia que incorpora las señales provenientes de las unidades de 
medición fasorial de sistemas de monitoreo de área amplia. 
 Se compararon los resultados del análisis con lo obtenido median-
te el método de Prony probando ser consistentes al analizar dos 
sistemas de estudio. 
 Se consideraron los detalles básicos en el análisis para efectuar la 
identiﬁcación de los modos oscilatorios del sistema y se analizaron 
algunos detalles en cuanto a la detección oportuna del amorti-
guamiento crítico. 
 Se estudiaron diferentes maneras de visualizar los parámetros ob-
tenidos a partir del análisis con el ﬁn de describir el comporta-
miento dinámico del sistema. 
6.2 Aportaciones 
Algunas aportaciones obtenidas mediante la realización de este trabajo de in-
vestigación fueron: 
 Se desarrolló una plataforma de cómputo para analizar las oscila-
ciones electromecánicas en los sistemas eléctricos de potencia. 
 Se mejoraron los algoritmos de análisis de la transformada Hil-
bert-Huang (HHT) al obtener la componente analítica de la señal 
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en análisis mediante el método de cuadratura como un método al-
terno a la transformada de Hilbert. 
 Se estableció una nueva condición de convergencia para el método 
de descomposición modal empírica (𝜎EMD) con el ﬁn de lograr un 
cálculo más exacto de la frecuencia instantánea. 
6.3 Trabajos futuros 
Algunas consideraciones para la realización de trabajos futuros son: 
 Realizar un estudio acerca de una posible implementación compu-
tacional de distintas herramientas de análisis que sean aplicadas 
de manera simultánea y/o complementaria para la determinación 
de los parámetros que describen el comportamiento dinámico de 
los sistemas eléctricos de potencia. 
 Llevar a cabo la implementación del análisis en un sistema de 
monitoreo de área amplia como una aplicación en línea. 
 Desarrollar un estudio acerca los criterios de estabilidad y validar-
los mediante simulación para ser implementados en línea en sis-
temas de control de área amplia de los sistemas eléctricos de po-
tencia. 
