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RESUMO
A identificac¸a˜o de paraˆmetros constitutivos e´ usualmente realizada atrave´s
da minimizac¸a˜o de uma func¸a˜o objetivo, func¸a˜o essa que considera a
diferenc¸a (erro) entre valores calculados numericamente e aqueles obtidos
experimentalmente. Embora, em geral, apenas a forc¸a total registrada em
testes uniaxiais de trac¸a˜o e/ou compressa˜o seja utilizada no ca´lculo do erro,
alguns autores teˆm incluido dados adicionais provenientes de medic¸o˜es com-
pletas de campos de deslocamento e/ou deformac¸a˜o. Como consequeˆncia
desse fato, o Me´todo de Correlac¸a˜o de Imagens Digitais (do ingleˆs Digi-
tal Image Correlation, DIC) tem sido amplamente empregado como uma
impotante ferramenta nesse processo devido a sua capacidade de fornecer
medidas confia´veis de campos de deslocamento e/ou deformac¸a˜o. Nesse
trabalho e´ proposto um me´todo de identificac¸a˜o que faz uso de campos de
deslocamento obtidos por meio de DIC. Tal me´todo consiste no ca´lculo
da energia de deformac¸a˜o interna e das forc¸as internas, a cada passo de
tempo, diretamente do campo de deslocamanto obtido por meio do me´todo
DIC. Dessa forma, uma func¸a˜o objetivo baseada no erro, a qual quantifica
a diferenc¸a entre as forc¸as internas e o carregamento medido, pode ser de-
finida. Essa func¸a˜o objetivo e´ enta˜o minimizada em relac¸a˜o aos paraˆmetros
constitutivos do material. A fim de avaliar tal proposic¸a˜o, va´rios testes de
identificac¸a˜o de paraˆmetros foram realizados por meio de experimentos
nume´ricos e mecaˆnicos. Sendo que, nesse u´ltimo caso, um corpo de prova
na˜o padronizado e fabricado em ac¸o baixo-carbono foi projetado e subme-
tido a um ensaio de trac¸a˜o monotoˆnico. Durante esse teste, o histo´rico do
campo de deslocamento foi registrado por meio do me´todo DIC. Devido a`s
caracterı´sticas do material, a versa˜o simplificada do modelo de Lemaitre para
dano-elastopla´stico foi escolhida como modelo constitutivo a ser empregado.
Finalmente, duas func¸o˜es objetivo foram definidas e enta˜o minimizadas por
meio de um algoritmo de otimizac¸a˜o, o que levou a` soluc¸a˜o do problema de
identificac¸a˜o. A sec¸a˜o de resultados mostra o desempenho e aplicabilidade do
procedimento descrito. As vantagens, dificuldades e propostas para trabalhos
futuros sa˜o enta˜o discutidas.
Palavras-chave: identificac¸a˜o, paraˆmetros de materiais, problema inverso,
medidas de campos de deslocamento, correlac¸a˜o de imagens digitais, DIC,
elementos finitos, dano.

ABSTRACT
The identification of material parameters is usually accomplished through
the minimisation of an objective function that takes into account the error
between computed and measured quantities. Although, in general, only the
total force of a tensile and/or compression test is used in the calculation
of the error, several authors have included additional data, obtained from
full-field measurements. As a consequence of this fact, the Digital Image
Correlation (DIC) method has been widely employed as an important tool
in this process, due to its capacity of supplying reliable displacement and/or
strain fields. In this work, an identification method that uses the full-field
data obtained by means of DIC is proposed. The internal strain energy and
internal forces at each time step is calculated directly from the displacement
field supplied by the DIC method. Thus, an error-based objective function
that quantifies the difference between internal forces and measured loads can
be defined. This objective function is then minimised with respect to the
constitutive material parameters. In order to assess this proposition, several
identification tests were carried out by means of numerical and mechanical
experiments. In the latter, a non-standard low-carbon steel specimen was
designed and submitted to a uniaxial monotonic tensile test. During the test,
the history of the displacement field was recorded by means of DIC. Due
to the characteristics of the material, the simplified version of Lemaitre’s
elatoplastic damage model was chosen as the constitutive model for the
simulations. Finally, two objective functions were defined and called within
an optimisation algorithm, which led to the solution of the identification
problem. The results section shows the performance and applicability of the
procedure described. Advantages, difficulties and proposals for future work
are then discussed.
Keywords: identification, material parameters, inverse problem, full-field
measurement, digital image correlation, DIC, finite element, damage.
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1 INTRODUCTION
The development of increasingly sophisticated constitutive models,
appropriate to simulate the thermo-mechanical behaviour of a vast range of
new materials, has brought about the necessity of new numerical techniques.
These techniques are able to extract suitable information from mechanical
tests. This information usually consists of a set of constants, frequently called
material parameters or constitutive parameters. These parameters sometimes
have a mechanical significance and are easily related to a particular experi-
ment (e.g. elasticity modulus or Poisson ratio). However, they frequently
have more obscure or non mechanical meanings (e.g. the parameters of Og-
den’s hyperelasticity model).
In the simplest cases, analytical equations, such as uniaxial stress-
strain relationships, are commonly employed to fit experimental data. Thus,
linear or nonlinear regression schemes may be successfully employed. How-
ever, when the phenomenon to be represented increases in complexity, as
a result of nonlinear effects, finite strains, anisotropy, history dependence,
etc simple mechanical tests might not be appropriate for the identification of
parameters of the corresponding material models. As a consequence, two
complementary approaches are currently employed: the execution of a higher
number of different tests, and the use of experimental techniques that provide
more and improved information from a single test. Full-field measurements
techniques like Digital Image Correlation (DIC) and interferometric ones are
able to offer the whole displacement and/or strain field in an observable re-
gion of a sample. This is of major interest in many cases, like for example the
observation of a necking process in a tensile test, where highly non homogen-
eous strains are present. An immediate consequence of this data availability
is the search for appropriate techniques capable of processing the acquired
information and identifying the material parameters of the chosen represent-
ation model.
In the present work a particular method is proposed and tested, for
the identification of constitutive material parameters, making use of data
provided by full-field measurements. Elastic and plastic strains as well
as damage are the mechanical phenomena in focus, represented here with
Lemaitre’s classic elastoplastic damage model [1, 2].
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1.1 IDENTIFICATION OF MATERIAL PARAMETERS
Several approaches can be employed to deal with the identification
of material parameters, which are also referred to as techniques for inverse
problems. A huge group of these methods is based on the minimisation of
the difference between experimental and the corresponding data which are
produced by means of the constitutive model. Clearly, different quantities
may be compared. The most usual is the force or history of force recorded
during experiments, compared to the force produced by the model for a given
known displacement. Conversely, the comparison between experimental and
modelled displacement (or its history) is frequently given for a known ap-
plied load. Such data are frequently made available by carrying out many
experiments or by extracting as much information as possible from a single
one.
The increasing use of non-contact and optical measurement techniques
has expanded the possibilities for new identification procedures, mainly due
to their ability to handle non homogeneous strain fields. Since the information
retrieved is not a single value but a whole field over a region, it enhances the
quality and quantity of the experimental data even for a single experimental
test.
On the other hand, constitutive models have progressively become
more and more sophisticated, frequently at the cost of an increasing number
of material parameters, many times with no clear mechanical interpretation.
This scenario points to the need to improve the available identifica-
tion techniques in order to explore the opportunities offered by the full-field
measurements and its association with present and forthcoming constitutive
laws.
In the next section, a brief review of different techniques developed,
which take advantage of full-field optical measurements, is presented. Most
of this review is based on article [3] and references therein. Many of these
references can be understood as a theoretical framework in which different
operational techniques can be cast. The present study proposes a possible
identification technique that may be classified, from a theoretical point of
view, within one of the reviewed techniques.
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1.2 IDENTIFICATION METHODS BASED ON FULL-FIELD MEAS-
UREMENTS
1.2.1 Finite Element Model Updating
The Finite Element Model Updating (FEMU) is one of the commonest
class of methods employed in the identification of constitutive parameters.
This method can be summarised as follows. Given the experimental data, e.g.
the field of displacements and the total force applied, the equivalent ones are
obtained by simulation with a model that depends on the material parameters.
The minimisation of an error function that measures the difference between
experimental and simulated data with respect to a set of unknown parameters,
completes the identification operation.
Two of the most important features of this approach are simplicity and
flexibility. For this reason, this method is suitable for almost any case related
to the identification of constitutive parameters. Another relevant aspect of
this method is that the sets of experimental and simulated data are both inde-
pendently acquired. Furthermore, there are no limitations on characteristics
or, on the complexity of the model to be evaluated. On the other hand, such
positive features, which allow this method to be employed in a wide range of
applications, may lead to relatively large computational costs. For instance,
the computation of a single value of the objective function requires a whole
simulation of the experimental test which is generally nonlinear and possibly
incremental in time. As examples of the use of this technique see [4, 5]
1.2.2 Constitutive Equation Gap Method
The Constitutive Equation Gap Method (CEGM) measures the dis-
tance between a given stress field τ and another stress field. The latter is
computed from a measured (history of) displacement field by using a con-
stitutive equation. Proposed within the context of linear elasticity [6, 7], the
constitutive equation gap (CEG) is defined as
E (uˆ,τ ,C) =
1
2
∫
Ω
[τ −C : ε (uˆ)] : C−1 : [τ −C : ε (uˆ)]dV (1.1)
where uˆ is an experimentally measured displacement field and ε (·) is the
corresponding strain field, while C is the elasticity tensor dependent on the
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material parameters. Again, in the context of linear elasticity, u and σ are the
arguments of the following minimisation problem [3]
(u,σ ) = arg min
(uˆ,τ )∈K×S
E (uˆ,τ ,C) ,
E (u,σ ,C) = 0 , (1.2)
and the identification of the material constants present in the elasticity tensor
C comes from the following minimisation procedure
C = arg min
C?∈C
F (C?) with
F (C?) = min
(uˆ,τ )∈K×S
E (uˆ,τ ,C?) . (1.3)
In (1.3) C is the set of admissible elasticity tensors, K is the set of ad-
missible displacement, and S is the set of admissible stresses. This implies a
constrained minimisation problem (equality constraints) that may be enforced
by Lagrange multipliers or penalisation.
The extension of this method to nonlinear problems is addressed in
[8], among others.
1.2.3 Virtual Field Method
The Principle of Virtual Work consists of finding the stress field σ that
satisfies the virtual work balance 1∫
Ω
σ : ε (δu) dΩ=
∫
Γ
t ·δu dΓ (1.4)
for any admissible virtual field δu. Conventional Finite Element Method
uses this balance equation, the constitutive and kinematic equations in order
to identify the appropriate discrete equilibrium displacement (history) ut .
The Virtual Field Method (VFM) proposes using the measured dis-
placement or strain within the appropriate constitutive model to compute the
stresses: σ = σ (ε t). If the constitutive model is endowed with the appropri-
ate parameters, the stresses should equilibrate the external forces t and Eq.
(1.4) would be satisfied.
This proposition allows different operational approaches, depending
1For the sake of simplicity, we assume that body forces are not applied.
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on the choice of the virtual field δu. Polynomial functions, constant func-
tions, finite element shape functions or combinations, all are possible fields,
many of them used in well stated strategies shown in [9, 10, 11]. In Chapter
4 a technique is proposed that can be classified within the VFM by using a
particular discrete choice of the virtual field δu.
1.2.4 Equilibrium Gap Method
The Equilibrium Gap Method (EGM) has been developed in order to
model problems in which elastic heterogeneities can be expressed by a scalar
field [3]. Thus, the elasticity tensor is written as
C(x) = A(x)C0 , (1.5)
where A(x) is a scalar field that modifies the reference tensor C0. It is easy to
see the similarity between (1.5) and the damage equation (2.23) in which the
field (1−d(x)) plays the role of A(x).
For a given discrete (nodal) displacement field obtained through ex-
perimental measurements, a finite element mesh is built. The nodes of such a
mesh coincide in position with those points of the experimental data. Then,
assuming a piecewise scalar field A(x) = Ae constant over each element, the
stiffness matrix at each element is given by
Ke = AeKe0 , (1.6)
where Ke0 is the reference stiffness matrix of the element. Then, the equilib-
rium equation at the m-th degree of freedom (DOF) of a node which does not
support any external load, has the form
∑
e|m∈Ee
AeeTmK
e
0u
e = 0 , (1.7)
where ue is the vector of DOFs on element Ee, em is the m-th unit vector, and
the summation is carried out for the elements that share the m-th DOF.1
Equation 1.7 means that the internal force of a node with no external
forces applied will be zero, if the correct field Ae is identified. The identifica-
tion runs from the minimisation of an objective (error) function expressed as
1(·)T denotes the transpose of a vector, matrix or tensor.
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F (a) = (Ma−q)T W(Ma−q) , (1.8)
where a is given by a = ln(Ae), M and q are dependent on the measured
displacement field and W is a weighting matrix.
Complete formulation and applications of the EGM are shown in [12,
13, 14]. In these works, the EGM is formulated aiming to solve the problem
of damage field identification, for composite materials undergoing a biaxial
loading.
1.2.5 Reciprocity Gap Method
This technique is based on the Maxwell-Betti reciprocity theorem and
adjoint fields. The material parameters of the constitutive equation are iden-
tified again by minimising (or setting to zero) the reciprocity gap for any
adjoint field. This approach uses rather technical concepts and differs sub-
stantially from what is applied here. More details and applications can be
found in [15, 16, 17, 18].
1.3 ORGANISATION OF THIS TEXT
In order to cover the many subjects involved in this study, this text
is organised as follows. In Chapter 2, the basis of Lemaitre’s elastoplastic
damage model is briefly presented, starting with a short introduction to the
so-called, Continuous Damage Mechanics. Then, the text proceeds with the
mathematical formulation of the model as well as its implementation in a
finite element (FE) code. In Chapter 3, a short review of the Digital Image
Correlation (DIC) technique is presented. Furthermore, in Chapter 4, the core
of this work, a specific method for the identification of constitutive material
parameters by means of displacement fields is proposed. Chapter 5, as a nat-
ural extension of Chapter 4, explores the feasibility of the method proposed in
the preceding chapter, reporting on a set of numerical and experimental tests.
Finally, Chapter 6 presents the conclusions and achievements of this study, as
well as proposals for future work.
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2 CONTINUUM DAMAGE MECHANICS
In this chapter, a brief description of the damage phenomenon and its
modelling within the framework of continuum thermodynamics are presen-
ted. In particular, Lemaitre’s ductile damage model is detailed, which will be
used later within the proposed identification procedures.
The existence (or nucleation) of microvoids and/or microcracks in any
solid material as well as their evolution (growth and coalescence) are under-
stood as a damage phenomenon, in which materials have their capability to
withstand loads progressively reduced [19].
The damage phenomenon is closely related to the mechanisms of de-
formation of each kind of material. Type and rate of loading, temperature as
well as environment aspects; influence the mechanisms that cause progressive
deformation and degradation.
In the last five decades, a branch of Continuum Mechanics called Con-
tinuum Damage Mechanics (CDM) has been developed. Within a continuum
framework, microvoids and/or microcracks, i.e. damage discontinuities, are
considered small enough when compared with the dimensions of a Repres-
entative Volume Element (RVE), in such a way, all properties are represented
by means of homogenized variables in this element of matter [2]. The dimen-
sion of an RVE varies from material to material. For instance, the order of
magnitude of an RVE is assumed to be:
(
10−1mm
)3 for metals and ceramics;
(1mm)3 for polymers; and
(
102mm
)3 for concrete [1, 2].
According to [1], the mechanical behaviour of materials can be ana-
lysed in three scales: micro-, macro- and mesoscale. The microscale is where
strain and damage mechanisms are expected to occur. The mesoscale is the
scale in which the constitutive equations are proposed. Finally, the macro-
scale is the scale of engineering structures.
Changes in material properties can occur in the mesoscale (scale of
an RVE) or in the microscale (scale of discontinuities in an RVE). In both
cases, these changes can be taken as a function of the type of loading and the
mechanism of failure.
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Damage mechanisms can be classified as follows [1, 2]:
• Ductile damage
• Brittle damage
• Creep damage
• Low cycle fatigue damage
• High cycle fatigue damage
The present work is focused on ductile damage. In this case, damage
is intimately related to plastic deformation, which is the main mechanism of
damage evolution.
The first mathematical formulation of damage was introduced by
Kachanov in 1958 [19]. In order to represent the damage phenomenon,
Kachanov proposed the introduction of a scalar variable into a uniaxial creep
model. Later, in 1963, Rabotnov presented the concept of an effective area,
giving a physical meaning to Kachanov’s proposal. He suggested that the
development of microvoids and/or microcracks causes the reduction of the
area where forces are distributed. Thus, based on the above propositions, the
scalar damage variable d has been defined as
d =
A0−A
A0
(2.1)
where A0 is the original area without damage and A is the damaged area (with
voids), such as shown in Fig. 2.1 . The value 0 (zero) of the scalar dam-
age variable is related to an undamaged material, whereas 1 (one) is related
to a completely damaged material. Furthermore, Kachanov replaced the true
stress σ by the effective stress σe f f into the constitutive equation of the uni-
axial creep model [19]. The effective stress is related to the true stress by
σe f f =
σ
1−d (2.2)
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Figure 2.1: Definition of the effective area. Undamaged (A0) and damaged
(A) areas.
Another important concept was presented by Lemaitre in 1971, who
proposed the hypothesis of strain equivalence. Such hypothesis is enunci-
ated as follows, “the deformation behaviour of the damaged material can be
represented by the constitutive laws of the virgin material in which the usual
stress is replaced by the effective stress”([19], p.475). This is one of the bases
of Lemaitre’s elastoplastic damage model used in this work.
Besides Lemaitre’s models, many other different formulations are
found in literature. Among them, is Gurson’s model for porous materials, in
which damage is intrinsically related to the growth of voids due to mechanical
actions. The corresponding damage internal-variable is defined as the volume
fraction of these voids embedded in the material matrix [20, 21, 22, 23]. Both
Lemaitre’s and Gurson’s like models are characterised by scalar variables
and apply to isotropic damaging. Further considerations extend these models
to anisotropic behaviours, pressure dependence (closure or opening of cracks
and voids) etc.
2.1 CONTINUUM THERMODYNAMICS
The damage phenomenon is always associated with an irreversible
process. Therefore, its mathematical treatment in continuum mechanics is
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frequently stated within the framework of thermodynamics with internal vari-
ables.
In this section, the main statements of this formalism are briefly
shown, with the aim of providing the theoretical basis and the proper notation
used in Lemaitre’s model. The formulation described here and in sections
2.2 and 2.3 are based on [19, 24].
Conservation of Mass
Let us consider a bodyB that occupies an open region Ω bounded by
Γ. The principle of mass conservation can be stated for any material point in
the bodyB by means of the following expression:
ρ˙+ρ∇ · u˙ = 0 (2.3)
where ρ is density, u is a displacement vector field and∇ ·(·) is the divergence
operator. Equation 2.3 is referred to as the continuity equation. Its physical
meaning is described by [24] as follows, “The divergence of the velocity vec-
tor measures the rate of flow of material away from the particle and is equal
to the unit rate of decrease of density in the neighbourhood of the particle”,
(p.207).
Momentum Balance
In the deformed configuration, and for any arbitrary particle of the
body B, the balance of momentum (linear and angular) can be expressed in
terms of the Cauchy stress tensor σ by means of the following differential
equations and boundary conditions:
∇ ·σ +b = ρu¨ in Ω (2.4a)
t = σn in Γ (2.4b)
σ = σ T (2.4c)
where b is the body force, n is the unit vector normal to the deformed surface,
t is the traction vector. Equation (2.4a) is the so-called Cauchy’s Equations of
Motion [24]. The symmetry of σ in (2.4c) is the consequence of the balance
of angular momentum.
39
The First Principle of Thermodynamics
This principle postulates the conservation of energy in any physical
system, i.e. the sum of the power input and heat input is equal to the rate
of change in the total energy of the system.. The power input is the work
produced by external traction and body forces over the body B. The heat
input is the heat conducted through the boundary Γ and the heat produced by
an internal heat source inB. Then, for any point ofB, we have
ρ e˙ = σ : D+ρr−∇ ·q (2.5)
where e is the specific internal energy, D is the rate of deformation tensor,
σ : D is the stress power per unit volume in the deformed configuration of a
body, r is the density of heat production and q is the heat flux vector.
The Second Principle of Thermodynamics
This principle, which is intimately related to the irreversibility of dis-
sipative processes, postulates that in a bodyB the rate of change of entropy is
always greater than, or equal to the rate of entropy input due to heating [24].
The local counterpart of this postulate is given by the following inequality,
valid for any material point ofB:
ρ s˙+∇ ·
[q
θ
]
− ρr
θ
≥ 0 (2.6)
where s is the specific entropy and θ is the absolute temperature.
Clausius-Duhem Inequality
By combining the first and second principles, we obtain
ρ s˙+∇ ·
[q
θ
]
− 1
θ
(ρ e˙−σ : D+ρr+∇ ·q)≥ 0 . (2.7)
We further consider Helmholtz free energy per unit mass ψ ,
ψ = e−θs , (2.8)
and the identity
∇ ·
[q
θ
]
=
1
θ
∇ ·q− 1
θ 2
q ·∇θ (2.9)
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to introduce them into Eq. 2.7 in order to obtain the Clausis-Duhem inequal-
ity:
σ : D−ρ(ψ˙+ sθ˙)− 1
θ
q ·∇θ ≥ 0 . (2.10)
Assuming that, due to Fourier’s law, the last term is always non-
positive (heat flows from warmer to colder parts of the body), i.e.
−q ·∇θ ≥ 0 , (2.11)
then, we retrieve the Clausius-Planck inequality:
σ : D−ρ(ψ˙+ sθ˙)≥ 0 . (2.12)
2.2 LEMAITRE’S DAMAGE MODEL FOR ELASTOPLASTICITY
WITH NONLINEAR HARDENING
The following model was developed by Lemaitre in order to represent
the behaviour of elastoplastic damage in ductile materials. This constitutive
formulation is based on the concept of effective stress and on the hypothesis
of equivalent strain. The model presented here takes into account both iso-
tropic and nonlinear kinematic hardening based on Armstrong-Frederick’s
law [19, 25, 26]. It is assumed that the process being modelled is isothermal.
In addition, no differences between tension and compression behaviour is
considered.
Since an infinitesimal strain approach has been adopted, the rate of de-
formation tensor D in Eq. (2.10) is assumed to be equal to the time derivative
of the infinitesimal strain tensor ε˙ . Furthermore, the additive decomposition
can be applied to the strain tensor ε , i.e.
ε = ε e+ ε p , (2.13)
where ε e and ε p are respectively the elastic and the plastic contributions.
The initial point of the current constitutive formulation is to define a
free energy potential that is a function of a set of state variables (here it is
assumed that thermal effects are negligible):
ψ = ψ(ε e, ε˘ p,X,d) , (2.14)
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where ε e is the elastic strain tensor, ε˘ p is the damage accumulated plastic
strain, X is the back strain tensor (related to kinematic hardening) and d is the
scalar damage variable.
The free energy is usually split into two parts
ψ = ψe(ε e,d)+ψ p(ε˘ p,X) , (2.15)
where ψe and ψ p are respectively the elastic-damage and the plastic contri-
butions.
The rate of change of the free energy is given by
ψ˙ =
∂ψ
∂ε e
: ε˙ e+
∂ψ
∂d
d˙+
∂ψ
∂ ε˘ p
˙˘ε p+
∂ψ
∂X
: X˙ . (2.16)
Thus, the Clausius-Duhem inequality (2.10) is rewritten as
(
σ − ρ¯ ∂ψ
∂ε e
)
: ε˙ e−ρ ∂ψ
∂d
d˙+σ : ε˙ p−ρ
(
∂ψ
∂ ε˘ p
˙˘ε p+
∂ψ
∂X
: X˙
)
≥ 0 . (2.17)
This inequality must be valid for any condition. For a purely elastic
process in which dissipative effects are negligible, we have
σ = ρ¯
∂ψ
∂ε e
. (2.18)
Including this result in (2.17), it leads to a dissipative function which
must be positive in order to satisfy the second principle. Such a dissipative
function includes two terms. The first is related to the damage phenomenon
and the second to the plastic one:
ϕ ≡ ϕd +ϕ p ≥ 0 , (2.19)
where
ϕd =−ρ ∂ψ
∂d
d˙ , (2.20)
and
ϕ p = σ : ε˙ p−ρ
(
∂ψ
∂ ε˘ p
˙˘ε p+
∂ψ
∂X
: X˙
)
. (2.21)
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The elastic-damage potential is defined as
ρ¯ψe(ε e,d) =
1
2
ε e : (1−d)Ce : ε e , (2.22)
where ρ¯ is the reference mass density, and Ce is the isotropic elastic tensor.
In this case, the elasticity law is given by
σ = ρ¯
∂ψ
∂ε e
= (1−d)Ce : ε e . (2.23)
Now, by extending the concept of an effective stress to the three-
dimensional case, we have the definition of the effective stress tensor,
σ e f f = Ce : ε e . (2.24)
Thus, the generalised form of the effective stress (Eq.2.25) is obtained by
replacing (Eq. 2.24) into (Eq. 2.23).
σ e f f ≡ σ1−d . (2.25)
The thermodynamic conjugate force Y related to the damage variable
d is given by
Y ≡ ρ¯ ∂ψ
∂d
=−1
2
ε e : Ce : ε e . (2.26)
This expression can also be rewritten by means of the inverse of the elasticity
law as
Y =− 1
2(1−d)2 σ : [C
e]−1 : σ
=− 1
2E(1−d)2
[
(1+ν) σ : σ −ν (tr σ )2
]
=− q
2
2E(1−d)2
[
2
3
(1+ν)+3(1+2ν)
(
p
q
)2]
=− q
2
6G(1−d)2 −
p2
2K(1−d)2 ,
(2.27)
where q ≡
√
3
2 s : s is the von Mises effective stress, s ≡ σ − pI is the
deviatoric stress tensor, I is second-order identity tensor, p = 13σ is the
43
hydrostatic stress, E is the Young’s modulus, ν is the Poisson ratio, G and K
are respectively the shear modulus and the bulk modulus.
Isotropic and kinematic hardening forces
The plastic contribution of the free energy potential can also be split
into two parts. The first one is associated with the isotropic hardening ψ I ,
and the second with the kinematic hardening ψK .
ρ¯ψ p(ε˘ p,X) = ρ¯ψ I(ε˘ p)+ ρ¯ψK(X) . (2.28)
Thus, the conjugate forces κ and β , respectively related to the isotropic and
kinematic hardening, are given by
κ ≡ ρ¯ ∂ψ
p(ε˘ p,X)
∂ ε˘ p
= κ(ε˘ p) , (2.29)
while the conjugate force of the tensor X is the back-stress β :
β ≡ ρ¯ ∂ψ
p(ε˘ p,X)
∂X
= β (X) . (2.30)
The kinematic hardening is based on the Armstrong-Frederick’s law,
which leads to
ψK(X) =
a
2
X : X , (2.31)
β (X) = aX . (2.32)
where a is a material constant related to Armstrong-Frederick’s law.
The Yield Function
The yield function used in Lemaitre’s damage model has an expression
similar to the traditional von Mises function:
Φ=
√
3J2(s−β )
1−d −σy , (2.33)
where s is the deviatoric stress tensor, β is the back-stress tensor, σy is a
hardening function defined by σy = σy(ε˘ p) and J2(s− β ) is the second in-
variant of s− β , being J2(A) = 12
[
(tr A)2− tr A2
]
for any matrix A. The
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hardening function can be defined as follows,
σy(ε˘ p) = σy0+κ , (2.34)
where σy0 is the initial yield stress, i.e. the uniaxial yield stress of a virgin
material. In the present work, we adopted the following formulation for the
hardening function
σy(ε˘ p) = σy0+k
(
1− e−n ε˘ p
)
, (2.35)
where k and n are material constants.
The Flow Potential and Evolution of Internal Variables
The complete formulation of the current constitutive model depends
on the determination of evolution laws for the internal variables. A usual way
of doing that is to define a dissipative potential whose derivative, provides
the desired laws. Depending on the convexity properties of this potential, the
second law is automatically satisfied.
In plasticity, if the yield function takes the role of the dissipative (flow)
potential, models are called associative. Otherwise, they are non-associative.
The present model is a non-associative one, and the flow potential takes the
form
Ψ=Φ+
b
2a
β : β +
r
(1−d)(S+1)
(−Y
r
)S+1
, (2.36)
where a, b, r and S are material constants. The constants a and b are
related to Armstrong-Frederick’s model, and r and S are associated with
damage evolution. With this definition, the resulting evolution laws are given
by
ε˙ p = γ˙ N (2.37)
˙˘ε p = γ˙ (2.38)
β˙ = γ˙ (aN −bβ ) (2.39)
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d˙ = γ˙
1
1−d
(−Y
r
)S
(2.40)
where −Y is the energy density release rate due to damage (2.27) and N is
the flow vector.
N =
√
3
2
s−β
(1−d)‖s−β ‖ (2.41)
The rate multiplier γ˙ is equal to the damage accumulated plastic rate
(2.38) and accounts for the amplitude of the plastic flow. Moreover, the plastic
flow only occurs for a saturated yield function Φ. In other words, it must
satisfy the following complementarity conditions:
Φ≤ 0 , γ˙ ≥ 0 , Φγ˙ = 0 . (2.42)
Conditions (2.42) enforce that (a) the yield function is lower than or equal
to zero, (b) the plastic multiplier rate is non-negative and (c) both quantities
simultaneously, cannot be different from zero.
2.2.1 Integration Algorithm
A temporal integration procedure is needed in order to update incre-
mentally the internal variables. In the present case, a traditional (fully impli-
cit) elastic-predictor/plastic-corrector-mapping is used [19, 27].
Firstly, we establish the elastic predictor. It consists of the initial trial
state for both strain and stress elastic tensors, which are respectively defined
as 1 2
ε e trialn+1 = ε
e
n+∆ε (2.43)
σ e trialn+1 = (1−dn)Ce : εe trial (2.44)
where ∆ε = ε n+1− ε n
With these values, the plastic consistency must be verified. This is
1(·)n and (·)n+1 indicate respectively the current and the updated states.
2(·)trial denotes a trial condition.
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performed by evaluating Φtrial ,
Φtrial =
√
3J2(strialn+1 −βn)
1−dn −κ(ε˘
p
n )−σy0 . (2.45)
If Φtrial ≤ 0 then the trial state defines the current value of the state
variables. Thus, the following update is set:
(·)n+1 = (·)trialn+1 (2.46)
Otherwise, it is necessary to calculate the set of unknowns
(σ n+1,βn+1,dn+1,∆γ) that satisfies the incremental consistency equations,
given by

√
3J2(strialn+1−βn)
1−dn −κ(ε˘
p
n +∆γ)−σy0
σ e trialn+1 − (1−dn+1)Ce : (εe trialn+1 −∆γNn+1)
βn+1−βn−∆γ (aNn+1−bβn+1)
dn+1−dn− 11−dn+1
(−Yn+1
r
)S
∆γ

=

0
0
0
0
 , (2.47)
where
Nn+1 =
3
2
sn+1−βn+1
(1−dn+1)
√
3J2(s−β )
(2.48)
Once the system has been solved, the remaining internal variables are
updated as follows:
ε˘ pn+1 = ε˘
p
n +∆γ , (2.49)
εe trialn+1 = ε
e
n+1+∆γNn+1 . (2.50)
2.3 LEMAITRE’S SIMPLIFIED MODEL
A remarkable simplification of Lemaitre’s model is achieved if the kin-
ematic hardening is not considered. In this case, we have β = a = b = 0, and
the return-mapping system (2.47) is reduced to a single nonlinear equation
[19, 28]. This fact considerably improves the computational performance of
the algorithm. However, it is important to notice that the simplified version
47
of Lemaitre’s model is restricted to situations where reverse plastic loadings
are not expected to occur.
The yield function 2.33 and evolution laws 2.37, 2.38, 2.39, 2.40 are
then simplified to the following expressions
Φ=
√
3J2(s)
1−d −σy , (2.51)
ε˙ p = γ˙ N , (2.52)
˙˘ε p = γ˙ , (2.53)
d˙ = γ˙
1
1−d
(−Y
r
)S
, (2.54)
where
N =
√
3
2
s
(1−d)‖s‖ . (2.55)
Finally, the same consistency conditions required in 2.42 must be sat-
isfied.
Φ≤ 0 , γ˙ ≥ 0 , Φγ˙ = 0
2.3.1 Integration Algorithm
The integration algorithm that applies to the simplified version of
Lemaitre’s model has the same structure as the complete one. The detailed
mathematical deduction of the current algorithm will not be presented but can
be found in [19, 28]. Nevertheless, the incremental procedure is reproduced
here for reasons of completeness.
Firstly, the elastic-trial strain is calculated based on their last con-
verged value and on the subsequent strain increment (2.56). The accumulated
damage-plastic strain is taken from the last step (2.57). Based on the volu-
metric and deviatoric contributions of the elastic-trial strain, the correspond-
ing hydrostatic (2.58) and deviatoric (2.59) effective stresses are computed.
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After that, the effective von Mises equivalent stress (2.60) is calculated.
εe trialn+1 = εn+∆ε (2.56)
ε˘ p trialn+1 = ε˘
p
n (2.57)
p˜trialn+1 = Kε
e trial
v n+1 (2.58)
s˜trialn+1 = 2Gε
e trial
d n+1 (2.59)
q˜trialn+1 =
√
3
2
∥∥∥strialn+1∥∥∥ (2.60)
Once the trial state has been estimated, the plastic consistency must be
verified. If
q˜trialn+1 −σy(ε˘ p trialn+1 )≤ 0 (2.61)
then the trial state establishes the current state of the variables, i.e.
(·)n+1 = (·)trialn+1 (2.62)
Otherwise, the following single-equation return mapping has to be solved for
∆γ:
F(∆γ)≡ ω(∆γ)−ωn+ ∆γω(∆γ)
(−Y (∆γ)
r
)S
= 0 , (2.63)
where
ωn+1 ≡ 1−dn+1 = ω(∆γ) = 3G∆γ
q˜trialn+1 −σy(ε˘ pn +∆γ)
, (2.64)
−Y (∆γ)≡
[
σy(ε˘ pn +∆γ)
]2
6G
+
p˜2n+1
2K
(2.65)
Once ∆γ has been obtained, the remaining internal variables are up-
dated as follows:
ε˘ pn+1 = ε˘
p
n +∆γ (2.66)
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pn+1 = ω(∆γ)p˜n+1 (2.67)
qn+1 = ω(∆γ)σy(ε˘ pn ) (2.68)
sn+1 =
qn+1
q˜trialn+1
s˜trialn+1 (2.69)
σn+1 = sn+1+ pn+1I (2.70)
εen+1 =
1
2G
sn+1+
1
3
εe trialv n+1 I (2.71)
The Tangent Operator
In the context of the finite element method, a consistent tangent oper-
ator might be needed in order to solve the global equilibrium problem. If the
integration algorithm operates within the elastic domain, the tangent operator
is directly given by
D = (1−dn+1)Ce (2.72)
However, if the stress solution is inside the plastic domain, the tangent
operator can be computed by means of
D =
dσ n+1
dε e trialn+1
. (2.73)
In the simplified formulation, the tangent operator can be analytically
obtained [19, 28] and it takes the following expression:
D =c1 Id+ c2 s¯n+1⊗ s¯n+1+ c3 s¯n+1⊗ I (2.74)
+ c4 I⊗ s¯n+1+ c5 I⊗ I
where, c1, c2, ..., c5 are scalar values calculated from the converged variables,
Id is the deviatoric projection tensor, I is the second-order identity matrix and
s¯n+1 is the normalised stress deviator
s¯n+1 =
sn+1
‖sn+1‖ . (2.75)
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The complete definition of the elastoplastic operator is shown in Ap-
pendix B.
2.4 REMARKS ON FINITE ELEMENT CODE IMPLEMENTATION
In this work, a nonlinear finite element code was implemented which
is able to solve the simplified version of Lemaitre’s damage model (see Sec-
tion 2.3). In such a code, three types of finite elements were included: a three-
dimensional eight-nodes hexahedron (Hex8); a two-dimensional four-nodes
axisymmetric quadrilateral (Q4); and a two-dimensional four-nodes plane
stress quadrilateral (Q4). All of them employ a full-integration scheme. The
solution of the nonlinear equilibrium equations is computed by using the tra-
ditional Newton-Raphson method. The code is based on small displacement-
strain formulation, and its implementation is based on [19, 29, 30, 31, 32].
In order to validate the code implementation, some tests were car-
ried out on three different models. To this aim, a mechanical tensile test
was numerically simulated on a thin notched sheet model of 0.9 mm thick-
ness, whose geometry is shown in Fig. 2.2. By considering the planes of
symmetry, only one-eighth of the geometry was taken into account with the
corresponding boundary conditions shown in Fig. 2.2.
A first verification test considered 3-D elements (Hex8) and
elastoplastic (no damage) constitutive behaviour. The results obtained
were successfully compared with a commercial FE code. A second test
considered an identical problem, but this time it was simulated with plane
stress elements (Q4), which led again to results which were very close to
those obtained with a commercial FE code. Finally, the reliability of the
implemented FE code was assessed by considering that the profile shown in
Fig.2.2 represents a cylindrical specimen. Then, axisymmetric Q4 elements
were used to simulate the tensile test by using Lemaitre’s damage model.
On this occasion, the implemented code provided results that agreed almost
perfectly with those, that were obtained with the FE code HYPLAS [19].
In all cases mentioned above, the absolute difference between stress values,
that were computed at integration points, with the implemented FE code, the
commercial one, and HYPLAS was lower than 0.001 MPa.
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Such an implemented FE code was used to generate sets of numerical
data that were employed in order to verify and validate the procedure for
identification of constitutive parameters introduced in Chapter 4. Although
2-D and 3-D models have been initially employed in these tests, only results
related to 2-D models are presented in Chapter 5.
Figure 2.2: Geometry used in the verification of the FE code (proposed by
[19]).
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3 DIGITAL IMAGE CORRELATION
Digital Image Correlation (DIC) is a non-contact measurement
method based on optics, which is used to measure motion and/or deformation
of an object by digitally processing a sequence of images. Each image in
this sequence records the state of the object at a specific point in time. As a
full-field non-contact optical method, DIC has been used in order to replace
pointwise measurement techniques, what is specially useful in cases where
localised strains are expected to occur [33].
With the emergence of digitalised images, many digital image ana-
lysis methods have been developed to be used in the field of experimental
solid mechanics. Different interferometric and non-interferometric optical
measurement techniques have been proposed in order to obtain experimental
information about displacements or strain fields on the surface of specimens.
Each kind of technique has limitations and advantages. Holography,
laser speckle, moire´ interferometer are some of the few examples of interfer-
ometric techniques developed for use with a coherent light source. They are
particularly well suited to measure small displacements and strains. On the
other hand, Digital Image Correlation has shown its potentialities to measure
finite strains (localised or not) that appear in inelastic deformations in metals
or polymers.
If a non-coherent light source is used in conjunction with the DIC
method, different patterns such as lines, grids, dots and random arrays can be
used as reference entities of measurement. One of the most usual approaches
is to employ a random pattern [34]. Therefore, it is desirable that the texture
of the surface of a specimen has suitable characteristics like a random grey
intensity distribution with appreciable contrast. This condition may naturally
be found on the surface of the specimen (texture), or be artificially produced
as shown in Figure 3.1, where the specimen was painted using an airbrush.
Another important operational aspect related to DIC is the choice of
a region of interest (ROI), in which motion and/or deformation are expected
to be observed. In this region, a virtual grid formed by points called markers
is defined (see Fig. 3.2). The way in which the motion of these markers are
tracked along a sequence of images constitutes the DIC procedure, whose
main characteristics are explained below.
Consider two images of the ROI, before and after deformation. For
each marker of the grid in the undeformed image, a subset of (2M+ 1)×
(2M+1) pixels is defined, having the marker as the central pixel of the sub-
set. This subset, which has its own grey intensity distribution, will occupy a
54
Figure 3.1: An example of a random speckle pattern.
Figure 3.2: An example of an ROI and a grid of markers.
different position in the deformed image. Therefore, the main concept behind
the DIC method is to search the appropriate mapping that allows to correlate
the subset grey distribution of a first image into a second one to be found.
The correlation procedure is then carried out by means of an optimisa-
tion method that looks for the proper mapping parameters at each subset by
minimising a correlation criterion, which is also called correlation function.
Two usual families of correlation functions are the cross-correlation
(CC) criterion and the sum-squared difference (SSD) correlation criterion.
These have been presented under different forms in literature [34], we show
here the most robust of each kind:
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Zero-Nomalized Cross-Correlation
CZNCC =
M
∑
i=−M
M
∑
j=−M
{
[ f (xi,y j)− fm]× [g(x′i,y′j)−gm]
∆ f∆g
}
(3.1)
Zero-Nomalized Sum of Squared Differences
CZNSSD =
M
∑
i=−M
M
∑
j=−M
[
f (xi,y j)− fm
∆ f
− g(x
′
i,y
′
j)−gm
∆g
]2
(3.2)
In Eq.3.1 and Eq. 3.2, f (xi,y j) and g(x′i,y′j) are respectively the grey intens-
ity in the reference and in the deformed subset; (xi,y j) and (x′i,y′j) are the
coordinates of the subset pixels before and after deformation. And,
fm =
1
(2M+1)2
M
∑
i=−M
M
∑
j=−M
f (xi,y j) (3.3)
gm =
1
(2M+1)2
M
∑
i=−M
M
∑
j=−M
g(x′i,y
′
j) (3.4)
∆ f =
√√√√ M∑
i=−M
M
∑
j=−M
[ f (xi,y j)− fm]2 (3.5)
∆g =
√√√√ M∑
i=−M
M
∑
j=−M
[g(x′i,y′j)−gm]2 (3.6)
As the shape of a reference subset changes after deformation, it is necessary to
map the displacement of points around the subset centre. For such a purpose,
a displacement mapping function is employed. A generic two dimensional
mapping function can be set as follows:
x′i = xi+ξ (xi,y j)
y′j = y j +η(xi,y j)
(i, j =−M : M)
(3.7)
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In the case of a first-order mapping, we have
ξ = u+
∂u
∂x
∆x+
∂u
∂y
∆y
η = v+
∂v
∂x
∆x+
∂v
∂y
∆y
(3.8)
or, in the case of second-order mapping
ξ = u+
∂u
∂x
∆x+
∂u
∂y
∆y+
1
2
∂ 2u
∂x2
∆x2+
1
2
∂ 2u
∂y2
∆y2+
∂ 2u
∂xy
∆x∆y
η = v+
∂v
∂x
∆x+
∂v
∂y
∆y+
1
2
∂ 2v
∂x2
∆x2+
1
2
∂ 2v
∂y2
∆y2+
∂ 2v
∂xy
∆x∆y
(3.9)
where ∆x = xi− x0, ∆y = y j− y0 and (x0,y0) is the coordinate of the centre
of the subset (marker). The set p = (u,v, ...) is the set of displacements in
x- and y-direction of a marker position (x0,y0) and the corresponding partial
derivatives ( ∂u∂x ,
∂v
∂x ,
∂u
∂y ,
∂v
∂y , ...) according to the order of the mapping being
used. Thus, p is the set of parameters to be identified during the correlation
process.
Figure 3.3: Schematic representation of a subset deformation and the dis-
placement vector associated with a marker (adapted from [33]).
The CC criteria can be related to SSD ones. For example, the CZNCC
criterion value is related to the CZNSSD value by the following expression:
CZNSSD(p) = 2[1−CZNCC(p)]. According to [33], the CZNCC and CZNSSD
criterion have a robust noise-proof performance and they are insensitive to
some effects of illumination lighting, such as offset and linear scale effects.
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To finalise this brief explanation of the technique used in this work, it
is worth mentioning an important technical step. For a given set of mapping
parameters, new positions (x′i,y′j) are calculated. Since these new coordin-
ates do not necessarily coincide with the integer position of a pixel in the
deformed image, the grey value at sub-pixel positions must be provided. To
this aim, several grey interpolation schemes can be found in literature. For
instance, bilinear interpolation, bicubic interpolation, bicubic B-spline inter-
polation, biquintic B-spline interpolation, and bicubic spline interpolation.
High-order interpolation schemes are recommended, because they provide
a higher registration accuracy and better convergence, although increasing
computational costs. The minimisation of the correlation function fC (using
a CC or SSD criterion) can be performed by a Newton-Raphson procedure.
A single Newton updating of the set p is given by
p = p0− ∇ fC(p0)∇2 fC(p0) , (3.10)
where p0 is the initial guess, p is the updated value, fC is the correlation
function and ∇(·), ∇2(·) are respectively first- and second-order derivatives
with respect to the unknown parameters p.
Like in any other measurement method, many factors may influence
the DIC performance. It is out of the scope of this work to provide a detailed
discussion of metrological aspects related to DIC, but here we briefly point
out important issues.
According to [33], the accuracy of DIC is usually affected by factors
such as
• numerical error related to the algorithm;
• random speckle pattern characteristics;
• lightning;
• optical characteristics related to the lens being used;
• vibration;
• errors associated with the specimen;
• loading conditions, and so on.
In order to improve the accuracy and precision of measurements, sev-
eral studies have been conducted aiming at evaluating the errors associated
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with DIC. For instance, in [35], [36] and [37], the authors evaluate errors
related to the DIC algorithm by considering different factors, such as the
size of subsets as well as the characteristics of the random speckle pattern.
In the earlier stage of development, DIC sub-pixel algorithms were able to
provide absolute sensitivities and accuracies between 0.01 and 0.5 pixels, but
according to [36], it is possible to achieve absolute errors below 0.002 pixels
for sub-pixel algorithms such as those based on gradient or Newton-Raphson
methods. It is important to bear in mind that such evaluations consider only
numerical aspects of DIC algorithm. Thus, an error of 0.002 pixels might
be considered as the maximum error associated with the DIC algorithm. In
this work a Newton-Raphson algorithm with robust mapping was used, inter-
polation and correlation functions. The mapping was performed by using a
second order function combined with a spline bicubic interpolation function.
We also employed the CZNSSD correlation criterion due to its robust noise-
proof performance. These choices allow the achievement of the resolution
observed in high quality DIC algorithms reported in literature.
In the current study, additional assessment of the DIC technique based
on metrology and statistics was not carried out.
Remark: Considering the DIC algorithm that was used in the current work
and following a similar procedure presented by [33] for an evaluation of the
errors related to strain calculation, we can give the following error estimate. If
we assume the absolute error for displacement measurements is 0.002 pixels,
then based on the image resolution (in pixels) and the dimensions of the
ROI/grid (in millimetres, Fig. 5.29) that were employed in this work (Chapter
5), we find that the absolute error of displacement measurements would be
3.337×10−5 mm. Thus, by employing a forward difference [33] and taking
into account the smallest distance among all markers (0.362 mm), this led
to
(∣∣±3.337×10−5∣∣+ ∣∣±3.337×10−5∣∣)/0.362 = 1.844×10−4 mm/mm for
the measurement of strain errors. Such as mentioned above, this evaluation
is based solely on the numerical solution of the DIC algorithm and might be
assumed as the maximum error of the measuring instrument, i.e. the lowest
error that would be possible to be achieve. Additional sources of error were
not evaluated. However, this estimate provides a reasonable way to evaluate
the quality of the data obtained by means of DIC.
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4 DIRECT IDENTIFICATION OF MATERIAL PARAMETERS
FROM OPTICAL DATA
In Section 1.1, several methods that make use of full-field measure-
ment data for the identification of constitutive material parameters are briefly
explained. As already pointed out, the classification proposed in [3] is quite
general and different operational techniques can be designed for specific
problems.
In this chapter, a particular method is proposed. It may be classified
within the class of Virtual Field Methods, since its formulation can be ob-
tained by choosing the virtual functions δu (of Eq. (1.4)) as being equal to
the shape functions of a convenient finite element mesh, where such a mesh is
related to a DIC mesh. From this choice, two objective functions are defined
in order to minimise the error between the internal and external forces. In the
following sections, a detailed description of such a method is shown. During
the development of the present work, a similar proposition appeared in [38].
The latter differs from the current one in the way the objective function is
defined.
4.1 PRELIMINARY CONSIDERATIONS ABOUT EXPERIMENTAL
DATA
Consider a prismatic specimen and a grid of points (markers) defined
over the image of the front surface of this specimen as shown in Fig. 4.1.
During a mechanical test, each point of this grid is tracked by using the DIC,
while the total loading data are simultaneously recorded. Such a procedure
can provide the following information:
• The history of 3-D displacement of each point on the surface or at least,
the history of 2-D displacements;
• The history of the applied loading which is measured with the load cell
of the testing machine.
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Figure 4.1: A prismatic specimen and a grid of points (markers) defined over
the image of the front surface of this specimen.
The displacement data that are measured on the observed surface of
the specimen frequently need to be complemented with additional hypo-
theses. These hypotheses should allow an extrapolation of these data for the
whole volume of the specimen. In this case, the following options may be
considered:
1. Assumption of a distribution law for the out-of-plane strain field εz,
where εz is based on in-plane information and is in accordance with
a suitable transversal displacement distribution. For example, we can
mention the case of a constant strain related to a linear distribution
of the transversal displacement. Such an assumption provides a com-
plete three-dimensional displacement for the whole domain Ω occu-
pied by the specimen. Another example that can be used to estimate
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the thickness variation of a thin plate is suggested by [38] as t(εx,εy) =
t0e−εx−εy , where t0 is the initial thickness and εx and εy are in-plane
strain components.
2. The DIC method is able to provide the three-dimensional displacement
field of the surface. Then, uz displacements can be used as additional
information for out-of-plane strain extrapolations.
3. Use of simplified 2-D models (e.g. plane stress state) that need only
in-plane data in order to compute the εz field.
4.2 MINIMUM ERROR PROBLEM
Consider the weak equilibrium problem of finding the displacement
u ∈K, such that
δR(u,δu) = δF(u,δu)−δQ(u,δu) = 0 ∀δu ∈ V (4.1)
where K and V are respectively the set of kinematically admissible displace-
ments and the set of virtual displacements. Let us make u = ut , where the
symbol ut denotes the history of displacements up to time t. Then, the in-
ternal and external virtual works take the general form
δF(ut ,δu) =
∫
Ωt
σ (ut) ·∇sδu dΩt (4.2)
δQ(ut ,δu) =
∫
Ωt
b(ut) ·δu dΩt +
∫
Γt
f(ut) ·δu dΓt (4.3)
where σ (ut) is the constitutive response of the material model to the history
of deformations up to time t. In general, σ (ut) is nonlinear and time depend-
ent. Note that Eq.(4.2) is not restricted to infinitesimal kinematics since Ωt
denotes the deformed configuration and ∇s =∇si j(·) = 12
(
∂ (·)
∂xi
+ ∂ (·)∂x j
)
, where
x represents the spatial coordinates in the deformed configuration.
Consider now a finite element mesh attached to the grid shown in
Fig.4.1. Take δu = Ni, being Ni, i=1,NDOF the corresponding global shape
functions and NDOF the number of degrees of freedom provided by that
mesh. Substituting δu in 4.2 and 4.3, the following NDOF residual equa-
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tions are obtained
Ri(ut) = Fi(ut)−Qi(ut) = 0 (4.4)
with
Fi(ut) =
∫
Ωt
BTi σ (u
t) dΩt (4.5)
Qi(ut) =
∫
Ωt
NTi b(u
t) dΩt +
∫
Γt
NTi f(u
t) dΓt (4.6)
The matrix Bi = DNi contains the strain components associated with the
shape functions Ni and D which is the usual strain operator. Fi and Qi are
then the classical internal and external forces of the i-th DOF of finite-element
discrete equations, which leads to a null residual value Ri if the equilibrium
is satisfied.
In particular cases in which infinitesimal kinematics are considered,
we have Ωt ' Ω0 ' Ω and all operations are performed in the undeformed
configuration. Equation (4.4) states that the equilibrium is attained at the con-
figuration ut , which provides a balance between internal and external forces.
In a typical numerical simulation, we look for the history of the dis-
placement field ut as the unknown variable of the problem. By means of a
nonlinear technique, such as Newton’s Method, we search for a displacement
configuration that reduces the residual vector R(ut) to zero. However, in the
present problem, information about the history of the displacement field ut
is available by experimental measurements. The unknowns are the material
parameters of the constitutive model σ (ut).
The identification problem can then be set as the minimisation of an
objective function Ψ based on the error between internal (computed) and ex-
ternal forces (measured):
p? = argmin
p∈P
∥∥Ψ(p;ut)∥∥2 (4.7)
where p is a vector of material parameters within a set of admissible values
P.
To compute the internal forces, let us consider again the specimen
shown in Fig. 4.1. From the front surface of the specimen, a grid of points is
defined and the history of the displacement ut is stored, wherein ut is meas-
ured by means of DIC. This grid is transformed into an FE one whose nodes
are classified in five sets such as shown in Fig. 4.2)and listed in Table 4.1.
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Figure 4.2: FE mesh based on a grid of points and the definition of sets of
nodes.
Table 4.1: Definition of suitable sets of nodes for the objective function A.
ΓT set of nodes on the top egde of the ROI
ΓB set of nodes on the bottom egde of the ROI
ΓL set of nodes on the left egde of the ROI
ΓR set of nodes on the right egde of the ROI
ΓA set of nodes on the surface of the ROI
Based on these sets, and in order to achieve the best solution for the
identification problem, different objective functions may be suggested. In
this work, two types of objective functions are proposed. Although they are
defined in the context of a two-dimensional problem, their extension to three-
dimensional cases is straightforward.
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4.2.1 Objective Function A
This first objective function combines the residual forces defined in
Table 4.2:
Table 4.2: Definition of the objective function A. Residual functions.
Internal force in x-direction at nodes in ΓA, Rt1 = F
A
x (ut) = 0
excluding nodes in ΓT , ΓB, ΓL, ΓR:
Internal force in y-direction at nodes in ΓA, Rt2 = F
A
y (ut) = 0
excluding nodes in ΓT , ΓB, ΓL, ΓR:
Internal force in y-direction at nodes in ΓT : Rt3 = ∑F
T
y (ut)−Pt = 0
Internal force in y-direction at nodes in ΓB: Rt4 = ∑F
B
y (ut)+Pt = 0
The residual vector Rt1 indicates that the internal force in x-direction
FAx at every node of ΓA (excluding nodes in ΓT , ΓB, ΓL, ΓR) must be zero
if the equilibrium is satisfied. Analogous condition must be satisfied for the
internal force FAy in y-direction. The third and fourth expressions verify that
the sum of all internal forces of the top and bottom boundaries in y-direction
must be equal to the total external force P t , that is applied to the specimen.
Thus a single valued function at time t can be set as
ψt =
n
∑
i=1
α ti
∥∥Rti∥∥2 (4.8)
where α ti are weighting parameters and in this case n= 4 (number of residual
functions, see Tab. tab:objfuncs). Finally, the global objective function is
established by means of the summation
Ψ=∑
t
ψt (4.9)
4.2.2 Objective Function B
A second proposition for a multi-objective function is defined as fol-
lows. In Fig. 4.3, the top boundaries of three rows of elements are identified.
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Figure 4.3: Definition of suitable sets of elements/nodes for the objective
funtion B. Top-boundaries Γi
In each row of elements, the summation of the internal forces F i jy of
all nodes j that belongs to the top-boundary Γi of the row must equilibrate
the external force P t . This allows the definition of the out-of-balance force
for each set of elements/nodes (being these sets those which define Γi); and
the difference between the sum of internal forces and the measured loads is
computed by means of
Rti =
[
m
∑
j=1
F(i j)y (ut)
]
i
−P t (4.10)
where m is the total number of nodes in Γi.
And again, we can make use of Eq. 4.8 and Eq. 4.9
ψt =
n
∑
i=1
α ti
∥∥Rti∥∥2
Ψ=∑
t
ψt
where n is the total number of boundaries Γi (e.g. in Fig. 4.3, n = 3). In the
current work, the weighting parameters α ti were taken as α ti = 1, for all cases.
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4.3 OBJECTIVE FUNCTION: ALGORITHMIC STRUCTURE
Both objective functions are implemented and coupled with
Lemaitre’s model simulation code presented in Section 2.3. These ob-
jective functions are then minimised by an optimisation code. For the sake
of clearness, the structure of the algorithm used to calculate the objective
functions is shown in 4.3.
It is well known that Lemaitre’s model may face convergence prob-
lems during the solution of the damage-plastic multiplier (Eq. 2.63) [19].
Large strain increments usually account for such convergence problems. As
these strain increments are defined by the available experimental data, a spe-
cial algorithm was implemented to reduce such increments, in case of con-
vergence failure.
The idea is simple and consists of an equally distributed subdivision
of the incremental deformation of an element, into smaller sub-steps. With a
smaller strain increment, it is expected that the convergence of the constitutive
equations at each integration point will be achieved. If so, stresses are sequen-
tially computed until the complete time step has been attained. Finally, at the
end of the time step, the stress is used for the internal force calculation, as in
the usual procedure.
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Table 4.3: Objective function algorithm
Computation of the objective function Ψ= Ψ(p,u)
Loop (time increments) t ∈ {t0, t1, . . . , f}
for t = t0 to tf
Load ut
Loop (elements) e ∈ {1,2, . . . ,n}
for e = 1 to n
Loop (integration points) i ∈ {1,2, . . . ,nip}
for i = 1 to nip
Compute ε t(e,i) = Bu
t
(e)
Compute the stress σ (e,i) at the integration point
by using the corresponding constitutive model,
e.g. simplified Lemaitre’s model.
end loop (integration points)
Compute the Element’s Internal Force Vector fe =
∫
Ωe Neσ dΩ
Store fe in the global Internal Force Vector F
end loop (elements)
Compute and storeψt = ∑ni=1α ti ‖Rti‖2
end loop (time increments)
Compute Ψ= ∑tψt
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5 RESULTS
In Chapter 4, a method for identification of constitutive material para-
meters was proposed. Its performance was tested by carrying out the identi-
fication of constitutive parameters from full-field data. These data had firstly
been obtained from numerical experiments and secondly from physical ones.
Then, in the current chapter an evaluation process organised into two parts is
presented.
In the first part, the identification method was tested based on numer-
ically generated data (ngd). In such a case, the required history of the full
displacement field and loading data was generated by means of a finite ele-
ment model. The model employs the same constitutive formulation that is
used later in the identification of material parameters. The purpose of these
initial tests was to evaluate the efficiency of the identification algorithm and
of different objective functions, knowing a priori the existence of a zero-error
solution. Furthermore, these tests allowed the investigation and solution to
possible difficulties of the overall identification procedure. This first part is
reported in Section 5.1.1. In the second part, the method was evaluated based
on real experimental data that were acquired during a uniaxial tensile test of a
low-carbon steel specimen. Section 5.2 presents a general description of the
identification procedure for this case, including details related to DIC usage
as well as an analysis of the results achieved. Additionally, such as presen-
ted in section 5.3, a validation test was conducted, in which the parameters
identified in the tests reported in Section 5.2 were used in a finite element
simulation of a tensile test.
It is worth mentioning that a non-standard specimen geometry was
used in all calculations (Fig. 5.1). This geometry ensures that yielding and
damage, start in the central region of the specimen when it is submitted to
a tensile test. This induced localisation allows a priori definition of the area
subjected to image acquisition, improving the quality of the images, and as a
consequence, the DIC accuracy.
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Figure 5.1: Geometry and dimensions of the non-standard specimen em-
ployed in the present work.
5.1 IDENTIFICATION BY USING NUMERICALLY GENERATED
DATA
5.1.1 Numerical Data Generation
A finite element model was set up to simulate a uniaxial tensile test
and to generate the proper data for the numerical experiments. The model
was based on the assumption of a plane stress state and took advantage of
the symmetry of the problem. Figure 5.2 shows the finite element mesh and
the applied boundary conditions. A displacement of uy = 0.682 mm is pre-
scribed in the upper boundary of the model, which is equivalent to a total
displacement of uy = 1.364 mm in a typical tensile test.
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Figure 5.2: The finite element model employed to generate the numerical data
for the verification tests.
The simplified version of Lemaitre’s model, which is detailed in Sec-
tion 2.3 and characterised by the set of parameters in Table 5.1, was chosen
to represent the mechanical behaviour of a hypothetical material.
Table 5.1: Material parameters chosen to represent the mechanical behaviour
of a hypothetical material in numerical tests.
Young’s Modulus - (E) 207000 MPa
Poisson’s Ratio - (ν) 0.29
Initial Yield Stress - (σy0) 165 MPa
Elastoplastic constant - (k) 300
Elastoplastic exponent - (n) 50
Damage constant - (r) 0.3 MPa
Damage exponent - (S) 4
The uniaxial stress-strain behaviour of this material is shown in Fig.
5.3, wherein two curves are presented. The first curve corresponds to a model
of a pure elastoplastic material (without damage), while the second one cor-
responds to Lemaitre’s ductile damage model. Additionally, Fig. 5.4 shows
the accumulated damage vs. equivalent plastic strain.
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Figure 5.3: Representation of the uniaxial stress-strain behaviour of the test-
ing (hypothetical) material by using Lemaitre’s model.
Figure 5.4: Damage vs. plastic strain behaviour of the testing (hypothetical)
material by using Lemaitre’s model.
73
With these settings, the generation of the numerical data was carried
out. We notice that a prescribed displacement uy was applied on the upper
boundary of the specimen, varying linearly from 0 to 0.628 mm in increments
of ∆uy = 0.001 mm. Figure 5.5 illustrates both y-displacement and damage
distribution for the last time-step1. The corresponding load vs. displacement
curve is presented in Fig.5.6.
Figure 5.5: Displacement (left) and damage (right) fields from numerically
generated data for a hypothetical material (last time-step data
computed by means of an FE simulation).
Figure 5.6: Loading vs. Displacement curve. Behaviour of a hypothetical
material under undamaged and damage conditions.
1The term time step is employed throughout this text to indicate a point in time in which a
full-field displacement measurement is associated with a specific loading state.
74
In order to emulate the data that are obtained from DIC in real experi-
mental cases, a region of interest (ROI) was defined in a way totally analogous
to what is done for a real specimen (Fig. 5.7). Then, the history of nodal in-
ternal forces and nodal displacements was recorded for 682 time steps, being
both force and displacement related to the mesh within the ROI. The displace-
ment field obtained in the last time step of the numerical simulation is shown
in Fig. 5.8.
Figure 5.7: Definition of an ROI for numerical tests (definition based on the
FE mesh used in the tests).
Figure 5.8: Displacement fields in the ROI (last time-step data computed by
means of an FE simulation). (Left) ux and (Right) uy [mm] .
75
5.1.2 Identification of Constitutive Material Parameter
The minimisation of the objective function was performed by means
of an interior point algorithm, based on [39, 40, 41, 42]. As no analytical de-
rivatives were provided they were numerically computed through finite dif-
ferences. This fact certainly influences the number of iterations needed to
achieve convergence and possibly the accuracy of the converged solution. To
initiate the tests of the algorithm’s performance, a convergence study was car-
ried out, considering two variables. The first is the type of Objective Function
(A or B) and the second is the number of time steps used to compute each one.
The tests were run using the exact values of the material parameters
as the initial values for the optimisation problem. This was to verify if the
algorithm points to the initial solution as the optimum point.
The reason for testing a fewer number of time steps (larger step incre-
ments) is to verify the possibility of speeding up the identification process.
Thus, it was observed whether a fewer number of time steps could lead to
reductions in the accuracy of the solution or even to a failure during the non-
linear calculation of the damage-plastic multiplier.
The tests were all carried out by considering the elastic parameters
(E,ν ,σy0) = (207000,0.29,165) known and fixed, and the plastic-damage
parameters (k, n, r, S) the variables of the optimisation. The initial point was
set up (k, n, r, S) = (300,50,0.3,4), i.e. the exact solution. The objective
function A is defined according to Tables4.1 and 4.2 and considering the ROI
shown in Fig. 5.7. Fig. 5.9 display the rows of elements/nodes corresponding
to the objective function B.
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Figure 5.9: Sets of elements/nodes related to the objective function B that
were employed in the verification tests.
The results of the tests are then summarised in Table 5.2. It is possible
to see that all cases, due to the characteristics of the optimisation algorithm
and also due to the absence of analytical derivatives, show iterations before
achieving a “converged” new point (theoretically, the best point is the ini-
tial one). It is also possible to see the loss of accuracy of the “converged”
solution as a result in the reduction of the number of time steps employed in
the objective function calculation. Errors of less than 1% were found in the
solution. The best one was achieved for Objective Function B, when the data
from all 682 time-steps were used.
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Figure 5.10: Load Curve Fitting - Analysis NA01 (ngd)
Figure 5.11: Load Relative Error - Analysis NA01 (ngd)
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Figure 5.12: Load Curve Fitting - Analysis NA02 (ngd)
Figure 5.13: Load Relative Error - Analysis NA02 (ngd)
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Figure 5.14: Load Curve Fitting - Analysis NA03 (ngd)
Figure 5.15: Load Relative Error - Analysis NA03 (ngd)
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A second set of tests was then carried out, starting with non optimal
initial points. In order to speed up the identification procedure, the cost func-
tions were computed by using 136 time steps from the 682 available. As in the
previous tests, the elastic coefficients and the yielding limit were considered
as known and fixed: (E,ν ,σy0) = (207000 MPa,0.29,165 MPa).
Then, different minimum arguments of the objective function were
evaluated. The first test (NA04 and NB04) was run in order to identify only
the elastoplastic parameters (k, n), without considering damage effects. In
this case, the objective function was computed by using the data of the first
100 time steps from those 136 (damage effects are expected to influence
solely for high strain values). A second test (NA06 and NB06) was performed
to identify only the damage parameters (r, S) by using the “converged” values
(k, n) from the previous test. All 136 time steps were considered. Finally, the
last test (NA05 and NB05) identified all the elastoplastic and damage para-
meters, also by using the data from all 136 time steps.
The summary of the initial values, their testing conditions, and un-
known parameters are shown in Table 5.3.
Table 5.3: Initial guess and boundaries for unknowns variables (related to the
second set of numerical tests)
Unknowns Initial Value Lower Boundary Upper Boundary
k 100 50 500
n 1 0.1 500
r 1 0.1 10
S 0.1 0.1 10
The three testing conditions with random initial values were evaluated
with both proposed objective functions. The results are shown in Table 5.4.
It is possible to see that the best results were achieved for both objective
functions when all variables (k, n, r, S) are free to find their optimum point. As
expected, this fact has implied higher computational costs. A possible optimal
procedure may be a separate identification of plastic/damage parameters as a
way to find a good initial point for a complete free search.
Figures from 5.16 to 5.25 display the resulting curves of force-
displacement and error-displacement for all cases, each showing satisfactory
results.
82
Ta
bl
e
5.
4:
R
es
ul
ts
of
th
e
pa
ra
m
et
er
id
en
tifi
ca
tio
n
fr
om
nu
m
er
ic
al
ge
ne
ra
te
d
da
ta
(2
).
A
na
ly
si
s
Ty
pe
St
ep
s
k
n
r
S
M
in
.
E
va
l/I
te
r
Fi
g.
N
A
04
A
10
0
28
6.
18
53
.0
7
-
-
86
6
68
/2
1
5.
16
N
A
05
A
13
6
(2
86
.1
8)
(5
3.
07
)
0.
33
5.
04
67
41
12
1/
17
5.
18
N
A
06
A
13
6
30
0.
80
49
.8
4
0.
30
3.
87
26
35
3/
63
5.
20
N
B
04
B
10
0
28
6.
52
52
.9
9
-
-
21
27
62
/1
9
5.
22
N
B
05
B
13
6
(2
86
.5
2)
(5
2.
99
)
0.
34
5.
06
16
71
12
9/
17
5.
24
N
B
06
B
13
6
30
0.
84
49
.8
3
0.
30
3.
87
18
43
7/
80
5.
26
Ty
pe
-O
bj
ec
tiv
e
fu
nc
tio
n
us
ed
ac
co
rd
in
g
to
de
sc
ri
pt
io
n
in
C
ha
pt
er
4.
St
ep
s
-N
um
be
ro
ft
im
e-
st
ep
s
us
ed
fr
om
13
6
av
ai
la
bl
e.
M
in
-V
al
ue
of
th
e
ob
je
ct
iv
e
fu
nc
tio
n
co
nv
er
ge
nc
e.
E
va
l/I
te
r-
N
um
be
ro
fo
bj
ec
tiv
e
fu
nc
tio
n
ev
al
ua
tio
ns
an
d
th
e
to
ta
ln
um
be
ro
fi
te
ra
tio
ns
fo
rc
on
ve
rg
en
ce
.
83
Figure 5.16: Load Curve Fitting - Analysis NA04 (ngd)
Figure 5.17: Load Relative Error - Analysis NA04 (ngd)
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Figure 5.18: Load Curve Fitting - Analysis NA05 (ngd)
Figure 5.19: Load Relative Error - Analysis NA05 (ngd)
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Figure 5.20: Load Curve Fitting - Analysis NA06 (ngd)
Figure 5.21: Load Relative Error - Analysis NA06 (ngd)
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Figure 5.22: Load Curve Fitting - Analysis NB04 (ngd)
Figure 5.23: Load Relative Error - Analysis NB04 (ngd)
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Figure 5.24: Load Curve Fitting - Analysis NB05 (ngd)
Figure 5.25: Load Relative Error - Analysis NB05 (ngd)
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Figure 5.26: Load Curve Fitting - Analysis NB06 (ngd)
Figure 5.27: Load Relative Error - Analysis NB06 (ngd)
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5.2 IDENTIFICATION BY CONSIDERING DATA FROM A MECHAN-
ICAL TEST
Once the mechanical test had been concluded and the necessary data
had been recorded, image processing was carried out by means of DIC,
providing the history of the displacement field. The load history was re-
covered from load-cell registers.
Figure 5.28 shows the ROI and its optical grid for the DIC method.
For the sake of simplicity, only a half of the specimen width was considered
in order to define the grid. The corresponding 2-D FE mesh is displayed
in Fig. 5.29. It is important to mention that the grid markers on the right
border are not exactly localised on the edge of the specimen image. This
fact causes a slight difference between the dimensions of the specimen and of
the model. For instance, while the width of the smallest cross section of the
specimen was 12.30 mm, in the model it was 11.80 mm. Such a difference
was compensated for in calculations by using a geometric correction factor
that is multiplied to the measured load. This factor takes into account the
ratio between the corresponding areas of the real specimen and model.
Figure 5.28: Definition of the ROI and the grid of markers for the experi-
mental procedure.
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Figure 5.29: Mesh based on the DIC grid used in the procedure for identifica-
tion of material parameters from experimental data (dimensions
and system of coordinates).
It is well known that displacement fields that are measured by means
of DIC may contain some noisy data, which requires an appropriate treat-
ment to improve the identification procedure. Two approaches are employed
to reduce noise and its undesirable consequences. The first is a proper adjust-
ment of DIC apparatus (hardware) and configuration parameters (software)
in order to obtain the best initial data. The second recommended step is to
apply a smoothing technique to the noisy displacement field (filtering) before
proceeding with the calculation of strains [33]. Several filtering techniques
can be employed. In the current analysis, two procedures were sequentially
applied to the displacement data. Firstly, the displacement of each marker
was smoothed in time by using a moving least-square procedure. Once this
procedure had been completed for all markers, a spatial smoothing was ap-
plied at each time step. This consisted of the following operations. Given
a marker, the patch of elements attached to it is identified. Then, the dis-
placement of the markers belonging to the patch is linearised by means of a
least-square technique. Finally, the displacement of the given marker is reset
to the value of the linearised function obtained at the marker position. This
procedure is repeated for all markers at each time step. Further details of this
smoothing technique can be found in Appendix B. Figures 5.30 shows the
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components of the smoothed displacement of the last time-step, while 5.31
shows the modulus of these displacement components in the reference, and
also in the deformed configuration.
Figure 5.30: Displacement fields measured at the last time step of the mech-
anical test (ux left and uy right)[mm].
Figure 5.31: Displacement fields (modulus) measured at the last time step of
the mechanical test (reference configuration at left and current
configuration at right) [mm]
Based on the experimental data produced, two sets of identification
tests were performed.
The first set dealt with the identification of the elastoplastic (no dam-
age) parameters k, n by considering the smoothed and non-smoothed exper-
imental data. Similarly, as in the tests reported in Section 5.1.2, only the
first 100 time steps were taken into account when damage is not computed.
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Both objective functions A and B were tested. The objective function A is
defined according to Tables4.1 and 4.2 and considering the ROI shown in
Fig. 5.29. The rows of elements/nodes corresponding to Objective Function
B are shown in Fig. 5.32.
Figure 5.32: Set of elements/nodes related to the second proposal of object-
ive function (objective function B) that were employed in the
identification of material parameters from experimental data.
It is important to mention that the constitutive parameters (E,ν ,σy0)
are considered to be known variables. They were pre-determined by means
of a standard uniaxial test performed according to ASTM E-8 [43], resulting
in the following variables (E,ν ,σy0) = (207000 MPa,0.29,165 MPa).
The results are summarised in Table 5.5 for each case. Figures from
5.33 to 5.38 show the comparison between experimental and numerical
curves, as well as the corresponding error for each test. By comparing Fig.
5.33 with both Fig.5.35 and Fig.5.37, one can clearly verify the influence of
the smoothing process on the accuracy of the results.
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Figure 5.33: Load Curve Fitting - Analysis EA00
(Experimental Data)
Figure 5.34: Load Relative Error - Analysis EA00
(Experimental Data)
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Figure 5.35: Load Curve Fitting - Analysis EA01
(Experimental Data)
Figure 5.36: Load Relative Error - Analysis EA01
(Experimental Data)
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Figure 5.37: Load Curve Fitting - Analysis EB01
(Experimental Data)
Figure 5.38: Load Relative Error - Analysis EB01
(Experimental Data)
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The second set of tests introduced the evaluation of damage on the
model and, therefore, the corresponding parameters to be identified. Firstly, a
test was run, to search for the appropriate values (r, S) using the parameters (k,
n) previously identified in tests EA01 and EB01. Secondly, an identification
of all four parameters (k, n, r, S) was performed. The details of each test and
the corresponding results are then summarised in table 5.6. Figures from 5.41
to 5.44 show the comparison between experimental and numerical curves as
well as the associated error.
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Figure 5.39: Load Curve Fitting - Analysis EA02
(Experimental Data)
Figure 5.40: Load Relative Error - Analysis EA02
(Experimental Data)
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Figure 5.41: Load Curve Fitting - Analysis EA03
(Experimental Data)
Figure 5.42: Load Relative Error - Analysis EA03
(Experimental Data)
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Figure 5.43: Load Curve Fitting - Analysis EB02
(Experimental Data)
Figure 5.44: Load Relative Error - Analysis EB02
(Experimental Data)
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Figure 5.45: Load Curve Fitting - Analysis EB03
(Experimental Data)
Figure 5.46: Load Relative Error - Analysis EB03
(Experimental Data)
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5.3 FINITE ELEMENT ANALYSIS BASED ON THE IDENTIFIED
PARAMETERS
In order to conclude the assessment of the proposed procedure, the
parameters identified in section 5.2, analyses EA03 (set of parameters 1, Tab.
5.7) and EB03 (set of parameters 2, Tab. 5.7), were used in a complete in-
cremental FE analysis, aiming to reproduce the mechanical tensile test. The
same general conditions of the FE model used for the computation of internal
forces during the identification process was applied to this simulation. This
means the usage of a plane stress hypothesis, Lemaitre’s elastoplastic damage
model, and a linearised (infinitesimal) kinematics approach. The dimensions
of the mesh were adjusted to those of the real specimen (the width of the
smaller cross section was equal to 12.30 mm instead of the nominal 12.50
mm). The mesh and the boundary conditions are shown in Fig. 5.47.
Figure 5.47: FE model used in the evaluation of the identified parameters.
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Table 5.7: Set of identified parameters to be evaluated by means of an FE
simulation.
Set of parameters Analysis k n r S
1 EA03 143.44 24.66 3.95 0.63
2 EB03 139.18 30.59 8.66 0.72
The experimental and the simulated load-displacement curves are
shown in Fig. 5.48, wherein a clear disagreement is noticed between them.
A relative concordance appears for small displacement values even though
it vanishes as soon as the axial displacement increases. This behaviour was
surprising, since the agreement between the experimental forces and those
computed during the identification procedure is clearly good, as shown in
figures 5.35, 5.41, 5.39, 5.37, 5.45, 5.43 for different tests. It is at this point
where the incompatibility between the measured displacement values and the
linearised kinematics of the model may play a crucial role in explaining the
difference between experimental and simulated curves. Although the para-
meters have been identified by using the same linearised kinematic model,
it is suspected that the dimensional variations of the specimen (necking) are
hardly handled by adjustments in the material parameters, leading to the
discrepancies shown in Fig. 5.48.
The results that were obtained for the displacement field (y-direction),
damage field, von Mises stress, the maximum principal strain and the z-
component of the total strain are respectively shown in Fig. 5.49 Fig. 5.50,
Fig.5.51, Fig. 5.52 and Fig. 5.53. All values are displayed for uy = 2.66 mm
(or equivalently 5.32 mm in the physical test).
Again, it is important to mention that these results carry a priori incom-
patibility of the chosen linearised kinematic approach with the finite deform-
ation considered. From a qualitative viewpoint, a reasonable approximation
is achieved, as shown in Fig. 5.54 for the damage distribution. In this figure,
the damage field (left) indicates the point where the rupture (visible crack)
started in the specimen (right).
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Figure 5.48: Load. vs. Disp. from an FE simulation based on the experiment-
ally identified parameters of a low-carbon steel sample (plane
stress FE model with damage).
Figure 5.49: Displacement field y-direction [mm] from an FE simulation
based on the experimentally identified parameters of a low-
carbon steel sample (plane stress FE model with damage, dis-
placement condition uy = 2.66 mm)
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Figure 5.50: Damage field from an FE simulation based on the experiment-
ally identified parameters of a low-carbon steel sample (plane
stress FE model with damage, displacement condition uy = 2.66
mm)
Figure 5.51: von Mises stress [MPa] from an FE simulation based on the ex-
perimentally identified parameters of a low-carbon steel sample
(plane stress FE model with damage, displacement condition
uy = 2.66 mm)
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Figure 5.52: Maximum Principal Strain from an FE simulation based on
the experimentally identified parameters of a low-carbon steel
sample (plane stress FE model with damage, displacement con-
dition uy = 2.66 mm)
Figure 5.53: Total Strain - ε z from an FE simulation based on the experiment-
ally identified parameters of a low-carbon steel sample (plane
stress FE model with damage, displacement condition uy = 2.66
mm)
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Figure 5.54: A qualitative comparison between the computed damage field
and the initial crack observed on the specimen during the mech-
anical test.
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6 CONCLUSIONS AND FINAL REMARKS
This dissertation was focused on the identification of constitutive para-
meters based on full-field measurements data. In order to fulfil the neces-
sary understanding of the many subjects related to this kind of problem,
a comprehensive range of topics has been studied. Firstly, a bibliograph-
ical review of several identification methods that employ full-field measure-
ments has brought about a basic comprehension of such techniques, and al-
lowed the proposal of a particular identification procedure. Furthermore,
Lemaitre’s elastoplastic damage constitutive model was studied and coded,
which provided a consistent understanding of the process of formulating a
constitutive model based on thermodynamics of internal variables. Addition-
ally, the Digital Image Correlation (DIC) method was studied and employed
as an efficient tool to measure full displacement fields. Finally, the proposed
identification technique was coded and tested by means of several numerical
and experimental examples, which provided a wide range of results that al-
lowed the performance of the current proposition to be analysed.
At this point, some valuable remarks and conclusions can be inferred
from the present work.
• Special attention must be paid when defining the DIC grid and mark-
ers, relating to the dimensional compatibility of the specimen with the
FE model and selection of symmetry planes. This may avoid the the
usage of additional adjustments and correction factors, which may be
an inconvenient source of uncertainty.
• Although a reasonably good performance has been achieved with the
optimisation algorithm used in this work (interior point method), other
alternatives must be explored to minimise computational costs.
• The solution of Lemaitre’s constitutive model is quite sensitive to the
size of the load-step (time-step) increments and, therefore, small time
steps are recommended, mainly when large strains are present. This
implies that full-field data have to be provided for load increments as
small as possible, in such cases.
• The identification results obtained with numerical generated data (ngd)
were very successful, in the sense that the proposed algorithm was able
to identify the constitutive parameters within an acceptable accuracy.
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• When experimental data coming from DIC was used for the identific-
ation, the results of the optimisation process were comparably as good
as those obtained with numerically generated data, in the sense that
small values of the objective functions were obtained. However, the
simulation of the whole process by means of the achieved parameters,
still reproduced a numerical load curve with appreciable errors, with
respect to the experimental one. This behaviour should be investigated
in detail, although it is strongly suspected that the usage of an infinites-
imal kinematic approach is the main cause of this behaviour.
• The smoothing operations on the experimental data obtained by DIC
were essential for the good performance of the identification process.
This is an important aspect to be considered and reviewed in further
works, since the inappropriate usage of filtering/smoothing algorithms
may result in the loss of important local information.
Based on the results achieved and on the previous remarks, the follow-
ing proposals are pointed out as possible activities for future work:
• Formulation of the presented technique within the framework of finite
deformations;
• Evaluation of different kinds of materials, for instance, polymeric ones,
and usage of the corresponding constitutive models;
• Improvement of the numerical code in order to speed up the identifica-
tion process;
• Use of 3-D full-field experimental data, and improvement of the 3-D
identification code by using 3-D finite elements;
• Extend the identification procedure for cycled loads;
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APPENDIX A – APPARATUS FOR FULL-FIELD MEASUREMENTS
Figure A.1 shows the apparatus that was employed in this study in or-
der to carry out the experimental procedures. One can see two CCD cameras
and two auxiliary lighting sources that are properly assembled in a mechan-
ical support. The CCD cameras are connected to a microcomputer wherein
the DIC software is responsible for registering the tensile test images, as well
as for post-processing them. The maximum resolution of the CCD camera is
1288x964 pixels. Figures A.2 and A.3 display respectively the painted speci-
men and after, when it is assembled to the tensile test machine.
Figure A.1: The DIC apparatus and the test machine.
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Figure A.2: Specimen used in the mechanical test and its texture after being
painted by airbrush.
Figure A.3: Specimen after being assembled to the test machine.
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APPENDIX B – TANGENT OPERATOR
According to [19, 28], the elastoplastic consistent tangent operator for
the simplified version of Lemaitre’s model is given by
D =c1 Id+ c2 s¯n+1⊗ s¯n+1+ c3 s¯n+1⊗ I (B.1)
+ c4 I⊗ s¯n+1+ c5 I⊗ I ,
where s¯n+1 is the normalised stress deviator, i.e
s¯n+1 =
sn+1
‖sn+1‖ , (B.2)
and c1, c2, ..., c5 are scalar values which are calculated from the converged
variables (·)n+1 as follows:
c1 =
2Gωn+1 σy(ε˘ pn+1)
q˜trialn+1
c2 = 2G
(
a1 H ωn+1+a4 σy(ε˘ pn+1)−
ωn+1 σy(ε˘ pn+1)
q˜trialn+1
)
c3 = K
√
2
3
[
a2 H ωn+1+a3σy(ε˘ pn+1)
]
c4 = 2G
√
3
2
p˜n+1 a4
c5 = K (ωn+1+a3 p˜n+1)
(B.3)
In B.3, the updated slope of the hardening curve is given by
H =
dσy
dε˘ p
∣∣∣∣
ε˘ pn+1
. (B.4)
And, the constants a1, a2, a3, a4 are defined as
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a1 =
1
F ′
[
ωn+1
q˜trialn+1 −σy(ε˘ pn+1)
− 1
3G
(−Yn+1
r
)S]
a2 =−
S p˜n+1
[
q˜trialn+1 −σy(ε˘ pn+1)
]
3G r K F ′
(−Yn+1
r
)S−1
a3 = a2 ω ′
a4 = a1 ω ′− ωn+1
q˜trialn+1 −σy(ε˘ pn+1)
.
(B.5)
We also have that F ′ and ω ′ are respectively defined as
F ′ =ω ′− H
3G
(−Yn+1
r
)S
+
S H σy(ε˘ pn+1)
[
q˜trialn+1 −σy(ε˘ pn+1)
]
9G2r
(−Yn+1
r
)S−1 (B.6)
ω ′ =
3G+ωn+1 H
q˜trialn+1 −σy(ε˘ pn+1)
(B.7)
And finally, the definitions of the deviatoric projection tensor Id and
the second-order identity matrix I are respectively
Id = IS− 13 I⊗ I , (B.8)
I = δi j , (B.9)
where
(IS)i jkl =
1
2
(
δikδ jl +δilδ jk
)
, (B.10)
and δik is the Kro¨necker delta
δi j =
{
0, if i 6= j
1, if i = j .
(B.11)
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APPENDIX C – SMOOTHING TECHNIQUES
C.1 TIME SMOOTHING OF DISPLACEMENTS
Let us define for each marker a sequence of points {sk} =
{(uk, tk)} for k = 1,2, ...,N, where N is the total number of time steps,
and uk is the displacement of the marker at the time tk. Then, let us consider
sn a subsequence of sk, being n the number of elements in sn. Let n be an
odd number, n ≤ N. For each set sn, we can write an overdetermined linear
system of the form
1 tk− j
...
...
1 tk
...
...
1 tk+ j

{
a(k)0
a(k)1
}
=

uk− j
...
uk
...
uk+ j

, (C.1)
where k indicates the central element of sn; j is defined as j = n−12 ; and a
(k)
0 ,
a(k)1 are unknown linear coefficients. Solving this system through a linear
least-square scheme, we can compute
u?k = a
(k)
0 +a
(k)
1 tk , (C.2)
where u?k is the smoothed value of uk. Thus, once a value has been established
for n, u?k is computed for each point
n−1
2 < k <
(
N− n−12
)
, which leads to the
smoothed value for each uk within this interval. Furthermore, in cases where
k ≤ n−12 , we make n = 2 for k = 1; and n = (2k− 1) for 1 < k ≤ n−12 . And,
in cases where k ≥ (N− n−12 ), we make n = 2(N− k)+ 1 for (N− n−12 ) ≤
k < N, and n = 2 for k = N. Solving the system for these last conditions, we
complete the smooth for each sequence sk.
Taking n= 9, the smoothing procedure was carried out for all markers,
which led to a first set of smoothed data. Figure C.1 illustrates the local fitting
for a single marker at time tk=78 = 124.80s, i.e. the time corresponding to the
78th time step. Moreover, Figure C.2 shows the final smoothing curve within
the interval of time of tk=69 = 110.4s up to tk=83 = 139.20s; and lately Figure
C.3 presents the complete smoothed curve.
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Figure C.1: Illustration of the local fitting applied to the displacement of a
selected marker, aiming at the time smoothing of displacements.
Figure C.2: Example 1: illustration of the global fitting applied to the dis-
placement of a selected marker, aiming at the time smoothing of
displacements.
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Figure C.3: Example 2: illustration of the global fitting applied to the dis-
placement of a selected marker, aiming at the time smoothing of
displacements.
C.2 DISPLACEMENT FIELD SMOOTHING
In this section the procedure used for smoothing the displacement field
at each time step is presented. Let us consider a mesh containing only quadri-
lateral defined by a grid of markers provided by DIC (Fig. C.4). Furthermore,
let us classify the markers as shown in Fig. C.4. There, χ91 represents the
sets in central positions that are formed with 9 markers, χ6 are the sets on the
edges that are formed with 6 elements and finally χ4 are the sets at the corners
of the mesh that are formed with 4 elements.
Starting with those sets of markers in central positions χ9, we can write
1χnare sets of nodes defined in a grid of markers, where n is the number of nodes in the set.
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Figure C.4: Sets of nodes χn defined in a grid of markers aiming at the dis-
placement field smoothing procedure.

1 x(i−1, j−1) y(i−1, j−1)
1 x(i+1, j−1) y(i+1, j−1)
1 x(i+1, j+1) y(i+1, j+1)
1 x(i−1, j+1) y(i−1, j+1)
1 x(i, j) y(i, j)
1 x(i, j−1) y(i, j−1)
1 x(i+1, j) y(i+1, j)
1 x(i, j+1) y(i, j+1)
1 x(i−1, j) y(i−1, j)

 a0a1a2
=

u(i−1, j−1)
u(i+1, j−1)
u(i+1, j+1)
u(i−1, j+1)
u(i, j)
u(i, j−1)
u(i+1, j)
u(i, j+1)
u(i−1, j)

(C.3)
where i and j are indices that indicate the position of the marker within the
mesh, being (i, j) the position of the markers to be evaluated, x and y are
the coordinates of each marker, u is the corresponding displacement, and the
coefficients a0, a1 and a2 are unknowns. Solving this overdetermined system
through a linear least-square scheme, we can compute
u?(i, j) = a0+a1x(i, j)+a2y(i, j) , (C.4)
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where u?(i, j) is the smoothed value of u(i, j). Repeating this procedure for each
set of markers χ9, we obtain the smoothed field related to the central region
of the mesh. Following a similar operation in order to establish the overde-
termined systems related to those sets of markers on the edges χ6 and at the
corners χ4, we can compute the smoothed full displacement field for a single
time step. Finally, we conducted such calculations for all time steps, which
generated the overall smoothed data to be employed in the identification pro-
cedure.
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APPENDIX D – RESUMO ESTENDIDO (EM PORTUGUEˆS)
Neste apeˆndice, descreve-se de forma sucinta o texto da presente
dissertac¸a˜o, fazendo-se as devidas refereˆncias aos capı´tulos e sec¸o˜es que
compo˜em o trabalho. Sempre que necessa´rio, sa˜o indicadas as figuras, ta-
belas e equac¸o˜es para uma melhor compreensa˜o do texto.
D.1 INTRODUC¸A˜O (CAPI´TULO 1)
O presente trabalho apresenta uma proposta de um me´todo particular
para a identificac¸a˜o de paraˆmetros constitutivos. Tal me´todo faz uso de da-
dos de medic¸a˜o de campos de deslocamentos obtidos por meio da te´cnica de
Correlac¸a˜o de Imagens Digitais (do ingleˆs: Digital Image Correlation, DIC).
Deformac¸o˜es ela´sticas e pla´sticas, bem como o dano elastopla´stico [1, 2, 19]
sa˜o os fenoˆmenos mecaˆnicos em foco.
D.1.1 Identificac¸a˜o de paraˆmetros de material
Diferentes tipos de abordagem podem ser utilizados na identificac¸a˜o
de paramaˆtros de material. Tais te´cnicas sa˜o comumente designadas como
te´cnicas de soluc¸a˜o para o problema inverso. O processo de identificac¸a˜o e´
usualmente realizado atrave´s da minimizac¸a˜o de uma func¸a˜o objetivo, func¸a˜o
essa que considera a diferenc¸a (erro) entre valores calculados numericamente
e aqueles obtidos experimentalmente. Diversas te´cnicas que empregam dados
de medic¸a˜o de campos de deslocamentos podem ser encontradas na literatura.
As te´cnicas mais usuais esta˜o listadas a seguir.
D.1.1.1 Me´todos de identificac¸a˜o baseados em medic¸o˜es de campos de des-
locamento
O artigo [3] traz uma revisa˜o dos principais me´todos de identificac¸a˜o
baseados em medic¸o˜es de campos de deslocamentos. Abaixo, esta˜o relacio-
nados alguns desses me´todos e refereˆncias bibliogra´ficas complementares.
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1. Me´todo da Atualizac¸a˜o do Modelo de Elementos Finitos
(Finite Element Method Update, [4, 5])
2. Me´todo da Diferenc¸a de Equac¸o˜es Constitutivas
(Constitutive Equation Gap Method, [6, 7] [8])
3. Me´todo de Campo Virtual
(Virtual Filed Method, [9, 10, 11])
4. Me´todo da Diferenc¸a de Equilı´brio
(Equilibrium Gap Method, [12, 13, 14])
5. Me´todo da Diferenc¸a de Reciprocidade
(Reciprocity Gap Method, [15, 16, 17, 18])
Ressalta-se que os termos que descrevem os me´todos acima ainda na˜o
se encontram completamente consolidados, podendo assim, sofrer variac¸o˜es
e diferenc¸as de traduc¸a˜o para o portugueˆs.
Com o intuito de abranger as diversas a´reas de conhecimento envol-
vidas neste trabalho, o mesmo apresenta dois capı´tulos de fundamentac¸a˜o,
sendo esses relacionados respectivamente a` Mecaˆnica do Dano (Capı´tulo
2) e ao me´todo de Correlac¸a˜o de Imagens Digitais (Capı´tulo 3). Enta˜o,
na sequeˆncia, e´ apresentada uma proposta de me´todo para identificac¸a˜o de
paraˆmetros constitutivos (Capı´tulo 4). O capı´tulo de resultados (Capı´tulo 5)
mostra o desempenho e aplicabilidade do procedimento descrito no capı´tulo
que o antecede. Finalmente, o u´ltimo capı´tulo (Capı´tulo 6) apresenta as van-
tagens, dificuldades e as possibilidades para trabalhos futuros. Uma breve
explanac¸a˜o de cada um dos capı´tulos mencionados acima e´ apresentada a se-
guir.
D.2 MECAˆNICA DO DANO (CAPI´TULO 2)
O fenoˆmeno de dano e´ descrito como aquele relacionado a` criac¸a˜o e
crescimento de microvazios e microtrincas em um meio so´lido resultando na
reduc¸a˜o da capacidade do corpo de suportar as solicitac¸o˜es as quais esta´ sub-
metido [19]. Os modelos para dano sa˜o uma opc¸a˜o a ser considerada quando
se pretende abordar a problema´tica que envolve a variac¸a˜o das proprieda-
des do material e sua degradac¸a˜o em decorreˆncia de um determinado tipo
de solicitac¸a˜o e mecanismo de falha. Diferentes tipos de dano podem enta˜o
ser identificados, tais como: dano du´ctil; dano fra´gil (ou quase-fra´gil); dano
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por flueˆncia e dano por fadiga de baixo ou alto ciclo [1, 2]. Neste trabalho,
cencentra-se a atenc¸a˜o para o caso de dano du´ctil.
Dentro do contexto da modelagem computacional e relac¸o˜es consti-
tutivas, e´ possı´vel identificar diferentes modelos para tratar tal fenoˆmeno. O
processo de danificac¸a˜o esta´ sempre associado a mecanismos irreversı´veis.
Como consequeˆncia, o tratamento matema´tico dado a`s relac¸o˜es constituti-
vas que envolvem dano se da´ atrave´s de princı´pios termodinaˆmicos e do uso
de varia´veis internas, que descrevem o histo´rico do processo de deformac¸a˜o,
considerando os aspectos dissipativos envolvidos. Entre diversas possibilida-
des, o modelo de Lemaitre para dano elastopla´stico foi o modelo constitu-
tivo escolhido para o desenvolvimento do presente estudo. Esse modelo se
fundamenta em conceitos como a´rea efetiva, tensa˜o efetiva e na hipo´tese de
deformac¸a˜o equivalente. Essa hipo´tese, tal como enunciada em [19], afirma
que a deformac¸a˜o de um material com dano pode ser representada pelas
equac¸o˜es constitutivas do material virgem atrave´s da substituic¸a˜o da tensa˜o
real pela tensa˜o efetiva. Desta forma, apresenta-se a formulac¸a˜o do modelo
constitutivo de Lemaitre para o caso de deformac¸o˜es infinitesimais e seu res-
pectivo algoritmo de integrac¸a˜o (sec¸o˜es 2.1, 2.2 e 2.2.1), tal como descrito
em [19]. Ale´m disso, apresenta-se a versa˜o simplificada do modelo, na qual
sa˜o desconsideros efeitos de encruamento cinema´tico (sec¸o˜es 2.3 e 2.3.1). A
versa˜o simplificada foi a versa˜o utilizada neste trabalho.
D.3 CORRELAC¸A˜O DE IMAGENS DIGITAIS (CAPI´TULO 3)
O me´todo de correlac¸a˜o de imagens digitais e´ um me´todo de medic¸a˜o
na˜o intrusiva (sem contato) que se baseia em princı´pios o´pticos, sendo empre-
gado na medic¸a˜o de movimento e/ou deformac¸a˜o de um objeto por meio do
processamento de uma sequeˆncia de imagens digitais desse objeto, onde cada
imagem dessa sequeˆncia registra o estado de deformac¸a˜o do objeto ao longo
do tempo. O me´todo DIC tem sido usado especialmente na substituic¸a˜o de
te´cnicas de medic¸a˜o pontuais, tais como as tradicionais te´cnicas de extenso-
metria.
Ao se empregar o me´todo DIC, e´ usual utilizar-se espe´cimes dos quais
a superfı´cie apresente uma textura cuja imagem resulte em uma distribuic¸a˜o
randoˆmica de escalas de cinza (Fig. 3.1). Ale´m disso, e´ comum estabelecer
uma regia˜o de interesse (do ingleˆs: region of interest, ROI) para que sejam
efetuadas as devidas medic¸o˜es de deslocamentos. Nessa regia˜o, define-se
uma grade de pontos (marcadores), os quais sera˜o pontos de refereˆncia para
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o ca´lculo dos campos de deslocamentos (Fig. 3.2). Para uma melhor com-
preensa˜o, considere duas imagens de um ROI, antes e depois de ser defor-
mado (Fig. 3.3). Para cada marcador da imagem indeformada, e´ definido um
subconjunto de pixels, tendo como centro o pro´prio marcador. Esse subcon-
junto de pixels, que e´ caracterizado por uma distribuic¸a˜o pro´pria de escalas
de cinza, ira´ ocupar uma nova posic¸a˜o na imagem deformada. Enta˜o, pelo
me´todo de correlac¸a˜o de imagens digitais, procura-se pelo mapeamento que
permita correlacionar a distribuic¸a˜o de cinza da primeira imagem com a da
segunda. O procedimento de correlac¸a˜o e´ realizado por meio de um processo
de otimizac¸a˜o que procura os devidos paraˆmetros de mapeamento para cada
subconjunto de pixels, por meio da minimizac¸a˜o (ou maximizac¸a˜o) de um
crite´rio de correlac¸a˜o (func¸a˜o de correlac¸a˜o). Desta forma, uma vez estabele-
cido tal mapeamento, e´ possı´vel enta˜o obter o vetor deslocamento relacionado
a cada marcador, e por conseguinte, o campo de deslocamento na regia˜o de-
sejada.
D.4 IDENTIFICAC¸A˜O DE PARAˆMETROS DE MATERIAL A PARTIR
DE DADOS O´PTICOS (CAPI´TULO 4)
No Capı´tulo 4, descrito nesta sec¸a˜o, e´ apresentado uma proposta de
um me´todo para identificac¸a˜o de paraˆmetros de material. Esse me´todo pode
ser classificado como um caso particular do me´todo de campos virtuais, uma
vez considerado o campo virtual δu da Eq. (1.4), como sendo aquele descrito
pelas func¸o˜es de forma de uma malha de elementos finitos, convenientemente
definida em relac¸a˜o a uma grade de marcadores proveniente do me´todo DIC.
Essa proposta de identificac¸a˜o de paraˆmetros e´ similar a`quela encontrada em
[38]. Contudo, a versa˜o aqui apresentada se diferencia pela forma como as
func¸o˜es objectivo sa˜o definidas.
D.4.1 Considerac¸o˜es iniciais sobre dados experimentais
Considere um espe´cime prisma´tico e uma grade de pontos (marcado-
res) definida sobre a imagem frontal desse espe´cime (Fig. 4.1). Durante um
ensaio mecaˆnico, cada ponto dessa grade e´ rastreado por meio do me´todo
DIC, enquanto os dados de corregamento e´ simultaneamente registrado. As-
sim, obte´m-se o histo´rico do campo de deslocamentos e o correnpondente
histo´rico de carregamento. Desta forma, por meio da aplicac¸a˜o de uma
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hipo´tese apropriada, como por exemplo a de um estado plano de tenso˜es,
pode-se extrapolar os dados obtidos, referentes a` superfı´cie, para todo o vo-
lume do espe´cime.
D.4.2 Problema de minimizac¸a˜o do erro
Considerando-se o problema de equilı´brio em sua forma fraca (Eq.
4.1), e tomando-se o campo de deslocamento u= ut como conhecido (campo
medido experimentalmente), onde ut corresponde a` histo´ria do campo de
deslocamento ate´ o instante de tempo t, obte´m-se respectivamente os traba-
lhos virtuais inteno (Eq. 4.2) e externo (Eq. 4.3). Fazendo δu = Ni, com
Ni, i=1,NDOF sendo as correspondentes func¸o˜es de forma globais e NDOF o
nu´mero de graus de liberdade devido a` malha de elementos finitos, associada
a` grade de pontos fornecida pelo me´todo DIC, e finalmente, pela substituic¸a˜o
de δu em Eq. (4.2) e Eq. (4.3), obte´m-se as equac¸o˜es residuais (4.4), (4.5),
(4.6), respectivamente reproduzidas abaixo.
Ri(ut) = Fi(ut)−Qi(ut) = 0
Fi(ut) =
∫
Ωt
BTi σ (u
t) dΩt
Qi(ut) =
∫
Ωt
NTi b(u
t) dΩt +
∫
Γt
NTi f(u
t) dΓt
onde a matrix Bi = DNi conte´m as componentes de deformac¸a˜o associadas
a` func¸a˜o de forma Ni; D e´ o operador deformac¸a˜o; e Fi e Qi sa˜o as forc¸as
internas e externas do i-th DOF (grau de liberdade) das equac¸o˜es discretas
de elementos finitos. O equacionamento acima leva ao vetor resı´duo nulo
Ri, caso o equilı´brio seja satisfeito. Assim, o problema de identificac¸a˜o de
paraˆmetros pode ser definido como a minimizac¸a˜o de uma func¸a˜o objetivo Ψ,
definida com base no resı´duo proveniente do equilı´brio entre forc¸as internas
(calculadas) e externas (mensuradas). Enta˜o, temos Eq. (4.7)
p? = argmin
p∈P
∥∥Ψ(p;ut)∥∥2
onde p e´ um vetor de paraˆmetros de material, os quais pertencem a um con-
junto de valores admissı´veis P.
Por fim, escolhendo-se um conjunto apropriado de elementos e/ou no´s,
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calculado-se as respectivas forc¸as internas e o resı´duo do erro entre carrega-
mento externo e forc¸as internas, pode-se propor formas variadas para func¸a˜o
objetivo. Dois exemplos de func¸a˜o, denomindas func¸a˜o objetivo A (sec¸a˜o
4.2.1) e func¸a˜o objetivo B (sec¸a˜o 4.2.2), foram propostos.
No primeiro caso (func¸a˜o objetivo A), tomando o conjunto de no´s
mostrados na Fig. 4.2 e descritos na Tab. 4.1, mais as func¸o˜es resı´duo defini-
das na Tab. 4.2, teremos para cada passo de tempo a func¸a˜o Eq. (4.8), que e´
reproduzida a seguir:
ψt =
n
∑
i=1
α ti
∥∥Rti∥∥2
onde os termos α ti sa˜o pesos, e no caso exemplificado n = 4 (nu´mero de
func¸o˜es resı´duo, Tab. 4.2).
Finalmente, teremos como func¸a˜o objetivo global a Eq. (4.9), i.e
Ψ=∑
t
ψt
No caso da func¸a˜o objetivo B, segue-se procedimento similar ao ado-
tado para a func¸a˜o A. Uma vez definidos os conjuntos de elementos/no´s, tal
como mostrado na Fig. 4.3, calcula-se a diferenc¸a entre a soma das forc¸as
internas para cada conjunto Γi (definido conforme Fig 4.3) em relac¸a˜o ao
carregamento P t medido experimentalmente. Assim, chega-se a Eq. (4.10):
Rti =
[
m
∑
j=1
F(i j)y (ut)
]
i
−P t
onde m e´ o nu´mero total de no´s pertencentes a` Γi. E mais uma vez, emprega-
se as equac¸o˜es (4.8) e (4.9) no computo da func¸a˜o objetivo.
D.5 RESULTADOS (CAPI´TULO 5)
Na sec¸a˜o de resultados, relata-se o processo de avaliac¸a˜o do me´todo
de identificac¸a˜o de paraˆmetros proposto. O me´todo foi avalido por meio de
diversos testes nume´ricos e experimentais.
Iniciou-se o processo de avaliac¸a˜o por testes nume´ricos, a fim de se
verificar o algoritmo proposto no Capı´tulo 5. Assim, em primeiro lugar, um
modelo de elementos finitos foi elaborado, de tal forma que, por meio de uma
simulac¸a˜o nume´rica de um ensaio de trac¸a˜o uniaxial de um corpo de prova
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na˜o padronizado (Fig. 5.1), e utilizando-se paraˆmetros de um material hi-
pote´tico, foi posssı´vel gerar os dados de entrada necessa´rios a` execuc¸a˜o do
processo de identificac¸a˜o de paraˆmetros. Enta˜o, partindo-se desses dados ge-
rados numericamente, realizou-se uma avaliac¸a˜o pre´via do desempenho do al-
goritmo de identificac¸a˜o de paraˆmetros. Os resultados desta avaliac¸a˜o podem
ser vistos nas tabelas (5.2) e (5.4), bem como, nas figuras de (5.10) a` (5.15)
e de (5.16) a` (5.27). Os resultados baseados nos experimentos nume´ricos
demonstraram a efica´cia do me´todo proposto.
Em uma segunda etapa, um teste mecaˆnico de trac¸a˜o uniaxial foi rea-
lizado em um corpo de prova na˜o padronizado de uma amostra de ac¸o baixo-
carbono, e atrave´s do me´todo de correlac¸a˜o de imagens digitais, obteve-se
o campo de deformac¸a˜o associado a` regia˜o de interesse escolhida. Com
base nos dados obtidos experimentalmente, prosseguiu-se com o processo de
identificac¸a˜o de paraˆmetros do material. Os resultados obtidos esta˜o apresen-
tados nas tabelas (5.5) e (5.6), bem como nas figuras de (5.33) a` (5.38), e de
(5.39) a` (5.46). Apo´s concluido o processo de identificac¸a˜o, os paraˆmetros
obtidos foram utilizados em uma simulac¸a˜o por elementos finitos no in-
tuito de se reproduzir o teste de trac¸a˜o, e para se avaliar a qualidade dos
paraˆmetros idetificados. A simulac¸a˜o do modelo de elementos finitos, base-
ada nos paraˆmetros obtidos, reproduziu a curva de carregamento com erros
considera´veis, quando tal curva foi comparada a` experimental. Suspeita-se
fortemente que a origem desse problema esteja no uso da formulac¸a˜o infini-
tesimal.
D.6 CONCLUSO˜ES (CAPI´TULO 6)
Nesta dissetac¸a˜o foram abordados os seguintes to´picos:
• estudo de me´todos de identificac¸a˜o baseado em medic¸o˜es de campos
de deslocamento e/ou deformac¸a˜o;
• estudo da formulac¸a˜o e implementac¸a˜o de um modelo elastopla´stico
com dano;
• estudo do me´todo de correlac¸a˜o de imagens digitais;
• proposta de um me´todo de identificac¸a˜o de paraˆmetros de material;
• realizac¸a˜o de um conjunto de testes nume´ricos e experimentais que pro-
veram resultados importantes para a avaliac¸a˜o do me´todo proposto.
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Deste trabalho, extrai-se informac¸o˜es importantes, tais como:
• necessidade de atenc¸a˜o na definic¸a˜o da grade de marcadores e na esco-
lha de planos de simetria;
• bom desempenho no processo de identificac¸a˜o por meio do me´todo de
otimizac¸a˜o baseado em gradiente (ponto interior);
• sensibilidade do modelo de Lemaitre ao tamanho do incremento de
carga;
• os resultados baseados em experimentos nume´ricos demonstraram a
efica´cia do me´todo proposto;
• a simulac¸a˜o do modelo de elementos finitos, baseada nos paraˆmetros
obtidos, reproduziu a curva de carregamento com erros considera´veis,
quando tal curva foi comparada a` experimental; suspeita-se fortemente
que a origem desse problema esteja no uso da formulac¸a˜o infinitesimal;
• o uso de uma te´cnica de suavizac¸a˜o foi essencial para o processo de
identificac¸a˜o, contudo, deve-se ter atenc¸a˜o ao empregarmos tal proce-
dimento, especialmente no que concerne a` perda de informac¸o˜es locais.
Sugesto˜es para trabalhos futuros:
• formulac¸a˜o baseada em deformac¸o˜es finitas;
• avaliac¸a˜o de outros tipos de materiais;
• melhoria do co´digo para acelerar o processo de identificac¸a˜o;
• emprego de campos tridimensionais, bem como modelos de elementos
finitos 3-D;
• estender o procedimento para uso em condic¸o˜es de carregamentos
cı´clicos.
