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1. Introduction
It is well known that a proper differentiability of any map determined by a system is needed for solving an optimal
control problem or an identiﬁcation problem. Also according to a required circumstance one has to obtain the differentia-
bility in a strong sense. One is interested in the differentiability of a map from an input q = (y0, y1, g) to a solution y in a
suitable sense, where y is the solution of the semilinear damped second order evolution equation{
y′′ + A2(t)y′ + A1(t)y = f (t, y, y′) + g(t) in (0, T ),
y(0) = y0, y′(0) = y1. (1.1)
This equation covers various classes of nonlinear damped wave equations, and the Cauchy problem for (1.1) is extensively
studied in Lions [7], Tanabe [10], Hale [6] and Temam [11].
It is obvious that the differentiability in a suitable sense depends on that of the nonlinear force f (t, y, y′). In Ha, Nakagiri
and Tanabe [5], they established the Gâteaux differentiability of solution maps from the set of data q to the set of solutions y
of (1.1) whenever f (t, y, y′) belongs to the C1-class. The Gâteaux differentiability may be enough to solve a quadratic cost
optimal control problem. However it is not suﬃcient for treating a non-quadratic or non-convex optimal control problem.
That is, one needs a stronger differentiable result.
In this paper, one will prove the Fréchet differentiability of the map q → y when f (t, y, y′) has the same condition
as in [5]. Then one can extend the results for quadratic optimal control problems in [8] to those for non-quadratic or
non-convex optimal control problems using the Fréchet differentiability result.
This paper is composed as follows. The assumptions on the operators A1(t), A2(t) and nonlinear term f (t, y, y′) are the
same as in [5]. In Section 2, the existence, uniqueness and regularity of a solution for (1.1) is reviewed. In Section 3, the
strong Fréchet differentiability of the map q → y is proved. Further one proves that the Fréchet derivative dq y is continuous
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shall prove the strong Gâteaux differentiability of the mapping q → y, and the continuity of the Gâteaux derivatives Dq y in
the strong operator topology. In the ﬁnal Section 5, we give an application of the results in Section 3 to semilinear strongly
damped wave equations.
2. Semilinear second order evolution equations
Let H be a real pivot Hilbert space with the inner product (·,·) and norm | · |. For i = 1,2 (omitted below), let V i be a
real separable Hilbert space with the norm ‖ · ‖Vi . The dual space of Vi is denoted by V ′i and the duality pairing between
V ′i and Vi is denoted by 〈·,·〉V ′i ,Vi . Suppose that the pair (Vi, H) is a Gelfand triple space, simply denoted by Vi ↪→ H ↪→ V ′i
and that V1 ↪→ V2. Let 0< T < ∞. For t ∈ [0, T ] let ai(t;φ,ϕ) be a symmetric bilinear form in φ,ϕ ∈ Vi . We impose some
conditions on ai .
There exists a ci1 > 0 such that∣∣ai(t;φ,ϕ)∣∣ ci1‖φ‖Vi‖ϕ‖Vi for all φ,ψ ∈ Vi and t ∈ [0, T ]. (2.1)
There exist αi > 0 and λi ∈ R such that
ai(t;φ,φ)+ λi |φ|2  αi‖φ‖2Vi for all φ ∈ Vi and t ∈ [0, T ]. (2.2)
Further, we impose that the function t → a1(t;φ,ϕ) is continuously differentiable in [0, T ] and there exists a c12 > 0 such
that ∣∣a′1(t;φ,ϕ)∣∣ c12‖φ‖V1‖ϕ‖V1 for all φ,ψ ∈ V1 and t ∈ [0, T ]. (2.3)
By (2.1) we can deﬁne the operator Ai(t) ∈L(Vi, V ′i ) by the relation ai(t;φ,ϕ) = 〈Ai(t)φ,ϕ〉V ′i ,Vi . In what follows, we shall
write V1 = V and the norm ‖ · ‖ = ‖ · ‖V1 for notational simplicity.
We consider a semilinear damped second order evolution equation{
y′′ + A2(t)y′ + A1(t)y = f (t, y, y′) in (0, T ),
y(0) = y0 ∈ V , y′(0) = y1 ∈ H,
(2.4)
where f : [0, T ] × V2 × H → V ′2. The solution Hilbert space W (0, T ) of (2.4) is deﬁned by
W (0, T ) = {w ∣∣ w ∈ L2(0, T ; V ), w ′ ∈ L2(0, T ; V2), w ′′ ∈ L2(0, T ; V ′)},
endowed with the norm
‖w‖W (0,T ) =
(‖w‖2L2(0,T ;V ) + ‖w ′‖2L2(0,T ;V2) + ‖w ′′‖2L2(0,T ;V ′)) 12 .
A function t → y(t) is said to be a weak solution of (2.4) if y ∈ W (0, T ) and y satisﬁes{〈
y′′(·),φ〉V ′,V + a2(·; y′(·),φ)+ a1(·; y(·),φ)= 〈 f (·, y(·), y′(·)), φ〉V ′2,V2 for all φ ∈ V in the sense of D′(0, T ),
y(0) = y0 ∈ V , y′(0) = y1 ∈ H,
where D′(0, T ) is the space of distributions on (0, T ) (cf. [1]).
As in [5], we suppose the following conditions on the nonlinear term f : [0, T ] × V2 × H → V ′2 in (2.4):
(A1) t → f (t, y, z) is strongly measurable in V ′2 for all y ∈ V2 and z ∈ H ,
(A2) there exists a β ∈ L2(0, T ;R+) such that∥∥ f (t, y1, z1)− f (t, y2, z2)∥∥V ′2  β(t)(‖y1 − y2‖V2 + |z1 − z2|) a.e. t ∈ [0, T ]
for all y1, y2 ∈ V2 and z1, z2 ∈ H,
(A3) there exists a γ ∈ L2(0, T ;R+) such that∥∥ f (t,0,0)∥∥V ′2  γ (t) a.e. t ∈ [0, T ].
The following theorem on existence, uniqueness, regularity and energy inequality of solutions to (2.4) is proved in [5].
Theorem 2.1. Assume that both ai satisfy (2.1)–(2.3) and f (t, y, z) satisfy (A1)–(A3). Then there exists a unique weak solution
y ∈ W (0, T ) ∩ C([0, T ]; V ) ∩ C1([0, T ]; H) of (2.4). Moreover, for each t ∈ [0, T ], y satisﬁes the energy inequality
∥∥y(t)∥∥2 + ∣∣y′(t)∣∣2 +
t∫
0
∥∥y′(σ )∥∥2V2 dσ  Cβ(‖y0‖2 + |y1|2 + ‖γ ‖2L2(0,T ;R+)), (2.5)
where Cβ is a proper constant depending only on β in (A2).
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Throughout this section we assume that (2.1)–(2.3) and (A1)–(A3) hold without any indication. Let F be the product
space deﬁned by
F = V × H × L2(0, T ; V ′2).
The norm of F is deﬁned by∥∥(y0, y1, g)∥∥F = (‖y0‖2 + |y1|2 + ‖g‖2L2(0,T ;V ′2))1/2 for (y0, y1, g) ∈F .
For each q = (y0, y1, g) ∈F let us consider a semilinear damped second order equation{
y′′(q)+ A2(t)y′(q)+ A1(t)y(q) = f
(
t, y(q), y′(q)
)+ g in (0, T ),
y(q;0) = y0 ∈ V , y′(q;0) = y1 ∈ H .
(3.1)
Here in (3.1), A1(t), A2(t) and f (t, y, z) are the differential operators and the nonlinear function satisfying the assumptions
given in Section 2.
By virtue of Theorem 2.1, we get a well-deﬁned solution map q = (y0, y1, g) → y(q) of F into W (0, T ), because
f (t, y, z)+ g(t) satisﬁes (A1)–(A3). Furthermore, y(q) satisﬁes the inequality given by for each t ∈ [0, T ]∥∥y(q; t)∥∥+ ∥∥y(q; t)∥∥V2 + ∣∣y′(q; t)∣∣ Cβ(‖q‖F + ‖γ ‖L2(0,T ;R+)), (3.2)
where Cβ is the proper constant dependent on β in (A2) and the imbedding constant k2 of V ↪→ V2. In (3.2), γ = 0 if
f (t,0,0) = 0.
The following theorem on the Lipschitz continuity of the map q → y(q) is proved in [5].
Theorem 3.1. The solution map q → y(q) of F into W (0, T ) is strongly continuous. Further, for each q1 ∈F and q2 ∈F we have the
inequality
∥∥y(q1; t)− y(q2; t)∥∥2 + ∣∣y′(q1; t) − y′(q2; t)∣∣2 +
t∫
0
∥∥y′(q1)− y′(q2)∥∥2V2 dσ  Cβ‖q1 − q2‖2F , t ∈ [0, T ],
where Cβ > 0 depends only on β in (A2).
The Fréchet differentiability of the solution map is desirable for many applications, and we shall prove the Fréchet
differentiability of the solution map q ∈ F → y(q) ∈ W (0, T ) and characterize the Fréchet derivative as the solution of the
linearized variational evolution equation for (3.1).
Let X and Y be Banach spaces, and let L(X, Y ) be a set of all bounded linear operators from X to Y . We denote the
Banach space L(X, Y ) endowed with the operator norm topology by Lu(X, Y ), and endowed with the strong operator
topology by Ls(X, Y ).
We recall the Fréchet differentiability of a map f : X → Y .
Deﬁnition 3.1. Let f : X → Y . The function f is said to be Fréchet differentiable at x = x0 if there exists a T ∈L(X, Y ) such
that
‖ f (x0 + h)− f (x0)− Th‖Y
‖h‖X → 0 as ‖h‖X → 0. (3.3)
If f is Fréchet differentiable at each x0 ∈ X , f is said to be Fréchet differentiable on X .
The operator T is called the Fréchet derivative of f (x) at x = x0 and the derivative is denoted by fx(x0).
Deﬁnition 3.2. Assume that f : X → Y is Fréchet differentiable on X . If the Fréchet derivative fx(ξ) is continuous in ξ ∈ X
with respect to the norm topology of Lu(X, Y ), f is said to be continuously Fréchet differentiable, or of C1-class. The space
of all continuously Fréchet differentiable functions f : X → Y is denoted by C1(X, Y ).
For our study we deﬁne the Fréchet differentiability on the solution map q → y(q) as follows.
Deﬁnition 3.3. The solution map q → y(q) of F into W (0, T ) is said to be Fréchet differentiable on F if for any q ∈F there
exists a T (q) ∈L(F ,W (0, T )) such that, for any w ∈F ,
‖y(q + w)− y(q)− T (q)w‖W (0,T )
‖w‖F → 0 as ‖w‖F → 0. (3.4)
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dy(q)w ∈ W (0, T ) is called the Fréchet derivative of y at q in the direction w ∈F .
For ﬁxed t ∈ [0, T ] and z ∈ H we denote by f y(t, ξ, z) the Fréchet derivative of f (t, y, z) with respect to y at ξ . Also, for
ﬁxed t ∈ [0, T ] and y ∈ V2 we denote by f z(t, y, η) the Fréchet derivative of f (t, y, z) with respect to z at η. The following
assumptions on the nonlinear term f (t, y, z) are imposed in [5] to prove the Gâteaux differentiability of the solution map.
(A4) For each t ∈ [0, T ] and z ∈ H , f (t, y, z) ∈ C1(V2, V ′2), and for each t ∈ [0, T ], f y(t, y, z) ∈ C(V2 × H,Lu(V2, V ′2)) and
there is β1 ∈ L2(0, T ;R+) such that∥∥ f y(t, y, z)∥∥L(V2,V ′2)  β1(t)(‖y‖V2 + |z| + 1) a.e. t ∈ [0, T ].
(A5) For each t ∈ [0, T ] and y ∈ V2, f (t, y, z) ∈ C1(H, V ′2) and f z(t, y, z) ∈ C(V2 × H,Lu(H, V ′2)), and there is β2 ∈
L2(0, T ;R+) such that∥∥ f z(t, y, z)∥∥L(H,V ′2)  β2(t)(‖y‖V2 + |z| + 1) a.e. t ∈ [0, T ].
The purpose of this paper is to prove the Fréchet differentiability of the solution maps under (A4) and (A5).
Theorem 3.2. Assume that (A4) and (A5) hold. Then the map q → y(q) of F into W (0, T ) is Fréchet differentiable on F and the
Fréchet derivative of y(q) at q in the direction w = (y∗0, y∗1, g∗) ∈F , say z = dy(q)w, is the unique weak solution of{
z′′ + A2(t)z′ + A1(t)z = f y
(
t, y(q), y′(q)
)
z + f z
(
t, y(q), y′(q)
)
z′ + g∗ in (0, T ),
z(0) = y∗0, z′(0) = y∗1.
(3.5)
The sketch of proof. We prove this theorem using three steps.
(i) Eq. (3.5) has a unique weak solution z ∈ W (0, T ) for any q ∈F .
(ii) For each w ∈F there exists an operator T ∈L(F ,W (0, T )) satisfying T w = z(w).
(iii) The difference δ = y(q + w)− y(q)− z(w) is proportional to o(1)‖w‖F .
Proof. (i) Put q = (y0, y1, g) ∈F and w = (y∗0, y∗1, g∗) ∈F . If we take the nonlinear term and initial conditions in (3.1) like{
f (t, ξ, η) := f y
(
t, y(q; t), y′(q; t))ξ + f z(t, y(q; t), y′(q; t))η,
q := w, (3.6)
then by Theorem 2.1, Eq. (3.5) has a unique weak solution z = z(w) ∈ W (0, T ). For it, it is enough to show that there are
β,γ ∈ L2(0, T ) satisfying (A2) and (A3). In fact, it is obvious from (A4) and (3.2) that f (t, ξ, η) in (3.6) satisfy
∥∥ f y(t, y(q), y′(q))ξ∥∥V ′2 
∥∥ f y(t, y(q), y′(q))∥∥L(V2,V ′2)‖ξ‖V2
 β1(t)
(∥∥y(q; t)∥∥V2 + ∣∣y′(q; t)∣∣+ 1)‖ξ‖V2
 β1(t)
[
Cβ
(‖q‖F + ‖γ ‖L2(0,T ;R+))+ 1]‖ξ‖V2 .
Similarly by (A5) and (3.2) we have
∥∥ f z(t, y(q), y′(q))η∥∥V ′2  β2(t)[Cβ(‖q‖F + ‖γ ‖L2(0,T ;R+))+ 1]|η|.
It is completed from taking β as (β1 + β2)[Cβ(‖q‖F + ‖γ ‖L2(0,T ;R+))+ 1] ∈ L2(0, T ) in (A2) and γ as 0 in (A3).
(ii) It is clear from (3.2) that this solution z(w) satisﬁes∥∥z(w)∥∥C([0,T ];V ),∥∥z′(w)∥∥C([0,T ];H),∥∥z(w)∥∥W (0,T )  Cβ˜‖w‖F , (3.7)
where Cβ˜ is not dependent on w with β˜ = (β1 + β2)[Cβ(‖q‖F +‖γ ‖L2(0,T ;R+))+ 1]. Hence by (3.7), the mapping w ∈F →
z(w) ∈ W (0, T ) is linear and bounded. This means that there exists a T ∈ L(F ,W (0, T )) such that T w = z(w) for each
w ∈F .
(iii) We set δ = y(q + w)− y(q)− z(w). Then δ satisﬁes{
δ′′ + A2(t)δ′ + A1(t)δ = F1(q,w, t)δ + F2(q,w, t)δ′ + G1(q,w, t)z + G2(q,w, t)z′ in (0, T ),
δ(0) = 0, δ′(0) = 0, (3.8)
in the weak sense, where
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1∫
0
f y
(
t, y(q)+ θ(y(q + w)− y(q)), y′(q + w))dθ,
F2(q,w, t) =
1∫
0
f z
(
t, y(q), y′(q)+ θ(y′(q + w)− y′(q)))dθ,
G1(q,w, t) =
1∫
0
{
f y
(
t, y(q)+ θ(y(q + w)− y(q)), y′(q + w))− f y(t, y(q), y′(q))}dθ,
G2(q,w, t) =
1∫
0
{
f z
(
t, y(q), y′(q)+ θ(y′(q + w)− y′(q)))− f z(t, y(q), y′(q))}dθ.
The Fi,Gi are the operators induced by applying the nonlinear function f (t, y, z) to the integral mean value theorem. For
example,
f
(
t, y(q + w), y′(q + w))− f (t, y(q), y′(q + w))− f y(t, y(q), y′(q))z
=
1∫
0
f y
(
t, y(q)+ θ(y(q + w)− y(q)), y′(q + w))dθ(y(q + w)− y(q)− z)
+
{ 1∫
0
f y
(
t, y(q)+ θ(y(q + w)− y(q)), y′(q + w))dθ − f y(t, y(q), y′(q))
}
z
= F1(q,w, t)δ + G1(q,w, t)z.
Now let us estimate δ ∈ W (0, T ) in the term of ‖w‖F satisfying ‖w‖F  1. For it the estimation of y(q) and y(q + w)
in some norms is needed. By modifying (3.2) slightly we can ﬁnd an upper bound Cq , dependent of ‖q‖F only such that
∥∥y(ν; t)∥∥V2 + ∣∣y′(ν; t)∣∣+ 1 13Cq for ν = q or q + w. (3.9)
By (A4) and (3.9) the operator norm of F1 is estimated as follows:
∥∥F1(q,w, t)∥∥L(V2,V ′2) 
1∫
0
∥∥ f y(t, y(q)+ θ(y(q + w)− y(q)), y′(q + w))∥∥L(V2,V ′2) dθ

1∫
0
β1(t)
(∥∥y(q; t)+ θ(y(q + w; t) − y(q; t))∥∥V2 + ∣∣y′(q + w; t)∣∣+ 1)dθ
 β1(t)
(∥∥y(q; t)∥∥V2 + ∥∥y(q + w; t)∥∥V2 + ∣∣y′(q + w; t)∣∣+ 1)
 2
3
Cqβ1(t) Cqβ1(t). (3.10)
Similarly by (A5) and (3.9) the operator norm of F2 is estimated as follows:∥∥F2(q,w, t)∥∥L(H,V ′2)  Cqβ2(t). (3.11)
Note that two inequalities (3.10) and (3.11) hold uniformly in w .
By (A4) and (3.9) the operator norm of G1 is estimated as follows:
∥∥G1(q,w, t)∥∥L(V2,V ′2) 
1∫
0
∥∥ f y(t, yq,w , y′(q + w))− f y(t, y(q), y′(q))∥∥L(V2,V ′2) dθ
 β1(t)
(
2
∥∥y(q; t)∥∥V2 + ∥∥y(q + w; t)∥∥V2 + ∣∣y′(q; t)∣∣+ ∣∣y′(q + w; t)∣∣+ 2)
 Cqβ1(t), (3.12)
where yq,w = y(q)+ θ(y(q + w)− y(q)). Similarly by (A5) and (3.9) the operator norm of G2 is estimated as follows:∥∥G2(q,w, t)∥∥ ′  Cqβ2(t). (3.13)L(H,V2)
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G2(q,w, t)z′ ∈ L2(0, T ; V ′2).
By Theorem 3.1, we can see that∥∥y(q + w; t) − y(q; t)∥∥V2 , ∣∣y′(q + w; t) − y′(q; t)∣∣ Cβ‖w‖F , t ∈ [0, T ].
Thus, if ‖w‖F → 0, then by the norm continuity of f y and f z in (A4) and (A5), we have∥∥G1(q,w, t)∥∥L(V2,V ′2) → 0,
∥∥G2(q,w, t)∥∥L(H,V ′2) → 0. (3.14)
Hence from (3.12)–(3.14), we deduce by applying the Lebesgue dominated convergence theorem that
T∫
0
∥∥G1(q,w, t)∥∥2L(V2,V ′2) dt → 0,
T∫
0
∥∥G2(q,w, t)∥∥2L(H,V ′2) dt → 0
as ‖w‖F → 0. Therefore, by (3.7) we have∥∥G1(q,w, ·)z + G2(q,w, ·)z′∥∥L2(0,T ;V ′2) 
∥∥G1(q,w, ·)∥∥L2(0,T ;L(V2,V ′2))‖z‖C([0,T ];V2)
+ ∥∥G2(q,w, ·)∥∥L2(0,T ;L(H,V ′2))‖z′‖C([0,T ];H)
 Cβ˜
(∥∥G1(q,w, ·)∥∥L2(0,T ;L(V2,V ′2)) +
∥∥G2(q,w, ·)∥∥L2(0,T ;L(H,V ′2)))‖w‖F
= o(1)‖w‖F . (3.15)
Multiply δ′ to the weak form of (3.8) and integrate them over [0, t], then we have by repeating similar calculations as in
the proof of [3] that
α1
∥∥δ(t)∥∥2 + ∣∣δ′(t)∣∣2 + (2α2 − 3)
t∫
0
∥∥δ′(σ )∥∥2V2 dσ 
t∫
0
(
|λ1|T + 2|λ2| + 1

∥∥F2(q,w, σ )∥∥2L(H,V ′2)
)∣∣δ′(σ )∣∣2 dσ
+
t∫
0
(
c12 + k
2
2

∥∥F1(q,w, σ )∥∥2L(V2,V ′2)
)∥∥δ(σ )∥∥2 dσ
+ 1

t∫
0
∥∥G1(q,w, σ )z(σ )+ G2(q,w, σ )z′(σ )∥∥2V ′2 dσ (3.16)
for any  > 0. Taking  = α23 and applying Gronwall inequality to (3.16) we can obtain by (3.15)
∥∥δ(t)∥∥2V + ∣∣δ′(t)∣∣2 +
t∫
0
∥∥δ′(σ )∥∥2V2 dσ  C∥∥G1(q,w, ·)z + G2(q,w, ·)z′∥∥2L2(0,T ;V ′2) = o(1)‖w‖2F ,
where C is a constant related to βi and Cq . Hence we can verify by the standard manner that∥∥F1(q,w, ·)δ + F2(q,w, ·)δ′∥∥L2(0,T ;V ′) = o(1)‖w‖F ,
‖δ′‖L2(0,T ;V2) = o(1)‖w‖F , ‖δ′′‖L2(0,T ;V ′) = o(1)‖w‖F .
This shows that y(q) is Fréchet differentiable on F and the Fréchet derivative at q in the direction w , say z = dy(q)w ∈
W (0, T ), is the weak solution of (3.5). This competes the proof. 
Remark 3.1. As shown in the proof of Theorem 3.2, the condition that f z(t, y, z) ∈ C(V2×H,Lu(H, V ′2)) in (A5) is weakened
to that f z(t, y, z) ∈ C(H,Lu(H, V ′2)) for each y ∈ V2.
Theorem 3.3.Under the assumption of Theorem 3.2, the Fréchet derivative dy(q) is continuous onF with respect to the norm topology
of Lu(F ,W (0, T )).
Proof. Let q,w ∈F be ﬁxed, and let h ∈F be given arbitrarily. We set
zq = dy(q)w, zq+h = dy(q + h)w,
and deﬁne
ϕh = zq − zq+h.
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ϕ′′h + A2(t)ϕ′h + A1(t)ϕh = f y
(
t, y(q), y′(q)
)
ϕh + f z
(
t, y(q), y′(q)
)
ϕ′h + g(q,h; t) in (0, T ),
ϕh(0) = 0, ϕ′h(0) = 0,
(3.17)
in the weak sense, where
g(q,h; t) = { f y(t, y(q), y′(q))− f y(t, y(q + h), y′(q + h))}zq+h(t)
+ { f z(t, y(q), y′(q))− f z(t, y(q + h), y′(q + h))}z′q+h(t).
It has been proved in (3.7) that for any h satisfying 0 ‖h‖F  1,
‖zq+h‖C([0,T ];V ),‖z′q+h‖C([0,T ];H),‖zq+h‖W (0,T )  Cβˆ‖w‖F , (3.18)
where βˆ = (β1 + β2)[Cβ(‖q‖F + ‖γ ‖L2(0,T ;R) + 1) + 1]. Then by (3.18), we have
∥∥g(q,h; ·)∥∥L2(0,T ;V ′2) 
( T∫
0
∥∥ f y(t, y(q), y′(q))− f y(t, y(q + h), y′(q + h))∥∥2L(V2,V ′2)
∥∥zq+h(t)∥∥2V2 dt
) 1
2
+
( T∫
0
∥∥ f z(t, y(q), y′(q))− f z(t, y(q + h), y′(q + h))∥∥2L(H,V ′2)
∣∣z′q+h(t)∣∣2 dt
) 1
2
 C
βˆ
max{1,k2}
(
ε1(q,h)+ ε2(q,h)
)‖w‖F , (3.19)
where
ε1(q,h) =
∥∥ f y(t, y(q), y′(q))− f y(t, y(q + h), y′(q + h))∥∥L2(0,T ;L(V2,V ′2)),
ε2(q,h) =
∥∥ f z(t, y(q), y′(q))− f z(t, y(q + h), y′(q + h))∥∥L2(0,T ;L(H,V ′2)).
It is clear from (A4) and (A5) that
ε1(q,h)+ ε2(q,h) = o(1) as ‖h‖F → 0.
Then from the energy inequality for ϕh of Eq. (3.17) we can deduce
‖ϕh‖W (0,T )  Cβ˜
∥∥g(q,h; ·)∥∥L2(0,T ;V ′2)
 Cβ˜Cβˆ max{1,k2}
(
ε1(q,h)+ ε2(q,h)
)‖w‖F
 o(1)‖w‖F .
The above inequality implies that
‖ϕh‖W (0,T )
‖w‖F → 0 as ‖h‖F → 0, ‖w‖F = 0.
Therefore,∥∥dy(q)− dy(q + h)∥∥L(F ,W (0,T )) → 0 as ‖h‖F → 0.
This completes the proof of Theorem 3.3. 
4. Gâteaux differentiability
First we note that the symbol Ls(X, Y ) denotes the space of bounded linear operators endowed with the strong con-
vergence topology (weaker than that of norm topology), where X and Y are Banach spaces. In this section we suppose the
following weaker assumptions on f than (A4) and (A5):
(A4)w For each t ∈ [0, T ] and z ∈ H , f (t, y, z) is Fréchet differentiable at each y ∈ V2, and for each t ∈ [0, T ], the map
V2 × H  (y, z) → f y(t, y, z) ∈Ls(V2, V ′2) is continuous, and there is β1 ∈ L2(0, T ;R+) such that∥∥ f y(t, y, z)∥∥L(V2,V ′2)  β1(t)(‖y‖V2 + |z| + 1) a.e. t ∈ [0, T ].
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the map H  z → f z(t, y, z) ∈Ls(H, V ′2) is continuous, and there is β2 ∈ L2(0, T ;R+) such that∥∥ f z(t, y, z)∥∥L(H,V ′2)  β2(t)(‖y‖V2 + |z| + 1) a.e. t ∈ [0, T ].
Theorem 4.1. Assume that (A4)w and (A5)w hold. Then the map q = (y0, y1, g) → y(q) of F into W (0, T ) is Gâteaux differentiable
and the Gâteaux derivative of y(q) at q in the direction w = (y∗0, y∗1, g∗) ∈F , say z = Dy(q)w, is the unique weak solution of{
z′′ + A2(t)z′ + A1(t)z = f y
(
t, y(q), y′(q)
)
z + f z
(
t, y(q), y′(q)
)
z′ + g∗ in (0, T ),
z(0) = y∗0, z′(0) = y∗1.
(4.1)
Further, the Gâteaux derivative of Dy(q) is continuous on F with respect to the strong operator topology of Ls(F ,W (0, T )).
Proof. Let q and w = (y∗0, y∗1, g∗) ∈ F be ﬁxed. It is easily veriﬁed by (A4)w and (A5)w that there exists a unique weak
solution z of (4.1) as in the proof of Theorem 3.2. We put zλ = 1λ (y(q + λw)− y(q)), λ = 0, λ ∈ (−1,1). Then the difference
ϕλ = zλ − z satisﬁes{
ϕ′′λ + A2(t)ϕ′λ + A1(t)ϕλ = F1(λ, t)ϕλ + F2(λ, t)ϕ′λ + G1(λ, t)z + G2(λ, t)z′ in (0, T ),
ϕλ(0) = 0, ϕ′λ(0) = 0
(4.2)
in the weak sense, where y(λ, θ) = y(q)+ θ(y(q + λw)− y(q)) and
F1(λ, t) =
1∫
0
f y
(
t, y(λ, θ), y′(q + λw))dθ,
F2(λ, t) =
1∫
0
f z
(
t, y(q), y′(λ, θ)
)
dθ,
G1(λ, t) =
1∫
0
{
f y
(
t, y(λ, θ), y′(q + λw))− f y(t, y(q), y′(q))}dθ,
G2(λ, t) =
1∫
0
{
f z
(
t, y(q), y′(λ, θ)
)− f z(t, y(q), y′(q))}dθ.
As in (3.10)–(3.13), by (A4)w and (A5)w we can ﬁnd a constant Cq,w , independent of λ, satisfying∥∥F1(λ, t)∥∥L(V2,V ′2),
∥∥GI1(λ, t)∥∥L(V2,V ′2)  Cq,wβ1(t), (4.3)∥∥F2(λ, t)∥∥L(V2,V ′2),
∥∥GI2(λ, t)∥∥L(H,V ′2)  Cq,wβ2(t), (4.4)
where GIi (λ, t) is the integrand of Gi(λ, t). Hence the condition (A2) is satisﬁed uniformly in λ. By (3.7)–(4.4) we see that∥∥GI1(λ, t)z(t)∥∥V ′2  Cq,wβ1(t)
∥∥z(t)∥∥V2  Cq,wCβ˜β1(t)‖w‖F , (4.5)∥∥GI2(λ, t)z′(t)∥∥ Cq,wβ2(t)∣∣z′(t)∣∣ Cq,wCβ˜β2(t)‖w‖F . (4.6)
This means that the condition (A3) is also satisﬁed uniformly in λ. Since
y(λ, θ; t) → y(q; t), y′(λ, θ; t) → y′(q; t) as λ → 0
uniformly in θ ∈ [0,1], we have by (A4)w and (A5)w that∥∥GI1(λ, t)z(t)∥∥V ′2 → 0,
∥∥GI2(λ, t)z′(t)∥∥V ′2 → 0, t ∈ [0, T ] (4.7)
as λ → 0. Let us apply (4.5)–(4.7) to the inequality
∥∥Gi(λ, t)ξ∥∥2L2(0,T ;V ′2) 
T∫
0
1∫
0
∥∥GIi (λ, t)ξ(t)∥∥2V ′2 dθ dt,
where ξ = z for i = 1 and ξ = z′ for i = 1. Then it can be veriﬁed by the Lebesgue dominated convergence theorem that∥∥G1(λ, t)z + G2(λ, t)z′∥∥ 2 ′ → 0 as λ → 0.L (0,T ;V2)
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‖zλ − z‖W (0,T ) → 0.
This implies that the solution map q → y(q) is Gâteaux differentiable and the derivative Dy(q)w = z is given by the weak
solution of (4.1). Next we let
zq = Dy(q)w, zq+h = Dy(q + h)w,
for ﬁxed q,w ∈F and given h ∈F . We deﬁne
ϕh = zq − zq+h.
Then by repeating similar calculations as above, we can verify under the assumptions (A4)w and (At)w that ϕh → 0 strongly
in W (0, T ) as ‖h‖F → 0. This completes the proof of Theorem 4.1. 
5. Semilinear damped wave equations
In this section we apply the abstract results of Section 3 on Fréchet differentiability to semilinear strongly damped wave
equations. Let Ω be an open bounded set of Rn with the smooth boundary Γ . The inner product of Rn is denoted by x · y
for x, y ∈ Rn . We put Q = (0, T )×Ω , Σ = (0, T ) × Γ for T > 0. We consider the following boundary value problem for the
system of strongly damped nonlinear wave equations described by⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂2 y
∂t2
− ∇ ·
(
a(x)∇ y + b(x)∇ ∂ y
∂t
)
= F (y)+ g in Q ,
y = 0 on Σ,
y(0, x) = y0(x), ∂ y
∂t
(0, x) = y1(x) in Ω,
(5.1)
where a(x) is a coeﬃcient of diffusion, b(x) is a coeﬃcient of viscoelasticity, g is a forcing function, y0, y1 are initial values
and F : R → R is a nonlinear activation function. This type of semilinear strongly damped wave equations appears in the
theories of longitudinal vibrations with viscous effects, quantum mechanics and others (cf. [2,6,11]).
The coeﬃcients a(x), b(x), initial values y0, y1 and forcing function g in (5.1) are supposed to satisfy
a,b ∈ L∞(Ω), a(x) a0 > 0, b(x) b0 > 0 a.e. x ∈ Ω (5.2)
for some positive constants a0,b0, and
y0 ∈ H10(Ω), y1 ∈ L2(Ω), g ∈ L2
(
0, T ; H−1(Ω)), (5.3)
respectively. For the nonlinear function F : R → R in (5.1), we suppose the following assumption:
(H) F (s) is continuously differentiable on R, and the derivative F ′(s) satisﬁes the Hölder continuity and the uniform bound-
edness∣∣F ′(s)− F ′(r)∣∣ K1|s − r|ρ, ∣∣F ′(s)∣∣ K2, ∀s, r ∈ R
for some 0< ρ  1 and K1, K2 > 0.
For the evolution equation setting of (5.1), we set H = L2(Ω) and V1 = V2 = H10(Ω), so that V ′1 = V ′2 = H−1(Ω). It is easily
veriﬁed by (5.2) that two bilinear forms ai(φ,ϕ), i = 1,2, deﬁned by
a1(φ,ϕ) =
∫
Ω
a(x)∇φ · ∇ϕ dx, ∀φ,ϕ ∈ H10(Ω)
and
a2(φ,ϕ) =
∫
Ω
b(x)∇φ · ∇ϕ dx, ∀φ,ϕ ∈ H10(Ω)
satisfy (2.1)–(2.3). The following result on the Fréchet differentiability of F (y) is proved in [9].
Proposition 5.1. Assume that F satisﬁes (H). We deﬁne the map F : H10(Ω) → L2(Ω) by
F (ψ)(x) = F (ψ(x)) a.e. x ∈ Ω, ∀ψ ∈ H10(Ω). (5.4)
Assume further that the spatial dimension n satisﬁes
n 2+ 2 . (5.5)
ρ
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is given by the following multiplication operator
∂y F (ψ)h(x) = F ′
(
ψ(x)
)
h(x) a.e. x ∈ Ω, ∀h ∈ H10(Ω).
Further the derivative ∂y F (y) is Hölder continuous in y on Lu(H10(Ω), L2(Ω)) and satisﬁes the following inequalities∥∥∂y F (ψ + h)− ∂y F (ψ)∥∥L(H10(Ω),L2(Ω))  C‖h‖ρ, ∀ψ,h ∈ H10(Ω),∥∥∂y F (ψ)∥∥L(H10(Ω),L2(Ω))  C, ∀ψ ∈ H10(Ω),
where C > 0 is a constant independent of ψ,h ∈ H10(Ω).
By Theorem 2.1, under the condition (5.3), there exists a unique weak solution y = y(q), q = (y0, y1, g) ∈F ≡ V × H ×
L2(0, T ; V ′) of (5.1). Further by Proposition 5.1, we can verify that f (t, y, z) ≡ F (y) + g satisﬁes (A1)–(A5). Therefore, from
Theorems 3.2 and 3.3 the following theorem follows.
Theorem 5.1. Assume that (H) is satisﬁed and the spatial dimension n satisﬁes (5.5). Then the map q → y(q) of F into W (0, T ) is
Fréchet differentiable and the Fréchet derivative of y(q) at q in the direction w = (y∗0, y∗1, g∗) ∈ F , say z = dy(q)w, is the unique
weak solution of the following linear problem⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂2z
∂t2
− ∇ ·
(
a(x)∇z + b(x)∇ ∂z
∂t
)
= ∂y F
(
y(q)
)
z + g∗(t, x) in Q ,
z = 0 on Σ,
z(0, x) = y∗0(x),
∂z
∂t
(0, x) = y∗1(x) in Ω.
(5.6)
Further, the Fréchet derivative dy(q) is continuous on F with respect to the norm topology of Lu(F ,W (0, T )).
The above result can be used to derive the necessary optimality conditions for non-convex cost functionals as studied
in [4], and also to derive the local controllability for the control system associated with (5.1).
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