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CHAPTER I 
INTRODUCTION 
Many procedures have been proposed for analyzing and describing 
multivariate dependence structure. 
Partial correlation, multiple correlation, canonical correlation, 
principal component and factor analysis are used to analyze the dependence 
structures of a multinormal population .. 
For a partial correlation analysis it is necessary to decide which 
variables are to be correlated and which of the remaining variables must 
be held constant. 
Multiple correlation demands that one variable be dependent upon 
some or all of the remaining variates. 
For a canonical correlation, the variables must be collected 
into two or more sets. The factor analysis technique is for explaining 
the covariances of the variables and the principal component technique 
is for explaining the variance of the variables. 
The principal component technique consists of an orthogonal 
transformation of the coordinate axes of a rr.ultivariate system to new 
orientations. 
The mathematical form of the functions must be one which will 
generate the correlations or covariances among the va r iab l es. The 
2 
procedure of canonical analysis originated with K. Pearson, but was 
later proposed by Hotelling for the particular purpose of analyzing 
correlation structure. 
The main purpose of this paper is to explain Kettenring 's ( 1971) 
canonical analysis to allow for simultaneous consideration of more than 
two sets of random variables. The Hotelling 's method is called the 
canonical correlation. 
Actually, Hotelling was concerned with a special case of the two 
set problem. One set of variables consisted of independent variables 
and the other of dependent variables. 
The variables in each set could be selected in any way desired, 
and were not necessarily regarded as the same for each set. Hotelling 
was concerned with a single vector transformation for each set, such 
that the correlation between the two sets was a maximum. 
Suppose that test is concerned with a system of p+q multinormal 
responses; the first p variates posses some common feature and the 
remaining q variates are characterized in some other way. For examp le, 
if the responses were observations obtained during a stress situation, 
the first set might contain blood pressure readings, skin resistance and 
other physiological observations, while the second set might contain 
measures of anxiety and other affective features. 
The vector of the response variates is partitioned as 
3 
The correlation matrix of the response variates is pa rtitioned 
as follows: 






z = al. xl l i (i=l,2, .. . . ,s) 













) is maximum. The largest e igenvalue of the trans-
-1 -1 I 




























are determined so that th e 

















and so on, 




z i (i=l,2, ... ,s) 
To explain Kettenring 's method, an e xample of a situation 
in v olvin g 3 sets is g iv e n as follows; Th e sets of variables are 
.X'=( .S, .N, .R, .V) (j=l, 2,3) 
J J J J J 
w here the .S, th e .N, the .R and the .V are different measures, 
J J J J 
resp ec tively, of spatial , numerical, r e asoning mental abiliti e s and 
vocabulary abilities. 
4 
Each set of measurements is associated with responses to 
three different tests given as follows: 
1) mechanical dexterity. 
2) graphical relationships. 
3) verbal relationships. 
We may then be interested in analyzing the dependence structure 
of the three different sets of tests relative X. 
The specific methods of analysis are; 
1) The maximum variance method; MAXV AR 
2) The sum of squared correlations method; SSQCOR 
Only the SSQCOR method is completely new. Initially, the 
presentation is limited solely to the treatment of first stage canonical 
variables. 
A model of the general principal component type is constructed 
for each of the two methods, The MAXV AR canonical variables and 
criterion values are easily obtained from the eigenvalues and eigen-
vectors of certain known matrices. 
The SSQCOR method requires an iterative procedure for genera-
ting the coefficient vectors. The sequence of coefficient vectors generated 
by the iterative procedure necessarily converges, the m resulting 
coefficient vectors yield the optimal value of the criterion function. An 
example is given and solved by using computer techniques. 
5 
CHAPTER II 
CRITERIA FOR THE SELECTION OF FIRST 
STAGE CANONICAL VARIABLES 
Suppose the m sets of variables are 
.X '= (.X , .X
2
, ...... , .X ) 
J J 1 J J pj 
(j=l, 2, ... ,m) 
withp < ..... < p. 
l - - m 
The joint distribution of them sets is assumed to be nonsingular. 
The methods for finding linear relations among the sets involve several 
stages. 
Associated with e ach stage are m d e riv ed variab l es. 
where . Z( s) is a linear compo und of .X, 
J J 
l. e. ' 
( S) I 
.a .X, and 
J J 
( s) 
.a is a vec tor 0£ real numbers. 
J 
j enumerates sets ands enumerat e s stages. 
The measure of canonical correlations are invariant under non-
singular transformations within sets. Hence there is no loss in replacing 





(j = 1, 2, ... , m) 
6 
( s) 
Then, we can express . Z as a linear compound of . Y. 
J J 
.Z(s) (s)' 
J = .b .Y 
J J 
l 
(.b(s)' .b (s))2 = 1. 
J J 
The vector Z(s) is selected to maximize a particular function 
f 
· l . t . ( s) ( s) th o 1ts corre ahon ma nx cl> • The produced .Z are called s stage 
J 
canonical variates. 
At the first stage, no restrictions are imposed, and the two 
· · f 1 . ( l ) f 11 .. cr 1ter1a or se echng Z are as o ows. 
. h 1 . 1 f (l) 1) MAXVAR; Maximize t e argest e1genva ue o cl> • 




Maximize the sum of squares of the elements 
of <l>(l) or, equivalently, the sum of squares 
(1)2 (1)2 
of its eigenvalues ( \. 
1 
) + .... + ( \. m ) . 
In each instance, the first stage canonical variables have the 
property that their associated correlation matrix q>(l )is equal to the 
identity matrix if and only if them sets are mutually uncorrelated. 
7 
CHAPTER III 
THE MAXIMUM VARIANCE MODEL 
The statistical nature of the MAXVAR criterion can be obtained 
by considering the principal component model. 
The optimally constructed auxiliary variable is connected with 
the first principal component line for the canonical variables. If all of 
the sample vectors have been standardized to zero sample means and 
unit sample variances, then the line in Euclidean space pas sing through 
the origin and the point representing the auxiliary vector is just the 
first principal component line, and Z(l) has the best fitting common 
( 1 ) 
factor F , assuming the factor contributes with the same weight to 
each of the _Z(l). 
J 
Then, the MAXVAR criterion can be obtained by considering 
the following model for an arbitrary Z(l l. 
( 3. 1 ) 
where 1 ( 
1
) is a known nonnull vector, F(l) is a standardized variable 
and E(l) is a vector of error variables. 
The elements of E(l) are assumed to be normally and independently 




Suppose that F(l) is chosen so as to minimize the sum of the 
residual variance. 
minimize tr(var E( 
1 
)) ( 3. 2) 
(l)' (1) (1) 1 (1) 
=m+l 1 -21 a. 
( 3. 3) 
where 
To minimize tr (var E(l )), the problem is to chose F(l) 
. . 1(1) 1 (1) 
so as to max1m1ze a. • 
(l)' (1). . 
Assume that 1 a. 1s nonnegative, 
then, 
1 1 - -
'; (cov(l(l)'z(l).l(l)'z(l))/(cov(F(l),F(l))) 2 
1 
= (CO v( 1 ( 1 ) I ( Z ( 1 ) Z ( 1 ) I) 1 ( 1 ) ) ) 2 
1 1 1 - - -
( 1) 1 2 (1) (l)' 2 (1) 2 
= (1 ) (cov(Z Z ) ) (1 ) 
9 
l l l - - -
( 1) 1 2 (1) 2 (1) 2 
= (1 ) (cp) ) (l ) 
l 
= (l(l)'<P(l)l(l))2 
by the Cauchy-Schwarz inequality 
The second inequality becomes an equality if and only if 
(1) 1 (l) (1) . 
l Z and F ar e hnearly and compl e tely related. 
(1) (1) (1) 1 (1) 
Since the .Z and F are standardized, l a is 
J 
l 
( 3. 4) 
Because, 
l 
CO V( l ( l ) 
1 
Z (l ) , F ( l ) ) = C O V ( 1 ( l ) I Z (l ) ' ( l ( l ) 1 cp (l ) l ( l ) ) 2 1 ( l ) I Z (l ) ) 
l l 
- --
= (cov(l (l )'z(l )1 (l )'z(l )) /(cov( (1 (l )'<p(l )1 (l )) 2 1 (l )'z(l ). 
1 1 -- -




= (cov(l (l )'(z(l )Z(l )')l (l )) /(cov((l (l )'<P(l \ (l ))-l l (l )'. 
1 
(Z(l )2 (1 )
1)1 (1 )))2 
1 1 1 - -- -
= ( l ( 1 ) I cp (l li ( 1 ) / (1 ( } ) I cp (l ) l ( 1 ) ) 2 (CO v(l ( l ) I ( z ( l ) Z (1 ) I )1 ( 1 ) )) 2 
~ 1 1 
= ( l ( l ) J <p ( 1 ) l ( l ) ? (l ( 1 ) I cp (1 ) l ( 1 ) )- 2( l ( } ) I q> ( 1 ) l (1 \z 
l 
1 0 
. (l)' (1) (1) 
And it has already been shown that cov ( 1 Z , F ) is 
1 
maximum when cov(l(l)'z(l),F(l))=(l(l)'cj>(l)l(l))Z. 
For this choice of F(l) 
1 
t r ( var E ( 1 ) ) = m + 1 ( 1 ) 1 1 ( 1 ) - 2 ( 1 ( 1 ) 
1 
cj> ( 1 ) 1 (1 ) / ( 3. 5) 
Producing canonical var iates to give the best fit to (3. 1), as 
measured by (3. 2), is equivalent to finding the .Z(l) which maximize 
J 
Suppose that 1 ( 
1
) is also allowed to vary so that 1 ( 
1
) and F( 
1
) 
are to be found according to the (3. 2). Then, equation (3. 3) can be 
written as 
( 3. 6) 
(1) (1) I (1) (1) . , , , , . 
(1 -a ) (1 -a ) is a positive definite quadratic form so that the 
minimum of (3. 6 ) with respect to 1 (l) occurs when 1 (l)= a(l)_ With 





The overall minimum of (3. 6 ), for a given Z (1)' as well as 
explicit ex pressions for 1 (l) and F(l) can be found by minimizing (3. 5) 
with respect to 1 ( 
1
) and using (3. 4 ), we can find that 
1 l 
l (l)= (X.(~))Ze(~), and F(l)= (>-.(~))- 2e (~)'z(l)_ 





m + 1 ( 1 ) I 1 ( 1 ) - 2 ( 1 ( l )¢ (1 ) l ( 1 ) ) 2 
1 
= X.(~\1(l)'1(l)_2(l(l)'(e(~)'cp(l)e(~)) l(l))Z 









r... 1 e 1 · 
(1) 1 (1) 
1 a 
was maximized when 
11 
( 3. 7) 
1 
F(l)= (/l)'<b(l\(l)) 2l(l)'z(l)in(3.4). 
1 









= (\(1)) 2 (l)' (1) 
/\. 1 e 1 z 
where 
1 l 
(l(l)'cp(l\ (l))= (11.(~)) 2e (~)'cp(l)(11.(~))Ze(~) 
\(1)( (l)',h(l) (1)) 
=/\1 el 'r' el 
1 2 
. . (1) (1) 
With thes e choice of 1 and F , (3.5) can be express e d as 
follows 
1 
tr (var E(l))= m+l(l)'l(l)_Z(l(l)'cp(l\(l)) 2 
( 1 ) 
= m-11. 
1 
The MAXVAR method is equivalent to finding Z(l )whi ch admits 
. . (1) (1) 
the best fit of (3. 1) as measured by (3. 2) with 1 and F . 
13 
CHAPTER IV 
THE SUM OF SQUARED CORRELATIONS MODEL 
The SSQCOR criterion is a function of all of the eigenvalues of 
( l ) 
cp . 
( 4. 1 ) 
(1) (l) 
Where 1 . are arbitrary nonnull vectors, the F . are standardized 
J J 
random variables, and E(l) is a vector of e rror variables. 
Assume that the first factor is the most important, th e second 
is the next most important, and so on. 
X.l> X.2> ..• • ... • • > X. - - - m 
and the 1 (~ )and F(~) ar e chosen to minimiz e 
J J 
(1) J l(l1· )F(l1· ))) tr(var(Z -~ 
i= l 
(j=l, 2, ... , m) ( 4. 2) 
The correct c hoice for 1 (~)and F(~)follows from (3. 7). 
(1) . . (1) (1) 
Let e 
2 
be a unit length eigenvector of cp , orthogonal to e 
1 
, 
c orr esp onding to>-.(~), the second largest eigenvalue. 
To obtain l (l )and F(l )' subtract l(l )F(l) from both sid es of 
2 2 1 1 
(4. 1 ). The n , (3. 7 ) may be used to determine the optimal 1 (~) and 
F( 1) 
2 • 
The largest eigenvalue of<j>(l)_ X.(~\(~)e(~)' is X.(~)with associated 




Continuing in this way through m steps, we can find that 
l 
14 
1 ( ~ ) = ( X. ( ~ ) ) 2 e ( ~ )' 




(1) 1 (1) . z 
J 
( 4. 3) 
(j=l, 2, .... ,m) 
h .th b T e J eigenvalue and eigenvector are found y applying the 
iterative algorithm to 
large 
<j>(l)_(X.(~)e(~\(~)'+ ......... + x.}~)le(t~l ej~~) 
l 
The (\. (~ )) 
2 
e(~) is a component correlation. A Z(l) with both 
J J 
and small\.(~) can be revealing of relations among the sets. A 
J 
convenient way to find such canonical variables, given the constraint 
(1) (1) (1) 2 
\. 
1 
+ ........ + \. m = m, is to choose them to maximize ( \. 
1 
) 
( l ) 2 
+ ........ + ( \. ) . 
m 
The maximum of the sum of squares of m numbers which add 
2 
to m and lie in the range zero to m is m , and it occurs when one 
number is m and the rest are zero. 
The minimum of the sum of squares of m numbers is m and 
results when each number is equal to one. 
The MAXVAR and SSQCOR methods will yield similar Z(l ),s 
whenever most of the variability can be accounted for by a single 
factor. 
15 
( 1 ) 
The effect of the SSQCOR criterion is to produce a Z such 
that its first few factors account for most and the last few very little 
of the variability. 
This is in contrast with each factor being equally important, 
\.(~)= 1 ( j =1, 2, .. ,m), which is the situation when and only when qi(l) 
J 
is the identity matrix. 
1 6 
CHAPTER V 
HIGHER STAGE CANONICAL VARIABLES 
The search for relations among the sets can be continued 
beyond the first stage by considering higher stage canonical variables 
Z
(2) (3) . (1) 
, Z , ........ to supplement the optimal Z . 
Restriction on the canonical variables need to be added at 
each of the higher stages to assure that a new relationship among 
the sets is being measured each time. 
Several different kinds of restrictions are possible, each 
typically leading to a different choice of variables and each being 
generalization of the restrictions used for two sets. Restrictions 
can be better appreciated by first taking up the special case m=2. 
Suppose Z(j) (j=l, 2, ... , s-1) are the first s-1 pairs of 
canonical variates. 
th 
Then the s pair for s=2, 3, ... , p, is some 
Z




z ) chosen so that the correspondrng s canonical 
. (s) (s) (s) 




z is the largest value 
consistent with 
corr ( z (j) l , 1 
z( s )) = 0 (j=l, 2, ... , s-1) ( 5. l) 
corr ( z (j) z ( s )) = 0 2 , 2 (j=l,2, ... ,s-1) ( 5. 2) 
corr ( z(j) l , 2 
z ( s)) = 0 (j=l, 2, ... , s-1) ( 5. 3) 
corr ( zU) 
2 ' 1 
z ( s )) = 0 (j=l, 2, ... , s-1) ( 5. 4) 
17 
The measures of canonical correlations are invariant under 
nonsingular transformations within sets. Hence, there is no loss in 




, ...... , .Y ) 
J J J pj 
(j=l,2, ..... ,m) 
To calculate unit variance variables .Y, 
J 




-1 -1 -1 ·-1 
= D Var ( X) D' = D D D'D' = I 
j t j j t j t j tj t j t 
Var ( .X)= D D' where 
J j t j t 
-1 
Then .Y = D .X and 
J j t J 
Let Y' = (
1
Y 1 , 
2
Y 1 , ......... ,mY'). Then Y is a (px 1) vector, 
with p = I: P. 
1 
yr 






th th (s)' 
The derived variables for the j set at the s stage 1s .b .Y, 
l 
where b = ( .b(s)' . b(s))Z = 
j s J J 
J J 
1, and the _b(s) 1s a canonical coefficient 
J 
f 
. th th 
vector o J set on the s stage. 
l 8 
th 
The rn canonical variabl('t> at th e ~ stage ar(' 
where 
(s) (s) (s) (s) 




b , ......... 'mb ) 
To find the matrix of correlations for the orthogonalized sets 
of variables, l e t 
l a l la2············1am 
A= 
wh e r e A is th e matri x of correlations involving all sets of variabl es , 












............. , O 
0 0............ . a 
mm 




0 ........•. ' 0 
0 t2 .......... ' 0 
0 0 .......... , t 
m 
1 9 
where D is a diagonal matrix whose matric diagonal elements are the t 
lower triangular factor of the corresponding matric elements in D , 
a 
i.e., D D' = D 
t t a 
-1 -1 
Then R=Dt A D: 
R21 I ... ....... R2m 
R= 
Rml Rm2" ....... '. I 
( 5. 5) 
R is a matrix of correlations for the orthogonalized sets of 
variables, R .. is a p.x p. matrix and R is a p x p matrix, with p = 1:: p. 
lJ l J l 
Let (v , v
2
, ........... , v ) be a set of orthogonal eigenvectors 1 p 
of R corresponding to eigenvalues c
1 
(R), ..... , C/R) arranged in 
descending order. A simple but useful restriction on Z(s) is 
20 
corr ( 5. 6) 
(i=l, ... ,s-1; j=l, ..... ,m) 
In other words, the cannonical variates at successive stages 
are required to be uncorrelated within sets, 
When m=2, (5. 6) is equivalent to (5, l) and (5. 2). A more 
fl ex ible constraint is obtained by requiring the canonical variables to 
be uncorrelated in some but not necessarily all of the sets, 
c orr _z(s))=O 
J 
( i= 1 , , , . , S - 1 ; j E Pk) 
( 5. 7) 
Where Pk is a nonempty subset of k of the first m integers. 
When k=m, ( 5. 7) is the same as (5, 6). When k=l and m=2, 
(5 . 7) 1s just (5, 1) or (5, 2). The most rigid restriction to be considered 
is 
(i) (s) 
corr (Z , Z ) = 0 (i= 1, 2, ... ,m) ( 5. 8) 
th 
The canonia l variables at the s stage must be uncorrelated 
with all the lower order canonical variables. 
Whenm=2, (5.8) is equivalent to (5.1)-(5,4). 
Let 
b(s)' (s) = 0 .c 
J 
(j=l, ... , m) ( 5. 9) 
21 
h (s) · · t 1 h t · w ere .c 1s appropr1a e y c osen ma rices. 
J 





.b ' ....... ' .b 
J J 
0 otherwise 
Equation ( 5. 9) can be written as 
D(s)'D(s) = 0 
b C (5.10) 
where 
D
(s)=. (s) (s) 
C d1ag ( 1 C ' •• ••••• 'm C ) 
The following lemma relates the eigenvalues and eigenvectors 
of R, when m= 2, to the canonical correlations and canonical variates. 
I 
The main point is that the constraint V. R V = 0 has the effect 
l s 
of (5. 1 )- (5. 4). 
Lemma 
(j) ) d . h ·th f 1 Let Z (j=l, 2, .. , p
1 
es1gnates t e J pair o canonica 




Y, and let r be the number of positive 
canonical correlations. The relationship between the canonical 






( p+l - j ) ( p+l - j ) 
- p = A. 
2 
22 
(j=l,2, .... ,pl) 
(j=pl + 1, ..... 'Pz) 
(j=p2+1, ..... ,p) 




V. = 2 
J 
1 
2( b ( j) I b (j) I) 
1 ' 2 
Furthermore, the principal components of Z (j) (j= 1, ... , r) 
1 
arev'.Y=2-2( z(j)+ z(j)) 
J 1 2 
The extension of th e MAXV AR first stage model is 
( 5. 11) 
(s) (s) 




stage equivalent of (4. 2) and hence are functions of the 
eigenvalues and eigenvectors of cp(s) as in (4. 3). One starts by making 
a principal component analysis of Y. 
( 1 ) 
To calculate the MAXV AR Z , 
V 
1 
is partitioned into m successive subvectors and each is normalized 
(1) (1) 
to length one yielding 
1 
b , ........ , m b , 
23 
Then the first principal component of Y and Z (1) are the 
same, 





(R). The vector V 
2 
is used in a like manner to 
obtain 
(2) . . (2). 
Z and the correspond ing eigenvalues of <p 1s C
2
(R). 
That is \. ( 
2
) = C 
2 
(R) for an appropriate K 
2
• The number of 
K2 
stages for MAXVAR method should be equal to the number of C.(R) 
J 
gr eater than one. 
The constraint Ks< min (5. 11) 1s designed to keep the models 
campatible with the number of stages. For MAXVAR method, Ks=m 
would imply C (R) < 1. 
s -
The MAXVAR objective 1s to 
maximize \. ( s) 
Ks 
subject to the constraint 
corr (F(s) F(s)) = 0 
K . ' K 
J s 
(l:::_Ks< m) ( 5 . 1 2) 
(j=l, 2, ... , s-1) (5.13) 
24 
CHAPTER VI 
MAXIMUM CORRELATION OF ORTHOGONALIZED SETS 
Suppose we have several sets of tests which we assume 
measure the same set of abilities. W e may wish to determine to 
what ex tent the same set of functions are being evaluated by the 
repeat ed administrations. 
Suppos e we have m sets of measures on a group of P entities 
where the numb er of measures in set i is p .. 
l 
We can find for each set of measures a transformation so 
that m sets of transforrned rneasures will b e n1utually sin1ilar. 
For examp l e, suppose the measures were a number of scales 
in a personality schedule. 
We may administer the schedul e to the same group three 
different times under three different instructions as follows: 
1) answer the items as they apply to you. 
2) answ e r them as you think th ey apply to most people. 
3) answ er according to what you regard as the socially 
desirable form of behavior. 
We may then be interested rn finding to what extent the three 
different sets of instructions result in the same set of evaluation. 
The general problem is that how we can find for each set 
of measures will be mutually similar. 
25 
We shall assume that each set of variables has first been sub-
jected to an orthogonalizing transformation as in (5. 5), then further 
transformations such that the new sets of transformed variables shall 
be as nearly alike from one set to another as possible. We consider 
a vector transformation for each set of variables such that the sum of 
the intercorrelations among the transformed variables is a maximum. 
We then consider a second vector transformation of each set 
such that the sum of the intercorrelations of these transforrned variables 
is also a maximum, with the restriction that each of this second group of 
transformed variables shall not correlate with the first transformed 
variables from its set. 
Similary, a third transformed variables from each set is 
determined so as to yield a maximum sum of intercorrelations and 
zero correlations with the first two transformed variables from its 
own set. 
This process may continue until the number of transformed 
variables in the smallest set. 
p . ; 
1 
h b f . bl h . 
th 
t e num er o var1a es in t e 1 set. 
p : the nurnber of variables in the smallest set. 
s 
. B; the p.x p matrix for transforming the i
th 
orthogonalized set to 
l l s 
maximum similarity. 
th 
D · m 
B' order diagonal matrix of the . B matrix. l 
Q; 
th 
the m order matrix of intercorrelation within and between sets 
of maximally similar sets. 
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l B. l 0 ........... O 
0 
2 
B. 1 ........ O 
D = 
B. 1 
( 6. 1 ) 




is a diagonal matrix whose diagonal elernents are the first B. 
vectors respectively from the . B matrices. But it is not a computational 
l 
equation. 
We take some approximation to the diagonal matrix of (6. 1 ). 
The diagonal vector elements may usually be taken as unit vectors. 
( 6. 2) 
The product in parenthese on the right simply indicates the 
collapse of the diagonal vector of (6. 1) into a simple vector. 
2 
D' 1 Dl v = D 1 u. 1 1 u. 1 ( 6. 3) 
D = 
2 B. 1 
D 




( 6. 4) 
D is the second approximation to the D matrix, and 
2 B. 1 B. 1 
obviously, the vector elements of 
2
D are now normalized vectors. 
B. 1 
th . . 





D 1 = lR {kDB.ll) k u. 1 { 6. 5) 
2 ! 
kDlv = D D k u. 1 k u. 1 ( 6. 6) 
D 
-1 
D = kDl V k + 1 B. 1 k u. 1 ( 6. 7) 
The iterations may continue until the sum of elements rn D
1 
v 
stabilize to some specified tolerance limit. 
To compute for the second set of vectors out of. B, first we 
l 
calculate the reduced matrix 
2
R as 
( 6. 8) 
To get the (k+l )
th 
approximation to DB. L' the L
th 
vectors out 
of the . B, we use 
l 
( 6. 9) 
= D D 
k u. L k u. L (6.10) 
D :.- D D -l 
k+l B. L k u. L k Lv (6.11) 
The first approximation for D may be made up of unit 
B.L 
th 
vectors. The (L+l) reduced R matrix is obtained by 
i ! 
L+l R = (I-DB. L DB. L) LR (I -DB. L DB. L) ( 6. 1 2) 
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The matrix Q which gives the intercorrelations for the maximally 
similar sets is obtained by 
( 6. 13) 
29 
CHAPTER VII 
THE MAXV AR PROCEDURE 
th 
The criterion function at the s stage of MAXVAR procedure 
is expressible in th e form, 
f{V)=V'RV dlvfl=1 ) 
where V = Db e 
Provided every element of e is nonzero, the restriction ( 5. 10) 
is equivalent to V 1D = 0. 
C 
To determine the coefficients, we introduce the normalization 
constr aint by means of the Lagrange multiplier 8 and r, and differen-
tiate with respective to V to zero yields; 
solution 
8 
(f+( 1-V'V) 8-ZV'D r) OV C 
= RV- 8V- D r 
C 
I 
( 7. l) 




C C C C C 
D D ) U 
C C 
( 7. 2) 
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where (D D ) 1s a generalized inverse and U is arbitrary. 
C C 
From (7. 1) and (7. 2), we can find that 
I AR -01 I v = o ( 7. 3) 
I - I 
where A = ( I- D ( D D ) D ) 
C C C C 
8=V'RV (7. 4) 
th From (7. 3) and (7. 4) it follows that the optimal s stage MAXVAR 
criterion value is c
1 
(AR). 
Let V 1 is unit length eigenvector of AR corresponding to 
c 1 (AR). Then the coefficient vectors for canonical variates 
are defined by the equation 
( 7. 5) 
If v 1 is partitioned into successive (p. x l) subvector .V , 
J J 1 
then it follows from (7. 5) that the canonical coefficient vectors are 
.b = + 
J 
.Vl 
J (j = l, 2, ..... , m) ( 7. 6) 
If either deno1ninator is zero, .b may be taken as any vector 
J 
satisfying ( 5.9 ). Equation (7.5) implys that 
e = 
l (±/11 '1i II, ............ ' ±II m v 1II) 
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are particular eigenvectors of the associated¢ matrices. Two im-
2 
portant properties of A, A=A I and A =A, can be used to show that 
ARA is symmetric and that its nonzero eigenvalues and corresponding 
eigenvectors are the same as those of AR. The matrix ARA is the 
same as matrix Q of SSQCOR. The development rests on the fact that 




V .RV= 0 
J 
(j = l, 2, ... , s -1) 
If the V . are partitioned into successive subvectors .V. of 
J 1 J 
p. (i = 1, 2, ... , m), then it turns out that the canonical coefficient 
1 
th 
and the Ks eigenvectors of the resulting <p matrices satisfy 
equations similar to (7. 5)-(7. 6). 
= V ' s 
(j = l, 2, ... , m) 
Associated criterion values are C (R). The vector 
s 
( 7. 7) 
stru c tion is implied by (7. 7), is an eigenvector of the <p corresponding 




DESCRIPTION OF THE ITERATIVE PROCEDURES 
To find the coefficient vectors which define the SSQCOR 
canonical variables, there does appear to be an effective descent 
type iteration procedure. 
The procedure is outlined below: 
I 
1) specify initial variables jZO = /o j Y (j = l, 2, ... , m) 
2) for j = 1, 2, .. , min turn, replace jZO by jzl, the variable which 




, ... , j-l z
1
, 
3) repeat step 2) now replacing .Z by .Z
2
(j = 1, ....• , m), and so on, 
J l J 
until convergence of criterion values is judged to have occured. The 
criterion function can be expressed as follows; 
2 
f = tr(¢ ) = 
m 2 m m 
~ (.b'.b) + ~ -~ 
i=l l l i=l J=l 
' 2 (.b R ... b) 
1 lJ J 
ii j 
The sequence of criterion values generated by the iterative 
procedure necessarily converge, and, the sequence (
1
b ), ... , ( b ) 
n m n 
will converge under appropriate assumptions, 
CHAPTER IX 
THE LARGEST CANONICAL CORRELAT ION 
There is special interest in locating and measuring the 
largest first canonical correlation, defined by P , between 
max 
any two sets. If mis specially large, one would like to obtain 
some information about it without separately studying all (r;1) 
possible pairs of sets. 
The off-diagonal element of any cp(l) matrix which is 
largest in magnitude provides a simple lower bound for P • 
max 
A upper bound can be found in terms of the extreme 
eige nvalues of Q. 
(l+Pmax)~C
1
(Q) and(l-P )>C (Q) max- p 
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These are from Lemma. Combining these inequalities, one 
has 
fJ < min (C
1 
(Q)-1, 1 -C (Q)) 
max- p 
( 9. 1 ) 
If the upper bound is small, that is, if C (Q) or C (Q) is close 
1 p 
to one, there would be little reason to look for relations between the 
sets. 
CHAPTER X 
AN APPLICATION OF SSQCOR AND MAXVAR METHODS 
CONSIDERED ON THE SAME SET OF DATA 
34 
It will be applied to the same set of data to find linear relation-
ships among sets of variables and to provide a comparison of the two 
methods. The data ar e taken from Thurston and Thurston (1941 ). 
They consist of s c or e s on three sets of test. In each set are three 
tests, designed to measur e mental reasoning, numerical, and spatial 
ability. 
.X' = ( .S, .N, .R) 
J J J J 
(j=l,2,3) 
where the .S, the .N and the .R are diff e rent measures, respectively, 
J J J 
of spatial, numerical and mental reasoning abilities. 
So, there are 9 variables in this problem, broken down into 
thre e sets; the sets of variables are; 
1st set; 1X' = (lS, lN, lR) 
2n d set; 
3rd set; 




x 1 , 
3
x 1 ) 1s given in 
Table 1. 
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Table 1. The matrix A of correlations among 9 variables 
ls lN lR 2S 2N 2R 3S 3N 3R 
is l. 000 . 249 . 271 . 636 . 183 . 185 . 626 • 3 69 . 279 
lN . 249 1. 000 .399 . 138 . 654 . 262 . 190 . 527 .356 
lR . 271 .399 1.000 . 180 . 407 . 613 . 225 . 4 71 . 61 0 
ZS . 636 . 138 . 180 1.000 . 091 .147 . 709 . 254 . 191 
ZN . 183 . 654 . 407 . 091 1. 000 . 296 . l 03 . 541 .394 
ZR . 185 . 262 . 613 . 14 7 . 296 1.000 . 1 79 . 437 . 496 
3S . 626 . 190 . 225 . 709 . l 03 . l 79 1, 000 . 291 . 245 
3N . 369 . 527 . 4 71 . 254 . 541 . 437 . 291 l. 000 . 429 
3R . 279 . 3 56 . 610 . 191 . 394 . 496 . 245 . 429 l. 000 
Table 2. The diagonal matrix D whos e matric diagonal elements 
are the matrix of corr:lation of i set of A 
l. 000 . 249 . 271 0 0 0 0 0 0 
. 249 1,000 .399 0 0 0 0 0 0 
. 271 .399 1. 000 0 0 0 0 0 0 
0 0 0 1.000 . 091 .147 0 0 0 
0 0 0 . 091 l. 000 . 296 0 0 0 
0 0 0 . 14 7 . 296 1.000 0 0 0 
0 0 0 0 0 0 1. 000 . 291 . 245 
0 0 0 0 0 0 . 291 l. 000 . 429 
0 0 0 0 0 0 . 245 . 429 1. 000 
I 
To find the matrix D which sat isfys that D D = D , 
t t t a 
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1.0000 . 2490 . 2710 l. 0000 1. 0 0 0 0 . 24 9 0 . 2 71 0 
let 
then 
. 2490 1. 0000 . 3990 = . 2490 a 
. 2710 . 3990 l. 0000 
2 2 
(. 249) + a = 1 
Clb 
(. 271) (. 249) + ~h =. 399 
2 2 
(.27l)+b tc =l.000 
.2710 b C 
and finally we have a=0.9685 


















The diagonal matrix D whose matric diagonal elel1jl-ents are 
the lower triangular f}ctors which satisfy that D D = D . 
t t a 
0 0 0 0 0 0 0 
. 9685 0 0 0 0 0 0 
.3420 . 8996 0 0 0 0 0 
0 0 1.0000 0 0 0 0 
0 0 . 0910 0.9952 0 0 0 
0 0 . 14 70 o. 2838 0. 9475 0 0 
0 0 0 0 0 1.0000 0 
0 0 0 0 0 . 2910 0. 9567 
0 0 0 0 0 . 2450 0. 3739 
-1 
D · Inverse matrix of D . t ' t 
0 0 0 0 0 0 0 
1. 0325 0 0 0 0 0 0 
- 0. 2034 -0.3929 1.1115 0 0 0 0 0 
0 0 0 1.0000 0 0 0 0 
0 0 0 -0. 0914 1. 0042 0 0 0 
0 0 0 - 0. 1278 - 0. 3 008 1. 0554 0 0 
0 0 0 0 0 0 1.0000 0 
0 0 0 0 0 0 -0. 3042 1.0452 




















Table 5. The matrix R of correlations among orthogonalized sets 
of variables . R = D-1 A D,-1 
t t 
1.0000 0.0000 0.0000 0.6360 0.1256 o. 0589 0.6260 0.1953 0. 0588 
0. 0000 1.0000 o. 0000-0. 0210 0. 63 28 0.0490 0.0352 0.4589 0. 1293 
0.0000 0. 0000 1.0000 0.0165 0. 1574 0.5210 0.0481 o. 23 77 0.4256 
0. 6360-0. 0210 0.0165 1.0000 0. 0000 0.0000 0.7090 0. 0498-0. 0015 
0. J 256 0. 63 28 0.1574 0.0000 1. 0000 0. 0000 0. 0386 0.5318 0.1899 
0. 0589 0.0490 0. 5210 0.0000 0.0000 1. 0000 0. 0673 0. 2576 0.2993 
0.6260 0. 0352 0. 0481 o. 7090 0. 03 8 6 0. 0673 1,0000 0.0000 0.0000 
0. 19 53 0.4589 0. 23 77 0. 0498 0. 5318 0. 2576 0.0000 1.0000 0. 0000 
0. 0588 0. 1 293 0. 4256-0. 0015 0. 1899 0. 2993 0.0000 0.0000 1.0000 
Table 6. The matrix D 
B 
which is found according to ( 6. 1) 
0. 7252-0. 6883 0.0191 0 0 0 0 0 0 
0. 5196-0. 5652-0. 6407 0 0 0 0 0 0 
0.4518 0. 454 7 0. 7675 0 0 0 0 0 0 
0 0 0 0. 6504-0. 7596-0. 0088 0 0 0 
0 0 0 0. 63 05 0. 5463-0. 5514 0 0 0 
0 0 0 0. 423 7 0. 3 531 0.8341 0 0 0 
0 0 0 0 0 0 o. 6705-0. 7392 0. 063 2 
0 0 0 0 0 0 0.6450 0. 5387-0. 5420 
0 0 0 0 0 0 0.3660 0.4042 0.8380 
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Table 7. The rnatrix Q of correlations among 1naximally similar sets . 
1. 0000 . 0000 . 0000 . 73 59 . 0277 -.0215 . 7564 . 0195 . 0202 
. 0000 1.0000 -.0000 . 0235 . 6022 . 0018 -. 0277 . 5046 . 0386 
. 0000 -.0000 1.0000 -.0163 -. 0377 . 4646 . 0162 . 0342 . 2660 
. 7359 . _ _Ql3---2, -. 0163 1.0000 - . 0000 . 0000 . 7422 -. 0238 -.0202 
. 0277 . 6022 -.0377 -. 0000 1.0000 . 0000 -. 0322 . 63 51 -.0410 
-. 0215 . 0018 . 4646 . 0000 . 0000 1. 0000 . 021 5 -. 0050 . 1660 
. 7564 -.0277 . 0162 . 7422 -. 03 22 . 0215 1. 0000 . 0000 . 0000 
. 0195 . 5046 . 0342 -. 0238 . 63 51 -.0050 . 0000 1.0000 . 0000 
. 0202 . 0386 . 2660 -.0202 -. 0410 . 1660 . 0000 . 0000 1. 0000 
( s) . 




I is (3 x 3) matrix 
Q = 0
12 
I Q23 where Q .. is the matrix of correlations lJ 
Of 3 0 23 I among maximally similar sets 
i and j. 
Then, the largest correlation of Q .. is the correlation of ,Z(l) and .Z(l)' 
lJ l J 





lJ l J 
and so on. We can find ¢(i) (i = 1, 2,3) as follows: 
-10 
Table 8. The correlation matrix cp (s) of canonical variates 
[ 1. 000 
o. 73 5 
0. 756 l [ 1. 000 0.602 0. 504 J 
cp(lt 0.735 1.000 0. 742 ( 2) 0.602 1. 000 0. 635 cp = 
0. 756 0. 742 1.000 0.504 0. 635 1. 000 
1. 000 0.464 0. 266 
( 3) 
cp = 0.464 1.000 0.166 
0. 266 0.166 1.000 
In particular for SSQCOR method, we need at the first stage to 
find some linear combinations of . Y, 
J l 
(j=l, 2,3) where (.b(l)' _b(l)/= 1 
J J 
One linear combination for each of the three sets so as to 











z + (corr (
2
z , 






Z ) has the correlation 
(1) (1) (1) .Vl 
matrix cp • The choice is made by choosing .b such that .b = _J_::-
as in equation (7. 6). 
J J ii .Vl '' ' J 
Then the maximum of i 1 )is (. 735) 2 + ( . 756) 2 + ( . 742/ 






z(l)) are the first stage canonical 
. bl ( l ) . h . 1 d E ( l ) . th . t f ( l ) vana es. 11. gives t e eigenva ues an is e eigenvec ors o cp • 
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+(corr( z( 2 ), z( 2 ))/ 
1 1 2 3 
. (1) (2) 
subject to the constraint that corr (.Z , .Z ) = 0 (j= 1, 2,3) or, 
J J 
. (1) 1 (2) 
equivalently, _b .b =O (j=l,2,3) 
J J 
It n1eans that canonical variables are uncorrelated within sets. 
The best choice of the .z(
2
) are the second stage canonical variables 
J 
d h h 1 
. . ( 2) an t .es e ave corr e at10n matrix cp • 
(2) 2 2 2 
So ma ximum f = ( . 602) + ( . 5 04) + ( . 63 5) . 
Similarly for the third and last stage, maxirrum i 3 ) is 
The results for SSQCOR are: 
Table 9. The eigenva lu es and normalized ei genvectors of cp(s) 
r 489
1 [ 
0. 578 - 0. 499 0.647 
>.. ( l) 0. 268 ( 1 ) 0. 574 0. 811 0. 11 0 E = 
0. 243 0. 580 -0. 306 -0. 754 
2.162] 0. 559 0. 759 o. 33 2 l (2) 
0.498 
(2) 
0. 601 -0. 094 -0. 794 >.. E = 
0.340 0. 5 71 -0. 645 0.510 
l. 616 l 0. 653 - 0. 183 -0. 735 ( 3) 
0.861 
( 3) 
0. 611 -0. 449 0.654 >.. = E = 
o. 523 0.448 0.875 0.179 
42 
Table 10. Values of C.(Q) and relative MAXVAR are: 
J 
J C .(Q) X. (j) 
J 1 
1 2.490 2.489 
2 2.164 2.162 




7 0. 337 
8 0.259 
9 0. 235 
The nmnber of stages for MAXVAR method should be equal to the number 
of C .(Q) greater than one. 
J 
The results for MAXVAR method and SSQCOR method arc the same. 
Table 11. The eigenvectors V. of Q corresponding to C .(Q ), ( j = 1, 2, 3) canonical coefficient vectors . (s) . J (s) J .b and normalized vectors E J 
b(lb jv1 E( 11 '\ 
/' 2 
b(2J jV 2 E(2b V 2 
jv 3 
b( 3 b j_2 (31 v3 
J jv 1 j It V 111 -lrill j 11j v 2 / Ir 211 j r1jv311 E - 11v 311 
0.912 0.9998 0.5780 0.1500 0.0180 0.010 -0.0040 - o. 0048 -0.0030 
1 o. 006 0,0066 0,0040 0,8220 0.9998 0. 599 0,0210 0,0250 0.016 
0. 000 0,0000 0.0000 -o. 0020 -0. 0024 -0. 001 0.8300 0~9999 0.6520 
0.9060 0.9999 0. 5740 -0. 0070 -0. 0079 -0. 004 -0.0i90 - 0, 0245 - 0. 015 
2 0.0060 0,0066 0,0040 0.8840 0.9999 0. 601 -0.0410 -0. 0528 -0. 032 
0. 0000 0,0000 0. 0000 - 0. 0010 -0.0010 -0. 001 0,7750 0.9983 o. 6090 
0.9140 0.9999 0.5790 -0 . 0330 -0. 0393 -0.2200 0.0220 0.0385 0.0180 
3 0,0060 0,0065 0,0040 0.8390 0.9992 0.5710 0,0220 0.0385 0.0170 
0. 0000 0.0000 0,0000 -0.0020 -0. 0024 -0,0010 0.5710 0.9985 0.4490 
1 -
(j = 1, 2, 3) Let .Y = (.S, .N, .R) 
J J J J 
..,. Then, we Z (1) as a linear compound of Y in terms of b ( 1 ) as follows: <..,J can express 
Table 11. (Information at bottom of table continued) 
z(ll = b(l)' Y = (O. 999s 
l l 1 0. 0066 0. 0000) l Y = (0. 9998) l S + (0. 0066) l N + (0. 0000) l R 
O. 0066 0. 0000) 2 Y = (0. 9999) 2
s + (0. 0066) 
2 
N + (0. 0000) 
2
R 
0. 0065 0. 0000) 3 Y = (0. 9999) 3
s + (0. 0065) 
3
s + (0. 0000) 
3
R. 
If we recall the fact that Y = D -l .X, then we can express Z(l) as a linear compound of X as follows: j j t J 
(1) (1) 1 -1 
l Z = lb 1Dt l X = (0. 9998 o. 0066 0. 0000) Pt-l l X 
= (0. 9981 \ S + (0. 0068) l N + (0. 0000) l R 
(1) (1) 1 -l 
2 z = 2b 2
Dt 2 X=(0.9999 0.0066 
-1 
0. 0000) D z X 
2 t 
= (0. 9993) 2S + (0. 0067) 2N + (0. 0000) 2
R 
(1) (l)' -l 
3 R = 3 b 3D t 3 X = ( 0. 9 9 9 9 0. 0 0 6 5 
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The correlation coefficients of principal components extracted 
from the cp(s)_ 
For the first stage canonical variables, component correlations 
of the sets are: 
Table 12. The component correlations of the set 
Component 
( 1 ) ( 2) (3) 
1 0. 91 2 - 0, 258 0.319 
2 0.906 0.420 0. 054 
3 0. 91 5 -0. 158 -0.372 
Component 
Variance 2.489 0. 268 0. 243 
% of total 
variance 83 8.9 8. 1 
The vector Z(l) is well explained by a principal component which 
accounts for 83% of its variability and which contributes with nearly 
( 1 ) 
equal weight to each of the .Z . The first cornponent appears to be 
J 
a measure of the three sets, for all three sets have approximately the 
same high positive correlations with this component. The remaining 
two con1ponents account for the remaining variability nearly equal 
parts of the total variance. Component 2 explains a much smaller 
46 
percentage (8. 9%) of the total variance. This dimension may be thought 
to compare the second set of variables to the sum of first set of variables 
and second set of variables. 




) has a positive coefficient, while 
3 
Z( 1 ) 
correlates negatively. 
In that sense component 3 is a bipolar dimension comparing first 
set of variables to third set of variables. To find the largest canonical 
correlation, taking e lement 0. 756 from the qi(l) matrix and using (9. 1 ), 
one has 
0. 756 < P max < 0. 765. 
47 
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DIMENSION R(l 00, l 00), S(ZO, 20), A(l 0, l 0), N(l 0), NN(l 0), U(l 0) 
SA(ZO, 20), RR(l 00, 100) 
FORMA T(I3) 
FORMA T(3I3) 
FORMA T(SX, 9FS, 3) 
FORMA T(9F9. 4) 
FORMA T(l H) 
FORMA T(l Hl) 
READ(S, 900) NS 
READ(S, 901 )(N(I), I=l, NS) 
WRITE(6, 901 )(N(I), I=l, NS) 
WRITE(6 , 997) 
NM=O 
DO l I=l, NS 
NM=NM+N(I) 
DO 201 I=l, NM 
READ(S, 903 )(R(I, J), J= 1, NM) 
DO 203 I=l, NM 
WRITE (6, 904)(R(I, J), J=l, NM) 
DO 204 I=l, NM 
DO 204 J=l, NM 
RR(I, J)=R(I, J) 
WRITE(6, 997) 
NN( 1 )=O 
DO 3 K=2, NS 
NN(K)=NN(K-1 )+N(K-1) 
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DIAGONAL MA TRIX D WHOSE MA TRIC DIAGONAL ELEMENTS ARE 
FACTORS OF THE Gr\fEN CORRELATION MATRIX. 
DO 8 K=l, NS 
NK=N(K) 
DO 4 I=l, NK 
IK=NN(K)+I 
DO 4 J=l, NK 
JK=NN(K)+J 
S(I, J)=R (IK, JK) 
~VL~R~~~I~ T~~:)GULAR MATRIX Dt 
50 
DO 5 I=l, NK 
5 WRITE(6, 904)(S(I, J), J=l, NK) 
WRITE(6, 997) 
C POSTMULTIPLICATION BY TRIANGULAR INVERSE MA TRIX 
DO 8 I=l, NM 
DO 6 J=l, NK 
U(J)=O. 
DO 6 M=l, J 
MK=NN(K)+M 
6 U(J)=U(J)+R(I, MK)*S(M, J) 
DO 8 J=l, NK 
JK=NN(K)+J 
8 R(I, JK)=U(J) 
DO 13 I=l, NM 
13 WRITE(6, 904)(R(I, J), J=l, NM) 
WRITE(6, 997) 







DO 18 K=l, NS 
NK=N(K) 
DO 27 I=l, NK 
IK=NN(K)+I 
DO 27 J=l, NK 
JK=NN(K)+J 
SA(I, J)=RR(IK, JK) 
INVERSE OF TRIANGULAR MA TRIX D. 
CALL TRYIN(NK, SA) t 
DO 18 J=l, NM 
DO 16 I=l, NK 
U(I)=O. 
DO 16 M= 1, I 
MK=NN(K)+M 
U(I)=U(I)+SA(M, I)*R(MK, J) 
DO 18 I=l, NK 
IK=NN(K)+ I 
R(IK, J)=U(I) 
DO 19 I=l, NM 
ORTHOGONALIZED SET OF VARIABLES 




DIMENSION A(20, 20) 
C FIND THE TRIANGULAR MA TRIX Dt. 
Nl=N-1 
DO 141 K=l, Nl 
Sl 
C=l. /SQR T(A(K, K)) 
D0101I=K,N 
101 A (I, K)=A(I, K) >:,c 
KK=K+l 
DO 141 J=KK, N 
DO 141 I=J, N 
141 A(I, J)=A(I, J)-A(I, K)*A(J, K) 
A(N, N)=SQR T(A(N, N)) 
1 !~~~)~l~~;~~~rSE OF Df 
DO 7 I=-=2, N 
Il=I-1 
DO 65 J=l, 11 
65 A(I, J)=A(I, J)/A(I, I) 
7 A(I, I }=l. /A(I, I) 





DO 14 K=l,Jl 




3 3 3 
1. 000 0.249 0. 271 0. 636 0. 183 0. 185 0.626 0.369 0. 279 
0. 249 1.000 0.399 0. 138 0. 654 0. 262 0. 190 0. 527 0.356 
0. 271 0.399 1. 000 0. 180 0.407 0. 613 0.225 0. 4 71 0.610 
0. 636 0. 138 0. 180 1. 000 0. 091 0. 14 7 o. 709 0. 254 0. 191 
0. 183 0. 654 0.407 0. 091 1.000 o. 296 0.103 0. 541 0.394 
0. 18 5 0.262 0. 613 0. 147 0.296 1.000 o. 1 79 0.437 0.496 
o. 626 0.190 0. 22 5 0. 709 0. 103 o. 179 1.000 0. 291 0. 245 
0.369 0. 527 0. 4 71 0. 254 0. 541 0.437 0. 291 1. 000 0.429 


















The Maximum Correlation Method 
DIMENSION R(lOO, 100), B(lOO, 10),S(ZO, 10),A(lO, 10), U(lO) 
UK(lO),N(lO), NN(lO), RR(lOO, 100), UL(lO) 
EQUIVALENCE (U(l ), UK(l )),(U(l 0), UL(l)) 
COMMON P, NS, NSS, NI, NM, N, NN 
FOR MA T(5X. F7, 5, 4I3) 
FORMA T(5X, 3I3) 
FORMA T(5X, 9F7. 4) 
FORMA T(l 2F9. 4) 
FORMA T(9F9 . 4) 
READ(5, 99)P, NS, NSS, NI, NM 
READ(5, 88)(N(I), I=l, NS) 
DO 2 I=l, NM 
READ(5, 1 )(R(I, J), J=l, NM) 
DO 66 I=l, NM 
WRITE(6, 11 ){R(I, J), J=l, NM) 
DO 79 I=l, NM 
DO 79 J=l, NM 
RR(I, J)=R(I, J) 
NN(l ),=0. 
DO 3 K=2, NS 
NN(K)=NN(K-1 )+N(K-1) 
ITERATIONS OF BETAS 
DO 43 M=l, NSS 
DO 10 I=l, NM 
B(I, M)=l. 
F=O . 
DO 40 KK=l, NI 
FIND kDu . 1 1 
D9 30 I=l, NM 
U(I)=O. 
DO 30 J=l, NM 
U(I)=U(I)+R( I , J) ':'B(J , M) 
FIND kDB. l 
DO 36 K=l, NS 
NK=N(K) 
A(K, M)=O. 
FIND . D z 
k 1 V 
DO 34 I=l, NK 
52 
IK=NN(K)+I 
34 A(K, M)=A(K, M)+ U(IK)':,,:,2 
A(K, M)=SQR T(A(K, M)) 
DO 36 I=l, NK 
IK=NN(K)+I 
36 B(IK, M)=U(IK)/A(K, M) 
E=O. 
DO 38 K=l, NS 
38 E=E+A(K, M) 
Fl=F 
F=E 
IF(P-A BS(Fl /F-1. ) )40, 40. 42 
40 CONTINUE 
53 
C FIND THE RESIDUAL MA TRIX 
42 CALL RESID(NS, N, NN, U, UL, UK, B, R, NM, M) 
43 CONTINUE 
DO 44 I=l, NS 
44 WRITE(6, 904) (A(I, J), J=l, NSS) 
DO 57 I=l, NM 
57 WRITE(6, 904)(R(I, J), J=l, NM) 
DO 59 I=l, NM 
59 WRITE(6, 904)(B(I, J), J=l, NSS) 
C FIND THE MA TRIX OF THE MAXIMALLY SIMILAR SETS 
CALL MAX(NS, NSS, NM, N, NN, U, B, RR) 
C 
DO 82 I=l, NM 






SUBROUTINE RESID(NS, N, NN, U, UL, UK, B, R, NM, M) 
DIMENSION N(l ), NN(l ), U(l ), UL(l ), UK(l ), B(l 00, 10), R(l 00, 10) 
FIND RESIDUAL MA TRIX 
(I-DB. kDBk)R(I-DB. kDB. k) 
1 
=R-D [ D' R- -(D I R D )D' ] 
B. k B. k 2 B. k B. k B. k 
1 
-[ RDB. k - 2 (DB. kRDB. k)DB. k] DB. k 
DO 56 K=l, NS 
NK=N(K) 
DO 56 L=K, NS 
NL=N(L) 
DO 44 J=l, NL 
JL=NN(L)+J 
UL(J)=O 
DO 44 I=l, NK 
IK=NN(K)=I 
44 UL(J)=UL(J)+B(IK, M)':'R(IK, JL) 
G=O. 
DO 46 J=l, NL 
JL=NN(L)+J 









DO 48 J=l, NL 
JL=NN(L)+J 
FIND D' R-_.!:.. D' R D )D' 
B. l< 2 B. }' B. k B. k 
UL(J)=UL(J)-G ':' B(JL, M) 
DO 50 I=l, NK 
IK=NN(K)+I 
UK(I)=O. 
DO 50 J=l, NL 
JL=NN(L)+J 
UK(I)=UK(I)+R(IK, JL)':<B(JL, M) 
DO 52 I=l, NK 
IK=NN(K)+I 
1 
FIND RD k--; (D' 1rRD k)D l B. .... B."" B. B. , 
UK(I)=UK(I)-G ':'B(IK, M) 
DO 54 I=l, NK 
IK=NN(K)+I 
DO 54 J=l, NL 
JL=NN(L)+J 
R(IK, JL)=R(IK, JL)-B(IK, M)': ' UL(J)-UL(I)*B(JL, M) 
DO 56 I=l, NK 
IK=NN(K)+I 
DO 56 J=l, NL 
JL=NN(L)+J 
R(JL, IK)=R(IK, JL) 
RETURN 
END 
SUBROUTINE MAX(NS, NSS, NM, N, NN, U, B, RR) 
DIMENSION N(l), NN(l), B(lOO, 1), RR(lOO, 100) 
54 
C POS TMULTIPLICA TION OF ORTHOGONALIZED SE TS BY DIAGONALS 
1 OF BETAS 
DO 80 K=l, NS 
NK=N(K) 
DO 80 L=K, NS 
NL=N{L) 





DO 72 M=l, NL 
ML=NN(L)+M 
72 U(J)=U(J)+RR(IK, ML)':'B(ML, J) 
DO 73 J=l,NS 
JL=NN(L)+J 
73 RR(IK, JL)=U(J) 
DO 76 J=l, NL 
JL=NN(L)+J 
DO 75 I=l, NS 
U(I)=O. 
DO 75 M=l, NK 
MK=NN(K)+M 
75 U(I)=U(I)+B(MK, I)>:'RR(MK, JL) 
55 
C PREMULTIPLICATION OF ORTHOGONALIZED SETS BY DIAGONALS 
l. OF BETAS 
D076I=l,NS 
IK=NN(K)+I 
76 RR(IK, JL)=U(I) 
DO 80 I=l, NK 
IK=NN(K)+I 
DO 80 J=l, NL 
JL=NN(L)+J 




0. 00001 3 3 50 9 
3 3 3 
1. 0000 0. 0000 0. 0000 0. 63 60 0. 1256 o. 0589 0. 626 0 o. 1953 o. 0588 
0. 0000 1. 0000 o. 0000-0. 0210 0. 6328 0. 0490 0. 0352 0. 4589 0. 1293 
0.00000.00001.0000 0.0165 0.1574 0.5210 0,04810.23770 . 4256 
0. 63 60·0. 0210 o. 0165 0. 0000 0. 0000 0. 0000 0. 7090 0. 0498--0. 0015 
0 . 1256 0. 6328 0.1574 0. 0000 1. 0000 0. 0000 0. 0386 o. 5318 Q.1899 
0. 0589 0. 0490 0. 52 10 0. 0000 o. 0000 1, 0000 0. 0673 0. 2576 0. 2993 
0 . 6260 0. 0352 0. 0481 0. 7090 0. 038 6 o. 0673 1. 0000 0. 0000 0. 0000 
0. 1953 0. 4589 0. 23 77 0. 0498 0. 5318 0. 2576 0. 0000 1. 0000 0. 0000 
0. 0588 0. 1293 0. 4256--0. 0015 0. 189 9 0. 2993 0. 0000 0. 0000 1. 0000 
Appendix C 
Correlation Coefficients of the Principal Components, 
Eigenvectors and Eigenvalues 
DIMENSION R(l 00), A( l 00),U(l 00), EV(50), B(l 00) 
3 FORMA T(I4/I4/F8. 5) 
12 FOR1v1AT(9F6 .4 ) 
1tr/ FORMAT(lHO) 
45 FORMA T(l H/(14F8. 3 )) 
READ(5. 3) N, LI, P 
M=(N>:'(N+l) )/2 
READ(5, l 2)(R(I), I=l, M) 
E=0. 
DO 56 L=l, N 
LK=L 
DO 102 I=l, N 
DO 1 01 J=l, I 
IJ=I+( (J-1 )' :'(N ':,2- J) )/2 
101 U(J)=R(IJ) 
102 WRITE(6, 45)(U(J), J=l, I) 
WRITE (6, 97) 
DO 18 I= 1, N 
18 A(I)=l. 
DO 41 K-:-1, T T 
DO 28 I=l, N 
Il=I+l 
U(I)=O. 
DO 24 J=l, I 
IJ=I+( (J-1 )':'(N':,2-J) )/2 
24 U(I)=U(I)+R(IJ)':'A(J) 
DO 28 J=Il, N 
IJ-=( (I-1 )':'(N':,2-I) )/ 2+J 
28 U(I)=U(I)+R(IJ )':'A(J) 
S=O. 
DO 31 I=l, N 
31 S=S+U(I) ':'A(I) 
S=l. /SQR T(S) 
56 
C CORRELATION COEFFICIENTS OF THE PRINCIPAL COMPONENTS 




C EIGENVALUE OF MA TRIX. 
DO 37 I=l, N 
3 7 S=S+A (I)':":,2 
El=E 
E=SQR T(S) 
IF( (ABS(E 1 / E-1. ) )-P) 42, 41, 41 
41 CONTINUE 
42 EV(L)=S 
DO 91 I=l, N 
91 B(I)=A(I) 
WRITE(6, 45)(A(I), I=l, N) 
C NORMALIZED VECTOR OF CORRELATION COEFFICIENT OF THE 
1 PRINCIPAL COMPONENTS. 
CALL NORM(B, N) 
WRITE(6, 45)( B(I), I=l, N) 
WRITE(6, 97) 
C RESIDUAL MA TRIX 
DO 50 I=l, N 
DO 50 J=l, I 
IJ=I+( (J-1 ) ':' (N ':, z-J) )/2 
50 R (IJ)=R(IJ)-A( I) ':'A( J) 
56 CONTINUE 
WRITE(6, 45) (EV(I), I=l, LK) 
STOP 
END 
SUBROUTINE NORM(A, N) 
DIMENSION A(l 00), AS(l 00), D(l 00), C(l 00) 
DO l O J=l , N 
10 A!S(J)=A(J) 
DO 3 0 J = l , N--1 
MAX=J 
K=J+l 
DO 40 L=K, N 





3 0 CONTINUE 
C FIND THE UNIT VECTOR 
DO 50 J=l, N 
50 D(J)=A(J)/AS(l) 
DO 19 J=l, N 
58 
1 9 C(J)=D(J) 
S=O. 
DO 38 I=l, N 
38 S=S+C (I)':":<2 
T=SQR T(S) 
DO 49 J=l, N 





















1. 0000 0. 0000 0.0000 0. 7359 0. 0 2 7 7 -0. 0 21 5 0. 7564 0,0195 0.0202 
1. 0000 o. 0000 0. 023 5 0.6022 0. 0018-0. 0277 0.5046 0.0386 1,0000 
- 0. 01 6 3 -0. 0 3 7 7 0.4646 0.0162 0. 034 2 o. 2660 1.0000 0.0000 o. 0000 
0. 7422-0. 0238-0. 0202 1.0000 0. 0 0 0 0 -0. 0 3 2 2 0. 63 51 -0. 0410 1.0000 
0. 0215 0.0050 0.1660 1.0000 0.0000 0. 0000 1. 000') 0,0000 1. 0000 
