Abstract -The boundary-value problem for a singularly perturbed parabolic PDE with convection is considered on an interval in the case of the singularly perturbed Robin boundary condition; the highest space derivatives in the equation and in the boundary condition are multiplied by the perturbation parameter ε. In contrast to the Dirichlet boundary-value problem, for the problem under consideration the errors of the well-known classical methods, generally speaking, grow without bound as ε N −1
Introduction
In this paper we consider the boundary-value problem on an interval for a singularly perturbed parabolic PDE with convection in the case of the singularly perturbed Robin boundary condition. The Robin condition is given on the inflow and outflow boundary. The highest space derivative in the equation and the derivatives in the boundary condition are multiplied by an arbitrarily small parameter ε. When the perturbation parameter ε tends to zero, the solution of such a problem typically exhibits a boundary layer in a neighborhood of the outflow boundary. This gives rise to difficulties when classical discretization methods are applied, because the errors in the approximate solution mainly depend on the value of ε: the errors of standard methods can even exceed many times the solution itself for small values of the parameter ε. Moreover, in contrast to Dirichlet conditions (errors for Dirichlet's problem are ε-uniformly bounded), in the case of Neumann conditions as the special case of the Robin condition the errors of discrete solutions grow without bound as ε tends to zero (see, for example, the remark to Theorem 6.1 in Section 3). Thus, in connection with such a behavior of the errors for standard numerical methods applied to the problem in question with the Robin boundary condition, it is of interest to develop special numerical methods whose errors are independent of the parameter ε and depend only on the number of mesh points, i.e., ε-uniformly convergent methods. Such methods have been proposed in the literature for a number of boundary-value problems for singularly perturbed elliptic and parabolic equations with Dirichlet conditions (see, for example, [1] [2] [3] [4] [5] [6] [7] and also the bibliography therein). It should be noted that the rate of ε-uniform convergence of known special schemes for parabolic equations with convection terms is O(N −1
), i.e., it is of the order not exceeding one, where N and K define the number of nodes in the grids with respect to x and t. However, the well-known classical difference methods of high-order accuracy with respect to x and/or t for the same problems (see, for example, [8] , [9] and also the bibliography therein), generally speaking, do not converge ε-uniformly. Thus, it is necessary to construct ε-uniformly convergent schemes of high-order accuracy with respect to x and/or t for a class of singularly perturbed convection-diffusion problems, including the case of singularly perturbed Robin boundary conditions. Besides, a higher order accuracy in time can considerably reduce computational expenses.
Defect correction techniques proved to be efficient for constructing ε-uniformly convergent schemes of high-order accuracy with respect to t in the case of singularly perturbed reactiondiffusion problems (see, for example, [10] [11] [12] ). Therefore, this method seems attractive to be used for the new class of singular perturbation problems under consideration.
In the present paper, ε-uniformly convergent schemes of high-order accuracy in time are constructed, also based on the defect correction principle, for a singularly perturbed parabolic convection-diffusion equation with the singularly perturbed Robin boundary condition. Note that the Robin condition admits both the Dirichlet condition and the singularly perturbed Neumann condition.
Theoretical investigations, as a rule, make it possible to evaluate only asymptotic orders of ε-uniform convergence for anew constructed schemes. However, actual errors of the constructed schemes can be significantly large for these schemes to be of practical use. Therefore, experimental study of both errors and convergence orders would be an interesting and important adjunct to the construction of special ε-uniform schemes. It should also be noted that, for high-order time-accurate schemes, errors due to the discretization of the space derivatives can be considerably greater than errors due to the time discretization (by a few orders; see, for example, Section 7). This behavior of the errors leads to difficulties in the experimental study of orders of ε-uniform convergence. For such cases, in the present paper we apply the original technique which has been first developed by the authors in [13] . Using this elegant technique, we give a sufficiently accurate analysis of the errors in the numerical solutions and of the convergence orders, which convincingly verifies the theoretical results.
The studied class of initial boundary-value problems
On the domain G = D × (0, T ], D = (0, 1) with the boundary S = G \ G we consider the following singularly perturbed parabolic equation with Robin boundary conditions
, and ϕ(x), x ∈ D are sufficiently smooth and bounded functions which satisfy
The real parameter ε in (2.1a) and (2.1b) may take any values from the half-open unit interval
When the parameter ε tends to zero, the solution exhibits a layer in the neighborhood of the outflow boundary S L 1 = {(x, t) : x = 0, 0 t T }, i.e., the left side of the lateral boundary. This layer is described by an ordinary differential equation (an ordinary boundary layer).
We have the Dirichlet problem if α(
, and the Neumann problem if
. For simplicity, we assume that the following conditions are satisfied on the inflow (S L 2 ) and outflow boundaries
Difference scheme on an arbitrary mesh
To solve problem (2.1) we first consider a classical finite difference method. On the set G we introduce the rectangular mesh 
For problem (2.1) we use the difference scheme [8] 
x z(x, t) and δ x z(x, t), δ t z(x, t) are the forward and backward differences, and the difference operator δ xb x z(x, t) is an approximation of the operator ∂ 2 ∂x 2 u(x, t) on the nonuniform mesh. From [8] we know that the difference scheme (3.2), (3.1) is monotone. By means of the maximum principle and taking into account a priori estimates of the derivatives (see Theorem 8.1 in Section 8) we find that the solution of the difference scheme (3.2), (3.1) converges for a fixed value of the parameter ε:
This error bound for the classical difference scheme is clearly not ε-uniform. The proof of (3.3) follows the lines of the classical convergence proof for monotone difference schemes (see [2, 8] ). This results in the following theorem.
and let conditions (2.2) and also the compatibility conditions (8.1) with n = 0 be satisfied. Then, for a fixed value of the parameter ε, the solution of (3.2), (3.1) converges to the solution of (2.1) with an error bound given by (3.3).
Remark 3.1. The consideration of model examples shows that on uniform meshes the error of the mesh solution grows without bound similarly to ε 
The ε-uniformly convergent scheme
Here we discuss an ε-uniformly convergent method for (2.1) by taking a special mesh condensed in the neighborhood of the boundary layer. The location of the nodes is determined properly from the a priori estimates of the solution and its derivatives. The way to construct the mesh for problem (2.1) is the same as in [10, 11, 14] . More specifically, we take
where ω 0 is the uniform mesh with the step size τ = T /K, i.e., ω 0 = ω 0(3.1) , and ω * = ω * (σ) is a special piecewise uniform mesh depending on the parameter σ ∈ IR, which depends on ε and N . We take
where m is an arbitrary number from the interval (0, m 0 ), 
The proof of this theorem can be found in [2, 15] .
Numerical results for scheme (3.2), (4.1)
To see the effect of the special mesh in practice, we take the model problem
For the approximation of problem (5.1) we use the scheme (3.2), (4.1), where m = 2
Since the exact solution for this problem is unknown, we replace it by the numerical solution U 4096 ε (x, t) computed on the finest available mesh G h with N = K = 4096 for each value of ε. Then the computed maximum pointwise error is defined by
Here u
The results are given in Table 1 . From the analysis of these numerical results we conclude that, in accordance with (4.2), the order of convergence for large
), i.e., almost one with respect to the space and time variables, which corresponds to the theoretical results. 6. Improved time-accuracy 6.1. A scheme based on defect correction
In this section we construct a new discrete method based on defect correction, which also converges ε-uniformly to the solution of the boundary-value problem, but with an order of accuracy (with respect to τ ) higher than in (4.2). The technique used in this paper to improve time-accuracy is based on that from [10, 11] . For the difference scheme (3.2), (4.1) the error in the approximation of the partial derivative (∂/∂t) u(x, t) is caused by the divided difference δ t z(x, t) and is associated with the truncation error given by
Therefore, for the approximation of (∂/∂t) u(x, t) we now use the expression
Notice that δ t t u(x, t) is the second central divided difference. We can evaluate a better approximation than (3.2a) by defect correction
with x ∈ ω and t ∈ ω 0 , where ω and ω 0 are as in (3.1); τ is the step size of the mesh ω 0 ; z ). This is true, as will be shown in Section 6.2.
Moreover, in a similar way we can construct a difference approximation with a convergence order higher than two (with respect to the time variable) and O(N −1 ln N ) with respect to the space variable ε-uniformly.
The defect correction scheme of second-order accuracy in time
We denote by δ kt z(x, t) the backward difference of order k:
To construct the difference schemes of second-order accuracy in τ in (6.2), instead of (∂
2

/∂t
2 )u(x, t) we use δ 2 t z(x, t), the second divided difference of the solution to the discrete problem (3.2), (4.1). On the mesh G h we write the finite difference scheme (3.2) in the form
where z (1) (x, t) is the uncorrected solution. For the corrected solution z (2) (x, t) we solve the problem for (
Here the derivative ∂ 2 u ∂t 2 (x, 0) can be obtained from equation (2.1a). We shall call z (2) (x, t) the solution of difference scheme (6.4), (6.3), (4.1) (or shortly, (6.4), (4.1)).
For simplicity, in the remainder of this section we suppose that the coefficients a(x, t), b(x, t) do not depend on t:
and we take a homogeneous initial condition
Under conditions (6.5), (6.6), the following estimate holds for the solution of problem (6.4), (4.1):
Theorem 6.1. Let conditions (6.5), (6.6) hold and assume in equation Proof. The proof of Theorem 6.1 is given in Section 9.2.
Remark 6.1. The conclusion of Theorem 6.1 remains also valid in cases where the coefficients a and b depend on x, t, for example, where the condition a
, (x, t) ∈ G is satisfied. This remark holds for Theorem 6.2 as well.
The defect correction scheme of third-order accuracy in time
The above procedure can be used to obtain an arbitrarily large order of accuracy in time.
Here we only show how to construct the difference scheme of third-order accuracy. On the grid G h we consider the difference scheme
Here z (1) (x, t) and z (2) (x, t) are the solutions of problems (6.3), (4.1) and (6.4), (4.1), respectively; the derivatives (∂ 
It follows that
(x, t) we denote the solution of the difference scheme (6.8), (4.1) and again, for simplicity, we assume the homogeneous initial condition to take place:
(6.9)
Under conditions (6.5), (6.9) the following estimate holds for the solution of difference scheme (6.8), (4.1):
Theorem 6.2. Let conditions (6.9) hold and assume in equation Proof. The proof of Theorem 6.2 is given in Section 9.2.
In a similar way we could construct difference schemes with an arbitrarily high order of accuracy
Numerical results for the time-accurate schemes
We find the solution of the following boundary-value problem:
It should be noted that the solution of this problem is singular. It is very attractive to use the analytical solution of problem (7.1) for the computation of errors in the approximate solution, as was done in [10, 11] . But here the suitable (for computation) representation of the solution u(x, t) is unknown. Instead of the exact solution, it is possible to use the solution of the discrete problem on a very fine mesh. But this method is not effective because the analysis of the order of accuracy for a defect-correction scheme requires a very dense mesh that leads not only to large computational expenses but also to large round-off errors.
Here we use the method from [16] , different from the above-mentioned techniques. The solution of problem (7.1) is represented in the form of the sum
where V (1) (x, t) is the main singular part (two first terms) of the asymptotic expansion of the solution u(x, t), and v(x, t) is the remainder term, which is a sufficiently small smooth function. The function V (1) (x, t) has a sufficiently simple analytical representation
The function v(x, t) is the solution of the problem
3)
For the function v(x, t) the following estimate holds: ), according to (7.4) . (1.) For the chosen value of ε, we solve the discrete problem approximating the model problem (7. 3) on the finest available mesh G h = G no difficulties to find the function v(x, t) = v 2048 ε (x, t) and the reference solution u (7.2) (x, t) which can be practically taken as the exact solution
(2.) Further for solving problem (7.1), we consecutively use scheme (6.3), (4.1) and the defect correction schemes (6.4), (4.1) and (6.8), (4.1) to find the functions z (1) (x, t), z (2) (x, t), and z (3) (x, t), respectively. Note that z (1) (x, t) is the uncorrected solution, z (2) (x, t) and z (3) (x, t) are the corrected solutions. In these cases we compute the maximum pointwise errors E(N, K, ε) by formula (5.2), where u * (x, t) is the linear interpolation obtained from the reference solution u The computational process (1.) and (2.) is repeated for all values of ε = 2 −n , n = 0, 2, 4, . . . , 12. As a result, we get E(N, K, ε) for various values of ε, N , K for each of the functions z (1) (x, t), z (2) (x, t), z (3) (x, t). Analyzing these results, we observe convergence of the solutions for increasing N = K for any of the functions z (1) (x, t), z (2) (x, t), z (3) (x, t) and for all values of ε used. In order to show this result we give Table 2 . The error tables for the other values of ε are similar.
In Table 2 the values of E(N, K) are given separately for the functions z (1) (x, t), z (2) (x, t), and z (3) (x, t). For each of them we see decreasing errors for N = K, i.e., we have ε-uniform convergence. But the order of convergence, which we observe, is approximately equal to one for all the functions. All errors corresponding to the same values of N , K but to different z (k) (x, t) are similar. We know that the error of approximation consists of two parts. One part is due to the discretization of the space derivatives and the second is due to the time discretization. We briefly call these components the space error and the time error. Since by the defect correction we improve only the accuracy with respect to time, we expect a decreasing time error. It can be much smaller than the space error and, therefore, the observed error in Table 2 corresponds only to the space error. In order to show this fact, we split the combined error into the space error (Table 3 ) and the time error (Table 5 ). The structure of Table 3 is similar to that of Table 2 . Table 3 contains the values of the space errrors computed from the formula
We see that the errors are the same for all different K. The errors in Table 2 and Table 3 have the same order.
From Table 3 we deduce Table 4 , where the ratios of the space errors is given by
In Table 4 we see the first order of the convergence with respect to the space variable up to a small logarithmic factor.
In a similar way we construct Table 5 for the time errors
and Table 6 for their ratios
At last, we now observe very interesting results in Table 5 : 2.47-9 1.98-9 1.77-9 1.66-9 1.59-9 512 1.95-8 9.59-9 2.48-9 5.98-10 3.10-10 2.49-10 2.22-10 2.08-10 1.99-10 1. We see that the time error is considerably smaller than the space error. This explains the fact that we could not see the effect of the time error in Table 2 .
2. The errors for z (1) are larger than those for z (2) and, in turn, the errors for z (2) are larger than those for z (3) . 6 ) is obtained for z (1) at K = 512, for z (2) at K = 64, and for z (3) at K = 16. Because the computational work is proportional to K, we conclude that the amount of work is reduced by the defect correction. 4 . Table 6 , which shows the ratios of the errors, in fact confirms the theoretical order of convergence as derived in Section 6. From the theory, the solution z Table 6 . 
We see that approximately the same error (≈ 10
−
A priori estimates of the solution and its derivatives
In this Section we rely on the a priori estimates for the solution of problem (2.1) on the domain G = D × [0, T ], and its derivatives as derived for elliptic and parabolic equations in [2, 14, 17] .
We denote by H (ϑ)
(G) the Hölder space, where ϑ is an arbitrary positive number [18] . We suppose that the functions f (x, t) and ϕ(x), ψ(x, t) satisfy compatibility conditions at the corner points, so that the solution of the boundary-value problem is smooth for each fixed value of the parameter ε.
For simplicity, we assume that the following conditions hold at the end points of the interval D and at the corner points S 0 ∩ S 1 :
where [ ϑ ] is the integer part of a number ϑ , ϑ > 0 , n 0 is an integer. We also suppose that [ ϑ ] + 2n 2. Using interior a priori estimates and estimates up to the boundary for the regular function u(ξ, t) (see [18] ), where u(ξ, t) = u(x(ξ), t), ξ = x/ε, we find for (x, t) ∈ G the estimate
This estimate holds, for example, for
where ν is some small number. For example, (8.3) is guaranteed for the solution of (2.1) if the coefficients satisfy inclu-
In fact we need a more accurate estimate than (8.2). Therefore, we represent the solution of the boundary-value problem (2.1) in the form of the sum
where U (x, t) represents the regular part, and W (x, t) the singular part, i.e., the parabolic boundary layer. The function U (x, t) is the smooth solution of equation (2.1a) satisfying conditions (2.1c) for t = 0 and (2.1b) for x = 1. For example, under suitable assumptions for the data of the problem, we can consider the solution of the boundary-value problem for equation (2.1a) smoothly continued onto the domain
. On the domain G the coefficients and the initial value of the extended problem are the same as for (2.1). Then the function U (x, t) is the restriction (on G) of the solution to the extended problem, and U ∈ H (2n+4+ν) (G), ν > 0. The function W (x, t) is the solution of a boundary-value problem for the parabolic equation
(G). Now, for the functions U (x, t) and W (x, t) we derive the estimates
where r(x, γ) is the distance between the point x ∈ [0, 1] and the set γ which is the endpoints of the segment [0, 1], m (8.7) is a sufficiently small positive number. Estimates (8.6) and (8.7) hold, for example, when
, ϑ > 4, n 0 and condition (8.1) is fulfilled. We summarize these results in the following theorem. The proof of the theorem is similar to the proof in [2] , where the equation
was considered in the case of the Dirichlet boundary conditions.
9. The proof of Theorems 6.1 and 6. 
h , (9.1a)
0 .
Let us estimate ϕ
where
The function ω(x, t) is the solution of the problem
The above assumptions and Theorem 8.1 lead to the estimates of the truncation error (the deduction technique for these estimates are shown, for example, in [2, 3, 7] )
where U (x, t) and W (x, t) are the regular and singular parts of the solution from (8.4); σ = σ (4.1) , m = m (8.7) . For the components W (x, t) and W h (x, t) the following estimate is also satisfied
Here W h (x, t) is the solution of the problem
Using the maximum principle we estimate ω(x, t)
Further, for the derivatives we proceed similarly. On the boundary we have
i.e. the function δ t z(x, τ ) approximates δ t u(x, τ ) ε-uniformly. Now, it is easy to see that the solution of the difference problem (9.1) approximates the solution of the differential problem (9.2) for the divided difference. Thus, using the same argument as above, we derive the estimate
Now, for the 2nd difference derivative we show that under condition (6.6) the function δ 2t z(x, t) approximates the function δ 2t u(x, t) ε-uniformly on the set G [2] h . So, the functions δ 2t z(x, t) and δ 2t u(x, t) are solutions of the equations
The equations are found by applying the operator δ t to equations (9.1a) and (9.2a). At the left and the right boundaries the following conditions are satisfied:
h , (9.4c) [2] . (9.5c)
, First we estimate
For this purpose we write the function u(x, t) in a Taylor expansion in t 6) where the coefficients a
(x) should be determined. Inserting u(x, t), in its form (9.6), into equation (2.1a), we come to the system
from which the functions a
(x) can be found successively. The function v 2 (x, t) is the solution of the boundary-value problem
Estimating f (9.7) (x, t), ψ (9.7) (x, t), and ϕ (9.7) (x, t), and using the maximum principle, we derive the estimate
Further we have to construct the function z(x, t) in the form
i.e., as an expansion in powers of τ and t. Inserting z(x, t) into equation (6.3), we arrive at the equations
So, we have z [2] (x, t) = u [2] (x, t) + b
The function v h 2 (x, t) is the solution of the discrete boundary-value problem Λ (6.3) v h 2 (x, t) = f (9.10) (x, t) ≡ f (x, t) − Λ (6.3) z [2] (x, t), (x, t) ∈ G h , (9.10) λ (6.3) v h 2 (x, t) = ψ (9.10) (x, t) ≡ ψ(x, t) − λ (6.3) z [2] (x, t), (x, t) ∈ S L h , v h 2 (x, t) = ϕ (9.10) (x, t) ≡ ϕ(x, t) − z [2] (x, t), (x, t) ∈ S 0h .
Taking into account estimates of the functions f (9.10) (x, t) and ϕ (9.10) (x, t), we derive the estimate We continue by estimating δ 2t u(x, t) − δ 2t z(x, t) for t > 2τ . Note that the functions δ 2t u(x, t) and δ 2t z(x, t) are solutions of the differential and difference equations, obtained from equations (2.1) and (6.3), respectively, by applying the operator δ 2t . Moreover, the difference equation (9.4a) for δ 2t z(x, t) approximates the differential equation (9.5a) for δ 2t u(x, t) ε-uniformly. On the boundary S L h we have equations (9.4b), (9.5b). Taking into account estimates (9.12) and (4.2), (9.3), we find ln N + τ , (x, t) ∈ G h , t τ, (9.14)
This completes the proof. Now, as a direct consequence of the theorem, we make two remarks to prepare the proof of Theorem 6.2.
Remark 9.1. Above we have found (9.13) for z (k) (x, t), k = 1. In completely the same way we derive this bound for k = 2, so that we obtain δ 2t u(x, t) − δ 2t z Remark 9.2. Making use of (9.15), similar to the derivation of estimate (9.14), we also find δ 3t u(x, t) − δ 3t z (1) 
Conclusion
In this paper we have shown theoretically that the use of a defect correction technique for the class of boundary-value problems in the case of a singularly perturbed parabolic convectiondiffusion equation with the singularly perturbed Robin boundary condition allows us to construct effectively ε-uniformly convergent schemes with the second and third orders of accuracy with respect to t , still preserving the ε-uniform first-order accuracy in space. The same technique can be applied in order to construct similar schemes with the order of timeaccuracy more than three. The original technigue for experimental study of the convergence parameters of ε -uniformly convergent schemes have been developed which can be applied to the cases where the error components due to the discretization of the space and time derivatives can be essentially (many times) different. In particular, as has been observed in the paper for a model problem, the time error is a quantity of the order 10 , whereas the space error is of the order 10 . Thus, the time error is considerably smaller than the space error, and the total error is practically equal to the latter.
It is shown with numerical experiments that the use of the defect correction technique in practice does not affect the magnitude of the error component due to the discretization in x. The magnitude of the error component due to the discretization in t decreases essentially for schemes with a higher order of accuracy in t.
The numerical example is given when the passage to the scheme of third-order accuracy in t make it possible to decrease the number of the time steps from 512 to 16 with preservation of the ε-uniform accuracy of the approximate solution. As a practical result, this means the substantial decrease in the amount of computational work with preserving (moreover, improving) the ε-uniform global accuracy of the final solution.
