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Abstract
1
Much research has shown that fuzzy c-means 
clustering is a powerful tool for partitioning samples 
into different categories. However, the cost function 
of the classical fuzzy c-means (FCM) is defined by the 
distances from data to the cluster centers with their 
fuzzy memberships. In this study, a new fuzzy 
clustering algorithm, namely the fuzzy weighted 
c-means (FWCM), is proposed. In this proposed 
FWCM, the concept of weighted means using 
nonparametric weighted feature extraction (NWFE) 
is employed for replacing the cluster centers in the 
FCM. The experiments on both synthetic and real 
data show that the proposed clustering algorithm can 
generate better clustering results than FCM and the 
fuzzy compactness and separation (FCS) algorithms. 
Keywords: fuzzy c-means (FCM), fuzzy compactness 
and separation (FCS), weighted mean, clustering, 
nonparametric weighted feature extraction (NWFE). 
 
1. Introduction 
 
Clustering is a tool that attempts to assess the 
relationships among samples of a data set by organizing 
the patterns into different groups such that patterns 
within a group are more similar to each other than those 
belonging to different groups [1]. Clustering techniques 
are among the unsupervised methods; prior class 
identifiers are not necessary. To detect the underlying 
structure in the data, not only for classification and 
pattern recognition, but for model reduction and 
optimization, is the main potential of clustering [2]. 
Fuzzy c-means (FCM) is one of the most well-known 
clustering methods [3]-[4] where each data point is 
specified by membership grades given between 0 and 1. 
However, the cost function of the classical fuzzy 
c-means (FCM) is defined by the distances from the data 
to the cluster centers with their fuzzy memberships. 
Kuo and Landgrebe proposed the nonparametric 
weighted feature extraction (NWFE) [5] that is a 
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powerful feature extraction method for dimension 
reduction.  The idea of weighted mean is an essential 
part in NWFE for dealing with hyperspectral image data. 
We, therefore, embed the idea of weighted mean into the 
FCM to create a new FCM-like clustering algorithm, 
namely fuzzy weighted c-means (FWCM), to improve 
the performance. 
This paper is organized as follows: The reviews of 
FCM and NWFE are introduced in Section 2 and 3, 
respectively. The proposed clustering algorithm FWCM 
is discussed in Section 4. Section 5 evaluates the 
performance of the proposed method on real data 
experiments and experimental results are also reported in 
this section. Section 6 contains comments and 
conclusions. 
 
2. Fuzzy C-Means Clustering Algorithm 
 
Fuzzy c-means clustering (FCM) algorithm is the 
fuzzy version of the K-means clustering algorithm [6] 
which minimizes the cost function 
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with respect to membership grade  , where   is  the 
center of fuzzy cluster  ,    is the number of samples, 
  is the number of clusters, and   is  a 
weighting exponent [1]. 
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The procedure of FCM is iterated [7]-[8], and is 
described in the following [3]. 
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Step 3: Update the membership grade   using  ij u
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Step 4: Repeat steps 2) and 3) until the value of    
is below a certain tolerance value or it’s no longer 
decreasing. 
FCM J
However, this criterion only considers the distances 
from data to the cluster centers with their fuzzy 
memberships. If two distinct clusters have a common 
mean, then the performance of FCM is poor. Hence, we 
embed the idea of weighted mean into the FCM to 
improve the performance of clustering. 
 
3. Nonparametric Weighted Feature Extraction 
 
The main idea of NWFE [5] is to give different 
weights on each sample for computing the “weighted 
means” and defining new nonparametric between- and 
within-class scatter matrices to get more features. 
Suppose    are the samples in class i, 
, and 
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nonparametric between-class scatter matrix is defined as 
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The nonparametric within-class scatter matrix is defined 
as 
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where   refers to the k-th sample from class i. The 
scatter matrix weight    is defined as: 
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The scatter matrix weight   will be close to 1 if 
the distance between   and   is  small. 
Otherwise,   will be close to 0. Similarly, the 
weight   for computing weighted means will be 
close to 1 if the distance between   and   is  small. 
Otherwise,    will be close to 0.   
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Although NWFE is for supervised learning problems, 
the concept of “weighted mean” can be extended to an 
unsupervised version. This unsupervised weighted mean 
plays an essential role in our FWCM. 
 
4. Fuzzy Weighted C-Means Algorithm 
 
To extend the weighted mean of NWFE to an 
unsupervised version, an unsupervised weighted mean is 
proposed first. For any sample   (assume that   
belongs to class i), compute the distances from it to other 
samples, i.e., 
j x j x
} , , , 2 , 1 | || || { j k n k x x k j ≠ = − … . 
Generally, the samples near    belong to the same class 
of  . The corresponding weights must be large and, 
hence, the reciprocals of the above distances are used for 
weights. Besides, if the sample   is close to   but 
 is not in class i, then the influence of   must be 
small. Multiplying by membership grade   can solve 
this problem. Therefore, the unsupervised weighted 
mean of   in  class  i is defined by 
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By the way, one can expect that the unsupervised 
weighted mean   is closer to   than  , the center 
of fuzzy cluster  . 
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By differentiating  FWCM J  with respect to all arguments, 
we have the following formulations: 
m
c
i
m
c
i
m
ij ji j j u m M x
−
=
−
=
− ∑∑ ⋅ − =
1
1
) 1 /( 1
1
1 2 ) ) || (|| ( ξ ; 
) 1 /( 1
1
1 2 ) 1 /( 1 ) || (||
m
c
i
m
ij ji j
m
j ij u m M x u
−
=
− − ∑ ⋅ − =ξ . 170  International Journal of Fuzzy Systems, Vol. 10, No. 3, September 2008 
The procedure of FWCM is iterated and described in 
the following. 
Step 1: Initialize the membership matrix   
n j c i ij u U ≤ ≤ ≤ ≤ = 1 , 1 ] [  
with random values from   such that the element 
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Step 5: Repeat steps 2) and 4) until the average of the 
square differences between the membership grades in 
this iteration and the above iteration is below a certain 
tolerance value or it’s no longer decreasing. 
 
5. Experiments 
 
The effectiveness of the proposed FWCM will be 
validated through extensive experiments in both artificial 
and real data sets. One artificial and five real data sets 
are selected for this study. In our experiments, the 
clustering results applied FWCM, FCM, and FCS [9] 
will be displayed. In FCS, the parameter  β  is set as 
0.5. 
 
A.  Artificial Data Set 
Fig. 1 shows the histogram of the artificial data set 
drawn from three one-dimensional normal distributions, 
,  , and  . We then generate 100 
samples for each one of them. Fig. 2-4 shows the 
membership grades for these three classes using FWCM, 
FCM, and FCS with  , respectively. 
) 1 , 0 ( N ) 1 , 4 ( N ) 1 , 10 ( N
2 = m
In this three cluster example, one can observe that the 
range with the membership grade 1 for clusters with 
mean 0 and 10 determined by FWCM and FCS are both 
larger than by FCM. However, for the cluster with mean 
4, our proposed FWCM has the best performance.   
On the other hand, the range with membership grade 0 
for these three clusters determined by FWCM is larger 
than the other two methods. Altogether, the crisp 
membership grades and fuzzy membership grades 
co-exist in FWCM and FCS but the boundary of 
membership grades determined by FWCM is the 
sharpest. 
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Figure 1. The histogram of the artificial data set. 
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Figure 2. The membership grades determined by FWCM. 
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Figure 3. The membership grades determined by FCM. 
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Figure 4. The membership grades determined by FCS. 
 
B.  Real Data Sets 
Table 1 shows five real data sets from our experiments. 
Three real data sets, “Iris”, “Wine”, and “Breast Cancer 
Wisconsin (Diagnostic)” (WDBC) are available from the 
FTP server of the UCI [10] data repository. Others are 
hyperspectral data sets. They are the Indian Pine: a 
mixed forest/agricultural site in Indiana and the 
Washington DC Mall hyperspectral image as an urban 
site [11]. These two data sets were gathered by a sensor 
known as the Airborne Visible/Infrared Imaging 
Spectrometer. The Indian Pine image, mounted from an 
aircraft flown at 65000 ft. altitude and operated by the 
NASA/Jet Propulsion Laboratory, has 220 spectral bands 
measuring approximately 20m across on the ground. 
Only four classes, Corn-notill, Soybean-notill, 
Soybeans-min, and Grass, were selected for the 
experiments. The simulated grayscale IR image and the 
ground truth map are shown in Fig. 5 and Fig. 6, 
respectively. The other one, the Washington DC Mall 
from an urban area, is a Hyperspectral Digital Imagery 
Collection Experiment (HYDICE) airborne 
hyperspectral data flightline over the Washington, DC 
Mall. Two hundred and ten bands were collected in the 
0.4–2.4- m region of the visible and infrared spectrum. 
Some water absorption channels are discarded, resulting 
in 191 channels. These two dataset are available in the 
student CD-ROM of [10]. There are four information 
classes in the Washington, DC data: Roofs, Roads, Paths, 
and Grass, in the dataset. 
In this study, we use the grid method to find the best 
parameter   in FWCM, FCM, and FCS within the 
given set   of  parameters. 
m
} 7 , , 3 , 2 { …
Table 2 shows the clustering accuracies. Note that the 
best accuracy of each data set (in row) is highlighted in 
the shadow cell. From Table 2, we can find that the 
highest accuracies among all method are 0.927, 0.725, 
0.900, 0.600, and 0.645. All of them are obtained by 
performing FWCM. 
Fig. 5 and Fig. 6 are the Indian Pine Site image and 
the ground truth respectively. Figs. 7 to 9 are the 
thematic map resulting from the clustering of the area of 
Fig. 5 using the FWCM, FCM, and FCS. Here m is a 
weighting exponent. From Figs. 7 to 9, we can find that 
FWCM outperforms FCM and FCS. Especially the 
thematic map result of the Grass part determined by 
FWCM approximates faultlessness. 
 
Table 1. Descriptions of three real data sets. 
Dataset  Classes  # of Samples  Features 
Iris 3 150  4 
Wine 3  178  13 
WDBC 2  569 32 
Indian Pine  4  400  220 
DC 4 400  191 
 
Table 2. The highest clustering accuracies with the 
parameter m (putting in brackets). 
Dataset FWCM  FCM  FCS 
Iris  0.927(2)  0.913(7) 0.900(4) 
Wine  0.725(6)  0.691(3) 0.713(4) 
WDBC  0.900(2)  0.868(6) 0.866(7) 
Indian Pine  0.600(6)  0.400(2) 0.400(2) 
DC  0.645(6)  0.500(7) 0.500(5) 
 
 
Figure 5. Simulated grayscale IR image of the Indian Pine Site 
dataset. 
 
 
Figure 6. Ground truth of the area with 4 classes. 
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Figure 7. Thematic map resulting from the classification of the 
area of Fig. 5 by FWCM (m=6). 
 
 
Figure 8. Thematic map resulting from the classification of the 
area of Fig. 5 by FCM (m=2). 
 
   
Figure 9. Thematic map resulting from the classification of the 
area of Fig. 5 by FCS (m=2). 
 
6. Conclusions 
 
In this study, we proposed a clustering algorithm, 
FWCM, based on the concept of the unsupervised 
weighted means. The experimental results of both 
synthetic and real data sets have shown that our 
proposed clustering algorithm outperforms two fuzzy 
based clustering algorithms, FCM and FCS. 
However, the objective function of FCM is based on a 
within-cluster scatter matrix. Wu et al. proposed FCS [9] 
that is based on the fuzzy between- and within-scatter 
matrices. Although the performance of FCS is poorer 
than FWCM, the concept of FCS is great. How to extend 
FWCM as a clustering algorithm based on the fuzzy 
between- and within-scatter matrices is the next research 
direction. 
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