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Abstract
Stochastic models of evolution (Markov random fields on trivalent trees) generally assume
that different characters (different runs of the stochastic process) are independent and identically
distributed. In this paper we take the first steps towards dealing with dependent characters.
Specifically, we consider various stochastic models of evolution ranging from the common ones
used by biologists (such as Cavender-Farris-Neyman and Jukes-Cantor models) to very general
ones where evolution of different characters and on different edges can be governed by different
transition matrices. We also consider several models of dependence between two characters. In
the most specific model, on each edge of the phylogeny the joint distribution of the dependent
characters undergoes a perturbation of a fixed magnitude, in a fixed direction from what it
would be if the characters were evolving independently. More general dependence models don’t
require such a strong ‘signal’. Instead they only require that on each edge, the perturbation
of the joint distribution has a significant component in a specific direction. Our main results
are nearly tight bounds on the induced or operator norm of the transition matrices that would
allow us to detect dependence efficiently for most combinations of evolution and dependence
model. We make essential use of a new concentration result for multistate random variables of
a Markov random field on arbitrary trivalent trees: we show that the random variable counting
the number of leaves in any particular state has variance that is subquadratic in the number of
leaves.
∗Microsoft Research, dechakr@microsoft.com
†Department of Computer and Information Science, University of Pennsylvania kannan,ktian@upenn.edu
1 Introduction
Reconstructing the phylogeny or evolutionary tree of a set of organisms is a very important problem
in biology [20, 9]. The general formulation of the problem is the following: data corresponding to
the species alive today is observed at the leaves of a certain unknown tree which is supposed to
model the evolutionary progress thus far. The goal is to find the best tree ‘fitting the data’ under a
specified objective function. Nowadays the most common type of data we observe is biomolecular
sequences, i.e., DNA or protein sequences. Let σi be the sequence obtained from the i
th species.
Furthermore, these input sequences can be aligned, i.e., lined up in columns such that for all i, i′,
and for any position, or character as is called in the literature and what we will use henceforth, j,
σi[j] and σi′ [j] have a common evolutionary origin
1, where σi[j] represents the j
th symbol in σi
The most principled method of finding a phylogeny is to view the evolution of each position
of the aligned DNA sequences as a stochastic process, more specifically, as a tree Markov random
field whose parameters are chosen from a rich family of possible parameters. Using the Maximum
Likelihood objective function, the goal is to reconstruct the tree and most likely values of the
parameters given the observed data at the leaves[8, 10]. Under standard stochastic models of the
evolutionary process and reasonable technical constrains on the transition matrices, considerable
work [7, 4, 5, 18, 2, 17, 3] has been done to determine the number of characters needed to infer
the phylogeny. All of these works assume that the stochastic processes governing each character are
independent and identically distributed.
The independence assumption across characters is too strong. Dependence between characters
arises because changes at one position of a DNA sequence or amino acid sequence are likely to be
correlated with changes at other positions because of constraints on size, charge, hydrophobicity, etc.
of the molecules involved [15, 16]. However, thus far to our knowledge, phylogeny reconstruction
has not been studied under dependent characters. In fact, even the question of whether or not two
given characters are independent is not understood. Maddison [14] and the references cited therein
outline simple heuristic procedures, but no general procedures with provable properties have been
proposed for detecting dependence, and indeed dependence has not been mathematically modeled
so far in the literature. Our paper makes a first step in addressing this.
A tree Markov random field consists of an underlying rooted tree T . A character (position in
the biomolecular sequence) on such a tree is a stochastic process that takes on a value at each
node from a set of finitely many states (genes A,C,G,T, or amino acids). At the root of T the
value is chosen from some initial distribution over the states. Each parent passes on its state
to its children. However, the value is ‘mutated’ along each edge with probabilities given by a
Markov transition matrix corresponding to the edge. For each character we observe its state at
each leaf of the tree. The question we consider in this paper is – given two such characters, are they
independent? Tree Markov random fields are a standard way to model the process of evolution,
and all commonly-studied families of stochastic models are special cases of tree Markov random
fields. Among the simplest are two-state, symmetric models, called the Cavender-Farris-Neyman
(CFN)[19, 6, 1] models, where on any edge e, all characters have a symmetric 2 × 2 transition
matrix Me. The Jukes-Cantor model is a 4-state model where for any transition matrix there is
a parameter ε that is the probability of any change of state [11]. In this paper, we will look at
a range of models of evolution to address the question above; even the most restrictive model of
1This might sound circular to non-experts since alignment seems to require knowledge of the evolutionary process,
but biologists have realized this process so successfully that it has become a standard technique in building phylogenies.
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evolution we consider in this paper is a generalization of all these standard biological models.
Our paper introduces some simple models of dependence among characters that seem well-
suited to the biological application. The definition of these models themselves is one of the main
contributions of this paper. If two characters are independent, then on each edge of the tree the
matrix governing their joint evolution is just the tensor product of the marginal matrices. Two
characters are dependent if this does not hold, i.e., that there are edges where the transition matrix
for the joint character differs from the tensor product of the marginals. But such a general kind
of dependence might not even be detectable at the leaves since the dependence on one edge could
be ‘canceled out’ by the dependence on another edge. Thus we need to make an assumption that
also appears to be biologically meaningful. We assume there is a ‘consistency’ in the dependence
between the characters on all edges. By this we mean that each row of the actual transition matrix
governing the joint evolution of two dependent characters differs from the corresponding row of
the tensor product matrix by a vector v that is (roughly) in the same direction across all rows
and across all edges. The detailed definition is given in the sequel. Biologically this makes sense
because we expect that if there is dependence between two characters, then a certain subset of
the joint states of the two characters should be consistently preferred across all edges of the tree
to what would be with independent evolution. Put another way, suppose two characters have an
affinity to be in the same state in a certain species, then it is fair to assume the affinity is present
in its ancestors as well.
A technical contribution of the paper is a concentration bound for tree Markov random fields.
Let Z be the random variable counting the number of occurrences of a character in a particular
state at the leaves of a rooted tree. We show that as long as a certain natural norm of the transition
matrices are bounded away from 1 (by an arbitrary small constant amount), the variance of Z is
sub-quadratic in the number of leaves, and the expectation of Z is linear in the number of leaves. Tje
technical challenge in proving this is to overcome the confounding dependence between the states
of nearby leaves. The other major technical challenge is to show that the ‘dependency signal’ which
occurs at every edge persists at the leaves even if it is subjected to different transformations at
each edge of a root-leaf path. In fact, as we show, this can’t occur in general and we give bounds
on the norm for which such a persistence does occur.
2 Preliminaries and Statement of Results
Stochastic Model of Evolution. Let T rooted at r denote the underlying tree in a tree Markov
random field. With little loss of generality we assume that the root has degree 2 and every other
internal node has degree 3. A character maps the nodes of the tree to a set S of s states (for
example, {0, 1}, {A,C,G, T}, {20 amino acids}, etc. A single character evolves ‘down’ the tree as
follows. At the root r it has some distribution over its states, which need not be uniform. However,
it is sufficient to consider the initial distribution to be uniform due to the mixing properties of the
stochastic process. With every edge e = (u, v) of T , is associated a stochastic s×s transition matrix
Me that governs the evolution of the character. More precisely, P[Xv = b|Xu = a] =Me(a, b).
Specific biological models assume that these matrices are drawn from special types of stochastic
matrices. For instance, the Cavender-Farris-Neyman (CFN) [19, 6, 1] model for binary states
(s = 2) assumes that on each edge all characters have the same symmetric transition matrices.
Thus a single scalar (the probability of mutation) determines the transition matrix on any edge;
this scalar is usually a measure of the time duration represented by the edge. The Jukes-Cantor [11]
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model is a simple generalization to 4-state characters and the Kimura [12] model is determined by
2 parameters rather than 1. In our work, we consider models of evolution at 3 levels of generality,
listed below. All the above biological models lie in the most restrictive level. One reason we
consider the more general models is because they lead to mathematically interesting problems
whose solutions might be applicable in other contexts beyond phylogenies. Note that in this work,
we distinguish between an independent case and a dependent case; the required properties listed
below apply to the transitions in the independent case. The transitions in the dependent case differ
from transitions which satisfy the listed properties by an ‘error matrix’ which we specify below.
Shared Eigenbasis. Our most restrictive model assumes that all transition matrices are pos-
itive semi-definite (PSD) and have the same eigenbasis on every edge; this is true for all biological
models studied so far.
PSD. At a greater level of generality, we do not require the PSD matrices for a character to
have the same eigenbases on all edges.
Doubly stochastic. In this model we just assume all transition matrices are doubly stochastic.
The parameter that governs our results is the following 1→ 1 norm of transition matrices: ||M || :=
sup06=x⊥1 ||x
⊤M ||1/||x||1. We assume ||M || ≤ λ < 1 for some constant λ. It is easy
2 to see that
||M || is always at least the second eigenvalue (in absolute value) of M ; our above assumption
implies λ2(M) ≤ λ as well. In order to detect dependence we will need increasingly tighter upper
bounds on λ2(M) as we move to more general models of evolution.
The Dependence Model. Let X and Y be two characters and let Xu and Yu denote the states
of these characters at node u of T . If X and Y evolve independently, then the transition matrix
governing the evolution of the joint variable (X,Y ) across edge e of the tree is given by the matrix
Me⊗Ne whereMe and Ne are the s×s transition matrices associated with the individual characters.
Note that we allow different characters to have different transition matrices. If X and Y are not
independent, then we assume the following dependence model. Firstly, we assume that the joint
random variable (X,Y ) evolves via a Markovian process. This is standard in biology where mutation
is assumed to be history independent. So, for every edge e there exists an s2× s2 transition matrix
Pe such that P[(Xv , Yv) = (a
′, b′)|(Xu, Yu) = (a, b)] = Pe((a, b), (a
′, b′)). Furthermore, we assume
a consistent preferred direction dependence model where the joint evolution of the two characters
tends to bias probabilities in a preferred direction in comparison to the situation when they evolve
independently. We model this by making assumptions on the ‘deviation’ matrix De := Pe−Me⊗Ne.
In the simplest, but already non-trivial case that we call the uniform rank-1 dependence model,
we assume that the deviation matrix De = D for all edges, and furthermore, D = 1d
⊤ for some
s2-dimensional vector d with ||d||1 ≥ δ > 0 for some known parameter δ. This stringently models
situations where there are preferred states and every transition biases the distribution by the same
vector in favor of the preferred states regardless of the starting state or edge. We also investigate a
generalization of the uniform rank-1 dependence that we call the directional-drift dependence
model. Here we assume there exist some direction d∗ such that every row of every deviation matrix
De has an inner product of at least δ with d
∗. In addition, the norm of any row of any of these
matrices is at most a constant. For ease of presentation we use the uniform rank-1 model almost
throughout the paper, only discussing the more general model in the last section.3
2v be an eigenvector corresponding to eigenvalue λ<1. M is stochastic, so v⊥1 and Mv = λv implies ||M || ≥ |λ|.
3Throughout the paper, we are concerned with detecting dependence between a pair of characters. However, it
is not hard to generalize our models and results to a constant subset of characters where instead of pairs S × S , we
would be dealing with random variables over a larger domain. For simplicity, we just stick with pairs.
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Informal Statement of Results for uniform rank-1 dependence:
1. In the shared eigenbasis model, we can detect dependence with no further assumptions. As
stated above, this includes all the major models of evolution studied so far.
2. In the PSD model, if all single-character transition matrices have λ2 < 0.797, then we can
detect dependence. However, there exists examples of trees with PSD transition matrices
with λ2 ≥ 0.832 and yet the distribution on the leaves is indistinguishable from the case of
independent evolution.
3. In the doubly-stochastic model, we can detect dependence if all transition matrices have
λ2 ≤
1
2 . We cannot prove ‘better ’ negative results than for the PSD case.
Informal Statement of Result for directional-drift dependence:
If each row of De has length at most δ/β, then we can allow λ2 ≤
β
1
2
+β
.
3 The Tester, Analysis Roadmap, and Technical Challenges
The input to our dependency testers are the values of the characters at the leaves of the phylogeny.
Our tester is extremely simple: For each ordered pair of states, we count the number of leaves that
have that pair. If there is a ‘large discrepancy’ in this number, the characters are dependent.
Algorithm Dependence detection
Input: States of the characters at n leaves
Parameter: Precision parameter ε
1. For i ∈ S × S, let Zi denote the number of leaves with (Xl, Yl) = i.
2. If for any i, j ∈ S ×S, |Zi−Zj| ≥ εn, output that the characters are dependent. Else,
output that the characters are independent.
Note that we have used a single index i to denote a pair of states. We now briefly outline the
analysis and the challenges involved.
We prove a concentration bound for the overall distribution of state pairs at the leaves. For all
ordered pairs i, we need that the number of leaves Zi that have the state i, is concentrated around its
mean. This is not trivial since Zi is a sum of indicator random variables that are not independent,
because in a tree Markov random field, even the state of one character at ‘near by’ leaves are highly
correlated. We obtain concentration by upper-bounding the second moment (Theorem4.1) which
is done via a coarse but sufficiently good upper bound on the variance (Lemma 4.3). We also show
(Lemma 5.2) that when the characters are independent, we expect each joint state to be almost
equally likely. Since the norms of the transition matrices are bounded away from 1, we expect
rapid mixing and the leaf state to be close to stationary distribution, which by the assumption of
double-stochasticity is uniform.
In the case of dependent characters, we show that a large discrepancy (Lemma5.3) indeed
occurs (in expectation) for at least one pair of states. This is nontrivial since different edges have
different transition matrices, and the effect of one matrix’s deviation may cancel the effect of its
predecessors. Indeed, in the PSD model, we show that this can happen even when λ2 ≥ 0.832
(Lemma 5.7). However, if all matrices share the same eigenbasis, then such a ‘bad case’ cannot
occur (Lemma 5.4), and so the shared eigenbase model doesn’t need any further assumptions. In
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the doubly stochastic model, an upper bound of 0.5 suffices (Lemma 5.8) to detect dependency. For
the PSD model, an upper bound λ2 ≤ 0.797 suffices, and this is more subtle to show. To do so, we
prove a lower bound on a quantity v⊤Av where A is a product of k PSD matrices (and therefore,
not necessarily PSD) and v is a vector perpendicular to the all ones vector. We show (Lemma5.6)
that this quantity is at least −(λ cos(π/k + 1))k||v||22; this result may be of independent interest.
We leave open the question of finding the exact value in [0.797, 0.832] at which dependence can be
detected in the PSD model. Finally, in Theorem6.1, we show that in the directional-dependence
model, we can detect dependence when λ∗ is bounded by a function of δ, β.
4 Bounding the Variance
Fix an i ∈ P = S ×S. Let Z be the random variable counting the number of leaves of T in state i.
For a random variable X, let E[X] denote its expectation and V(X) its variance. Recall λ < 1 is
an upper bound on the norm of any of the transition matrices Pe on the edges e. In this section,
we prove the following theorem.
Theorem 4.1. Given any n leaf trivalent tree T , V(Z) = O(n2−2 log2(1/λ)).
For any vertex v in T , let Zv to be the number of leaves in the sub-tree of T rooted at v in state in
i; so Z = Zroot. Let Lv denote the leaves in the subtree rooted at v. For a leaf ℓ ∈ Lv, let dist(v, ℓ)
denote the number of edges on the path from v to ℓ in the tree. Define
Λ(v) , 2
∑
ℓ∈Lv
λdist(v,ℓ) (1)
The following claim bounds Λ(v) at any vertex; the proof can be found in Appendix A
Claim 4.2. For any vertex u with n leaves in its subtree, Λ(u) ≤ O(n1−η) where η = log2(1/λ).
The following lemma bounds the variance in terms of the Λ’s. We first use the lemma to prove the
theorem and then go on to prove the lemma.
Lemma 4.3. V(Z) ≤ 12
∑
v∈V (T )\root(Λ(v))
2.
Proof of Theorem 4.1. Let V(n) be a function that denotes the maximum value of
∑
v∈V (T )\r Λ
2(v)
over all n-leaf binary trees. By Lemma4.3, we want a subquadratic upperbound on V(n). Let u be
the centroid of T . That is, n/3 ≤ |Lu| ≤ 2n/3. It is easy to see this is well defined. Let Tu denote
the subtree of T rooted at u, and let T ′u denote the subtree of T with all descendants of u deleted.
Note that both Tu and T
′
u are binary trees, and have ρn and (1− ρ)n leaves for ρ ∈ [1/3, 2/3]. By
definition,
∑
v∈V (Tu)\u
Λ2(v) ≤ V(ρn) and
∑
v∈V (T ′u)\r
Λ2(v) ≤ V((1 − ρ)n).
Suppose u = u0, u1, . . . , ur = r is the unique path from u to r in T . Note that the Λ(v)’s in
tree T ′u are the same as in tree T for all vertices except the ui’s. For each ui, Λ(ui) in the tree T is
that in T ′u plus λ
i · Λ(u) Thus, we have
∑
v∈V (T )\r
Λ2(v) ≤ V(ρn) + V((1 − ρ)n) +
r∑
i=0
(
(Λ(ui) + 2λ
iΛ(u))2 − Λ2(ui)
)
= V(ρn) + V((1 − ρ)n) + 4Λ(u)
r∑
i=0
λiΛ(ui) + 4Λ
2(u)
r∑
i=0
λ2i
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From Claim 4.2, we can bound Λ(ui) by O(n
1−η) for i = 0, ..., r. So we get the following recurrence
for V(n) V(n) ≤ V(ρn) + V((1 − ρ)n) +O(n2−2η) which evaluates to V(n) = O(n2−2η).
Proof of Lemma4.3 For a vertex v and two states j, k ∈ P, define
∆v(j, k) , |E[Zv|Xv = j]−E[Zv|Xv = k]| (2)
The following claim relates ∆v with Λ(v).
Claim 4.4. For any vertex v, and for any two states j, k ∈ P, we have ∆v(j, k) ≤ Λ(v).
Proof. Fix a vertex v and a leaf ℓ ∈ Lv. Let e1, e2, . . . , edist(v,ℓ) be the edges on the path from v to
ℓ. Let P denote the matrix Pe1 · Pe2 · · ·Pedist(v,ℓ) ; this is the transition matrix from v to leaf ℓ. In
particular, P is row-stochastic (row entries add up to 1). We use the following simple fact about
row stochastic matrices; a proof of this can be found in Lemma 4.12 in [13] or Appendix B.
Fact 4.5. For any two row stochastic matrices P1 and P2, we have ||P1P2|| ≤ ||P1|| · ||P2||.
Fact 4.5 implies that ||P || is at most λdist(v,ℓ). In particular, this shows that for any vertex v,
for any leaf ℓ ∈ Lv at a distance dist(v, ℓ), and for any states j, k ∈ S, we have |P[Xℓ = i|Xv =
j] − P[Xℓ = i|Xv = k]| ≤ ||x
TP ||1 ≤ 2λ
dist(v,ℓ), where x is the vector with xj = 1, xk = −1, and
xs = 0 otherwise. The claim follows by noting
∆v(j, k) = |
∑
ℓ∈Lv
(P[Xℓ = i|Xv = j]−P[Xℓ = i|Xv = k]) |
≤
∑
ℓ∈Lv
|P[Xℓ = i|Xv = j]−P[Xℓ = i|Xv = k]| ≤ 2
∑
ℓ∈Lv
λdist(v,ℓ)
Now we can finish the proof of Lemma4.3. Fix any vertex u. Recall that Tu denotes the subtree
of T rooted at u and Zu is the number of leaves in Lu in state i. We now show using induction
on the height of T that for any state j ∈ P, V(Zu|Xu = j) ≤
1
2
∑
v∈V (Tu)\u
Λ2(v). This proves the
lemma with u as the root, and summing over all the conditional events.
Note that the claim is vacuously true when u is a leaf since both LHS and RHS are 0. Let u
have children v1, . . . , vq (if the tree is binary, q = 2, but this lemma holds for any tree). Assume we
have proved the inductive claim for the vi’s. Note that conditioned on Xu, the random variables
Zv1 , Zv2 , ... are independent, since they count over leaves on disjoint subtrees. Therefore, for any
j ∈ P, V(Zu|Xu = j) =
∑q
i=1V(Zvi |Xu = j).
We now show that for any parent-child pair e = (u, vi) and any state j ∈ P, we have
V(Zvi |Xu = j) =
∑
k∈P
PjkV(Zvi |Xv = k) +
1
2
∑
k 6=k′∈P
PjkPjk′∆
2
vi(k, k
′) (3)
where Pjk = P[Xvi = k|Xu = j] = Pe(j, k). (3) suffices to complete the proof. By induction, the
first summand in the RHS is at most 12
∑
w∈Tvi\vi
Λ2(w). From Claim 4.4, we have ∆vi(k, k
′) ≤ Λ(vi)
and
∑
k 6=k′ PjkPjk′ ≤ (
∑
k∈P Pjk)
2 = 1, thereby giving that the second summand in the RHS of
(3) is at most 12Λ
2(vi). Together, we get V(Zvi |Xu = j) ≤
1
2
∑
w∈Tvi
Λ2(w), and by adding over all
vi, 1 ≤ i ≤ q, we are done. The equality (3) follows via a straightforward calculation which can be
found in Appendix C. This completes the proof of Lemma4.3.
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5 Analysis of the Tester in Uniform Rank-1 Model
Let µ0 be the state at the root. Let µ be the uniform distribution over the s
2 states. Let r0 = µ0−µ
be the error vector at the root. Recall Pe is the transition matrix of the joint random variable (X,Y )
at edge e. We write Pe = Qe +D where Qe = Me ⊗Ne and D is the zero-matrix if the characters
are independent, and D = 1d⊤ in case the characters are dependent.
Our goal in this section is to establish the following theorem4, asserting the correctness of the
tester for the uniform rank-1-model.
Theorem 5.1. Under each of the following evolutionary models, under the listed assumptions on
the norm on the transition matrices, Algorithm Dependence Detection is correct with 1−1/poly(n)
probability.
Shared Eigenbasis. No extra assumption on Qe is needed.
PSD. If λ2(Qe) ≤ 0.797.
Doubly stochastic. If λ2(Qe) ≤ 0.5.
For a leaf ℓ, let µℓ be the distribution at the leaf, and rℓ = µℓ − µ be the error vector at the
leaf. Let (e1, e2, . . . , edist(ℓ)) be the path from the root to the leaf ℓ. Then, if the characters are
independent, we get
r⊤ℓ = r
⊤
0

dist(ℓ)∏
k=1
Qek

 (4)
and if the characters are dependent, we get
r⊤ℓ = d
⊤ +
dist(ℓ)∑
i=1
d⊤

dist(ℓ)−1∏
k=i+1
Qek

+ r⊤0

dist(ℓ)∏
k=1
Qek

 (5)
We first prove a lemma to show that when the character pair evolves independently, the distri-
bution of state pairs at the leaves is close to uniform.
Lemma 5.2. If the characters are independent, then for all i ∈ P, we have |E[Zi]−n/s
2| ≤ O(n1−β)
for some constant β depending on λ, the upper bound on the norms of all the transition matrices.
Proof. By our assumption, ||Qei || ≤ λ for all i. Substituting in (4), and using Fact 4.5, we get
||rℓ||1 ≤ λ
dist(ℓ)||r0||1 ≤ 2λ
dist(ℓ) since ||r0||1 ≤ ||µ||1 + ||µ0||1 = 2. In turn, this implies |〈rℓ, ei〉| ≤
2λdist(ℓ). Note for any i, we have E[Zi] =
∑
ℓ〈µℓ, ei〉 = n/s
2 +
∑
ℓ〈rℓ, ei〉 ≤ n/s
2 +Λ(root), and the
lemma follows from Claim 4.2.
Next, we prove a contrasting lemma for the dependent case, depending on the model of evolution.
In each case, we show that there is a deviation from the uniform in the distribution at the leaves.
In particular, we exhibit r∗ ∈ Rs
2
whose coordinates sum up to zero with each entry in [−1,+1]
such that there is some ε > 0 satisfying
For all ℓ, we have 〈rℓ, r
∗〉 ≥ ε. (Deviation)
We prove the following lemma, under the assumption that this equation is satisfied. In later
subsections we demonstrate r∗ in every model of evolution.
4Note that λ2(Qe) ≤ max(λ2(Me), λ2(Ne))
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Lemma 5.3. If under a model of evolution we obtain an r∗ and ε satisfying (Deviation), then
there exists i, j ∈ P such that |E[Zi]−E[Zj]| ≥ εn where ε is a constant depending on δ and s.
Proof. Let µ := 1n
∑
ℓ µℓ. Observe that 〈µ, r
∗〉 ≥ ε as well. Since r∗ is a convex combination
of vectors of the form {ei − ej} where ei is the indicator vector for pair i, we get there exists
(i, j) such that 〈µ, (ei − ej)〉 ≥ ε. But 〈µ, ei〉 is precisely E[Zi]/n since 〈µℓ, ei〉 indicates the
probability leaf ℓ is in state i. Therefore (Deviation) implies that there exists a pair i and j such
that E[Zi]−E[Zj] ≥ εn.
Proof of Theorem 5.1. These follow from Lemma5.2 and Lemma 5.3 (with appropriate use of Equa-
tion (Deviation)) using Lemma5.4, Lemma 5.5, and Lemma5.8 given below, Theorem4.1 and
Chebyshev’s inequality.
5.1 Shared eigenbasis model
Recall in this model we assume if characters are independent, then the transition matrices Me are
PSD and share the same eigenbasis over all edges. This implies the matrix Qe = Me ⊗ Ne also is
PSD and have the same eigenbasis across all edges.
Lemma 5.4. In the shared-eigenbasis model, for each leaf ℓ, 〈rℓ, d〉 ≥ ‖d‖
2(1 − λdist(ℓ)). Thus in
(Deviation), r∗ = d and ε = ‖d‖22(1− λ) ≥ δ
2(1− λ)/s suffices.
Proof. We can multiply both sides of (5) by d to get 〈r⊤ℓ d = d
⊤d+
∑dist(ℓ)
i=1 d
⊤Aid+ r
⊤
0 Bd, where
Ai =
∏dist(ℓ)−1
k=i+1 Qek while B =
∏dist(ℓ)
k=1 Qek . The main observation is that if the Qe’s share eigenbase,
then products of these matrices are also PSD. Thus, each Ai is PSD implying the second sum is ≥ 0.
The final term |r⊤0 Bd| ≤ ||r
⊤
0 ||∞||Bd||1 ≤ λ
dist(ℓ), by Cauchy-Schwartz, and the second inequality
follows from since ||B|| ≤ λdist(ℓ).
5.2 Positive semi-definite model
Recall that in this model each Me is PSD, and thus Qe is PSD as well.
Lemma 5.5. In the PSD model, if λ2(Qe) ≤ λ
∗ < 0.797, then for each leaf ℓ, 〈rℓ, d〉 ≥ ε(λ
∗) > 0.
Proof. We expand (5) to get (we ignore the last term since it vanishes with dist(ℓ).)
〈rℓ, d〉 = ‖d‖
2
2 +
dist(ℓ)−1∑
i=1
d⊤

dist(ℓ)∏
k=i+1
Qek

 d (6)
Note that each term in the sum is correlated, since they use the same matrices Qek . To lower bound
this product, we will relax this restriction, and allow that each term choose its own matrices. In
particular, we will use the following lemma:
Lemma 5.6. Suppose A1, . . . , Ak are k positive semi-definite transition matrices, with second eigen-
value bounded by λ∗, and let v be a vector with entries summing to 0. Then
v⊤(A1 · · ·Ak)v ≥ −(λ
∗)k cosk+1
(
π
k + 1
)
‖v‖22 (7)
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Using this lemma, we can now bound r⊤ℓ d ≥ ‖v‖
2
2
(
1−
∑∞
k=2(λ
∗)k cosk+1
(
π
k+1
))
. Note that
the paranthesized expression in the RHS can be lower bounded, for any integer N ≥ 2, by(
1−
∑N
k=2 cos
k+1
(
π
k+1
)
− (λ
∗)N+1
1−λ∗
)
. For instance if N = 2, we get that if λ∗ ≤ 2/3, then the
expression is lower bounded by 1/18. Numerically, we obtained the best tradeoff at N = 8 where
λ∗ < 0.797 implies the expression is > 0.
Proof of Lemma 5.6. We note that to minimize this, we are essentially looking to make A1 · · ·Akv
be a long vector pointing away from v. To do this, we can assume that each Ai is a scaled projection
onto a fixed vector ui. Suppose some Ai is not. Then let ui be a unit vector in the direction of
Ai · · ·Akv, and replace Ai with a projection onto ui and a scaling by λ
∗ without reducing the length
of the resulting vector. Then we can let θi be the angle between Ai · · ·Akv and Ai+1 · · ·Akv, and
θ0 the angle between A1 · · ·Akv and −v. Then we have |v
⊤A1 · · ·Akv| = (λ
∗)k
(∏k
i=0 cos(θi)
)
‖v‖22.
Finally, using the concavity and monotonicity of the cosine function in the domain [0, π/2], and the
fact that the total projections go from v to −v, so
∑
θi ≥ π, we conclude that to minimize this,
each θi should be equal and so each θi =
π
k+1 .
Note that the value 0.797 is not exact, even for this bound we have given, and better bounds
may exist. However, we cannot allow λ∗ to be arbitrarily close to 1 which is encapsulated in the
following lemma. We prove this in Appendix D.
Lemma 5.7. In the PSD model it is not always possible to detect dependence at the leaves, even
if λ2(Qe) ≤ 0.832 for all e.
5.3 Doubly-stochastic model
In this model we simply assume the transition matrices are doubly stochastic. We show that if
λ2(Qe) < 1/2, then we can detect dependence.
Lemma 5.8. In the doubly-stochastic model, each leaf ℓ has that rℓ satisfies 〈rℓ, d〉 ≥
(
1− λ
∗
1−λ∗
)
‖d‖22.
Thus (Deviation) is satisfiable for constant ε > 0 if λ∗ < 1/2.
Proof. We will use a similar approach to Lemma 5.5. We will again use (6), and write
〈rℓ, d〉 = ‖d‖
2
2 +
dist(ℓ)−1∑
i=1
d⊤

dist(ℓ)∏
k=i+1
Qek

 d ≥ ‖d‖22
(
1−
∞∑
i=1
(λ∗)i
)
= ‖d‖22
(
1−
λ∗
1− λ∗
)
where we lower bounded d⊤Qei+1 · · ·Qedist(ℓ)d by −(λ
∗)dist(ℓ)−i−1‖d‖22, since all eigenvalues in the
space of error vectors are bounded in absolute value by λ∗.
6 Directional-drift Dependence Model
Here, we generalize the error model, in the PSD evolution model, using the directional-drift depen-
dence model which we now describe. We recall that PSD model generalizes the Shared Eigenbases
model, which itself generalizes all stochastic models studied in the literature. In this model, there
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is a fixed direction d∗, such that every row of each error matrix has the following properties: (1)
‖d⊤‖ ≤ δ/β, and (2) 〈d, d∗〉 ≥ δ for a significant δ and a constant β.
Theorem 6.1. In the PSD evolutionary model with the directional-drift dependence model above, if
all transition matrices have norm bounded by λ∗(β) = β1
2
+β
, then Dependence detection is correct.
Proof. This theorem will again follow from Lemmas 5.3 and 5.2, through the use of Equation
(Deviation), with r∗ = d∗ and ε(β, λ).
Let us first examine now what happens in one step, when we start with a vector ~µ + ~r, and
apply the transform Pe = Qe +De,
(µ + r)⊤ 7→ µ⊤ + r⊤Qe + (µ + r)
⊤De
When De = 1d
T , we see the last term is precisely d⊤. Now, however, we get some vector de
which has ‖~d‖2 ≤ δ/β and 〈~de, ~d
∗〉 ≥ δ. We will use primarily the fact that this added vector has
these properties. As before, we will view the transform in the error space, where the transform is
r⊤ 7→ r⊤Qe + de
Our approach to show that the detection of dependence is possible here will be by induction. In
particular, we will show that for each node other than the root, there is some x∗ = x∗(β) such that
if the distribution at the node v is µ + rv, then 〈rv , d
∗〉 ≥ x∗δ. This is true for the direct children
of the root, as the distribution is precisely µ + de where e is the edge connecting to the root. By
hypothesis, 〈de, d
∗〉 ≥ δ. This gives us the base case for induction.
Before we prove the general case, we will first observe that ‖r‖2 ≤
1
1−λ∗
δ
β . This is clear since
every transform Qe reduces the length by a factor λ
∗, and then we add a vector of length at most
δ/β. The length bound then is just a geometric series.
To prove the general case of the induction, we first show that it suffices to examine the problem
in 2 dimensions. So suppose that we have a deviation r which satisfies that 〈r, d∗〉 ≥ x∗ for some
constant x∗ to be determined later. We want to show that for any positive semi-definite Q with all
eigenvalues at most λ∗ and any ~d satisfying the length and inner product requirements above, that
〈Q⊤r + d, d∗〉 ≥ x∗.
It is clear that we only need to concern ourselves with the space of at most 3 dimensions spanned
by d∗, r,Q⊤r, since the added d will add some fixed amount in the direction of d∗. We are concerned
with how negative 〈Q⊤r, d∗〉 can be. We know that for any direction z, if Q⊤r is in the direction
z, the largest length it can have is ‖r‖2 cos θ where θ is the angle between z and r. Then in taking
the inner product with d∗, we gain another factor φ where φ is the angle between z and r. So if
Q⊤r is not in the same plane as d∗ and r, then since cos is increasing in the range [0, π/2), we can
replace z with z′ which is the projection of z into the plane of d∗ and r then both θ and φ increase,
and the resulting 〈Q⊤r, d∗〉 is more negative. Since we are concerned here with the worst case, it
suffices here to consider only when Q⊤r lies in the plane of r and d∗, thus reducing the induction
step to 2 dimensions.
Now we prove the general step of the induction. We know that we can view this in 2 dimensions,
so let us take d∗ to be the x-axis (recall that we defined it to be unit length, so we can do this
without distorting lengths). Again, we are concerned with minimizing 〈Q⊤r, d∗〉. As we have seen,
we can assume Q is a scaled projection. So if it is onto a vector z which forms an angle θ with r
and φ with the negative x-axis, then
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〈Q⊤r, d∗〉 ≥ λ∗‖r‖2 cos(θ) cos(φ) ≥ λ
∗‖r‖2 cos
2(ψ/2)
where ψ is the angle between r and the negative x-axis. Let r = (x, y) now. Our inductive
hypothesis is that x ≥ x∗δ. We also have φ = tan−1(y/x). Standard trigonometric manipulations
(and careful choice of sign) give us that
‖r‖2 cos
2(ψ/2) ≥
1
2
(x−
√
x2 + y2) ≥
1
2
(
x∗δ −
δ
1− λ∗
)
Our goal is to get 〈Q⊤r + d, d∗〉 ≥ 12
(
x∗δ − δ1−λ∗
)
+ x∗δ to be ≥ x∗δ Thus, to see what x∗ works,
we solve for x∗ and get this is true if
x∗ ≥
β − (12 + β)λ
∗
(1− λ∗)(1 − 12λ
∗)
The expression on the right is positive when λ∗ < β1
2
+β
. In other words, when λ∗ satisfies this
equation, an x∗ exists satisfying what we want. This proves (Deviation) for this generalized error
model, using positive semi-definite matrices, and completes the proof of Theorem6.1
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A Proof of Claim 4.2
Claim 4.2. For any vertex u with n leaves in its subtree, Λ(u) ≤ O(n1−η) where η = log2(1/λ).
Proof. Note that Λ(u) = 2
∑
i≥1 |Li|λ
i where Li is the set of leaves at a distance i from u. Since
λ < 1, an n leaf tree which maximizes Λ(u) will make the tree as balanced in height as possible.
(This can be proved by a “swapping” argument similar to the proof of optimality of Huffman trees.)
In particular, the maximizing tree has all leaves at distance ⌊log n⌋ or ⌊log n⌋ + 1. Therefore,
Λ(v) ≤ 2λ · nλ
logn = 2λ · n
1−log(1/λ).
B Proof of Fact 4.5
Fact 4.5. For any two row stochastic matrices P1 and P2, we have ||P1P2|| ≤ ||P1|| · ||P2||.
Proof. Let x be the vector with ||x||1 = 1 and x⊤1 = 0 such that ||P1P2|| = ||x
⊤P1P2||1. Note that
y⊤ = x⊤P1 also satisfies y
⊤1 = 0 since P1 is row stochastic. Therefore, ||y
⊤P2||1 ≤ ||y||1 · ||P2||.
Also by definition, ||y||1 = ||x
⊤P1||1 ≤ ||P1||.
C Establishing the equation (3)
Let us recall (3)
V(Zvi |Xu = j) =
∑
k∈P
PjkV(Zvi |Xv = k) +
1
2
∑
k 6=k′∈P
PjkPjk′∆
2
vi(k, k
′)
We introduce some notational shorthand just to keep the exposition simple. We forgo the
subscript on Zv, let V := V(Z|Xu = j), use “u = k” to imply Xu = k, and use E
2[Z] to denote
(E[Z])2. Now, by definition, V = E[Z2|u = j]−E2[Z|u = j]. The first term evaluates to
E[Z2|u = j] =
∑
k∈P
PjkE[Z
2|v = k]
The second term evaluates to
E2[Z|u = j] =
(∑
k∈P
PjkE[Z|v = k]
)2
=
∑
k∈P
P 2jkE
2[Z|v = k]+
∑
k 6=k′∈P
PjkPjk′E[Z|v = k]E[Z|v = k
′]
Observing P 2jk = Pjk − Pjk(1− Pjk), we get V =
∑
k∈P
Pjk
(
E[Z2|v = k]−E2[Z|v = k]
)
+
∑
k∈P
Pjk(1−Pjk)E
2[Z|v = k]−
∑
k 6=k′∈P
PjkPjk′E[Z|v = k]E[Z|v = k
′]
The first term above is the first term in the RHS of (3). Furthermore, noting that Pjk(1− Pjk) =∑
k 6=k′∈P PjkPjk′ since Pjk’s sum up to 1, we get that the second two terms is
1
2
∑
k 6=k′∈P
PjkPjk′
(
E2[Z|v = k] +E2[Z|v = k′]− 2E[Z|v = k]E[Z|v = k′]
)
=
1
2
∑
k 6=k′∈S
PjkPjk′∆
2
v(k, k
′)
which establishes (3).
13
D Proof of Lemma 5.7
If the second eigenvalue is allowed to be close to 1, then there exists a sequence of transforms
which causes the state-pair distribution at a leaf to be uniform, and thus indistinguishable from
the independent case. In this section, we will focus on a 2-dimensional subspace of the error space
containing ~d. It is easy to check that as long as we choose a positive semi-definite transformation
in this subspace of dimension 2, it is realizable in the full state-pair space of s2 dimensions. We
will let d = (1, 0) in this 2-dimensional subspace.
Now consider k scaled projections A1, . . . , Ak where
Ai = λ
∗
(
cos2
(
iπ
k
)
cos
(
iπ
k
)
sin
(
iπ
k
)
cos
(
iπ
k
)
sin
(
iπ
k
)
sin2
(
iπ
k
) )
is a scaled projection onto a vector making an angle iπ/k with ~d, the x-axis.
To make the deviation ~r = 0 after the last transform (~r⊤ 7→ ~r⊤M + ~d⊤), we will first apply
a large number of transforms where one of the eigenvectors is in the direction of ~d, with a corre-
sponding eigenvalue of λ∗. This will allow us to get our deviation ~r to be arbitrarily close to 11−λ∗
~d.
Then we will apply A1, . . . , Ak. We claim that if λ
∗ is sufficiently large, this will be 0. Note that
Ak is a projection onto the x-axis, so we only have to examine the x coordinates.
Before A1, we have ~r =
1
1−λ∗
~d. After applying the transforms for A1, . . . , Ak, we have
r⊤A1 · · ·Ak + d
⊤(A2 · · ·Ak + . . . +Ak + I2)
where I2 is the 2-dimensional identity. We will examine the x coordinates of these terms. For
the first term, we see that each Ai is a projection over an angle π/k and includes a scaling λ
∗, thus
the x coordinate of the first term is
−1
1− λ∗
(λ∗ cos(π/k))k
We will split the next part into two, as some of them will be negative and some will be positive.
For i = 1, . . . , ⌈k/2⌉ − 2, these will contribute negatively the amount
−(λ∗ cos(π/k))n−i−1 cos((i+ 1)π/k)
For i = ⌈k/2⌉ − 1, . . . , k − 1, this will contribute positively the amount
(λ∗ cos(π/k))n−i−1 cos((n − i− 1)π/k)
Finally, ~d⊤I2 contributes 1. In total, this gives
−

 1
1− λ∗
(λ∗ cos(π/k))k +
⌈r/2⌉−2∑
i=1
(λ∗ cos(π/k))n−i−1 cos((i + 1)π/k)


+

1 + k−1∑
i=⌈r/2⌉−1
(λ∗ cos(π/k))n−i−1 cos((n− i− 1)π/k)


Finally, for a fixed k we can solve for this to be 0 to get an upper bound on allowable λ∗. For
k = 9, this gives λ∗ < 0.832.
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