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A self-diagnostic monitoring system is a system that has the ability to measure various
physical quantities such as temperature, pressure, or acceleration from sensors scattered
over a mechanical system such as a power plant, in order to monitor its various states, and
to make a decision about its health status. We have developed a self-diagnostic monitoring
system for an air-operated valve system to be used in a nuclear power plant. In this study,
we have tried to improve the self-diagnostic monitoring system to increase its reliability.
We have implemented three different machine learning algorithms, i.e., logistic regression,
an artificial neural network, and a support vector machine. After each algorithm performs
the decision process independently, the decision-making module collects these individual
decisions and makes a final decision using a majority vote scheme. With this, we per-
formed some simulations and presented some of its results. The contribution of this study
is that, by employing more robust and stable algorithms, each of the algorithms performs
the recognition task more accurately. Moreover, by integrating these results and employing
the majority vote scheme, we can make a definite decision, which makes the self-
diagnostic monitoring system more reliable.
Copyright © 2015, Published by Elsevier Korea LLC on behalf of Korean Nuclear Society.1. Introduction
In many hydraulic systems, such as nuclear power plants,
power stations, or chemical factories, vibration, corrosion,
abruption, and malfunction of components cause gradualKim).
d under the terms of the
ich permits unrestricted
cited.
sevier Korea LLC on behadegradations, which may eventually cause an abrupt shut-
down of the system [1,2] without proper maintenance. In
order to prevent this, it is essential to constantly check the
system and all its components, monitor their status, make
decision regarding whether or not the system needs to beCreative Commons Attribution Non-Commercial License (http://
non-commercial use, distribution, and reproduction in any me-
lf of Korean Nuclear Society.
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casualties from happening. However, for various reasons, it is
difficult or sometimes impossible to carry out these tasks. It is
expected that self-diagnostic monitoring systems (SDMSs)
would perform exactly these tasks. In our earlier works [1,2],
we have developed a prototype of an SDMS. In this study, we
consider the methods for increasing the reliability of the de-
cision process.
An SDMS is a system that has several to many sensors;
measures various physical quantities including pressure,
temperature, current, voltage, etc., that represent the status of
components that make up the whole system; monitors the
trend of each state of the components; analyzes the states of
each components; and informswhether the system is healthy
or not, depending on their states.
Some research has been done in this area. Pacific North-
west National Laboratory is a pioneer in SDMSs and has been
performing self-diagnostic monitoring of power plants [3,4].
The application area has been diversified and includes struc-
tural health monitoring [5], concrete structures [6], etc. Litt
et al. [7], for health management of an aircraft propulsion
system, used a combination of a bank of Kalman filters and
artificial neural networks (ANNs). Holbert and Lin [8] proposed
a fault detection algorithm using fuzzy logic. In fact, in the
area of instrument fault detection and isolation, to increase
redundancy of decision, Kalman filter, ANN, genetic algo-
rithm, fuzzy logic, or their combinations are used [9].
In nuclear power plants, air-operated valve (AOV) systems
are one of the widely used components and are also indis-
pensable. In our earlier works [1,2], we developed a prototype
of an SDMS that can monitor and diagnose possible defects
that an AOV systems may suffer from. We also developed a
decision-making module consisting of two machine learning
algorithms [10]. Although these algorithms turned out to work
fine, since there are only two algorithms, if only one of them
has an opinion, then it is difficult to determine whether the
system is sick or not. In addition, if they have different opin-
ions, then it is difficult to decide which one is correct. Thus, in
order to increase the reliability of this system, we propose
some modifications. In this paper, we present some new re-
sults for the improvement of the system and new algorithms.
To increase redundancy, we develop a decision-making
module that is composed of three blocks of machine
learning algorithms and a decision-making module. EachDatabase
AOV s
s
ystem and
ensors
Data-processing
module
Fig. 1 e Overall block diagram of the self-diagnostimachine learning algorithm block has a different machine
learning algorithm and performs an independent decision.
The decision-making module performs a majority vote.
This paper is organized as follows. First, we present some
background information on the self-diagnostic system that
we are considering [1,2]. Then, we explain the overall struc-
ture of our decision-processing module, and its component
blocks and their functions, i.e., machine learning algorithms.
Finally, we present some of the simulation results.2. SDMS in an AOV system
2.1. Overall description of SDMS
The system that we are considering is an SDMS attached to an
AOV system that may be included in a hydraulic system of a
nuclear power plant. The overall structure of this system is
shown in Fig. 1. This system works as follows. In the AOV
system, many sensors are placed all over the system,
constantly measuring signals and producing data. The data-
processing module gathers these (analog or digital) data and
processes them to extract features. For each feature, we
measure or calculate the current state, compare it with the old
ones, and produce an arrow symbol depending on the type of
variations, i.e., “no change,” “increase,” “decrease,” etc. For
each feature, by collecting these arrow symbols, we make an
arrow pattern, i.e., an array of arrow symbols, which is the
basic unit for representing a symptom and will be used as
reference data for deriving parameters for decision algo-
rithms. After collecting all the arrow patterns for all the fea-
tures, these are sent to a database with the raw data. The
training module extracts the parameters needed to run the
machine learning algorithms in the decision-making module
through training processes. It is very difficult or in some cases
impossible to get data from the real system; hence, an SDMS
can get trained in two ways. One way is that after the training
process has been conducted with fictitious data, the SDMS
may go through some kind of fine-tuning processes after it is
installed in the real system. Another way is that we install an
SDMS on a new power plant before it starts to operate. The
decision-making module, using arrow patterns as input fea-
tures and the database, performs the following tasks: (1)
transforms the arrow patterns into corresponding numericalDecision
Training
module
Decision-
making
module
c monitoring system. AOV, air-operated valve.
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not; and (3) if the AOV system is not healthy, identifies what
kinds of defects it suffers from. For detailed information about
the system and its possible symptoms, please refer to the
paper by Chai et al. [2] and for its decision-making algorithms,
refer to the work of Kim et al. [1].
In a previous work [1], we used a neural network and a
simple comparison algorithm for the decision-making mod-
ule. Later [10], to improve the performance and increase the
reliability of the system, we substituted the simple compari-
son algorithm with a more robust logistic regression algo-
rithm. We also modified the neural network and the
translation part of the arrow patterns slightly. In this study, to
increase the reliability further, we employ one more machine
learning algorithm and implement a majority vote scheme.2.2. Extraction of baseline parameters of an AOV system
Baseline parameters are the most basic and important pa-
rameters that represent the normal conditions of the under-
lying system and should be used as references. To obtain the
baseline parameters, we have built a mockup system with
various sensors attached at various positions and measured
their values [1,2]. Using these values, we have extracted
various statistical parameters and stored them in a database
to be used as references for comparison in case of detection of
a somewhat abnormal situation in the system.2.3. Building a fault library
AOV systems may have many possible defects [1]. Based on
these defects, we have identified a total of 18 symptoms,
including 12 major and the remaining subsidiary ones that anTable 1 e Fault library for defects of an AOV system.
Pattern Number Category
Main category Sub C
1 1
2 2 2-1
3 2-2
4 3 3-1
5 3-2
6 4
7 5
8 6 6-1
9 6-2
10 7
11 8
12 9
13 10 10-1
14 10-2
15 11 11-1
16 11-2
17 12 12-1
18 12-2
AOV, air-operated valve.
Reprinted from “Study on the self-diagnostic monitoring system for an air
and H. Choi, 2004, Nuclear Engineering and Technology-Journal of Korean
Society. Adapted with permission.AOV system may have [1,2]. The major symptoms are
restricted supplied air, zero setting point of the E/P transducer
([, Y), span of the E/P transducer ([, Y), leakage at position A,
clogging at position A, initial response point of the positioner
([, Y), stuck feedback linkage arm, leakage at position B,
clogging at position B, actuator spring preload ([, Y), packing
load ([, Y), and stiffness of the feedback spring ([, Y) [1]. Using
these, we have built a fault library for an AOV system with 18
symptoms. These are summarized in Table 1. To simulate
each of these symptoms, we have intentionally introduced
corresponding defects and monitored how the system reacts.
By measuring and analyzing the values of each sensor, we
have derived features and their variations. The experimental
procedures are the same as for the baseline experiment,
except that the AOV has defective components. For each
defect, the defect levels are controlled to find out the sensi-
tivity of the measured signals.
For each symptom, by comparing all the sensor data with
baseline data, a list of arrow patterns has been derived to
represent the variation in values of sensors (Table 2). Fig. 2 is
an example of an arrow pattern of the symptom “leakage at
position A”, given in the paper by Kim et al. [1]. The arrow
pattern is composed of total 78 features, each of which rep-
resents the status of the AOV system (pressure, temperature,
etc.). As we can see in this table, each pattern is composed of
several arrow symbols, which are listed in Table 3 with a short
explanation. For example, the symbols patterns/,b, anda
represent no change, increase, and decrease, respectively.
There is no ambiguity regarding these three symbols. How-
ever, the other three symbols, i.e., , , and , represent “do not
care,” “no change or increase,” and “no change or decrease”,
respectively. For example, symbol indicates that the feature
may increase, decrease, or not change. In other words, itList
ategory
Restricted supplied air
Zero setting point of the E/P transducer ([)
Zero setting point of the E/P transducer (Y)
Span of the E/P transducer ([)
Span of the E/P transducer (Y)
Leakage at the position A
Clogging at the position A
Initial response point of the positioner ([)
Initial response point of the positioner (Y)
Stuck feedback linkage arm
Leakage at the position B
Clogging at the position B
Actuator spring preload ([)
Actuator spring preload (Y)
Packing load ([)
Packing load (Y)
Stiffness of the feedback spring ([)
Stiffness of the feedback spring (Y)
-operated valve: algorithm for diagnosing defects”, byW. Kim, J. Chai,
Nuclear Society, 36, p. 219e228. Copyright 2004 by the Korean Nuclear
Table 2 e Example of arrow patterns for the symptom “leakage at position A”.
Reprinted from “Study on the self-diagnostic monitoring system for an air-operated valve: algorithm for diagnosing defects”, byW. Kim, J. Chai,
and H. Choi, 2004, Nuclear Engineering and Technology-Journal of Korean Nuclear Society, 36, p. 219e228. Copyright 2004 by the Korean Nuclear
Society. Adapted with permission.
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regardless of whether it increases, decreases, or changes. The
symbol indicates that the feature has either “not been
changed” or “been increased.” Finally, implies that the
feature has either “not been changed” or “been decreased.” All
these three symbols contain at least some degree of ambigu-
ity, and in the next section, we are going to address this
problem. Likewise, we have developed arrow patterns for all
the 18 symptoms.Decision-makingmodule
Neural
network
SVM
Logistic
regression
Decision
maker
Fig. 2 e Overall structure of a decision-making module.
SVM, support vector machine.3. Development of decision-making module
In this section, we discuss the development of a decision-
making module and related algorithms using the fault li-
brary of 18 symptoms and their arrow patterns. First, we
briefly mention the overall structure of the module. Then, we
consider the three algorithms that form the decision-making
module, i.e., logistic regression, ANN, and support vector
machine (SVM). Finally, we consider the decision-making
module.3.1. Overall structure
The main structure of the decision-making module is shown
in Fig. 2. It consists of three blocks of machine learning algo-
rithms and a decision-making block. These algorithm blocks
runmachine learning algorithms independently, i.e., a logistic
regression algorithm, an ANN algorithm, and an SVM algo-
rithm; make an individual decision; and feed the results into
the decision-making module. Upon receiving all the results,
the decision-making module makes a final decision based
upon themajority vote selection rule. In other words, if two or
more out of three decisions are same, then the decisionmaker
makes a final decision. Prior to running these algorithms, we
need to go through the training stage to determine the pa-
rameters that are required to run each algorithm. The
parameter data that are required to run the training stage are
stored in the training data module. With these data, the
training stage is run to get the required parameters, which are
stored in the database module shown in Fig. 1.3.2. Machine learning algorithms
3.2.1. Logistic regression
Logistic regression is one of the supervised learning algo-
rithms used for classification [11,12]. It is also used to predict a
binary response from a binary predictor, and also for
Table 3 e Arrow symbols used in arrow patterns.
Type Arrow symbol Meaning
Basic arrow symbol Increase
No change
Decrease
Composed arrow
symbol
Don't care
No change or increase
No change or decrease
Reprinted from “Study on the self-diagnosticmonitoring system for
an air-operated valve: algorithm for diagnosing defects”, by W.
Kim, J. Chai, and H. Choi, 2004, Nuclear Engineering and Technol-
ogy-Journal of Korean Nuclear Society, 36, p. 219e228. Copyright
2004 by the Korean Nuclear Society. Adapted with permission.
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(i.e., a class label) based on one or more predictor variables
(features). The logistic regression method is a generalization
of the linear regressionmethod in that the latter estimates the
output that varies linearly with the input values; by contrast,
the logistic regression outputs one of two values by trans-
forming the output of the linear regression algorithm with a
logistic function or a sigmoid function. Exploiting this prop-
erty, we can use the logistic regression algorithm as a bisector
or a classifier [11,12]. A linear sigmoid function, i.e., a logistic
function, is defined as follows:
gðzÞ ¼ 1
1þ ez (1)
The shape of the function is shown in Fig. 3. The main
expression of the classification is given as follows:
hqðxÞ ¼ g

qTx
 ¼ 1
1þ eqTx (2)
where gðzÞ is a sigmoid function, q is a coefficient vector, and x
is the data vector [13]. The block diagram of the logistic
regression algorithm is given in Fig. 3.
The decision rule is as follows: If qTx  0 or hðqTxÞ  0:5,
then decide as the class 1; if not, decide class 0. To determine
the coefficients of the decision algorithm q, we need to train
premeasured data. The cost function for the logistic regres-
sion is given as follows [12]:
JðqÞ¼ 1
m
Xm
i¼1
Cost

hq

xðiÞ

;yðiÞ

¼1
m
"Xm
i¼1
yðiÞ loghq

xðiÞ
þ1yðiÞlog1hqxðiÞ
#
þ l
2m
Xn
j¼1
q2j
(3)Linear regression
Logis
Data
Fig. 3 e Block diagram of a logUsing training data, we are going to decide the value of q by
minimizing the cost function.
To extend this bisection classification to multisection
classification problem as in here, we develop a one-versus-all
algorithm developing (m 1) classification functions, wherem
is the number of classes [11].3.3. Artificial neural network
The ANN is one of the most popular methods in the pattern
recognition andmachine learning area. Fig. 4 is a simple block
diagram of an ANN algorithm, i.e., a perceptron. A perceptron
is the most widely used and a robust algorithm. In this case,
we assume that the network is composed of three sublayers:
one input layer with L inputs, one output layer with K outputs,
and one hidden layer. Mathematically, an ANN is a collection
of several logistic regression methods with multiple inputs,
multiple outputs embedded into several stages as well as with
training and updating scheme of weighting factors with for-
ward adaptation and backward adaptation.
The cost function for a neural network is given as follows
[12]:
JðqÞ ¼ 1
m
"Xm
i¼1
XK
k¼1
yðiÞk log

hq

xðiÞ

k
þ

1 yðiÞk

log

1
 hqxðiÞk
#
þ l
2m
XL1
l¼1
Xsl
i¼1
Xslþ1
j¼1

q
ðlÞ
ji
2
(4)
and hqðxÞ2RK and ðhqðxÞÞi: ith output. The goal is to find q vector
that minimizes the cost function JðqÞ.
3.3.1. Support vector machine
The support vector machine (SVM) is a recently developed
method and has become one of the most popular methods in
the machine learning area. An SVM is a supervised learning
algorithm with associated learning algorithms that analyze
data and recognize patterns, and is used for classification and
regression analysis [14]. Given a set of training examples,
each of which belongs to one of two categories, a SVM
training algorithm builds a model that classifies new exam-
ples into one of them. A SVMmodel is a representation of the
examples as points in space, mapped so that the examples of
separate categories are divided by a clear gap that is as wide
as possible. The main idea of a SVM is to find the maximum
gap between the two classes in a hyperspace [12,14]. As in
logistic regression, for classifying multiple classes, we used
the one-versus-all strategy [12]. The cost function for a SVM
and two classifier functions cost1 (z) and cost0 (z) are given as
follows [12] (Fig. 5):tic function
Decision
istic regression classifier.
Fig. 4 e Simple block diagram of an ANN. ANN, artificial
neural network.
Table 4 e Arrow patterns and their corresponding
numbers.
Arrow
symbol
Meaning Corresponding numbers
Do not care [(1, 0), (0, 1), (0, 1)]
Increase (0, 1)
No change (1, 0)
Decrease (0, 1)
No change or increase [(0, 1), (1, 0)]
No change or decrease [(1, 0), (0, 1)]
Nu c l E n g T e c h n o l 4 7 ( 2 0 1 5 ) 6 2 4e6 3 2 629min
q
C
Xm
i¼1

yðiÞcost1

qTxðiÞ
þ 1 yðiÞcost0qTxðiÞþ 12
Xn
i¼1
q2j (5)
3.4. Decision maker
Since there are three different machine learning algorithms,
the decision maker collects the decisions that each machine
learning algorithmhasmade andmakes a final decision based
on the majority vote decision scheme.4. Simulation
In this section, we briefly mention the simulation that we
have performed. Since the preparation of data for training the
machine learning algorithm is very important for imple-
menting machine learning algorithms, we first explain how
the data have been prepared. Then the simulation methods
will be discussed.
4.1. Preparation of training data
In Tables 2 and 3, we have presented an example of arrow
patterns that will be used as training data and the meaning of
the arrow symbols used, respectively. To translate these arrow
symbols into some forms of numbers in an unambiguous and
consistent way, each arrow symbol has been transformed into
a two-dimensional vector. For example, the arrow pattern/,
i.e., “no change,” is transformed into (1,0) (Table 4). In thisway,Fig. 5 e Graphs of cost1ðqTxÞ and cost0ðqTxÞ.other basic arrows b and a are transformed into (0,1), and
(0,e1), respectively. For three composite-type arrows,webreak
down these into subcases according to their meaning. For
example, the arrow pattern represents “do not care,” which
means that this featuremay increase, decrease, or not change.
Therefore, we divide this arrow pattern into three different
basic cases includingb,a, and/, whichare transformed into
(1,0), (0,1), and (0,e1), respectively. We can perform the similar
process for the remaining two arrow symbols and using
[(0,1), (1,0)] and [(1,0), (0,e1)], respectively. Thus, we can create
a large amount of raw data, which play an essential role in the
success of the algorithms. For example, the symptom “leakage
at position A” has 46 symbols, and thus, for this arrow
pattern,we canmakea total of 346¼ 8.86 1021 different vector
patterns. There are also 17 a symbols, and 15 b symbols.
However, since these symbols do not show any ambiguity,
these do not contribute to diversifying vector patterns. Since
each symptom has one arrow pattern that is composed of 78
arrow symbols and each arrow symbol is mapped into a two-
dimensional tuple, the dimension of the sample data be-
comes 156. In other words, each arrow pattern, which is
composed of 78 arrow symbols, is transformed into a 156  1
numeric vector. This number will be used as the dimension of
the machine learning algorithms including ANN, logistic
regression, and SVM.4.2. Simulation
Since we have 18 different symptoms and each one has
~346 ¼ 8.86  1021 vectors, we can say that we can have
~1.6  1023 vector patterns. Since the amount of data is too
large for training, we have selected 100 samples at randomper
symptom. Since there are 18 symptoms in total, we selected a
total of 1,800 patterns and with these we built a data set. We
used 70% of these as training data and the rest 30% for cross-
validation. Thus, we have used 1,260 out of 1,800 samples for
developing and training the algorithms, and the rest 540
samples for cross-validation.
In a logistic regression algorithm, the coefficients are
156  1 vectors. In the ANN, we implemented the network
with 156 input nodes and 18 output nodes, since the number
of possible symptoms is 18. Regarding the hidden layer, we
used one hidden layer with 25 nodes.
Since this research is at the stage of developing algorithms
that may be used as a component of an SDMS, we were not
able to get real data from a real system. Instead, we evaluated
Table 5 e Summary of results.
Algorithms
Logistic
regression
Neural
network
SVM Final
decision
No. of samples
for training
1,260 1,260 1,260 1,260
No. of samples
used for
cross-validation
540 540 540 540
No. of samples
correctly
determined
540 540 540 540
Recognition rate (%) 100 100 100 100
SVM, support vector machine.
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rithms by cross-validating the some of the training data. For
the cross-validation, we used 30% of the total data, i.e., 540
samples.Fig. 6 e Example of the training and cross-validated data after th
data, (C) traning patterns of the first three symptoms, and (D) croA simplified procedure for the simulation is as follows. (1)
Using training data, train all the algorithms to obtain the
necessary parameters. (2) Perform individual decision by
running machine learning algorithms. (3) Collect the three
decisions and make a final decision. (4) Display the results.
4.3. Summary of results
Table 5 shows a summary of the results. As we can see in the
table, all the algorithms show amatching rate of 100%, and the
final decision also does not show anymismatch, which can be
attributed to the fact that we have prepared enough training
data.
The results are shown in Fig. 6. To visually show these
patterns, we projected these data of the dimension 156 into a
three-dimensional space using principal component analysis.
Fig. 6A shows all the 1,260 samples corresponding to 18
symptoms that are used for training. Fig. 6B shows the 540
patterns that are used for cross-validation. Although we are
not able to classify and match each symptom exactly, we cane decision process. (A) Training data set, (B) cross-validated
ss-validated patterns of the three symptoms are presented.
Fig. 7 e Recognition rate versus number of samples per
symptom. ANN, artificial neural network; PR, pattern
recognition; SVM, support vector machine.
Fig. 8 e Comparison of performances among the
combinations of PR algorithms and the majority vote
scheme. ANN, artificial neural network; LR, logistic
regression; PR, pattern recognition; SVM, support vector
machine.
Nu c l E n g T e c h n o l 4 7 ( 2 0 1 5 ) 6 2 4e6 3 2 631see that patterns of each symptom are gathered closely
together. Fig. 6C and 6D show the first three symptoms. As we
can see from the figure, the samples in each class have
different colors and are grouped together. These data do not
look like they are completely separated. The reason may be
that diminishing a 156-dimensional space into a three-
dimensional space is not enough.
To find the minimum amount of data for training each
pattern recognition algorithm, we have performed an experi-
ment. While changing the number of samples for training and
cross-validation, staring from 100 to 1, we have compared the
performances of the three algorithms as well as the final
decision-making scheme, i.e., the majority vote recognition
scheme. One result is shown in Fig. 7.
As we can see in this figure, roughly speaking, if the
number of samples is > 10, then all the algorithms and the
final decision-making scheme enter a steady-state mode and
a cross-validation recognition rate of 100% is achieved. In
addition, we have performed several similar experiments and
found that if the number is <10, then some algorithms have
shown a < 100% recognition rate. It is difficult to identify
which algorithmperforms theworst because the performance
is dependent on the selection of samples. Based on these ex-
periments, we can say that the minimum number of samples
required for training pattern algorithms is 10 samples per
symptom.
In the next experiment, we evaluate the performance of
the majority vote scheme and compare it with other algo-
rithms. While changing the number of samples per symptom
for training and cross-validating pattern recognition algo-
rithms and the majority vote scheme, we measured the
recognition rate for each of the following four methods:
Method 1, combination of logistic regression and ANN;
Method 2, combination of ANN and SVM; Method 3, combi-
nation of SVM and the logistic regression; and Method 4,
majority vote scheme.For Methods 1e3, since there are only two algorithms, we
consider the decision as a correct one only if the two algo-
rithms recognized represent exactly the same one. The result
is given in Fig. 8. We found that, in all cases, the majority vote
scheme is placed at the top of the graph and outperforms
other methods as expected.5. Conclusion
In our previous works [1,2], we have developed an SDMS for an
AOV system and also developed a decision-making system
that identifies the symptom that the system suffers from. In
the first model, we have used a neural network and a simple
pattern matching algorithm, which, we believe, showed some
promising results. To increase the reliability of the system, in
this study, we replace the machine learning algorithms with
more powerful and reliable ones, including a logistic regres-
sion, an ANN, and an SVM algorithm. These algorithms are
running in parallel and make decisions on the status of the
system independently. The decision-making module collects
these individual decisions andmakes a final decision based on
the majority vote scheme, and report the state of the system.
We modified a rule that translates arrow symbols into vector
tuples in an unambiguous way. These modifications have
resulted in not only a unique and fair representation of the
physical meaning of the arrow symbols, but also a rich set of
training data set and its database. This means that we can
divide the data set into two subsets, one for training algo-
rithms and the other for cross-validation of the algorithm.We
have checked several timeswith randomly generated samples
and database, and found that the decision maker works well
with the sample data. We have presented one of the most
representative results.
Nu c l E n g T e c h n o l 4 7 ( 2 0 1 5 ) 6 2 4e6 3 2632The contribution of this study is that, we believe that
employing more robust and stable algorithms, such as an
ANN, an SVM, and a logistic regression algorithm, enables
each of the algorithms to perform the task of recognition very
well andmore accurately. Moreover, by integrating the results
from these algorithms and employing the majority vote
scheme, we are able to make a definite decision, whichmakes
the SDMSworkmore accurately and reliably, helping decision
makers to make decisions regarding some necessary actions
easily.
Since we have developed a prototype for an SDMS, our
future work may be the application of these results to various
other important systems including pump systems, power
plants, etc.Conflicts of interest
The authors declare no conflict of interest.
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