A new version of the RPNI algorithm, called RPNI2, is presented. The main difference between them is the capability of the new one to extend the training set during the inference process. The effect of this new feature is specially notorious in the inference of languages generated from regular expressions and Non-deterministic Finite Automata (NFA). A first experimental comparison is done between RPNI2 and DeLeTe2, other algorithm that behaves well with the same sort of training data.
Introduction
One of the best known algorithms for regular language identification, RPNI (Regular Positive and Negative Inference) [9] , converges to the minimal Deterministic Finite Automaton (DFA) of the target language. It finds equivalence relations in the data from the prefix tree acceptor of the sample.
Recently an algorithm called DeLeTe2 [3] that outputs Non-deterministic Finite Automata (NFA) instead of DFAs has been proposed. DeLeTe2 looks for a special type of NFA called RFSA (Residual Finite State Automata), whose states represent residuals of the target language. Every regular language is recognized by a unique minimal RFSA, called the canonical RFSA. Canonical RFSA consists only of prime residual states (i.e. states that can not be obtained as union of other residuals).
The basis of DeLeTe2 algorithm is to obtain RFSAs by looking for inclusion relations in the residuals of the target language using the prefix tree acceptor of the data. Its authors have shown that when the target automaton is a randomly generated DFA [8] , the probability of occurrence of inclusion relation between states is very small and then, the size of the canonical RFSA and the minimal DFA of a language are the same. Hence, in this case, DeLeTe2 behaves worse than RPNI. On the other hand, when the target languages are generated using random regular expressions or NFAs, the experiments in [3] show that DeLeTe2 performs better than RPNI.
In this work we propose a modification of RPNI algorithm, called RPNI2. It extends RPNI by finding inclusion relations among residuals aiming to predict whether the prefixes of the data belong to the target language or to its complement.
RPNI2 outputs a DFA and converges to the minimal DFA of the target language. When the source of the learning data is a non-deterministic model, its performance is very similar to DeLeTe2 performance. However, the average descriptive complexity of the hypothesis that RPNI2 obtains is substantially smaller than the one obtained by DeLeTe2.
Next sections have the following structure: section 2 reminds useful definitions, notation and algorithms. Section 3 presents the RPNI2 algorithm, a brief example is shown in section 4. The experimental results are in section 5 and finally, section 6 contains the conclusions.
Definitions and Notation
Definitions not contained in this section can be found in [7, 10] . Definitions and previous works concerning RFSAs can be found in [1, 2, 3] .
Let A be a finite alphabet and let A * be the free monoid generated by A with concatenation as the internal operation and ε as neutral element. A language L over A is a subset of A * . The elements of L are called words. The length of a word w ∈ A * is noted |w|.
Throughout the paper, the lexicographical order in A * will be denoted as . Assuming that A is totally ordered by < and given u, v ∈ A *
A Non-deterministic Finite Automaton (NFA) is a 5-tuple A = (Q, A, δ, Q 0 , F ) where Q is the (finite) set of states, A is a finite alphabet, Q 0 ⊆ Q is the set of initial states, F ⊆ Q is the set of final states and δ is a partial function that maps Q × A in 2 Q . The extension of this function to words is also denoted δ. A word x is accepted by A if δ(Q 0 , x) ∩ F = ∅. The set of words accepted by A is denoted by L(A).
Given a finite set of words D + , the prefix tree acceptor of D + is defined as the automaton A = (Q, A, δ, q 0 , F ) where
A Moore machine is a 6-tuple M = (Q, A, B, δ, q 0 , Φ), where A (resp. B) is the input (resp. output) alphabet, δ is a partial function that maps Q × A in 
Residual Finite State Automata (RFSA)
The derivative of a language L by a word u, also called residual language of
Two operators are defined [2] on RFSAs that preserve equivalence. The saturation and reduction operators. Given A = (Q, A, δ, I, F ) the saturated automaton of A is the automaton
If in automaton A all the residual languages (not only the prime ones) are considered as states, the new automata is known as saturated RFSA of the minimal DFA for L. The reduction operator allows to eliminate from an automaton A s the composite states and the transitions related to them. Both operations are useful to get the canonical RFSA associated with A: first the saturation operator is applied to A, later the reduction operator is applied to the result. It is known [2] that every regular language L is recognized by a unique reduced saturated RFSA, the canonical RFSA of L.
Formally, given a language L ⊆ A * the canonical RFSA of L is the automaton A = (Q, A, δ, I, F ) where:
Two relations defined in the set of states of an automaton link RFSAs with grammatical inference. Let D = (D + , D − ) be a sample, let u, v ∈ P r(D + ). We say that u ≺ v if no word w exists such that uw ∈ D + and vw ∈ D − . We say that u v 2 if u ≺ v and v ≺ u.
Example of RFSAs.
The following example has been taken from [2] . Let A = {0, 1} and let L = A * 0A. L can be recognized by the three automata of Figure 1 . States that output 1 (resp. 0) are drawn using thick (resp. thin) lines. A1 is an automaton recognizing L = A * 0A which is neither a NFA nor a RFSA. A2 is a DFA recognizing L which is also RFSA. A3 is the canonical RFSA for L.
-The first one A 1 is neither DFA nor RFSA. The languages associated with states are:
is the L's canonical RFSA, which is not a DFA. The languages associated with states are:
The RPNI Algorithm
The aim of grammatical inference is to obtain a description of a language L by means of a sample (a set of words labelled as belonging to L or to its complement). Throughout this work we will assume that the target language L is regular; then, the description we will look for is an automaton.
We will use the convergence criterion called identification in the limit, introduced by Gold [6] .
The RPNI algorithm [9] is used for inference of regular languages. It receives as input a sample of the target language and outputs, in polynomial time, a DFA consistent with the input. RPNI converges to the minimal automaton of the target language in the limit.
Algorithm RPNI (D + , D − ) starts from the P T MM (D + , D − ), and recursively merges every state with the previous ones to keep a deterministic automaton under the condition that it does not accept a negative sample. State merging is done by the function detmerge(M, p, q) shown in Algorithm 1, which merges states p and q in M if they are compatible. If one of the merging states is undefined and the other is not, the merged state takes the value of the latter state. The merging process is recursively repeated with the successors of the merged states until either the nondeterminism disappears or the algorithm tries to merge incompatible states. In the former case, the output of the algorithm is the deterministic automaton resulting of merging states, whereas in the latter the output of detmerge(M, p, q) is M .
Algorithm 1 Function detmerge
detmerge(M, p, q) //p q in lexicographical order// M := M list := {(p, q)} while list = ∅ (r, s) := first(list) M1 := merge(M , r, s) if M1 = M Return M else M := M1 for a ∈ A if δ(p,
DeLeTe2 Algorithm
The DeLeTe and DeLeTe2 algorithms output residual nondeterministic finite automata (RFSA). The algorithms look for inclusion relations between the residual languages and reflect those situations in the automaton using the saturation operator. As it can be expected, the method becomes more interesting when the target automaton contains many composite residual languages, because then may exist many inclusion relations between states that make the size of the hypothesis to decrease. Otherwise, if most of the residual languages of the target automaton are prime the output automaton would have a size similar to the size of the minimal DF A [3] .
It is known [3] that DeLeTe2 is an improvement to DeLeTe algorithm (algorithm 2) it solves the eventual lack of consistency with the sample of DeLeTe, unfortunately the details of this improvement have not been published yet.
Algorithm 2 Algorithm DeLeTe

DeLeTe(D+, D−)
let P ref be the set of prefixes of D+ in lexicographical order Q := ∅; I := ∅; F := ∅; δ := ∅; u := ε stop := false while not stop if ∃u |u u delete uA * from P ref 
The RPNI2 Algorithm
The idea behind RPNI2 is to try to establish the possible inclusion relation between states that can not be merged. Sometimes this will allow us to define the output associated to states that were previously undefined.
The following definitions are useful to understand functions tryInclusion and defineStates shown in Algorithms 4 and 5 respectively. These functions are used in RPNI2 to represent the new ideas stated above. Algorithm RPNI2 is shown in Algorithm 3. 
Algorithm 3 Algorithm
Definition 1. States p and q are non-comparable (for inclusion relations) in a Moore machine if there exist u, v ∈
A * such that Φ(δ(p, u)) = 1 ∧ Φ(δ(q, u)) = 0 and Φ(δ(p, v)) = 0 ∧ Φ(δ(q, v)) = 1.
Definition 2. Given p, q ∈ Q, we say that state p is potentially lesser than state q if they are not non-comparable and there does not exist
When states p and q can not be merged while running RPNI, that is, when detmerge(M, p, q) = M , the new algorithm tries to define the output for the undefined states using the function defineStates shown in Algorithm 5.
To explain the behavior of the function defineStates we will use the Moore machine M in Fig. 2 ; in this figure and the next ones the output value of each state q will be represented as a thin circle if Φ(q) = 0, a thick one if Φ(q) = 1 and a dashed one if Φ(q) =?. Following the algorithm it is possible to see that defineStates(M, 1, 2) = M , since otherwise the negative sample 1000010 should be accepted.
Algorithm 4 Function tryInclusion tryInclusion(M, p, q)
M := M while p and q are not non-comparable for any u common successor of p and In the tree in Fig. 3 , the signs preceding the state name represent its output value; for example: (+2, 11) means Φ(2) = 1 and Φ(11) =?. Since the states of the same node do not have different labels named "+" and "-", states 1 and 2 are not non-comparable with respect to inclusion.
Executing tryInclusion(M, 1, 2) returns M ; otherwise the node (4, −13) would imply Φ(4) = 0 and at the same time the node (+1, 4) would imply Φ(4) = 1. However, executing tryInclusion(M, 2, 1) changes the output of states 4 and 8 and then the function defineStates(M, 1, 2) changes M to Φ(4) = 1 and Φ(8) = 1. Notice that the change of the output value of a state from ? (indefinite) to 0 or 1 is equivalent to suppose that a new word is present in the input sample. Hence, this process can be seen as an enlargement of the training set.
Example
We are going to describe the behavior of algorithm RPNI2 using the sample D + = {0, 001, 000011, 0101010} and D − = {01000010} that gives different outputs for the three algorithms. We also show the automata that RPNI and DeLeTe2 output. The Prefix Tree Moore machine is depicted in Fig. 4 . With this sample as input, RPNI2 first merges states 1 and 2, then tries to merge 1 and 4. These states can not be merged, but the function defineStates changes the value of states 7 and 13 to positive. The same happens with states 4 and 7. The function defineStates changes now the value of states 9, 10, 12 and 15 to positive. Finally, the algorithm merges states 4 and 9 and then it merges states 1 and 10. Table 1 reports the recognition rate and the average size of the inferred hypothesis. These results are calculated as follows: each test sample is presented to the inference program, the program tags the sample as belonging to the target language or not, if this classification agrees with the real sample tag, the sample is considered correct and increases a counter; at the end, the number of correct samples is divided by 1000 (the total of test samples) and this value is reported as recognition rate. The average size is computed adding up the number of states of the 30 hypothesis generated in each experiment and dividing by 30. As it can be seen in Table  1 , the error rate of the new algorithm RPNI2 is better than the previous RPNI but slightly worse than DeLeTe2. The opposite happens with the description complexity (i.e. states number) of the output hypothesis: the results obtained by RPNI2 are then better than those of DeLeTe2.
It should be noted that the results obtained with our implementation of RPNI slightly differ from those obtained in [3] with the same data, maybe because of different implementations of the algorithm. To be more specific about the cause of these differences would be required to know the code used by the authors. The results corresponding to DeLeTe2 execution, are slightly different too, although they were generated with their own program. 
Conclusions
The RPNI2 strategy behaves better than the original RPNI when the language to learn comes from a regular expression or a NFA. In this case, because of the inclusion relation between residual automata, the output values assigned to some states, provide significant information to the inference process thus improving the recognition rate with the test samples. The experiments presented in [3] , which we have also reproduced with RPNI2, do not seem to obtain decisive conclusions about the usefulness of inferring RFSAs, because the main reason for its use (the smaller size of the hypothesis) does not hold. Although the experiments are still preliminary, it seems that the slightly better results obtained by DeLeTe2 with respect to RPNI2 do not compensate the fact that the size of the representations obtained by RPNI2 are clearly smaller.
