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内容要旨
本論文は，貨幣識別という首尾一貫したテ ーマ の下に論旨を展開するものであ
る. 一般に，紙幣識別機は市場ニ ー ズとして，一秒間に 10枚以上の紙 幣 を識別
する能力， さらに，製品としてはハ ー ドウェアの低コスト化と装置のコ ンパク ト
性が要求されている . したがって，製品化 においてはアルゴリズムそのもの を演
算量の少ない単純なものにすることが必要である . それゆえ，紙幣識別機開発の
分野では以前から独自な識別式が考案され， この方式による製品化が行われてき
た. この識別式は基本的に加算， 減算，比較の各演算子 を用い て紙幣 の特徴を 表
現したものである. しかしながら，識別式を構成するバラメータに関しては， 金
種の違い， データ採取時の紙幣の回転，位置ずれ，起伏によるデータ変動を想定
して，設計者が決定している . このような方法ではパラメータの組合せ数が非常
に多く，得られた組合せが最適であるか否かの保証はなされていない. そこで
設計目標に到達したか否かを大量の紙幣データを用いて実験的に検証し，多大な
工数を要して識別機の開発が行われている . また，設計者のノウハウおよび経験
である紙幣識別に関する知識は，個々の単発的な処理手続きであり ， パラメ ー タ
決定を行う際には一貫した処理フローを作成するのが困難である . このような専
門家の試行錯誤の分野に知的情報処理手法のーっとして，我々は まずエ キ スパ
ートシステム(以後 ESと略記する〉を導入する. ここでは，紙幣識別の分離関
数である識別式決定に対する E Sの構築について述べる. っさに， E Sを識別技
術に導入することにより，従来技術と比較して大幅に開発期間および識別性能の
向上が得られることを示す. しかしながら， ここでの ESの効果は， 紙幣の識別
式決定においてのみ有効であり，紙幣識別における分離関数方式の問題点(市場
における紙幣に対する汚れ， 破れなど の ノイズ， さらにはセンサ系に対する信号
ノイズなとのロバスト性の問題)を解決するに至 っていな い. 一方，本研究では
紙幣識別分野への知的情報処理の別のアプローチとして ニューラルネ y トワー
ク(以後 NNと略記する)を検討する.以後では， この NNを応用した紙幣識別
手法について考察する. ここでは，紙幣識別に適した NNの構成ならびに入力情
報の検討をフ ー リエ変換などを利用して行う. また，紙幣識別の分野で従来から
問題となっていた識別結果に対する信頼性に対し て，新たに 信頼性評価 規範を導
入し，潜在的な識別性能を検討する. N Nを応用した紙幣識別手法が， 識別性能
と開発期間の点から，従来の分離関数方式や 一部 のパ ターン マ y チン グ方式と比
較して非常に有効な手法であることを述べる. しかるに， これらの種々の検討結
果を基に， N Nを実際の 8あるいは 16 ピットの cp uを有する識別機に移植す
る場合， ネ ッ トワークの規模が大きな問題となる. そこで本研究では，入力画像
の一部 を任意に被覆するランダムマスクを提案する . ここでは， このランダムマ
スクによる NNの規模の縮小化について述べ， 本提案手法により入力画像情報を
容易に圧縮することが可能であることを示す. さらに，従来の NNを用いた手法
と比 較 して，提案手法が識別性能の劣化を最小限にとどめ，大幅なネ y トワーク
の規模の縮小化を可能とすることを定量的に示す. また，提案手法により特殊な
デバイ スを 用いなくても実システムが容易に構築可能であることを既存の識別機
とパーソナルコンビュータを用いて具体的に示す.
最後に， 実験システムにより， 日本， 韓国，米国の複数国紙幣が混合した場合
の紙幣識別が可能であることを実験的に検証する.
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主再 1 ~ Cま Lニ担う 6こ
貨幣は現代の高度情報化社会において経済制Mの法ノド媒体である. その断!とは Ifi
く， 紀元前から現在まで永々と人間社会に反透している. 1i幣の物JlP:(1).作貌はイ!
金 ， 銀，銅， 紙等と現在までに種々変化してきている . しかしながら，その J，~本的
機能である経済価値を代表するということに変わりはない.
A 日， 情報技術の急速な発展と生活保式の多依化とあいまって， この 11'~特識日!Jの
o A化 が急務とされている . 本研究はこの貨幣識別をよりあlj皮 jミく，効 二私的に uう
べく，貨幣識別への知的情報処理の応用 iこ関する研究を行ったものである .~Q:に，
紙幣識別機は rli場ニ ー ズとして， 秒間に 10枚以上の紙幣を"品目リする能力， さら
に， 製品としてはハードウェアの低コスト化と袋門のコンハクト性が要求されてい
る. したがって，製品化においてはアルゴ.リスームそのものを泌 t?"fr1の少ない巾純 γ
ものにすることが必要である . そのために|両像処即あるいは多変位解析を川いたノ
ターンマッチング処即を採用した紙幣識別機はほとんど製品化されていないのか現
状である . ー方，紙幣識日!J'機開発の分 5!?では以，jiJから松['1な識別式が行'idされ， こ
の )j式による烈品化が行われてきた . この識別式は山本(()に )11.7， ih& n， J じ 'I~ の;>)
i~I J~: 子を m いて紙幣の特徴をぷ現したものである. しかしながら，ぷ別式を仇はす
るハラメータは，設計者が金問の j主い ， データ j以 ~II与の紙幣の 1111 転， hI[171Jずれ，起
伏によるデータ変動などをえI!定して決定している . このような jj'(j;ではノtラメ ー タ
のキtl行せ数が非常に多く，得られたキJl{-';せが jはjiMであるかのかの保証はなされてい
ない. したがって，設計円僚に到達したか行かを大詰の紙幣データを川いて実験 (1'.)
に検証し，多大なに数を要して識別機の問先を行 っている . さらに，設計.{jのノウ
ハウおよび終験である紙幣識別に関する知識は例々の巾発作jな処JlJt手続きであり，
ハラメータ決定を行う際には -rz した処 f~J フローを作成するのか|本I i1tである.本 uH
允では， このような寺門家の試行錯誤の作業分野に知的情報処Jfl!のアフローチとし
て， まず， エキスパートシステムを導入する .
第 2章では紙幣識別の分離関数である識別式決定に対するエキスパートシステ L
の構築について述べる . エキスハートシステムを識別技術に導入することにより
従米技術と比較して開発期間および識別性能の点において大脳に [u] 仁かJよられるこ
とを示す. しかしながら， ここでのエキスパートシステムの効果は，紙幣の分離関
数である識別式決定においてのみ有効であり，紙幣識別における識別式の限界(市
場における紙幣に対する汚れ，破れなどのノイズ， さらにはセンサ系に対する信号
ノイズなどのロバスト性の問題〉は未解決となっている.
jj， 本研究では紙幣識別分野の知的情報処理の他のアプローチとしてニューラ
ルネットワークの応用について考察する.第 3章および 4章では， このニューラル
ネットワークを応mした紙幣識別手法について考察する. ここでは，紙幣識別に適
したニューラルネットワークの構成ならびに入力情報の選定法についてフーリエ変
換などを利用して考察する. また，紙幣識別の分野で従来から問題となっている識
別結果に対する信頼性に対して，新たに信頼性評価規範を導入し，識別性能につい
て検討を加える. さらに， ニューラルネットワークを応用した紙幣識別手法が，識
別性能と開発期間の点から，従来の分離関数方式やパターンマ y チング方式と比較
して非常に有効な手法であることを述べる.
しかしながら， これらの種々の検討結果を基 iこ， ニューラルネットワークを実際
の 8 ピットあるいは 16 ビットの cp uを有する識別機に移植する場合， ネットワ
ークの規模の大きさが問題点、として残されている.すなわち， ネットワークの規模
は識別機へのニ斗ーラルネットワークの実袋化の容易性以外に識別機のコンパクト
性，処埋速度， コストなどに大きく関係している. そこで，本研究では入ノJ画像の
一 部を任意に被覆するランダムマスクを提案する.第 5章では， このランダムマス
クによるニューラルネットワークの規模の縮小化について述べる. ここでは，本提
案手法により入力画像情報を容易に圧縮することが可能であることを示す. さらに，
従来のニューラルネ y トワークを用いた手法と比較して，提案手法が識別性能の劣
化を最小限にとどめ，大幅なネットワークの規模の縮小化を可能にしていることを
定量的に示す. また，民案手法により特殊なデバイスを用いなくても実システムが
容易に構築可能であることを既存の識別機とノfーソナルコンビュータを用いて具体
的に示す.第 6章では， このランダムマスクによるニューロ紙幣識別機の開発につ
いて述べる. ここで開発する実験システムにより， 日本，韓国，米国の複数国紙幣
が似合した場合の紙幣識別が実現可能であることを述べる.
最後に，第 7章では本研究のまとめと今後の展望について述べる.
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2. 1 はじめに
近年， エキスパートシステムの実システムへの応用に|則して多数の報告がなされ
ているい -'3) とくに，設計型エキスパートシステムの椛築では対象によってルール，
フレーム，意味ネットワーク，それらのハイブリッドなどにみられるように，対象
システムの特徴を活用した知識表現と推論システムが必要であるい・<1~ 本立では，
紙幣識別への知的情報処理のアプローチとして紙幣識別用のゴキスパートシステム
を検討し，実際の紙幣識別問題へ応用することによりその有効性を検証する.
一般に，紙幣識別機において，その市場ニーズとしてはー秒間に 10枚以上の紙
幣を識別する能力， さらに，製品としてはハードウェアの低コスト化と装置のコン
パクト性が要求されている. このため製品化においてはアルゴ‘リズムそのものを演
算量の少ない単純なものにすることが必要である. このような珂由で阿像処町ある
いは多変電解析を用いたノマターンマッチング処埋 引・b、を採月jした紙幣識別機はほと
んど製品化されていなかった. それゆえ，紙幣識別機開発の分野では以前から独自
な識別式が考案され， この方式による製品化が行われてきた. この識別式は法本的
に加算，減算，比較の各演算子を用いて紙幣の特徴を表現したものであるわ. しカ
しながら，識別式を構成するノf ラメータは，設計者により金種の違い，データ収集
時の紙幣の回転，位置ずれ，起伏によるデータ変動を想定して決定されている.こ
の方法ではノマラメータの組合せ数が非常に多く，得られた組合せが最適であるか否
かの保証はなされていない. したがって，設計目標に到達したか否かという指標に
基づいてのみ開発を行っているのが現状である. さらに，設計者のノウハウおよび
経験である紙幣識別に関する知識は個々の単発的な処理手続きであり，パラメータ
決定を行う際にはー貰した処理フローを作成することが困難である. ところで，エ
キスパートシステムは以下のような特徴を有しており，上述の困難な問題を残して
いた紙幣識別のための識別式のパラメータ決定作業を自動化する上で有効な手法と
思われる.
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( 1 )符験則を知識テータとして表現し，管理できる a
( 2 )識別式のパラメータ決定の処開フローを推論過信で動的に決定できる 1) L ¥ 
( 3 )識別式のパラメータ決定に至る(同々のデータの処理下続きをイウェントと
いう申(なで取り倣うことができ，設計者とのマンマシンインターフェース
(以後 MMIと略記する)をこのイヴェントに述併させて動作させること
ができる 司
本章では，紙幣識別 lこ設計引エキスハートシステムを応用し，紙幣識日IJに用いる
識別式昨を相反する制約条件(円際)のもとで決定するルールベースのプロダクシ
ョンシステムを構築する い ') • 4) とくに，本システムの設計では設計有国宵の矢I1
識(ノウハウ，符験)を噴き出・体型化し，従来設計者が手作業で行っていた識別式
群決定作業を非線形最適化問題として定式化する. まず，従来の識別式決定法につ
いて述べ，その問題点、を指摘する.つぎに，本章で促案するエキスパートシステム
の基本設計思想、と 1I的について述べる. さらに，識別川投計型エキスパートシステ
ムの新しい構成を提案する.最後に，本システムを附いて決定した識別式併を従米
の手法で決定した識別式群と比較検討し， ここで提案したシステムの {j効性をシミ
ュレーションにより定申的に検証する.
2. 2 従来の識別式決定手法
従来の設計者による紙幣識別のための識別式計を決定する作業は以ドのようにな
っている わ.ま ず，紙幣を識別するためのポイン卜(識別点、)群を名付1センサの紙
幣時系列データから.jrhHlする.抽出された識別点群から特徴抽出関数を決定し， こ
の関数により得られる紙幣代表怖を月jいて識別式を決定する. これらの識別式昨を
J+Jいて紙幣識別が実行される.
ドig. 2. 1はセンサデータ校Jf;，識別)，J}.，識別式の てよf守の|民]係をノJ";しており，横 'vl，は
紙幣搬送 Jj向，縦申IUはセンサ怖をノJ'している. ここで， センサデータ波形とは，紙
幣の特定部仇をセ ンサで-定問 |帽にサンフルした時系列データ のことである. また，
F i g. 2.1の識別点探索は ，識別紙幣である目的 モードと被識別紙幣である排除モード
の識別点群(A ， 日)と特徴量抽出関数によるそれぞれの紙幣代表値(A値， B値)
を表わしている. この j話代， 目的モードのセンサ値の平均値を用いると AM:-Hflff 
← 4 -
として 160が得られる. 一方， 排除モードからは同様に八航 日11として 5 0 
が得られる. したがって， しきい値を仮に 100に設定すると， r 1的モードの紙幣
と排除 モー ドの紙幣が分離できる.なお，ハ y チング部分は紙幣の蜘送などによっ
て生ずるセンサデータ波形のばらつきを表わしている.
ti形思索
センサ 3
デ-~
!al ヨl ‘ lI ^ I ~ I A ト亡 ノサ 4宇 I AI I ~ I 1I 1 IA _1 ? 1 A~ _ I データ
入 IA A凡"'" J1T1λI A J内 A 例
与Jω礼f 'u1 割以地r~N 
紙需翠送方向 車正常見送方向 紙常習E送方向ー
!Ii !'l夜長然
.¥I-BIf=l60 
???
:¥'1-8包 =-50
(俳也モーぱの狩型E筒畠珂JHI)
符号ー)雪い '¥1決定
!liA'l弐 A惜 3'1 ~ 100 
Fig. 2.1 Oecision of discriminativc function by us(' of scnsing dぇtfl.
2. 2. 1 特徴抽出関数
ここではまず， 前述した紙幣代ぷ値を得るための特徴抽出関数について述べる.
特徴抽出関数は，以下の式(2. 1 )で与えられ，紙幣のセンシング時系列データの特徴
である凸凹(山谷〉バターンの内，分離能ノjに応じて.j[lJ出した識別点、群より桃!点さ
れる関数である . これらの識別}，l}.貯は識別紙幣と被識日IJ紙幣の!日jで決定され，また，
識別点の(注目と数は識別紙f!?と被識別紙幣との IHJで困有のものである.
(a ， a 
i 1 i 2 
a ， b ，b ， 
i m i 1 i 2 
、
??
?
??
??
aεA. bεB 
i j i k 
?ー? ? ??
一 5-
i = 1， 2， . . ， l， jニ1.2，・・ ，m，k=1，2，・・， n 2.2.3. 2 信頼性
ここに ， l 特徴毘抽出関数の俗l数， m， n iに依存する識別点、の個数， A， 
B :識別 {i，~~ ， a ， b :識別 };15¥を示す.
以ド で は， この特徴抽出関数を j刊いた紙幣識日IJのための識別式について述べる .
これは， 円的外紙幣の排除ギをぷす指燃で次式で ;む義される ・
??
， ?
?
、 ，
?
??
? ?， ， 、??
??
， ， ? 、
， ，
?、?????
o 1 
E = S 
-∞( 2πγ ー σ (2. 1) 
2.2. 2 識別式
ここに， x '排除紙幣の紙幣代表仙， σ:排除紙幣の紙幣代ぷ仙のtffli{1j xi， 
μ:排除紙幣の紙幣代表偵の平均値， 0 : 1- (I/J 紙幣と排除紙幣の紙幣代 i~Mt 
!日lのしきい仰をぷす.
品目iJJーには， 以ドのょに(2. 2)で与えられ， 特徴 lUHJ， r同数にしきい航を十1")JIした不等ょに
である.
(a ， a 
i 1 i 2 
、?
???
??
a ， b . b ， 
i m j 1 i 2 
。
知識l 知識2 知識3
aεA， bεR 
i j i k 
、 ?
???
• 
??，
?、 、.“『‘、~，、.“、“‘司、、.““・“・‘、~"同
i ~， ~ 、 :、
L ‘、““~ 1.、、、、‘占
i = 1.2，・・ .l ， j=1.2. ・・.m， k=l， 2.・・， n 
ここに， 0 はしきい怖を示し， それ以外の変数は式(2. 1)と同じものを怠味してい
る.紙 幣の時系列データをこのようなイえて手式で評価することにより， 識別紙幣と被
識別紙幣を分離することができる.
なお， ょに(2. 2)のイミ等 λは，特徴 1HI~JI 関数に従属するものであり， 識別紙幣と被識
記置:
傑索
日 11 紙幣との 1m で l~J {fの
? ? ?
?
、?、、、 ，
?
?
のである .
識別点修正
2.2. 3 識別式 l作決定の評価
識別機
識別式，識別式数 修正・変更 I 1に実装
¥ 
観察方法修正変更 |知識2
識別式目下の性能評価に対しては，以 Fに定義する鑑別率と信頼↑生の:つの評価指
センサレイアウト 修正・変更
標が従来から経験的にmいられている.
本¥
知識l
し也、、:2. 2. 3. 1 鑑別本
これは， 目的紙幣の的中率を示す指標であり，次式で定義される 、
(U的の金荷として識別された枚数)
x 100 (児)
(全紙幣評価枚数)
ドig.2. 2 Block diagram of dccision procedure of discriminalivc functiuns. 
E 1 = 
??《
?
??，?、
従来の設計者による作業は，識別紙幣と被識別紙幣間で分離するのに必2;gな識別
式のノf ラメータ (a ， b k.θ) と識別式の{回数( l )を評価指標(鑑別 J事 E 1・{._;
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頼性 E.:-)に応じて決定するものである. しかしながら，評価指標の値を用いていか
に識別式のパラメータを調整するかは，設計者のノウハウと経験に依存して お り，
作業の体系化と保格化が休|難であ った.また，従来の識別式決定においては，数カ
月に及ぶ作業工数を安していた.ド ig. 2. 2 (こ従米の設計者による識別式群決定作業の
ブロック図をノ示す. 知識 1， 2， ~-3は， それぞれ， センサ情報を観察するノウハウ，
識別式のパラメータである識別点係会のノウハウ， しきい値と不等号探索のノウノ
るいは op S 8 3などが考えられる. これらの八 1I j-話でシステムを惜築する以什，
知識の詳細な記述が可能である. しかし，知識をそのシステムへ移析する均台， そ
れぞれの言語のフォーマットで知識を記述しなければならない. したが って エン
ドユーザである設計者はこれらの rj語に卜分村通することがだ求される. ー )j， S 
U P E R l3 R 八 1N S ， ιS 1 E L L， E X C 0 R E， E S K E R :¥ [.:しな と
の汎mシェルでシステムを椛築する場合， これらの仇 j日シ ェ Jレは，矢1I1佐表 lJl71:と し
ウを示し，作業過程で【没計芥によ って随意使 tfJされる. てフレーム， ルール，章、 I!未ネットワーク， さらに'剖1には， ティシジョンテ ー フル
を有している. これらの汎 )t1γ ェルの知識表現訟を!日いた場介， そのインタ-7 :r. 
2. 3 設計の応ノド!S忽!と 1的 ースは， l1ii述の八 I三誌のフォーマットよりは設計者にと ってシ ステムへ の知 識 の
移他の答易さのよう、で優れている. ところで，紙幣識別の知識ぷ現訟としてはルール
従来，設計者が行 っていた識別式計の決定作業においては，データの観察 ， 識別
点、の jlo出， しきい値の設定などが試行錯誤的に行われていた . また，識別式探索に
おいては，設計者により決定された識別式を用いて紙幣データを評価した場合，識
が代表的なものとして考えられる. しかし， Iij 述の礼用シェルはあくまで汎川れに
比毛をおいている.それゆえ，紙幣識別に同行の処理手続きをルールとして 1~Jtし，
その知識をシステムに移植するには限界がある. また，汎月jシェルは推論実行r(1に
おける知識のデパ y グにおいても十分な機能を有してはいない.そこで本章では，別式の評価指標(設計 H標)である鑑別率と信頼性の値が得られる . そのためこれ
らの評価値に基づいて， さらに侵れた識別式を得るための探宗をいかに行うかは， 紙幣識別分野に限定し， A I J語のような細かい知識表現と汎用シェルのような シ
(同々の設計荷が宵するノウハウおよび符験に大きく依台:している. ステムへの知識移柏を容易にする MMIが充実したドメイン シ ェルを情築 す る.
本市では，識別式決定において作業の保準化と短縮を凶るため，設計1Jを代行あ
るいは文援する j品目IJ処山手続きに l!Jiもj直した凶行の設計砲エキスパートシステムを 2. 4 システムの動作以理
構築することを目的としている. ここで出案するシステムの設計は，従来の設計者
の手作業による作業フローを踏襲し，設計者の椛;忍 ・介入を許拝する協調推論シス 2. -1. 1 紙幣識別に|刻する知識とそのTIl'~ 
テムとする. したがって，木システムでは，データ飢察から識別式評価までをエキ
スパートシステムで椛築する. とくに，処理過程における確認と介入において，以 ノドシステムでは，式(2. 2)で得られる識別式 f ??
? ?
，?
?
?
?
??っ??
?
?
?
??
?? ， 。、
?
?
?
ドの視点からシステムを情}~えする.
( 1 )識別式のパラメータ決定の必要情報の挺ノJ，• 
、??
?
?
??
? ??
?? 。の a ， b ，e， i t m， および nをシステム のtiltil-パ ラ
i j i k i 
( 2 )最適パラメータ決定へのカrイドラインの設定とその経緯の提示. メータとしている . ただし， システム管理有が識別式の関数形 fをシステムに /Jえ
( 3 )システムの 1JaJM幣. るように I没汁されている.本苧:で適用する識別式の関数形は.従米の手作業による
Tーはと [1iじ!対数 )1ラfを採川し， a の*~ frlから b の総和を元し引くものとする.
ik 
したがって，式(2 . 2)から'よ際の織別式は以ドのようにむる.
まず，従来のエキス パ ートシステム陥築ツールを 1IJいて， エキス パ ートシステム
をほ築する |際の間起点、をシステムへの知識移植を行う 1Mfiを例にとり以ドに述べる .
一 般に，プリミティブなエキスハートシステム椛築ツールとしては L 1 S Pと p
ミ_ a 
I i j 
ミ. b 
I i k 
。 ( 2. 5) 
R 0 L 0 Gがあり， また， これらの機能を高めたオブジェク卜指ド'J~の o P S 5あ
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メータを 探 索するための純々の矢IJLl誌を必上述の 識別式 のパラシステムは，提案する
、?，?
，、 ，?? ?????????? 、つは紙 幣 時系列データの形状的特徴である山部すな わ ち，要 としてい る.
谷-つはこれらの山部また i他 のを選定する山芥選定知識である .と谷部(凹 部)
種々の識別 Jllの 制 作せを決定する識別泣A[部が 識別 点、に成り得るか否かを 判 定し ，
? ? ?? ? ?
?また，山 谷選定知識は 11候 補選定知識と谷 {I犬十il選定知識より J点る.知 識 である .知識号銭前面で傍1下ぎれた内存が反映~れる内
知識ベースファイ jレ (;レール群)
ファイル名 :KnowledgeBase2 
別選定知 識 は目的とする紙幣側から識別点を jきAする 1]的部選定知識と排除される山谷選定山候補 RULEOl1 Ruleif ymu:ge収)R山由~m凶叫戸ml.・b.gen.O.7・m
山谷選定山候補 RULE021 Ruleifsmingetは)Rulethen muL5et(yama-b町uan，1.1・め
山谷選定山候補 RULE031 Ru)eif pafrm町evgen(ya:ma・b.gen.p)Rulerhen y世 gen(p) ルールそれぞれの知1niU:は，紙 幣側か ら識 別 点、を選定する排他部選定知識より成る .
山谷選定山4食事省RULE似 1Ruleif sfrmoπvgen(yama-bunsan.p) Rulerhen y凶也lete(p)
山谷選定谷候縛 RULEl11 Ruleiftmingetぽ)Rule山 nmulseぱtani-kagen，1.2・苅
山谷選定谷候補RULEI21 Rule江sminget肉 Rulethenmuls叫凶・b山田.n.l.2・わ
山谷選定谷候補 R目玉131Rule江戸創出vgen(凶 u-lcage凡p)Rul巴thent胎 gen(p)
山谷選定谷候補 RULE141 Ruleif sfrmor:evgen(凶かb田uan.p)Rulerhen t凶'CIele也(P)
」て
、ー・
ーつの'ノ主行部で 柿 j点される-つ以卜.の条 什 部とそのル ー ルはとして表現され，
ァイルおよび川百ァイルと知識階Mフ知識は システムによって矢!日故ベースフらlこ，
議別選定 g的郎RULE211Ruleif pyplus(p) RuleUl開始 gen(p.A)
後別選定目的邸 RULE221 Rule江p師団四(P)Rulerhen k合gen(p，B)
矢1，;設か知 j般ベースファイルではァイルによって管理される.つのファイルの 3ア総別選定目的節 RULE231 Ruleifpsminget(X) R山Ule.nmuL5et(pbunnn.1.2.苅
後別選定目的邸 RULE2A1 Rule江戸frmorevgen(pburua.n.p)RuleUlen lc会dele也(p.A)
段別選定目的郎 RULE251 Rule江戸frmoπvgen(pburuan.p)RuleUlen助創出(p，B) jレルールずI定義 ?"I卜名(ユニッ卜はy オーマそのフルールとして記述され，
気別選定排他邸 RULE311Ruleif I.tplus匂)RuleUlen lc企gen(p，.AD)
後別選定排他邸 RULE321 Ruleif a戸市nus(p)Rulethen k丘gen(p，.BD) ル ー ルの条作:部およひ'人・行部
設計名・はこのシステムが直接操作できる関数名であり，
ただし ，となっている .ルール実行部)
のどちらも文書ではなく ，
ール条 (宇部
訟別選定排他録 RULE331 Ruleif a..mtinget(X) RuleUlen mulset(pb田uan.1.2・x)
気};IJ選定排他吉5RULE34 1 Ruleif a品morevg叩 (p以山組.p)RuleUlen凶'CIelete(p.AD)
気別選定排他都 RUL臼51 Ruleif a.dfrmorevgen(p凶ruan.p)RuleUler司防虫lete(p，.BD)
部分を怠識する必要はない .
気別選定統合銘 RULE411Ruleifachαlc(AλD) RuleUlen marge(A.AD) 
銭別選定統合官官 RULE421Ruleif achecl:(B，BD) RuleUlen marge(B，BD) 
怠};IJ津定統令錦 RUL臼31Rule江田ε伯記ORu凶 m ∞mbin記e(A，.B)
ユニッ十名
1定義名
‘ . }レー Jレ名
実行部条内部辞:寺名定義名卜名y 知識|港問ファイルでは知 j践をユニまた，
ルール実行餓jレー Jレ条件鶴
イルには Jレー"1' 日i1tフして行JlJjしている.リfj¥;主とトレクりディ時 l~J 1うの 構 造に
1党， 1-円1る.ルの条件部と実行部の命題ょと洋とこれに対応する|引数1"1が記述されて
システム似1)では命題に丸jニューによりルールの命題丈占を編;_jJする.は知識編集メ
以 Lの!q本件1)とができる .ルールを文書レベルで編集するこJ;e，;する関数が述勤し ，
'-1] ，;品科fi:J.: ァイルの関係をノJ'している .l刈中の矢印が符知識官四フをFi g _ 2.3にノj"す .
ー ~ -知ぷ編集メァイルを直接操作するのではなく設計岳はこれらのフの場合，
器量別選貨同開F他島生ntiab.∞ndanti.b.excc 
間IJ選i統合品∞mb司b.cond ∞mbab.ex~ I 実行部辞書ファイ jレ群
ユニット名.定義名.条件部辞書忠実行部辞書._j Iri 
一一ヲト 111
ファイル名 an t i a b. e x e c 
その点(1)後別候補のき五分担)であるk!rgen(Hl.H2) 
知識階層7ァイ'/;レ
ファイ Jレ名 :附bLiyer2
山谷選定凶候補 rflounL∞ndmounLe1.:cc 
山谷選定各候補waUey.∞ndvalley.cxcc 
~別選定J目的~pl..U'pllb .∞岡山戸b.exec
4はこれをドig. 2 ドから間接的に各ファイルの内容を更新する.
??? 」ーモマ勺ス
を指定( !ヌ1"rのイl' l~ 側)知識階層に表示されたルール具体的に示したものであり ，
c u R たとえは ，(凶Ljrの左ド 側 〉した場合の条 件 部と実行部を表示している
? ? 、
j主治に分解され，目的語その命題がよ JRの条件部の命題 を指定した場台，
ド側の命題編集メこの凶のむ(区l中のむド側)れに対応した関数名もぷ示される
事怠(1)の値その値との積(2)とする mulse市n.H2)
その点(1)簸};IJ候補の郡分担)から除外するほ吋ele叫Hl.H2)
条件部辞書ファイ Jレ群
ファ イル名 :antiab cond | 
排他の点(1)谷候繍の点で目的の同点より/J、である a中lus(Hl)
排他の点(1)山伎衡の点で目的の同点より大である ayminus(日1)
g的の点の分散(1)佐小舗である四ninget{Hl)
事象(1)の値目的の点α)の分散値以下である叫frmorevgen(HI.H2) 
、. 
‘ ‘ . . 
一・〉ー
辞書に合録された単語がm定ニューにおいて矢印をマウスで指示することにより ，
設，~ ， . .(守は条件部あa凶する命 題 が決定されれば ，された組合せにより表示される .
日本語文章レベルで容易に矢IJi，誌を編集するこ
システム管 I型告が砕??を新 た な単語を必要とする場《は ，
るいは実行部にこの命題 を組み込み ，
また，とが lづ能となる .
f i 1 c S. management knowledge o f Relation 3 2 ド1g 
- 11 - 10 -
刊文 ，; l' (iか1-， (江の知識をH1いないでうなタ知識のよメいは追加するかに関しては，イルにその巾誌と組合せ情報およひデータ処出関数を登録するア合めた知識管 f出フ
処fiIjのシーケンス分知 I付においては，もちろん，直接決定する構造となっている.
ンスを)5'1往す設計.-rrは知識の発火シーケはシステムにより動的に決定されるため，
レニューにより推論実行 rl1に知識全体力、ディ推論状態表示メまfこ，る必要はない.
知識登録編集
この機能によ動的にルールの発火が 4長示される.らに，
?
?リ構造で表示され，ク
宅D
システムメッセー ジ
そのときのり新しい知識の分類に関する挿人あるいは追加位何の良何が判定でき，
匂亙議筆画篭~CU己診
設け|汚は》て，したがドウにより確認することができる.ンデータ処埋状態もウイ
????， ，，?ョて，これらのシステムの知識獲得に関するデノてッグ機能を使用することによ
とカ3可有伝となっている.
設計パラメータ候柿の絞り込み
の選定と 推論の効率化を行うこ
3 4 2 
Jレー lレ名入力
位置づけ
3EED 
???
?
??
?
?
?
?
システムメッセー ジ
ま臼亙豆コ
① 
7噛:
推論実行
|使用者名日付:時間 I [ 
画面画面画己己
|初期設定制蛾実行制判定式録作 1
4良債股定 野価デ ター提示 候舗道択
データ指定 位置づけ提示 録示 ・縞集
目保股定 .Ii:みづけ 出力
四日読hミ亘[)C附データ使サ
医~\斗-l... .--一一
五百 J欠丈ロ~一万
千匂初むとメ五千
I ~利通モード
: (:t:l:I::r :J:li二二二i:E
，一一一一一一一一一一一一IlCITJ
識別システム
三つの組み
合わせで表示
xxユニ Y ト XX定義 Jレー jレ同~ 確信度菌百四
|Jレー Jレ:σ萩〕何百〕σ市〕ぽn何百)1lil-
知識ベース:
条件部
? ?
関数名
func (xxx、nu m、xx x) 
セレクト
工事象が数値 (50)…~m主ヱいる H.・H・-・山
v 
‘ 実行部
|忌⑮⑩⑩包i]h炉‘-・E・-
knowledge. editing f 0 r 
紙幣識別周知識の選定
;!;jJl!;lJ!?;(二三(;言ド
宅き}
|識別フレームデータを拡張する
Window ドig. 2. 4 
2 4 2 
ータ係会処メ
? ?識見1.式のノ-、.， の1Ii:ロ命効+を ιめるため本システムでは γ ステ L
うな分却に l点する知識であるかその知識がどのよ理に関する知識作成においては，
ータメフ前述したようにノつまり，について可能な限り巧肥しなければならない.
J. 
candidates. parametcr selecting 
13一
for Window F i g. 2. 5 
(ルール)
作 bXされた知識をl!光作の知識併のとの分灯lに何人ある
12 
n 形式の丈 ;lFC h f ウハウをぷわす知識は l
して作成することができる.
探索処理の経験とノ
本システムは識別式のパラメータ群の候補を設計目標である鑑別率と信頼性へ の
達成本に従い上位から順序付けを行う . ただし， 目標への達成率は(個々の目標に
対する識別式の京総〉 (肘探偵) x 1 0 0で算出している. さらに， この目標へ
の達成本に重み付けを行い，鑑別本優先あるいは信頼性優先の)1国 If付けにより， {I.長 編集 しきい値
怖の絞り込みを行うことが nJ能とな っている. システムはこれらの順序付けられた
|使用者名:日付:時間| コ
宅Zミ
宅~
金.ft "jj尚 寄せ f終了
目的モ-fi回 2日 2回一
一卜:cm;[口:IT:QJ 了確定〉
編集資格点
システムメッセージ
候 fliを竹原し，設計'.fjの怠凶により特定の目標間で位置付けを行い，設計者の確認
を得て，組の識別式併を tB)]す る.以上の関係をド ig. 2. 5に示す. この依lは怯数の
候補を鍛別 ;f;と日制刊で(な前十fけし，候補 2の識 7JIJ 性能を硫認している状泌をぶし
ている. ただし， ここでほIIj1のけがjモードおよび排他モードはそれそれ識別紙幣と
被識別紙幣をノJえしている. また，評価モードはシステムで評価される紙?特データの
隠却を窓 n~ している.
2 _ 4 _ 4 システムに対する設計苫の 介入
システムメッセージ
軍D
匂亘言語
五百 〉ぐ尖+I:x 一万
千大X/I¥){7'五千 一万五千千五宵
宅五議@砧σ訂3lu ドig.2. 7 Window for changing thrcshold valurs. 
機種設定 F利面データ提示 候補選択
データ指定 位置づけ提示 提示・編集
目探住定 重みづけ 出力
(重付け変更J(位置付け通(附データ提示h
空髄ゴ l;;;;
千 べ企(/_山XTJ:エ丁 一万五千 J
， I評価モード
:!:|:11:1工二二I!田
!ー一一一一一一一一一一一一…ー は[ITJ
センサ番号仁己 一一
4惟 疋]
指針ード出品出fE
100 
番号[ill最大E盟最少E四平均庄司分散仁田
(センサ番号 1t仁工コ)
，& ，~I - 者が介入する場面は:つあり， ・つは 1ft論実行 [1の動的場 I(Iで あ り， つ は
1ft ，j命修了後 の 静 (I~J .!-t} Ifrî である.動的 j~ ，耐では， ルールの特命題に対応した|話J;政をiIJ
いて処 flHされたデータの処珂結果が表示され， ンステムは必要に応じて設計-行の確
認を待つ. また，推論実行巾に波数の候補から決定される識別式の性能がぱ標に述
しない場合， システムは識別式の候補のパラメータ変更を設計布に求める . とくに，
これ らの (1夫怖の パ ラメータ の 変r;gにおいてシステムは， 専問のウイントウにより紙
幣1I左系列データや中間情報をグラフと数値でぷ示する . 設計者はマウスとキーボー
ドから容易にパ』ラメータ変更を行うことができ， また， llJ時に変史結果を確認する
ことができる . これらの設計苔の変更デ ータ に基づいてシステムは推論を継続す
る- F i g. 2. 6は 11i述の動的場面においてシステムが選定した谷部(図巾の }j形部分)ドig.2. 6 Window for changing qual ified points. 
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「 ?
?
谷部と設計者は ，センサから得られる時系列データに対して表示 している.を第 1
fこして適当でないと判断すればマウスで直接谷部の位置を変更することがで きる.
搬送方向など)(金種，ドとは表 示 された時系列データの種類図中で指定モーだし，
を表わしている .
?
設計者はft論修了後に複数の識別式候補を直接指定し ，静的場面では，また ，
のパラメー動的場面と同様に指定した識別 pの識別能力 を 確認することができる .
F i g. 2. 7は即時に変更後の識別式の能力を確認することができる .タを直接変更し ，
ドであ1万円のデータと排除 モードである決定され た識別式のしきい値を口的モー
問い合わせ回答
トグラムが図の左側のヒスる 5千円のデータを用いて調整する状況を示している .
推論シェ Jレ
ーーー???
??
中央の実線がしきい値を示しさらに，右側のものが 1万円を示す .5千円を示し，
問い合わせ
回答
y 図中のメまた ，ここで式番号とは識別式の番号をノ兵している .fこだし，ている.
知識ベース
抽出モジ ュー ル
'---ーノ
シュは 前述の式 (2. 5)の識別府、 a を右 側 のメ
以上の工夫点、をシステムで実現するための各基本
ゾ斗. ; .; 左 側 の メシュは 紙幣を 示し，
表示指示示している .それぞれ，は b を，
i k 
??
?『
?
?frfムージムイ直
イh ント↑↓表示 、
モ ジュールの機能の 概 要を以下で述べる .
シス テ ムの構成5 2 . 
データ管理マネージャトシステムと同様な基本構成から成 ってi通常のエキスパーは，f是案するシステ L
ックゲラ 7 -{ C M ) 
??、データ管理マネージャごた構成要点は ，その4 ) ~\る 3> ， 
という 3つ日 M ) ( K 知識ベース実行マネ ー ジャ( G R M ) スデータマネー ジ ャ
( M I ) 
??
?リ部となるメニューハン卜，1 1のエンの基本モジュールとそれらの M
手合法本モ ジュールと νlH の関係をドig， 2. 8に全体的なシステム構成を示し ，である .
l画面の只体さらに，F i g， 2. 9にシステムの実行子 JI聞と l図面情成を示す.また，示す .
t住;命こ こで設計者は ，2. 1 0に示す .阿出を Fig初期設定 "例 として本システムの "
目的とするや知識の編集の対象となる紙幣識別機の機種とセンサ配置を設定する.
紙幣識別に関して特nな知識表現な らびに シ スシステムにおいては，エキスパー
の設計法などの倍々の_l夫を必~設計将との MMIさ ら に，テムへの知識移同法，
ンシェルを構築するための個々のモ紙幣識別を怠識したドメイ以 Fでは ，とする.
construction. system Total Fig.2.8 
1て述べる.ジュールにつ
- 17 -???
偲G~定データを
セープして終了
己忌
機種設定
システムメッセージ
E盟、IHV41 
匿調 。長手
f作ンサーレイアウ叫
O全面
O可
初期設定
⑨短手候術進択l~示・編集
出力
tf価データ掲示
位置づけ
みイ寸』
彼種~~
データ指定
目線股定
波形表示
ヂータ指定画面
機種設定画面
? ???? ???
?
?
，?，?，?，，?，，?，，??
~タン 目標設定画面
?????
⑨ 部分
⑨ 不可
、
岡高1 ⑨ 従来機。新機種
Jデータ指定1⑨基準 。評価
匝到
候補の詳細表示
軍当 F詰函週四戸i;)( ~h ) 
候補の詳細表示
重み付け変更
位置づり
プレークポイント
の設定
評価データ表示
候補選択
トの{~ :去を (fして
セスを迅速かつれ
アウ
紙幣データをその'ぶ情報とそれを管理する管内情報
トごとに;故
CMのシステム構成と他モジュールとの
紙幣のデータ構造を階届構造と
本システムではこれらのプロセス情報のデータ構造も
Fig.2.1HこD
レイ
vaJ ucs 
トから数十キロパ・イ
システムのアク
サンプル，
i n i l i a1 
ー量の紙幣データを倣う場合 .
ショナルデータベースを導入し，
ド，
setting 
C M) 
枚につき数キロパイ
また，
排除モー
- 19 -
( D 
f 0 r 
データ管理マネージャ
，???
Window 
システムは目的 モー
そこで，
別点、を保有する必要がある.
Fig.2.10 
シグナルフローを示す .
紙幣
易にする必要がある .
階層構造としている.
しfこが って，
とに分け， レー
1 
紙幣データは，
いる.
また，
5 2 
する .
const ruct ion. 
判定式表示
及び操作
判定式出力
window 
しきし、値
知議登録
資格点
識別点
and pfoccdure 
18 -
知識編集画面
execullon System F i g. 2 
的メニュー画面と設計者の意図に随時呼応して発ヰ・動作する動的メ ニ斗ー l同[而か
ら構成されている.前者はタイリングメニューで， f走者・はポッフアップメニューで
DCM 
管理情級
クラス保持データ . 
データ表示/編集段飽
データ作成促陀
データ主主開担問
データ情造ひな形彼自E
作庇データ管理i'l柁
インターフェース俊姥
データ編集手順
データ更新手順
データ作成手順
データ書照手順
実現されている. これらのメニュー画面は，識別式群決定のノウハウのー部つまり
決定処理シーケンスそのものを具体化したものである. ただし，データ処聞の下続
き自体は関数処理であるが， メニュー画面の生成・消滅は処即結果と設計者の怠|文]
に依存させて柔軟性を持たせである. また， Fig.2.12に GR Mのシステム構成と他
モジュールとのシグナルフローを示す.
プロトコルを
。 デー タ部
① データ編集
①推論実行/停止
①表示ウイント・
①イヴエント
????????
?
?
? ?
?
??
???????? ?? ?
???????? ????
?
?
? ?
???
? ???? ??? ??， ?
① 
皐 lI 
示す
①アータ峨
①般論笑行/停止
①表示ウインド
。:フオーマ yト
プロトコルを
示す
0" .情純を示す
:情 傾を示す
GRM:イヤトプロセス
Fig. 2.11 Conslruction of DCM and its signal f10w. 処理依頼
イヴェント入J
ライブラリ
2. 5. 2 グラフ ィ ッ ク スデー タ マネージ ャ(G R M) 
本システムはブラックボックスとして鍛われるのではなく，あくまで設計者の介
入および確認を許等し，最終判定を設計者にゆだねるシステムとして構築されてい
る. したがって，識別式群決定プロセスでは設計者との対話を重視した強力な MM
Iが与えられている . とくに， M M 1は処理フロー情報を絶えず設計者に 与える静 Fig. 2. 12 Conslruclion of GRM and i ls signal flow・
- 20 -
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2. 5. 3 知識ベ ー ス実 行マネ ー ジャ(K B M) 
挺お実行要求
控訴停止要求
識別式群決定に Jkfる推論のフローを識別府知識で詳細に制御するために ，識別 主
群決定の知識をルールとして表現する.設計型エキスパートシステムとして候補と
なる推論万式には， l]ij向き推論および 1ij向き・後ろ向きのハイブリ y ド推論方式が
ある ，¥ ハイブリ y 卜tff:，j命)j式を採H1した場合，知識の前後関係をあまり把鐸せず，
m発的なデータ処 PH手続きのみを忠誠して作成した知識でもシステムの解を得るこ
とがけIJtì~ である. しかしながら，その併は円標に到達できない識別式のハラメータ
候州ばかりとなる IJj能れがある . これを避けるためにここでは単純な前向き推論を
採円jする.それゆえ， ルール作成において，知識は処盟結果に対し必要かっ卜分な
ものでなければならない.そこで，木市:では ， 日本語文章による知識獲得を 1J能と
するために識別川のテンプレート機能を有する知識エディタの開発を行う . つまり，
|下i述したように紙幣識月IJに関する知識はルールとして表現されるが， このルールは
条件部と実行部より構成されている . 条件部は 一つ以上の条件命題より l点り，完行
知担，1.;集要求
管理情級
推論状J想管理情報
データ管理ti'Hfi
安n織編集菅里I↑iHfi
E宇宙管理的総
インターフェース段能
推論実行手順
知段編集手順
データ表示l踊集要求手順
データ ~ímパ友写要求手順
そのフォーマ 1 トはl=_t;f "!-! Ó~ ~，~ j占;月とな 3 ている . システムは矢1~故としてこの
①データ表示
①データ網集
①推論実行/停止
①表示ウイ ンド
①イヴエ ント
①① 
0' .フポーマジ}
プロトコル4
部は 一つの実行命題より成っている . それぞれの命題は， I f本語文市でぷ刻され，
示す
文 F!?をlfj(り込むのではなく，命 j辿よ t;l(に l文、J1に対応しているデータ処FI1民j数を取
り込んでいる.それゆえ，命題文 fEは， I知数のラベルとして活用される . したが っ
て，設計持は知識をシステムに移 h内する!際， 上述の|民p訟を位段倣うのではなく ， そ
れに HI値する命題文巾を倣うことになる. このように，本システムでは命辺巾仇の
編集が|弘]数単位の編~ーになり， これにより知識の側先を行うことができる . とくに，
この命題文章の t&!~ H的認 〆述訴は辞 jZファイルに守録され， これらの巾訴のキIl
0" .情報を示す
合せも矢1識ベースファイルに登鉢されている，i生，1"-f'iは知識編集メニ斗ーにおいて， Fig. 2.13 Construction of KBM and its signal flow. 
マウスとキーボードから砕芹ファイルに存在する許千五 IJ有Eな組作せの r.~&により，
命題文書を編集することが可能となる.つぎに， ルールの発火プロセスは，以下に
示す条件部処 P]と実行部処町から成っている .
( 1 )条件部処ml:本処理は，条件部に含まれる隙数条件を全てマ y チングさせ
( 2 )実行部処理 :本処理は，テンポラリデータを調査し，条件部がすべて成立
すれば実行部を実行する . 処 f~J 内容は，実行部に付加された|知数と引き数リストか
己決定される . また， Fig.2.13に K B Mのシステム情成と他モジ」ールとのゾグナ
た結果と各条件間の複合命題演TI:fをテンポラリデータとして残す. この処理は，
条件部に含まれるすべての条件を探索するまで継続される.処理内容は，条件部に
付加された関数と引き数リストから決定される.
ルアローを示す.
2. 5. 4 メニューハンドラ(M 1 ) 
????
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2. 5. 5 システム環境
本モジュールは， I設計者とシステムの MMIを実現し，同時にシステムの状態監
視を行っている. また， このモジュールは，基本操作時(システムの起動，推論の 本システムでは， カーネル部である K B Mは C0 M .¥10 L 1 Sド ri認で記 述
中断，ルールの編集， tK論終了なと〉におけるコマンド操作をプルダウンメ ー一 二エ ーー され，他の実行処盟モジュールは C三認で記述されている. また， ，1 M 1 は， xウ
4 )により提供し， G R Mを起動する.本モジュールによるコマンド要求は，状態 lこ
応じてそれに対応する実行モジュールに引き継がれる. また， Fig. 2.14にMHのシ
ステム構成と他モジ A ールとの情報流れを示す.
インドウシステムをnJいて権築されている.本苧:で情 jぶしたシステム刷校は，ルー
ル数 3 0 ， プログラムサイズは約 2万ステッフである. シスデム本体は， u X 
ワークス テー ション上で動作し，紙幣データは U X ミニコンピュータにて管 ~H
されている.本システムは， ETIIERNETを介してミニコンビ A ータの紙幣デ
ータをアクセス可台Eである.
加1H
管理情報
表示データ情報管理
主メニュー情報管理
インターフェース担能
推論実行要求手順
知訟漏集要求手順
データ表示要求手順
表示データ編集要求手順
メニュー作成/更新手順
各管理情報問合せ手順
2. 6 実験結果と考案
2. 6. 1 推論結果
泳、、 <.~ i f:!_.'" 、 税 可"'-r.~.;令官てC"'4~ ，. "'-:~吋ZT E4こでは、 Hi論結果の理由を掲示して結論の妥当性を評価し下
( 推論実行候補問矛畠面 ) 
ーーーーーーーーーーーーー一ーー一一ー ート一 一 一 一一 一一一一ーーーーーー -ー ーーー一一一一一ーー← 一一一 ーーーーーーーーーーーーーーー
プロトコルを
候補1 : l 帆 | 候補; 内i
鑑日|犀 | 鑑日|犀 ! 謹1 1 
:IH~、 I;t~、l I ，t~i、 1I
I~語性|礼J誠性I-~言頼呼
I ^.l ;とご4PZ3T封筒152ぷ:概|叫L242;ト~i
一方
鑑別率
100.0% 
No. 1 
五千 100.0% 
信頼性
一万〈一五干 -100.00
一万〈ー 干 -46.06
五千←一万一100.00
五千〈ー 干ー 100.00
千←一万 -41.48 
干くー 五千 -100.00
干 100.0% 
0' .フXーマット
示す
。"情鈍を示す
①データ表示 ①表示ウインド ①表示データ
①データ編集 ①イヴエント ①ア-f側
/間合/作成
①推論実行/停止①推論中断 ①データリスト
?????????
Fig. 2.14 Construction of MI and its signal flow. Fig. 2.15 Inference result. 
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? ? ??
手作業で決定このが価結果により，信頼性 E ~， を用いた.鑑別事 E 1， 評価指標は，本ンステムは決定されたFig.2.15はみ;システムの推論結果の i図面を示している.
。o 0 %. それぞれ，千円に対し，5千円，した識別式群の鑑別率は l万円，トによっ達成率をレーダーテャー信頼性)(鑑別率，詳、識別式群の上位 3候補の
本システムで決定した識別式併の鑑別本は 1万- }j， 9 %であった.9. 9 o %， トは[tJ 心から半径五戸]に外に向かうほど達成率が良いレーターチャーて表示する.
9 %でほとん9 9 0%， 。6 %. 9 9 . それぞれ，千円に対し，5千円，円，:次目標である許告できるデータのばらつきと計算時ここではことを/式している.
ど同等であった.の鑑別率，達成率の昼も良い候補 lまた，聞を考慮して達成本をぷ示している.
誤識別さターンとは，図の横軸の誤鑑ノFig.2.16に信頼性の比較を示す.また，上位 3候補とも閉じとなり，実験では，頼性の数値を図中の上自IJに同時に表示する.
は 1万円を五千円に誤識別する(万→五千)たとえばれるノマターンを示している.目標に到達していることが観察される.
?? ー 、
(干→万)( 5干→万)(万→ 5千)実験より，ことを意味している.
に誤識別する場合の信頼性は手作業で決定した識別式群とシステムとでは→ 5千〉評価指標による A考察2 6 . 2 • 
手作に誤識別する場合の信頼性は，(万→千)しかしながら，ほぼ同等であった.
また，業で決定した識別式群の方がシステムで決定した識別式群より優れていた.それぞれとし，千円)5千円，本システムを用いて入力紙幣を 3金種(1万円，
システムで決定した識別lこ誤識別する場合の信頼性は，( 5干→干)これとは逆 lこ出力した識別式群と従来の手作業で決定識別式群を出力させた.400枚を与え，
千円に関このことは手作業で決定した識別式群において，式群の方が優れていた.o 0枚で評価した.各 8千円)5千円，した識別式群とを別の紙幣 3金種(1万円，
本章で提案したがって，ウハウが含まれていることに起因している.する固有のノ
識別能力したシステムの知識データにこれらのノウハウを追加することによって，
本システムを用いて識別式なお，をさらに向上させることができると予想される.
設計者
6カ月から 7カ月を要していることを有-庖すると本シス
特徴量抽出関数の分離能力による考察
4 . 5 時間を~した.群を出力するのに設計者が介入しないで動作した場合，
テムの有効性が検証された.
による従来の手作業では，
3 6 2 
????
?、??• 「??
??
??
??
??
??
????
1. OxlO・4D 
1. 0x10・'Hl
???
?【????????
トグラドの実験による紙幣のヒスドと排除モー特徴量抽出関数を用いた目的モー
紙幣一枚分のデータが特徴をPig.2.17に示す.( 1万円と 5千円の分離)ムの例
? ? ?? ，
?? ??
』?
??? ???
他のいずれ
設計
システムによって選定さ
すべて標準偏差の 6倍以上に設定可能であった.
上記の場合と同様 iこ，
ドにおいてもデータ分布はあまり交差しておらず，
れた識別点群のしきい値は，
トグラムの度数 1になる.ヒス抽出関数により，
のモー
誤~/{ターン
標準偏差の 3倍から 8倍と偏った識別式となって者が設定した従来のしきい値は，
0提案システムの識別式群- 従来手法の識別式群
従来手法で開発した識別ヱ
優れた識別点が得 られていることがわかる .
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本システムで開発した識別式群は，
さく，群よりもしきい値のばらつきが/J 
したがって，L、fこ.
reliability. of 
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Comparison Pig.2.16 
識別式 1のデータ分布
目的モード
¥ 
ここで使用したルールは，知識獲得段階で識別式作成に亙るまでのデータの観察方
法，デ ータの ばらつきなどを考慮したものであった . さらに，本ルール以外にも日
所的な最適ルールが存在することも実験において判明した. また，本システムは識
別機の各種センサレイアウト(全面スキャン，部分スキャ ン，紙幣長 l搬送 ，紙幣
短手搬送)に即時に対応することを可能としている.
しきい{直、
最後に，本章では紙幣識別のための識別式のパラメータ決定をエキスパートシス
テムで行ったわけであるが，次章からは紙幣識別への知的情報処理 の他のアブロー
チとして紙幣識別そのものをニューラルネットワークで実現することを検討 する.
排除モード
/ 
? ????????
?
? 』??
?????
?
??
?????????? ? ?? ? ????
しきい{直
¥ 
しきい値 と:五コ ~ ~ 
?????????
Fig. 2.17 lIistogram between purposive mode and rejected mode. 
2. 7 おわりに
本章では，設計将のノウハウと経験に基づいた識別式群を作成するために識別用
設計型エキスパートシステムを構築した. このシステムを用いることにより，設計
者がルーチンワークを経て作成したこれまでの識別式群と同等の性能を有する識別
入群を自動的に得ることが可能となった.また，作成時聞においては，従来月単位
であったものを時間単位に短縮することができた . さらに，識別 式自体は従来の手
法で開発したものよりもしきい値のばらつきが小さく，優れた識別点が得られた .
現在，ルールは 30個であり， ー速の推論プロ セスにおいてすべて発火している.
? 。 ? ??
? ?
万三 3 (;-ι F" }:;' T をと rlij犯1士王型と τT る
-ーー・ .ニ1. 三矛ノレコ主ッ ト曹ア クによる李氏暗号守言哉刀リ
3. 1 はじめに
章ー からは紙幣識別への知的情報処理の他のアプローチとしてニューラルネット
ワーク(以後
討する.
と略記する)をその実現性と性能および開発期間などの点から検
一 般に，従来の紙幣識別機は，その市場における用途に応じて 10枚 秒の処理
能力を有する高速処理機から， 1枚 / 秒の通常処理機に至るまでの機種が製品化さ
れている . しかしながら， その識別アルゴリズムは ， 搬送速度と演算量を考慮して，
適材適所のものが採用されている . そのため，識別アルゴリズムは ， 識別機の仕様
に応じて随時開発されている . つまり，設計者が搬送における紙幣の特徴ノf ラメー
タを抽出し， このパラメータを用いて紙幣分離が可能か否かを大量の紙幣を用いて
実験的に考察している . このような大量の紙幣の取扱い，紙幣の特徴ノf ラメータの
探索，採用する特徴ノf ラメータによる紙幣分離可能性の検討などの業務においては，
試行錯誤の域を脱却できず多大な工数を要しているのが現状である.
しかるに ， 生物jの神経回路網の情報伝達をモデル化した NNは，情報の内挿 ， 学
宵によるアルゴリズムの自己組織化，および並列処理などの優れた特徴を有し，種
々のパタ ー ン認識に過している ド， 1 U ) とくに，学習によるアルゴリズムの自己組
織化は，従来の経験による紙幣の特徴パラメータ探索業務を，軽減することが可能
であると思われる . また， N Nによる情報の内挿能力は，搬送紙幣のデータ欠損や
センシングノイズ lこ対して， ロバストな効果を有している . さらに ， 並列処理にお
いては，識別処理のマルチタスク，およびマルチ cp u化を可能としている.
章ーでは， N Nを用いた紙幣識別手法を提案し， 1枚 秒の通常処理機の 一部で
使間されているパターンマッチングによる紙幣識別手法と比較することにより， i1t 
案手法の有効性を検証する . さらに，事前に判明する物理事象である，搬送むらに
よるノイズの影響を軽減するため，前処理として，紙幣の時系列データのフーリエ
変換を行う . そこで得られるフーリエ係数は，紙幣の信号成分とノイズ成分とから
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なるが， それらは周波数領域で，あ る粍度分離されてぷ現される . この人ノJ的知の
表現は N N にとって紙幣を分離する上で都合が良く，識別性能がさらに向上する.
ここでは， このことを紙幣データを川いたシミュレーション克験により定日的に示
す.
また， N Nを用いた従来の パターン認識では，出ノ]ユ ニ y 卜の i比大 相だけ で性能
評価が行われている . つまり， N Nの出ノJユニットの，最大 1¥ノJMに主として注立
が払われ，出力値の分布 iこ関しては，あまり考察されていない れ・ I1) . I 4 そこ
で，本章では， この出力ユニットの出力値の分布 iこ着目し，他のノマターンとして
誤認識される危険性を示す指標である信頼性評価規範 1;')を新たに導入する.たとえ
ば‘， 1 0個の出力ユニ y 卜における出力値が (100.98.1.1.1.1.1.1. 1.1)と(100.5.1.
1.1.1.1.1.1.1)の場合では，出力の最大値を用いる限り， これらの認識結果はいず
れも同じである . しかし ， 信頼性の点では，後者の場合の方がより優れていること
は自明であり， この差異を明確にするためには，識別性能をより詳細に評価するこ
とが必要である . 本章では ， 識別手法の性能評価指標として，従来の統計的確率と
この信頼性評価規範を用い，パターン認識性能をより詳細に検討する.
3. 2 紙幣識別の概要 と問題点
製品化されている紙幣識別機において，そのセンサは， F i g.3. 1に示すように，専
門家による種々の経験から，紙幣の特徴を最も代表する部分として，サンプルでき
るレイアウトがなされている . F i g. 3. 1内の点線の矩形は，個々のセンサが紙幣の搬
送によりサンプルする領域を示している . 識別機は， このように採取されたデータ
に基づいて， 紙幣の識別を行っている . 識別機能で見ると，上位機障は金庫と搬送
方向， それに紙幣の汚れ，穴あき，破れなどの判定から，下位機種は金種のみの判
定に至る広範囲にわたっている . また，識別機への紙幣の挿入方法により，紙幣長
手搬送と紙幣短手槻送の二種類に分煩される. さらに，紙幣蝦送速度の点では， 1 
0枚 秒の高速処理から， 1枚 /秒の通常処理に至る機能を有する識別機が製品化
されている. とくに，高速処理に属するのは， ほとんどが，紙幣短手搬送のタイプ
である.
これらのいろいろな識別機能に対し，それらの多くの機能を満足する識別アルコ
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リズムが現在模索中である.なかでも紙幣の搬送速度と識別機能は，相反するもの
である.比較的低速な搬送処理では，通常のパターンマソチング手法を用いており，
基準ノマターンを作成し， これと評価紙幣のパターンを照合して，最も一致度の高い
ものを判定パターンとしている.また，比較的高速な搬送処理では，独自な分離関
数を考案し，設計呂ーのノウハウ，経験，一部の統計解析などに基づいて，その分離
関数のパラメータを決定している. この分離関数は，基本的には加算，減算，比較
の演算子を用いて，紙幣の特徴を表現したもので， パターンマ y チング手法に比べ
て演算量は少ない.また， これらの識別演算を制御している cp uは，比較的低速
な搬送処理の場合よりも，大きなビ y 卜数のものが使用されており， ハードウエア
面からも高速化に対応している. このように現在採用されている識別手法では，基
準パターンの作成や分離関数のパラメータ決定において，大量の紙幣データ(数百
万枚)を必要としている. さらに，基準ノf ターンを作成する場合の紙幣の特徴量の
抽出法， ならびにこれら識別手法の市場における汎化能力の検証などに関しては，
まだ多くの問題点、を残している.
y ニ y (E1， h) 
E1=E1(e1， e2， e当， e 4， e:，) 、? ??• ????， ? ? 、
ただし， y 紙幣データ， h:真の紙幣データ， e 1 紙幣の印刷ずれ， C .'・
センサ変動によるぱらつき， e司:紙幣搬送中の起伏によるぱらつき， C4: 搬
送系に対する紙幣のサンプルずれ， C :，搬送中の紙幣の伸びをノ]ミす.
y (・)， E (・)は， (・)の関数であることを示している. このうち般送に
よる採取データのばらつきは， e 3... e 5である e1は他の己(i = 2.…. 5)と比較し
てほとんど無視できるものである.そこで，以後(1 )式の E 1を次式の Eで近似して
取り扱うものとする.
A 
E E (e2， e3， e4， eS) (~Ed 、 ? ，??，???，?? 、
実際の紙幣データの時系列波形は，上述のばらつき Eに起因して， Fig.3.1に示す
ような不均一な幅を有している.ぱらつき Eが小さくなれば，時系列波形も 本の
折れ線に近付くことは明らかである.逆に， このばらつき Eが大きければ大きいほ
ど，紙幣の特徴をぼかしてしまい，分離能力を低下させることとなる.
以上の状況下で，紙幣識別機の開発においては，製品開発の期間短縮や，紙幣の
改札および高額紙幣の発行などに対して，従来の識別アルゴリズムとその開発手法
ザン)v酷
一メゴ:-三;ccく わり l
センり2
センり l
32 
は， r i g.3. 2に I)ミすような 3届構造である.すなわ
では，市場への製品のタイムリーな供与がむすかしくなりつつある. そこで，本中ー
では， Nの紙幣識別への応用可能性を，識別アルゴリズムの学習による自己組織
255 センザ 3 化とその識別能力の点から考察する.
???
??
センザ 4~
3. 3 N N による紙幣識別機構
本章で提案する紙幣識別府
サンプル数 32 紙幣 ち，入ノJ層はサンプル画素数 12 8 (3 2サンプル x4センサ)と同じユニ y 卜数
であり，隠れ庖g は， 8ないし 16 ビ y トの cp uを有するハードウエアへの実装を
く 搬送方向
Fig. 3.1 Scnsor layout and sampl ing method. 
考l・2し， 民の構造を簡単にし，かっ非線形分離を可能にするために l層とする.
つぎに，識別機が採取する紙幣データに着目すると，搬送によるノイズを含んだ
ものになっている . つまり，紙幣識別機における採取データのばらつき E，は次式で
うえられる.
また， I慣れ胞に代まれるユニット数に関しては，ユニット数をそれぞれ 12， 2 4 ， 
32， 64， 80として学官を行う. さらに， オーバーフィ y テングの問題を考慮
しつつ， N ;¥iの以点状況および識別性能を評価する.それらの結果を基にして，識
?〈
? -3 -
~IO ， 000-表正立
~IO ， OOO-表ífi]lt
~5 ， 000-表~立
~51 000-表伝'JlI
~ L 00表立1喜
平L000-表~IJとL
別性能が高くかっユニ y ト数が少ないような|恐れ j刊のユニ y ト数として，人ノJ1I1I ~定
数の 1/ 2である 64を選定した.ただし，入ノJI[ij像のグレイレベルは lバイト
すなわち ， 0から 255である.また，出ノJJr1は判定ノf ターンを表わし， 1 2ユニ
ットとする .本章では，偽 造紙幣などを合む JI~ 紙幣を，品目IJ の対象としているので
はなく，真の紙幣を識別の対象としており，その品別の純傾は 1)j 1[， 5千f1， 千
円の 3金種とその表，裏さらにその正立，倒江としている. したがって，判定パタ
ーン数は， 1万円， 5千円， 千円のそれぞれの金段に対し，表 rE¥f.， 表倒立，安倒
立，裏正立の 4搬送方向の合計 12パターンとな っている .具体的に搬送 )j向 の 4
パターン をFi g.3. 3 Iこ示す.記述を簡略化するために，表正立，}f<.倒立，裏倒([，裏
正立を， それぞれ， A， B， C， 0方向と以後略記する.
なお，隠れ層と出力層の各ユニットは，出力関数 fとしてシグモイド関数 f ( i ) 
1 / ( 1十 exp (- i)) を使用する.
入力層 隠れ層 出力層
128ユニット 64ユニット 12ユニット
Fig. 3. 2 Neural network for bi 1 money recognition. 3.3. 1 時系列データの入力
紙幣 紙iTr
電呈~↑ 。主 ε| 
表正立 郭IJ立
i二二五ヨ百二コ 仁~ç~苅gj' -二JJ
紙幣 紙幣
長↑苦心 「[71Jドー芦霊長ミ三~ I I 
~ • • .‘ ・・・'・-・ " 
却l立 異正立
i一一丘二泊二コ i二五ヨ百二二コ
紙幣時系列データを直接に NNの入力とする場合， N Nの識別機構入力部の構成
は， Fig.3.2に示すような紙幣データから入力層への精成の部分と同じになる.なお，
この入力データは，式(3. 2)で示されるぱらつき Eを含んでいる.
3. 3. 2 フーリエ係数の入力
紙幣の時系列データは，搬送とセンサ変動によるぱらつき Eを含んでいることを
すでに述べた. しかるに， これらの時系列データにフーリエ変換!日 を施せば，時間
領域での情報を周波数領域で検討することが可能である.
とくに，時間領域における紙幣データにおいては，その真のデータと式(3. 2)で示
すような種々のは、らつきが混在した形で観察され， そのまま NNへ入力される. し
かしながら，周波数領域における紙幣データにおいては ，紙幣の 真のデータと上述
のは、らつきが，周波数領域では，それぞれ，ある程度離れた位置で観察されると予
想される . したが って ， この周波数領域の紙幣データを， へ入力した場合，各
Fig. 3，3 Dircction of conveyed bi 11 money. ユニ y 卜ごとに，紙幣の真のデータと種々のばらつきとを， ある程度分離すること
- 34 - ????
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トーー ノイズ部分
??
??
?
160 
有効な情報になっていると思N の分離関数の形成においては，に相当するため，
?
?
??
2 サ
エ係数 A
3 ( 4センサ×
3 )により得られるフーリ
8 2 本章で採用するフーリエ変換による前処理は，
式(3 画素の時系列データを入力として，
を用いるものである .
2π 
A (n)ー 1/NKZ1f(k)co s( 
、?
?
?， ，?、B 
われる.
ンプル)
、 、
?，???、
(k-l)n) 
32 周波数
-70 
32 サンプル
-130 
周波数領域
l(a)正 弦波のデータ|
時 間領域
/2) (n=O.1.2.….N/2-1， 
ノイズ部分主要信号部分
50 
??
??
?
" 
190 
?????
(3.3a) 
、 、? ?，? ?
? ?? ??
??
??、
(k-l)n) 
(n=1. 2.…. N/2-2. N/2-1) 
2π 
B (n)二 l/N L f ( k)s i n ( 
-25 
フーリエ係数を示す . •• 
?
?，??
， ，，•• 、 、
??A (n) ， N :データ数，f ( k) :紙幣データ，
???
?????
? ?
?? ?，??
?
?
??
?
? ??
?? ?
?
，?? ?
?
周波数
周波数領域
32 
(l 0.00) 
ド(n)=^(n)+jB(n)とする.すなわち，f ( k)のフーリエ変換を F( n)とおく.なお，
50 
ノイズ部分主要信号部分
32 
時間領域
190 
ドig.3.4(a)に正弦波 y= 1 2 ンによって確認するため，レーショ以上の推測をシミュ
32 
ノイズ部分
?? ????
，?
?
? ?
，
，
?
?
? ? ?
??? ? ??? ?
?
?
??
?
， ，
???
??周波数領域
coefficients. 
周波数
周波数領域
周波数
主 要信号部分
data Fourier 
立証
並ニ~ 
H 
h 
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(3.3b)によこれを式 (3.3a)，8sin(2π /32・i)(i=1.2.….3 2 )の i時間傾域の j皮形と，
???
?
?
ii d立波曲線には，
ズを付加し
ー ???
0の 一 線乱数によるノイ
リエ変換した場合の i，~J 波数領域の被 Jfj をノJ~ す.
3 o ， 2 ??5 乱数幅がそれぞれ十
???
ノ低周波併以に存在し，Fig.3.4(a)より正弦波曲線を特徴づける情報は，てし1る.
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紙幣 データ
i t s 
一37一
50 
??
??
?
a nd 
32 
32 
口E
サ ンプル
n~.ooo) 
(~日 00)
Sensor 
時間領域
時間領域
Fig.3.4 
[90 
?
?
??
?
I百周波帯域に存イ正 することは 明かである.
データの代ぷ
ー ???
ICj ir~j i皮，市l_y.xに tfイビする(凶IlJがあることが
??
?
〈
?
ぷ
得られる
による識別機構の
F i g. 
(各 1
ズをイ、thIJした正弦波 r!11線と問機に，
図巾の点線は信号成分とノイズ成分を区別する近似的な境界線を示している.
2 1問のデータ
時間領域と周波数領域のデータを Fig.3.4(b)に示す .
紙幣データにフーリエ変投を施すことにより，
ここで・は，
子怨される.
ー センサから f~}. られる 3
三章でJ5察するフーリエ変換を|拘処即とする，
実際の紙幣データについて|司憾の確認を行う .
による紙幣識別により迎合すると
ドig.3.4(a)のノイ
( 3.2)で示されるような時々のばらつきか，
それぞれの金椅の A方向の第
イズは点線で 示された 仙より，
入ノJ部の構成を示している.
このように，
3.4(b)から明かなように，
を例にとり，
データの表現が，
F i g.3. 5は，
観察される.
つぎに，
として，
0枚分)
フーリ工係数
一l入力層
'Y}J J[iを 十t)JIする わ .伯 作 Jl'jは，収取を (1める{引lさを I し， 1/J~ . '肋 111 は，角干の出;~~をロ
ーカルミニマムから脱却させる(制lきを fjしている. mnmと品i~í)] rnを卜J!JIしたうt:十l
アルゴリスムは， 次」ーにでうえられる.
フー リ工
変換
k -I k
tJ.W(t)= ーε
k k-1 k-Ik k lk 
(1 ・o+α tJ.W (l-l)+β tJ. W (t-2) ???????
ただし， 1 W :毛みの修正 i d s 般化，¥;，{;~~ ， 0 : I H ) J， :繰 り返し ['21数，. 
?????
?
?
ε :正の学習定数， α:慣性項の比例定数， β:振動Jftの比例定数をぷす.
k-lk 
また ， 1川t)は k-l層の iユニ y トから k層の jユニ y 卜への占みの修正問を/J¥し，
l28ユニット
d は k の jユニ y トの一般化誤差，
k-l 
0i は k-1 J再の iユニ ソ トの H'，ノjを， それぞれ，
示す . さらに ， αおよび β は， P i g. 3. 6に示す関係を満たすように剥轄する 17‘. 
Fig. 3.5 Input of Fourier coefficients. 
3. 1( 紙幣識別実 験
8 
ここでは， n寺系列データおよびフーリエ係数を用いた教 師 付き学習による N N の
を片]いた紙幣識別アルゴリズムを， ソフトウエアま
紙幣識別実験と， その結果について 4考察する .
3. ". 1 紙幣識別機デ ー タ
α 
ここで行う識別実験で使用する紙幣データは ， 現在すでに製品化されている紙幣
短手搬送，高速処問識別機(8枚以上 ， 秒)か ら採取したものである . この識日Ij機
のセンサは， 4 {同であり， それらの設置場所は，経験的に最も紙幣の特徴を捕らえ
ることができるようにレイアウト古れている . ここで， これらのすでに製品化され α， s選択範囲
ている紙幣識別機に対し，
ー
たは ， ハードウエアの形で移植することを前民として検討を行う.
3. 1(. 2 シミ ュ レー シ ョ ン条件
Fig. 3. 6 Relation betweenαandβ. 
まず，学習アルゴリズムは，通常のパックプロパゲーション法 1(:.， に，慣性項と振
- 38 - ， -39 -
Fig.3.7は紙幣時系列データに対する慣性項と振動項を付加した収束効果を示して
いる.なお，学習回数は，パターン 1からパターン 12までの教示をもって 1回と
する.また，重みの修正は，各パターン提示ごとに行う. ここでは， Fig.3.7に示す
ように種々の試行錯誤の後に， ε，α.β を，それぞれ， ε= 0 . 1，α= O.9，β= -O. 1とし
て設定した.ただし， ここでは，各ノ守ターン提示ごとに得られる出力層のユニット
異を有している . そこで，学習データに対する N Nのオーバーフィテイングの危険
性を回避し種々のデータに対する汎化能力を向上させる意昧で，学習データとして
は 1万円， 5千円，千円のそれぞれ A， B， C， D方向の 1 2パターンに対し，各
1 0枚を使用する. これらの紙幣データを N N に パ ターン lから バ ターン 12まで
逐次的に提示する.
? ?
?
?
?
??
?
?
?
評価データのケース 1は， (1) 紙幣の通路幅の中心に，紙幣の中心を合わせて
搬送させて採取した， 3金種， 4方向，各 10枚の合計 12 ()枚とする.さ らに
評価データのケース 2は， (1) に加え(2 )紙幣の通路幅の[~1 心から紙幣の ql心
を，マイナス 10 mmずらせて搬送させて採取した， 3金穐， "方向，各 10枚の子
計 120枚と， (3) 紙幣の通路幅の中心から紙幣の中心を， プラス 10 mずらせ
て搬送させて採取した， 3金種， 4方向，各 10枚の合計 120枚をすべて合計a し
た 360枚(ケース 2)とする.ただし，ケース 2で +約 1 0 mmずらせた紙幣デ ー
タを評価データとして用いる理由は， (1) 実際の紙幣識別機では種々の紙幣を|叫
時に搬送可能としているため，紙幣サイズの差異により 十約 10 rnmのずれがあるこ
の出力値と，教師値との差の平 }j和の 1 2を，パターン 1からノf ターン 12まで
合計した値が O.001以下になるとき学習は収束したと見なすものとする .
判吋
旦刀〈
噛4
C¥J 
α:慣性]自の比例定数
と， (2) センサ感度幅が約 4mmであり， 約 10 mrnのずれは汎化能力を検証する
s : t樹Jf[の比例定数 ために十分であると思われることなどである.
3. 4. 3 収束状況の比較
、 ? ?，
? 」
、 、，，????
?
、?
? ?
? ?
?
?
?
?
?
?
?
?
?
?
??
?
?
?
?
?
??
??
?
?
?
?
?
?
，?、
F i g. 3. 8は， (1) N Nに紙幣の時系列データを入ノjした場合と(2 )時系列データをフ
1 ) ーリエ変換し，そのフーリエ係数を に入ノ]した場合に対して，収束判定誤差:か
O. 001に至るまでの収束状況を示している.ただし，学習データはケース lと同様な
搬送状態のデータを使用した. F i g. 3 . 8の結果から分かるように，上述の(1 )の場合
には，収束に至る回数が 4650回，また(2 )の場合には， 3 590回の学習回数が必要であ
20 40 60 80 100 
提示回数 った. したがって， フーリエ係数を に入ノJした場合の方か，時系列データを入
)Jする場合より，約 23 % だけ早く収束している. このことは フーリエ変換を用
いることにより，搬送系に対する紙幣のずれ e4や紙幣の伸び e久の影響が軽減され，
入力データの分離がより容易になっているためである. このように物理事象に固有
の特徴を抽出するようなデータの前処理を行い，分離が容易となるデータを NNの
入力として利用することが，応尉仁有効な手法である.
Fig. 3.7 Convergence with various valucs ofαandβwhereε= O.1 
紙幣データを目視で観察する限り，紙幣を特徴づける各ノマターンは，式(3. 2)で示
されるぱらつきによるノマターンの乱れを受けた場合でも金種，方向の間で明確な差
- 40- -41一
パタ ーンマ ッチングJ能別手法は， (欠ぶにで IJ-えられる . これは， 8ないし 1Ei ピット
の cp uを (fする，実際の製品に Lι Jljされている rtJ2のーつであり， その;民日IJÎ~i~ の
-部を抽 H'，したものである . ただし，梨川1においては， この比較品目IJ手法は，人 }J
データのノイズ除去ならびに I巨刻化などの何々の lirj処Nにより. di 1払におけゐ|ー分
な識別性能(8枚以 1:， 抄)と{イ頼性を維持している.
lO 
判吋 8 /NNに仰iのZ時合系列デー タ市~ ~ を入力した
再4~ / /NNに紙幣のフー リ工i開を入力した場合
A 3 2 
R ~ L: 
lxi X. 
x 100 (先)
?
?
?
?， ， 、
?
????
? X 
、
?，
???
，?
?
?
?，? ??
????， ，， 、、 、 、?????《??
ただし， 町 :紙幣代表ベクトル， xj :紙幣時 系列データ， xj :紙幣 1.'fれ IJデ
ータの平均値 maxi(lxj-Xj|):時系列データの刊からの品大起伏を小す
紙幣の識別は 基準パターンの円(j二 1，2，3，4)および 評 価 パターンのイ (j=1.2
3. 1)で 距離 Lをつぎのように算出し， L = (工(R -R )ー) 1 ノが最小距 離を 宵す
? ? ?? ?? ?
200 3000 4000 500 
るハターンを判定ノてターンとするう 1
提示回数
ドig.3.8 Comparison of convergcnccs wilh FFT and without FFT， respectively. 
冶 ξミ
10 ト
i延十 75 卜
在〈ロ炉泊令よ告目さ，、
50 ト
ワ-).1 一回ー
阪ーのパター ンマッチングEロ
~巴 一旬一
時系列デー タを用いたNN
3.4. 4 鑑別本の比較
一回ー
フ}リエ係散を用いたNN
~IO ， OOO ~5， OOO ~1. 000 
ここでは，識別性能の評価規範として，従来から用いられている鑑別宅(統計的
昨.窄) 1υ. 1 J) を 使円]する.鑑別率 ES 1は，次式でうえ られる .
/:，. I E しく認識された 'J~ 象の (回 数
E S 1 一 一ー x 100 (先)
???
?
? ?
? ?
? ? ?
ケー λ2 -u-
it来のパターンマッチンク
?「 「
?• 
?
? ?
?
?
台5十 75
~ 
金平副
引日 50 
一回一
時系列デー タを用いたNN全事象の評価れl数
~ 巴品開いた
F i g. 3. 9に 3金極， 4 }j向各 10枚 (ケース 1)と 3金極 ， Ij }j Ie:rJ名 30枚 (ケー
ス 2)の鑑別率の比較を示す.比 t絞 アルゴリズムは， ( 1 )パターンマッチング識別 手
~IO ， 00 ~5 ， 00 ~I， 00 
紙幣
法. ( 2 ) による識別手法，および(3 )フーリエ変換を前処理とし て 利用した
Fig. 3. 9 Comparison of pass ralio. 
による:品別手法のそれぞれの場合に対して考察する. ここで比較 のために採用する
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3金種， 4方向ごとに 12パターンの出力が得られるが，評価結果の理解を容易
にする意味から，金種内の最悪、値を金種の代表値とした鑑別率 ES 1を用いることと
する.たとえば， 1万円の A方向 =， 1 0 0 %， 1万円の B方向 = 9 8 %， 1万円の
C万向 竺 9 9 %， 1万円の D方向 - 1 0 0 %であれば， 1万円の鑑別率は最悪値の
9 8 %とする.
まず， パターンマッチング手法と比較して， を用いた識別手法が，識別性能
の点で優れていることが， F i g. 3. 9の実験結果から定量的に示されている.
つぎに， Fig.3.9から分かるように，時系列データを入力とする場合と， フーリヱ係
数を入力とする場合の各々に対して， N N による識別性能は， ケース lではどちら
も同じである . しかし，搬送において紙幣をずらせたケース 2の場合においては，
フーリエ変換を用いてデータを前処理することで，一万円， 五千円， 千円の鑑別率
は，それぞれ， 87覧から 100%，70%から 87%， 47%から 67%となり， P i g. 3 . 9に識別性能
が向上可能であることが示されている.
3. 5 信頼性評価
3. 5. 1 従米の評価規範の問題点
従来， N NをJ-fJいたノfターン認識においては ， その性能評価を，統計的確率であ
る鑑別率 E S 1だけで行っている 1L、，1.3) つまり ， N Nの出力ユニ y 卜の出ノ]1，nに
対して，その最大偵のみが評価の対象となっている. しかしながら， このような評
価指標では，最大値以外の出力値で最大値にかなり近い値であっても評価結果には
垣接的な影響が反映されていない.たとえば 3. ぺ節の 3金極， 4 h向各 10枚の
ケース 1の評価において，時系列データを使用した湯台も， フーリエ係数を使川し
た場合も， N による鑑別率の結果は，いずれも 10 0 %である. しかし，それら
の N N における 1¥ノJ値は以下の仰となっている.
牢守，::jo
c 1 (0.95. o. 01. o. 00， O.01. 0.00， O.00， O.00， 0.01， O.00， O.00， 0.00， 0.01) 
ホ時::t.
c 2 (0，99， O.00， O.00， O.00， O.00， 0.00， O.00， O.00， 0.00， O.00， 0.00， O. 00) 
ただし， *は最大値を示し， * *は 2番目に大きい値を示す. ここで， c 1は時系
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タIJデータを N Nに入力した場合の出ノJ層のユニット怖をノjミし， c 2はフーリエ係数
を NNに入力した場合の出力層のユニット怖を小す. このデータから故大怖とその
次に大きい値との差が c1の場合には， 0.94， c 2の場合には， O. 99であり，分離
j交の見地から見れば， c 2の方がより優れていることが容易に PIl解できる.
-般に，産業界で を応H1した MUlにおいては，山 )Jユ ニッ トの11:，1大 {[I'(のみ十
らず，最大値以外の出力値が，五立大怖から卜分離れていることが定求されている.
なぜならば， I↑j j誌においては外部の影響で，人ノjデータにノイスn かれ人した場介や，
センサ系の劣化により感度がば.らついた場合でも， そのtIJ)ノJ結果が， IE Jìí;なう~ 1~ r'J に
よる 1')力結果に nJ能な限り近いことが要請されているからである.つまり， /.I'r)Jユ
ニットの最大出力値とそれ以外の出力値が互いに近い状態の製品よりも， 卜分に離
れた距離のn¥力を守える拠品の方が望まれている.
鑑別宅 ES 1のみで， このような評価を行うには不十分であり， この問題を~・旅す
るために以下では信頼性の評価規範を新たに導入する.
3. 5. 2 信 頼性評価税範
ここでは， N による識日Ij結果が， どの位 j立のい頼性を fjして い ろかをぷす出版
として， 信頼性 l評価規範を導入する.
まず， ある人 }Jに対しパターン lからハターン 12に対応した /L'，}J仰が N Nの/1¥
ノ]ユニ y 卜から伴られることに注けする.本市での識別判定は， この [H)J MtのM六
怖を {Tするユニ y トのパターンを抽出する H法 い を採用している. しかしなかり，
この各 tHノJユニットの値に着目すると，最大値とそれ以外の航との走を識別判定の
ための分離釦離と凡なすことが口]能である. この分離距離をft1いることによ って，
識別判定に対する信頼性を定量的に評価することができる. さらに， (同の rLi]. -
ターンに対する入 )Jを与えれば，それに対応する出ノjユニット舶は，あるぱらつき
を (f するMr~ 本分布に従うことになる. したがって，ド ig. 3. 10に示すように， I司ー ハ
ターンの人ノjに対する出 )Jユニ y トの偵の分布を求め 日的ノ1ターンと排除/えター
ンとの分布のクロスする上側確率を求める . ただし，出力ユニット仙の分布形が判
明しなければ.1-:.記の上側確率を求めることは不口]能である. しかるに，本章で考察
する信頼性評価規範は， この上側確率の値そのものを論議するのではなく，それぞ
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。4 }j liJ]名 l1た 3令 柿，の比較に対してJfJ4節 の鑑別ょ私 E S 3 Fig.3.11は，
の内々の j払 fY に対 する(.~刺(ケース 2) o f文ペプr_j[f，]各 3と 3金種，1 ) (ケ ース枚
刀c¥ してを IJES ー logドig. 3. 1 1の縦 1'1は対数申1とし，fこだしt'tの比較をぶしている.
( 1) iぐターンマS 1 の比絞の Jt~ {'iと frij仰に鑑別 ;f~ E ズムは ，比較アルゴリいる .
リエ変換を Iji処 JI[Jとした、 Y にによる識別手法および(3 )アー
、?
?
? ???、
よる識別手法とする.
チング手法，
八
出力値の分布
| 紙時〉
12ユニット54ユニット128ユニット
以下
30 
20 ? ?、???? ?「 ?、???
??
クー ス!
?????????? ?
??
values output of Distribution 1 0 F i g. 3 
? ? ?
? ?
??
標準偏差卜値の分布を平均値 μ，出力ユニッれの識別手法の相対評価を行うため，
? ??本仮定を用いた場合の種々のこの理由は，と仮定する .σ )ー??
，
?、σの正規分布 N
??????「ト値の真の分布を用いた場合の識別手法の優劣出力ユニ y識別手法の優劣関係が，
「? ?
????????「??，? ? ??
?関係で時近似されるからである.
正規分布であるという仮定のト値の分布が，出ノJユニッここでは，したがって，
，0. 00 ，5.∞o '5. 00 
t 十↓
JI.∞o '10.00 tl.OO 
~識別のパターン
つまりこの場合の上{I!I]確じる確率，目的ノf ターンが誤識別される事象の tもとで，
S 2は式(3. 7 )で信頼性評価規範 Eそれゆえ，率を信頼性評価規範として定義する .
以下
30 
20 
号えられる.
一回一
従来のバターンマッチンク
ケース 2
?
?
?? ?? ?????
??
? ? ? ?
??7 ) ) d x 
、 』 ?、? ，，
?
? ?
??
??
? ?
?
?
?
?
，?、 、
?
? ?e x p ( ( 2π) 1 / }σ 
p 
J 
O 
h 
E S 
? ?
???????? ???
?
?
?
reliability. of 
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Comparison 
引0.00 '5. 00 '5. 00 
↓ t t 
J.∞D 引1.00 tI. 00 
謀議別のパターン
1 1 3 F i g 
? ? ? ? ? ? 「
目的ノマターンのデータ の
目的ノぐターンのデータ分布
と排除ノf ターンのデータ分布との交点、の xtE擦 を示す.
3 
識別のさい場合は，E S =-が/J 
x p 
。
目的ノf ターンのデータの標準偏差，
トの値，
このむ頼性評価規範 E S .:を問いると，
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x :日的 パ ターンの出ノJユニッ
σ p 
信頼性が高いと判断することができる .
百頼性の比較3 
fこだし，
平均値，
したが って，
5 . 
3金将， <1方向jの 1 2パターンに対し， l"，- P L=l 32の通りの結果が得られる .
しかし，鑑別率と同椋に，結巣の理解を容易にするために ， 金種内の信頼性評価規
範 ES の最悪偵を金将の代表制として選定し，その信頼性を検討する . 信頼性にお
いても鑑別率と同械に Fig.3.11から分かるように， ( 1 )ノ文ターンマ y チング識別手法
より (2)， (3)の N Nをmいた識別手法の}jが，識別↑生能の点で優れている .
さらに，ケース lの均fV，鑑別率評価では， N Nによる識号IJf-法と， フー リエ変
換を前処理とする N '-1による識別手法との間で性能差が認められなかった . しかる
に， Fig.3.11から分かるように，信頼性評価剥範 ES←に基づいた評価法では， それ
ぞれの手法の性能差が明確に認められる . したがって ， N をfHいたパターン認識
システムの信頼性を評価するために，本章で提案した信頼性評価規範 ES をー 導入す
ることの妥雪性が示された . とくに，産業界で， N Nを用いた製品を市場に送り U¥
す場合においては，鑑別辛のみならず，信頼性の高い製品を送り出すことが必史ーで
あり， ここで導入した ESj， E S ~ の意義も大きくなると思われる .
3. 6 おわりに
本市では，抑送によるノイズの彩仰が大きい r:j}j_生服送機から採取される紙幣デー
タに対して， N NをJiいた識別手法の有効性を実験により定量的に検証した . また，
紙幣の H与系列データにフーリエ変換を施すことにより. 1:}られるデータの表現が，
N N による紙幣識 ~IJ ，こ迎合し，識別 t'l:tì~ が向上することをシミュレーション実験に
より定喧的に検討した . さらに， N Nによるパターン認識の性能評価出範として，
従米から保則されていた統計的確宅(鑑別率)のほかに，信頼性評価税範を新たに
導入した . この ι 頼性 ~\lと価規範を与人することで， ¥! 1¥の結果に対する信頼性を考
察することができ，作業界での N N のk;凶を， より -Jrtl促進できるものと忠われる.
なお，本章ではフーリエ係数をすべて利附した N0:を情成したが， アーリエ係数の
【[1で宅要な係数を選択して[¥~を構成することも巧-えられる .
さらに， フーリエ係数を直接¥1N に入ノJすると，サンフルずれの影特が，フーリ
エ係数の各周波数成分に混入することが多くなる . このことについては， フ ー リエ
係数の振幅成分のみを N Nへ入力すれば，サンフルずれの影響を除去することがり
能であり， この点、に関しては，次の第 4章で詳細に検討する .
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また，本章で時成した紙幣識別府 の計算泣は，現杓:~品において採 j刊されて
いる識別アルゴ・リズムの計算世の約 4倍程度とな っている . したが って ，今後， 8 
ピットあるいは 1 6 ビットの cp uで，現製品と同等の紙幣処町述!立(8枚以上
抄)を実現するには， アルゴリズムの痛から N Nの規校の紺i小化が必須となる.こ
れについては，認識 l同像の代ぷ値として， スラブ1'tを NNへ入 }Jするえi'()、1い・ 1り 3 が
Jfえられ， これに関しては以後の第 5苧， 6 I立で詳述する.
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ヨ~ L'l 弓a!， w.・ ニニュー一一一ラノレコ永 ッ トワ一一ク苓::-T日し、アこ
る. とくに， 高速処聞に属するのは，ほとんどが紙幣組手搬送のタイプである.こ
れらのいろいろな識別機能と処開速度に対し，それぞれに最適な識別アルゴ‘リズム
が機待毎に開発されている.たとえば，比較的低迷な仰送処 J~n では，通常のパター
ンマソチング手訟を用いており，以ヰ:ノf ターンを作成し， これと~.1' {ilf紙幣のパター
ンを照合して，最も 4 致 j交の I奇いものを判定ノf ターンとしている .また，比較的 lfJj
速な搬送処用では，独自な分離関数を考案し，設計者のノウハウ，終験， ー部の 統
計解析などに基づいてその分離関数のハラメータを決定している.この分雌|民j数は，
基本的 iこは加算，減算，比較演算を行って紙幣の特徴を表現したものであり，パタ
ーンマ y チング手法に比べ演算量は少なく，高速処珂を可能としている.また，こ
れらの識別演算を制御している cp uは比較的低速な搬送処理の場合よりも大きな
ビット数のものが使用されており，ハードウエア面からも高速化に対応している.
1.可 i生損笠 iさ三李氏守宅守 ι:>~~刃リ
4. 1 はじめに
第 3章では， フーリエ変換を!日いた N Nによる紙幣識別の有効性を述べたが，デ
ータのサンフルずれの影響が周波数成分に混入する問題点、が未解決であった. ここ
では， フーリエ係数の振幅成分をも含めた N N による紙幣識別を巧察する. これに
より， フーリエ変投を の前処理機構とすることの有効性を，すでに第 2章で.1&
べた高速搬送機で用いられる識別式による紙幣識別手法と比較検討し示す.
また，前章で導入した信頼性評価規範を用い， フーリエ係数を用いた N N による
紙幣識別手法の信頼性評価に加えて， フーリエ係数の振幅および選択的なフーリエ
係数の振幅を用いた による紙幣識別手法の信頼性評価についても検討する.
現在採用されているこのような識別手法においては，基準ノマターンの作成や分離関
数のパラメータ決定において大量の紙幣データ(数百万枚)と数カ月に及ぶ開発期
間を必要としている. さらに，市場における紙幣識別機の経年変化による識別率の
変動，および，流通紙幣の疲弊や予期せぬ雑音などによる識別率の変動に対して識
別アルゴリズムを必要以上に強化する必要がある. さらに，紙幣の改札および川知
紙幣の発行などに対し，従来の識別アルゴリズムとその開発手法では， rI j 場への?，Q
最後に，紙幣の時系列データを用いた NNによる識別手法，そのフーリエ係数を
用いた NNによる識別手法， さらにフーリエ係数の振幅を用いた NNによる識別手
法の名手法における N Nの 1['，ノ]聞のユニット値の分布をヒストグラムで表現し，視
党的に名手法の優位去を確認する. 品のタイムリーな供与が困難になりつつある.
4. 2 紙幣識別の概要と問題点 わ)Jv商素
∞∞£Ji:。己- センサ l 
センザ 2 
センり 3 
センザ 4~ 
製品化されている紙幣識別機においてそのセンサは，ド ig. 4. ]に示すように紙幣の 32 
特徴を鼠も代表する部分をセンシングできるようにレイアウトされている. F i g. 4. 
lAJの波線の矩形は，個々のセンサが紙幣の搬送によりセンシングする領域を示して
いる.識別機は， このように採取されるデータに基づいて紙幣の識別を行っている.
255 
? ↑
?
? ? ?
一般に，紙幣識別機は，識別機能で見ると，上位機栂は金種と搬送 }j向，紙幣の汚
れ，穴あき，破れなどの判定から，下位機椅は金程のみの判定までの広範凶にわた
っている. また，識別機への紙幣の挿入方法により紙幣長手搬送と紙幣短手搬送の
て極煩に分煩される . さらに，紙幣の搬送速度の点では，前述したような 10枚
秒の高速処理から i枚 秒の通常処理に至る機能を有する識別機が製品化されてい
。
32 
けJ)Jv 紙幣
く 搬送方向
Fig. 4.1 Sensor layout and sampling method. 
? ???
「?
t1. 3 N N による紙幣識別機構以上の状況下で，紙幣識別機の開発における最優先課題は，製品開発の期間を短
縮することである.そこで本章では， ~ N を紙幣識別に応用し， その識別能力を評
価するとともにその識別アルゴ‘リズムの自己組織化による開発期間短縮について考
察する.
入力層 隠れ層 出力層
本章で提案する紙幣識別月1l¥ l¥は Fi g. 1. 2にぷすような 3h"i情jiEである.人ノJ肘は
!バイトの濃淡回像で 1 2 8 I同点 (3 2サンフル×ペセンサ)の↑"1f~ を IITt妻あるい
は以後で述べるドド T の処 f'l1後に受け取る.隠れ川は，人 )Jl開業放の I 2である
f) 4 ユニ y 卜に Ili] 定している.隠れ M の Jp~ 数とユニ y 卜放は何々のシミュレーンョ
ンで決定する. また， 山)JJci は判定ノマターン数を 1~ わし， 1 2ユニットとする.
つまり本 Iきでは， 識別の rf!.{立を J)J IJ， 5下j1J， 下川の 3 合同とそのi.~ t 良 さらに
その l王立，倒立としいる. したがって，判定パターン数は， 1万1J， 5千[I"j，千川
のそれぞれの金問に対し， }..是正，'!.， -d.交倒立，虫倒 'I， ~ JE 'J.のぺ仰送 }jItJ]となり
{i rJ 1 2バターンとなっている .JL体的に搬送 }j[rlJのペパターンをド ig. 4. 3にふす.
以後，第 3~f.のように搬送 }j [iJ のぷ正立， }.~倒，1. ， 良倒立， ')1 1 E ¥J.を，それぞれ
八， B， C， f)}j IJと略記する.
半100-表雇1主
判0000-表但Jli
jai:芸品2
判00-表正立
引00-表倒立
t1. 3. 1 時系列データの人ノJ
Fig.1.2 Conslruction of NN for bil1 moncy recognilion. 
紙幣
Ox~↑ 
早〈fx= 
iA一方向i表正立
紙幣
80 ヲ〈辛五白耳三l 辛〈草D< 
iB一方向!表復IJ立
本市:で取り倣う識~;IJ 機で採取する紙幣データ y は，間々の作品: を;苛むため次 J'~ で
紙幣 lJえられる.
y :> (E， h) 
E E (c 1， e ・， c ， C Il) 
??
• 
? ?
?
， ，
?? 、
ただし， y 紙幣データ， h:真 の紙幣データ， C i:センサ変動によるばら
iC一方向!裏佐IJ立 っき， C . '紙幣搬送 [11の起伏によるぱらつき ， c ~ 抑送系に対する紙幣のサ
ンフルずれ， e 4 搬送 qlの紙幣の {Iドひをノ六す .
また， y (・)， E (・)は (・〉の関数を意味する. このうち搬必による採取テ紙幣
ータのばふっきは， e --c 4である . とくに， e :< は，紙幣・枚 ícj の 1~1 送速 1交か微妙、
にY4なるために党 'J:するものである. また，雑百として紙幣の印刷ずれも考えられ
るが，実際には他の e(i=l.…. <1)と比較してほとんど無視できるため， ここでは '(j
旧作する. したがって，採取する紙幣データは，紙幣データそのものと式(4. 1)でうえ
られる Rが混合されたものである . 以後，紙幣データ(センサ値)を紙幣次系列テ
iD一方向裏正立
ドig.4. 3 Di reclion of conveyed bi 11 money. 
?
，??? -53-
ータとして取り倣う 1)j fTJ紙幣のム 1F. (f.を例にとり，実際に採取された紙幣テー 変J免による Iji処 I'f!は， 1三 8111ぷの 1.lj系刈 データを人ノjとして ， 点(~ .υ に主!) (~}ら
タをド ig. ~. 1にぷす. 1 r iJ [ズlに〆J";すように， 1:述のばらつき Eに起!刈して 1I与系列データ れるフーリエ係数 A(n)， H(n)を川いるもので ιちる.
は，イ~ 1:J ーな恥iを{fしている. このばらつき Eが小さくなれば，時系列データも 2π 
A (n ) 乙 f(k)cos( (k-l)n) 
本 の1)rれ線にili:十Iき識日IJし刻くなることは lリjらかである. ここでは， まずこの時系
ダIJデータを Il'(1妥 -に入ノJし， その識別能ノJを考察する. この場 fV， 入ノJユニ y 卜 ( nニ0，1 ， 2 ， …， ~/2-1 ， ~/2) 
数は， I!hjぷ数と IliJじ 128となる . ( 1 . 2)
2π 
B (n )三 五 f(k)sin( (k-l)n) 
N 1: 1 N 
(n = 1 ， 2，…， N/2-2， N/2-!) 
センヲ l センサ2
25 255 
ただし， f ( k) :紙4特テータ， N: データ数， t¥(n)， B(n): フ a リエ係れを小す.
ぱらつき E なお， f (k)のフーリエ変換をド(n) ，すなわち，ド (n)=A(n)+JH(n)とする.
恒、マーl 恒、ー l 
工、 土、
，¥ 1¥ 
主J -t 
-50 -50 
サンプル 32 ヲンブル 32 センサ l センヲ2
120 120 
センザ 3 センヲ4
1 
255 
d活Eざ~安司k 、但一l 
士、
b安E否m A 
ばらつき E
民よヨ4〉主1司〈∞ 1: 
/ ;B H H 
っくf 一、れ¥' <( 
:ow 
~ 
同fM
1¥ 
上J
-50 
I¥ I¥ 
-50 -50 
周波紋 1 周波~~ 1 r
ザンプノレ 32 サンプノレ 32 センサ3 ゼンザ4
120 120 
ぉ極的 安til否∞ A 
/ B H 叶
ドig.4. 4 Time scries data for Yl0， 000. 
士、れ 一、内
¥<( I<( 
I¥ I¥ -t. 3. 2 フーリエ係数の入ノJ
-50 -50 
紙幣の時系列データは，搬送とセンサ変動によるば'らつき Eを含んでいることを 周波数 17 周波数 17 
すでに述べた. しかるに， これらの時系列データにフーリエ変換 1". を施せば， fl1 I日j ドig.4. 5 Fouricr cocfficients A，日 for YlO，OOO 
領域での情報を周波数領域で検討することが可能である.本章で採用するフーリヱ
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、? ，
?
?
??
?，、 フーリエ係 数 の入ノj っきを 1， 8以下に小さく表現できることを述べた. しかしながら，般街にはじ
C 4などのサンフルのずれによる誤去はフーリエ係数A.Rの位相成分に伐 っている
それゆえに，完全に時間方向のずれを除去するためには，ド ig. 4. 6の 1Jj川紙幣の点
ここでは，ド ig. 4. 5にぷすように 1万円紙幣を例にとり，複数紙幣データを上述の
式(4. 2)によってフーリエ変撤したフーリエ係数A.Bと時系列データのばらつきを比
較する.時系列jデータの名サンフルに対する最大標準偏差の平均値は，ノド実験では，
1 )j f-l1 ， 5 T f.I 1 ， 下11Jのそれぞれに対して， 28.6.29.5.27.8である. これに対して
フーリエ係数の~ J，~J 波紋に対する位大標準偏差:の平均11([は， 1 Ji f 1， 5下1J， 千川
IE也の例にノ式すような， フーリエ係数A.Hの仮耐 (A2十日 .:)1 "2を に人ノJする必要が
入ノJになっている.そこでまず， この 128倒のフーリエ係数を l丘陵 に人ノJす
ある.確認のため， フーリヱ係数 A.13 とその抗.~ ~{I\ (A '+ B ~ ) 1 ~ の科 J，'，J 波数に対する M メ
際指偏差の平均怖を比較すると，本実験では， 1 )jILJ， 5 千PJ， 下円のそれぞれに
対して， 3.51.3.68.2.65，および 3.12.3.28.1.91である. このように，紙幣 1I!j系列
データの J.~J 波数の似脳成分は [I!j rlJ }j IJのずれの J;3響を受けないことになり， N Nに
とってはさらに安定した入ノjになると忠われる. ここでは， このフーリエ係数の 1iJx
のそれぞれに対して， 3.51.3.68.2.65である. このように，紙幣時系列データのば
らつき Eは，周波数領域では小さくぷ刻されており， にとってはより安定した
る. したがって，人ノ]J~1 のユニット数は 128 となる. 幅を N N に入力する. この場fT，各々のセンサから 3 2阿素のデータが何られ，セ
( 2 ) フーリエ係 数 の振幅 の人ノJ ンサ ITjにフーリエ変換すると式(4. 2)で示すように係数Aは， 1 7 {凶，係数日は I5 {同
となる . それゆえ， 振幅は 17炉I{I A(O) ，(A(l)<'t日(1) ') 1 '冒 F …，(A(15)・十B( 1 5 ) 
.' ) 1日 ，I A ( 1 6) I }となり，入力屈のユニット数を 68 (17xtt) とした.
( I )で紙幣の時系列データをフーリエ変換することにより， そのデータのば.ら
4. 4 紙幣識別実 験
ヤンワ l
120 120 
型住謹烏一ト竪》、1〈 |lμl弘L〈、叫ーラ
ぱらつき E
哩嘆議出qE いI~ぽ白u ~十 8 2
I¥ 
I¥ -50 -50 
周波~~ 17 
センザ3
120 120 
JA2 j. 82 
1¥ 1¥ 
-50 50 
周波数 17 
センヲ2
ここでは，時系列データおよびフーリエ係数さらに， フーリエ係数の仮似を J1い
た教師付き学問による N l'¥の識別実験とその結果について以ドで)5-察する.
-1. -1. 1 紙幣識別機 デー タ
周波凱 17 
これまでに製品化されている識別機においては，前述した凶行の紙幣分離|弘]数を
センサ4 使mして識別処理の高速化を図っている. しかしながら， この分離間数の開発には，
数カムjの作業工数と 3年以上の経験を必要としている. これらの正数を軽減し，専
JA2十82
門家の経験の 1u1tBに対し， エキスパートシステムが有効であることはすでに第 2恥
で述へた ‘ヨ
本市は，人間の(fしている優れたノマターン認識能力に着目し，上述の紙幣識別手
周波数 17 
訟として新たに を応用するものである. ここで行う識別実験で使用する紙幣時
Pig.4.6 Amplitude for Pourier coefficients (A +6-')1 for YI0，OOO. 
系列データは，現在すでに製品化されている紙幣短手搬送の高速処理識別機(8枚
抄以土)から採取したものである . この識別機のセンサは，処問!速度とデータ世
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おIiらえることができるようにレイアウト lされている
の;I;IJがjからぺ 1Mに!，'d:むされており，それらの設岡場所は経験的にぷも祇幣の特徴を
~. ~ . 2 従米の紙幣識別子法
))データを評 (rl!i して全ての識別式か成立するノt・ターンを \1'1j'~ノぐターンとしている
なお， 識別点の佐佐と個数， 識別式数は設『:十高・の経 験と試行主片山によ り決定されて
いる. F i g. 4 . 7は，紙幣 l咋系列データと，識別 }1J，， それに識別式の関係を心しており，
随'~Illはサンフル，縦 ~IIÙ はセンサ何である. また， I LiJ !女|の識日Ij点の奴京は，識月IJ紙幣
である目的モードと被識別紙幣である排除モードの識日IJ，~5， Ilr (八， B) と特徴 1TtU!I 
従米のお速虫色 f'H機の紙幣識別は， ri ilしたように犯!日な分離関数である識別式を
附いて行われている. この設計者による紙幣識別のための識別式を決定する作業は
以ドのようにな っている . まず，紙幣を識別するためのポイント(識別点)併を名
将センサの紙幣 H寺系列データから抽 H¥する .抽 出された識 別 点群より特徴 拍 出関数
識別点の探索
HJ，関数によるそれぞれの紙幣代表制(A 伯， H Mi) を表わしている. この場介， H 
的モードの!I寺系列データから ， センサ伯の平均怖を!日いると^M( B fL{[として 1 6 
0が得られる. -Jj排除モードからは同機にして八伯 13Mとして -9 0が何られ
る. した が っ て， しきい値を仮に 125に設定すると日的モードと排除モードが分
背任できる .
4. ~ . 3 シミュレーション条件
A値=180
B値=20
!=160 
A値=10
B値=10
2二-90
しきい値決定
識別式 A値 B{直
。????
??
?
???
?
???
?
?
?
?? ?
?
??
? ?
?
?
?
?
学習アルゴリズムは，通常の一般化パ y クフロバケーション法 1(J‘ に↑貫性Jliと振動
IJiを付加する :7、:.(.ものである. ここで，慣性項は，収*を早める (~jJ きを H し， 1hx 
jIUJ J]lは，解の探索をローカルミニマムから脱却させる働きを仔している.的判明と
振動項を付加したヤ習アルコ.リズムは，次式で fJえられる.
A値-B値二-90
t~~他モ ー ドの
特徴抽出関数値
k-l.k k k-l k-l，k k-l.k 
8.W(l)= -εd 0 +α 8.W(t-l)+β 8.W(t-2) ??《?? ?，?? 、
l， J 1 • J 
?
? ? ?，?
?
ただ し， 8. W :重みの修正量， d 般化誤差， 0 出ノ)， t :サンフル， ε 
: iEの学科定数， α :↑貫性項の比例定数， β:振動項の比例定数， j， j :ユ
ーットの指定 k :層の指定子を示す.
> 125 
k -1. k 
また， 8.W (t)はk-l層の iユニッ トから k層の jユニッ トへの重みの修正量 を 示 し，
1. J 
k-l 
dは k 層の jユニットの一般化誤差， 0 は k-1層の iユニ y 卜の出)]を示す .
なお ， 学習阿数は， パターン lからパターン ]2までの教示をもって l回とする .
!Hみの修正は，各ノfタ ー ンの提示毎に行う . 収束判定は ， 各ノtターン毎に得られる
HJ }J層の値と 教 師M:との差の 2乗をノtターン lからノマ タ ーン 12まで総 和 した もの
と収束判定値 (0.001)との 比 較で行う . 学習データは， 1万円， 5千円 ， 千円のそれ
Fig. 4. 7 Decision of discriminalive function by use of sensing dala. 
(この場合は ， ある点、 列 の合計から 別 の点 列 の合計を差 し引く 演算)を決定し ， こ
の関数により得られる紙幣代ぷ値を丹jいて識別式(特徴抽出関数にしきい値 を付加
してイミ等式としたもの)を決定する . この識別式 を パタ ー ン毎に複数個作成し ， 入
- 58- ??
?
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ぞれ^， R， C， Dえil日jの 12パターンの紙幣データを各 1枚使用する. これらの ら第 9周波数までのフーリエ係数の振幅を円jいた による;践日IJ T~ ÿj~ のそれぞれの
-1. .. .:1 鑑別事の比較
場合に対して考察する. ここでは， 3金庫， 4 Jj Ilj ijに 1 2 パターンの鑓別本が得
られるが，評価結果の H~ 解を谷弘にするするために金問内のM:.'日~ M( を金時の代 j~ 11] 
とした鑑別宅 E S 1を用いることとする . たとえば， 1万円の八ノ'_jriJj 1 0 0 %， 1 
万円の 8H rnJ .~ 9 8 %， 1力川の C 右|白J"9 9 %， 1) JfIJの DみIrj 1 0 0 %であ
れは、， 1万円の鑑別率は最悪値の 9 8 %とする. まず， Fig.4.8の実験結果から従悦
の識別手法(1 )と比較して提示した全ての NNを!日いた識別下法 (2)----(5)は，識別性
能の点で同等の性能を得られることが定量的に示されている. さらに，従米下法(1 ) 
紙幣デー タを;--.;;¥にパターン 1からパターン 1 2までゾーケンシャルに提示する.
評価データは， Aミ学 17の 3金持， ぺ )j!iJ ，符 10枚のの計 12 0枚とする.
ここでは，識別性能の評価規範として従来から片j~、られている鑑別宅(統計的拡
本)1.' 1・1を使mする. j監別中 E S は，次式でうえられる.
広 lEしく必識された事象の個数 では，その開発に 6カ月以上を要しているが を問いた手法 (2)-(5)の場《には，
日 S 1 x 100 (完)
、 、????
?
? ? ??? 、
を用いた による識別手法， ( 3 )フーリエ係数A.Bを用いた による識別手法，
の構成およびノすラメータ決定に要する期間は， 高々 1カHであり， N i¥を JHL ¥ 
た識別手法が開発期間の点、で紙幣識別に有効であることがノ点されている. しかしな
がら， さらに性能を詳細に検討するには，それぞれの手法の入力データのばらつき
の違いによる鑑別率評価では表わしきれない潜在的な識別能力差を別の評価方法で
明確にする必要があり， これについて以下で考察する.
全事象の評価{同数
F i g.4. 8に 3金時， ペノj向各 1 0枚の鑑別宅の比較を示す.比較アルゴリズムは，
( 1 )尚速処理機に採用されている識別式を用いた従来の識別手法， ( 2 )時系列データ
(4)フーリエ係数の仮幅 (A-+B ~ )1 / 2 を用いた による識別手法， ( 5 )第 l尉波数か
.:1. 5 信頼性の評価法
4. 5. 1 従来の評価規範の問題点
? ?
?
?
??
一回一
従来識別手法
一回一
時系列データNN
-ffi-
フーリ工係数NN
一回一
フー リ工{系凱|辰侶
NN 
一回一
選択的フーリ工
係数十幅NN
を用いたノマターン認識においてこれまでは， その性能評価が統計的確唱であ
る鑑別卒 ES 1によって行われてきている 1r， ¥・ l幻 .つまり， の IHノjユニノトの
旨ミミ= 75 1jTト Table 4.1 Comparison of output values on NN. 
一一--，
fl01000 半51000 
紙腎
~ L 000 
2 3 4 5 6 7 8 9 1 0 1 1 12 
時系列データ 本 本来~， ~~~ 日1 ~， ~~~ 日 I~ ~， ~~J ~，~~( ~r ~~~ ~， ~W ~， ~~I ~，~~{ ~， ~~~ ~r ~~~ 。1
ワーリ工係数 本 本本~， ~~I ~， ~~~ ~r ~~I ~， ~~~ ~，~~{ ~， ~~I ~I ~~( ~， ~~~ ~，~~~ ~， ~~I ~， ~~( ~， ~~j c2 
嗣D~日リC工3係数 本 米本~， ~~~ ~， ~~I ~， ~~~ ~， ~~~ ~， ~~ 1 ~， ~~~ ~， ~~~ ~，~~~ ~， ~~J ~， ~~~ ~， ~~ I ~， ~~~ 
~ 50 
<H号、
Fig. 4.8 Comparison of pass ratio 
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IJノ]{Ihに対してその M大{tt(のみが評価の対象となっている. しかしながら， この
ような評価指標では，品大仙以外の tH)J 1l在で f!l六位にかなり近い他であっても評価
結よ~には直段的な民王将が反映されていない. たとえば， 4. 4. 4節の 3金持， <I)j [lJ :符
o f文の評価において時系列データを使用した場合(c 1 ) ，フーリエ係数を使mした
場合(c 2) ，およひフーリエ係数の仮仰を使 4lした場 0(c3)，いずれも Ni¥による鑑
別率の結果は 10 0 %である. しかし，それらの N ;...;における出ノJ届の値は，本'尖
験では Tablc 4.1のようになっている. Table 4.1から最大値(宇)と 』二番目に大きい航
(宇キ)との差が c1では， 0.943， c2では， O. 986，けでは， O. 984であり，分離度の見地
からみれば c2， c 3の}jが c1より優れていることが容易に理解できる . 一般に
を応用した市場の製品においては，出力ユニ y 卜の最大値のみならず最大値以外の
出力伯が最大値から十分離れていることが要求されている . なぜならば，市場にお
いては外部の影響で入力データに雑音が混入した場合でもその出力結果が，正常な
データによる出力結果に可能な限り近いことが要請されているからである . つまり，
出力ユニ y トの最大出力値とそれ以外の出力値が互いに近い状態の製品よりも，十
分に離れた距離の出力を与える製品の方が望まれている . 鑑別宅 E S 1のみで， この
岡一金種紙幣
仁〉
出力値の分布
隠れ層 出力層
Fig.4.9 Dislribution of outpul values. 
パターン(ユニット 1)と排除ノfターン(ユニ y ト2)との分布がクロスする上側
ような評価を行うには不十分であり， この問題を考察するために以下では信頼性の
評価規範を新たに導入する.
確率を求める. このと側確率を信頼性評価規範と定義し， E S _と記述する.ただし，
ここで扱う出力ユニットの値のデータ分布は， [0， 1 ]上で非対称、な分布となる
がその標準偏差が十分に小さいため正規分布 N (μ ， σつ (μ: 平均， σ:標唱偏
差)に従うものとする. したがって，信頼性評価規範 ES 2は式(4. 5)でうえられる.
I{. 5. 2 信 頼性評 価規範
cu 
E S :2竺 fO
???
?
??
?? 、
?????? ?、
、、? ?????， ，?、
exp( 
2σ-
p 
) d x ( 4.5) 
ここでは， N Nによる識別結県がどの程度の信頼性を有しているかをボす指標と ただし， σp .回的パターンのデータの標準偏差， I:目的パターンのデータのp 
して信頼性評価規範を導入する.まず ある入力に対し パターン 1からノ〈ターン 平均値， x 目的ノf ターンの出力ユニ y トの値， 。
と排除パターンのデータ分布との交点の x座標を示す.
この信頼性評価規範 E S 2を用いると E S Lが小さいほど，識別の信頼性が高いと宇IJ
的パターンのデータ分布
2に対応した H1力伯が N Nの出力ユニットから得られることに注目する.本市で
の識別判定は， この出力値の i法大値を有するユニ y トのパターンを抽出する万法 lう
を採用している. しかしながら，この各出力ユニ y ト値に着目すると，最大値とそ
れ以外の値との走を識別判定のための分離距離と凡なすことが可能である. このう]
離距離を用いることによって，識別判定に対する信頼性を定吐的に評価することが
断することができる.
4-. 5. 3 信頼性の比較
できる . さらに， 個の同一金樺に対する刺激を与えれは‘それに対応する出力ユニ
ット値は，あるぱらつきを有する確率分布に従うことになる. したがって， F i g. 4. 
9に示すように，同一パターンの入力に対する出力ユニットの値の分布を求め， 目的
Pig.4.10は， 4. 4. 4節の鑑別率 ES .の比較に対して用いた 3金種. 4方向各 10 
枚の場合に対する信頼性の比較を示している . 比較アルゴリズムは. 4. 4. 4節の鑑別
?
?
?? ? -63← 
本 E S 1の比較の場合と I[iJ憾に， ( 1 )尚述処理機に採用されている識別式を問いた従
来の識別手法， ( 2 ) 1与系列データをnJいたi¥);による識別手法， (3 )フーリエ係数 A，
日をmいた N Nによる識別手法， および(4)フーリエ係数の振幅 (A.'+B ) I を Jtjいた
による識別手法， ( 5 )第 1}.'iJ 波紋から第 9}/iJ波数までのフーリエ係数の振幅を tlJ
いずこ N '¥Jによる識別手法とする. ここでは， 3金時， 4方向の 1 2パターンに対し，
つまり，紙幣の般送によるずれの影響をフーリエ変険を施すことにより，縮小ある
いは除去することが体系的にでき，安定した;¥'¥fへの人々が'1:I戊されているためで
あると思われる. また， 4. 4. 4節で述べたように館別市話相liでは， 1I与系列データを Jf
いた場合とフーリエ係数の振幅も合めたフーリエ係数を)ljいた助作では， 'によ
の入力とし
る識別手法との間で性能差が認められない. しかるに， F i g.4. 10からわかるように，
信頼性評価規範 E S :2に基づいた評価法では時系列データをmいた場台とフーリエ係
数の振幅も含めたフーリエ係数を用いた場合の識別手法の問で性能差が明確に認め
られ，潜在的な識別性能を明確にすることができる. ただし， フーリエ係数とフー
リエ係数の振幅を用いた場合の信頼性評価規範 E S L'ま4バイト長で計算しているた
め，本実験ではいずれも 10-6 5以下 と表示されている . これについては，今後， 8)'・
イト長の倍精度で計算することを検討している.
l_Pr=1 32通りの誤識別の組合せがあり，それぞれに対して E S を得ることがで
きる. しかし，鑑別本と同様に結果の聞解を容易にするために金種内の信頼性評価
規範 E S Lの最悪仰を全種の代表伯として選定し， その信頼性を検討する.ドig. 4. 1 
0から分かるように， を用いた場fTでも時系列データをそのまま
て使用するのでは，十分な信頼性が得られず，従来手法より低い性能となっている.
これは，従来手法も時系列データをそのまま使用しているが，経験と試行錯誤によ
り紙幣の搬送によるずれの影響を極力受けないポイントを識別点にしているためで
あると予想される. これに対し， フーリエ変換を施してから に入力する手法で
以上により， N Nを用いたパターン認識システムの信頼性を評価するために，本
章で提案した信頼性評価規範 E S 2を導入することが妥当であることが示された. と
は，提示したどの手法においても，従来手法を大きく上回る性能を示している. くに， Nを用いた製品を市場に送り出す場合においては，鑑別率のみならず，信
1jt*~手法 左ヒストううム:目的モ}ド 右ヒストグラム:m時モ「ド
附，jANN 時系列7}タ
一回一 NN 
フーリ工係数NN
一回一 J-リ1矧 L i フーリ工N係N叡振幅 NN 一回一
選係凱択的振幅フーNNリ工 フーリI間 L ~10 ， 000 ~10 ， 00 ~5 ， 00 ~5， 00 半1，00 ~ 1.000 |踊NN
選択的 L ~5， 00 ~ L 00 ~10 ， 00 ~I， 00 ~IO， OOO ~5 ， 000 フーリI閥:具;能月IJノてター ン |踊NN
Fig，4.10 Comparison of reliability. Fig. 4.11 Hislogram of output values. 
10-5 
以下
10-45 
ia 
女量出 !日切
斗十
10-15 
?
???
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頼性の高い製品を送り出すことが必要であり， ここで導入した E S 1および E S ;の
意義も大きくなると思われる.
「?? ?
つぎに ， {fi頼性評価規範 ES 2を!1.1¥する際の NNを 聞いた識 別 手法の ヒスト クラ
ムをド ig. 4. 1 1にぷす.ただし， Fig.4.11の I選択的フーリエ係 数 振幅 NN _j は， 4. 
4. 4節または， 4. 5. 3節の 「第 1l，t;] 波紋か七第 9同波 数ま での フーリエ係 数 の振 幅を
mいた N~による識別手法 l をノ]'\している . Fig.4.11の ヒスト グ ラムは，それ ぞれ
の手法の最も ι頼性 の低い場介をノJ¥し， 手法 毎に 目的モード と排除モード間 で スケ
ーリングして表示 して い る. このヒスト グ ラムよりフーリエ係数の振幅も含めたフ
ーリエ係数を用いた場合の の出力値が，時系列データを用いた場合の の出
力値より安定していることが明確 で ある. このことは，時系列データにフーリエ変
換を施すことにより， Nへの人ノ〕をより安定したものとしていることを裏付けて
~，る.
-4. 6 おわりに
本章では，搬送による雑音の影響が大きい高速処理機に対して， N Nを用いた識
別手法の有効性を紙幣識別機による実デ ー タを用いたシミュレーションにより定
的に検証した . また， Nによる識別において，紙幣の時系列データをフーリエ変
換し， このフーリエ係数の振幅も含めた，フーリエ係数の情報を入力した場合の五
が時系列データを直接入力する場合より識別性能の点、で優れていることを示した.
さらに，得られるフーリエ係数の情報を全て使用しない選択的な使用においても従
の識別手法と |司等以上の識別性能が得られることを定量的に検証した. このこと
は，本章で提案する N Nを用いた識別手法を製品化する上で N Nの規模の縮小と処
理速度の向上に有効な情報になると思われる. また， N N によるノf ターン認識の性
能評価規範として従来から採用されていた鑑別率 E S Iのほかに信頼性評価規範 E S 
2を導入した. この信頼性評価規範 ES 2を導入することで， N Nの結果に対する信
頼性を考察することができ，産業界での N Nの応用をより一層促進できるものと思
われる . しかしながら， N Nを用いた識別手法では，その識別アルゴリズムが学習
により自己組織化されるため，誤識別が発生した場合には， 第 2章で示した識別f
を設計者がトレースするように，誤識別のメカニズムをトレースすることが難しく
なると予想される.そのため，製品化においてはこの事項を十分留意することが必
要であり， この点は今後の検討課題となっている .
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以 kによ り， N Nは紙幣識日IJに対し性iEおよび開発 JmllJの1，';.、 において位れ た手d
である こ とが 確 認できた.次市からは ， これらのf¥:['¥を川いた紙幣識別手法を 'Jiン
ステ ムへ移植 することに関して考察する .
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.m 5 ~"Ioc~ ‘ー 軍」 ラ ンヨf ム マー スクるこ J三る ニl 一一ラノレ
ネッ トワーー ク OJ尽き f5芝 OJ翁首ノJ"イヒと
来氏守特認主刀リ~の Z芯 j一日
5. 1 はじめに
本市 で は第 3[:t t ぺ章 の実験結果および考察を某にして を用いた紙幣識日IJ手
法をいかに効率良くかっ容易に実システムへ移植するかについて検討を行う .
これまでに， によるノマターン認識の研究は多数報告されている 1fJ)・ 11)¥ また，
~~業界においてもこれらの研究の応用として手書き文字読み取り装置や音声認識装
買などが試作され，従来のノマターン認識アルゴリズムでは困難であ った類似した入
力情報に対しても N N は，有効であることが報告されている L1 J ， L L ) 一 般に ， ノマ タ
ーン認識における問題解決に を導入することが有意義であることはよく知られ
ている.適当な学習データと勾配法によるノぜ y クプロパゲーション法 1u 、などの学習
アルゴリズムにより， ある程度の認識性能を有するシステムを構築することが可能
である 1の . また，パターン認識の極類によ っては，極めて類似した情報を分離する
ことが必要な場合も仔在するが， これにおいても，福島らのネオコグニトロン いー の
ように， の隠れ府を多段にすることにより，入力情報の特徴を に抽出させ
ることが円]能である. しかしながら， これらはアルゴリズムの面から を用いた
パターン認識における問題解決を論じたものであり，実用面ではこの限りではない.
たとえば， を実装化する製品に対しては，民用するアルゴリズムの パ ターン認
識能力に加えて製品のコンパクト t't，処理速度， コストなどが重要な設計因子とな
る.通常，紙幣識別機の場合には，その市場における用途と識別機の仕様に応じて
さまぎまな機種が開発されている.たとえば，処理速度においても 10枚 秒の処
開能力を育する向述処理機か ら， 1枚 秒の通常処問機まで の機沌 が 製品化され て
1 る. しかしながら， その識別アルゴリズムは，脱送速度と仕様に応じて随時，適
材適所のものを開発しているのが現状である.つまり，設計者が搬送における紙幣
の特徴 1-<-ラメータを抽出し， このパラメータを用いて紙幣分離が可能か否かを大
の紙幣を用いて実験的に考察している. このように大量な紙幣から，紙幣の特徴ハ
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ラメー タを 探索し ， そこで採 JI1された特徴ノf ラメータによる紙幣のう}雌 1づ tì~ t'I:を険
Jする業 務 においては ， 試行i;/¥u~~ の i止を j悦 1， 11 できず多大な1:牧を必叫としていろ.
本 研 究では， このような紙幣識別機に対し 、の Lむf1JIリ@tlj:ならびにそのぷ日IJ
性能 をこれま での市で検討してきた . しかしながら，製品に対する Aλ の尖装化に
お いて は， N N の~Jt!模 が 大規模 と な りと 述 の 烈品 のコンパクト tlJ: ，処 F~ ~l立さらに
コ ス トなどの [商か ら i を製品化することへ の防3に な っている/転車 で は これら
の設計因子に直接関係する の規模の縮小化を凶る 手法 を提案 する .提案 する 紙
幣識別に対する手法では入ノJ画像の画素値の 総 平fJで あるス ラブ 制 l1 ，・ 1& ' 4 ¥ りも を
画像の特徴量として採用する. ただし， ここでは見なる画像に対し て 同 一 スラ ブ怖
が生成される可能性を避けるために，画像の 4 部をランダムに被覆するマスクを導
入し，種々の視点、から画像を観測してノfターンの差異をスラブ値に反映させるラン
ダムマスク五式 :24 ¥・:25 ¥を提案する . まず， ここで提案する手法を用いて N Nの規模
の縮小化を行うことができることを 2値画像によって表現されたアルファベットを
用いて定量的に検証する . ひきつづき，提案手法を濃淡画像である紙幣データに適
用し，紙幣識別機への実装化に際して の規模の縮小化が可能であることを 示 す.
5. 2 ランダムマスクによる画像特徴量算 出の 原 理
5. 2. 1 画像特徴量 としての画 素 値の総拘
パ ターン認識において入力画像の特徴量をいかに抽出するかは長妥な問題である.
たとえば，濃淡画像に関する代表的な特徴量としては，平均，分散， エネルギ，
エントロピー， フーリエパワースペクトルなどを列挙することができる ，' また，
2値画像に対しては，図形の面積，重心，領域長， ホール数などの多種の特徴宮古
用いられている れ .ここでは， とくに画像のパターンを反映しつつ， ある程度計算
が容 易に行える特徴量として画案値の総和であるスラブ値 11)‘ l目、.24、-2，6 I に 着日 す
る.以下では，濃淡画像および 2値画像のどちらに対しても計算が容易であるスラ
ブ値を入力画像に対する特徴量として考察する. P i g， 5， 1に示すように 8x 8のマト
リ y クス上の 0と lの 2値画像において，画像の特徴量としてスラブ値を用いた場
合， Pig，5，1(a)では" E" を特徴づける値として 14が得られ， Fig，5.1(b)では"
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8 
l伺像でもスラブ仰が等しくなる場合が存在する.たとえば， Fig. S. 2(a)では"ド"
のスラブイ直は 10であるカ人ドig.S.2(b)の" K" のスラブ fL(iも 1 0 であり分断t イ.~ nJ 
1ì~ となる. このような問題に対しては，ド ig.5.3(c)にぷすような人ノJl!lj像の Ilhj来に
対応する特定の部分が被覆されたメッシュ状のマスクを呼人よることにより解決で
きる. Fig.5.3(c)のマスクで Fig.S.2(a)の !lj像を出うと Fig.5.3(a)にぷす [rti像とな
I "を特徴づける 1tfとして 12が得られる. したがって， スラブ悩を mいることに
よ って H r~" と" 11" が分離I1J能となる. しかしながら，異なるノfターンを仔する
8 
回=1 
口-0
1 4 12 り， この場合のスラブ値は 7 となる. 方， Fig.5.3(c)のマスクでドig.5.2(b)の副
像を覆うと Fig.5.3(b)に示す回像となり， スラブ怖は 9となる. このようにマスク
( a ) ( b ) 
Fig. 5.1 E. H pallerns and slab values. 
を導入することにより" F" と" K" も分離可能となる.以上のマスクとスラブ他
の関係に対する考察に基づいて紙幣識別のための識別手法を以下で提案する.
8 
回=1 
口=0
( a ) 
8 
? ?
?
5 . 2.1節で述べたスラブ値とマスクによる NNの新しい構成法と若本原理を述べる.
また， スラブ値の計算は，濃淡画像と 2値画像に対して同じように行うことができ
る.そこで，提案手法の原理の理解を容易にするために，前述した 2値画像である
5. 2. 2 提案手法の構成法と基本原理
??
? ?， ，
?、 、
Fig. 5. 2 F. K patlerns and slab values. アルファベ y トに対して提案手法の説明を行う.
回=1
口=0
( a ) 
まず，種々の画像を分離するために Fig.5.3(c)に示すようなマスクによって被仰
される部分の位置を， ここでは， 様乱数を用いて無作為に選定する. この場介，
ただ一つのマスクによって，種々の画像を分離できるスラブ値を生成する確率は仲
めて小さいと予想される. しかしながら，前述のように異なる将々のマスクを使用
することによって同じ画像でも異なるスラブ値列を得ることができる. このスラフ
値タIJのいずれかが画像聞で異なることが多く，極々のマスクを利HJすることによっ
て，両像聞の分離能力を確率的に高めることが可能であると推測される.なお， 1: 
述の複数の異なるマスクを使用することはつぎのような物理的な意味を有している.
つまり， 3次λ物体を多方向から視点を変えて観測する場合，同ーの対象でも異な
る情報を得ることができる. これと同様に，種々のマスクを用いることは 2次元平
ifu内で視点、を変えて画像を観測することになり，市j述のように同ーの阿像でも異な
る情報を生成 IJ能となる.
つぎに，マスクの被覆部分を Fig.5.4(a)または Fig.5. 4(b)のように列方向あるい
¥マスクノ
( c ) 
、 、
?， ，
??， ， ， ? 、
図:被覆部分
ドig.5.3 Mask and slab values. は行方向に配列することにより，それぞれ，入力画像の上下方向の移動および左石
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上jfのように lさらに，えi[Ll]の移動に対して不変なスラブ仰を引.ることができる.
。jlJY 1"1 交 H~ t!~~系から rP 1I1.支に対してイベ変なスラブ仰を'1:成するマスクを x芳首像 間 [1~ 係系で取り倣うことにより [II[ 転に対して不変なスラブ怖をねることができる . 
• 
• • 
• • .1. .1.1. 
• リ旦
ドig. 5. 5から iリjかなようにリンドig. 5. 5はこのJ7え }jを偵」ーに的にノJミしたものである.
タn立の IJI(~の I I1J rl止に対してイ;変打ノグ状のマスクを Hlいた提案手法 L， 1によって，
以 1:のJ5'棋に法づいてほ案下法のる.ーン認識システムを構築することが Iづ能と丈
およびリング状のマ行 }J[ilJ ， この Fi g. 5. 6は而iisのダ'J}5 ';lJ ， 情成を Fj g. 5. 6にノ長す.
??????
安男自像
y シュ状のランダムマスクを川いた出案下法をノj-，しスクを特別な場合として合むメ
前処理で人ノ]1I像が種々の ydなるマスクで留は 3届構造であり，このている . 
• 
• • 
• • e，. .1.1 • 
• • 
ラIJ方向
マスク
工男監像
• 
• • 
• • .1. .1.1 • 
• • 
-，こ丸j-).1 入力層のユニットと被覆されない画素の総和がスラブ値とな りわれ，
( b )行方向マスク ターンに対応している .出力層のユニ y ト値は判定ノまfこ，Jι している .
linc masks. 
( o )列方向マスク
Fig. 5. 4 Column and 
出力層隠れ層
; マスクl
i 桝 H 以~入力層
リンク状
マスク
座標変換
入力画像 r=Jx2十Y23G=tadl(y/x)
i 隅芋協二円辿μ(
i十 以 〔¥スラフ値作成部分
一一三ラ一ー ラテ
• 
• • 
• • .，. .1.' • 
• • 
(δ)入力画像力三口紅しない場合
~6 
リング状
マスク
一一〉
座標変換
r =Jx2十-y2， e =t o n ¥(Y / x ) 
一--7
回配した
入力画像
.1.' • 
• • 
• • 
• • 
.1.1. 
by proposed method. 
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Fig. 5.6 Construction of 
( b )入力画像が回転した場合
ドig.5. 5 Ring masks. 
-72-
卜日oscnblattのパーセフマスクの巧え }jは，ほ案 ritにおけるランタ Lた t:.'し，
W， 入力画像
こと1 つ、るとンダムにキ占fTされてトカ5ラy と AユニSユニッて，にお Lロン
••• ••• ••• トロンは網版 iての入力阿像の 2次元結合を，[ヴ:ーセフしかし，1る.に制似して ンその場《の 1主みをラ手11ti泉純にアナログ前みを乗 t~: しており，ヒで，で版 ibする
????{足案手法では人 )JIllJj像のお Ilfij:4~他に対して-H， 、る.ダムに j:k択して
-スラブM:が? ???呉なる画像に対し，ここでは，1る.という 2値の長みを乗算して
「
し
ンダムに選択している.さくするためにこの重みをラ生成される可能↑牛を IJ 
スラフバーセプト ロンは i層の学習しか行 っていないため，ズム的にも，アルゴリまた，
紙幣のような波新t提案手法では 2層の学習を行い，線形分離しか吋能ではないが，
これらの走異に }JIえ，なパターンでかっ揺らぎのある画像の識別を可能としている .
卜化する
の規模を縮小するという実用的見知に立脚し開発されたものである.
人ノj情報をコンハクし，入ノ]IU像の固有情報の国失を少なく提案手法は，
ことで
出力OW的解釈d r 提案手法の Wi3 2 5 . 
algorithm. Widrow' s of Construction F i g. 5 . 7 
パターン認識の基本構成要素としてシグナム関数を用いたモo w らは，r d W 
入力画像これを法にした位 iRを)5-案し，
、、 ，
?
? ?
(八1)A L デルである線形適応ニューロン
??? ? ? ??? ?••• ••• ••• 
トワークを f足.; E ネ1吋転なとの騒々の変形に対して不変な多同 AD A L ずれ，
ワト.; ンノ〈リアンスネトワークは Fi g.5. 7に示すようにイ.; このネ'、?ました lれ，
ト"; アンスネンパリイっている .卜ワークから成り fンフラネッスクラとディーク
回転などの種々の変形に対して不変な山位置ずれ，ワークは複数のスラブを有し，
トワークは，ンブラネッフテr イスクまた，ノJを生成する機能を有している I1'， ¥ ， 2.日.
??
〔??全ての画像信号が全ての
ADALINEに天力される '‘ 
ジナルパターンを再生する機能オ卜ワークを学習させた後，EネッA D ^  L 
一つの人ノ]I刊像に対して極々の拡散重み W i (i = o w らは，r d W ーしている .を
入力画像が開々の変形を受けた場合でも不変であるような特徴1. 2.…. L)を使用し，
J 
o w ヒJr cl この WiJ素子を用いて 11出している.要素を Fi g， 5， 8にノJミすような MA
それを人 )J!叫像に与える画像の変形情報をあらかじめ想定し，の手法の独自性は，
スラブ値
opcrator. MA J 
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and Slab F i g. 5. 8 
著者ら
の規模の縮小化という観 I，J.i. 
ンダムマスクによるスラブ値を人力画像の特徴量として使用し，
- 74-
r d W 
これらの情報を拡散竜みを用いて確率的に扱っていることにある.
トを得てンM A J素子にヒこれらの特徴の内，
から， フ
ことと，
は，
o wらの下法と J，if去に つーの入ノJ[olj 像かう民放のスラブ似を'1:成し， :¥ ~の人ノj と
している . この乙とは [lfJj 像!日jにおいてハターンを特徴づけるスラプ偵列のいずれ 5.3. 1 提案手法によるマスク数の検討
ここでは， マスク数について 学習状況と認識能力の点から検討を加える.まず，
提案手法で使用するマスクをつぎのように作成する.つまり，入力画像の画素数と
同じ 64 (= 8x8) の一 様乱数を[ー1， 1 Jの区間で発生し， その中で負の乱数値に
対応する番号の画素を被覆する. ここでは，乱数発生の初期値を 2， 4， 8， 1 6， 
2 4， 3 2種類とする.初期値 の違いが被覆位置の違いに対応するので，マスク数
は，それぞれ， 2， 4， 8， 16， 24， 32となる. これらのマスクを用いて，
シミュレーションにてそれぞれの学習の収束性と認識能力を検討し，
識能力を有する最小のマスク数を選定する.
ただし，パターン分離に無効な画素が被覆されることを避けるために，ます，入
力層 iこ対し，全画素値を入力し，学習後，入力層と隠れ層における重みの中で Oに
かのスラプt訂が{i'{fI率的に 74なり， J による l~JÎ 像の分離が司能となることを怠昧し
ている.ただし Wi clrowらの手法で [uJ転不変な N~を構成する場合，そのス
ラブM'1:成のための九hr.?:世は. t広散 ilみの [wJ転操作により提案T-itと比 1絞しでかな
り多くなり， 8 ビットあるいは 1G ピ y トの cp uで認識処理を f]:う烈品への'ぶ詰
化は難しくなる と予怨される .
5. 3 アルファベットを用いた実験
提案手法のスラブ値生成部 (Fig.5.6の一 点鎖線内)ではマスク数と被覆領域がノt
ラメータとして考えられる.本草では提案手法の適用対象を紙幣識別問題としてい
るが， アルファベットは画像としての表現が簡単であり，提案手法に合まれるラン
ダムマスクの効果を検証するのに適当であると思われる. したが って， ここでは 8
的とする認
近い重み(この場合 O.01) に対応する入力ユニ y 卜の画素を被覆領域から除外した.
x 8のマトリックス上に描かれた Aからしの 1 2個の 2値画像を用いてノf ラメータ
探索を行い，提案手法の認識能力を検討する.ただし， N Nの学71アルゴリズムは，
次式で 1子えられる 1"ックプ ロパゲーション法 1.":'¥， 1.い，~ (け をmいる.
k-l， k k k-l k-l， k k-l， k 
I1W(t)= ーε CI 0 +α !J. W (t-l)+β !J.W(t-2) 
??
• 
? ? ??
I ， J 1 • J 1， J ? ?
??
? ? ? ?
?ただし， 1 W :ポみの修正 l，t， d :一般化誤 差， 0 出力， t サンプル， じ
:正の学判定数， α:↑貫性項の比例定数， β:振動項の比例定数， i， j ユ
ニ 1 トの指定子， k 届の指定子を示す.
また，重みの修正は，各 パ ターンの挺示ごとに行う.手ヰ バ ターンごとに得られる
料貯
引 d
片目~ぐ
く¥J
出力屈の怖と教師仙との走の 2乗の総和が収束判定誤差以下にな った 場合または JA
示回数が最大捷ぷ[T1H訣に達した場合に学習を終 fさせる判定基準を設けている. こ
こで，提示回数とは Aか ら しの全てのハターンに教師をほ不した t誌のを 1[司として
定義する.学習データは A からしまでを さらに，認;哉fiE
?
? ?
? ? ? ?
?
??
??
???
に逐次的に提示する .
力の評価l規範として次式で与えられる鑑別率を問いる.
A 
E S 
人ノJ[胡像が 正し く認識された場合の個数
認識される入力画像の全個数
1 0 0 (完)
???「 「
?
??、
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(マスク数二2)
(マスケ数二4)(マスク数二16) 
(マスク数=24) 
(マスク~~=32) (マスクI~=8) 
~~叫丙
提示回数
????
?
??????
?
?
?
? ?
?
Fig. 5.9 Various mask numbers aηd learning status. 
一7-
ドig. 5. 9はこれらの 6通りのマスク数に対する民示凶数が 30，000固に至るまでの.
の学習状況をノj，している.ただし，ド ig. 5. 9は乱数の初期値を待々変化させた場乙
の平均(ここでは 1() ~11) をノ式している .横軸は教師データの提示凶数を示し，縦
軸は 2乗誤差をぶしている. また，学肖1データには Fig.l0(a)に示すようなノイズ
(ノイズ位置の ITIiiぷ怖を反転する)を加えたデータも合んでいる . Fig.5.9より，
マスク数が 2 のj詩作は明かに学習が収束せず， パターン分離が不可能である . マス
ク数が 4 の場《は， の学習がある程度収束傾向を示しているが，誤差曲線は振
動的とな っている . この場合，学自をさらに継続し， 60，000固まで行ったが， 2乗
誤差は 1. 0以下にはならなかった.マスク数が 8以 kの場合は， F i g. 5. 9より学習が
収束することがぷされた. また， この場合の重みを用いて Aからしまでを認識させ
本 本:ノイス位置
本
本
1_ 本
一
( a ) 諮問7ータ t~対する付加ノイズ
noise-l noise-2 noise-3 
|本
本
本 E 本 車
|本 l_ 
本
l主」 本
|本
本
不一 主
( b) ~~~Ij冊子〕タ~~対する付1m ノイズ
ドig.5.10 ^ ddilional noise for inpuls 
た実験結果を Fig.5.11に示す. ただし，認識データには提案手法の汎化能力を確認
するために，各パターンごとに Pig.5.10(b)に示すようなノイズをH加した画像に
ついても考察する. ここでノイズとは 2値画像に対し， ノイズ位置の画素値を反転
- 78-
させることを意味している. Fig.5.11からマスク数に関して， マスク数を j拘加させ
ると汎化能力が向上する実験結果が得られている. しかしながら，マスク数の.tl;~ Jm 
は の説明変数の増加であり，学習データに対するオーバーフィッテイングの!日j
題が生ずる . したが って ，提案手法におけるマス ク数の増加が必ずしも汎化能ノjの
向上につながるとは言えないことに留意したい.
以上の実験から， マスク数は認識能力に大きく影響することが明かとな った
とくに ， このアルファベ y 卜の認識においてマスク数の最 j自社を論議する場台，
Nの規模の縮小化を図る意味でマスク数として 8を選定する. したがって，以後で
はマスク数を 8として実験を行う.
10 
noise-O 
80ト ~ 
明率 60 
(10) 40 
20 
[6 24 32 
マスク数
Fig.5.11 Various mask numbers and recognition abilily. 
5.3. 2 提案手法によるマスク領域の検討
ここでは， マスクの被覆領域の大きさにより学習状況と認識能 Jを検討する . ま
ず，被覆領域の変更は乱数の変動幅により行う.つまり，乱数の幅 [-1，1Jを基準に
- 79-
「? ????
? ?
??
?
? ? ?
? ?
?
??
? ?
?
し，被覆領域の増加方向に，それぞれ，乱数の幅を[-2.リ， [-3. 1]， [-~.1] とし，
被覆領域の減少万向に乱数の幅を [-1.2]， [-1.3]， [-1.~]として乱数を発生させる.
ただし， マスク数は 8とする. Fig.5.12は乱数の仰を変化させた以合， mぶ川放が
30.000回に亙るまでの学習状況をノ兵している. ただし， ドig. 5. 9と[riJ憾に，ド ig. 5. 1 
2は乱数の初期値を極々変化させた場合の平均(ここでは 10 ['_'1) をぶしている.悩
刺lおよびi従軸は Fig.5.9と同様である. また，学習データにはド ig. 5. 9と|司織にノイ
[ ] pgl:i乱数先生幅を示す
[-1， 1] 
[-2， 1] 
[ -3， 1 ] 
[ -4， 
[-1， 4] 
[ -1，
ズを加えたデータも含んでいる . Fig.5.12から学習は，マスクの被覆領域が少ない
1 ] と振動的になる結果が得られている . これは， 異なる入力団1像でも被覆領域が少な
いために固有スラブ値が生成されにくくなっているためであると予想される. しか2] ??
しながら，学習は収点傾向を示している.また， Fig.5.13はドig.5.11と同様に， こ
の場合の重みを用いて Aから Lまでを認識させた実験結巣である. この実験では，
汎化能力はマスクの被覆領域にあまり依存しない結果が得られた.提示回数
?? ? ?????
?
?
??
?
??
? ォ
?
Fig. 5.12 Various mask areas and learning status. 5. 3. 3 従来手法との比較
本章では，提案手法による認識能力を考察するために，第 3[主ですでに提案した
入力阿像を直接 の入力層に入力する文献(7 )の手法と比較検討する.文献
10 
80 
前60 /~ 卒、
(%) 40 
20 
( 7 )の手法の構成は提案手法と同様に 3層構造である . しかしながら，入)J fl-"Iの
ユニット数は入力画素数と同じ 64 (=8x8) である . また，隠れ居のユニ'/卜
数は 3 2であり， 出力層のユニット数は判定ノマターンと同じ 12 とする.ただし，
文献(7 )の手法では隠れ層のユニット数をその認識能力とユニ y ト数を考慮して
純々の実験により決定した.提案手法と文献(7 )の手法において 2乗誤差が O.0 1 
になるまで学習させたときのほ示回数は，前者が 61.983回であり，後者が 978D '1であ
った . ただし I I而{iに対しては E =0.01.α= O.9.β= -O. 1として，後者に対しては ε
= O.1.α= O. 9 .β = -O. 1 として学宵を行った . ただし ， Eは学宵ステップ幅， αは↑白
↑'1: Jt'iの比例定数， β は振動項の比例定数である. また，両手法により上述の重みを
川いて学習に用いたデータを再度認識させた場合，その鑑別率はいずれも 100%であ
? ?
? ? ?
?? ? ?
I-L)] 1-， tl 
被覆領域
I-lr 1 H， 1 I・I H，I 
(増加方向→)
った . また， の規模を重みの{回数で表現すると，提案手法の垂みの{回数は 8x 8 
8x12-160であり， 方，文献(7 )の手法の重みの個数は 64x32+32x12 2. 
Fig.5.13 Various mask areas and recognition ability. 432であった. これらのことにより，提案手法は収束に時間を要するが，認識能力を
-80 - -81 -
損うことなく 'の規模 を縮小 できる ことが明かとな った. その搬送速度は 6 0 0 mm /秒以上である わ.この 識別機に より採取されるデータは，
紙幣の搬送による種々の誤 差 を含んだものとなっており， とくにサンプルずれによ
る誤差の比重は大きいと予想される. したがって，時系列データのフーリエ バ ワー5. '" 紙幣デ ー タを月jいた実験
この節では，刻花製品化されている紙幣識別機から採取されたデータに提案手法
を適用し，紙幣識別機におけるネットワークの規模の縮小化の可能性とその識別性
能について検 討する .ただし， 学習アルゴリズ ム， 2乗誤差，収束判定および鑑別
スベクトルを用いればこの誤差を除去することができ，識別 lì~ )Jの向 1:につながる
と予怨されるからである 7) 提案手法の構成は，時系列データを用いる場 合とその
フーリエパワースベクトルを用いる場合のいずれに対しでもマスク数を 16とする.
したがって， の入力層のユニット数は 16となり， また隠れJciのユニット数は
率は 5. 3節 でうえたものとする .
りンブル画素
5. 4. L 提案手法による実験 三三CD:く センり l
32 センり 2 5. 3節では 2値目白像を用いて提案手法の有効性を定量的に検証した. ここでは 0か
ら 255の濃淡画像である紙幣データを用いて，提案 手法の有効性を検証する.た センり l センサ 3 
だし， ここで扱う紙幣データは Fig.5.14に示すようなセンサレイアウトから採取さ 255 
れる時系列データであり，経験的に紙幣の特徴を代表するものとなっている.図中 ? ?
?
???
センリ 4 
の点、線ぬ方形は個々のセンサが紙幣の搬送によりセンシングする領域を示している
7 ) 実験は以ドの てっの場合について行う.一つは紙幣時系列データ(以後時系列
データと略記する)を提案手法に入力する場合であり， もう 一 つは時系列データを
センサごとに次式でフーリエ変換し，そのパワースペクトル(以後フーリエパワー りンブJv 32 
紙幣
く 搬送方向
スペクトルと sld記する)を提案手法に入力する場合である. Fig. 5.14 Bill money data and sampling mclhocl. 
A(n)-l/N L f(k)cos( 
2π 
(k-l)n) 
?? ?、?，??? ?， ，?、
?
?
?，?
?
?
?
?
，?、???、 ??，?
? ?
?
，
?、??
?
? ?
?
?
?
?
，????、?? ?， ，?? ?
?? ?
??
????
、
入力層と同じ 16とする. 出力層のユニ y ト値は判定ノマターンに対応し，その {I/;j数
は 12である. これは，識別の対象を偽造紙幣を含まない真の紙幣とし， 1万円，
5千円，千円の 3金種の各々に対して，表正立，表倒立，裏倒 立 裏正立の 4搬送
(n=O， 1，2，…， N/2-1，N/2) 
る.つまり， ここで取り扱う紙幣識別機において紙幣は 8枚 /秒以上で識別され，
方向へ分類することを意味している .なお， 時系列データおよびフーリエパワース
ヘクトルを用いた場合のマスク数は 5.3. 1節と同様に種々 の実験により学宵の収点性
とユニット数を考慮して決定されている. これらの条件下 で紙幣識別を行 った結果
をFig.5.15に示す.ただし，図中で F F Tデータはフーリエ パワ ースペクトルを意
味している. Fig. 5. 15から明かなように ， 時系列データおよびそのフーリエパワー
スペクトルを提案手法へ適用した場合， どちらのデータにおいても学習を 2乗誤差
(n=1，2. ・ ， N/2-2. N/2-1) 
ただし， f ( k) :紙幣データ， N: データ数， A(n)， s(n) :フーリエ係数 を示す .
なお， f ( k )のフ ー リエ変換を F(n ) ，すなわち， F(n)=A(n)+js(n)とする. ここで，
時系列データのフーリエ パ ワースペクトルを採用するのはつぎの理由に基づいてい
一 82- -83-
? ? ?
?
「? ?
判対
引 d
噛ぐ
C¥J 
? ? ? ?
?
?? ?? ?
?
うに 12である . ただし， これらのデータに対する文献(7 )の手法の|揺れ肘のユ
ニット数は， 5. 3. 3節と同憾に倍々の実験により，識別能力とユニット数を.;:，-f~・2 して
設定した.時系列データおよびそのフーリエパワースヘクトルを文献(7 )の F(t
に用いた場合， 2乗誤差が 0，01に減少するまでの学科状況を Fig，5.15にノJ;す. この
凶より時系列データおよびそのフーリエパワースヘクトルのどちらのデータを川い( IR支手法:~~~7IjT'- タ)
( l~支手法 :FFTデ}タ) た場合に対しても提案手法の方が文献(7 )の手法と比較して 1標ぷ去に至るまで
の提示回数が，多くなっている. このことは， 5 _ 3.3節のアルアァベットを月Jt，た実
?
?
?
?ー ?
?
?
， ? ?
? ?
?
?
?
? 「「?
，
?
???
?
?
?????
?
?
??
!換に対しても同様であり，提案手法の問題点であると忠われる. しかしながら，紙
幣識別においては通常，制御における NNのように学習に対するリアルタイム性 .'J 
は要求されていない. それゆえ，提案手法は 2采誤差が収束傾向を (jしているので
あれば‘，学習に十分な時間を費やすことにより 2乗誤差を任意の数仰に収束させる
ことが吋能であると予想される. したがって，上述のような問題点は紙幣識別に関
する限りあまり重大ではない . また， これらの重みを用いて 5.4. 1節と同様に学習デ
ータとは別の 3金種 4搬送方向の合計 12パターンの紙幣データ各 10枚を識別し
た場合でも鑑別率は 100%であった. さらに， 5. 3. 3節と同様に NNの規模を重みの{同
数で評価すると，提案手法および文献(7 )の手法の重みの個数は時系列データを
?
?
??? ? ? ?
?
? ? ????? 、
?
Fig. 5.15 Experiment with bi 1 money data. 
がO.01になるまで収束させることができた. ここで，ド ig， 5. 1 5の横申iIlおよび縦 申IJは
用いた場合およびそのフーリエパワースペクトルを用いた場合について，それぞれ，F i g.5. 9と|可様に教師の挺示回数と 2采誤差を， それぞれ，示している . また， これ
らの屯みを用いて学押データとは別の 3金種 4搬送 )j向の合計 12バターンの紙幣 以下のようであった .
時系列データデータ各 10枚を識別した場伶，鑑別率はいずれも 100%であった .
提案手法=16x16+16x 12=448 
文献(7 )の手法ニ 128x 61+64 x 12=8，960 5. 4. 2 従来 F法との比較
フーリエノマワースペクトル :
提案手法=16x16+16x 12=418 5. 3 _ 3節と|寸械に ， 提案手法の比較手法として IL'f系列データおよびそのフーリエハ
の入よ!屈に入力する手法を採用する . この比較に用いる 文献(7 )の手法 =68x 64+61 x 12=5，120 ワースペク卜 jレを直接
の入ノJ これらのことにより ， 提案手法が濃淡画像である紙幣データに対しても有効であ
り，かっ識別能力をも損なわないことが明かとなった.
また， これとは別に文献(7 )の手法で入力局と隠れ層の重みを調査して Oに近
い否みに対する隠れ層のユニットを除去してi¥Nを縮小する刀法が考えられる. し
かしながら， これにおいては紙幣データに関する限り，学習データの提示方法なら
第 4章で述べた文献(7 )の手法に時系列データを入力する場合，その
層のユニット数は!同業数と iu]じ 128 (= 32サンフル x!I-センサ)である . また，
隠れ府のユニット数は Gぺとし， [H)J}頃のユニット他は 5.4. 1節と!日]肢に判定ハター
ンに対応し，その{[Ii]数は 12である . 時系列データのフーリエパワースペクトルを
文献(7 )の手法に入力する場fT，その の人 )J}岳のユニット数は 68 (-: 17 
びに学習定数の細かい剥整を必要とし，あまり体系的な のえh!模の縮小化手法でx 4センサ)であり，隠れ層のユニット数は 64 ，出力層のユニット数は上述のよ
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??? 。
はないと思われる .
5. 5 提案手訟をmいた 他の応用例
それぞれのユニット数を 20， 20， 4とする. Table 5.1に任怠に阿転した未学習
の硬貨データを各パタ ー ン 50枚識別した実験結果を示す.ただし，学習データに
も任意に回転した硬貨データを使用している . Table 5.1より，提案手法が凶転に対
して有効であることが明確に示されている.
5. 2. 2節の Fi g.5. 5でリングマスクを採用した提案手法の基本原理を示し，その [nJ
転イミ変性を述べた. ここでは，提案手法の具体的な応用例としτ回転不変性を必要
とする似貨識別を検討し， シミュレーションによる実験結果を示す . 識別の対象と
するノfターンは Fig.5.16にノ]'¥すような 500円の友，裂と 500円にその形状 および|苅柄
が夫氏似した勝因の 500ウォンの表，裏の合計 4パターンとする . 硬貨の阿像はt1 0 
Table 5.1 Recogni tion result for coin. 
ぺ o[iIJj案で lバイトのグレイレベルを有している . の構成は 3層構造であり，
名パター ン毎の学習ゲータ数
1 1X 2 1X 3 {X 4 1X 5 1X 
i月E|l 500円表 10 98 10 10 10 500円異 80 10 98 10 10 
2キ3500ウォン表 56 92 92 98 10 
(万)500ウォン畏 。 82 92 10 10 
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5 _ 6 おわりに
500円表 5 0 0円衷
本章では， N Nの規模の縮小化を体系的に図る手法を提案し， 2仙 IllJj像であるア
ルファベットによりその基本原砲を述べた . さらに， i濃淡画像である紙幣データに
対して有効であることをシミュレーション'夫験によって定壇的に検証した.とくに，
画像のパターンをその特徴量としてスラブ値に反映させるため， 1司像を異なる制点
で観測する必要性からランダムマスクを新たに導入し，画像の [eiJ(fのスラプ仰が任
事的に求められることを示した . さらに， このマスクをて夫することにより l自由
皮の位置ずれ ， あるいは回転に対して不変な N Nを椛成することが l寸能であること
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もアルファベ γ トを用いてその原理を示した. また リングマスクによる提案下法
500ウォン 表 500ウォン ~1 
の実験結果についても検討した.ただし， ここで提案する手法は原f型的に l町像情報
を平均化処珂しているため ， N Nの収点を抑制することになる. しかしなが占，時
羽が収束傾向を示している限り ， 学習に十分な時間を費やすことによって，目標と
する収束誤差にまで を学習させることができ，紙幣識別に j-分応用することか
Fig.5.16 Coin's dala. 吋能と忠、われる . とくに， N Nによる紙幣識別機の開発において綻案手法は，識別
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機のコンパクト化，処問速度の高速化，低コスト化をアルゴリズム面から促進する
ものと忠われる.
次の第 6章では，実際に実験システムを構築し， N Nの学習による自己組織化を
利}-Hした多[刊紙幣出合識別に|刻する実験を行い， その結果について考察する.
多再 6 一ーョ""-=>. ラ ン夕、、ムマスクノぢ Jえによる
ロ員長氏宅答話完刀リ本幾o::>lJ日ラE一;:::L
6. 1 はじめに
本章では ，第 3章から 5章までの実験と考察に法づき， による紙幣識別!日 実験シ
ステムの構築を行い ， その性能と製品化への可能性を検討する.
ここでmいる紙幣識別機はすでに r1本紙幣を対象として製品化されてお り，そ の議 )JI
手法は第 l章で述べたような識別院!数に属するものが使用されている. /t: I~:f.では，この
識日Ij機とランダムマスク方式による NNの学習および識別ソフトウエアが移植されたノ
ーソナルコンピ」ータを用い， l-:J本の千円，五千円， 一 万円，および，怜国の千ウォン，
li千オォン，万ウォン， さらに米国の 1ドル， 5 ドル， 2 0ドル， 5 0ドルの ool. 1 
0問額の金極の識月IJを実現するものである.
この実験システムにおける識別機は紙幣の搬送系およびセンサ系としての位抗づけと
なる . 本研究では，実験システムにより種々の紙幣サイズ， さらには何々の色+tIの紙幣
が叫人した場介の金持識見IJが， 人ノJIt11 6ユニット，隠れj同 1G斗ニット， I H ) J Jc"j1 0 
ユニ y トの 1¥}Ji棋なネットワーク椛成によって実.m，IIJíì~ であることを克験 により日i-d す
る. これにより，提案するランダムマスク方式による N Nの識別下法か刊能お上び判 lull
化において (f効であることをノRす.
6. 2 ランダムマスク方式によるニューロ紙幣識別の原理
本市では，阿像のバタ ー ンを反映しつつ現在製品化されている紙幣識別機が fjする 8
ビットあるいは 16 ビッ トの cp uで計算が簡易に行える特徴冠として，第 5章で述べ
た IH1J:A-~ 1lQ の総和であるスラブ 1l再 ~ 4) '27)・下。、 に注目する .以下では， このスラプ怖を入力
l同像に対する特徴idとして考察する . ここでは ， ランダムマスクぷ式によるニューロ識
別の原理の理解を容易にするためにドig. 6. 1にノJミすように，紙幣画像を 1G x 8のマトリ
ノクス上の{0， 1)の 2値画像として模式的に示す.
まず，画像の特徴量としてスラブ値を用いた場合， Fig.6.1(a)では" $ 1 "を特徴づ
??? ???? 。
ける仰として 3 1が得られ， Fig.l(b)では "YI000" を特徴づける値として 25が
得られる. したが って， " 5; 1 "と "YI000" は識別吋能となる. しかしながら，
F i g. 6. 2のように児なる|向像でもスラブ値が等しくなる場合が存在する . 例えば，ド ig. 6. 
2 (a)では"￥ 50 0 0 "のスラフ伺は 23であるが，ド ig.6.2(b)の"WIOOO"のス
ラプ値 も23であり，識別不吋fiEとなる. このような問題に対しては，ドig.6.3(c)にポ
1 6 
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Fig. 6.1 Different patlerns and different slab values. 
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( a )半5000 (b) WIOOO 
Fig.6.2 Differenl paltcrns and same slab values 
す ような入力阿像 の特定の部分を 被覆する マ スク を導入 することにより解決できる . つ
まり， Fig.6.3(c)のマスクでド ig.6.2(a)の阿像を覆うと Fig.6.3(a)に心す阿像となり，
この場合の スラブ仙は 13となる -)j，Fig.6.3(c)のマスクで Fig.6.2(b)の山i像を i!1
うとFig.6.3(b)に示す Il町像となり ， スラブ値は 23となる . したが って， マスクを導入
すること により画 像の追いをスラブ仰に反映させることができ ， 識別がuJ能となる . た
だし ， この場合た だ一つのマスクによって種々の画像の違いをスラブ値に反映させるマ
- 90-
25 
23 
スク を 生成 できる確率は極めて小さいと予怨される.そこで，被組合~iJ止が異なる惚数の
マスク を 用いることにより，いずれかのマスク処 f~日によるスラプ怖が !fT1Î 像問で児なる確
率が高 くなると予惣でき，多 のような非線形分離問題をf:}.むと す るアルゴ リズ L
への都 合の良い入力となり得ると忠われる .
l6 
( a )半5000
回=1
口=0
( c ) マスク
1 6 
(b) WIOOO 
脇被電領域
Fig.6.3 Mask and slab values 
6. 3 実験 システム の構築
23 
以下では，実際の紙幣識別機と提案アルゴリズムを用いた実験システムの 構築を述べ
る. ここでrHいる紙幣識別機は，すでに製品化されており， 2 1 6 x 3 0 1町長で lバイ
トの濃淡レベルを釘する阿像データを採取することかできる . また ，紙幣の脚送 J生l立は
1 0枚 秒である . また，紙幣 投入 1Jは日本の 1h ffJ札よりやや人・きめに設定してあり ，
紙幣は利 子五I'，J(紙幣の短辺 }j向と、jqj) にj般送される.識別する紙幣は日本の下 1J，
5 下11J ， l} j 1リおよび緯国の千ウォン， 5千ウォン， 1 Jjウォン さ らに米国の l ドル，
5 ドjレ， 2 0ドル， 5 0 ドルの合計 10金種の表正立 }j向 7 とする .
6. 3. 1 システム 構成の概 要
- 91 -
実験システムの NNの情成を Fi g. 6.4にノ去す . 前述のように紙幣投入口が最大紙幣 であ
る 1万円札よりさらに大きいので， 1万円より小さいサイズの紙幣が，搬送方向垂直に
移動する可能↑生が存在する. したが って ， ここでは第 5章で提案したアルゴリズムの中
の紙幣の御送えiIムjに弔|庁な位円ずれに討し， ロバストな行方向マスク JjJえを採用する .
また，第 5[在でJ立案したアルコリズムのマスクの同町lとその被告2領域の検討と同様に，
待々のシミュレーション実験により，マスクの荷主nを 16とする. したが って，人ノ]1¥・4
のユニット数は] fiとなる.ただし， ーつのマスクにおける被覆傾J!):は，画像全体の 3
幣データ読み取 り終 了信号がノfーソナルコンビュータに転送され，ニューロ学宵もしく
はニュ ーロ識別 が開 始さ れる . パーソナルコンビュータ上には， C s語にて記述された
提案ア ルゴリ ズ ムによる学習および識別プログラムが移植されている.
ノJJ~ のユニット数は 1 0とする. とくに， tH力層の名ユニ γ トは，それぞれ，干rJ， 日
[ ) 0 ラインの|付 4 ラインを任意に被援する. ここで ， )ラインとは紙幣の長辺万向にセン
シングされた 2 1 6 flf.1の [l自素の並びを示す . また，隠れJt1のユニット数を ]6とし， t[J， 
紙幣デ ター
ラインマスクによる
ニュー口学習ソフト
h」ー |千f!]， 1 万円および下ウォン， 5千ウォン， 1万ウォン， さらに l ドル， 5 ドjレ， 2 0 ラインマスクによる
ニュー口;蹴1]ソフトドjレ， 5 0ドノレに文'JLCさせる .
F i g.6. 5に実験システムの模式関を示す . また ， ドig. 6.6に実験システムの写兵を/J¥す. 紙時~M~IJ機 終了信号 32-ヒッ トコンピュータ
これらの図に示すように，紙幣識別機とノぐーソナルコンヒュ ー タは，バラレルケーフル Pig. 6.5 Fealures of experimental systcm. 
ライン 16 ]ニット
マスク 16ユニッ ト 10 ]二1')卜
~1 0 ， 000 
的，000
• 
• 
Fig. 6. 6 Photograph of expe了imental system 
• 
??「???
6. 3. 2 ハ ー ドウエア構成
ドig.6. 4 NN construclion of expcrimcnlal syslem. ドig. 6. 7に識別機のセンサ系からパーソナルコンピュータまでのデータ通信ボードを子
とシリアルケーブルにてJ妥続されている.パラレルケーブルを通して，紙幣デー タがノ、
むハ ー ドウエア 構成を 示す . 識 別機 のセ ンサ から得られたデータは内部のパスラインか
ら分岐し ， データ通信ボード を経てパ ー ソナ ルコンビュー タ に入力される . コンヒ A 一
ーソナルコンヒュータの RAM上に I伝送される . また， シリアルケーブルを通して，紙 タは画像データを 1ペー ジ(紙幣 l枚分)毎に切り分けて ニ ューロ識別処理を行う .
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評価紙幣を排除と判定
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ドig.6. 7 I!ardwarc coηfiguralion of experimcnlal syslcm. 
6.3. 3 ソフトウエア構成
Fig.6.8にパーソナノレコンビュータに移値されたランダムマスク志式によるニューロ識
日IJソフトウエアの処理フローを示す.
データ受信待機
データ終了信号待機
画像フレーム内の紙需
工ッジを油出
マスク保Eの読み込み
マスク情報に基づくスラフ
値の作成
Fig. 6. 8 Softoware configuralion of experimental system for recogni lioll. 
- 94ー
- 95 -
学習は 3 2ビットコンピュータに 浮動小数以九iI1"):フ ロッセッ サをHtll 
O. 005てあ.J たこのtM{'iの 2点ぷJCの総 +1 ~ 
討データとする .
して提示回数が 50，000 1E!1に至るま で行 った.紙幣データによる実験4 6 . 
識別結果2 4 6 • 前述した実験システムと傾端に疲弊していない種々の真の紙幣を用いてこの節では，
その識別性能と紙幣の搬送におけるデータの揺らぎに対オンラインで識別実験を行い，
O. 005にな った場作 の前述の 2呆誤差 の総和が，提案アルゴリズムによる識別実験は，する汎化性を考察する.
γ ;~;i の ための紙幣 デー タを採 l収したこの場合の紙幣の搬送速度は，ilみを用いて行う .u本お よび韓国は金持問でサイズと色相が異なる特徴ここで扱う紙幣の内，とくに，
Ifj n~ 流通紙幣 lおのおのの金庫に対し，実験では ，1 0枚/ 秒とする.場合と同様に ，色相も緑色系で r[iJ米同紙幣は科金持!出でサイズは同 ーであり，4 ノ3，を有している.
次式で与えられる鑑別卒の、F-均値を識別能ノJとみなす.o枚を 10回識別評価し ，は金種間で多少の差異が認、今回の識別の対象とする裏面(風景画像)
ー ???
である .
正し く識別された 紙幣の枚数
鑑別平
められる . ?????， ，， ?、x 1 0 0 
全紙幣の 評価 枚数
9 0 %で5千円の平均鑑別率が最も低くこの表から，Table 6.1に実験結果 を示す .学習法と識別データ1 .{ . 6 
学習において 5千円に対する出力ユニ y トにおける 2乗誤差が，これに対しては，ある .
5千円つまり ，他 のユニッ トにおける 2乗 誤差と比較して大きいことに起因している .F i g. 6.9に示すようなサ第 5章と同様のパックプロパゲ ー ション法を用い，ここでは，
それだけデータのばらつきに対する他の 金種 ほど 学習が進んで お らず，
のy凡化能力も小さいと 予 想される.
に対しては，紙幣の御送による精々
各金属ごとに 20枚分の紙幣データを学
? ???
イズの異なる紙幣 10金種の分類のための学習を行う .
のデータば、らつきを学宵に反映させるために，
s y s t cm. 
円(半) ウォン(W) 米ド)v($) 
金fi 11 ~~~ ~I ~~~ 1 ~I ~~~ 1， ~~~ ~， ~~~ 1 ~I ~~~ ~~ ~~ 
i平~h均IJ率 ~J~ ~~ro ~I~ I~~ro ~I~ ~Jro ~J~ ~J~ I ~~ra I~~~ I 
Table 6.1 Recognition ability of experimental 
? ?
??
?? ?
?
???
? ?
?
???
?
? ?? ?
? ?????
?
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?
?
?
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? ?
?? ?
?
?
?
?? ? ?
?
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?
?
??
?
?
「
?? ?
?
?
?
?
?
?
半10，000， W 1 0， 000 
半5，000， W5， 000 
半L000， Wl， 000 
??$1， $ 5 
$20， $ 50
/ 
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Fig.6.9 Various size of bill money. 
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とくに，製品化に対しては，識別能ノJである平均鑑別辛を全ての金種に対し，限りな
く 10 0 %に近付けることか必要である.これにおいては，いかに;¥JNの汎化能力を大
きくするかが主要な課題となる.それには，データぱらつきの解析とそれに対応する?:
習データの選定がます考えられる.とくに，今回の学宵において，紙幣の搬送路におけ
る回転(最大約 I8。将皮〉を忠誠的に学習データに反映させなかったことが， 十分な
識別能力を得られなかった原凶の 一つであると予想される . これにおいては，学習デー
タのj室定と共に，現?'E検討中である.
多有 7 .=docュ 主5 オコり 6こ
貨幣を基礎とした経済社会の下で，急速な高度情報化社会の進区とその技術を利
用した oA化の進展が著しく，最新のコンビュータ技術を活月jした貨幣識別技術の
開発が現代社会ではとくに重要な問題となっている.本研究では，貨幣識別技術の
知的情報処理のアプローチとして， エキスパートシステムとニューラノレネ y トワー
クの二つの手法を導入し，貨幣識別機の識別精度の向上とインテリジェント化を凶
る研究を行った.前者は，従来の紙幣識別手法における分離関数式決定にエキスノ J
ートシステムを応用した技術であり，後者は， ニューラルネットワークそのものに
よる紙幣識別技術である.
とくにニューラルネットワークにおいて，本研究ではフーリヱ変換などを利則し
た入力情報の選定法に対する検討を行い， さらに識別結果に対する信頼社に対して
は，新しい評価規範の導入を行い，その詳細な検討を行った.
また， このような識別性能および開発期間の点において非常に優れたニューラル
ネ y トワークを実際の識別機へ低コストでかつコンパクトに宴装化するための手法
として ，新た にランダムマスク方式を提案した . この手法により，識別性能の劣化
を最小限にとどめ，大幅なネ y トワークの規模の縮小化ができることをシミュレー
ション実験により定量的に示した. さらに，本手法を用いて既存の識別織と/"ーソ
ナルコンピュータによる実験システムを構築し，単 一 国の紙幣のみならず多同の紙
幣が混合した場合の金種識別が可能であることを実験により示した.
また，本研究での提案手法および実験結果とその考察は貨幣識別機だけでなく他
の産業界におけるニュ ーラルネ '1 トワ ークの製品化をアルコリ ズム I面からよりい っ
そう促進することができると期待される.
以上のような研究を通じて，貨幣識別機のインテリジェント化を進めてきが，と
くに， エキスパートスシステムの導入においては，設計者のノウハウおよび経験的
な知識を用い，開発工数の短縮および識別精度の向上を図ることが可能となった .
また，ニューラルネットワークの導入においては，貨幣識別手法に柔軟性およびロ
バスト性を付与することができ ，人間の判断により近い"柔らかい機械"が実現で
きる可能性を示すことができた . さらに， ソフトウエアの開発のみならず，そこで
6. 5 おわりに
本章では，本研究のまとめとして NNの規模の縮小化を体系的に区lるアルゴリズムを
提案し，実際に実験システムを椛築し，提案手法の有効性を示した.とくに，提案手法
において画像のパターンをその特徴霊としてスラブ値に反映させるため，画像を異なる
視点で観測する必要性からランダムマスクを新たに導入し， これにより画像の固有のス
ラブ値を得る確率が高くなることを示した. さらに，ここで構築した紙幣識別機と 3 2 
ピットコンビュータによる実験システムにより，外閏紙幣が混合した場合の紙幣識別が
夫:mIJ]能であることを具体的に実証した.
今後， N Nによる紙幣識別機の開発において提案アルゴリズムは，識別機のコンバク
ト化，処理速皮の高速化，低コスト化の観点から，重要視されるものと思われる. しか
しながら，マスクの'1:.成法に関して，本件では乱数を用いその任立性により幽像情報を
スラプ値に反映させたが，学習の効率化と汎化能力の向上から効宅の良いマスクの生成
法が必要となる.このマスクの最適化を凶ることに対し，遺伝アルゴリズムの導入が行
効と考えられ，今後の検討課題としている.
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(現開発センターグループリーダー)ならびに四国総合研究所松村茂憲主席研究員に深
く感謝の意を表します.
そして，本研究を社内で進めるにおいて絶えず精神的な御援助，御配慮を賜ったグロ
ーリー工業株式会社井戸久男専務取締役(研究開発本部本部長) ，川内俊補専務取締役
(東京本部本部長〉に j早く感謝の意を表します.
最後に本研究を進めるにおいて徳島大学博士課程への留学の推薦を頂いた開発部尾波
宰 ベ部長(現開発センタ一所長) ，その決裁を頂いたグローリー工業株式会社尾上喜男
社長，松下寛治会長に厚く感謝の意を表します.
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学位論文題目
知的情報処理応用による貨幣識別技術に関する応用
審査結果の要旨
本論文は，知的情報処理による貨幣識別について研究したものである。
一般に，紙幣識別機は市場ニーズとして，一秒間に 10枚以上の紙幣を識別
する能力，さらに，製品としてはハードウェアの低コスト化と装置のコンパ
クト性が要求されている。したがって，製品化においてはアルゴリズムその
ものを演算量の少ない単純なものにすることが必要である。これまでに，紙
幣識別機開発の分野では独自な識別式が考案され，この方式による製品化が
行われてきた。この識別式は基本的に加算，減算，比較の各演算子を用いて
紙幣の特徴を表現したものである。しかしながら，識別式を構成するパラ
メータに関しては，金種の違い，データ採取時の紙幣の回転，位置ずれ，起
伏によるデータ変動を想定して，設計者が決定している。このような方法で
はパラメータの組合せ数が非常に多く，得られた組合せが最適であるか否か
の保証はなされていなかった。そこで，設計目標に到達したか否かを大量の
紙幣データを用いて実験的に検証し，多大な工数を要して識別機の開発が行
われてきた。ところで，設計者のノウハウおよび経験である紙幣識別に関す
る知識は，個々の単発的な処理手続きであり，パラメータ決定を行う際には
一貫した処理フローを作成するのが困難である。このような専門家の試行錯
誤の分野に知的情報処理手法のーっとして，本研究では，まずエキスパート
システム(以後ESと略記する)を導入している。ここでは，紙幣識別の分
離関数である識別式決定に対するESの構築について考察し，つぎに， E S 
を識別技術に導入することにより，従来技術と比較して大幅に開発期間およ
び識別性能の向上が得られることを示している。
しかしながら，ここでのESの効果は，紙幣の識別式決定においてのみ有
効であり，紙幣識別における分離関数方式の問題点(市場における紙幣に対
する汚れ，破れなどのノイズ，さらにはセンサ系に対する信号ノイズなどの
ロバスト性の問題)を解決するに至っていなかった。そこで，本研究では紙
幣識別分野への知的情報処理の別のアプローチとして，ニューラルネット
ワーク(以後NNと略記する)を検討している。まず， NNを応用した紙幣
識別手法について考察している。とくに，紙幣識男IJに適したNNの構成なら
びに入力情報の検討をフーリエ変換などを利用して行っている。また，紙幣
識別の分野で従来から問題となっていた識別結果に対する信頼性に対して，
新たに信頼性評価規範を導入し，潜在的な識別性能を検討する。 NNを応用
した紙幣識別手法が，識別性能と開発期間の点から，従来の分隊関数方式や
一部のパターンマッチング方式と比較して非常に有効な手法で、あることを述
べている。これらの種々の検討結果を基に， NNを実際の 8あるいは 16 
ビットのCPUを有する識別機に移植する場合，ネットワークの規模が大き
な問題となっている。そこで本研究では，入力画像の一部を任意に被覆する
ランダムマスクを提案すしている。ここでは，このランタームマスクによるN
Nの規模の縮小化について述べ，本提案手法により入力画像情報を容易に圧
縮するととが可能であることを示している。さらに，従来のNNを用いた手
法と比較して，提案手法が識別性能の劣化を最小限にとどめ，大幅なネット
ワークの規模の縮小化を可能とすることを定量的に示している。また，提案
手法により特殊なデ、バイスを用いなくても実システムが容易に構築可能であ
ることを既存の識別機とパーソナルコンピュータを用いて具体的に示してい
る。
最後に，実験システムにより，日本，韓国，米国の複数回紙幣が混合した
場合の紙幣識別が可能であることを実験的に検証している。
以上本研究は，知的情報処理応用による貨幣識見IJ技術に関する応用であ
り，本論文は博士(工学)の学位授与に値するものと判定する。
