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Abstract
Active ﬂow control in laminar boundary layers can reduce wall friction on
a wing, if laminar-turbulent transition is delayed. In this thesis, (re-)active
ﬂow control for active cancellation of Tollmien-Schlichting (TS) waves in a
two-dimensional laminar boundary layer is investigated. The TS-waves that
initiate the transition to turbulence are attenuated with a DBD plasma actu-
ator by superposition.
Active wave cancelation requires the use of control algorithms and their
stability is inﬂuenced by variable inﬂow conditions. Model-based (Linear-
Quadratic-Gaussian) and adaptive control algorithms (ﬁltered-x-LMS) are
investigated under realistic (varying) inﬂow conditions in wind-tunnel and
in-ﬂight experiments. The further developed delayed-x-LMS algorithm allows
a stable and robust controller operation for active wave cancelation in ﬂight.
All experimental results are validated by direct numerical simulations and
linear stability theory.
Furthermore, the challenges for the application of DBD plasma actuator ar-
rays to delay natural transition are pointed out. The simpliﬁcation of transfer
paths for reducing the required computational power is discussed.
iii

Kurzfassung
Aktive Strömungskontrolle in der laminaren Strömungsgrenzschicht kann die
Wandreibung am Tragﬂügel durch Verzögerung der laminar-turbulenten Tran-
sition verringern. In dieser Arbeit wird die (re-)aktive Strömungskontrolle zur
Dämpfung von Tollmien-Schlichting (TS) Wellen in einer zweidimensionalen
laminaren Grenzschicht untersucht. Die TS-Wellen, welche die Transition ein-
leiten, werden nach dem Superpositionsprinzip mit DBD Plasmaaktuatoren
ausgelöscht.
Die aktive Wellendämpfung setzt den Einsatz von Regelalgorithmen voraus,
deren Stabilität von variablen Anströmbedingungen beeinﬂusst wird. Der
Einsatz modellbasierter (Linear-Quadratic-Gaussian) und adaptiver Regelal-
gorithmen (ﬁltered-x-LMS) wird in Windkanal- und Flugexperimenten unter
realistischen (variablen) Anströmbedingungen untersucht. Die Weiterentwick-
lung des delayed-x-LMS Algorithmus ermöglicht einen stabilen sowie robusten
Betrieb des Reglers für die aktive Wellendämpfung im Flug. Die gewonnenen
Ergebnisse werden durch direkte numerische Simulationen sowie lineare Sta-
bilitätstheorie validiert.
Die Herausforderungen für den Einsatz von DBD Plasmaaktuator-Arrays
zur Verzögerung der natürlichen Transition werden in der Arbeit aufgezeigt.
Für die Reduzierung der benötigten Rechenleistung wird die Vereinfachung
von Übertragungspfaden diskutiert.
v
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1. Introduction
1.1. Motivation
Since the ﬁrst systematic investigations of Lilienthal in the 1890s, researchers
have gained increasing insight into the fundamentals of aerodynamics and
ﬂight mechanics. Nowadays transport aircraft are reliable, tickets are af-
fordable for everybody, but increasing global air traﬃc and environmental
considerations demand more eﬃcient aircraft designs. Although transport
aircraft have looked similar for the past 60 years, performance, fuel eﬃciency
and noise emissions have improved signiﬁcantly. This is not only due to new
materials and more eﬃcient engines, but also due to improved aerodynamics.
Computers control and optimize processes during ﬂight by calculating the
most eﬃcient route or even allow accurate automatic landings. Nevertheless,
the ﬂow around the aircraft during ﬂight is passively inﬂuenced by the airfoil
shape and not actively controlled. For example, passive vortex generators
on the wing surface create additional lift during take-oﬀ/landing and cause a
minimum of drag increase at one design point, but their advantage is oﬀset
with additional drag during oﬀ-design conditions. This classic passive ﬂow
control method is limited and ﬂow control strategies will develop from purely
passive methods (wing shape, passive vortex generators) to active methods
in the future (Gad-el-Hak, M. (2007)). Active ﬂow control, where energy is
added to the ﬂow by actuators, can be adapted dependent on the (varying)
inﬂow conditions or even switched oﬀ.
The complex demands on the reliability of modern transport aircraft lead
to a conservative design process, but future aircraft must be more eﬃcient
in terms of fuel consumption. One possible contribution to achieve this goal
is the reduction of skin friction drag by laminar wing technology. The skin
friction in a laminar boundary layer (BL) is lower compared to a turbulent
BL. Therefore, the goal is to prevent an early transition from a laminar to
a turbulent BL state. Depending on Reynolds number Re, surface rough-
1
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Figure 1.1.: The measurement signals of an uncalibrated hot-film array show natu-
ral TS-wave packets on the pressure side of the wing glove in spanwise (z) direction
as a function of time t, Reeh (2014).
ness, inﬂow turbulence and wing shape, the mechanisms causing a transition
to turbulence diﬀer. In this thesis the Tollmien-Schlichting (TS) wave domi-
nated transition is investigated: velocity ﬂuctuations in the BL, which travel
downstream and grow in amplitude, become unstable and ﬁnally lead to a
transition to turbulence (Kachanov (1994)). The hot-ﬁlm measurements in
Fig. 1.1 show the temporal evolution of naturally occurring TS-waves on
the pressure side of a natural laminar ﬂow (NLF) wing. The low ampliﬁ-
cation scenario on the pressure side of the wing causes a viscous instability
(Schlichting and Gersten (2000)) and the waves occur in spanwise (3D) wave
packages in a narrow frequency band, cf. section 2.1.3. Phase speed and am-
plitude of the waves vary with Re and angle of attack α, leading to a change
of the transition location.
NLF wings were developed and successfully applied on gliders for decades.
In combination with smooth surfaces (glass/carbon ﬁber construction) and
with no engine induced noise or vibrations, the laminar BL can cover up to
90% of the pressure side of a wing Boermans (2006). Transport aircraft ﬂy at
higher Re and additional sources of noise or surface roughness inﬂuence the BL
development. Therefore, additional active ﬂow control techniques are required
(Braslow (1999)) to enable laminar ﬂow over a long percentage of chord. The
2
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Figure 1.2.: Classification of boundary layer flow-control strategies, after
Gad-el-Hak, M. (2007).
hybrid laminar ﬂow control (HLFC) wing concept combines the well-known
approach of passive ﬂow control (NLF wing shape) with active control tech-
niques. Boeing introduced a suction system on the leading edge of the vertical
stabilizer of the Boeing 787-9. The system is passive because the required
pressure diﬀerence for the suction system is not realized by a pump but with
a pressure diﬀerence that occurs at the aircraft body (Parikh (2011)). The
predetermined active ﬂow control strategies, like BL suction, are relatively
simple in terms of control complexity and active systems could be applied on
a commercial aircraft in the near future (Schrauf (2004)).
The scope of this thesis is reactive ﬂow control (Fig. 1.2). It is one step
further and promising in terms of energy eﬃciency, because the actuator only
acts on distinct perturbations in the ﬂow instead of changing the mean ﬂow.
In this thesis control strategies for a robust control of these TS-waves are de-
veloped, with the goal to delay transition under varying inﬂow conditions. The
Dielectric-Barrier-Discharge (DBD) plasma actuator, which has been used for
the investigations presented in this thesis, and related ﬂow control strategies
are introduced in the following.
3
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1.2. Boundary-Layer Flow Control with Plasma
Actuators
The DBD plasma actuator (PA) as a ﬂow control device has emerged since
Roth et al. (1998, 2000) published ﬁrst investigations on BL ﬂow control with
this device. Encouraged by these investigations, an increasing number of
researchers started to work on two major topics:.
1. Working principles and characterisation, including numerical models.
2. Possible applications for the promising new ﬂow control device.
A classiﬁcation of the PA as a ﬂow control device among all other classical
actuators is given in an extensive review by Cattafesta and Sheplak (2011).
Until now, the PA as a ﬂow control device has only been used in the scien-
tiﬁc environment. During the last decade, many developments of the actuator,
like diﬀerent electrode designs and operation modes, have been investigated
and research is ongoing. The development and characterisation of plasma
actuators as well as diﬀerent applications were summarized in numerous re-
view papers (Benard and Moreau (2014); Corke et al. (2010); Kotsonis (2015);
Kriegseis et al. (2016); Moreau (2007); Wang et al. (2013)).
Initially, the application of the PA was dominated by experiments on cir-
culation (separation) control. Limited momentum production and the poor
ﬂuid-dynamic eﬃciency of the PA suggest that the focus be placed on boundary-
layer control approaches. The ﬂow velocity in the BL is lower than in the free
stream and therefore less momentum for a successful ﬂow control is necessary.
In the following, ﬂow control in the laminar BL with PAs is discussed in more
detail. Only certain aspects are discussed here, for a more detailed review the
reader is referred to Kriegseis et al. (2016).
Besides the vortex generation with PAs for control of cross ﬂow transition
(Chernyshev et al. (2016); Dörr and Kloker (2017); Wicks et al. (2015)), the
PA has mainly been applied for forcing in streamwise direction in order to sta-
bilise the BL by changing the mean ﬂow properties (Duchmann et al. (2013);
Grundmann and Tropea (2007); Joussot et al. (2013)). BL stabilisation is
relatively easy to implement and no additional control circuits are necessary.
Experiments on boundary-layer stabilisation with DBD plasma actuators in
4
1.2. Boundary-Layer Flow Control with Plasma Actuators
controller
sensor
U∞
actuator sensor
u(y)
laminar
turbulent
δ 
Figure 1.3.: Transition scenario of a flat-plate boundary layer with applied active
wave cancellation. The TS-wave is sensed by a sensor, travels downstream and is
cancelled out by superposition with the actuator.
ﬂight have been conducted by Duchmann et al. (2014) and hot-wire measure-
ments showed a delay of laminar-turbulent transition by 3% chord. For this
ﬂight setup an infra-red (IR) thermography based transition detection system
has been developed (Simon et al. (2016c)) and the impact of the steady PA
forcing on the transition was measured with a high spatial resolution. It was
shown that the PA has an uniform eﬀect on the transition location in spanwise
direction, but the overall eﬃciency does not exceed ηeff = 5%, where ηeff = 1
is the break even in terms of energy consumption/savings.
Active wave cancellation (AWC) of TS-waves is a promising alternative
to the BL stabilisation, because the mean velocity proﬁle of the boundary
layer is not signiﬁcantly modiﬁed. As sketched in Fig. 1.3, the downstream
moving TS-waves that initiate the transition process are measured by a sen-
sor and cancelled out with an actuator by superposition. Attenuation of
the TS-wave amplitude then leads to a delayed transition to turbulence fur-
ther downstream. The TS-waves have an amplitude of about 1% of the free-
stream velocity; hence their cancellation requires less energy compared to the
boundary-layer stabilisation. Motivated by early work on AWC (Liepmann
and Nosenchuck (1982); Milling (1981); Thomas (1983)), Grundmann and
Tropea (2008) used a single PA to cancel out artiﬁcially generated TS-waves
in a laminar BL. Other researchers conducted numerical investigations on
AWC (Dadfar et al. (2014, 2015); Kotsonis et al. (2013)). Experiments on
attenuation of single frequency 2D TS-waves by Kurz et al. (2014) showed
5
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the ﬁrst application of the PA for AWC in ﬂight. The concept of amplitude
attenuation by superposition is widely spread in other disciplines. Active
noise cancellation (Hansen (2002)) is the most prominent example and al-
ready available in consumer goods like headphones.
Arrays of actuators and sensors are required to account for the three-
dimensional character of naturally occurring TS-waves, cf. Fig. 1.1. Recently,
the successful application of arrays of actuators in a multi-channel system
was reported in literature (Goldin et al. (2013); Opfer (2002); Pätzold (2013);
Peltzer et al. (2009)). Numerical simulations of a multi-channel system with
an array of PAs by Fabbiane et al. (2017) showed a delay of transition of a
ﬂat plate ﬂow (Re1 = 1000, U∞ = 60m/s).
In literature, diﬀerent control algorithm strategies for active ﬂow control are
reported, as reviewed by Brunton and Noack (2015). Numerical investigations
mainly focus on model-based control algorithms like the LQG (Bagheri and
Henningson (2011); Fabbiane et al. (2014); Semeraro et al. (2013)), which
are based on DNS simulations and a model reduction of the system (Bewley
and Liu (1998); Moore (1981)). The experimental community mostly uses
adaptive control algorithms such as the ﬁltered-x-LMS (fxLMS) algorithm
(Kotsonis et al. (2015); Kurz et al. (2014); Sturzebecher and Nitsche (2003)).
Adaptive control algorithms can adapt to changes in the transfer paths of the
controlled system, which can be caused by varying inﬂow conditions during
controller operation.
Technical applications will have to cope with varying inﬂow conditions and
should work reliably over a certain range of operation conditions. The work
presented in this thesis investigates and evaluates the robustness of diﬀerent
control strategies under such conditions.
1.3. Objectives and Outline of the Thesis
Boundary-layer ﬂow control with DBD plasma actuators has been investi-
gated by researchers worldwide and at the Institute for Fluid Mechanics and
Aerodynamics at TU Darmstadt. The PA has been operated continuously
(steady forcing) for boundary-layer stabilisation and with a modulated op-
erating voltage (unsteady forcing) for active wave cancellation of Tollmien-
Schlichting waves. Both operation modes can successfully delay transition to
6
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turbulence but need to be further analyzed. This thesis is devoted to the in-
vestigation of open questions that arise from previous experiments and to the
investigation of ﬂow control under varying inﬂow conditions. In collaboration
with the Linné FLOW Centre of the KTH Stockholm, these questions were
investigated both numerically and experimentally. Two publications about
the joint wind-tunnel experiments (Fabbiane et al. (2015)) and in-ﬂight ex-
periments (Simon et al. (2016a)) conducted at TU Darmstadt and supported
with direct numerical simulation (DNS) by KTH, have been published, and
the content of this thesis is partly based on these results.
The main questions addressed in this thesis are stated below and outlined
in more detail in the following.
• Active wave cancellation: How exactly do the counter-waves, generated
by the PA, interact with the TS-wave disturbances in the boundary
layer? (Chapter 4)
• Are model-based control algorithms (e.g. LQG) or adaptive algorithms
(e.g. fxLMS) better suited for active wave cancellation in terms of per-
formance and controller stability? (Chapter 5)
• What are the implications for the controller stability under more real-
istic, varying inﬂow conditions in ﬂight? (Chapter 6)
• How can naturally occurring TS-wave dominated transition be con-
trolled with an array of spanwise arranged plasma actuators? What are
the challenges of applying AWC to this transition scenario? (Chapter 7)
In Chapter 2 of this thesis the physical background and theoretical consider-
ations are discussed. Boundary-layer theory and linear stability theory (LST)
are introduced. Another main issue of this chapter is the control theory of
the algorithms used for active cancellation of TS-waves.
Chapter 3 gives an overview of the experimental methods. The work-
ing principle and design of DBD plasma actuators is discussed ﬁrst, followed
by the descriptions of the ﬂat plate setup used for fundamental wind-tunnel
experiments on the controller stability. The research aircraft and the lami-
nar wing glove, prepared for in-ﬂight experiments on AWC, are introduced
and the implementation and execution of the required control algorithms is
presented.
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The PIV measurements presented in Chapter 4 show the cancellation pro-
cess of the TS-waves in a ﬂat plate boundary layer. Phase-locked PIV mea-
surements are performed with artiﬁcially generated single-frequency TS-waves
with a 2D even wavefront and the results are compared to LST.
The AWC of broad-band TS-wave disturbances requires a detailed knowl-
edge about the transmission behavior of the boundary layer. Theoretically,
this transmission behavior can be modelled numerically with DNS computa-
tions and transferred to an experiment. This model-based control technique
is applied with a LQG control algorithm and compared to an adaptive fxLMS
control algorithm in terms of controller performance for varying inﬂow condi-
tions. The experimental results obtained with the single-input-single-output
(SISO) system with one 2D actuator are discussed in Chapter 5 and were
published in Fabbiane et al. (2015). Based on these investigations, the con-
troller stability of the fxLMS algorithm and its dependency on the secondary
path model between PA and error sensor is analyzed. In order to extend the
working range of the controller, an adaptive secondary path model is intro-
duced. A calibration of the secondary path model for diﬀerent wind-tunnel
speeds extends the stable operation range of the controller to the whole cali-
brated domain (Simon et al. (2015)).
The know-how about the controller stability allows the development of a
new algorithm with signiﬁcantly reduced complexity. The delayed-x-LMS
(dxLMS) algorithm and its application for in-ﬂight experiments on a glider
wing is introduced in Chapter 6. The narrowband character of the TS-waves
allows a simpliﬁcation of the secondary path to a simple delay. The online
measurement of the TS-wave group speed by correlation of two upstream
sensor signals is the key to a “black box” system, which makes a system
identiﬁcation prior to the controller operation obsolete. This is an important
step towards a stable controller operation under changing inﬂow conditions
in a realistic ﬂight scenario (Simon et al. (2016a)).
Chapter 7 discusses the application of a spanwise PA array, which is nec-
essary to damp TS-waves occurring in a natural transition scenario. The
experiments on AWC mentioned above deal with artiﬁcially generated 2D
TS-waves to reduce the system complexity for controller stability investiga-
tions and algorithm development. The 3D scenario with the multiple-input-
multiple-output (MIMO) system requires more complex control algorithms
and therefore a detailed look on the transmission behavior between all sen-
8
1.3. Objectives and Outline of the Thesis
sors and actuators. Flat plate wind-tunnel experiments are conducted with
an array of spanwise aligned PAs. Vortex generation at the edges of the PA
electrodes and the eﬀect on the boundary-layer stability are experimentally
investigated with IR measurements downstream of the PA array. The de-
sign of the PA array shape and minimization of occurring electromagnetic
interference between the PAs are crucial for a successful application.
The thesis concludes with ﬁnal conclusions and an outlook in Chapter 8.
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2. Background and Theoretical
Considerations
Active cancellation of Tollmien-Schlichting waves requires background knowl-
edge of several disciplines. In this chapter, the basic equations for hydrody-
namic stability of a boundary-layer ﬂow are discussed in section 2.1. The con-
trol theory required for the active wave cancellation is introduced in section 2.2.
Both disciplines are closely connected to each other as the transmission behav-
ior in the laminar boundary layer primarily depends on its stability properties
and therefore inﬂuences the controller stability and control success.
2.1. Hydrodynamic Stability
This section ﬁrst introduces the governing ﬂuid mechanic equations for the
given BL ﬂow problem in section 2.1.1. Important BL parameters are deﬁned
in section 2.1.2 and a short introduction to linear stability theory (LST) is
presented in section 2.1.3. The resulting properties of the occurring TS-waves
and the eﬀects of moderate pressure gradients are discussed in section 2.1.4.
2.1.1. Governing Fluid Mechanic Equations
For suﬃciently low Mach numbers,Ma = U∞/a < 0.3, the ﬂow can be assumed
incompressible and (2.1) is valid. U∞ indicates the free stream velocity while
a is the sonic speed (Spurk and Aksel (2006)).
Dρ
Dt
=
∂ρ
∂t
~u · ∇ρ = 0 (2.1)
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The three velocity components u, v and w are described by the velocity vector
~u and ρ is the density of the ﬂuid. The incompressible continuity equation
can be written as
∇ · ~u = 0 (2.2)
and the corresponding Navier-Stokes equation without body forces as
ρ
(
∂~u
∂t
+ ~u · ∇~u
)
= −∇p+ µ∇2~u, (2.3)
where µ is the dynamic viscosity and p is the pressure. For the ﬂight exper-
iments (Chapter 6), the change in density due to compressible eﬀects is only
≈ 2% and makes the assumption of incompressible ﬂow valid (Reeh (2014)).
Besides the Mach number, the Reynolds number Re = ulref/ν is an im-
portant dimensionless number and describes the ratio between inertial forces
and viscous forces. It is calculated with a characteristic length scale lref and
the kinematic viscosity ν = η/ρ. For the speciﬁc problem of a wing (chord
length l) surrounded by ﬂuid with the free-stream velocity U∞ it is deﬁned
as Rel = U∞l/ν.
2.1.2. Boundary-Layer Theory
Ludwig Prandtl introduced the concept of the boundary layer in direct vicinity
to a body surface, where the ﬂuid is decelerated/accelerated to the velocity
of the body surface. In this thin layer the viscous forces dominate the ﬂow
behaviour, while inertial forces dominate the ﬂow outside of the BL.
The ﬂow over a ﬂat plate or a straight aircraft wing can be assumed two-
dimensional (2D) and the BL starts to develop from the stagnation point. The
high aspect ratio of the glider wing (Chapter 6) leads to an almost parallel
inﬂow and a 2D boundary-layer ﬂow problem. The wind-tunnel experiments
(Chapters 4, 5, 7) on the ﬂat plate are assumed 2D because the leading edge
is perpendicular to the inﬂow and no signiﬁcant spanwise pressure gradient is
present. Assuming a 2D inﬂow, moderate pressure gradients and a low tur-
bulence intensity, which is valid for the in-ﬂight and wind-tunnel experiments
in this thesis, the laminar-turbulent transition is dominated by TS-waves.
A laminar BL starts to develop from the leading edge and the boundary-
layer thickness δ grows in downstream direction, cf. Fig. 2.1. In the laminar
12
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Figure 2.1.: Different states of a flat plate boundary-layer transition, reproduced
from White (1974).
BL the ﬂuid elements move tangential to the wall, yielding an undisturbed ﬂow
above the wall. Numerous sources can induce perturbations in the laminar BL
and may lead to a transition to turbulence. The laminar-turbulent transition
on a ﬂat plate or on a NLF airfoil can be divided into diﬀerent stages, as shown
in Fig. 2.1. The TS-wave disturbances grow in amplitude while travelling
downstream, break down to vortices and ﬁnally lead to a fully turbulent BL
ﬂow. The ampliﬁcation or attenuation of the TS-wave velocity ﬂuctuations,
which occur in a narrow frequency band, is determined by the local stability
of the BL proﬁle and the receptivity process (Saric et al. (2002)). For the
investigations presented in this thesis, the non-linear interactions and the
ﬁnal breakdown to turbulence are not of interest. The ﬂow control action
takes place in the ﬁrst stage of the transition process sketched in Fig. 2.1, the
Tollmien-Schlichting wave region.
The shapes of laminar and turbulent BL proﬁles diﬀer, as the sketch in
Fig. 2.2 indicates. The turbulent proﬁle is less sensitive to ﬂow separation
and beneﬁcial for cooling processes, because more momentum is transferred
from the upper layers to the wall. This leads to a higher skin friction in a
13
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Figure 2.2.: Sketch of a laminar and turbulent boundary-layer profile.
turbulent compared to a laminar BL because the shear stress τw depends on
the velocity gradient at the wall:
τw(x) = µ
∂u(x)
∂y
∣∣∣∣
w
. (2.4)
The BL thickness δ is deﬁned as the wall normal distance y, where u = 0.99Ue
of the boundary-layer edge velocity Ue. The displacement thickness δ1 (2.5)
and the momentum thickness δ2 (2.6) are important integral boundary-layer
parameters.
δ1(x) =
∫
∞
0
(
1− u(x, y)
Ue(x)
)
dy (2.5)
δ2(x) =
∫
∞
0
u(x, y)
Ue(x)
(
1− u(x, y)
Ue(x)
)
dy (2.6)
The ratio between δ1 and δ2 is the shape factor
H12(x) =
δ1(x)
δ2(x)
. (2.7)
For a zero pressure gradient (ZPG) laminar BL, called Blasius BL, the shape
factor H12,lam = 2.59. The value for the turbulent case is always lower; for
the ZPG BL case H12,turb ≈ 1.4.
2.1.3. Linear Stability Theory
Based on the Navier-Stokes equation the linear stability theory (LST) de-
scribes the evolution of TS-waves in the linear stage of the transition process
14
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that is independent of the disturbance amplitude. The ﬂow ~u is divided into
a steady base ﬂow ~U and superimposed ﬂuctuations ~u′:
~u = ~U + ~u′. (2.8)
In accordance to ~u the pressure is divided as follows:
p = P + p′. (2.9)
Inserting equations (2.8) and (2.9) into (2.2) and (2.3) leads to
∇ · ~u′ = 0 (2.10)
∂~u′
∂t
+ ~u′ · ∇~U + ~U · ∇~u′ + ~u′ · ∇~u′ = −∇p′ + 1
Re
∆~u′. (2.11)
A 2D ﬂow situation (~U = U(y)~ex) and small velocity/pressure ﬂuctuations
are assumed. The ﬂuctuations can be described by a wave-like approach:
~q ′(~x, t) = ~ˆq(y)ei(kxx+kzz−ωt), (2.12)
where ω is the angular frequency and kx, kz are the streamwise and spanwise
wavenumbers, respectively. The amplitude vector ~ˆq = (uˆ, vˆ, wˆ, pˆ)T includes
the amplitudes of the velocity ﬂuctuations in all three directions as well as
the amplitude of the pressure ﬂuctuations. Dependent on whether the spatial
or temporal evolution of the wave is considered, the complex or real values of
~k and ω are considered. In the following, the spatial evolution is chosen in
order to capture the spatial growth of the TS-wave disturbances. Inserting
the wave approach (2.12) into the continuity- and NS-equation ﬁnally leads to
the Orr-Sommerfeld equation. It describes an eigenvalue problem for ~k and
can be solved numerically (Schmid and Henningson (2012)). For the problems
presented in this thesis, a BL solver and a LST code developed by Reeh (2014)
and modiﬁed by Turkac (2016) are used.
For a 2D wavefront (kz = 0) the problem reduces to the imaginary part
of kx, called spatial growth rate kx,i. The most prominent eigenvalues are
identiﬁed by the LST code for all combinations of ω and the local Reynolds
number Rex = U∞x/ν in the chosen grid. The solution of the Orr-Sommerfeld
equation for the ﬂow around the wing glove used in this study (Chapter 6) is
15
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Figure 2.3.: Linear stability theory solutions.
plotted in a stability diagram in Fig. 2.3(a). The black solid curve indicates
the neutral stability curve that connects all eigenvalues kx,i = 0. It marks the
border, where the TS-waves are neither ampliﬁed nor attenuated due to the
local stability of the BL proﬁle.
2.1.4. Development and Properties of
Tollmien-Schlichting waves
The LST computations only characterize the local behavior of the BL, be-
cause ~ˆq(y) is only a function of the wall-normal coordinate y. Going from left
to right in Fig. 2.3(a) (downstream), the disturbances are ﬁrst attenuated
(kx,i > 0) for all frequencies ω; the BL is stable. Downstream of the indiﬀer-
ence Reynolds number Reind, when the neutral stability curve (kx,i = 0) is
crossed, a narrow band of disturbance frequencies is ampliﬁed (kx,i < 0). All
values of kx,i inside the neutral stability curve are negative, the TS-waves are
unstable, while all other values are positive. The most ampliﬁed frequency
at each Rex inside the stability curve is marked with a dashed black line
(kx,i = min). According to Schlichting and Gersten (2000) the point at Reind
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is called indiﬀerence point, yet denoted critical Reynolds number (Recrit) in
many other text books. In this thesis the critical point is the location where
the transition to turbulence is completed.
The n-Factor
The spatial evolution of the TS-wave amplitude can be determined with the
n-factor (2.13). It is calculated by integrating the local ampliﬁcation rate kx,i
in streamwise direction. The left handed side of the neutral stability curve,
which deﬁnes the lower integration border, is called branch I, while the right
handed side is called branch II. Starting integration from branch I for each
individual frequency ω at xI(ω) leads to
n(x, ω) =
∫ x
xI(ω)
−kx,i(x, ω)dx = ln
(
qˆ(ω)
qˆI(ω)
)
. (2.13)
It describes the exponential growth of the disturbance qˆ with a frequency ω
from the indiﬀerence point on downstream. The envelope of n(x, ω) for all ω
is the local maximum Nmax(x). The solution of the calculation according to
(2.13) is shown in Fig. 2.3(a) as a contour plot, whereas Nmax is indicated
with a withe dashed line. The TS-waves are attenuated from branch II on-
wards, therefore n ﬁrst increases and then decreases. Assuming a low inﬂow
turbulence intensity Tu < 1%, the empirical n-factor method allows to pre-
dict the location of transition (van Ingen (2008)). Experiments showed that
transition happens, if Nmax ≈ 9 is reached, but lower and higher values are
possible, depending on the receptivity process.
The TS-wave disturbances are velocity ﬂuctuations that mainly occur in-
side the BL, but also have an oscillating part above (y > δ). Figure 2.3(b)
exemplarily shows the amplitude of the velocity ﬂuctuations uˆ in streamwise
direction. Characteristic points are the global maximum at yδ1 ≈ 0.5 and the
zero crossing at yδ1 ≈ 2. The wall-normal component of the TS-wave v′ is
about 60% lower in amplitude compared to u′ (Fig. 2.3(b)), but both are
coupled. In the discussion of the following chapters only the streamwise com-
ponent u′ is considered as it is more meaningful and mostly used in literature.
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TS-wave Properties
The boundary layer is a convectively unstable system, therefore the waves are
allowed to grow downstream with a constant spanwise wavenumber kz and
angular frequency ω. The real part of the streamwise wavenumber kx,r allows
to compute the phase speed cω as well as the wavelength λx of the TS-wave
in streamwise direction:
cω =
kx,r
ω
(2.14)
λx =
2π
kx,r
. (2.15)
Natural TS-wave disturbances always occur as a superposition of waves in a
narrow frequency band, cf. Fig 2.3(a). The propagation speed of the super-
imposed waves is the group speed cg that is deﬁned as the derivative of ω
with respect to the modulus of the wavenumber |~k| = k (Boiko et al. (2002)):
cg =
∂ω
∂k
= cω + k
∂cω
∂k
. (2.16)
Even for a 2D inﬂow situation the naturally developing TS-waves occur in
wave packets with a 3D character, cf. Fig. 1.1. Their spatial wavelength
in spanwise direction λz can be calculated accordingly to λx (2.15). The
propagation angle Θ of a 3D disturbance is deﬁned as
Θ = arctan
(
kz
kx,r
)
, (2.17)
where kz is the spanwise wavenumber. The spatial resolution of sensors deter-
mine the resolvable wavenumbers in streamwise as well as in spanwise direc-
tion, as indicated in (2.18) for the spanwise case. K is the number of sensors
in spanwise direction and ∆z the distance between two sensors.
kz,min =
2π
∆z(K − 1) or λz,min = ∆z(K − 1) (2.18)
The largest wavenumber, which can be detected by two sensors is
kz,max =
π
∆z
or λz = 2∆z, (2.19)
according to the Nyquist-Shannon theorem.
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Figure 2.4.: Neutral stability curve and Nmax for a Falkner-Skan BL solution with
pressure gradient for Ue = 15m/s, a kinematic viscosity of ν = 14.29 · 10
−6 m2/s
and three different Hartree parameters βH .
Pressure Gradient and Boundary-Layer Stability
The n-factor method is valid for low disturbance inﬂow conditions and a tran-
sition dominated by TS-wave instabilities. The moderate pressure gradients
on the ﬂat plate (section 3.2) and also on the NLF airfoil (section 3.5) fulﬁll
this assumption. The eﬀect of a pressure gradient on the BL stability is shown
for a Falkner-Skan BL with three diﬀerent Hartree parameters βH (Schlicht-
ing and Gersten (2000)). The Falkner-Skan solution for βH = 0 corresponds
to the Blasius solution, whereas βH < 0 stands for an adverse (positive)
pressure gradient and βH > 0 represents a favourable (negative) pressure
gradient. The term favourable already indicates that it is preferred because
transition is delayed and the risk of BL separation is lower. The neutral sta-
bility curves for three diﬀerent Hartree parameters are shown in Fig. 2.4(a).
Compared to Fig. 2.3(a), the axis labels are changed to f (Hz) and x (mm),
which is a common format for comparison with experimental results. The
favourable pressure gradient (βH = 0.01) moves the neutral stability curve
further downstream, which indicates a more stable BL. An adverse pressure
gradient (βH = −0.01) moves it upstream and increases the local n-factor
maximum Nmax as shown in Fig. 2.4(b).
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2.2. Control Theory
In the following, the control theory is introduced, starting with parameters,
which describe the behaviour of a transmission path. Adaptive digital ﬁl-
ters and the basic least means squares (LMS) algorithm are deﬁned, followed
by the introduction of the adaptive fxLMS and dxLMS algorithms. At the
end of this section, multichannel control algorithms are described. Detailed
information about the model-based optimal linear-quadratic-gaussian (LQG)
algorithm, which is popular for numerical investigations and has been used
for the experiments presented in Chapter 5, can be found in review article by
Fabbiane et al. (2014) or Schmid and Sipp (2016).
2.2.1. Spectral Density and Coherence
The spectral transmission behaviour that relates a control signal x(t) and a
system response y(t) can be expressed with the spectral density of the time
signals. The power-spectral density (PSD) Sxx and the cross-spectral density
(CSD) Sxy are deﬁned as follows:
Sxx(ω) = lim
T→∞
1√
2T
(X∗T (ω)XT (ω)), (2.20)
Sxy(ω) = lim
T→∞
1√
2T
(X∗T (ω)YT (ω)). (2.21)
Where XT (ω) is the Fourier transform of the time signal x(t) in an time inter-
val T and X∗T (ω) = XT (−ω). The power-spectral density Sxx is a measure for
the power of a signal and has the unit energy per frequency (width), whereas
the cross-spectral density Sxy is the Fourier transform of the cross-correlation
function. Power- and cross-spectral density are often given in the logarithmic
decibel (dB) scale,while the conversion from volt (V) is deﬁned as:
Sxx (dB) = 10 log10(Sxx(V)). (2.22)
Based on these two quantities, the coherence γ2xy(ω) of two signals x(t) and
y(t) can be calculated according to (2.23). It describes the linear dependency
of the two signals and reaches from γ2xy = 0 (no linear dependence) to γ
2
xy = 1
(linear dependence). The control laws described later are based on the lin-
ear dependency assumption, therefore γ2xy is an important measure for the
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controllability of a system.
γ2xy(ω) =
|Sxy(ω)|2
Sxx(ω)Syy(ω)
(2.23)
The transmission behavior in the frequency domain Hˆxy(ω) between x and
y can be calculated according to (2.24). It is also called unconstrained or
two-sided Wiener ﬁlter (Elliott (2000)). Hˆxy(ω) fully describes the behaviour
between control signal and system response but is not constrained and there-
fore it might be impossible to use it in a real-time application.
Hˆxy(ω) =
Sxy
Sxx
(2.24)
2.2.2. Digital Filters and the Least-Mean-Squares
Algorithm
Digital ﬁlters describe the discrete output signal y(n) as a function of a discrete
input signal x(n) sampled with a sample rate fS at discrete time steps tn:
y(n) =
G∑
g=1
agy(n− g)
︸ ︷︷ ︸
recursive part
+
I−1∑
i=0
bix(n− i)︸ ︷︷ ︸
transversal part
, (2.25)
with G feedback coeﬃcients ag and I feedforward coeﬃcients bi. Digital ﬁlters
with a recursive part are often referred to as inﬁnite impulse response (IIR)
ﬁlters while the ﬁlters with only a transversal part are called ﬁnite impulse
response (FIR) ﬁlters (2.26). The ﬁlter coeﬃcients of such FIR ﬁlters are
denoted as wi. FIR ﬁlters are always stable because of the missing recursive
part, which implies no negative poles of the transfer functions.
c(n) =
I−1∑
i=0
wir(n− i) = wTr(n) (2.26)
In the block diagram exemplarily drawn in Fig. 2.5, the ﬁlter coeﬃ-
cients wi are adapted based on a cost function, which is the LMS algorithm
(Elliott (2000)). It shows the application of the LMS for a common goal: the
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c(n)w(n) +
LMS
d(n)
- e(n)r(n)
Figure 2.5.: FIR filter with coefficients w, adapted using the LMS algorithm.
reduction of an error e that is the diﬀerence between the ﬁlter output c and
the (desired) signal d . The vector
w = [w0 w1 . . . wI−1]
T (2.27)
with a number of I ﬁlter coeﬃcients wi is also called compensator kernel and
r(n) = [r(n), r(n− 1) . . . r(n− I + 1)]T (2.28)
is a vector of the last I values of the reference sensor signal.
As discussed above, the unconstrained Wiener ﬁlter (2.24) is not suitable
for real-time applications due to the required computation power. There-
fore, the optimal solution of the ﬁlter adaption (Wiener ﬁlter) is replaced
by the LMS algorithm in many applications. The LMS algorithms adapts
the FIR coeﬃcients in the opposite direction to the instantaneous gradient of
the mean-square error with respect to the coeﬃcients ∂e
2(n)
∂w . The resulting
update law of the LMS (Elliott (2000)) is written as
w(n+ 1) = w(n) + αr(n)e(n), (2.29)
where α is the step size and w(n + 1) the compensator kernel with I ﬁlter
coeﬃcients that is valid for the next discrete time step. The LMS is an
adaptive feed-forward control algorithm because the ﬁlter w is only fed with
the upstream sensor signal r(n) but it also uses the feedback path indirectly
by using the error sensor signal e(n) for the ﬁlter adaption process.
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Figure 2.6.: 2D wing setup and extended fxLMS control algorithm sketched below.
The red triangles represent reference sensor r and error sensor e. Disturbance
source d and plasma actuator c are indicated as blue triangles.
2.2.3. Filtered-x-LMS Algorithm
The ﬂow control system sketched in Fig. 2.6 is a single-input-single-output
(SISO) system as it consists of one reference sensor r, an error sensor e and
the actuator c.
The transfer function from x to y is deﬁned as Hyx (to actuator/sensor y,
from actuator/sensor x); thereforeHer denotes the primary path (to e, from r)
while Hec is the secondary path (to e, from c). Thus, the secondary path de-
scribes the transfer function between the plasma actuator c and the error
sensor e, while the primary path describes the transmission behavior between
reference sensor r and error sensor e. The feedback path Hrc (to r, from c)
is negligible in the presented ﬂow control system as the measured Tollmien-
Schlichting disturbances in the laminar boundary layer only propagate down-
stream. In order to minimize the error sensor signal e(n), the LMS control
algorithm (2.29) adapts the ﬁlter w that describes the behavior of the control
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path Hcr. The LMS algorithm requires the same position for the actuator c
and the error sensor e, otherwise the phase-angle shift due to the secondary
path Hec would lead to an unstable controller behavior (Elliott (2000)). The
experimental setup does not allow one to place the sensors very close to the
plasma actuator due to the high voltage and geometrical concerns. This is
often the case also for acoustic or structural vibration problems. Therefore,
the physical secondary path Hec is modelled with another FIR ﬁlter Hˆec to
ﬁlter the reference signal r(n) and compensate the phase shift. Note: the
hat above Hˆec indicates that it is a model of the physical path Hec, which
describes the behavior of the ﬂow. An example for a ﬁlter Hˆec is presented
in Fig. 2.7(b), which shows the convective behavior of the transmission path
for TS-wave disturbances travelling downstream. The graphs on the left in
Fig. 2.7 show the corresponding Bode diagram of the FIR ﬁlter.
The ﬁltered sensor signal r′(n) is fed into the LMS algorithm as shown in
Fig. 2.6 and the algorithm is now called ﬁltered-x-LMS or fxLMS. Its update
law is deﬁned as follows:
w(n+ 1) = w(n) + α r′(n) e(n). (2.30)
The fxLMS algorithm shows a robust controller behavior as long as the phase-
angle error between the physical secondary path Hec and the secondary path
model Hˆec is in-between ±90◦. This is a well-known boundary for the con-
troller stability (Hansen and Snyder (2012)).
2.2.4. Delayed-x-LMS Algorithm
For a narrowband disturbance problem, such as TS-waves in a laminar bound-
ary layer, a delay z−N with N samples might be good enough to approximate
a model for the convective behavior of the secondary path. Figure 2.7(b)
shows such a model for the secondary path Hˆec as well as the approximation
of Hˆec with a delay of NP = 124 samples. The index P indicates a delay
corresponding to the global maximum (peak) of Hˆec. Li and Gaster (2006)
proposed a related approach for the simpliﬁcation of a transfer function for
active ﬂow control by simplifying the already calculated compensator kernel
with a delay. With the delay z−N the LMS algorithm (2.29) can be written
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secondary path model Hˆec.
25
2. Background and Theoretical Considerations
r(n)
c(n)
w(n)
adaptive
controller
r'(n)
d
r c eδ 
U∞
Hec
LMS
e(n)
wing surface
s
n
z-N
p
C
p(n)
N
cω
Figure 2.8.: 2D wing setup and dxLMS control algorithm sketched below. The red
square represent the upstream sensor p, reference sensor r and error sensor e are
shown as red triangles. The disturbance source d and the plasma actuator c are
indicated as blue triangles.
as follows and is now called delayed-x-LMS (dxLMS):
w(n+ 1) = w(n) + α r(n) z−N e(n)
= w(n) + α r(n−N) e(n). (2.31)
Snyder and Hansen (1990) as well as Kim and Park (1998) applied the
dxLMS algorithm for acoustic problems with narrowband noise. The experi-
ments presented in this thesis show its application for laminar BL ﬂow control
for the ﬁrst time.
Figure 2.8 shows the dxLMS controller sketched below the 2D wing setup.
Besides the dxLMS algorithm, a second upstream sensor p is introduced that
serves as an input signal p(n) for the block C together with the reference
sensor signal r(n). Block C is responsible for the identiﬁcation of the delay
N in (2.31). The delay N can be set manually or calculated in real time by
online measurements. In the following, the procedure for calculating the delay
N is described.
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Delay Identification
A TS-wave is travelling downstream and the growth in amplitude is neglected,
since it is not relevant for the following analysis. Assuming a group speed
cg (2.16), the cross-correlation of two sensor signals at location xp and xr
gives the time shift between both sensor signals τ .
τ(ω) =
∫ xr
x=xp
1
cg(ω)
dx. (2.32)
A parallel ﬂow and a slowly varying BL properties are considered, therefore
the group-speed can be assumed to be constant between the two locations
(xr − xp = ∆xpr). Equation (2.32) then reduces to
τ(ω) ≈ τ = xr − xp
cg
=
∆xpr
cg
. (2.33)
This translates in a time-discrete delay or lag L between the sensors p and r
L = τfS =
∆xpr
cg
fS , (2.34)
where fS is the sampling frequency.
Because the digital signal processor executes the algorithm at a rather low
frequency fS ≈ 10 kHz, the phase-angle resolution δΦ(f) = ffS 360◦ has to be
taken into account for the accuracy of the signal lag measurement L. If the
assumption of an almost constant average group speed is correct, the signal
lag L in samples can be normalized by the distance between the sensors p and
r (∆xpr) and a normalized time delay γ is introduced as follows:
γ =
L
∆xpr
=
N
∆xce
=
fS
cg
. (2.35)
Equation (2.35) indicates that the required delay N for the dxLMS operation
can then directly be calculated from a measurement of the signal lag L by
N = γ ·∆xce, (2.36)
where N is rounded to the closest integer. This relation leads to a “black
box” system that could operate the controller without any knowledge of the
laminar BL ﬂow around the wing glove. Chapter 6 discusses the application
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of the dxLMS in ﬂight and the advantages in comparison with the well-known
fxLMS approach.
The key to this reduction in the complexity of the secondary path is the
similarity between the phase response given by the time delay and the actual
phase response of the secondary path Hec. The phase-angle shift associated
with a time delay reads:
∆Φ(f) = −
(
360◦
N
fS
)
f, (2.37)
where f = 2π ω is an arbitrary frequency. As mentioned before, a similar
expression can be derived for the disturbances in the TS-wave band. A down-
stream propagating wave causes a phase-angle shift ∆Φ of the sensor signals
between the two diﬀerent streamwise positions. It can be shown that the
derivative of the phase-angle shift ∆Φ with respect to the angular frequency
ω is equal to minus the previously computed time delay τ :
∂
∂ω
(∆Φ) =
∂
∂ω
(−k∆x)
= − ∂k
∂ω
∆x = −∆x
cg
= −τ.
(2.38)
Hence, by integrating ∂∂ω (∆Φ) in this region, the phase-angle shift (in deg)
can be obtained:
∆Φ(f) = −
(
360◦
∆x
cg
)
fTS +∆Φ0, (2.39)
where fTS = 2π ω is the frequency of the TS-wave and ∆Φ0 ∈ [0◦, 360◦) is
the zero-cross phase. By comparing equations (2.37) and (2.39), the possible
values of ∆Φ0 reduce to 0◦, if a positive gain is used in front of the time
delay, or 180◦, if a negative gain is considered. Hence, once the time delay τ
is identiﬁed via a measurement of the group speed cg, the only free parameter
for the dxLMS design is the positive/negative gain associated with the time
delay.
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Figure 2.9.: Block diagram of a fxLMS multichannel control system.
2.2.5. Multichannel Adaptive Control Algorithms
In a multiple-input-multiple-output (MIMO) system, a set of K (Table 2.1)
reference sensor signals r is available:
r = [r1(n) . . . rK(n)]
T . (2.40)
With a number of L error sensors the vector of error signals is deﬁned as
e(n) = [e1(n) . . . eL(n)]
T. (2.41)
A block diagram of a general multichannel feedforward control system with
M actuators is shown in Fig. 2.9. The l-th error signal in explicit form is
el(n) = dl(n)−
M∑
m=1
J−1∑
j=0
glmjum(n− i), (2.42)
where dl(n) is the l-th desired signal.
variable description (number of . . . )
I FIR coeﬃcients, compensator W
J FIR coeﬃcients, plant G
K reference sensors
L error sensors
M actuators
S disturbance sources
Table 2.1.: Description of MIMO parameters.
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The FIR ﬁlter glmj or Gj describes the response of the plant on the M
actuator signals u(n) = [u1(n) . . . uM (n)]T. In matrix form (2.42) can be
written as
e(n) = d(n)−
J−1∑
j=0
Gju(n− j), (2.43)
The control signal u(n) is calculated with the compensator kernel W and the
reference sensor signals r:
u(n) =
I−1∑
i=0
Wir(n− i), (2.44)
while the i-th matrix Wi of M ×K ﬁlter coeﬃcients is deﬁned as
Wi =


w11i w12i . . . w1Ki
w21i w22i
...
. . .
wM1i wMKi

 . (2.45)
For a SISO system the Matrix Wi has only one entry w11i = wi, cf. (2.27).
The operation in (2.44) can also be written for each individual control output:
um(n) =
K∑
k=1
I−1∑
i=0
wmki(n)xk(n− i). (2.46)
Combining (2.43) and (2.46) ﬁnally leads to
e(n) = d(n)−
J−1∑
j=0
I−1∑
i=0
GjWir(n− i− j). (2.47)
The MIMO fxLMS controller also requires a secondary path model Gˆ (Hˆec
for the SISO system), which describes the transfer path between the M actu-
ators and the L error sensors. Each of the J ﬁlter coeﬃcients Gˆj is a M × L
matrix:
Gˆj =


gˆ11j gˆ12j . . . gˆ1Mj
gˆ21j gˆ22j
...
. . .
gˆL1j gˆLMj

 . (2.48)
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The ﬁltered reference sensor signal rˆlmk(n) is calculated with secondary path
model gˆlmj
rˆlmk(n) =
J−1∑
j=0
gˆlmjrk(n− j). (2.49)
Equation (2.49) can also be written in matrix format
Rˆ =
J−1∑
j=o
Gˆjr(n− j), (2.50)
while the result is the following matrix:
Rˆ(n) =


rˆ
T
1 (n) rˆ
T
1 (n− 1) . . . rˆT1 (n− I + 1)
rˆ
T
2 (n) rˆ
T
2 (n− 1)
...
. . .
rˆ
T
L(n) rˆ
T
L(n− I + 1)

 . (2.51)
With the ﬁltered reference signals Rˆ(n) the MIMO update law for the fxLMS
is
w(n+ 1) = w(n)− αRˆT(n)e(n). (2.52)
In explicit form the operation is written as follows
wmki(n+ 1) = wmki(n)− α
L∑
l=1
el(n)rˆlmk(n− i). (2.53)
The computational power required for the compensator update law (2.53)
can be reduced by adapting the ﬁlter only every N samples, as proposed by
Snyder and Tanaka (1997). Additional approaches for controller optimization
and further simpliﬁcations can be found in Elliott (2000).
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In this chapter, the working principle and the properties of the plasma actua-
tor are introduced in section 3.1. The ﬂat plate setup used for conducting the
experiments with artiﬁcially generated 2D TS-wave disturbances and a single
PA is described in section 3.2. Section 3.3 describes the optical setup and
timing settings used for the PIV experiments. Natural transition scenarios
are modeled in a wind-tunnel experiment with a multi-channel disturbance
source and with a spanwise array of plasma actuators. The required 3D ﬂat
plate setup is presented in section 3.4. Experiments in a realistic ﬂight envi-
ronment were conducted on a wing glove, mounted on a manned motorized
glider. The measurement equipment used for the in-ﬂight experiments is pre-
sented in section 3.5. Finally, in section 3.6 the implementation of the ﬂow
control algorithms on the digital signal processor and oﬄine simulation of the
controller are explained.
3.1. Dielectric Barrier Discharge Plasma
Actuator
The implemented dielectric barrier discharge (DBD) plasma actuator (PA)
has been used in numerous experiments (e.g. Duchmann et al. (2014); Kurz
et al. (2014)) and its electrical and ﬂuid-dynamic properties have been in-
vestigated extensively over the years by Kriegseis et al. (2011, 2013b). The
lower part of Fig. 3.1(a) shows the construction principle of the actuator: It
consists of a 10mm wide grounded lower copper electrode of 35 µm thickness
and a 5mm wide upper electrode divided by ﬁve layers of polyimid tape with
a total thickness of 0.3mm. The upper electrode is connected to a sinusoidal
(fPA ≈ 10 kHz) high voltage V with a peak-peak amplitude of Vpp ≈ 10 kV,
causing the generation of a cold plasma discharge downstream of the upper
electrode on the surface of the dielectric. The ionized air molecules are ac-
celerated in the electric ﬁeld, collide with other molecules and the resulting
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Figure 3.1.: Plasma actuator force and operation modes.
body force can be used for ﬂow control. In the positive half-cycle of the op-
erating voltage, the integral body force Fx is negative while in the negative
half-cycle, Fx is positive (Boeuf et al. (2009); Kuhnhenn et al. (2016)). The
positive force is slightly higher on the time scales of the BL (fTS < 1 kHz) and
the mean force is directed towards the covered electrode. The unsteady force
production leads to a low ﬂuid-dynamic eﬃciency ηFM ≈ 1%. Figure 3.1(a)
exemplarily shows a contour plot of the spatial body-force distribution fx of
this actuator operated at 12 kV.
By modulating the amplitude of the driving AC voltage Vpp with a fre-
quency of fm (Fig. 3.1(b)), the resulting body-force can be altered in time
(hybrid operation mode). Neverlethess, a mean force in downstream direc-
tion will always be present because of the unidirectional PA force. This mean
body-force can improve the stability properties of the ﬂow (boundary-layer
stabilisation) whereas the modulated PA force is able to attenuate velocity
ﬂuctuations in the boundary layer (active wave cancellation). Accordingly,
a hybrid operation mode is applied, if the steady part changes the stability
properties of the mean ﬂow signiﬁcantly and the PA is additionally modulated
in time for AWC (Kurz et al. (2013)).
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The PA exhibits some drawbacks. Apart from the poor ﬂuid-dynamic eﬃ-
ciency, one major problem is also the durability of the PA. At high operating
voltages the dielectric, which is often a polyimide tape, degrades due to the
generation of aggressive ozone. The high voltage and the exposed electrodes
are problematic for some applications. In addition, the actuator can only work
in air and is sensitive to humidity. However, the simple construction principle
and the lack of moving parts avoid problems with eigenfrequencies/resonances
as they occur with moving wall actuators (Pätzold (2013)) and the PA is easy
to integrate into the surface, which is important for many aerodynamic ap-
plications. The PA is a zero-net mass-ﬂux actuator; no tubes for the working
ﬂuid are required, only a high voltage cable for power supply.
High Voltage Generators Minipuls
Two diﬀerent high voltage (HV) generators developed by GBS Elektronik,
Minipuls 2.1 and Minipuls 0.2-5, are used for the experiments described in
the following chapters. The construction principle of both devices is similar,
but the number of individually controllable channels diﬀers. One board, called
bridge, consists of a switching power supply operated with a DC input voltage.
The bridge creates an oscillating circuit together with the transformer cascade
and the connected load, in this setup the PA. The amplitude of the sinusoidal
HV output is controlled by an input signal ζ that translates a constant DC
voltage to a sinusoidal HV with a certain amplitude Vpp. A control voltage of
ζ = 1V+0.2V sin(2πfmt) would then generate a HV signal with a modulation
frequency fm, as indicated in Fig. 3.1(b). In the following, the notation for
the control voltage is ζ = 1 ± 0.2 in order to simplify the expression above.
The operating frequency of the PA, fPA, is set externally with a TTL signal.
The Minipuls 2.1 has one channel that generates HV signals up to a peak-
to-peak amplitude of Vpp = 20 kV at a frequency of 5 kHz < fPA < 20 kHz and
with a maximum output power of PPA = 120W. This device is used for all
experiments that require only one actuator to generate a 2D even wavefront.
Experimental investigations on MIMO systems require the multi-channel
HV generator Minipuls 0.2-5 in order to control the force of each actuator
of a spanwise PA array individually. Figure 3.2 shows the ﬁve bridge boards
with the transformator cascades, the small signal generation/synchronization
board and a board for analog PA power monitoring on the left. In a spanwise
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Figure 3.2.: High voltage generator Minipuls 0.2-5.
array of PAs, a high potential diﬀerence between the upper electrodes has to
be avoided because arcing can damage the electrodes/dielectric and disturb
the ﬂow. Therefore, the Minipuls 0.2-5 is designed such that the HV signal at
operating frequency fPA is in phase for all actuators and only the modulation
of the amplitude (cf. Fig. 3.1(b)) leads to a minor potential diﬀerence.
The Minipuls 0.2-5 has ﬁve channels that can generate high voltage signals
up to Vpp = 12 kV with a frequency of 5 kHz < fPA < 20 kHz and with a
maximum output power of PPA = 15W per channel. This device is used for
the 3D experiments with a MIMO system in Chapter 7.
The average PA power PPA is important to monitor force amplitude and
the health of the PA. PC based monitoring methods (Kriegseis et al. (2013a))
require high sampling rates (fS = 1MHz) and high computational power for
data processing. Besides the Lissajous-ﬁgure method (Kriegseis et al. (2011)),
the average PA power can be determined by the following simple procedure.
The charge Q(t) at the probe capacitor with the capacity C (Fig. 3.1(a)) is
proportional to the measured voltage Vc:
Q(t) = C Vc(t). (3.1)
The plasma actuator power PPA(t) can then be calculated by
PPA(t) = V (t)I(t), with I(t) =
dQ
dt
. (3.2)
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Based on previously conducted studies, GBS Elektronik developed an analog
circuit that generates an analog signal according to (3.2). The output is a
signal that is proportional to the average PA power (low pass at 1 kHz). The
board enables a very eﬃcient monitoring of multiple PA channels with a rather
low sampling frequency of fS < fPA.
3.2. Flat Plate Setup for 2D Investigations
This section describes all components of the ﬂat plate setup, used for the
wind-tunnel experiments presented in Chapters 4 and 5. First, the wind
tunnel itself and its features are introduced, followed by the ﬂat plate with
sensors/actuators. (The extended setup for the investigations on 3D wave
cancellation with a MIMO system is introduced later in section 3.4).
Eiffel Wind Tunnel
The experiments are conducted in an open-circuit Eiﬀel type wind tunnel at
Technische Universität Darmstadt, which provides a 450mm×450mm closed
test section. The tunnel sucks the air from outside through the test section
in order to avoid disturbances caused by the rotor. However, the open con-
struction principle makes it susceptible for wind gusts and environmental pa-
rameters like temperature, humidity and density, which cannot be controlled.
Within the scope of this project, a new wind-tunnel software has been suc-
cessfully developed and tested. It enables control of the tunnel, control of a
traverse system and synchronized data acquisition, as well as several online
monitoring tools for the acquired signals and environmental conditions. New
pressure sensors were implemented for a wind-tunnel speed measurement by
a nozzle diﬀerential pressure method (Markus (2016a)).
The wind-tunnel speed can be set up to UWT = 60m/s, although experi-
ments in this thesis were conducted only in the range of 7m/s < UWT < 17m/s.
An average turbulence intensity of Tu = 0.1% has been measured at the end
of the 1:24 contraction nozzle at a wind-tunnel speed of UWT = 12m/s.
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Figure 3.3.: Flat plate setup, equipped with a disturbance source d, three upstream
sensors p1, p2 and r, the plasma actuator c and a downstream error sensor e. The
phase shift detection algorithm P extends the fxLMS controller sketched below
the flat plate.
Overview of the Flat Plate Components
A 1.6m long ﬂat plate, equipped with an 1:6 elliptical leading edge and an
adjustable trailing edge, is mounted horizontally at half height of the test
section. Figure 3.3 shows a sketch of the ﬂat plate; sensor and actuator posi-
tions are marked with symbols. A disturbance source d artiﬁcially generates
TS-wave disturbances. Four surface hot-wire sensors (p1, p2, r and e) capture
the velocity ﬂuctuations as they propagate downstream. A single DBD plasma
actuator c is placed between the reference sensor r and the error sensor e. A
GBS Minipuls 2.1 high-voltage supply is driving the 270mm long plasma actu-
ator, installed ﬂush mounted at xc = 363mm in a spanwise groove. By mod-
ulating the amplitude of the PAs operating voltage, an unsteady body-force is
generated to cancel out the artiﬁcially generated TS-waves by superposition,
cf. section 3.1. The 2D setup consists of only one actuator and one control
circuit. Therefore, an artiﬁcial 2D transition scenario with an even wave-
front is required. Natural transition with spanwise distributed wave packages
would not allow 2D investigations. A modiﬁed version of the adaptive fxLMS
algorithm is sketched in Fig. 3.3.
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Figure 3.4.: (a) Disturbance source design: tubes are connected to a 0.2 mm wide
slit. (b) Surface hot-wire sensor in a plastic case.
Disturbance Source and Sensors
The disturbance source d, positioned at xd = 225mm downstream of the
leading edge, allows the generation of artiﬁcial TS-wave disturbances in the
BL. It consists of 80 tubes, mounted below a 0.2mm wide spanwise slit,
cf. Fig. 3.4(a). The tubes are connected to 16 Visaton BF45 speakers, ampli-
ﬁed by Kemo M031N audio ampliﬁers. Each of the 16 speakers is connected
to ﬁve 1.2m long tubes with an outer tube diameter of 3mm. This con-
struction principle is documented in literature (Borodulin et al. (2002)). A
measurement system, based on a National Instruments NI9024 real time sys-
tem equipped with a NI9264 16Ch analog output module, is used for signal
generation. LabVIEW FPGA programming is used for deterministic and syn-
chronized signal output with a rate of fS = 25 kHz. A spanwise row of 30
Sennheiser KE 4-211-2 microphones is mounted at x = 318mm with a span-
wise spacing of ∆z = 9mm. Phase averaging of the microphone signals,
acquired with a NI9205 A/D converter at fS = 4kHz, allows online monitor-
ing of the disturbances in order to conﬁrm the generation of two-dimensional
disturbances.
Four surface hot-wires (p1, p2, r and e) are ﬂush mounted at xp1 = 287mm,
xp2 = 301mm, xr = 335mm, xe = 408mm and ampliﬁed by Dantec Stream-
line and DISA 55M0 CTAs. The surface hot-wires (Sturzebecher et al. (2001))
consist of two needles molded into a plastic case and a 5 µm thin and 1.25mm
long gilded-tungsten wire welded on top of the needles, cf. Fig. 3.4(b). All
wires are operated at an overheat ratio of 1.7. The signals are bandpass
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Figure 3.5.: Sketch of the flat plate setup used for PIV boundary layer measure-
ments. The dashed boxes indicate the field of view (FOV); FOV1 is centered at
the PA c, while FOV2 covers the PA and the error sensor e.
ﬁltered (10Hz to 1 kHz) and ampliﬁed by a factor of 32. The high signal-to-
noise ratio favours this kind of sensor for this ﬂow control application over
hot-ﬁlm sensors. A traversable hot-wire probe (Dantec 55P15) is mounted
on a traversing system for conducting boundary-layer measurements, while a
NI PCI6254 A/D converter acquires the low-pass ﬁltered (3 kHz) signals at
fS = 10 kHz, synchronized with the disturbance generation.
3.3. Particle Image Velocimetry for
Boundary-Layer Measurements
Particle Image Velocimetry (PIV) measurements were conducted on the ﬂat
plate in order to investigate the cancellation process of the TS-waves in direct
vicinity of the PA. The results are shown in Chapter 4, while the required mea-
surement setup and postprocessing methods are presented in the following.
More detailed information can be found in Markus (2016b).
General PIV Setup
The 2D-2C (two dimensions, two velocity components) boundary layer PIV
measurements are conducted with a high speed PIV System, consisting of a
dual cavity Litron LDY303-PIV laser and two Phantom v12.1 cameras with
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a resolution of 1280 px× 800 px. The cameras are aligned in streamwise di-
rection in order to increase the measurement area in streamwise direction.
An 1.5mm thick and approx. 80mm wide laser sheet is guided through a
window in the upper wall of the test section to the ﬂat plate surface. The
laser sheet is aligned in streamwise direction and in 150mm distance from the
left test section wall, where a window enables optical access for the cameras.
The cameras and the laser can be operated at frequencies up to 6242Hz in
dual-frame mode but the ﬂat plate surface material in the measurement region
consists of 10mm thick transparent acrylic glass, which can easily be damaged
by the intense laser light. Therefore, the laser is only operated at 800Hz in
dual frame mode and at an output energy of 9.5mJ per pulse.
Each camera is mounted on a Scheimpﬂug adapter, equipped with a Tam-
ron 180mm F/3.5 MACRO 1:1 lens and operated in dual-frame mode. The
camera sensor width of 25.4mm and the macro lens lead to an image width of
≈ 30mm and an average resolution of 45 px/mm. The images of both cameras
are overlapped ≈ 5mm and the calculated velocity ﬁelds cross-faded after-
wards. This leads to a total length of the ﬁeld of view (FOV) of ≈ 55mm.
During the experiments the cameras were moved to two streamwise positions,
while FOV1 is centered at the PA position and FOV2 is moved 20mm down-
stream, cf. Fig. 3.5.
Vaporized DEHS seeding particles with an average size of 1µm are intro-
duced into the settling chamber of the wind tunnel via a vertical perforated
tube. Investigations by Boucinha et al. (2008) showed no signiﬁcant inﬂuence
of the DEHS seeding particles on the discharge process.
Timing and Synchronization
The PIV equipment is timed with in-house Labview software using a NI6602
PCI digital timer card with a base clock of fb = 40MHz. The phase-locked
measurements only allow integer divisors of fb for the disturbance generation
frequency fTS and the acquisition frequency of the PIV system facq, otherwise
a phase shift will occur over time. The time between the frames is set to
∆t = 16µs for a free-stream velocity of Ue = 15m/s. The chosen disturbance
frequency of fTS = 250Hz and an acquisition rate of facq = 800Hz lead to
a resolution of 16 phase angles, acquired over ﬁve disturbance cycles with a
phase resolution of ∆ΦTS = pi/8 rad, cf. Fig. 3.6. A total number of 8216
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Figure 3.6.: Timing of the PIV image acquisition. The red dots show the 16
measurement points during five cycles of the disturbance excitation signal d(t).
images are recorded for each measurement, limited by the camera memory.
The available number of image pairs for each phase is then 256. A photodiode
is placed close to the laser sheet and the voltage signal, induced by the laser
pulses, is simultaneously recorded with the disturbance source driving signal.
Postprocessing of both signals allows one to locate the relative phase angle of
the ﬁrst recorded image pair.
Image Pre-processing, Correlation and Velocity Field Dewarping
The average grey value of all image pairs is subtracted for each camera, re-
ducing the wall reﬂections signiﬁcantly. PIVview2C v3.5 is used for the image
correlation. An adaptive correlation with a start interrogation area (IA) size
of 256 px× 256 px and a ﬁnal size of 16 px × 16 px with 50% overlap is used
to obtain the velocity ﬁelds of the image pairs for each camera. The seeding
density was not constant during the experiments. Therefore, a median test is
applied in order to detect images with no or less seeding. Image pairs with
less than 95% valid data points are removed from the data set.
The velocity ﬁelds are dewarped after image correlation for each camera
separately. A dewarping of the raw images leads to a wave-like artifact-pattern
in the correlated velocity ﬁelds, caused by a limited accuracy of the dewarping
procedure. The amplitude of the pattern is of the order of the TS-wave
amplitude and not acceptable. The dewarping/mapping is based on images
of a calibration target, which consists of a dot pattern with a dot diameter of
1.5mm and 2.375mm dot spacing. The calibration target was machined with
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Figure 3.7.: Design of the upper electrodes of two different PA array configurations.
a milling cutter from a white coated black HDPE plate. Compared to printed
targets, the edges of the dots are sharper and the dot spacing is more accurate.
After the calibration pictures are taken, a MATLAB routine automatically
detects the centers of the dots and a 3rd order polynomial approach is applied
for the coordinate transformation (Markus (2016a)). The dewarped velocity
ﬁelds are mapped onto a common grid with twice the resolution of the IAs
and linearly cross-faded in the overlap region of both cameras.
3.4. Flat Plate Setup for 3D Investigations
The 2D setup (section 3.2) is modiﬁed in order to investigate the spanwise
plasma actuator array and the MIMO control circuit in Chapter 7. The
streamwise position of the DS, sensors and PA is not changed but additional
sensors/actuators in spanwise direction are mounted on the ﬂat plate.
In total, ﬁve plasma actuators can be operated simultaneously with the
Minipuls 0.2-5 HV generator but only three actuators are operated for the
investigations presented in Chapter 7. The electromagnetic and ﬂuid dynamic
eﬀects at centered PA and the outer PAs can be observed well with this
simpliﬁed setup. The upper PA electrodes have a length of 42.5mm, a spacing
of ∆zPA = 45mm and a 2.5mm wide gap in between, cf. Fig. 3.7. A cutting
plotter is used to cut the electrodes from a 35µm thin adhesive copper foil.
The lower electrodes are also separately cut out of the copper foil to allow for
a measurement of PPA for each actuator individually, which is not possible
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with one common electrode. The width of all electrodes is 5mm and the
connectors are also a part of the cutout. Hence, soldering is not required in
the centered region on the ﬂat plate and a rather smooth surface is provided
for laminar ﬂow.
Two conﬁgurations of the connector lines are tested to investigate the in-
ﬂuence of electromagnetic interference between the PAs, cf. Fig. 3.7. Capaci-
tive coupling is likely to induce a current in a neighboured high-voltage cable,
which is depicted in Fig. 3.8. The parasitic current Ipc is induced due to the
capacitance Cpc, which is caused by parallel wiring of the HV cables 1 and 2.
The term dV/dt in equation (3.3) indicates the impact of the operating fre-
quency fPA on the parasitic current. If fPA is ﬁxed, the capacitive coupling can
be minimized by a reduction of Cpc, which is done for conﬁg. II (Fig. 3.7(b))
by guiding the cables with a maximum distance. Shielded HV cables are not
an option because the shielding capacitance is an additional load for the HV
generator and the dielectric of the cable is heated up.
The sketch in Fig. 3.9 shows the sensors/actuators that are used for the
3D investigations. Nine slots with a spanwise spacing of ∆z = 15mm are
available for the reference and error sensors. The slots allow for a ﬂexible
positioning of the eight available surface hot-wires, ampliﬁed by a 2Ch DISA
55M0 and a 6Ch Dantec Streamline CTA. All signals are bandpass ﬁltered
(10 to 1000Hz) and ampliﬁed by a factor of 64. The sensors are not calibrated
but normalized with the RMS of each individual sensor for the fully turbulent
BL case that is provoked by a zig-zag tape just in front of the disturbance
source. The disturbance source consists of 15 channels d0 to d14, while only
the spanwise extend of d3 to d11 is shown in Fig. 3.9. All measurements
presented in Chapter 7 have been conducted with only 3 PAs connected to
the HV generator Minipuls 0.2-5.
V
pc
V
C
pc
1 2
Figure 3.8.: Capacitive coupling.
Ipc = Cpc
dV
dt
(3.3)
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Figure 3.9.: Sketch of the flat plate setup for 3D investigations, equipped with an
array of three PAs (blue rectangles). Surface hot-wires are mounted as reference
(red circle) and error sensors (red dots), while grey dots indicate free slots for
sensors. The spanwise extend of the disturbance source channels (d3 to d11) is
indicated below. Transfer paths G23, G33 and D47 are exemplarily shown.
Infrared (IR) thermography is used to measure laminar-turbulent transition
and vortices on the ﬂat plate surface. The higher friction coeﬃcient cf is di-
rectly related to a higher heat transfer coeﬃcient h via the Reynold’s analogy.
A FLIR Tau 2 640 IR camera is installed in the wind tunnel and measures
the temperature on the heated insert that consists of an insulating foam with
a low thermal diﬀusivity α and is covered with a black foil that extends from
x = 454mm downstream, cf. Fig. 3.10. Detailed information on the mea-
surement principle and the IR heater can be found in Simon et al. (2016b).
d x
y
δ 
UWT ,T∞
r
heated surface
(insulating foam, covered
with black foil)
D
FLIR Tau 2 640
IR heater
wind-
tunnel wall
quartz glass
c e
Figure 3.10.: Flat plate setup with IR measurement system installed.
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Figure 3.11.: Grob G109b research aircraft.
3.5. Experimental Flight Setup
The unique opportunity to combine in-ﬂight and wind-tunnel experiments is
possible because TU Darmstadt owns its own airﬁeld in direct proximity to
the wind-tunnel facilities. A motorized glider serves as a ﬂying platform with
a wing glove mounted on the right wing. The instrumentation of the glove
is described in section 3.5.1 and the in-ﬂight testing procedure discussed in
section 3.5.2.
Research Aircraft Grob G109b
The in-ﬂight experiments are conducted with a manned Grob G109b motor-
ized glider, which combines the advantages of vibrationless gliding ﬂight with
a 96 kW engine for take oﬀ and altitude gain. The three-view drawing in
Fig. 3.11 shows the glider with a wing span of b = 17.4m and a wing aspect
ratio of 15.9. The sweep angle is close to zero, leading to a negligible span-
wise pressure gradient and an almost two-dimensional ﬂow along the chord.
A temporary ’permit to ﬂy’ allows an additional payload for the measurement
equipment and leads to a maximum take-oﬀ weight of 950 kg. Due to ﬂight
speed limitations, the angle of attack exploitable for the experiments ranges
between α = −3◦ and α = 13◦. The ﬂight speed is U∞ ≈ 41m/s for α = 2.5 ◦,
but the actual value depends on the environmental conditions and altitude.
The environmental data acquisition equipment is mounted on the left wing
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of the glider, cf. Fig. 3.11. The angle of attack α and the sideslip angle β are
measured with a Dornier Flight Log, which is a windvane mounted on a second
boom. The atmospheric pressure p∞ (Setra 270), dynamic pressure pdyn
(Setra 239HP), humidity (Hygrosens CON-HYTEMODI2C) and temperature
T∞ (Typ K thermocouple) are measured upstream of the left wing.
3.5.1. Laminar Wing Glove
The right wing of the glider can be equipped with a NLF airfoil wing glove.
The airfoil (Fig. 3.12) was developed by Weismüller (2012) to quantify the
inﬂuence of atmospheric turbulence on NLF airfoils. Reeh and Tropea (2015)
intensively investigated the ﬂow around the airfoil in ﬂight. The ﬂat airfoil
shape on the pressure side creates an almost linear pressure gradient that is
adjustable between moderate positive and negative values by changing α. The
ﬂow was shown to be 2D in the inner region of the wing glove by Reeh (2014).
All base ﬂow considerations and resulting pressure distributions are discussed
later in section 6.1.
The hydrodynamic stability of the boundary layer has consequences for the
design of natural laminar ﬂow airfoils. The ﬂow is accelerated over a long per-
centage of chord on the pressure and suction side due to a maximum thickness
of the airfoil at around mid-chord, cf. Fig. 3.12. This acceleration causes a
stable BL and attenuated TS-wave disturbances. The airfoil shape on the suc-
tion side changes rather quickly downstream of the maximum thickness and
leads to a high ampliﬁcation of the TS-waves and a breakdown to turbulence.
As shown by Reeh (2014), the transition location on the suction side of the
considered airfoil moves only a few percent chord while the transition on the
pressure side moves from xcritl ≈ 0.3 to xcritl ≈ 0.6 for a change of the angle
of attack α of 2 ◦. The wide range of xcrit is caused by the ﬂat shape of NLF
airfoils on the pressure side. The rather low ampliﬁcation of the TS-waves
over a long distance makes the pressure side beneﬁcial for active wave cancel-
lation. The waves have to be sensed, which requires a certain amplitude, and
the counter wave has to interact with the incoming wave further downstream.
The wing glove itself (Fig. 3.13) forms a square shape with a chord length of
l = 1.35m and is slipped over the wing. The pressure distribution is measured
with 64 pressure taps distributed over the suction and pressure sides of the
wing glove. Signals are acquired with 10Hz by a Pressure Systems ESP-64HD
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Figure 3.12.: Shape of the MW-166-39-44-43 airfoil and sensor placement on the
pressure side of the wing glove.
pressure transducer with a range of ± 2490.82Pa. The reference atmospheric
pressure p∞ is obtained using a boom protruding upstream into the ﬂow. The
chord-based Reynolds number of the wing glove is Rel ≈ 3.75 · 106.
An exchangeable plexiglass insert is arranged ﬂush mounted to the surface
(Fig. 3.13) and accommodates the sensors and actuators. The disturbance
source d is located at xd/l = 0.18 and consists of 12 miniature loudspeakers in-
stalled underneath the plexiglass insert in spanwise direction with a spacing of
20mm. A circular array of six 0.2mm holes connects each speaker to the aero-
dynamic surface (Duchmann et al. (2014)). Three surface hot-wires probes p,
r and e are located at xp/l = 0.26, xr/l = 0.29 and xe/l = 0.38. The in-house
manufactured hot-wire sensors are ﬂush mounted to the surface and consist
of two needles molded in a plastic case with a 1.25mm long and 5µm thin
gold-plated tungsten wire welded on top, cf. Fig. 3.4(b). All hot-wires are
operated by Dantec MiniCTA constant temperature anemometers. A signal
conditioner ﬁlters the analog signals (ﬁrst-order bandpass 50Hz to 3.8 kHz)
and ampliﬁes the signal ﬂuctuations by a factor of 400.
The PA c is positioned ﬂush mounted in a groove at xc/l = 0.33. The
driving high voltage signal is generated at a ﬁxed frequency of fPA = 9.8 kHz
by a GBS Minipuls 2.1. In spanwise direction, the PA is 230mm long and a
2D behavior is assumed. The following geometrical distances between sensors
and actuator have been measured at the wing glove:
∆xpr = 35mm, ∆xrc = 47mm, ∆xce = 76mm.
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Figure 3.13.: Sketch of the wing glove pressure side.
IR Camera and Heated Insert
An infrared (IR) camera is mounted on the wing glove in order to monitor the
laminar-turbulent transition on the wing glove and identify turbulent spots
caused by a contaminated leading edge or surface roughness (sensors, tape).
IR thermography requires a temperature diﬀerence between the ﬂow and
surface temperatures. A ﬂush-mounted heated insert consisting of an elec-
trically heated foil allows variable heat transfer up to 2000W/m2. The insert
extends from x/c = 0.4 to x/c = 0.62 and has a width of 200mm. More in-
formation about the design of the setup, postprocessing techniques and the
IR measurement technique itself can be found in Simon et al. (2016c). The
mid-wave (7.5-13µm) IR camera Flir Tau 2 640 (13mm lens) is equipped
with a Automation Technology GigE Vision Adapter and provides an un-
calibrated 14bit data stream at 8.3Hz. The GigE Vision standard supports
cable lengths up to 100m and comfortable implementation in Labview. The
camera itself is an uncooled thermal imager based on microbolometer technol-
ogy. This leads to a slightly worse signal-to-noise ratio as compared to cooled
IR cameras but it is signiﬁcantly smaller and economically more attractive.
As all measurements are taken on the pressure side of the wing glove, the
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Figure 3.14.: Wing glove, mounted on the glider wing and IR camera with fairing.
space for the IR camera is limited. Due to the small dimensions of the cam-
era (45mm × 45mm × 60mm) it is possible to mount the camera directly
on the wing glove. A stand of 280mm height ensures a reasonable viewing
angle of about 45◦, resulting in 90% IR radiation intensity as compared to
a normal viewing angle (Vollmer and Möllmann (2010)). With a resolution
of 640 px × 512 px, the minimum spatial resolution for the heated insert is
0.75mm/px in spanwise and 0.73mm/px in streamwise direction. The viewing
angle and the slightly curved surface of the wing glove make dewarping nec-
essary. Camera and stand are covered with a fairing in order to reduce drag
and vibrations, cf. Fig. 3.14.
An onboard 24V DC lead acid battery with a capacity of 16Ah allows a
measurement system operation time of about 1 h. More details about the
measurement procedure is given in the following.
3.5.2. In-Flight Testing Procedure
The in-ﬂight experiments presented in this thesis enable boundary-layer mea-
surements in a realistic ﬂight environment. It does not, however, determine
the performance parameters of the aircraft as ﬂight testing is usually un-
derstood. Nevertheless, the measurements are related to ﬂight mechanics,
environmental conditions and ﬂight planning – challenges that only exist for
measurements under ﬂight conditions (Joslin (1998)). Despite the diﬃcul-
ties of in-ﬂight measurements compared to wind-tunnel tests, there are rea-
sons for experiments on an airplane wing in ﬂight. The investigations of
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Weismüller (2012) on the atmospheric turbulence indicate the need for in-
ﬂight experiments, as the turbulence intensity is very low. More importantly,
isentropic turbulence is achievable for high Reynolds numbers. Acoustic dis-
turbances make the investigation on natural transition in the wind tunnel
diﬃcult as the ambient noise can inﬂuence the receptivity. Last but not least,
a ﬂow control technology in ﬂight is very close to its intended application.
The measurement time, preparation, maintenance and costs exceed the ef-
fort for wind-tunnel experiments by far. For the current setup, one test ﬂight
of 1.5 h includes only 20min of measurement time, the rest of the time is
spent on cruise ﬂight and altitude gain. During a measurement ﬂight, the
glider climbs up to an altitude of 10,000 ft and the pilot switches oﬀ the en-
gine. As soon as the propeller is turned away from the wind, the pilot starts
to adjust the angle of attack α according to the ﬂight display in front of him;
an online visualization of the low-pass-ﬁltered values for α and the sideslip
angle β assists the pilot in setting and maintaining the desired ﬂight state.
Flight mechanics couple ﬂight speed U∞ and α depending on the weight, re-
quired lift, density of the air and other parameters and therefore do not enable
the same boundary conditions for each ﬂight, even during one single gliding
ﬂight. Numerical studies based on linear stability analysis concerning these
issues have been conducted by Duchmann (2012). They revealed a stronger
sensitivity of the streamwise position of the naturally occurring transition to
changes of the angle of attack than to a slowly drifting Reynolds number.
This is also conﬁrmed by the experimental and DNS results in Chapter 6.
Therefore, the active ﬂow control experiments in gliding ﬂight are conducted
for a constant angle of attack instead of at constant Reynolds number. After
the engine is switched oﬀ, the ﬁrst measurement run can be recorded in glid-
ing ﬂight at an altitude of 9,000 ft; the measurements have to be stopped at
an altitude of about 3,000 ft to turn back on the engine. The measurement
time of one gliding ﬂight is about 10min, while typically 15 measurement runs
of 20 to 40 s are recorded. All experiments are conducted early in the morn-
ing under calm conditions to avoid ﬂuctuations in α. Unavoidable limitations
to in-ﬂight experiments are given by traﬃc, inversion layers and the battery
power supply for measurement equipment.
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3.6. Implementation and Execution of the
Control Algorithms
The control algorithms described in section 2.2 have to be executed in real
time for the active wave cancellation experiment. The company dSPACE of-
fers development platforms for real-time control applications consisting of a
digital signal processor and corresponding software described in the follow-
ing. Furthermore, the oﬄine-controller simulation in MATLAB/Simulink is
described in this section.
dSPACE Digital Signal Processor
A dSPACE digital signal processor, consisting of a DS1007 processor board,
a DS2004 A/D board and a DS2102 D/A board mounted in a dSPACE Auto-
Box acquires the hot-wire signals and generates the signals for the the high-
voltage generator. The system is operated by a DC power supply and ﬁts
to the measurement platform of the experimental ﬂight setup, cf. section
3.5. The algorithms are implemented in MATLAB/Simulink, compiled and
transferred to the dSPACE processor board with the required dSPACE tool-
box. After this process, the dSPACE system is controlled with a software
called dSPACE ControlDesk. It allows to start the control algorithms, mon-
itoring and recording sensor signals. The system enables of operating the
fxLMS algorithm at a sampling frequency of fS = 20 kHz (SISO), and the
multi-processor board (dual core) also allows an optimized program structure
for more complex MIMO systems.
Oﬄine Controller Simulation
The knowledge of all transmission paths of the ﬂow control problem makes
an oﬄine investigation of the fxLMS and dxLMS controller behavior possible.
Either the sensor signals of an experiment or the DNS solution of a ﬂow ﬁeld
can describe the required paths between sensors and actuators. This oﬄine
controller simulation in MATLAB/Simulink saves measurement time and also
allows detailed preparation for the ﬂight tests, where time is valuable. In the
following, the controller simulations based on experimental data and DNS are
discussed.
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Figure 3.15.: Block diagram for controller simulation with experimental data.
For the identiﬁcation of the secondary path model Hˆec during an experi-
ment, the Minipuls high voltage generator is operated with a pseudo-random
binary signal (PRBS). This results in a modulated high voltage signal at the
PA and broadband TS-waves are generated. The transmission behavior of
Hec can either be estimated online with a LMS algorithm or calculated of-
ﬂine, cf. (2.24). The magnitude and phase information contained in Hˆec(ω)
can then be converted to a digital FIR ﬁlter Hˆec(z), e.g., with the invfreqz
command in MATLAB. For oﬄine controller simulation, a record of an ex-
perimental case with only the disturbance source in operation is required
(uncontrolled case). The discrete reference and error sensor signals r(n) and
e(n) are the input signals for the fxLMS oﬄine controller simulation as indi-
cated in Fig. 3.15(a). The incoming reference sensor signal r(n) is therefore
the same as if the controller would be operated during the experiment and the
ﬁltering of r(n) with Hˆec is exactly the same as in the experiment. Because
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Figure 3.16.: Block diagram for oﬄine controller simulation with transfer paths
obtained with DNS.
the controller actuation is only performed oﬄine, the physical transmission
path path Hec has to be modelled and c(n) is ﬁltered by Hˆec. The result is
then subtracted from the measured “desired” signal e(n), and the simulated
error sensor signal e′(n) is the second input for the LMS adaptation algorithm.
It is obvious that this procedure can not completely describe the conditions
in ﬂight, because the estimated paths Hˆec in the upper and lower row in
Fig. 3.15 are exactly the same. In a real case the physical transmission path
Hec changes due to varying inﬂow conditions and can even cause an unstable
controller behavior as discussed later in Chapter 5 and Chapter 6.
Figure 3.15(b) shows the block diagram for the dxLMS oﬄine controller
simulation with recorded experimental data. The only diﬀerence to the fxLMS
approach in Fig. 3.15(a) is the ﬁltering of r(n) and the online adaptation of
the delay N , cf. section 2.2.4.
Direct numerical simulations (DNS) allows one to extract detailed informa-
tion of the boundary-layer transmission behavior. For the given problem, the
FIR ﬁlter coeﬃcients of the transfer path models Hˆpd, Hˆrd, Hˆed and Hˆec are
available and implemented in the controller simulation as shown in Fig. 3.16.
Analogous to the experimental data controller simulation, the reference sensor
ﬁltering can be changed for fxLMS controller simulation, cf. Fig. 3.15. The
incoming disturbances are not in-ﬂight sensor data, but a white noise signal
d(n) is the only input signal required for the DNS data controller simulation.
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The active wave cancellation of the Tollmien-Schlichting waves in the laminar
boundary layer has been conducted with diﬀerent kinds of actuators, but is not
yet fully understood. Broad-band waves do not allow the investigation of the
cancellation process, but only phase-locked measurements of artiﬁcially gen-
erated single-frequency TS-waves can yield insight into the process. Moving
wall actuators and especially plasma actuators do not allow the application
of intrusive measurement techniques like hot-wire anemometry. Therefore,
optical measurement techniques like particle image velocimetry (PIV) are the
only option to measure the velocity ﬁeld in direct vicinity of the actuator.
Measurements by Widmann et al. (2012) demonstrated the possibility to
measure artiﬁcially generated single-frequency TS-waves by phase-locked PIV
for the ﬁrst time. The technique was then implemented to investigate the
interaction between TS-waves and a PA, operated in boundary-layer stabili-
sation mode (Widmann et al. (2013)). Inspired by the measurements of Wid-
mann, Amitay et al. (2016) measured the eﬀect of the active cancellation of
TS-waves downstream of a point-wise moving wall actuator by means of PIV.
In this thesis, the TS-waves are artiﬁcially generated with a disturbance
source (DS) at a frequency of fTS = 250Hz, which is in the ampliﬁed fre-
quency band for the 2D zero pressure ﬂat-plate boundary layer at a free-
stream velocity of Ue = 15m/s. The TS-wave disturbances travel downstream
and are attenuated with AWC by an unsteady PA force. Phase-locked PIV
measurements with a high-speed PIV system allow for fast measurements at
an acquisition rate of facq = 800Hz in double frame mode, resolving 16 phase
angles of the wave cycle, cf. section 3.3.
The investigations in this chapter are based on six measurement conﬁgu-
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rations, summarized in table 4.1. The measurements, corresponding to the
settings in the table, were conducted in order to answer the following ques-
tions:
1. Is the undisturbed (natural) base ﬂow a 2D laminar Blasius boundary
layer? (section 4.1)
2. How does the steady PA force oﬀset alter the boundary layer?
(section 4.2)
3. Do the disturbances generated by the disturbance source have TS-wave
character? (section 4.3)
4. How does the steady PA force inﬂuence the shape and the ampliﬁcation
of the incoming TS-waves? (section 4.4)
5. Do the counter-waves generated by the PA have TS-wave character?
(section 4.5)
6. How do the incoming TS-waves interfere with the counter-waves, gen-
erated by the PA in AWC mode? (section 4.6)
Table 4.1.: Measurement configurations of the plasma actuator and disturbance
source for the phase-locked PIV measurements.
# disturbance source plasma actuator
1 oﬀ oﬀ
2 oﬀ steady forcing
3 on, 250Hz oﬀ
4 on, 250Hz steady forcing
5 oﬀ unsteady forcing, 250Hz
6 on, 250Hz unsteady forcing, 250Hz
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Figure 4.1.: Neutral stability curve (black line, kx,i = 0) and n-factor contours for
a zero pressure gradient BL and Ue = 15m/s, spanwise wavenumber kz = 0. The
symbols indicate the positions of actuators and sensors, cf. Fig. 3.5.
4.1. Base Flow on the Flat Plate
The phase-locked PIV measurements were conducted on a ﬂat plate at a free-
stream velocity of Ue = 15m/s. This is a low disturbance ampliﬁcation sce-
nario, as shown in the corresponding stability diagram for a Blasius boundary
layer in Fig. 4.1. All linear stability theory (LST) computations presented
in this chapter have been conducted with a code provided by Reeh (2014)
and modiﬁed by Turkac (2016). A Blasius BL with a freestream velocity of
Ue = 15m/s and a kinematic viscosity of ν = 14.29 ·10−6 m2/s is assumed. The
disturbance source d, placed at xd = 225mm (△), generates single-frequency
2D disturbances with an even wavefront at a frequency of fTS = 250Hz.
The disturbance frequency is in-between the neutral stability curve (kx,i < 0)
and is therefore ampliﬁed for the considered region between the disturbance
source and the error sensor e, mounted at xe = 408mm (H). The low ampli-
ﬁcation scenario is chosen in order to ensure a dominant role of the artiﬁcial
2D waves in the considered measurement region around the PA c, placed at
xc = 363mm (N).
The base ﬂow measurements presented in the following are only valid for one
speciﬁc case. The open return wind-tunnel design does not provide constant
environmental conditions, cf. section 3.2. Reynolds number and stability
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Figure 4.2.: Mean flow field of FOV2, the plasma actuator is located at x
′ = 0mm.
The wall normal coordinate is normalized with the displacement thickness at the
beginning of the domain δ∗1 , at x
′ = −5mm.
properties of the boundary layer change slightly from day to day. Measure-
ments that are compared directly in the following discussion were recorded
within a short time frame of about one hour. It is assumed that the ﬂow
parameters are constant during that time frame.
The mean ﬂow ﬁeld, obtained by correlation of both camera images, is
shown in Fig. 4.2. A new streamwise coordinate x′ is introduced, where
x′ = 0 is located at the edge of the upper PA electrode (xc = 363mm). The
wall normal coordinate y is normalized with the displacement thickness at
the beginning of the domain δ∗1 , at x
′ = −5mm. As described in section 3.3,
the velocity ﬁelds are ﬁrst computed for each camera individually, dewarped
afterwards and interpolated on a common grid. The velocity ﬁeld of two
diﬀerent FOVs have been measured. In FOV1 the PA is centered and the
incoming TS-waves upstream of the PA can be investigated. FOV2 resolves
the velocity ﬁeld mainly downstream of the PA, including the error sensor
position at x′ = 45mm, cf. Fig. 3.5. In the following, both FOVs are
presented, dependent on the discussed phenomena.
The velocity proﬁle in Fig. 4.3(a), extracted from Fig. 4.2 at x′ = 24.9mm,
shows good agreement with the zero-pressure gradient Blasius boundary layer.
More signiﬁcant is the comparison of the BL parameters δ1(x′), δ2(x′) and
H12(x
′) = δ1(x
′)
δ2(x′)
in Fig. 4.3(b). The displacement thickness δ1 and the
momentum thickness δ2 are almost constant for the entire velocity ﬁeld and
the measured shape factor H12 is close to the Blasius solution (H12 = 2.59).
The upper electrode of the PA extends from x′ = −5mm to x′ = 0mm and has
a thickness of 35µm. It passively inﬂuences the boundary-layer development
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Figure 4.3.: Measured boundary-layer profile and parameters as well as the corre-
sponding Blasius solution for the base flow of FOV2.
due to its presence, but also reﬂections at the copper electrode falsify the
PIV measurements. Both issues cause noisy data of the BL parameters for
x′ < 2mm but the data downstream of the actuator veriﬁes the laminar
Blasius BL. The Blasius character of the undisturbed ﬂow is the basis for
further investigations on artiﬁcially generated TS-waves and comparison with
linear stability theory in section 4.3.
4.2. The Effect of Steady Plasma Actuator
Forcing on the Base Flow
The PA generates an unsteady volume force on the time scale of the PA
driving frequency (fPA ≈ 10 kHz), but the characteristic frequencies of the
BL are more than an order of magnitude lower. Hence, the volume force
can be considered steady. The steady downstream directed integral PA force
Fx is present from the moment the plasma ignites and is proportional to the
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Figure 4.4.: Measured boundary-layer parameters δ1, δ2, H12 and H12 = 2.59
(Blasius solution) for FOV2. The PA is operated at Vpp = 7kV.
consumed electrical power PPA ∝ Fx over the range employed in this study,
cf. section 3.1. Because the PA can only generate a downstream directed
force, a steady force oﬀset is always present in AWC mode. The steady force
oﬀset has a stabilising eﬀect on the laminar BL, as shown before (Duchmann
et al. (2014); Simon et al. (2016c)). In this thesis the active wave cancellation
is the investigated mechanism. Therefore, the mean amplitude of the driving
high-voltage signal is set to Vpp = 7kV, equivalent to an integral steady
force oﬀset of Fx ≈ 1mN/m. Studies on BL stabilisation were conducted
with Fx > 10mN/m, the expected stabilising eﬀect on the BL is therefore
comparably weak.
Figure 4.4 shows the eﬀect of the steady PA force on the base ﬂow. The BL
parameters δ1, δ2 and H12 are presented for FOV2, which mainly shows the
development of the BL downstream of the PA. The displacement thickness δ1
is almost constant, whereas δ2 increases slightly downstream of the PA and
results in a lower H12 compared to Fig. 4.3(b). The relatively low steady force
oﬀset leads to a more stable BL and an attenuation of the TS-wave amplitude,
as conﬁrmed later in section 4.4. These ﬁndings agree well with previous
studies by Grundmann and Tropea (2009) and Duchmann et al. (2013), who
also showed decreased values of H12 downstream of the PA for a steady PA
force.
60
4.3. Artificially Generated Tollmien-Schlichting Waves
4.3. Artificially Generated Tollmien-Schlichting
Waves
In the following, the Tollmien-Schlichting character of disturbances, gener-
ated artiﬁcially by the disturbance source, is veriﬁed. The disturbance source
enables 2D and 3D disturbance scenarios, but for this experiment an even 2D
wavefront is generated because 2D2C PIV measurements are conducted with
a single PA. The ampliﬁcation of the TS-waves can be described by LST. The
receptivity of the BL for (natural) TS-waves does not only depend on the
surface roughness but also on noise and the inﬂow quality. The sensitivity of
the receptivity on the inﬂow quality is discussed in section 4.3.1, followed by
the characterisation of the artiﬁcially generated TS-waves in section 4.3.2.
4.3.1. Influences on the Tollmien-Schlichting Wave
Generation
The inﬂuence of the inﬂow quality on the receptivity process is important for
the development of (natural) TS-waves. Two factors have been identiﬁed and
are investigated further: ﬁrst, the inﬂuence of a slit for the seeding traverse in
the settling chamber wall and second, the inﬂuence of the seeding generation
in the settling chamber.
Slit in the Settling Chamber Wall
The seeding is introduced into the test section via a perforated tube, mounted
vertically in the settling chamber of the wind tunnel. A traverse can move
the tube in spanwise direction and therefore requires a slit in the settling-
chamber wall. An improper sealing of the slit can signiﬁcantly lower the
inﬂow quality in the test section. A free-stream velocity of Ue = 12m/s was
set for the ﬁrst experiments on the disturbance generation, where the setup
has been optimized. All other measurements in this chapter were conducted
at Ue = 15m/s. However, the eﬀects that are discussed in the following can
be observed for both velocities. Artiﬁcial TS-waves are generated by the
disturbance source at fTS = 200Hz, which is in the ampliﬁed frequency band
for the free-stream velocity of Ue = 12m/s.
Figure 4.5(a) presents the power-spectral density (PSD) of the error-sensor
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Figure 4.5.: Influence of the settling chamber sealing on the generation of artificial
TS-waves (fTS = 200Hz). The error sensor signal e(t) is acquired at Ue = 12m/s.
signal e(t) for the initial and the new sealing, which has been installed during
pre-tests. The surface hot-wire sensor is not calibrated and only voltage ﬂuc-
tuations are shown. The new sealing improves the inﬂow quality, leading to
a signiﬁcantly reduced amplitude of the natural TS-waves, occurring besides
the peak of the artiﬁcially generated TS-waves at 200Hz. Natural TS-waves
interfere with the artiﬁcial waves and lower the amplitude at 200Hz. The
spectrum of e(t) with the initial sealing also shows a high amplitude for low
frequency disturbances at f ≈ 10Hz, causing an amplitude modulation of
the artiﬁcially generated TS-waves, cf. Fig. 4.5(b). The goal of the artiﬁcial
TS-wave generation is an almost constant amplitude to increase the SNR for
the phase-locked PIV measurements. The new sealing can reduce the low
frequency ﬂuctuations by 10 to 15 dB. The time signal of the error sensor pre-
sented in Fig. 4.5(b) exhibits signiﬁcantly lower ﬂuctuations of the amplitude
after the new sealing has been installed.
Disturbance Production by Seeding Generation
The seeding generation in the settling chamber produces additional distur-
bances that inﬂuence the inﬂow quality and therefore also the receptivity
process on the ﬂat plate. This eﬀect can be used in order to intentionally
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Figure 4.6.: Disturbance production by seeding, blown out in downstream or up-
stream direction. Spectra and time signals of the error-sensor signals e(t) at
Ue = 12m/s with artificially generated TS-waves at fTS = 200Hz.
modify the inﬂow turbulence spectra (Kendall (1990)). Here, the lower in-
ﬂow quality causes an increased amplitude of the natural TS-waves, similar
to the previously described improper sealing of the settling chamber wall.
Figure 4.6 shows the PSD of the error-sensor signal for diﬀerent conﬁgura-
tions. The reference case (seeding oﬀ) shows a TS-wave “hump” in the band
150Hz < f < 220Hz, which is ≈ 30 dB lower in amplitude than the artiﬁcial
waves at 200Hz. If the seeding is blown out in the downstream direction, the
amplitude grows signiﬁcantly and the natural waves are only ≈ 15 dB smaller
in amplitude, compared to the artiﬁcial TS-waves. If the seeding is blown out
in the upstream direction, the amplitude of the natural TS-waves is lowered
about 10 dB and the low frequency disturbances are also reduced signiﬁcantly.
Two potential reasons for disturbance production in the settling chamber
were identiﬁed and the inﬂow quality has been improved. A 2D even wavefront
and TS-waves with a constant amplitude, generated at the time base of the
PIV trigger system, are important for a fast convergence of the phase-locked
measurements. The amplitude of the artiﬁcial TS-waves should be as high as
possible for a high SNR, but the amplitude should only be of the order of 1%
to 2%Ue to assure linear behavior of the waves and to allow comparison with
LST.
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(a) Phase-averaged velocity field.
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= 0.67 and data
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Figure 4.7.: Phase-averaged velocity field and data fit of TS-waves with
fTS = 250Hz at Ue = 15m/s for FOV2 at one (relative) phase angle.
4.3.2. Characterisation of the Tollmien-Schlichting
Waves
The disturbance source is capable of introducing single-frequency pressure
ﬂuctuations into the BL that cause velocity ﬂuctuations, which travel down-
stream. In the following, these artiﬁcially generated disturbances are investi-
gated by PIV and checked wether they have TS-wave character.
The phase-averaged measurements of the streamwise component u′ of the
artiﬁcial TS-wave with a frequency of 250Hz is presented in Fig. 4.7(a) for
one (relative) phase angle at Ue = 15m/s. Two full wavelengths are covered by
the PIV setup with two cameras. The wave-like pattern inside the boundary
layer with an increasing amplitude in streamwise direction can be observed
well. In addition, the counter-oscillating part of the wave above the BL is
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Figure 4.8.: TS-wave profile and convergence diagram at one phase angle.
visible. An extract of the data at y/δ∗
1
= 0.67 is shown in Fig. 4.7(b) and
equation (4.1) is ﬁtted to it.
u′(x′) = a sin
(
2π
λx
x′ + b
)
e−kx,ix
′
+ c (4.1)
Equation (4.1) describes the spatial growth of the wave. The ﬁtting parame-
ters are the wavelength λx, the spatial growth rate kx,i, the initial amplitude
a, the phase oﬀset b and the amplitude oﬀset c. The determined parameters
are λx = 21.66mm and kx,i = −16.2 · 10−3 1/m, yielding a phase speed of
cω = λxfTS = 5.415m/s. The measured values match well with the theoretical
values calculated by LST at this position (cω,LST = 5.48m/s).
Besides the spatial development of the TS-waves, the shape in wall-normal
direction is important. Figure 4.8(a) shows the normalized amplitude (abso-
lute value) of a TS-wave proﬁle, extracted from Fig. 4.7(a) at x′ = 24.9mm.
The measured and theoretically (LST) predicted proﬁles show a good agree-
ment for y/δ1 < 2. Above, the data is nosier because the amplitude of the wave
relative to the local velocity u(y) is lower than inside the boundary layer.
In conclusion, the disturbance source generates pressure ﬂuctuations that
develop into velocity ﬂuctuations with TS-wave character.
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Statistical Convergence of the Phase-Locked PIV Mesurements
Phase-averaging is necessary to measure TS-waves with PIV, since statistical
velocity ﬂuctuations and measurement noise overlay the artiﬁcially generated
TS-waves that have an amplitude of ≈ 1%Ue. The number of required image
pairs for convergence of the velocity ﬁelds can be estimated with a convergence
diagram, cf. Fig. 4.8(b). The standard deviation of the streamwise velocity
for one phase σu′ is averaged over 3× 3 IAs at a position inside the boundary
layer (x′ = 24.9mm, y/δ1 = 0.8). The result is normalized with the local mean
velocity at this point. The normalized standard deviation σu′/U converges for
≈ 200 image pairs. Compared to the measurements of Widmann et al. (2012)
(1700 image pairs) and Amitay et al. (2016) (3000 image pairs), a signiﬁcant
lower number of image pairs is required. This is probably caused by the
application of a high-speed PIV system. In addition, the improved inﬂow
quality, causing a constant TS-wave amplitude over time, has a major impact
on the SNR.
4.4. The Effect of Steady Plasma Actuator
Forcing on Tollmien-Schlichting Waves
In this section the interaction between the incoming artiﬁcial TS-waves and
steady PA forcing is investigated. The results of section 4.2 already showed
that the PA has an impact on the mean velocity ﬁeld. Figure 4.9(a) shows the
artiﬁcial TS-waves (fTS = 250Hz) at Ue = 15m/s as a reference case for FOV1.
Figure 4.9(b) shows the case with steady PA forcing (Vpp = 7kV) for the same
relative phase angle. A slight damping of the amplitude downstream of the
PA is visible, while the incoming wave upstream of the PA has a similar am-
plitude in both cases. More distinct is the increased wavelength downstream
of the PA. This eﬀect has already been measured by Widmann et al. (2013)
with PIV and has been predicted by Duchmann et al. (2010) with LST com-
putations. The measurements with diﬀerent steady PA force amplitudes by
Simon et al. (2015) also showed an increased phase speed cω for an increasing
steady PA force, which corresponds to an increased wavelength.
The qualitative observations can be conﬁrmed with Fig. 4.9(c). It shows
a horizontal extract of the data of the velocity ﬁelds in Fig. 4.9(a) and
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(a) Phase-averaged velocity field, uncontrolled.
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(b) Phase-averaged velocity field, controlled with steady PA force at Vpp = 7 kV.
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(c) Experimental data, extracted from the velocity fields of (a) and (b) at y/δ∗
1
= 0.52
and data fit, according to equation (4.1).
Figure 4.9.: Impact of the steady PA force on the TS-waves (fTS = 250Hz) at
Ue = 15m/s, acquired for FOV1 at one (relative) phase angle.
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Figure 4.10.: Phase-averaged velocity field of u′ at Ue = 15m/s at one (rela-
tive) phase angle ΦTS = 0, acquired for FOV1. The PA force is modulated at
fTS = 250Hz and generates counter-waves.
Fig. 4.9(b) at y/δ∗
1
= 0.52. Upstream of the PA both measured curves match
well but downstream the wave is stretched. The approximation of the spatial
wave development with equation (4.1) is presented in Fig. 4.9(c), too. The
computed wavelength of the ﬁt is λx = 20.56mm for the uncontrolled case
and λx = 24.56mm for the controlled case with steady PA forcing. Because
the TS-wave is only inﬂuenced downstream of the PA the curve is only ﬁtted
to the wavelength downstream of the PA.
4.5. Counter-waves Generated by the Plasma
Actuator
In section 4.3 the TS-wave character of the velocity ﬂuctuations generated by
the disturbance source has been investigated and conﬁrmed. The measure-
ments presented in this section investigate the development of the counter-
waves, generated by the PA. The actuator is operated with a driving signal
frequency of fPA = 10 kHz with an amplitude oﬀset of Vpp = 7kV. The
modulation of the driving signal with fTS = 250Hz generates an unsteady
PA force, cf. section 3.1. Figure 4.10 shows the phase-averaged velocity ﬁeld
of u′ with unsteady PA forcing for one phase angle. The counter-waves are
generated directly at the actuator, as also shown in Fig. A.1 for additional
phase angles. The part of the wave pattern with a negative amplitude appears
directly downstream of the PA. The PA force distribution (Fig. 3.1(a)) has
a similar shape as the TS-wave proﬁle (Fig. 4.8(a)). Hence, the generated
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(a) Phase-averaged velocity field of u′.
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(b) Data, extracted from (a) at y/δ∗
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= 0.49.
Figure 4.11.: Development of the counter-waves generated by the PA
at fTS = 250Hz and Ue = 15m/s for FOV2.
wave looks similar to a TS-wave but the tail of the wave pattern in Fig. 4.10
already indicates that the forced generation of the wave does not directly lead
to a velocity ﬂuctuation with TS-wave character. The tail of the wave-pattern
has already been observed by Widmann (2010). He concluded that a higher
steady PA force leads to a more pronounced tail.
Analyzing the TS-wave development with FOV2 (Fig. 4.11(a)) gives better
insight into the mechanisms of the counter-wave generation process. The
waves grow in amplitude while traveling downstream, but also the wavelength
changes. Figure 4.11(b) shows the extracted data from the phase-averaged
velocity ﬁeld at y/δ∗
1
= 0.49. Both cycles are approximated with a ﬁt of
equation (4.1). The initial wavelength of λx = 19.52mm just behind the
actuator increases to λx = 22.69mm, which is slightly higher than in the
uncontrolled case of λx = 21.66mm, cf. Fig. 4.7(b). Only one wavelength
(upstream ﬁt) or even less (downstream ﬁt) is available for the data ﬁt and the
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generated wave is not necessarily sinusoidal. Hence, the calculated wavelength
λx is only an indicator rather than a reliable measurement.
It can be concluded that the PA does not generate TS-waves directly, but
the disturbances develop while traveling downstream and change the wave-
length. The impact of the changing wave properties for the AWC of TS-waves
is discussed in the following section.
4.6. Active Cancellation of Tollmien-Schlichting
Waves
The sections above deal with the characterisation of the base ﬂow, the in-
coming waves and the velocity ﬂuctuations generated by the PA itself. In
the following, the DS and the PA are operated simultaneously to investigate
the active wave cancellation. In contrast to the broad-band cancellation of
TS-waves, presented in the following chapters, no real-time controller is nec-
essary to compute the optimal counter-waves. Therefore, the amplitude and
phase of the PA modulation (Fig. 3.1(b)) are adjusted manually to minimize
the amplitude at the error sensor, mounted at x′ = 45mm. Both, PA control
signal and DS signal are on the same time base and no phase lag occurs over
time. As described in section 4.3, the artiﬁcially generated TS-waves do not
have a constant amplitude over time due to disturbances of the inﬂow. A
feed-forward fxLMS controller would lead to a better performance in terms
of error-sensor signal reduction, but a continuous adaption of the phase and
amplitude by the controller can lead to changes in the phase speed of the
waves downstream of the PA. Therefore, manual setting is chosen.
Figure 4.12 shows the phase-averaged PIV measurements of the velocity
ﬂuctuations u′ for three cases: uncontrolled TS-waves, steady PA forcing and
AWC. Figure 4.12(c) denotes that the incoming TS-waves interfere with the
counter-waves, generated by the PA. Nevertheless, the cancellation process
does not happen directly at the actuator but further downstream. Only a
part of the wave is attenuated because the generated counter-wave does not
exactly match the incoming TS-wave. The counter-oscillating part of the wave
above the BL is damped and the wave-like structure is not visible anymore.
A more detailed explanation about the cancellation process can be obtained
with the velocity ﬁelds measured downstream of the PA in FOV2.
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(a) Uncontrolled TS-waves.
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(b) TS-waves, controlled by steady PA forcing at Vpp = 7 kV.
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(c) Active wave cancellation.
Figure 4.12.: Control of artificially generated TS-waves (fTS = 250Hz). Phase-
averaged velocity fields at Ue = 15m/s for FOV1.
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(a) Uncontrolled TS-waves.
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(b) TS-waves, controlled by steady PA forcing at Vpp = 7 kV.
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(c) Active wave cancellation.
Figure 4.13.: Control of artificially generated TS-waves (fTS = 250Hz). Phase-
averaged velocity fields at Ue = 15m/s for FOV2.
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Figure 4.14.: Integral TS-wave amplitude UTS for one phase angle, extracted from
the velocity fields presented in Fig. 4.13.
The phase-averaged velocity ﬁelds presented in Fig. 4.13 allows the AWC
between PA (x′ = 0mm) and the error sensor (x′ = 45mm) to be investigated.
The contour plot in Fig. 4.13(c) shows successful attenuation of the TS-waves,
but the amplitude starts to decrease further one wavelength downstream of
the PA.
The distorted structure of the TS-waves downstream of the PA does not
allow an evaluation of the control success by extracting data at a certain
wall-normal position. The integral TS-wave amplitude
UTS(x) =
1
δ1
∫
∞
y=0
|u′(x, y)| dy (4.2)
integrates the velocity ﬂuctuations in the wall-normal direction at one phase
angle and is a robust measure for the development of the disturbances in the
BL. Figure 4.14 shows UTS for the three cases, already presented in Fig. 4.13.
The steady forcing causes a stabilisation of the BL and avoids an exponential
growth of the disturbances in the considered FOV2. If the PA is operated
in AWC mode, UTS decreases for 0mm < x′ < 20mm and stays at a rather
constant level downstream. This ﬁnding conﬁrms the hypothesis that the
complete cancellation of the TS-waves does not occur directly at the PA,
but some distance downstream. The PA generates counter-waves that do
not match the wavelength of the incoming wave at ﬁrst, but the cancellation
happens one wavelength downstream. It should be noted that amplitude and
phase of the counter-waves have been optimized based on the signal of the
error sensor that is placed at x′ = 45mm - about two wavelengths downstream
of the PA.
73
4. Phase-Locked Particle Image Velocimetry Measurements
4.7. Conclusions
Phase-locked PIV measurements were conducted to obtain detailed insight
into the active cancellation of TS-waves by superposition. The measured
velocity ﬁelds show the interaction between the TS-waves and the PA force
in AWC operation mode for the ﬁrst time. It has been shown that a Blasius
BL is a valid assumption for the mean ﬂow ﬁeld, measured by PIV on the
ﬂat plate. In addition, the artiﬁcially generated disturbances have TS-wave
character and match well the prediction with LST. Great care was taken to
improve the inﬂow quality, which results in a rather constant amplitude of
the artiﬁcially generated TS-waves over time. In combination with the high-
speed PIV measurement system this is the key for a fast convergence of the
phase-averaged velocity ﬁelds. In comparison with previous experiments, the
number of required image pairs was reduced by up to 80%.
An important ﬁnding is that the modulated PA force (fTS = 250Hz)
does not generate counter-waves with TS-wave character immediately. The
counter-waves travel downstream and change their shape and wavelength.
This is also the reason why the wave cancellation of the incoming TS-waves
does not occur directly at the actuator, but one wavelength downstream. The
TS-wave amplitude is successfully attenuated directly upstream of the error
sensor, which has been used to optimize phase and amplitude of the counter-
wave.
The processes in the boundary layer during AWC have been thoroughly
studied by means of PIV with artiﬁcially generated single-frequency TS-waves.
Natural TS-waves occur over an entire frequency band and feed-forward con-
trol algorithms are introduced in the next chapter to perform AWC in a more
realistic case with broad-band disturbances.
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Adaptive Control Algorithms
This chapter discusses the robustness of a static LQG control algorithm com-
pared to an adaptive fxLMS algorithm in a wind-tunnel experiment on a ﬂat
plate. Because the LQG controller is based on DNS computations, the base
ﬂow properties and the DNS model of the ﬂow are discussed ﬁrst in section 5.1.
In addition, the sensor calibration as well as the plasma actuator model re-
quired for the DNS are discussed. The digital FIR ﬁlter w used to compute
the control signal of the actuator, based on the upstream reference sensor
(feedforward), is also called a compensator. A comparison of the previously
computed static compensator of the LQG controller and the online adapted
fxLMS controller is drawn in section 5.2. It is conducted by introducing a
performance indicator that allows comparing the inﬂuence of varying inﬂow
conditions on the controller performance with static and adaptive compen-
sators. Section 5.3 investigates the controller stability of the adaptive fxLMS
controller in more detail and presents a general method to predict the ro-
bustness of the control algorithm. Finally, methods to adapt the secondary
path model for the fxLMS controller online are proposed and experimentally
conﬁrmed in section 5.4. This enables stable controller operation over a wide
range of wind-tunnel speeds, based on a previously recorded calibration of the
system. Conclusions for this chapter are given in section 5.5.
5.1. Base Flow on the Flat Plate
The experimental setup used for the investigations described in the follow-
ing has been introduced in section 3.2. Hot-wire boundary-layer measure-
ments have been carried out to characterize the ﬂow for the reference case
at a wind-tunnel speed of UWT = 12m/s, which corresponds to an outer ve-
locity of the ﬂat-plate boundary layer of Ue = 14m/s due to blockage. The
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Figure 5.1.: Neutral stability curve (kx,i = 0, black solid line) and n-factor contours
for zero pressure gradient and UWT = 12m/s (Ue = 14m/s), spanwise wavenumber
kz = 0. The symbols indicate the actuators and sensors, cf. Fig. 3.3.
linear stability theory (LST) calculations for the reference case Ue = 14m/s
(ν = 15.96 · 10−6 m2/s) are shown in Fig. 5.1, assuming a 2D wavefront
(spanwise wavenumber kz = 0) and a Blasius boundary layer. All stabil-
ity calculations in this section have been performed with a code provided by
Reeh (2014). The low ampliﬁcation scenario is well suited for artiﬁcial TS-
wave generation. A 2D wavefront is generated by the disturbance source,
dominating the naturally occurring waves that are present in the boundary
layer. This enables a systematic investigation on the controller stability. The
zero-pressure gradient laminar boundary-layer ﬂow allows comparison with
LST. A measurement of the TS-wave dominated transition is not within the
scope of this investigation, as it would not naturally occur on the wind-tunnel
model if transition happens for Nmax ≈ 9, cf. section 2.1.
The boundary-layer proﬁles, measured at the positions xp1 = 287mm (),
xr = 335mm (▽) and xe = 408mm (H), are shown in Fig. 5.2 . Three proﬁles
are measured next to the surface hot-wires p1, r and e. The signals at each
measurement point have been acquired at 10 kHz sampling rate for 10 s. The
good agreement between the theoretical and the experimental results conﬁrms
the applicability of linear stability theory. The H12 values stated below each
proﬁle are close to the theoretical value of a Blasius solution (H12 = 2.59).
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Figure 5.2.: Normalized measured boundary-layer profiles (◦) and corresponding
Blasius profile (solid line) at xp1 , xr and xe at reference speed UWT = 12m/s
(Ue = 14m/s). The shape factor H12 is stated below each velocity profile.
5.1.1. Boundary-Layer Receptivity
Most of the following active wave cancellation experiments are conducted with
broad-band disturbances, introduced into the boundary layer by a low-pass
ﬁltered white-noise (WN) input signal for the disturbance source loudspeakers.
The WN signal is generated with a sample rate of 5 kHz. Phase-averaged
measurements allow to monitor the TS-wave amplitude of single-frequency
disturbances only. Therefore the RMS value of the (un-calibrated) reference-
sensor signal r(t) is used as a measure of the disturbance amplitude. A single-
frequency (200Hz) disturbance with an amplitude of 1%Ue at UWT = 12m/s
yields a RMS value of r(t) of RMS(r(t)200Hz,12m/s) = 0.0174V. For the white
noise excitation the RMS value is lowered to RMS(r(t)WN,12m/s) = 0.0124V
in order to avoid non-linear eﬀects. An attempt was made to keep the ratio
D (5.1) of the RMS(r(t)WN,UWT) to the wind-tunnel speed UWT constant for
all wind-tunnel speeds.
D =
RMS(r(t)WN,UWT)
UWT
(5.1)
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Figure 5.3.: Boundary-layer receptivity with artificially generated broad-band
TS-wave disturbances for different test runs.
The special construction of the wind-tunnel does not allow for perfectly
repeatable experiments concerning the receptivity of the boundary layer. The
open-circuit tunnel sucks air from outside the building and therefore provides
varying conditions concerning humidity, temperature and inﬂow turbulence.
The disturbance source amplitude for each wind-tunnel speed UWT has only
been calibrated once to achieve an almost constant ratio D for the considered
velocity range. The curve for the calibration test run in Fig. 5.3(a) is marked
with a diamond symbol (⋄). It shows the parameter D for diﬀerent wind-
tunnel speeds UWT. The change in receptivity becomes obvious through the
vertical displacement of the curves for diﬀerent runs but the same calibrated
disturbance source amplitude. The deviation of the curves varies about ±10%
for one test series, if the borderline cases UWT = 7m/s and UWT = 17m/s are
not taken into account. Each curve is recorded in a short time frame of several
minutes while the RMS is calculated for a data set of 20 s at each wind-tunnel
speed.
The power-spectral density of the reference-sensor signal r(t) at a wind-
tunnel speed of UWT = 12m/s with a constant disturbance source amplitude
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Figure 5.4.: Phase-averaged and normalized microphone signals for an 2D even
wavefront TS-wave with fTS = 200Hz.
is shown in Fig. 5.3(b) for two measurements. The narrow peak 350Hz in
Fig. 5.3(b) occurs because of electromagnetic interference caused by the wind-
tunnel motor power supply. The curves of the diﬀerent test runs show a rise
of the amplitude for all frequencies and conﬁrms the assumption of a change
in boundary-layer receptivity.
As mentioned earlier, an even 2D wavefront of the TS-wave disturbances is
required for the investigations presented in this chapter because a SISO sys-
tem with only one actuator (2D assumption in spanwise direction) is applied.
For the following investigations the disturbance source generated TS-waves
with a frequency of 200Hz, which is within the most ampliﬁed frequencies as
indicated in the stability curve (Fig. 5.1) and visible in the TS-wave hump of
the measured spectra in Fig. 5.3(b).
Microphones, mounted below the surface of the ﬂat plate and mounted
in spanwise direction between reference sensor and PA, deliver reliable in-
formation about the phase angle of the artiﬁcially generated disturbances,
cf. section 3.2. The microphone signals, sampled at fS = 4kHz and phase
averaged over 2000 cycles, are shown in Fig. 5.4. The measurement results
indicate that a 2D even wavefront assumption is valid for the single frequency
disturbance case. Therefore it is also assumed to be valid for the white noise
excitation.
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Figure 5.5.: Normalized TS-wave amplitude at two different streamwise positions,
upstream and downstream of the PA for the controlled (LQG) and uncontrolled
case at UWT = 12m/s. The TS-waves are generated artificially at fTS = 200Hz.
Phase averaging of the boundary-layer hot-wire signals (fS = 10 kHz) allows
the measurement of the single-frequency TS-waves. The resulting measured
waveforms are averaged over 2000 samples for each of the 50 phase angles. The
measured amplitude of the TS-wave is plotted as a black circle in Fig. 5.5. The
measured maximum amplitude is ≈ 1%Ue at the reference sensor position for
the presented measurement.
5.1.2. A Direct Numerical Simulation Model of the Flow
The DNS calculations have been performed by the cooperation partner Nicolò
Fabbiane. Therefore the information about the DNS model of the ﬂow are
mainly taken from the joint publication Fabbiane et al. (2015).
The numerical simulations are used to compute the ﬂow over the ﬂat plate
and provide a model for the LQG controller design. As shown in the previous
paragraph, the generated disturbances are suﬃciently small not to trigger
nonlinear phenomena. Therefore, the linearized Navier-Stokes (NS) equations
in a zero-pressure gradient boundary-layer ﬂow are considered to describe the
temporal evolution of the disturbances. A parameter ﬁtting procedure is
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Figure 5.6.: Flat plate setup; the computational domain used for the DNS is
marked with a dashed line.
used to match the DNS solution to the measured inﬂow conditions: a ﬂow
velocity of Ue = 14m/s and a displacement thickness of δ∗1 = 0.748mm is set
at the beginning of the computational domain, indicated with a dashed line
in Fig. 5.6. The domain starts at x = 150mm and it extends 750 δ1 in the
streamwise direction and 30 δ1 in the wall-normal direction. In the last part
of the domain (grey area in Fig. 5.6), a fringe region enforces the periodicity
along the streamwise direction (Nordström et al. (1999)).
The Reynolds number is Re1 =
Ueδ1
ν = 656 at the upstream border of the
computational domain. The DNS simulations are performed with a pseudo-
spectral DNS code (Chevalier et al. (2007)). Fourier expansion over Nx = 768
modes is used to approximate the solution along the streamwise direction,
while Chebyshev expansion is used in the wall-normal direction on Ny = 101
Gauss-Lobatto collocation points.
The disturbance source d and the PA c are modelled by volume forcings.
Each forcing term is decomposed into a constant spatial shape and a time-
dependent part (i.e. the input signal). The forcing shape of the disturbance
source is a synthetic vortex, localized at xd (Bagheri et al. (2009)). The
plasma actuator is modelled by a distributed streamwise forcing, according to
Kriegseis et al. (2013b). Because the forcing shape depends on the actuator
state, it is linearized around Vpp = 7kV. The surface hot-wire sensors are
modelled as pointwise measurements of the skin-friction ﬂuctuations.
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Figure 5.7.: Integral TS-wave amplitude ATS as a function of the streamwise po-
sition for the controlled and uncontrolled case, obtained experimentally and with
DNS. The TS-waves are generated by the distubance source at 200 Hz.
TS-wave Disturbance Amplitude Growth
The exemplarily shown TS-wave amplitudes for a 2D disturbance in Fig. 5.5
allow the calculation of an integral value of the TS-wave amplitude that is a
robust parameter for experimental data:
ATS(x) =
1
δ1
∫
∞
y=0
|uˆ(x, y, fTS)|
Ue
dy. (5.2)
A calibration of surface bounded sensors like wall shear stress balances, hot-
ﬁlms or surface hot-wires is challenging. The measurements of ATS in direct
vicinity of the reference and error sensor for diﬀerent disturbance source ampli-
tudes allow a calibration of the surface hot-wires. A linear relation between
sensor signal amplitude and ATS at 200Hz can be found and temperature
correction (Nitsche and Brunn (2006)) is applied to compensate the eﬀect
of changing inﬂow temperature on the thermal measurement principle of the
sensors. The development of ATS (uncontrolled case) in streamwise direction
is presented in Fig. 5.7. It shows a good agreement between the hot-wire
measurements (black circles) and the DNS computations (black solid line) in
terms of amplitude growth for the single frequency disturbance at 200Hz.
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Figure 5.8.: Signal paths for static and adaptive compensator kernels. The black
arrows indicate the signal path during controller operation while the grey arrows
indicate the paths that have to be modeled/identified before.
5.2. Active Wave Cancellation with Static and
Adaptive Control Algorithms
Two diﬀerent kind of compensators, static and adaptive compensators are
compared in the following. The compensator kernel (section 2.2.2) is the
part of the controller that is modeled by a FIR ﬁlter w in order to compute
the required control signal for the actuator. The adaptive fxLMS algorithm
adapts the compensator kernel w online while the static LQG compensator
kernel is previously computed based on DNS computations. Therefore the
LQG compensator is optimal and delivers best performance from the moment
it is switched on. The adaption of the fxLMS compensator kernel based on
the error sensor signals requires some time - about 20 s for this case. The
compensator is sub-optimal but it can adapt to changes in the control path
up to certain limits as it is shown in the following. The control success of the
model-based LQG is only dependent on a previously modeled ﬂow behavior
computed by DNS. For a better comparison the schemata in Fig. 5.8 show the
previously computed/identiﬁed transfer paths (grey arrows) and the signals
required during controller operation (black arrows). This again shows that
more information about the ﬂow is required for the static compensator while
the adaptive compensator requires an additional error sensor signal during
operation. Both algorithms are feed forward algorithms, which is favourable
for controller stability (Belson et al. (2013); Fabbiane et al. (2014)).
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The control success of the fxLMS controller depends on a good model Hˆec
of the boundary-layers transmission behavior between plasma actuator c and
error sensor e. All experiments in this document have been conducted in a
boundary layer with almost zero pressure gradient, therefore Hˆec only changes
with UWT as the sensor and actuator positions are ﬁxed. Figure 2.7(b) shows
the impulse response of the secondary path Hˆec, modeled by a ﬁnite impulse
response (FIR) ﬁlter with M = 256 ﬁlter coeﬃcients. It is obtained by op-
erating the high voltage generator with an input voltage ζ, consisting of a
DC oﬀset voltage and an AC PRBS (pseudo random binary signal), resulting
in a broad-band modulation of the plasma-actuator body force (Fig. 3.1(b)).
This body-force causes random velocity ﬂuctuations in streamwise direction,
ﬁltered by the boundary layer while propagating downstream due to the band-
pass character of the boundary-layer ﬂow. In the TS-wave bandpass region,
a coherence of γ2 ≈ 0.95 indicates an almost linear behaviour of the PA as a
ﬂow control actuator (Simon et al. (2015)).
AWC of Single-Frequency Disturbances
The ability of the LQG algorithm to attenuate single-frequency 200Hz TS-
wave disturbances is tested in order to compare the development of the dis-
turbance amplitude between simulation and experiment. The orange squares
in Fig. 5.7 show that ATS is attenuated successfully during the experiment,
if the LQG controller is switched on. The corresponding DNS results (dotted
line) show a more signiﬁcant drop of ATS downstream of the PA (N). The
diﬀerence in controller performance can be explained by the steady PA force,
caused by the PA supply voltage oﬀset of Vpp. This is not implemented in
the DNS model of the ﬂow, therefore it is not correct anymore due to the
local acceleration of the TS-wave (Duchmann et al. (2010)). The solid orange
line in Fig. 5.7 shows a modiﬁed version of the DNS computation, taking the
steady force oﬀset into account. The modiﬁed DNS result ﬁts now well to the
experimental results. It can be concluded, that the DNS model-based LQG
controller works but a relatively high eﬀort is required in order to match the
base ﬂow and obtain a good model of the ﬂow.
A closer look at the measured TS-wave proﬁles for the LQG operation
in Fig. 5.5 shows again a good agreement between DNS and experiment.
The proﬁles, measured at the reference and error sensor positions, proof the
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Figure 5.9.: Time-averaged power-spectral density of the measured error sensor
signal e(t). The 2D TS-wave disturbances are excited by a white-noise signal at
UWT = 12m/s. The steady operating voltage offset is Vpp = 7kV.
successful attenuation of the incoming wave. The proﬁle at xr with LQG con-
troller operation (orange squares) indicates a slightly lower amplitude of the
wave compared to the uncontrolled case. This is due to changes in receptivity
and not caused by the actuator itself. The proﬁle measured downstream of
the actuator during controller operation shows a successful attenuation of the
amplitude but also a double peak structure in the lower part (y ≈ 1mm)
where the maximum forcing of the PA occurs (Kriegseis et al. (2013b)). This
double peak structure is less pronounced as the wave travels downstream.
AWC of Broad-Band Disturbances
The AWC experiments presented in the following are conducted with an even
wavefront but WN excitation. Figure 5.9 shows the power spectral density
of the error sensor signal e(t) for the uncontrolled and controlled cases at
UWT = 12m/s. The TS-wave hump, which reaches approx. from 100Hz to
250Hz, is clearly visible and agrees well with the stability curve (Fig. 5.1). If
the PA is operated continuously (steady forcing), the amplitude is lowered up
to 3 dB due to boundary-layer stabilisation. The natuarally occuring distur-
bances in the TS-wave band are 15 dB smaller and can therefore be neglected.
The LQG controller has been proven to eﬀectively attenuate single fre-
quency disturbances. In the follwing both approaches, static LQG and adap-
tive fxLMS, are tested for more realistic broad-band disturbances with an
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even 2D wavefront at UWT = 12m/s. During fxLMS controller operation the
TS-wave hump, reaching from 100Hz to 250Hz, is almost completely at-
tenuated. In average, an amplitude reduction of ≈ 10 dB is reached and a
maximum reduction of Emax = 15dB is achieved. The static LQG controller
also successfully damps the incoming waves but performs slightly worse. It
is noticeable that it performs equally well for frequencies of f ≈ 120Hz but
worse in the range of 150Hz to 250Hz. Therefore, a mismatch between the
DNS model of the ﬂow and the current state in the experiment can be as-
sumed and is discussed later. In addition to the successful attenuation of
the disturbances in the TS-wave frequency range, disturbances below and
above are slightly ampliﬁed during controller operation. Because these dis-
turbances are naturally attenuated by the stability properties of the BL the
slight ampliﬁcation is not relevant. More relevant is the robustness of the
control algorithms against incorrect models of the BL transmission behavior
and therefore unintentional ampliﬁcation of disturbances in the TS-wave band
due to an unstable controller behavior, discussed in the following section. The
stability of the controller and performance are investigated for the static and
adaptive compensator approaches. Two inﬂuencing parameters are discussed:
The eﬀect of the disturbance amplitude, up to a non-linear behavior and a
change of UWT.
5.3. Influences on the Controller Stability
The inﬂuences of varying inﬂow conditions on the controller stability of static
LQG and the adaptive fxLMS algorithm are discussed ﬁrst in section 5.3.1.
Based on these ﬁndings, the stability of the fxLMS algorithm is investigated
in terms of phase-angle dependency of the identiﬁed secondary path model
and the current ﬂow state in section 5.3.2.
5.3.1. Compensators under Varying Inflow Conditions
In the following, the diﬀerences between controller operation at design point
and under deviating working conditions are discussed. Both, LQG and fxLMS
are based on linear control laws. If the amplitude of disturbances is small, i. e.
below 1%Ue, they can be treated as linear. The eﬀect of increasing TS-wave
amplitude on the controller performance is presented in Fig. 5.10(a). The
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Figure 5.10.: Impact factors in the control algorithm performance indicator Z.
ratio D (5.1) is increased continuously until the controller shows an unstable
behavior. The performance indicator
Z =
RMS(ectr(t))
RMS(eunctr(t))
(5.3)
is deﬁned by the ratio of the RMS of the error sensor signal e(t) for the
controlled case and the uncontrolled case. Only cases for Z < 1, which cor-
responds to a signal reduction with controller operation, are presented in
Fig. 5.10(a). For Z > 1 the controller is unstable and the results are not
presented. The performance Z of the LQG controller gradually decreases for
higher D whereas the fxLMS control performance stays at a rather constant
level up to D = 0.05, where Z experiences an abrupt breakdown. Both, static
(LQG) and adaptive (fxLMS) compensator kernels are unstable at about the
same value of D.
The eﬀect of a changing ﬂow speed on the controller stability is shown in
Fig. 5.10(b). The reference wind-tunnel speed of UWT = 12m/s is varied by
∆UWT. The experimental (exp.) and numerical (DNS) results show that
the LQG algorithm is sensitive to small variations of UWT while the fxLMS
controller performance stays at almost the same level for all investigated veloc-
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Figure 5.11.: Compensator kernels w (exp.) for different wind-tunnel speeds but
designed for the reference case UWT = 12m/s (∆UWT = 0m/s).
ities. The change in velocity implies a change in Re and therefore also group
speed cg of the incoming waves. A closer look at the compensator kernels in
Fig. 5.11 shows the reason for the observed behavior: The static LQG kernel
(solid orange line) stays the same while the fxLMS algorithm adapts to the
changed inﬂow parameters (blue lines). An increased ﬂow velocity implies
a higher ampliﬁcation, therefore the amplitude of the FIR ﬁlter maxima is
higher (∆UWT = +2m/s). For the case ∆UWT = −2m/s the maxima become
lower in amplitude and the FIR ﬁlter is stretched because of a decreasing
group speed cg.
An interesting fact is that Z increases almost linearly with changing ﬂow
speed for the LQG case in Fig. 5.10(b), but the values of the experimental
points and the DNS computation do not match. If the design point of the
controller is changed to ∆UWT = −1.5m/s, numerical and experimental result
match well. To underline the linear behavior, the cancellation process is
modeled in (5.4) by a superposition of an incoming disturbance ed(t) and a
counter wave ec(t) generated by the PA.
e(t) = ed(t) + ec(t) = qˆ sin(ωt+∆Φ)− qˆ sin(ωt) (5.4)
The main eﬀect of ∆UWT is the resulting change in group speed cg that
modiﬁes the phase-angle shift ∆Φ. From (5.4) it can be observed that the
performance of the controller is lowered linearly for small values of ∆Φ, as also
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Figure 5.12.: Impulse response (exp.) of the secondary path model Hˆec at different
UWT.
observed by Pätzold (2013). In the experiment the performance of the LQG
controller is limited to Z ≈ 0.4, probably due to natural disturbances and
sensor noise. The fxLMS controller approaches the same performance limit
but the controller performance stays the same for the whole investigated range
of UWT. Here, it can also be noted, that the fxLMS algorithm has a static
part, which is the secondary path model Hˆec. Even if Hˆec is identiﬁed before
each set of measurements, the physical path Hec can change between diﬀerent
runs. The changing performance of the fxLMS controller is more distinct
for the DNS computations, indicated by a solid blue line in Fig. 5.10(b):
The performance decreases slightly, if the wind-tunnel speed deviates from
UWT = 12m/s.
It can be concluded that the optimal static LQG compensator is theoreti-
cally of advantage in comparison to the suboptimal fxLMS. But the fxLMS is
able to adapt to non-linearities in disturbance amplitude as well as to slight
changes of the wind-tunnel speed while the LQG performance decreases from
the ﬁrst deviation of the previously computed model.
Despite its ability to adapt, the fxLMS cannot compensate larger deviations
of the static secondary path model Hˆec. Figure 5.12 shows Hˆec for diﬀerent
UWT. The impulse-response shape changes as the bandpass of the ampliﬁed
disturbance frequencies shifts to higher frequencies, if UWT is increased. The
shape of the impulse-response model mainly relies on the change of the group
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Figure 5.13.: Maximum error sensor signal reduction Emax for fxLMS controller op-
eration (experiment) with constant secondary path model, identified at UWT,ident
and controller performance for different flow speeds UWT.
speed cg and the ampliﬁcation of the disturbances in the boundary layer.
The impact of this signiﬁcant changes in Hec is investigated in detail in the
following section.
5.3.2. Phase-Angle Dependent Stability of the fxLMS
Algorithm
This section discusses the robustness of the control algorithm against changes
in UWT based on the investigation on the boundary-layer transmission be-
havior shown above. An example for TS-wave attenuation at UWT = 12m/s
is shown in Fig. 5.9. The maximum disturbance attenuation Emax = 15dB
is achieved in a small band at f = 150Hz, representing the most ampliﬁed
TS-wave frequencies.
If the fxLMS control algorithm is operated oﬀ the design point, at which the
model of the secondary path Hˆec has been identiﬁed, the controller can become
unstable due to the change of the transmission behavior of the boundary-layer
ﬂow (cf. section 5.3.1). Figure 5.13 shows the maximal achieved reduction of
the disturbance Emax as a function of the wind-tunnel speed during the exper-
iment UWT and the speed UWT,ident where the secondary path model Hˆec,UWT
is identiﬁed. The investigation of the stability of the controller is conducted
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for diﬀerent wind-tunnel speeds in steps of ∆UWT = 1m/s. The white areas
represent unstable controller operation (no cancellation or even ampliﬁca-
tion). Because of the unstable behavior of the controller, the measurement
has been stopped to prevent actuator damage and therefore no representative
data is available for these operation points. All colored blocks show measured
cases and their corresponding reduction of the error sensor signal Emax. Red
color indicates a stable controller operation and successful TS-wave attenua-
tion whereas yellow blocks indicate a marginally stable controller with almost
negligible attenuation. The controller can successfully attenuate TS-waves in
the range of 11m/s < UWT < 15m/s with a secondary path model, identiﬁed
at UWT,ident = 12m/s. The border-line cases UWT = 10m/s and UWT = 16m/s
show marginal stable behavior while all other wind-tunnel speeds do not al-
low a stable controller operation with this particular model. Higher UWT
allow a wider operation range in terms of wind-tunnel speed deviation oﬀ the
design point than lower UWT. This observation leads to the following more
precise discussion of the operating range of the controller. It dependents on
the phase-angle error ∆Φe(f), caused by a secondary path model Hˆec,UWT
recorded at UWT,ident 6= UWT.
Phase-Angle Dependent Stability
The results in Fig. 5.13 show an unstable behavior of the controller, if the
deviation of UWT from the design case exceeds a certain limit of 2− 3m/s.
A reason for the unstable controller is the change of the transmission behav-
ior (stability properties) of the boundary-layer ﬂow. Therefore, a change of
the phase speed and ampliﬁcation of the disturbances. This eﬀect has been
discussed in literature before (Fabbiane et al. (2015); Pätzold (2013)). The
following results show a detailed analysis of the controller stability based on
the phase-angle error, caused by the changing phase speed of Hec.
The phase-angle error ∆Φe(f), relative to a reference phase-angle Φref(f),
depends on the traveled distance ∆xce = 0.045m, the phase speed cω and its
frequency f = 1T :
∆Φe(f) =
360◦ ·∆xce
cω · T − Φref(f). (5.5)
The controller takes this phase-angle error ∆Φe(f) into account by using the
model Hˆec, that is determined for a given situation (here a given UWT). If
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Figure 5.14.: Phase-angle error dependent fxLMS controller stability. The green
highlighted area indicates the theoretically stable controller operation range.
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the ﬂow situation changes, the controller uses a wrong model that results in
a phase-angle error.
The phase-angle error ∆Φe(f) of Hˆec due to changes in velocity is shown in
Fig. 5.14(a), relative to the phase angle of the reference case at UWT = 12m/s.
After a counter-wave is excited by the plasma actuator c it travels downstream
with the ﬂow and is measured by the error sensor e.
The absolute value of the phase-angle error ∆Φe(f) increases for decreasing
ﬂow velocity. The horizontal spacing of the curves in Fig. 5.14(a) decreases
for increasing UWT. However, higher frequencies also cause a higher phase-
angle error and the most ampliﬁed frequency is higher for increasing velocity.
The phase-angle based investigations on the controller stability ∆Φe(f) is
now calculated for each design point UWT,ident = 7− 17m/s at which a model
Hˆec,UWT has been identiﬁed. The TS-wave bandpass is shifted to higher fre-
quencies with higher UWT and the phase-angle error ∆Φe(f) is a function of
frequency f . Therefore, ∆Φe(f) at the upper TS-wave bandpass limit, ob-
tained experimentally (Simon et al. (2015)), is deﬁned as the critical phase-
angle error ∆Φe,ul (black markers). The example for UWT,ident = 12m/s,
shown in Fig. 5.14(a), leads to a phase-angle error of ∆Φe,ul = 65.3◦ at the
upper frequency limit ful = 357Hz, if the controller is operated oﬀ design at
UWT = 14m/s.
Figure 5.14(b) shows ∆Φe,ul caused by an oﬀ design controller operation.
For each secondary path model Hˆec,UWT , identiﬁed at UWT,ident, the wind-
tunnel speed UWT has been varied from UWT = 7− 17m/s. The dashed lines
connect the data points that belong to the same UWT, whereas the wind-
tunnel speed rises from bottom to top in steps of ∆UWT = 1m/s. All data
points marked with ﬁlled circles show stable fxLMS controller operation and a
successful wave attenuation, all other conﬁgurations are unstable (cf. Fig. 5.13).
It is commonly known that the fxLMS control algorithm can theoretically
compensate a ±90◦ phase-angle error ∆Φe(f) between the secondary path
model Hˆec and the physical path Hec by adapting the ﬁlter online (Snyder
and Hansen (1994)). This theoretically stable area is highlighted in green in
Fig. 5.14. The postprocessing based on the phase-angle error ∆Φe demon-
strates the ﬂexibility of the adaptive control algorithm in the band of ±90◦.
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5.4. Adaptive Secondary Path for the fxLMS
Algorithm
The fxLMS controller shows a robust behavior in a certain operation range,
corresponding to ±90◦ phase-angle error (section 5.3.2). In order to extend
the operational range of the controller it is necessary to adapt the secondary
path online (Elliott (2000); Kuo and Morgan (1995)). Several methods for
the continuous online identiﬁcation of secondary paths have been investigated
within the last decades, e.g. by Zhang et al. (2003). However, these methods
are usually very application speciﬁc and signiﬁcantly increase the complex-
ity of the controller. In cases where the changes in the secondary path are
dominated by a small number of dominant parameters, an online adapta-
tion can be conducted using look-up tables of secondary path estimates for a
parameter range of interest. The secondary path is then adopted online by
measuring this dominating parameter and interpolating within the look-up
table. For this approach a lot of eﬀort is required for the initial experimental
identiﬁcation of the secondary path look-up table. Alternatively, if there is
a functional dependency of the secondary path on the dominant parameters,
then the secondary path model may be extrapolated from a single reference
secondary path model.
Investigations of the transmission behavior of the boundary-layer with dif-
ferent ﬂow speeds in section 5.3.1 indicate that it is possible to adapt the sec-
ondary path model Hec by stretching and scaling the impulse-response model
Hˆec with changing UWT (Fig. 5.12). This section discusses the extension of
the stable controller operation range by adapting Hˆec online.
5.4.1. Scaling and Stretching of the Secondary Path
The secondary path model Hˆec can be adapted during the experiments by
stretching and scaling the reference impulse response Hˆec,ref. This approach
is depicted in Fig. 5.15 where the solid curves show the measured Hˆec, copied
from Fig. 5.12. The zero crossing between the global minimum and maximum
is chosen as a measure for the temporal stretching and the value of the global
minimum is chosen as a parameter for the amplitude scaling. 4th order polyno-
mials are used for scaling and stretching based on UWT (Simon et al. (2015)).
The dashed curves in Fig. 5.15 show stretched and scaled impulse responses
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Figure 5.15.: Measured and scaled/stretched secondary path model Hˆec,UWT for
different wind-tunnel speeds based on a reference UWT,ref = 12m/s.
based on a Hˆec for UWT,ref = 12m/s and compared to the models Hˆec measured
at each velocity individually. The presented procedure matches the shape of
measured impulse responses quite well. It is updated depending on the wind-
tunnel speed during the controller operation in the experiment. This proce-
dure allows a dynamic adaption to changing ﬂow conditions. Nevertheless, a
calibration of the secondary path model adaption method is unavoidable and
requires a model identiﬁcation prior to the controller operation.
5.4.2. Controller Stability with Adaptive Secondary
Path
The stability of the basic fxLMS control algorithm is based on Hˆec as a model
of the boundary-layer transmission behavior. Because of its ability to adapt,
the basic control algorithm also works well with slight changes of the ﬂow
speed but becomes unstable for larger deviations (Fig. 5.13). The circles in
Fig. 5.16(a) show the Controller performance Emax for constant secondary
path models Hˆec, determined for each wind-tunnel speed UWT and operated
at each design point. The dashed line shows the attenuation obtained with a
single secondary path model Hˆec adapted online based on UWT as described
above. Deviations in the Controller performance Emax between both cases at
the same UWT result from diﬃculties with repeatable receptivity properties
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Figure 5.16.: Secondary path adaption; performance and methods.
(section 5.1.1) and are unlikely caused by a lower control success due to the
adapted secondary path. The main beneﬁt of the adaptive secondary path
model Hˆec is a broader operation range while the fxLMS controller with con-
stant Hˆec can only adapt phase changes up to 90◦. The successful adaption
is reﬂected in the similar shape of the fxLMS kernel for the design case and
the oﬀ-design case (Simon et al. (2015)).
5.4.3. Embedded Sensors for Flow-state Identification
The previously described approach for the adaption of the secondary path
model is based on the knowledge of the wind-tunnel speed. Towards the de-
velopment of more capable boundary-layer control systems it seems beneﬁcial
to conduct the adjustment based on locally obtained information on the ﬂow.
Alternatively to the external measure UWT, the secondary path Hˆec can also
be adapted based on the estimate of the phase-angle diﬀerence ∆Φd between
the signals captured at the two upstream sensors p1 and p2 (Fig. 5.16(b)).
The phase-angle diﬀerence ∆Φd is directly related to UWT via the phase speed
cω of the disturbances. This technique allows to adapt Hˆec based on signals
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measured locally by wall mounted sensors and does not rely on a remote mea-
sure of UWT. Therefore an interesting application for this technique are ﬂight
experiments, where not only the ﬂow speed but also the pressure distribution
can vary in time. The phase-angle diﬀerence ∆Φd catches the phase speed
of the disturbance by implication and therefore adapts the controller based
on the phase speed (propagation speed) of the disturbances. This is an im-
portant feature because the wave cancellation success mainly depends on the
correct phase-angle relation between the disturbance and the counteracting
wave. The following paragraph describes the implementation of the phase-
angle diﬀerence detection algorithm that is indicated with a P in the block
diagram of the control algorithm in Fig. 3.3.
Figure 5.16(b) shows the ampliﬁed AC signals of the surface hot-wires p1
and p2 at UWT = 12m/s. The disturbances generated upstream of the sensors
travel downstream with the phase speed cω and cause a shift ∆Φd between
both sensor signals. The short distance between both sensors only lead to a
limited phase-angle diﬀerence but it can be extracted as a measure for the
phase speed cω and UWT. An algorithm for phase-angle diﬀerence detection
is implemented in order to be run online on the dSPACE system. The data
is ﬁrst ﬁltered with a narrow 8th order IIR bandpass ﬁlter at 200Hz. The re-
sulting signal is then normalized in between one cycle duration T200Hz = 5ms.
The normalized signals p1,n and p2,n are now approximated as two sinusoidal
signals with the same frequency f , as indicated in (5.6) and (5.7).
p1,n = sin (2πft+Φ1) (5.6)
p2,n = sin (2πft+Φ2) (5.7)
Multiplication and integration of the time signals over m periods leads to
1
mT
∫ mT
0
p1,n · p2,ndt = 1
2
cos(Φ1 − Φ2). (5.8)
The phase-angle diﬀerence ∆Φd = Φ1 − Φ2 for both signals with the same
frequency can now be calculated:
∆Φd = arccos
(
2
mT
∫ mT
0
p1,n · p2,ndt
)
(5.9)
This algorithm enables to calculate the phase-angle diﬀerence online and to
update the secondary path Hˆec every second parallel to the controller oper-
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ation. Using the trigonometric cosine function, the algorithm is only able
to determine a phase-angle diﬀerence of 0◦ < ∆Φd < 180◦. The operation
range of 7m/s < UWT < 17m/s leads to phase-angle diﬀerences of less than
140◦ for the given sensor distance between p1 and p2. The phase-angle dif-
ference method detection algorithm does only work in a limited band and
therefore only for special cases. The described method for determining the
propagation speed serves well as a ﬁrst version for testing the usefulness of
the phase-speed approach. With the applied phase-angle diﬀerence detection
algorithm the achieved attenuation rate does not diﬀer signiﬁcantly from the
experiments with an adaption of Hˆec based on UWT. Fig. 5.16(a) shows a
comparison between the two approaches of secondary path adaption. The
dashed line shows the adaption with the external measure UWT whereas the
dotted line indicates the measurement results obtained with the adaption
based on ∆Φd. Except the borderline cases UWT = 7m/s and UWT = 17m/s,
both adaption methods perform equally well even if the phase-angle diﬀerence
based adaption does not adapt the secondary path model Hˆec as exact as the
adaption based on the measurement of UWT. Due to the robustness of the
fxLMS algorithm the controller can adapt the phase-angle error between the
model Hˆec and the current physical secondary path Hec. In Chapter 6 an
adaption based on the cross correlation of two sensor signals is presented that
is not dependent on a previously deﬁned disturbance frequency band.
In conclusion the application of the adaptive secondary path model Hˆec can
be considered successful but not mandatory, if the ﬂow speed changes are in
the order of ±2m/s. However, the adaptive secondary path can show its real
beneﬁts when not only changes of the free-stream velocity come into play but
also changes of the angle of attack of an aerodynamic airfoil. In addition, an
adaptive secondary path could be necessary, if the phase-angle resolution is
lowered due to a lower execution speed of the controller. A execution speed
of 1 kHz would allow to cancel out disturbances with a frequency of 200Hz
but the resulting phase resolution of δΦ = 360
◦200Hz
1000Hz = 72
◦ is already a large
amount of the ±90◦ phase-angle error that can be adapted by the fxLMS
algorithm.
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5.5. Conclusions
The stability of control algorithms for active wave cancellation of artiﬁcially
generated single-frequency as well as broad-band 2D Tollmien-Schlichting has
been investigated for changing inﬂow parameters in a ﬂat plate boundary
layer. The comparison between the (optimal) LQG controller with static
compensator kernel and fxLMS with adaptive kernel has shown that the role
of optimality has been overemphasised in the past, in particular in numerical
investigations. The results presented in this chapter show that the adaptivity
plays a more important role as the maximum achievable control success in the
experiment is similar for both approaches.
The basic fxLMS controller is able to adapt changes in the physical sec-
ondary path Hec of ±90◦ compared to the used secondary path model Hˆec.
This allows stable controller operation with velocity deviations up to 4m/s in
the considered operation range for wind-tunnel speeds of 7m/s < UWT < 17m/s.
In order to extend the operation range of the system, an adaptive secondary
path model Hˆec is implemented, which allows a stable controller operation for
the whole considered velocity range. The adaptive secondary path model Hˆec
requires a calibration before running the controller but allows a parameterized
adaption based on ﬂow quantities. The adaption can be realized by an external
measure like the wind-tunnel speed UWT or by wall bounded phase-speed
measurements with two upstream sensors. The extended operation range only
works for rather slow varying inﬂow parameters, not unsteady aerodynamics,
because the adaption process takes some seconds. A good example for slowly
varying conditions is an aircraft ﬂying through the atmosphere with changing
weight and altitude, but this application requires additional modiﬁcations on
the control algorithm, which are discussed in the next chapter.
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6. In-Flight Experiments under Varying
Inflow Conditions
The goal of the active wave cancellation research is certainly its application
on a real aircraft wing in ﬂight. The wing glove, described in detail in section
3.5, is a unique test bed for the applied technology in ﬂight. In section 6.1
the base ﬂow around the wing glove is characterized, a DNS model of the
ﬂow and BL stability properties are extracted. Both, fxLMS and the newly
introduced dxLMS control algorithm, are used for active wave cancellation
of two-dimensional broadband TS-waves with a SISO system and the results
are presented in section 6.2. Similar to Chapter 5 the controller stability
for varying inﬂow conditions is investigated. Finally, a model-free approach
for dxLMS operation is introduced to operate the controller as a “black box”
system. It automatically adjusts the controller settings based on a group speed
measurement of the disturbance wave packets is presented. The modiﬁed
dxLMS controller is operated without a model and is able to adapt to varying
conditions that may occur during ﬂight in atmosphere. Concluding remarks
summarize the content of this chapter in section 6.3
6.1. Base Flow around the Wing Glove
All test ﬂights are conducted in gliding ﬂight without a running engine, which
requires a special in-ﬂight testing procedure, as explained in section 3.5.2.
Based on these experiments, the base ﬂow around the wing is characterized.
The DNS is ﬁtted to one in-ﬂight case in section 6.1.1. Based on the ﬂow ﬁeld
obtained by DNS, the stability properties of the BL are investigated by linear
theory in section 6.1.2.
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Figure 6.1.: Measured and calculated pressure distribution at α = 2.5 ◦. The error
bars indicate the standard deviation, calculated over 20 s.
6.1.1. A Direct Numerical Simulation Model of the Flow
As discussed in section 3.5, the angle of attack measurement with the Dornier
Flight Log gives only a rough estimate of the in-ﬂow conditions, as the sys-
tematical error due to positioning of the probe is not taken into account.
Therefore, the pressure distribution around the wing glove as well as the dy-
namic pressure q measured upstream of the wing are the reference values
for comparison with numerical investigations. Figure 6.1 shows the averaged
pressure distribution for α = 2.5 ◦ measured in ﬂight. The error bars indicate
the standard deviation of cp caused by inﬂow ﬂuctuations. The ﬂuctuations
are small because the ﬂights are conducted early in the morning in calm air.
The boundary layer is tripped artiﬁcially on the suction side of the wing glove
by surface roughness, visible in the pressure distribution as a rising pressure
at x/l = 0.3.
Due to the high Reynolds number, small displacement thickness and mod-
erate α, potential ﬂow theory provides a good estimate of the pressure around
the wing glove. The potential ﬂow solution, calculated with a Morino method
(Morino and Kuot (1974)), is drawn as a dashed line in Fig. 6.1. All exper-
iments are conducted on the pressure side of the wing glove. Therefore, the
angle of attack is iterated for the potential ﬂow solution in order to match the
pressure distribution and, more important, the pressure gradient on the lower
side. In the following discussions, only the value for α measured during the
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experiment in ﬂight is given. The potential ﬂow solution serves as an initial
condition for DNS calculations that pursues two goals: First, the comparison
between ﬂight experiments and numerical simulations and second, param-
eter studies under controlled conditions. A comparison between numerical
and experimental pressure distribution, presented in Fig. 6.1, shows a good
agreement on the pressure side.
The DNS calculations have been performed by the cooperation partner
Nicolò Fabbiane. Therefore, the information about the DNS model of the
ﬂow are mainly taken from the joint publication (Simon et al. (2016a)).
A spectral-element method (SEM) code – Nek5000 – is used to perform two-
dimensional (2D) direct numerical simulations of the incompressible ﬂow close
to the wing (Fischer et al. (2008)). The code is based on a discretisation of the
computational domain in spectral elements (Patera (1984)). In each element
the ﬂow is approximated by 2D Legendre-Gauss-Lobatto polynomials up to
degree N . The Reynolds number Rel =
U∞ l
ν for the simulations is 3.75 · 106.
The computational domain extends along the airfoil from x/l = 0.1 on its
upper surface to x/l = 0.65 on the lower side, cf. Fig. 6.2. The domain is
discretized in 20000 2D spectral elements of order N = 12 on both directions:
Four hundred elements are distributed along the airfoil surface and 50 along
the wall-normal direction with cosine distribution to form a curvilinear grid.
The wall-normal and wall-wise size of the elements reaches from a minimum
of 4 · 10−5 and 7 · 10−4 close to the wall to a maximum of 1 · 10−2 and 7 · 10−3
in the free stream.
A no-slip boundary condition is enforced on the airfoil surface. On the free-
stream boundary, a Dirichlet boundary condition enforces the solution to the
potential solution of the ﬂow, corrected for the presence of a boundary layer.
The two outﬂow boundaries are treated according to Brynjell-Rahkola (2015):
On the boundary, pressure and velocity are linked by the relation
1
Rel
∂un
∂n
− p = −pa, (6.1)
where n is the boundary-normal direction and un the component of the veloc-
ity normal to the boundary. The pressure is indicated by p and the boundary
pressure pa is computed from the superposition of the potential ﬂow and
Falkner-Skan boundary-layer solution.
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Figure 6.2.: Computational Mesh for the DNS of the flow around the wing glove.
Linear Simulations
Linear simulations are performed with respect to the steady solution. The
boundary condition for the perturbation velocity is similar to the baseﬂow
boundary conditions: No-slip on the surface, homogeneous Dirichlet on the
free-stream boundary and homogeneous outﬂows (i.e., pa = 0). In addition,
sponges are placed in front of each outﬂow in order to avoid reﬂections: Both
upper and lower sponges have the thickness ∆x/l = 0.05.
Input and output devices used in the experimental setup are modelled in
the numerical simulations. Surface hot-wires are represented by a weighted
average of the wall shear stress: A Gaussian function with variance 10−3l is
used as a weight function. The disturbances generated by the loudspeakers
is modelled by a train of synthetic vortices introduced at the same location
as the loudspeakers in the experimental setup (Bagheri et al. (2009)). The
plasma actuator is represented by a volume forcing based on the results by
Kriegseis et al. (2015, 2013b) at the PA’s location (Fabbiane et al. (2015)).
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Figure 6.3.: Measured and calculated pressure distribution for different angles of
attack α.
Angle of Attack Range for the Experiments
Active wave cancellation in the laminar boundary layer requires a suﬃciently
low amplitude of the disturbances at the actuator position such that the
transition process is in the linear regime, cf. section 5.1.1. For the in-ﬂight
experiments, this leads to a range of 1.5◦ < α < 3.5◦ in which the experiments
with artiﬁcially generated 2D disturbances are reasonable. Lower values for
α would lead to interaction of the artiﬁcial 2D waves with natural 3D dis-
turbances. Higher values for α would lead to more stable laminar boundary
layer at the disturbance source position and no ampliﬁcation of the artiﬁ-
cially introduced disturbances. The pressure distributions for the considered
range are shown in Fig. 6.3. It is obvious that the pressure gradient in the
mid-chord region of the pressure side can be altered from slightly negative for
α = 3.5◦ to slightly positive for α = 1.5◦.
105
6. In-Flight Experiments under Varying Inflow Conditions
6.1.2. Boundary-layer Stability of the Base Flow
The boundary-layer proﬁles extracted from DNS calculations enable investi-
gations on the linear stability of the boundary layer in the considered range
of ﬂight states. Three neutral stability curves and n-factor contour plots,
calculated with PSE (Juniper et al. (2014)), are shown in Fig. 6.4. The sen-
sor positions are indicated as red triangles while the disturbance source d is
marked with a △, cf. Fig. 2.8.
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Figure 6.4.: Neutral stabil-
ity curve (kx,i = 0, black
solid line) and N -factor con-
tours for different angles α and
Rel = 3.75 · 10
6. The dashed
black line shows the most am-
plified frequency (kx,i = min)
while the dashed white line in-
dicates the local n-factor max-
imum Nmax. The triangles be-
low indicate the sensor and ac-
tuator positions, cf. Fig. 2.8.
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Figure 6.5.: Non-dimensionalized phase speed cω/U∞ and group speed cg/U∞ of
the disturbances at the frequency for Nmax, obtained by PSE calculations. The
triangles below indicate the sensor and actuator positions, cf. Fig. 2.8.
Because the experiments are conducted on the pressure side of the wing
glove, the pressure gradient decreases for higher α, yielding a stabilised lam-
inar boundary layer. This results in a downstream-shifted neutral stability
curve (kx,i = 0) and a slightly shifted ampliﬁed frequency band. The ﬂat
shape of the middle region of the airfoil (Fig. 3.12) leads to rather low ampli-
ﬁed transition scenarios and a signiﬁcant movement of the transition region
for a change of α, as shown by Reeh (2014) for the same airfoil in ﬂight. For
all three presented cases, the actuation with the PA (N) is active in a low
ampliﬁed region where n ≈ 4. The low ampliﬁcation rates are necessary to
generate artiﬁcial 2D waves that dominate the natural disturbances. Future
experiments on wave cancellation of natural disturbances with distributed
actuators would not require such a low ampliﬁcation because no artiﬁcially
generated 2D wavefront is present.
Based on the PSE results, the propagation behavior of the disturbances
can be investigated in more detail. Figure 6.5 shows the non-dimensionalized
phase speed cω and group speed cg for the local maximum n-factor Nmax and
1.5 ◦ ≤ α ≤ 3 ◦ . The phase speed cω and the group speed cg slow down about
5% in the region between the sensors p () and e (H). The consequences of a
changing group speed cg for the normalized time delay γ (2.35) are discussed
later in section 6.2.2.
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Figure 6.6.: Power-spectral density of the error sensor signal e(t) for natural and
artificially generated TS-wave disturbances measured in flight.
The ﬂow control setup is a SISO system as mentioned before. Since only one
actuator is mounted in spanwise direction, a 2D wavefront is required for the
experiment. Natural TS-waves occur in wave packets with a modulation in
spanwise direction (Peltzer et al. (2009); Saric et al. (2002)). Therefore, arti-
ﬁcial disturbances with an even wavefront are generated by the disturbance
source. Figure 6.6 shows the power spectral density of the reference sensor
signal r(t) for the natural and artiﬁcial case (disturbance source switched on).
The artiﬁcially generated 2D waves show amplitudes, which are 12 dB to 15 dB
higher compared to the natural case, depending on the angle of attack α.
This emphasises that the naturally occurring 3D waves can be neglected and
a 2D problem is present during the experiments in the considered region.
Limited space for sensors and measurement time causes the lack of measure-
ments to proof the 2D character of the wavefront as it was conducted for
the wind-tunnel experiments, cf. Fig. 5.4. The speakers are positioned di-
rectly underneath the surface, and the resulting small dead volume leads to
the assumption that the speakers generate a 2D wave. The steady part of
the PA force alters the boundary-layer proﬁle and therefore also the stability
properties of the boundary layer (Duchmann et al. (2014)). For the present
case, the high ﬂight speed in combination with the rather low steady forcing
of the PA leads to the assumption of a negligible eﬀect of the boundary-layer
stabilisation on the AWC experiments described in the following.
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Figure 6.7.: Control success of the active wave cancellation for fxLMS and dxLMS
(NP = 128) algorithm at α = 3
◦ in flight. The power-spectral density curves
show the signal reduction at the error sensor e.
6.2. Active Wave Cancellation with dxLMS and
fxLMS Controller
Several experiments with successful TS-wave cancellation of broadband dis-
turbances with adaptive fxLMS algorithms have been reported in Chapter 5
of this thesis and in the literature (Fabbiane et al. (2015); Simon et al. (2015);
Sturzebecher and Nitsche (2003)). The successful application of the fxLMS
controller for U∞ = 40.3m/s and α = 3◦ with a broadband disturbance is
shown in Fig. 6.7(a). The disturbances at the error sensor e, which range
from about 500Hz to 1100Hz, are almost completely attenuated.
The dxLMS control algorithm works as good as the fxLMS algorithm even
with this very simpliﬁed model of the transmission behavior of the secondary
path Hec. Figure 6.7(b) shows an amplitude reduction of 12 dB to 15 dB, if
the controller is operated. For dxLMS controller operation, a digital bandpass
ﬁlter (400 to 1100Hz) is implemented in the Simulink model for all sensor
signals. The ﬁlter is necessary because the dxLMS controller adaptation can
become unstable for low-frequency disturbances due to a phase-angle error,
discussed later in this section.
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Figure 6.8.: Controller simulation (oﬄine) of fxLMS and dxLMS for the same test
case with experimental data input. The transmission path is recorded at α = 2.5◦
and the dxLMS algorithm is operated with delays of NP = 118 and N = 115.
For direct comparison of both controller concepts, the boundary condi-
tions have to be the same. Wind-tunnel experiments can fulﬁll this require-
ment but for the ﬂight test case an oﬄine simulation of the controller be-
havior is necessary, cf. section 3.6. Figure 6.8(a) shows the oﬄine simu-
lated controller behavior for exactly the same boundary conditions. The di-
rect comparison shows that both controllers perform equally well while small
deviations are caused by the adaptation process of the LMS algorithm. It
should be noted here that the dxLMS controller shows almost exactly the
same signal reduction for NP = 118 samples compared to a shorter delay of
N = 115 samples. The delay N = 115 samples is obtained with the normalized
time delay approach (2.36) and discussed more in detail later in section 6.2.2.
The LMS adaptation algorithm estimates the control path Hcr with a FIR
ﬁlter w, which describes the transmission behavior from the reference sen-
sor r to the PA c. The ﬁlter w is also known as compensator kernel and is
shown in Fig. 6.8(b) for the oﬄine simulated cases presented in Fig. 6.8(a).
The FIR ﬁlters diﬀer only signiﬁcantly for the ﬁrst twenty coeﬃcients, but
the most characteristic peaks, responsible for a successful TS-wave damping
(Fabbiane et al. (2015)), match well.
The control success with the dxLMS algorithm can be explained by looking
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Figure 6.9.: Phase response of the secondary path model filter Hˆec and a delay
of NP = 118 for dxLMS operation for the test case shown in Fig. 6.8(a). The
amplitude response of Hˆec is qualitatively plotted on top (logarithmic scale).
at the phase response of the transmission paths. As shown in section 5.3,
the fxLMS controller performance is almost constant for the stable controller
parameters but decreases abruptly if ±90◦ phase-angle error of the secondary
path model is exceeded. The solid blue line in Fig. 6.9 shows the phase re-
sponse of the secondary path model ﬁlter Hˆec, while the dashed lines indicate
the ±90◦ boundary. The phase response of a delay is a straight line with
the slope ∂Φ∂f = − 360
◦N
fS
and for the presented case with NP = 118 the phase
response lies in-between the ±90◦ boundary for the ampliﬁed region of the
boundary layer. The amplitude response of Hˆec is plotted qualitatively as a
black solid line and marks the important region below the TS-wave “hump”
where the disturbances in the boundary layer are ampliﬁed. For the opti-
mal delay of NP = 118 the phase responses of Hˆec and the delay meet at the
most ampliﬁed frequency f ≈ 720Hz, whereas the curve for N = 115 inter-
sect above the ampliﬁed band at f ≈ 1030Hz. Both lie in-between the ±90◦
boundary for the whole band as indicated in Fig. 6.9. The dxLMS controller
requires an additional bandpass ﬁlter to avoid an unstable controller adap-
tation caused by disturbances below the TS-wave frequency band, which are
not ampliﬁed by the boundary layer but can exceed the ±90◦ boundary. The
amplitude response of the delay is equal to one for the whole frequency range.
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Figure 6.10.: Comparison between fxLMS and dxLMS operation, performed with
DNS data for α = 2.5 ◦ and Rel = 3.75 · 10
6. Data sets are normalized with
respect to the introduced disturbance.
Controller Simulation with DNS Data
The in-ﬂight measurements are limited to un-calibrated measurements with
surface hot-wires. A measurement of the control success in terms of distur-
bance amplitude growth along the streamwise direction is not possible. The
DNS results allow the evaluation of the control success from the ﬂow ﬁeld.
Figure 6.10(a) shows the PSD of the error sensor signal for the uncontrolled
case as well as for dxLMS and fxLMS operation. The fxLMS controller causes
about 15 dB reduction in the ampliﬁed region, while the dxLMS controller per-
forms equally well for f < 900Hz but slightly better for f > 900Hz, which
is consistent with the experimental results in Fig. 6.8(a). The converged ker-
nels w for both control approaches (Fig. 6.10(b)) match well but the dxLMS
kernel diﬀers slightly, similar to the experimental case shown in Fig. 6.8(b).
An evaluation of the whole ﬂow control approach is not possible only by
analyzing the error sensor signals because it only includes the performance at
one point. The ﬂow ﬁeld obtained by DNS is the basis for the prediction of
the perturbation energy evolution for both control approaches, dxLMS and
fxLMS. An integral value for the perturbation energy at a certain streamwise
location is deﬁned as ETS(x) =
∫
∞
y=0
|(u′(x, y))2| dy. Figure 6.11 shows the
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Figure 6.11.: Perturbation energy ETS(x) development on the pressure side, com-
puted with DNS.
streamwise evolution of ETS(x). The amplitude drops down at the actuator
position PA (N) and grows again. The DNS results demonstrate that e(t)
is a good measure for the control success and the wave cancellation has a
sustained eﬀect on the disturbance amplitude downstream.
6.2.1. Varying Inflow Conditions
The stability and robustness of the fxLMS and dxLMS control algorithms are
mainly dependent on the secondary path model Hˆec and the delay N . The
corresponding FIR ﬁlters of Hˆec are shown in Fig. 6.12 for diﬀerent angles
of attack α and ﬂight speeds U∞. It is obvious that the curves of Hˆec are
stretched for higher α and the amplitude is higher for lower α. This corre-
sponds well with the observations of the ﬂat-plate experiments in section 5.3.2,
where scaling and stretching factors for a model adaptation for the fxLMS con-
troller are introduced. This is done by a system identiﬁcation and controller
calibration for a certain range of wind-tunnel speeds and an online adaptation
during the experiment. The black curve in Fig. 6.12 (α = 2.5◦, U∞ = 37.2m/s)
shows that such a pre-calibration of the system is not possible. Because of
ﬂight mechanics, the ﬂow around the wing changes during ﬂight. All trans-
fer functions but the black curve are recorded at a ﬂight altitude of about
8000 ft while the black curve is recorded at 3000 ft during the same gliding
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Figure 6.12.: Secondary path model Hˆec for different α and flight altitudes, mea-
sured in flight.
ﬂight. Even if the mass of the glider (wing surface area S) and required lift
FL remain the same, the air density ρ changes with altitude, and therefore,
the ﬂight speed U∞ changes for a constant α (or lift coeﬃcient CL):
FL = CL · ρ
2
U2
∞
S. (6.2)
The increased density ρ at the lower altitude leads to a lower ﬂight speed
U∞ and therefore to a lower group speed cg of the Tollmien-Schlichting waves,
which is visible in a shift to the right in Fig. 6.12. The ampliﬁcation of the
disturbances is mainly inﬂuenced by the pressure gradient or α, respectively.
This is why the amplitude of both measurements for α = 2.5◦ remains con-
stant. However, the shift of the curves leads to a phase-angle error. A pre-
calibrated system would lead to an unstable controller behavior, if the phase-
angle error caused by the decreased group speed is higher than ∆Φe = ±90◦.
DNS Simulations of Hˆec with Variable Inflow Conditions
Due to the changing boundary conditions, the ﬂight data are not ideal for
a parametric study of α and U∞. The DNS calculations shown in Fig. 6.13
enable to investigate the inﬂuence of each parameter independently. A vari-
ation of α in Fig. 6.13(a) is associated with an increasing ampliﬁcation for
lower α but also the shape of the ﬁlter Hˆec is shifted to the left because of
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Figure 6.13.: Parameter study of the secondary path model Hˆec for parameters α
and U∞, computed with DNS data .
the increased group speed cg, cf. Fig. 6.5. The ﬂow speed U∞ is varied by
±10% at α = 2.5 ◦, and the resulting secondary path model Hˆec is shown
in Fig. 6.13(b). The shift of the curves is more signiﬁcant for the change
of U∞ compared to α but the ampliﬁcation is almost not inﬂuenced by U∞.
Compared to the experimental values, the DNS results do not match exactly
because α and U∞ are coupled in-ﬂight, but the observations of the parameter
study can also be made with the experimental results in Fig. 6.12.
6.2.2. dxLMS Controller Stability and Model
Adaptation
The discussion of the varying ﬂow conditions during ﬂight in the last para-
graphs shows the need for a model adaptation during operation of the LMS
algorithm. In section 2.2.4 the calculation of the required delay N with an
online-measured normalized time delay γ has been introduced (2.36). It is
applied for the following in-ﬂight investigations.
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Figure 6.14.: Calculation of the time lag L between two upstream sensor signals,
measured in flight.
Figure 6.14(a) shows two upstream sensor signals p(t) and r(t) extracted
from the test case shown in Fig. 6.8(a). The characteristics of the signals are
almost the same, while r(t) is slightly shifted to the right due to the sensor
distance ∆xpr and the group speed cg of the downstream traveling waves.
The shift between the signals L is extracted from the cross-correlation of both
signals, presented in Fig. 6.14(b). A number of 2000 samples were found to
give reliable results for the online calculation on the dSPACE system that
implies an update of L every 0.1 s. The determined value of L = 53 samples
can now be used to determine γ. For the presented example, this leads to
γ =
L
∆xpr
=
53 samples
35mm
= 1.514 samples/mm. (6.3)
The required delay N can now be calculated based on γ :
N = γ ·∆xce = 115 samples. (6.4)
Compared to the optimal delay NP = 118 samples, the delay determined by
cross-correlation is slightly underestimated. The change of the group speed
cg leads to an error of ∆N = −3 samples, but it can be compensated by the
adaptive character of the LMS algorithm as shown earlier in Fig. 6.8(a).
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Phase-angle Resolution
The phase-angle resolution δΦ(f) of a disturbance with the frequency f is
critical for the stability of the controller because a phase-angle error for the
secondary path model Hˆec of less than ±90◦ is required as explained in sec-
tion 2.2. A sample rate of fS = 20 kHz leads to a phase-angle resolution of
δΦ = 14.4◦ for a disturbance with a frequency of f = 800Hz. Flow control at
higher ﬂow speeds requires higher sampling rates. The model-free approach
can only work, if the phase-angle shift ∆Φ can be resolved. The ratio of the
sensor distance ∆xpr compared to the distance ∆xce inﬂuences the resolv-
able signal lag. For the given example, the required delay N can only be
determined with a resolution of
δN = 1 sample
∆xce
∆xpr
= 2.17 samples. (6.5)
In conclusion, the sample rate and the upstream sensor distance are most
important for the success of the presented model-free control approach. The
positioning of the lag sensor p between r and c could provide a possibility to
minimize the inﬂuence of a changing group speed in the streamwise direction.
Methods for Delay Identification
The DNS results allow one the computation of the delay N based on diﬀerent
methods:
• group speed cg, based on the stability properties.
• based on a peak in the secondary path model Hˆec.
• correlation techniques, based on the sensor signals p(t) and r(t).
Figure 6.15(a) shows a comparison between the methods. Based on the
stability of the boundary layer, the average group speed cg between PA (xc)
and xe can be calculated, cf. Fig. 6.5. Equations (2.33) and (2.34) then trans-
late the time shift τ with the sample rate fS to a delay N . The resulting N
increases with α because cg slows down due to the decreasing ﬂight speed U∞.
Plotting the position of the delay in a secondary path FIR ﬁlter curve
(Fig. 6.15(b)) shows an interesting fact: The group speed is represented by
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Figure 6.15.: Calculation of the delay N between with different methods. The
data are obtained via DNS simulations at α = 2.5◦.
the global minimum of the impulse response curve. A reason for this be-
haviour is that the peak (global minimum) of the impulse response is a very
good measurement of the center of the wave packet. A model-free dxLMS
operation based on the cross-correlation of the upstream sensor signals p(t)
or r(t) has been introduced and works well for the data recorded in ﬂight,
cf. Fig. 6.14(b). However, for the cases calculated by DNS, the dxLMS con-
troller is unstable because the second positive peak is lower in amplitude,
compared to the experimentally obtained curves in Fig. 6.12 and leads to a
slightly changed phase response.
Another correlation technique is a time lag measurement based on the enve-
lope of the cross-correlation, cf. Fig. 6.16(a). The maximum of the envelope
is the lag L between the sensor signals p(t) and r(t). Due to the envelope
technique, the corresponding delay N is now close to the group speed cg and
therefore also the minimum peak in Fig. 6.15(b). As discussed earlier, cg
is decreasing with x and the envelope technique underestimates the delay
slightly.
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Figure 6.16.: Relation between envelope delay calculation method and phase-angle
error ∆Φe . The data are obtained via DNS simulations at α = 2.5
◦.
Phase-angle Error for Different Delay Identification Methods
The most critical part, which can be well investigated with the DNS results,
is the phase-angle error ∆Φe between the secondary path model Hˆec and
the actual secondary path Hec. Figure 6.16(b) shows ∆Φe for all four dif-
ferent delay approaches. The two methods based on the group speed cg
and the (negative) peak lie on top of each other due to the same delay N .
The curves are shifted by a zero-cross phase of ∆Φ0 = 180 ◦ because of
the negative gain, described in (2.39). In comparison with the group speed
method, the cross-correlation method fulﬁlls the stability criteria of the LMS
(±90 ◦ limit, highlighted in green) only in a short band and does not match
the slope of Hec well but crosses the phase response (∆Φe = 0), as already
seen in the experimental results in Fig. 6.9. The group speed and peak-based
delay match the slope much better and leads to a phase-angle error ∆Φe close
to zero for a wide range of the ampliﬁed frequency band, cf. Fig. 6.4(b). A
model-free dxLMS operation is more robust in terms of LMS controller sta-
bility with the envelope method introduced above; the DNS results presented
in Fig. 6.10 are obtained by using this method.
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For dxLMS controller operation, the zero-cross phase of ∆Φ0 = 180 ◦ can
be realized by adjusting the control law (2.31) with a negative gain (-1) as
follows:
w(n+ 1) = w(n) + (−1)αr(n)z−Ne(n) (6.6)
The discussion above illustrates that particular care has to be taken in
identifying the center of the wave-packet trace. A cross-correlation method
may lead to an error in the time delay or phase angle, respectively. Moreover,
the error of the correlation is also caused by a variation in the group speed
between the sensor locations: For this setup, the error does not compromise
the stability of the control algorithm and the error reduces by increasing the
angle of attack, cf. Fig. 6.15(a). However, a small systematic error will always
be present.
6.3. Conclusions
The main focus of this chapter is the controller stability for an in-ﬂight sce-
nario paired with a detailed investigation of the boundary-layer transmission
behaviour, supported by DNS. The performance of the reliable fxLMS control
algorithm and the newly introduced modiﬁed dxLMS control algorithm has
been investigated for active wave cancellation in ﬂight under realistic atmo-
spheric conditions.
Performance-wise the dxLMS and fxLMS control algorithms work equally
well, if the delay N is chosen in such a way that the phase-angle error
∆Φe ≤ ±90 ◦. In-ﬂight measurements and DNS simulations showed that the
group speed of the TS-wave disturbances changes signiﬁcantly dependent on
the environmental conditions, as e.g. on the altitude. The resulting phase-
angle error ∆Φe leads to an unstable controller behaviour, if a previously
identiﬁed model of the boundary-layer transmission is not valid anymore.
The introduced model-free “black box” system successfully works without
any previous information about the environmental conditions and successfully
cancels out TS-wave disturbances with the presented SISO system. An ad-
vanced method for dxLMS controller operation and the determination of N ,
based on the group speed measurement, has been introduced and theoreti-
cally derived. In addition, the dxLMS algorithm requires less computational
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power because a FIR ﬁlter is replaced by a simple delay N . With regard to
future MIMO systems for active wave cancellation of naturally occurring 3D
wave packets, the dxLMS approach is a key development for less complex but
robust control algorithms.
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7. Potential of Plasma Actuator Arrays
for Transition Delay
The need of spanwise PA arrays for cancellation of natural TS-waves has
been motivated in the previous chapters. In this chapter, the challenges for
the application of PA arrays to control this realistic transition scenario is
discussed. For the 3D investigations, the ﬂat plate wind-tunnel model itself
is not replaced but a spanwise array of PAs and additional surface hot-wire
sensors are mounted, cf. section 3.4. Besides several transmission paths of the
MIMO system, the modiﬁcation of the base ﬂow due to the steady PA forcing
is of interest. IR thermography is used to identify BL streaks and vortices
caused by the steady force oﬀset of the individual PA electrodes of the array
in section 7.1. The capacitive coupling in the electric setup of the PA array
and its eﬀect on the transfer paths is described in section 7.2. Although the
inﬂuencing factors are identiﬁed and the setup is optimized, the capacitive
coupling still has a non-negligible eﬀect on the secondary transfer path. in
the laminar BL as discussed in section 7.3. Concluding remarks summarise
the results of the investigations with the PA array in section 7.4.
7.1. Vortex Identification by IR Thermography
The base ﬂow on the ﬂat plate is already extensively investigated for the 2D
case in Chapter 4 and Chapter 5. The steady, downstream directed force
of each individual PA in the array introduces a spanwise modulation of the
u-velocity component in the BL that can likely generate vortices or streaks.
Quantitative measurements of the velocity ﬁelds with stereo PIV are not con-
ducted here because only a small FOV can be covered (Barckmann et al.
(2015)). In addition, image correlation and traversing the measurement equip-
ment is time consuming. Therefore, the eﬀects of the steady PA forcing on
the BL development are investigated with IR thermography, which allows fast
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measurements with a high spatial resolution and low experimental eﬀort.
The heated surface downstream of the PA array (Fig. 3.10) allows for
measuring of diﬀerence in heat transfer at the ﬂat plate surface with an IR
camera. Hence, laminar-turbulent transition, vortices and BL streaks can be
identiﬁed in the following qualitative analysis of the IR images.
Figure 7.1 shows the dewarped IR images, normalized with the fully turbu-
lent ﬂow case. For more information about the dewarping procedure and the
normalization technique, please refer to Simon et al. (2016c). The surface is
heated with an IR heater from above (Fig. 3.10) but only the foil covered foam
(x > 454mm) delivers a good signal for the IR measurements. Red regions in-
dicate higher surface temperatures and lower heat transfer while blue regions
stand for lower surface temperatures and increased heat transfer. The heater
is centered at z ≈ 100mm and aligned in streamwise direction. Therefore,
the surface is not suﬃciently heated in the region of −50mm > z > −100mm
and the change in heat transfer cannot be detected. Nonetheless, the eﬀects
caused by the centered PA3 (z = 0mm) can be observed well.
The reference case without PA or DS operation at UWT = 12m/s is shown
in Fig. 7.1(a). All PA electrodes, except the centered PA3, are covered with
one layer of polyimide tape to avoid any generation of plasma or volume force.
The PA electrodes can be observed in the IR image at xc = 364mm and the
surface hot-wires appear as heated dots at x = 409mm. The ﬂow behind the
PA array is laminar for the reference case, indicated by the red color.
For the following investigation, PA3 is operated in steady operation mode
at diﬀerent operating voltage amplitudes Vpp. The PA electrode edges are
rounded to fade out the force and avoid an abrupt change in spanwise direc-
tion. Nevertheless, vortices can be generated at the edges. If PA3 is operated
in steady operation mode at Vpp = 7.5 kV (Fig. 7.1(b)), two streaky struc-
tures arise from the edges of PA3 downstream (z ≈ ±25mm). The structures
are hardly visible in the IR image and do not signiﬁcantly inﬂuence the BL
transition in the considered region.
Operating PA3 at Vpp = 9kV leads to the generation of two distinct vortices
that are clearly visible in the IR image in Fig. 7.1(c). The integral PA force Fx
is related to Vpp by Fx ∼ V 7/2pp for a 2D actuator. Finite amplitude streaks can
stabilize the laminar BL (Barckmann et al. (2015); Shahinfar et al. (2014)). In
this case, the spanwise extend and amplitude of the vortices de-stabilize the
BL and a breakdown to turbulence occurs as indicated by the yellow wedge,
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(d) Steady PA forcing, Vpp = 10 kV.
Figure 7.1.: IR images of the flat plate surface with different steady PA operating
voltage amplitudes Vpp for the centered PA3 at UWT = 12m/s.
developing at x ≈ 650mm, z ≈ 25mm. An increase of the PA amplitude
to Vpp = 10 kV leads to even stronger vortices as shown in Fig. 7.1(d). The
vortices can be identiﬁed well from the IR image but do not lead to a turbulent
wedge initially. The transition to turbulence is moved to x ≈ 600mm in the
centered region, whereas the BL stays laminar in the remaining area.
In conclusion, the localized steady forcing of the PA does not signiﬁcantly
inﬂuence the BL at a low amplitude of Vpp = 7.5 kV. This is consistent with
the 2D experiments with only one spanwise 2D PA in Chapters 4 and 5. At
higher Vpp, vortices are generated at the edges of the electrodes and premature
transition occurs. The hybrid PA operation mode (Kurz et al. (2013)) with
a relatively high steady force oﬀset (Vpp>8kV) is therefore not a promising
operation mode to delay natural transition with this PA array conﬁguration.
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7.2. Coupling of Tansfer Paths in the Plasma
Actuator Array Setup
The operating frequency of fPA ≈ 10 kHz requires relatively large HV genera-
tors like the Minipuls 0.2-5. Because the HV generators cannot be integrated
in the ﬂat plate surface, the cables are lead individually to each PA electrode.
Restrictions of the ﬂat plate model and limited space in the cable ducts of
the wind tunnel require a parallel guidance of the HV cables. As mentioned
in section 3.4, the capacitive coupling is a potential issue that is discussed in
the following. The coupling in the multi-channel HV generator itself is inves-
tigated in section 7.2.1 and the inﬂuence of the HV cables in section 7.2.2.
In addition, the impact of the capacitive coupling on the secondary transfer
paths is discussed in section 7.2.3. Finally, the potential of the PA array for
future applications is discussed in section 7.2.4.
7.2.1. Capacitive Coupling in the High-voltage
Generator
The capacitive coupling of the diﬀerent channels in the Minipuls 0.2-5 HV
generator itself is tested by operating the HV generator without PAs but only
three HV probes, Pintek HVP-39pro, connected to Ch2-4. The input signal ζ
and the signals of the three HV probes are simultaneously sampled with a Pi-
coscope 4424 A/D converter at fS = 1MHz. Figure 7.2(a) exemplarily shows
the time trace of the high voltage signals, generated by an PRBS input signal
ζ4 = 0.6 + 0.3 for Ch4 (ζ2 = ζ3 = 0). The envelope (dotted line) represents
the force variation in time. The time traces already indicate a coupling of
the channels but a more detailed information can be obtained with the Bode
diagram in Fig. 7.2(b,d). It shows the transmission behavior between the
envelopes of the diﬀerent channels, while C24 describes the impact on Ch2,
caused by Ch4 (to Ch2, from Ch4). The transmission behavior is not symmet-
ric (C34 6= C43) for the whole frequency band. Except C23 and C43, all lines
are close to -7 dB in the amplitude response in Fig. 7.2(b). If PA3 is operated,
the impact on the neighboured channels is ≈ 4 dB higher (C23, C43). This is
also visible in the time trace that is exemplarily presented in Fig. 7.2(c).
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Figure 7.2.: Capacitive coupling of the HV generator channels. The input voltage ζ
is only applied for one channel. (a,c) Exemplary HV signals of Ch2-Ch4, generated
by the HV generator and measured with HV probes; no PAs are connected. (b,d)
Bode diagram of the coupling of different HV generator channels.
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7.2.2. Capacitive Coupling of the Plasma Actuator
Array
The coupling of the individual PA electrodes is of importance for the appli-
cation of the PA array for the ﬂow control approach. Therefore, two cabling
conﬁgurations, conﬁg. I and conﬁg. II are tested, cf. Fig. 3.7. The multi-
channel HV generator device was designed in a way that the driving signals
of all channels run in phase at the operating frequency fPA, if a load (PA)
is attached to avoid sparking between the electrodes. The time traces for
conﬁg. I in Fig. 7.3(a) show exactly this behavior but also a coupling of the
operating voltage between the diﬀerent PAs. Only Ch4 of the HV generator
is supplied with a PRBS signal ζ4 = 0.6 + 0.3, while the other two input
signals are set to a constant oﬀset ζ2 = ζ3 = 0.6. The oﬀset is required to
avoid sparking between the upper electrodes due to a high potential diﬀer-
ence. The coupling of the channels increases signiﬁcantly compared to the
measurements with only HV probes attached and the amplitude response in
Fig. 7.3(b) even shows values above zero. Corresponding to the nomenclature
in section 7.2.1, the transfer function between the envelope of the HV signals
to PA4 from PA3 is called P43. Hence, the close parallel guidance of the cables
leads to a strong capacitive coupling and should be avoided. The setup with
conﬁg. II (Fig. 3.7(b)) overcomes this problem by guiding the cables as far as
possible from each other. The time trace of the HV signals (Fig. 7.3(c)) and
the amplitude response (Fig. 7.3(d)) show much less coupling between the
channels.
The amplitude response can be signiﬁcantly reduced by ≈ 10 dB, if the
cables are guided to each PA individually with a maximum spacing as it is
done for the PA array conﬁg. II. The amplitude responses in Fig. 7.3(d) with
PA array do look very similar to the curves in Fig. 7.2(b), where only HV
probes are attached to the HV generator. The higher values of C23 and C43
in Fig. 7.2(b) are probably caused by additional capacitive coupling of the
HV probe cables.
128
7.2. Coupling of Tansfer Paths in the Plasma Actuator Array Setup
0 0.5 1 1.5 2 2.5
t (s)
×10-3
-8
-6
-4
-2
0
2
4
6
8
V
(k
V
)
PA2
PA3
PA4
(a) Time traces of the HV signals, config I.
Input signals: ζ2 = ζ3 = 0.6, ζ4 = 0.6+0.3.
200 400 600 800 1000
f (Hz)
-12
-8
-4
0
4
am
p
li
tu
d
e
(d
B
)
P32
P42
P23
P43
P24
P34
(b) Amplitude response, config. I.
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(c) Time traces of the HV signals, config II.
Input signals: ζ2 = ζ3 = 0.6, ζ4 = 0.6+0.3.
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Figure 7.3.: Capacitive coupling of the PA electrodes in the array for two different
PA array configurations.
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7.2.3. Coupling of the Secondary Paths
The capacitive coupling of the PA electrodes can be signiﬁcantly reduced with
the PA array conﬁg. II, but not be avoided. In the following, the impact of
the coupling on the secondary paths Glm (to error sensor el, from PAm) is
investigated. The dotted lines in Fig. 7.4 show the transmission behavior for
conﬁg. II with no electrodes covered, i.e. plasma is generated at all electrodes
(reference case). The PAs are operated at the same mean amplitude Vpp but
only PA3 is intended to be modulated in time (ζ2 = ζ4 = 0.6, ζ3 = 0.6 + 0.3).
The amplitude response in Fig. 7.4(a) shows that the secondary path G33
(to e3, from PA3) is 5 dB to 7 dB higher in amplitude compared to G23 and
G43 for the reference case (dotted lines). Physically, this is consistent as the
generated wave package spreads is spanwise direction while traveling down-
stream (Erb (2002); Semeraro and Pralits (2017)). This is also the case here,
but the recorded secondary paths (dotted lines) might be erroneous due to
the capacitive coupling of the individual PAs. To check this hypothesis, the
electrodes of PA2 and PA4 are partly covered with one layer of polyimide tape
(thickness 0.06mm) to avoid the plasma generation. The results with covered
electrodes are presented as solid lines in Fig. 7.4. The FIR ﬁlter as well as the
Bode diagram show signiﬁcantly reduced amplitudes of the secondary path as
well as a diﬀerent phase of the waves that are generated by PA3. The waves
only have a low impact on error sensors e2 and e4. The low signal amplitude
(and coherence) in the band of 160Hz < f < 200Hz leads to jumps in the
phase response that are not related to any physical meaning.
In conclusion, the real secondary path can only be recorded with (partly)
covered electrodes. Otherwise the neighbored error sensors also measure the
waves generated unintentionally by another PA of the array.
7.2.4. Potential for Future Applications
The optimization of the cable guidance and the PA array design can signiﬁ-
cantly reduce the coupling between the actuators but not prevent erroneous
secondary paths. These erroneous paths lead to an unstable MIMO fxLMS
controller and do not allow AWC of 3D disturbances in the laminar BL.
In order to avoid the coupling, the HV generators should be distributed
and placed directly below the upper PA electrode. With the available multi-
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Figure 7.4.: Bode diagram
and digital FIR filter of
secondary paths, measured
for the reference case (dot-
ted lines) and partly cov-
ered electrodes (solid lines)
at UWT = 12m/s
131
7. Potential of Plasma Actuator Arrays for Transition Delay
Figure 7.5.: TS-wave disturbances, developing from a point disturbance source in
a flat plate BL, Stemmer et al. (1998).
channel HV generator (Minipuls 0.2-5), the implementation of the HV trans-
former cascades in the ﬂat plate model is not feasible and would not solve the
problem as the coupling occurs because of the proximity of the transformer
cascades, cf. Fig. 3.7. Smaller HV transformers (e.g. the Heraeus trigger
transformer NL-105) could be applied directly beneath the PA electrode but
the operating frequency fPA, which has to be close to the eigenfrequency of
the electric circuit, rises from fPA ≈ 10 kHz to fPA ≈ 100 kHz. Hence, the
corresponding steady PA force Fx is 10 times higher, too. The higher steady
force would cause vortices at the edges of the electrodes and lead to prema-
ture transition, cf. Fig. 7.1. In addition, the higher fPA would increase the
parasitic current Ipc as indicated by the term dV/dt in (3.3).
In the following, the transmission paths recorded with (partly) covered
electrodes are investigated. Future investigation with PA arrays require a
solution for the issues discussed above. Otherwise, the PA cannot be applied
for the cancellation of natural TS-waves as they occur in 3D wave packages.
7.3. Transmission Behavior of the Generated
Waves.
The propagation properties and the transmission behavior of the waves for the
3D case diﬀer from the artiﬁcially 2D TS-waves that have been investigated in
Chapters 4, 5 and 6. Similar to the pointwise induced disturbances that are
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Figure 7.6.: Secondary paths, related to PA3 and measured at UWT = 12m/s. The
paths to additional (temporarily installed) error sensors are shown as gray lines.
depicted in Fig. 7.5, the waves generated by the PA array and the DS propa-
gate with a bent wavefront and spread with a certain angle Θ. In the following,
the propagation behavior of the artiﬁcially generated waves is discussed for
the PA array (section 7.3.1) and the disturbance source (section 7.3.2).
7.3.1. Counter-waves Generated by the Plasma Actuator
Despite the capacitive coupling, discussed in section 7.2, partly covered elec-
trodes enable the investigation of the waves that are propagating from one
single PA of the array. Figure 7.6 shows the FIR ﬁlters of the secondary paths
that are related to PA3. The black bar indicates the upper electrode of PA3.
The data of G33 and G43 are taken from Fig. 7.4(b). Additional sensors with
a narrower spacing (∆z = 15mm) allow for more precise investigation of the
generated waves. As the FIR ﬁlter describes the impulse response, the 3D
plot in Fig. 7.6 illustrates the propagation behavior nicely. The three sensors
downstream of the PA electrode show almost the same behavior. Hence, an
even wavefront can be assumed just downstream of the electrode. The sensor
mounted at z = −30mm shows a reduced amplitude but clear inﬂuence of
PA3, while G43 and the most outside positioned sensor (z = −60mm) are not
considerably aﬀected.
133
7. Potential of Plasma Actuator Arrays for Transition Delay
7.3.2. Waves Generated by the Disturbance Source
Compared to the waves described above, the waves that are generated by
the DS travel a longer distance before they reach the error sensors el. This
leads to an increased damping of the amplitude besides the TS-wave hump,
cf. Fig. 7.7(a). The transfer function D37 indicates the transfer path to error
sensor e3, from DS channel d7, which is centered on the ﬂat plate (z = 0mm).
Sensor e3 and d7 are aligned in streamwise direction and the symmetric prop-
agation behavior (D27 ≈ D47) supports this hypothesis. Similar to the PA
generated waves (Fig. 7.4), the edges of the wavefront are bent and the phase
response of the error sensors e2 and e4 in Fig. 7.7(c) is shifted by ∆Φ ≈ 240 ◦
in the ampliﬁed frequency band (100Hz < f < 250Hz). This is consistent
with the phase shift shown in Fig. 7.5. The geometric angle between d7 and
e2 is Θ ≈ 14 ◦ and agrees well with the DNS calculations of the ﬂat plate ﬂow
by Stemmer et al. (1998).
7.4. Conclusions
A plasma actuator array has been tested in a ﬂat plate setup with the goal
to attenuate 3D TS-wave disturbances in a laminar boundary layer and delay
natural laminar-turbulent transition. An important ﬁnding is that a suﬃ-
ciently low amplitude oﬀset Vpp does not lead to unstable vortices at the PA
electrode edges due to a spanwise force modulation. Higher Vpp can cause
vortices that lead to premature transition but PA array operation at higher
Re would reduce that eﬀect.
A bigger issue is the capacitive coupling of the diﬀerent PA channels in the
array. The investigations showed that the coupling can be reduced an optimal
cable guidance but even the reduced coupling does have a signiﬁcant eﬀect on
the secondary paths. The coupling unintentionally generates counter-waves
at the neighboured actuators and does not allow for stable MIMO controller
operation.
The potential of future applications for AWC of 3D natural TS-wave dis-
turbances has been discussed above but technical obstacles remain. Despite
the issues discussed above, the acquired transfer path with covered electrodes
allow for investigating future MIMO controller operation, which is done with
an outlook in appendix B.
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8. Conclusions and Outlook
Re-active laminar ﬂow control has been investigated in this thesis with the
overall goal of delaying natural laminar-turbulent transition by active can-
celation of TS-waves with a DBD plasma actuator array. This goal could
not be conclusively achieved due to EMC problems between the individual
PAs. Nonetheless, many steps on the way to reach the overall goal have been
successfully investigated in experimental studies, supported by numerical sim-
ulations.
The main questions, addressed in section 1.3, have been answered with
fundamental experiments in a zero pressure gradient ﬂat plate BL but also
in a realistic environment on a manned glider in ﬂight under varying inﬂow
conditions. In the following, the questions mentioned above are discussed and
an outlook for future research is given.
Active wave cancellation: How exactly do the counter-waves,
generated by the PA, interact with the TS-wave disturbances in
the boundary layer? (Chapter 4)
For the ﬁrst time, phase-averaged PIV measurements have been conducted
in the laminar BL in direct vicinity of a PA, operated in AWC mode. The
interaction between the oncoming disturbance and the counter-waves can be
observed well from the acquired velocity ﬁelds.
The cancellation process does not happen directly at the actuator but some
distance downstream. The generated counter-waves do not have TS-wave
character immediately but travel downstream and develop to a TS-wave by
changing the shape and wavelength.
137
8. Conclusions and Outlook
Are model-based control algorithms (e.g. LQG) or adaptive
algorithms (e.g. fxLMS) better suited for active wave cancellation
in terms of performance and controller stability? (Chapter 5)
A comparison of model-based (LQG) and adaptive (fxLMS) control algo-
rithms for the AWC approach has been performed in a ﬂat-plate experiment
at diﬀerent wind-tunnel speeds. Even if it showed very important in the ﬁrst
steps of the TS-wave control, the results with the model-based control ap-
proach demonstrated that optimality has been overemphasised in the past.
The adaptive control algorithm performs equally well and even better for
oﬀ-design operation. In terms of controller stability under variable inﬂow
conditions and robustness against modelling errors, the adaptive character of
the fxLMS makes it more suitable for real applications.
What are the implications for the controller stability under more
realistic, varying inflow conditions in flight? (Chapter 6)
A ﬂight setup has been developed to investigate and evaluate AWC of ar-
tiﬁcially generated 2D TS-waves on a manned glider. The in-ﬂight experi-
ments lift the ﬂow-control approach on a higher technological level at relevant
Reynolds numbers under more realistic (varying) inﬂow conditions. Issues
that would not have been investigated by wind-tunnel experiments or nu-
merical simulations (DNS) independently are implied due to the in-ﬂight ex-
periments. The inﬂow parameters vary during ﬂight and therefore also the
transfer paths of the controlled system that may lead to an unstable controller
behavior. The application of the adaptive delayed-x-LMS control algorithm
and its further development to a “black box” approach overcomes the problem
of changing transfer paths because the algorithm is automatically adapting
to the new situation.
How can naturally occurring TS-wave dominated transition be
controlled with an array of spanwise arranged plasma actuators?
What are the challenges of applying AWC to this transition
scenario? (Chapter 7)
The question concerning the challenges of the application of DBD plasma ac-
tuator arrays can be clearly answered. Despite the optimization of the setup,
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the capacitive coupling of the PAs in the array is a critical factor that does
not allow the application of a PA array with this setup. Coupled actuators in
the array lead to coupled secondary paths that cause an unstable controller
behavior.
Outlook
All investigations that are discussed above dealt with artiﬁcially generated,
mostly 2D, disturbances. The approach with the disturbance source allows
for testing algorithms and actuators under controlled conditions, which are
close to reality. Despite the scientiﬁc issues that have been investigated in this
thesis, there are remaining questions that should be answered in future. In
the following, an outlook is given regarding the development of DBD plasma
actuators and active cancellation of naturally occurring TS-waves. The thesis
is closed with some general thoughts on (re-)active ﬂow control.
DBD Plasma Actuator Development
Prior to the investigations made in this thesis, the low ﬂuid-dynamic eﬃciency,
low momentum input and the limited durability were the main problems con-
cerning the DBD PA. These issues are still present and only the durability
problem has partly been solved by other researchers who used ceramic/glass
dielectric materials. The capacitive coupling is now added to the list but the
high voltage and unsteady discharge processes caused EMC problems before.
One important result is that spanwise DBD PA arrays could not be used to
delay natural laminar-turbulent transition due to this EMC problems.
The biggest advantage of the PA - no moving parts - avoids mechanical
coupling, but the coupling problem in general has not been avoided by us-
ing this kind of actuator. New designs or operation modes for the DBD PA
could overcome this problem in future. The poor ﬂuid-dynamic eﬃciency
could be increased by operating the DBD PA in direct frequency mode for
AWC. This would allow to beneﬁt from the unsteady force generation at the
time scale of the PA operating frequency. The proof of concept was shown by
Kurz et al. (2012) for artiﬁcially generated single-frequency 2D disturbances
but the attenuation of broad-band 3D TS-waves would require the devel-
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opment of a new generation of multi-channel HV generators. Nonetheless,
capacitive coupling could be an even bigger issue, if the operating frequency
of the PA electrodes is not in phase.
The DBD PA was intensively used for fundamental research on ﬂow control
for the last two decades, but its application has never left the lab - there
might be a reason. Despite its limitations, it can be an excellent actuator
to investigate diﬀerent ﬂow-control approaches in general. Fabbiane (2016)
and Semeraro et al. (2013) stated that not the actuator is of importance, but
its eﬀect. The PIV experiments in Chapter 4 showed that the PA does not
generate a counter-wave initially and the shape of the forcing might not be as
important for the counter-wave generation. Experiments on AWC with other
actuator types have been conducted successfully and the role of the actuator
was probably overestimated in the past.
In the end, system integration is the critical factor for a ﬂow control tech-
nology and this point is addressed in the following.
Active Wave Cancellation: Technological Issues
Active wave cancellation is a promising technology, if the related technological
issues can be handled. The eﬀect of an impulse introduced to the ﬂow by an
actuator can be multiplied by a power gain Γ, if an advantage of the receptivity
of the ﬂow on that actuation is taken. Often small perturbations can signif-
icantly inﬂuence the ﬂow around a body: the transition to turbulence is the
best example. The power gain should be used by every ﬂow control approach
to make it more energy eﬃcient. The approaches for delaying transition in
the laminar BL that have been discussed in this thesis are boundary-layer sta-
bilization and active wave cancellation. Duchmann et al. (2014) only reached
a gain of Γ = 50 with BL stabilization, which is equivalent to an eﬃciency of
ηeff = 5%, if the ﬂuid-dynamic eﬃciency of the PA ηFM = 0.1% is considered.
Acting only on small perturbations and taking advantage of the receptivity
of the ﬂow instead of changing the mean ﬂow, enables a power gain of up to
Γ = 1000 (Fabbiane et al. (2017)).
Arguments against the AWC technology are mostly the number of required
sensors and actuators required on an aircraft wing (Saric (2013)). When talk-
ing about “smart surfaces” with future materials/actuators (not necessarily
PA) the number of actuators/sensors is actually rather low. A CCD camera
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sensor and a plasma screen have a much higher density of sensors/actuators.
Besides the actuators/sensors, a stable control system with a rather simple
and robust control algorithm is necessary. The dxLMS algorithm with its
“black box” approach for online-delay adaption could be one solution. New
approaches, like machine learning, might be interesting, but the rather simple
relation of controller stability and BL properties that has been investigated
thoroughly in this thesis, can be of importance for the design of a system.
Future developments on the MIMO control algorithm should try to optimize
this approach as discussed in the outlook in appendix B.
(Re-)Active Laminar Flow Control in General
Regardless if wind-tunnel experiments or in-ﬂight experiments are conducted,
passive and (re-)active ﬂow control approaches should be investigated under
realistic (varying) inﬂow conditions. Active ﬂow control that is only working
optimal under certain conditions is static and therefore comparable to passive
techniques. Smart control algorithms are the key technology to ensure a
broader operation range. This approach was taken in this thesis with the
adaptive dxLMS “black box” algorithm.
Yet, a clear advantage of active over passive systems has to be shown.
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Nomenclature
Small Greek Characters
α m2/s thermal diﬀusivity
α − step size of the LMS algorithm
α deg angle of attack
β deg sideslip angle
δN samples resolution of the delay N
δ m boundary-layer thickness
δΦ deg phase-angle resolution
δ1 m displacement boundary-layer thickness
δ∗1 m δ1 at the beginning of the domain
δ2 m momentum boundary-layer thickness
ηeff − overall eﬃciency (of the PA)
ηFM − ﬂuid mechanic eﬃciency (of the PA)
γ samples/m normalized time delay
γ2xy − coherence of the signals x and y
λx m wavelength in x-direction
λz m wavelength in z-direction
µ Pa · s dynamic viscosity
ν m2/s kinematic viscosity
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Nomenclature
ω 1/s angular frequency
ρ kg/m3 density
σ − standard deviation
τ s time shift
τw N/m2 wall shear stress
ζ V input signal of the HV generator Minipuls
Capital Greek Characters
∆t s time between two laser pulses for PIV
∆Tw K diﬀerence in wall temperature (laminar-turbulent)
∆UWT m/s change in wind-tunnel speed
∆xpr m streamwise distance between position xp and xr
∆z m spanwise distance between two sensors
∆Φ deg phase-angle shift
∆Φ0 deg zero-cross phase
∆ΦTS rad phase-angle resolution of the PIV measurements
∆Φd deg phase-angle diﬀerence
∆Φe deg phase-angle error
∆Φe,ul deg phase-angle error at the upper TS-band limit
Λ − wing aspect ratio
Φ deg phase angle
Φref deg reference phase-angle
ΦTS rad phase angle in the TS-wave cycle
Θ deg propagation angle of a TS-wave
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Nomenclature
Small Roman Characters
a m/s sonic speed
b m wing span
c(n) V time discrete output signal of the controller
cω m/s phase speed
cf − local friction coeﬃcient
cg m/s group speed
cp − local pressure coeﬃcient
d(n) V time discrete disturbance source signal
e V vector of L error sensor signals
e′ V simulated error sensor signal
e(n) V time discrete error sensor signal
f Hz frequency
facq Hz acquisition frame rate of the camera
fb Hz base clock frequency of the digital timer card
fm Hz PA modulation frequency
fPA Hz plasma actuator operating frequency
fS Hz sample rate
fTS Hz TS-wave frequency
fx N/m3 local PA body force in x-direction
g m/s2 gravitational constant
h W/m2K heat transfer coeﬃcient
~k 1/m wavenumber vector
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Nomenclature
k 1/m modulus of the wavenumber vector ~k
kf W/mK thermal conductivity coeﬃcient of the ﬂuid
kx 1/m (angular) streamwise wavenumber
kz 1/m (angular) spanwise wavenumber
kx,i 1/m streamwise disturbance growth rate
l m chord length
m − number of periods
m kg mass
n − n-factor, ampliﬁcation for discrete frequencies
n − time discrete sample point
p Pa pressure
p′ Pa pressure ﬂuctuation
p(n) V time discrete phase-speed sensor signal
p∞ Pa far ﬁeld static pressure
pdyn Pa dynamic pressure
q˙conv W/m2 convective heat ﬂux (per area)
qˆ m/s disturbance function amplitude
q′ m/s disturbance ﬂuctuation
r − vector of K reference sensor signals
r(t) V reference sensor time signal
s m surface layer material thickness
t s time
uˆ m/s amplitude of the velocity ﬂuctuations in x-direction
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Nomenclature
~u m/s ﬂow velocity vector
u m/s ﬂow velocity in x-direction
u′ m/s ﬂow velocity ﬂuctuations in x-direction
v m/s ﬂow velocity in y-direction
v′ m/s ﬂow velocity ﬂuctuations in y-direction
w − FIR ﬁlter coeﬃcient vector
w − FIR ﬁlter coeﬃcient
x m streamwise coordinate
x′ m streamwise coordinate, x′ = 0 at the PA position
y m wall normal coordinate
z m spanwise coordinate
Capital Roman Characters
ATS − integral TS-wave amplitude, normalized with Ue
Bi − Biot number
C F probe-capacitor capacitance
Cij − transfer path in the HV generator (to Ch i from Ch j)
CL − global lift coeﬃcient
Cpc F capacitance, caused by parallel HV cable wiring
D − ratio between the RMS of r(t) and UWT
Des − transfer path to error sensor e from DS Ch s
Emax dB maximum error sensor signal reduction
ETS m
3
/s2 local perturbation energy of a TS-wave disturbance
FL N lift force
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Nomenclature
Fo − Fourier number
Fx N/m integral PA body force in x-direction
G − secondary path matrix of a MIMO system
Glm − secondary path of a MIMO system (to l from m)
H12 − boundary-layer shape factor
Hˆec − secondary path model
Hec − secondary path
Her − primary path
Hyx − transfer function (to y from x)
I − number of FIR coeﬃcients of the compensator W
I A electric current
I counts IR camera signal Intensity
I∗ − normalized IR camera signal Intensity
Ipc A parasitic current, induced by capacitive coupling
J − number of FIR coeﬃcients of the plant G
K − number of reference sensors in z-direction
L − number of error sensors in z-direction
L samples time discrete lag between two sensor signals
M − number of actuators in z-direction
Ma − Mach number
N samples number of samples
Nmax − local maximum of the n-factor
NP samples delay, based on the global maximum (peak) of Hˆec
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Nomenclature
PPA W plasma-actuator power
Pr − Prandtl number
Pij − transfer path between the PAs (to Ch i from Ch j)
Q C probe-capacitor charge
R J/kgK speciﬁc gas constant
Re − Reynolds number
Re1 − Reynolds number, calculated with δ1
Recrit − critical Reynolds number
Reind − indiﬀerence Reynolds number
Rel − chord Reynolds number
Rex − local Reynolds number
S − number of disturbance sources
S m2 wing surface area
Sxx V
2
/Hz power-spectral density of the signal x
Syx V
2
/Hz cross-spectral density of the signals x and y
T s cylce length
T∞ K ﬂuid temperature
Tw K wall temperature
Tu − turbulence intensity
U˜ − ﬂow speed U∞, normalized with a reference speed
U m/s steady part (mean) of the velocity u
U∞ m/s free-stream velocity, ﬂight speed
Ue m/s boundary-layer edge velocity
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Nomenclature
UTS m/s integral TS-wave amplitude (at one phase-angle)
UWT, ident m/s wind-tunnel speed, at which Hˆec is identiﬁed
UWT m/s wind-tunnel speed
Vc V voltage at the probe capacitor
Vpc V voltage, induced by capacitive coupling
Vpp V PA operating voltage amplitude (peak-peak)
W − compensator kernel matrix of a MIMO system
Z − controller performance indicator
Shortcuts
2D2C two-dimensions, two (velocity) components
AWC active wave cancellation
BL boundary layer
Ch channel
CSD cross-spectral density
DBD dielectric barrier discharge
DFG Deutsche Forschungsgemeinschaft
DLR Deutsches Zentrum für Luft- und Raumfahrt e. V.
DNS direct numerical simulation
DS disturbance source
dxLMS delayed-x-LMS algorithm
EMC electromagnetic compatibility
exp experiment
FIR ﬁnite impulse response (ﬁlter)
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Nomenclature
FOV ﬁeld of view
fxLMS ﬁltered-x-LMS algorithm
HLFC hybrid laminar ﬂow control
HV high voltage
HW hot-wire (sensor)
IA interrogation area
IIR inﬁnite impulse response (ﬁlter)
IR infra-red
LBA Luftfahrtbundesamt
LMS least-mean-squares (algorithm)
LQG linear-quadratic-gaussian (regulator) algorithm
LST linear stability theory
MIMO multiple-input-multiple-output
MPC model predictive control
NLF natural laminar ﬂow
PA plasma actuator
PIV particle image velocimetry
PSD power-spectral density
PSE parabolized stability equations
RMS root mean square
SISO single-input-single-output
SNR signal to noise ratio
TS Tollmien-Schlichting (waves)
151
Nomenclature
TTL transistor-transistor logic (signal)
WN white noise
ZPG zero pressure gradient
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A. Additional PIV Results
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Figure A.1.: Phase-averaged velocity field of u′ at Ue = 15m/s at different (rel-
ative) phase angles ΦTS =
1
8
pi, ΦTS =
2
8
pi and ΦTS =
3
8
pi (top to bottom). The
PA force is modulated at fTS = 250Hz and generates counter-waves.
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B. Outlook for Future MIMO Controller
Operation
For future operation of the MIMO controller, simpliﬁcations are discussed in
order to reduce the required computational power. Simpliﬁcations for the
secondary paths (section B.1) as well as the control kernels (section B.2) that
could be applied are discussed in the following. Numerical investigations on
the simpliﬁcation of the control paths by Dadfar et al. (2014) propose control
units of three spanwise sensors/actuators, which is mainly motivated by the
spatial and temporal scales of the perturbation inside the boundary layer.
Semeraro et al. (2013) also shows a strong dependence of the sensor spacing
and the controller performance.
The simpliﬁcations that are discussed in the following have not been tested
in an experiment and some may appear too radical. Nevertheless, it should
give an outlook for future simpliﬁcations of MIMO controller operation. The
successful dxLMS approach in Chapter 6 shows that rather radical model
simpliﬁcations need not lead to lower controller performance.
B.1. Simplifications for the Secondary Paths
The discussion on the transmission behavior in section 7.3 showed that the
spanwise connections of Glm are limited. Therefore, the complexity of the
secondary path G can be reduced signiﬁcantly. For the following example, a
system of K = 3 reference sensors, M = 3 actuators and L = 3 error sensors
is considered. The number of FIR coeﬃcients J of the secondary path (plant)
is equal to those of the compensator kernel J (I = J) and set to I = J = 256.
The investigations in section 7.2.3 showed that only the sensors next to the
PA and directly downstream are connected. The secondary path model of the
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plant Gˆ (2.48) is therefore reduced to:
Gˆj =

gˆ22j gˆ23j 0gˆ32j gˆ33j gˆ34j
0 gˆ43j gˆ44j

 . (B.1)
For further simpliﬁcation, the entries on the secondary diagonal of (B.1) could
be set to zero (Fig. 7.4). Hence, only the entries of the diagonal are left (B.2).
In a 2D laminar boundary layer, the assumption of a spanwise homogeneous
transmission behavior is valid (Fabbiane et al. (2017)). This implies that all
elements on the main diagonal of (B.2) are equal - but also all elements on the
secondary diagonal of (B.1). Figure B.1(a) shows that this is assumption is
valid; the FIR ﬁlters of the measured secondary paths G11, G22 and G33 are
similar. Figure B.1(b) shows only a minor phase shift because of diﬀerences
in the steady force of each individual PA electrode. With all the assumptions
discussed above, only one transfer path has to be identiﬁed or modeled prior
to the controller operation as indicated in (B.3). This could be done with the
“black box” approach (dxLMS) presented in Chapter 6.
Gˆj =

gˆ22j 0 00 gˆ33j 0
0 0 gˆ44j

 (B.2)
≈

gˆ22j 0 00 gˆ22j 0
0 0 gˆ22j

 . (B.3)
B.2. Simplifications for the Control Kernel
Following the assumptions made above, simpliﬁcations can also be made for
the control kernel matrix Wi (2.45). Assuming the limited spanwise inﬂu-
ence of each PA in spanwise direction, Wi simpliﬁes to equation (B.4). If
a spanwise homogeneous control law (Fabbiane et al. (2017)) is assumed and
the entries on the secondary diagonal are neglected, equation (B.5) is valid.
The MIMO control circuit (Fig. 2.9) reduces to a parallel execution of three
SISO control circuits, while the adaption of the compensator does only have
to be conducted for one channel. One could also think about using all sensors
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Figure B.1.: Secondary paths G11, G22 and G33, measured at UWT = 12m/s.
for faster convergence of W.
Wi =

w22i w23i 0w32i w33i w34i
0 w43i w44i

 (B.4)
≈

w22i 0 00 w22i 0
0 0 w22i

 . (B.5)
The computational power that is required to calculate the upper part of the
block diagram in Fig. 2.9 is inﬂuenced by the spanwise homogeneous assump-
tion. The limited spanwise inﬂuence of the actuators lead to zero elements in
the compensator kernel matrix Wi. For the case with K = L =M = 3, the
computation of u(n) =
∑I−1
i=0 Wix(n − i) reduces from M ×K × I = 9 I to
3 I operations.
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