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Abstract
Two-neutron correlation in quasi two-dimensional (2D) neutron matter is stud-
ied by means of the BCS theory to understand formation of nn pairs in nuclear
surface of neutron-rich nuclei. The spin-zero nn pair correlation in low den-
sity neutron systems confined in an infinite slab is investigated in a simplified
model that neutron motion of one direction is frozen. It is found that, when the
slab is thin enough, the nn pairing gap enhances and the size shrinking of nn
Cooper pair occurs at finite low-density region in the quasi-2D system.
1 Introduction
Two-neutron correlation in neutron-rich nuclei is presently one of the fore-front subjects in the physics of
unstable nuclei. In two-neutron halo nuclei, the dineutron correlation was extensively investigated with a
three-body picture of a core and two valence neutrons [1–10] . It was discussed also in light neutron-rich
nuclei such as in 8He [11–13] and in medium-heavy neutron-rich nuclei [14, 15] as well as asymmetric
nuclear matter (for example, Refs. [16–23] and references therein). The neutron-neutron interaction is
attractive in the 1S channel, and therefore, it is natural to expect that spin-zero nn pair correlations may
enhance in nuclear systems though the interaction is not so strong as to form a two-neutron bound state in
a free space. We here call the spin-zero nn pair with strong spatial correlations "dineutron". Originally
the possible existence of a dineutron near the surface of nuclei was predicted by Migdal in 1972 [24]. His
idea describes the binding mechanism of a Borromean system and is extended to the dineutron cluster
picture in two-neutron halo nuclei.
Recently, dineutron correlations have also been discussed from the point of view of Bose-Einstein
condensation (BEC), which is considered along similar lines as deuteron and α-particle condensation
suggested in dilute nuclear matter [17,25–28] as well as α condensate states in excited states of Z = N =
even nuclei [29–31]. From the analysis of the spatial structure of the nn Cooper pair in infinite neutron
matter, it was found that an enhancement of pairing gap and a size shrinking of Cooper pairs occur at
finite low density [18, 21, 22]. Similar shrinking of the pair size were predicted also at the surface of
medium-heavy nuclei [14, 15].
Thus, spatially correlated neutron pairs are expected to appear in the environment of dilute neutron
matter, and therefore, the spatial structure of neutron pairs at the surface of neutron-rich nuclei attracts
presently great interest. In the recent studies of neutron-rich nuclei with HFB calculations [14,15], it was
found that the extension of a nn-Cooper pair rapidly decreases when going from inside to the surface
before expanding again when leaving the nucleus. The nn Cooper pair attains a minimum size of about
2-3fm that is very small size reaching the dimension of the deuteron. This is also highlighted by the fact
that in 11Li even the single Cooper pair is very small in the surface [32].
Our aim in this paper is to understand mechanism of the formation of spatially correlated nn pairs
and the shrinking of the pair size in nuclear surface. For this aim, we consider a simplified model of quasi
two-dimensional (2D) neutron matter which mimics a neutron layer in the surface where distribution of
valence neutrons concentrates. By ‘quasi two-dimensional (2D)’, we mean that the ‘bound’ Cooper pairs
are confined within a surface layer of about 1 − 2 fm and that the degree of freedom in radial direction
is approximately frozen. Such a scenario could for example be realized by the fact that the density
distribution of valence neutrons in very neutron rich and heavy nuclei are in radial, say z-direction,
concentrated in a surface layer and that the density distribution in z-direction can be approximated by a
frozen Gaussian packet, whereas the motion of the neutrons within the layer is free. Pursuing the picture
to its extreme, one could imagine a slab of low density neutrons where in the transverse (z) direction
only a single 0s level below the Fermi energy is active.
In the present work, we investigate properties of neutron pairs in the quasi-2D neutron matter by
using finite-range effective nuclear forces. Concerning the degree of freedom in the transverse z direction
perpendicular to the 2D plane, we for simplicity assume a Gaussian packet as mentioned above. We
investigate pairing properties of the quasi-2D neutron matter based on the BCS theory. Pairing gap and
size of the Cooper pair in quasi-2D neutron systems are analyzed, and BCS-BEC crossover phenomena
are discussed. We also discuss the dependence of pairing features on the thickness of the neutron slab.
This paper is organized as follows. In the next section, we explain our simplified model of quasi-
2D neutron matter and formulation of the present work. In section 3, the results obtained for neutron
matter are shown and pairing properties are discussed. Finally, we give a summary and outlook in section
4.
2 Formulation of Nuclear 2D Pairing
We here explain our framework of the simplified model of quasi-2D neutron system confined in a slab
with a certain thickness. We first describe the wave function and the Hamiltonian for a quasi-2D neutron
system. We then explain the formalism for the quasi-2D infinite neutron matter within the BCS theory.
More details of the formulation are described in Ref. [33].
2.1 Quasi-2D neutron systems
According to the outline of the Introduction, we propose a model for a system of neutrons confined in a
slab with a certain thickness. We assume that the neutron motion in the transverse (z) direction is frozen
and is represented by a simple Gaussian packet of the width parameter a. As already mentioned, this
thickness a of the slab may mimic the concentration of the amplitudes of single particle wave functions
in a surface layer, where z corresponds to the radial direction in finite neutron-rich nuclei.
The wave function for a single neutron is written as












where r⊥ indicates the coordinates in the slab, (x, y), and χ is the intrinsic spin. The thickness, i.e., the
rms width, of the slab is 2
√
〈z2〉 = √2a. In a similar way, a N -neutron wave function is given as
Φ(r1, · · · , rN, χ1, · · · , χN ) = Φ2D(r1⊥, · · · , rN⊥, χ1, · · · , χN )⊗ φ0s(z1) · · ·φ0s(zN ). (2)
Here Φ and Φ2D are the antisymmetrized many-body wave functions.
Neutrons are interacting with each other via two-body nuclear forces. The interaction V (rij)
between two neutrons is the two-body effective nuclear force in the T = 1 channel. The central part of
the T = 1 channel in the Gogny [35, 36] and Minnesota [37] forces are represented by a superposition
of two Gaussians, V (r) =
∑2






We freeze the transverse (z) motion as mentioned before. By integrating over zi coordinates, we
reduce the three-dimensional Schrödinger equation for Φ to the two-dimensional equation for Φ2D with
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respect to ri⊥, and get the following equation for quasi-2D neutron systems,
































It should be pointed that the strength of the quasi-2D two-body potential V 2D(r⊥) depends on the thick-
ness of the slab with the factor Zbm(a) as seen from (5) and (6). The strength decreases with the increase
of the width parameter a. It means that the effective nn force in quasi 2D is stronger in thinner slab than
in thicker one.
Of course, the present assumption of frozen z motion with a simple Gaussian form might be too
simple to describe the detailed behavior of the radial motion of valence neutrons. However, it is expected
that such effects may effectively be taken into account by a modification of the width parameter a. In
the present work, we analyze properties of neutron pairs in quasi-2D neutron systems by taking various
values of the slab thickness a.
2.2 Quasi two-dimensional neutron matter within BCS theory
We here apply the BCS theory, which is equivalent to the HFB approximation in a homogeneous case, to
the quasi-2D infinite neutron matter in the slab in order to investigate the behavior of neutron pairing.
Let us explain the equations for 1S pairing in the BCS theory applied to the 2D Schrödinger






vpp(p⊥ − k⊥) ∆(k)√
(e(k) − µ)2 +∆(k)2 , e(p) =
p2⊥
2m
+ V HF (p). (7)
Here p and k denote |p⊥| and |k⊥|, respectively, and vpp and V HF (p) is the pairing force and the






(e(k) − µ)2 +∆(k)2
)
, (8)







where ρ and kF are the density and the Fermi momentum in 2D, respectively. In this paper, the kF
dependence of pairing properties in neutron matter is discussed as a function of the ratio kF /k0, where
k0 = 1.36 fm−1 is the Fermi momentum at the normal density of 3D symmetric nuclear matter.
To analyze the spatial structure of a nn-Cooper pair it is useful to study the pair wave function in
the coordinate space. It is defined by the Fourier transform of the anomalous density κ(k),











Here r⊥ = |r′⊥ − r′′⊥|, and n0 is the normalization factor so that
∫
d2r⊥|Ψpair(r⊥)|2 = 1. The pair size
(coherence length) ξ⊥ is calculated from the root-mean-square distance of the pair wave function
ξ⊥ ≡
√





In the low-density limit kf → 0, the pair wave function Ψpair and the energy of the BCS state approach
the wave function and the half of the binding energy of the bound state of an isolate two neutron system.
3 Results
In this section, two-neutron correlations in quasi-2D neutron systems are investigated by performing
BCS calculations for 2D neutron matter with the Gogny D1S and Minnesota forces, which are often-used
effective nuclear forces. The results for various values of a of the confinement in the frozen direction (z)
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Fig. 1: Pairing gap at the Fermi momentum ∆F = ∆(k = kF ) in quasi-2D neutron matter as a function of
kF /k0 (k0 = 1.36 fm−1). Left and right panels show the results with the Gogny D1S force and Minnesota force,
respectively.
We first show the pairing gap at the Fermi momentum ∆F ≡ ∆(k = kF ) as a function of kF /k0 in
Fig. 1. The Gogny D1S and Minnesota forces give qualitatively similar results in the low kF region. At
kF /k0 ≥ 0.3, the pairing gap is more suppressed in case of the Minnesota force, because the short-range
repulsion is larger than with the Gogny force. For a = 1 fm, the pairing gap obtained with the Gogny
D1S force has a peak about 4 MeV high at kF /k0 ∼ 0.4, while that calculated with the Minnesota force
has a peak ∼ 3 MeV high at kF /k0 ∼ 0.3. With the increase of the width a of the slab, the pairing gap
∆F is quenched because the attraction of the pairing force is weaker in a wider slab.
We next discuss the pair size ξ⊥ in quasi-2D neutron matter plotted as a function of kF /k0 in
Fig. 2. In the kF → 0 limit, the pair size ξ⊥ equals the size of the nn bound state in the quasi-2D
two-neutron system. With the increase of kF , the pair size reduces first before it becomes large again
with further increase of kF . Thus the minimum pair size ξ⊥ is found to be smaller than the size ξnn⊥ of
the isolated two-neutron bound state in the quasi-2D system. This size reduction of the nn-Cooper pair
indicates the enhancement of the dineutron correlation at finite low kF , i.e. due to the existence of a
Fermi sea. It should be pointed out that the pair size significantly depends also on the width a of the slab.
A striking difference of the pair size between the quasi-2D and 3D neutron matter is that the
pair size at the kF → 0 limit is finite in the quasi-2D neutron matter while it becomes infinite in the 3D
neutron matter. In the 3D neutron matter, the Cooper pair size ξ has a minimum around kF /k0 = 0.5, and
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Fig. 2: (a)(b) Size ξ⊥ of a Cooper pair Ψpair in quasi-2D neutron matter obtained with the Gogny D1S and
Minnesota forces. The calculated values are plotted as a function of kF /k0 (k0 = 1.36 fm−1). The average inter-
neutron distance d = ρ−1/2 is plotted with the dotted lines. (a’)(b’) Same as (a)(b) but scaled up for the vertical
axis.
matter has a close analogy with that of the deuteron in 3D symmetric matter predicted by Lombardo and
Schuck [34].
As mentioned above, the spatial correlation of Cooper pairs enhances at finite low kF in quasi-2D
neutron matter with a small width a, where the BCS-BEC crossover phenomena is expected. To discuss
pairing properties from the point of view of the BCS-BEC crossover, it is useful to compare the pair
size ξ⊥ with the average inter-neutron distance d ≡ ρ−1/2 as discussed in the works for 3D neutron
matter [21, 22]. In the quasi-2D neutron matter, the ratio ξ⊥/d monotonically deceases as kF becomes
small, and finally the system goes to the strong coupling BEC limit. This is one of the interesting
differences from 3D neutron matter where the ratio decreases once in finite low-density region and it
goes to infinite again in the kF → 0 limit.
To reveal the features of BCS-BEC crossover it is also useful to analyze the spatial structure of the
nn-Cooper pair wave function1 as done in Refs. [21,22]. Let us discuss the pair wave function Ψpair(r⊥)
in the quasi-2D neutron matter with a = 2 fm. At low kF such as kF = k0/8 and kF = k0/4, the pair
wave function shows a single peak structure at r⊥ ∼ 0. It indicates the strong spatial correlation of the
Cooper pair, namely, a feature of a BEC-like dineutron pair. With increase of kF from kF = k0/8 to
kF = k0/4, the first peak becomes narrow due to the Pauli principle from the other Cooper pairs, and
the size shrinking of the dineutron occurs as mentioned before. With further increase of kF , the nodal
structure appears at kF = k0/2 which indicates the transition from the BCS-BEC crossover to the BCS
regime, and at kF = k0 the short-range correlation disappears as in the weak coupling BCS phase.
1We are aware that the notion ‘Cooper pair wave function’ has, recently, become a subject of debate (see, e.g., G.G. Dussel,
S. Pittel, J. Dukelsky, P. Sarriguren, Phys. Rev. C 76, 011302 (2007) and references in there). We do not want to enter this
discussion here and stay with the traditional jargon.
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4 Summary and outlook
In order to understand mechanism of the formation of spatially correlated nn pairs and the shrinking of
the pair size in nuclear surface, we considered a simplified model of quasi two-dimensional neutron mat-
ter confined in an infinite slab which mimics a neutron layer in the surface where distribution of valence
neutrons concentrates. Spin-zero nn pair correlations in low density neutron systems in an infinite slab
with a certain thickness were investigated by means of the BCS theory with a simple assumption that
neutron motion of one direction is frozen.
It is found that, when the slab is thin enough, the nn pairing gap enhances and the size shrinking
of nn Cooper pair occurs at finite low-density region in the quasi-2D system. We find that for reasonable
slab thicknesses of a ∼ 1 fm, the pair radius is of the order of 2−3 fm in agreement with realistic 3D
HFB calculations [15]. We also show that the transition region of the BCS-BEC crossover appears in the
quasi-2D neutron matter at kF /k0 < 0.4 ∼ 0.5 for a ∼ 1 fm.
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Abstract
We investigate the occurrence of exotic structures in nuclear matter at sub-
nuclear densities within the framework of the dywan model. This approach,
developed ab initio for the description of nuclear collisions, is a microscopic
dynamical approach in which the numerical treatment makes use of wavelet
representation techniques. Before tackling the effects of multi-particle cor-
relations on the overall dynamics, we focused the present work on the study
of cold matter within a pure mean field description. Starting from inhomo-
geneous initial conditions provided by an arrangement of nuclei located on
an initial crystalline lattice, the exotic structures result from the dynamical
self-consistent evolution. The nuclear system can freely self-organize, it can
modify or even break the lattice structure and the initial symmetries of matter
distribution. This approach goes beyond the Wigner-Seitz approximation and
no assumption of final shapes of matter is made. In this framework, different
effects, as the sensitivity of the structural phases to the Equation of State and
to the proton fraction are analysed.
1 Introduction
Neutron stars have fascinated scientists since their discovery in the last century, and a considerable effort
has been done in order to understand its peculiar observed behaviour. In addition, at present there is an
increasing amount of observational data from terrestrial and from satellital telescopes as well.
Neutron stars are the remnant which is left behind the explosion of massive stars. Since they are
very compact objects, they constitute a true laboratory for the study of dense matter.
It is usual to divide neutrons stars in different regions according with their density. The outermost layer,
of about 0.5 km thick and mean density < ρ >. 1011g cm−3, is supposed to be composed of essentially
a crystalline lattice of neutron-rich nuclei immersed in a degenerate gas of electrons. The inner part of
the crust, around 1km thick, is still composed by nuclei in the electron gas background and, in addition,
by a gas composed by dripped neutrons. There the density ranges between 4×1011g cm−3 and 1×1014g
cm−3. After this region there is the core, where matter is supposed to be composed of a uniform liquid of
neutrons, protons and electrons and, possibly, other elementary particles can appear as density increases,
when going to the center of the star. The thickness of this region is around 10 km and the density is
supposed to increase up to ∼ 1015g cm−3 and higher.
We will focus ourselves on the crust, which corresponds to roughly the two first mentioned regions.
In this region the existence of nuclei with exotic shapes has been predicted independently by Refs. [1] and
[2], both works based on a liquid-drop description. These non spherical shapes, which have been called
“pasta phases”, are supposed to occur at sub-nuclear densities, as the result of the interplay between
Coulomb and nuclear forces. It has been argued that the occurrence of these structures can influence the
observation of different internal processes, as the interaction of neutrinos with matter [3], [4], and that
they could be sensitive to the equation of stare (EOS) of nuclear matter.
That pioneer prediction has been confirmed by recent works, in particular by that of Ref. [3] where
the importance of nuclear dynamics has been underlined. Most theoretical works agree in the following
scheme giving the evolution of the structures with increasing density:
spherical֌ cylinders֌ slabs֌ complex structures֌ uniform.
The aim of this work is to study the properties of matter as it could exist in the crust, in particular
we would like to understand the occurrence and evolution of non-spherical phases. In the present range of
temperatures (T∼ 1 MeV ) and densities (ρ . ρ∞), matter is correctly described in terms of interacting
nucleons in a uniform distribution of electrons [5]. To this end we have developped a new model which
is based on the dywan model of nuclear collisions [6]. Since the different structural phases involve
low energy configurations, in this first calculations, we will investigate the role of a pure mean field
description at zero temperature. In particular, we are interested in probing the sensitivity of the structures
to the EOS of nuclear matter.
This work is organized as follows. In Section 2 the model is briefly presented. In Section 3 we
present the results concerning some static properties of nuclear matter and the dynamical investigation
of structures formation. Conclusions and outlooks are given in Section 4.
2 The model
At neutron star densities and temperatures nuclear matter can be modelled by a neutral mixture of nuclei,
electrons and, eventually, free neutrons. Nuclei are expected to form a crystalline lattice and electrons
are considered as a degenerate relativistic gas, modelled by a uniform charge density which ensures the
neutrality of the system. The structure of the model consists into two main parts, the first one concerns
the preparation of the initial state of the system, the second one its subsequent evolution.
2.1 Initial configuration
In a first step, a static Hartree-Fock (HF) self-consistent procedure is implemented in order to get nuclear
composites either at their ground states or in excited states induced according to mechanical or thermal
constraints. Each of these nuclei, prepared in a single Wigner-Seitz (WS) cell, are used to construct
the super-cell (see Fig. 1) and with it the complete three-dimensional lattice, to which periodic bound-
ary conditions are applied. For this calculation a simple cubic super-cell has been considered, but the
characteristics of it can be arbitrarily chosen.
For this calculation we have chosen a density-dependent zero-range effective interaction, with the
following self-consistent field:


















(ρ− ρ∞)ξ + V
C
q ,
where ρn and ρp stand for neutron and proton densities, ρ = ρn + ρp, ξ = ρn − ρp, q=1/2 for neutrons
and -1/2 for protons, ρ∞=0.145 fm−3 is the saturation density of infinite nuclear matter and V Cq is the
coulomb potential.
The parameters of the force are related with those corresponding to the usual Skyrme force, t0, t3,










with x0 = x3 = −1/2. The values of these parameters are ν=1/6, c=20MeV, and:
t′0/ρ∞ = −356MeV fm
3 t′3/ρ
ν+1
∞ = 303MeV fm
3(ν+1) .
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Fig. 1: Initial lattice density profiles. Wigner-Seitz cell and super-cell are displayed. Infinite matter is simulated
through periodic boundary conditions.
The current values of the parameters reproduce the principal static characteristics of nuclei, as
binding energies, radii and equilibrium densities. The incompressibility modulus in symmetric matter
is K∞= 200 MeV, corresponding to a soft EOS. The asymmetry parameter Ω will be varied in order
to analyze the influence of the isospin dependence of the force on the morphological characteristics of
matter.
2.2 Dynamical evolution
Once the initial conditions are given, nuclei are led to evolve allowing the matter to self-organize in
a dynamical way. Using many-body techniques, as the projection methods, it is possible to derive a
hierarchy of equations of motion for the reduced density matrices, which can be truncated under some
assumptions, concerning the available information about the system. In this work we will remain at
the lowest level of this hierarchy, which corresponds to a pure mean-field description. In this approach,
single particle wavefunctions are spanned in a moving basis of wavelets {αi}:





i > (t) . (2)
Wavelets [8] are functions of a set of correlated coordinates {~ξ, ~χ, ~π, ~φ}, which are the first and second
moments in phase space:
< x >= ξx < (x− ξx)
2 >= χx < px >= πx < (px − πx)
2 >= φx ,
with similar expressions for y and z components. The equations of motion of the moving basis can be































V being the wavelet transform of the effective nuclear potential V =< α|V HF |α >. It is important to
underline that the self-consistent mean-field is a function of the density extended to the overall supercell
and not only to a single WS cell.
Equations 4-6 are Hamilton like equations for the centroïds and widths of the moving basis and solve the
TDHF equations for the single particle wave-functions [9].
3 Results
3.1 Static characteristics of nuclear matter
Among the principal physical quantities reflecting the characteristics of the force we can consider the












where the quantity ωkin corresponds to the kinetic contribution to the density energy.







Fig. 2: Energy density per baryon (left) and neutron chemical potential (right) in cold neutron matter as a function
of the density for different values of the asymmetry parameter Ω.
the asymmetry parameter Ω and with c=20 MeV. Together with these values are plotted the results of
Ref. [10] in triangles. It can be shown that when the densities reach their respective saturation values in
symmetric nuclear matter we obtain similar values of ω as those of the above reference.
On the right part of Fig. 2 is represented the neutron chemical potential as a function of the density
in pure neutron matter. These calculations are also performed at zero temperature and for different values
of Ω, for the same fixed c value. The results of References [10], [11] and [12] are in diamonds, squares
and dots, respectively. The calculated values of µn with Ω = −100MeV are in good agreement with
SKM calculations, while those for the two other values of Ω show important differences with them
mainly at high density. These differences will affect the dynamical evolution.
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3.2 Dynamic behaviour
In Fig. 3 we show the time evolution of neutron density on a simple cubic supercell. The system is
composed of 27 nuclei of oxigen isotopes, with proton fraction x=0.1. Individual nuclei have been ini-
tially prepared with a slight deformation and then released. Besides spherical shapes, the occurrence
Fig. 3: Time evolution of the supercell neutron density correspondig to a system of 27 oxigen isotopes with proton
fraction x=0.1.
of cylindrical or planar structures are observed as the transitions betwen these different shapes as well.
In order to characterize these structures we have applied a methodology based on the integral-geometry
morphological image analysis (MIA) [13], which assigns numbers to the different shapes [9].
Each plot stands for isodensity surfaces representing surfaces of equal density, which are higer than a
given threshold density ρt. In Fig. 3 the corresponding threshold is ρt=0.065 fm−3, while the overall
mean density is < ρ >=0.0725 fm−3.
The resulting density plots represent embedded structures, which are evidenced when varying the thresh-
old density. This aspect is illustrated in Fig. 4 where we have represented the same system as in Fig. 3,
at t=201fm/c, but with two different choices of ρt . In Fig. 3 ρt=0.065 and the structure can be char-
Fig. 4: Neutron density for the same system as in Fig. 3 at t=201 fm/c for two values of the threshold denstity ρt.
acterized as sponge-like, while in Fig. 4 the shapes are spherical, with ρt==0.09 fm−3 and cylindrical
bubbles with ρt==0.05 fm−3.
In order to get a better understanding about the interplay between these different aspects in Fig. 5
we have represented the different structures in a plot of the threshold density ρt versus the overall mean
density < ρ > for two proton fractions and for different values of the asymmetry parameter Ω.
For simplicity, we have considered a coarse-grained classification of phases: spherical (black),
cylindrical (light grey), planar (dark grey), sponge-like structures (white) and bubbles (grey). In these
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Fig. 5: Neutron threshold density versus the neutron mean density normalized to the saturation value for different
values of Ω and for two proton fractions : x=0.2 (left) and x=0.5 (right). The different structures are in grey scale.
calculations we have implemented three different versions of the asymmetry parameter Ω in order to
analyze the sensitivity of the results to the EOS, while keeping fixed the other parameters of the force.
As mentioned before, we observe in these pictures that for a fixed mean density different structures can
coexist. Conversely, for a given value of threshold density ρt and for growing values of the average
density the system takes successively different structures. For instance in the case Ω=-100MeV, x=0.2
(on the left) and a for a fixed value of ρt at around 0.06, the system passes through the above mentioned
structures and in that order. This behaviour is in agreement with the typical picture of phases sorting
suggested by the pioneer works of Ref. [1], [2] and confirmed by recent works. Among them we can
mention the work of Ref. [3] where complex structures as sponge-like structures have been found, and
they have been called “intermediate phases”. The phase diagrams in this works are given in a one
dimension representation. In our case, phase diagrams are two-dimentional and in Fig. 5 equivalent
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structures to those of Ref. [3] can be observed along the density axis for a bin in the threshold density of
around 0.06 fm−3 in the case where Ω=-100MeV and x=0.2.
In the symmetric case (on the right) the diagram is weakly dependent on the EOS and some structures
are absent (slabs). In the asymetric case (on the left) more distinct structures can exist and more complex
structures appear on a larger region of neutron threshold densities. In this case the influence of the EOS
is more perceptible. Indeed, one observes that as the force softens (for increasing Ω values), the slab
region increases and the one corresponding to sponge-like phases decreases.
This result can be related to the static characteristics of the force. Indeed, according to Fig. 2, the
density variation of the neutron chemical potential in pure neutron matter is stronger for the stiffest
effective interaction. Therefore, the emission of neutrons located near the surface will be favoured, or
equivalently, the probability that neutron wave functions spread in all directions will increase. This is
emphasised by a clear increase of sponge-like structures, in correlation with a greater spatial extension
of the neutron liquid, linking the residual clusters. For this reason, the minimum threshold density for
the onset of spherical structures is lowered.
4 Conclusion
The previous discussions indicate that the formation of non spherical phases and the transitions between
them are processes of dynamical nature and that different morphological structures corresponding to dif-
ferent threshold densities can exist at a given time, for a given average density. The existence of these
embedded structures makes their characterisation not trivial, for this reason it is worthwile to repesent
them through phase diagrams in two dimensions. The observed structures are sensitive to both the proton
fraction and to the EOS, mainly in the case of asymetric matter.
Nevertehless, several improvements have to be done, in order to go beyond a pure mean-field descrip-
tion. This requires a convenient treatment of particle correlations in the interest of introducing disspative
effects and density fluctuations. On the other side it is necessary to implement more sophisticated effec-
tive forces and to diversify the crystalline lattice by introducing more complex cells. We are currently
considering other initial conditions with more heavy nuclei subjected to different excitations. This work
is in progress.
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Abstract 
The branching ratio of 223Ac decay by spontaneous 14C emission was 
measured and a search for 15N clusters was performed.  After exposure of a 
hemispherical array of solid-state nuclear track detectors, 347 14C events 
were identified and no 15N events.  B(14C) = λ(14C)/λ(α) = (3.2 ± 1.0) x 10-11 
is consistent with a favoured ground state to ground state transition.  As no 
nitrogen tracks were found, only an upper limit could be inferred for 15N 
emission, B(15N) = λ(15N)/λ(α) ≤ 2.2 x 10-13 (confidence limit 90%), 
consistent with an unfavoured transition.  Intense 227Pa sources were 
produced for this study, using the reaction 232Th(p,6n)227Pa.  This offered an 
opportunity to compare the measured source strength with predictions based 
on published excitation function data. 
1 Introduction 
Since the discovery of 14C radioactivity of 223Ra by Rose and Jones [1] about 25 years ago, the 
spontaneous emission of neutron-rich clusters, ranging from 14C to 34Si, have been observed in the 
radioactive decay of various trans-lead nuclei [2].  A rather intense period of searching for suitable 
cases of this rare phenomenon lasted about 15 years, given that 18 combinations of “parent 
nuclei/observed clusters” were known by circa 1993, 22 cases by 1999 and 23 cases to date.  The 
sharp decrease in new results during the last decade is largely because of the increasing difficulty to 
perform new experiments aimed at discovering transitions with continually decreasing branching 
ratios.  While the use of solid-state nuclear track detectors (SSNTD) revolutionized the detection of 
rare heavy clusters in a background dominated by an alpha particle flux that is many orders of 
magnitude higher, a practical limit of detection does exist with SSNTD techniques.  Although the 
“threshold” characteristics of these detectors cause them to be immune to the tracks made directly by 
the low-ionizing alpha particles, they are nevertheless weakly sensitive to the recoils produced when 
heavier atoms are being struck by alpha particles [2].  This sets an upper limit to the integrated alpha 
particle flux that can be tolerated, beyond which the detector loses sensitivity.  This complication can 
be largely avoided and/or compensated for by increasing the total detector surface area, which, 
however, increases the size of the experiment and the human effort required to scan the larger detector 
surface for cluster events.  Also, there are practical difficulties producing the very intense sources that 
prospective new experiments may require.  For these reasons, the lowest branching ratio relative to 
alpha decay that could be determined experimentally to date is between 10-17 and 10-18.  
The predicted cluster radioactivity of 223Ac has, ironically, eluded experimental verification for 
many years.  The reasons for this will be discussed in due course.  In principle, it should be one of the 
“easier” cases as the expected branching ratio for 14C emission is relatively high, of the order 10-11.  
*Deceased  
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Furthermore, the reasons why 223Ac should be a particularly interesting nucleus to study for its cluster 
radioactive decay modes are compelling.  Firstly, two modes of cluster radioactivity for this nucleus 
are predicted:  223Ac → 14C + 209Bi (Q = 33.08 MeV) and 223Ac → 15N + 208Pb (Q = 39.49 MeV).  
Secondly, it is the isobaric analogue of 223Ra, the nucleus first studied and probably the most studied 
for its cluster radioactive decay.  The search for 15N may be particularly interesting as two opposing 
factors will affect its emission.  On the one hand, the decay energy to the ground state of the doubly 
magic nucleus 208Pb is particularly large, resulting in a relatively large transmission coefficient.  On 
the other hand, a ground state to ground state transition is expected to be hindered by the configuration 
of the unpaired proton before and after the decay, which is significantly different in 15N and 223Ac.  
Note that transitions to excited states of 208Pb should be severely hindered energetically as those states 
are lying so high above the tightly bound ground state (E* = 2.61 MeV for the 1st excited state, 
reducing the barrier penetrability by more than 4 orders of magnitude), thus, such transitions are not 
expected to be experimentally attainable.  In contrast, some predictions for a ground state to ground 
state transition seem to be experimentally quite attainable. 
There is a further compelling reason to be curious about the cluster radioactivity of 223Ac.  Until 
a number of years ago, it was generally believed that a ground state to ground state transition from an 
odd-A nucleus should always be hindered [3], such as has been known to be the case for alpha decay 
for many years.  Indeed, such unfavoured decay has been found in heavy cluster emission from 
various odd-A emitters [2] such as 221Fr, 221Ra, 223Ra, 231Pa and 233U.  A study published in 1993, 
however, found an unexpectedly high value for the branching ratio of 14C emission from 225Ac, 
consistent with a ground state to ground state transition [4].  This branching ratio was re-measured in 
2001 and confirmed the 1993 result [5].  To date, the only isotope of Ac that has successfully been 
studied for its 14C radioactivity is 225Ac.  Although the fact that its 14C emission, which rather reflects 
that of even-even emitters, is now believed to be understood, this result still remains somewhat of an 
anomaly.  In particular, if the transition hindrance is determined by the change of the odd (unpaired) 
nucleon configuration before and after the decay (an odd proton in this case) then one can expect 
similar behaviour from 223Ac. 
It is instructive to reflect on the experimental method used to measure the emission of heavy 
clusters from 225Ac (amongst other cases) [4,5] and why that particular method was not successful in 
the case of 223Ac.  In any such experiment, obviously, one needs a source of the desired parent 
radioisotope.  Typically, the SSNTD will be arranged in either a spherical array around the source (i.e. 
a 4π geometry) or a hemisphere (i.e. a 2π geometry).  As the source is placed in the centre of the 
sphere, it should ideally have as close to a point geometry as possible, deposited on a backing which is 
thin enough not to significantly degrade the emitted ions.  (The latter condition on the backing is 
largely relaxed for a hemispherical detector geometry).  Both the array of detectors and the source 
have to be pumped down to vacuum during the exposure.  In several previous studies, radioactive 
beams of the desired species were obtained at the ISOLDE facility of CERN by magnetically 
separating the ions of interest from the spallation products induced in the bombardment of a thick 
ThC2 target with protons (either 600 MeV or 1 GeV).  The extracted ions (of ~ 60 keV) were collected 
on thin carbon or aluminium catcher foils placed at the appropriate positions in the focal plane of the 
ISOLDE magnetic separator.  If the half-lives were sufficiently long, the sources produced in this way 
could be removed after an appropriate collection time and the SSNTD exposed off-line.  If the half-
lives were short relative to the required collection time, e.g. in the cases of 221Ra (T1/2 = 28 s) and 221Fr 
(T1/2 = 4.9 min), the detector exposures had to be performed on-line, at the same time as the source 
collections [6].   
Actinium, however, proved to be a very difficult case.  Efforts to produce sufficiently intense 
beams of 223Ac and 225Ac were not successful as the diffusivity of Ac in the ThC2 targets proved to be 
extremely low, even at highly elevated temperatures.  Efforts to increase the diffusivity were also not 
successful.  Sources of the longer-lived 225Ac (T1/2 = 10.0 d) could, however, still be produced at 
ISOLDE for off-line experiments, by collecting its β- precursors 225Ra and 225Fr with high intensity, 
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followed by an appropriate waiting period (about 20 days) for the 225Ac to grow in as the precursors 
decay [4,5].  In contrast, 223Ac is a very different case as its half-life is only 2.1 minutes, which means 
that even if a beam of this ion could have been produced, an on-line experiment would have been 
required.  It also does not have any β-precursors.  An experiment was therefore designed to produce 
sources of 227Pa, which has a much longer half-life (38.3 min) and would continuously feed 223Ac (in 
secular equilibrium with its precursor) by means of alpha decay.  Aspects relevant to the production of 
the sources are presented in Sec. 2, details of the search for heavy clusters are presented in Sec. 3, the 
results are discussed in Sec. 4 and, finally, a summary and conclusion are presented in Sec. 5. 
2 Source production 
Targets of Th were irradiated with a 66 MeV proton beam delivered by the separated sector cyclotron 
of iThemba LABS, the relevant reaction being 232Th(p,6n)227Pa → 223Ac + α.  The Pa was chemically 
separated from the Th target matrix using an ion exchange chromatographic technique.  Details of the 
radiochemical investigation of this study have already been published elsewhere [7].   
During the planning stages, yield calculations were performed using the rather old excitation 
function data of Suk et al. for 232Th + p [8].  Here we would like to briefly look at all the available 
EXFOR data sets [9] as some doubt exists about the quality thereof for this reaction.  Four relevant 
EXFOR entries exist but two are from the same authors and are combined into a single set, shown in 
Fig. 1.  The excitation function of Suk et al. [8] (EXFOR entry B0037) shows a prominent peak with a 
maximum of about 42 mb at 47 MeV.  The data of Lefort et al. [10] (EXFOR entries O0044 and 
P0006) also show a peak in the relevant energy region but somewhat shifted towards higher energies, 
reaching a maximum of about 15 mb at 54 MeV.  The excitation function of Meinke et al. [11] 
(EXFOR entry P0047) has a very different shape, not reaching a maximum at all in the relevant energy 
region.  A peak is expected for the (p,6n) reaction, however, as shown by a standard Geometry 
Dependent Hybrid (GDH) model calculation performed using a very recent version of the computer 
code ALICE/ASH [12].  Based on this prediction, the data of Ref. [11] were disregarded.  It is 
interesting that the GDH calculation gives a result located largely between the two other experimental 
excitation functions.  Based on the shape of the excitation function, it was decided to prepare targets 
with an effective energy window 62 → 40 MeV, indicated by the dashed lines in Fig. 1.  The lower 
value is just above the expected reaction threshold while the higher value is the practical upper limit 
for encapsulated targets, using standard iThemba LABS targetry and a 66 MeV proton beam, which is 
regularly available at the laboratory for its routine radionuclide production programme.   
Ten Al-encapsulated Th targets were prepared for this study, shown in Fig. 2 together with a 
standard iThemba LABS target holder for irradiating batch radionuclide production targets.  The Th 
discs had a thickness of nominally 4.7 g/cm2 and weighed 8 g each.  During bombardment, a target 
would be completely surrounded (4π) by fast flowing cooling water.  Several targets were bombarded 
at relatively low beam intensities for use in the development and testing of the radiochemical 
procedures.  Three test bombardments and the final experimental bombardment were done at an 
average beam current of 80 μA for 2 hours.   
As the half-life of 227Pa is quite short, time was critical.  The challenge was to complete the 
radio-chemical separation and prepare a dry source, ready to be put into a vacuum, within two half-
lives after the end of bombardment (EOB).  The total time from EOB to the start of the track detector 
exposure could eventually be reduced to 71 minutes (42 minutes to transfer the bombarded target from 
the beamline to the hot-cell complex, remove the Th from the capsule, bring the Th into solution, 
separating the Pa from the Th using an anion exchange column and rinsing the column;  Eluting the Pa 
into a volume of only 2 mL took about 6 minutes; It took another 23 minutes to evaporate the Pa-
containing eluate to dryness on a gold-plated copper source plate (see Fig. 2) under an infra-red lamp, 
transferring the source to the experimental vacuum chamber and pumping down to vacuum).  Here we 
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would only like to comment on two further aspects of the radiochemistry which affected the final 
source yield.  In order to speed up the dissolution process in concentrated HCl, it was necessary to add 
a small quantity of HF.  As a result, about 10% of the Th converted into an insoluble fluoride form, 
which had to be filtered out and discarded.  Although the elution was very rapid and efficient, a loss of 
about 5% was nevertheless allowed in order to keep the final source solution down to 2 mL.  
Consequently, the radiochemical separation efficiency was ~ 85%. 
 
 
Fig. 1: Excitation functions of 227Pa formed in the reaction of protons with 232Th.  The open circles are the data 
of Suk et al. [8], the closed circles those of LeFort et al. [10] and the open squares those of Meinke et 
al. [11].  The solid curves are polynomial fits used for calculating the corresponding thick-target 
production rates.  The dot-dashed curve is a GDH calculation performed with the computer code 
ALICE/ASH (see text).  The dashed lines indicate the selected energy window for the Th targets used 





Fig. 2: FRONT:  Al-encapsulated Th targets and Au-plated Cu source plate.  BACK:  Target holder with beam 
entrance window (RIGHT) and beam stop (LEFT) removed. 
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The strength of the source used in the final experimental run was derived from its alpha-particle 
emission spectrum, measured with a calibrated Si surface-barrier detector.  The details of that rather 
involved analysis will not be given here, however, for the purposes of the discussion to follow it is 
convenient to give its value here:  The 227Pa yield at EOB was determined to be 41.1 GBq (1.11 Ci) 
with a total experimental uncertainty of 30%.  Some of the uncertainty derives from the fact that the 
source geometry deviated from a point source (the diameter of the source was 25 mm) which was 
necessitated by a strict requirement to reduce the evaporation time (leaving no option but to increase 
its surface area), thus, some source imperfection was accommodated for the sake of speed.  Fig. 3 
shows the growth and decay curves of 227Pa and its daughter 223Ac for that source, taking the relevant 





Fig. 3: Growth and decay curves of 227Pa and 223Ac relevant to the final experimental source.  Period (a) is the 
target bombardment, (b) is the radiochemistry and source making stage, and (c) is the detector exposure 
period.  Note that the exposure was stopped at a time where sufficient activity was still left in the 
source to measure the alpha-particle emission spectra (see text).  
 
It is interesting to derive the effective 227Pa cross section applicable to the full production energy 
window, 20 – 62 MeV, from the excitation functions shown in Fig. 1 and compare them with the 
corresponding value obtained from this experiment.  Values of 21.68 mb and 9.45 mb were obtained, 
respectively, from the excitation functions of Suk et al. [8] and LeFort et al. [10].  In this study we 
measured a value of 7.71 ± 2.31 mb, in good agreement with the earlier work of LeFort. 
3 Search for heavy clusters 
A hemispherical dome with a radius of 11.75 cm was covered on the inside with BP-1 phosphate glass 
track detectors (Schott Glass Technologies, USA) [14] such that the geometrical efficiency was ~84% 
of 2π.  In the case of BP-1 glass, the charge threshold is exactly 6, therefore, the enormous alpha 
particle flux accompanying the emission of heavier clusters was not seen.  After exposure at iThemba 
LABS, these glasses were carefully packaged and shipped to the University of Milan, where they were 
first etched in 50% HBF4 at 65°C for about 2 days to enlarge the latent tracks and make them visible 
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under an optical microscope.  The whole track detector surface (about 730 cm2) was investigated at 
200x magnification with an automated system, based on an Elbek (Siegen, Germany) image analyzer.   
All the events found by the automated system were also manually inspected and the track 
parameters measured for those events whose identification was uncertain.  Particle identification was 
obtained by plotting the sensitivity (S) versus the residual range (R), parameters which are 
proportional to the specific energy loss and energy of the ion, respectively.  (S = vt/vg, where vg is the 
etching velocity in the undamaged parts of the detector and vt is the etching velocity along a particle 
latent track, which gives rise to a characteristic conical track that appears as a black spot in the bright 
field of the microscope.)  This process also involved a comparison with calibration curves obtained by 
irradiating similar samples of BP-1 glass with ions of known mass, charge and energy, delivered by 
the cyclotron of LNS, Catania, Italy.  The scanning of all the glasses took many months to be 
completed.  Full details of the method used for this purpose can be found in Ref. [5]. 
As already mentioned in the Introduction, some predictions for heavy cluster emission from 
223Ac were already available many years ago.  It is, therefore, interesting to first peruse some of these 
numbers and, scaled to the experimental source strength of this work, derive the expected numbers of 
clusters according to these theories.  These values are presented in Table 1. 
 
Table 1: Theoretical predictions of 14C and 15N decay branching ratios relative to α-particle decay and 
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1.001 x 10-12 
 
25 ± 8 
 
11 ± 3 
(a)  (2.535 ± 0.761) x 1013 α particles were emitted from the source during the SSNTD exposure (see text). 
4 Results and discussion 
The analysis of the results, based on chi-square criteria, resulted in 347 identified 14C events and no 
15N events.  Corresponding experimental branching ratios relative to alpha particle emission were 
derived: 
 




In the case of 15N, only an upper limit could be inferred from inverse Poisson statistics, with a 
confidence limit of 90%. 
The 14C result is in excellent agreement with a favoured ground state to ground state transition 
according to the cluster model of Blendowske et al. [2, 3] (see Table 1), which assumes a pre-formed 
cluster tunneling through a potential barrier, such as traditionally assumed in theories of alpha decay.  
It is also in agreement with the value according to the model by Poenaru et al. [15], which treats the 
decay as a superasymmetric fission process [2,15]. 
The 15N result is consistent with the Blendowske prediction for an unfavoured transition.  It 
disagrees, however, with the Poenaru prediction.   
The result for 14C emission from 223Ac is very similar to that found from 225Ac and can again be 
interpreted in terms of the similarity between initial and final states [4,5,16].  According to this 
interpretation, two hypotheses should be considered, both based on the ground state configuration of 
the mother nucleus and, in particular, the odd (unpaired) proton.  If 223Ac and its sister radionuclide 
225Ac have reflection-symmetric shapes resulting from quadrupole and/or hexapole deformations, then 
according to older studies (see e.g. [17] and references therein) the ground state is described by the 
3/2-[532] Nilsson configuration, which originates from the 1h9/2 spherical shell at zero deformation.  
The 83rd proton of the near spherical daughter nuclei, 209Bi and 211Bi, is also described by the 1h9/2 
shell of the spherical shell model, consequently, the 14C emission may be expected to be favoured by a 
ground state to ground state transition.  This is the first hypothesis.  The second hypothesis assumes an 
intrinsic ground state shape of the mother nucleus which is reflection-asymmetric, resulting from 
significant octupole and higher-order odd-multipole deformations, according to the later work by 
Ćwiok et al. [18].  In this case, the final proton state in the mother nucleus is described by the Ω = 3/2 
(nΩ = 13) orbital [18], which originates from the 2f7/2 shell at zero deformation.  The 14C decay to the 
ground states of 209Bi and 211Bi should therefore be hindered, while decay to the first excited states in 
these nuclei should be favoured as Jπ = 7/2- (E* = 0.896 MeV for 223Ac and E* = 0.405 for 225Ac).  
Transitions to the first excited states will, however, be energetically hindered, by factors of about 40 in 
223Ac and 6 in 225Ac relative to the respective ground states, due to lower barrier penetrability.  Thus, 
the experimental results do not agree with the second hypothesis as the measured 14C decay rates are 
too high, by roughly those same factors mentioned above.  In this respect, the new result is especially 
significant as the difference between the transmission coefficients for a transition to the ground state 
and a transition to the first excited state is significantly larger for 223Ac than for 225Ac (due to the 
higher excitation energy of the first excited state in the former nucleus).   
Another way of looking at these results is to make a deliberate assumption, for the sake of the 
argument, that the experimentally observed events correspond to the population of both the ground 
and first excited states, and to ask what the upper limit is of the fraction belonging to the first excited 
state.  This upper limit should correspond to a unity hindrance factor, HF = 1 (see e.g. Ref. 6 for a 
formal definition).  This yields relative intensities of 89% [11%] and 74% [26%] for the population of 
the ground state [first excited state] in the 14C decay of 223Ac and 225Ac, respectively.  Clearly, most of 
the observed events can only belong to the population of the ground state.  Indeed, it is unlikely that 
transitions to the first excited of the daughter nucleus will not be hindered (i.e. it is expected that the 
hindrance factors will be significantly larger than unity), thus, the available information even more 
strongly supports the first hypothesis than these conservative relative intensities would suggest. 
It is immediately evident that high-quality fine-structure measurements of these decays would 
be very useful, which the use of SSNTD does not allow as its energy resolution is too low to 
distinguish between transitions to the ground state and first excited state.  It is noteworthy to reflect on 
one attempt to measure the fine structure in the 14C decay of 225Ac [5], using the superconducting 
magnetic spectrometer SOLENO of the IPN-Orsay, France, with which the fine structure of 223Ra was 
successfully measured some years earlier [19].  In contrast to the 223Ra experiments, the 225Ac 
investigation with SOLENO was not successful as the 14C events were swamped in the focal plane by 
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a background of alpha particles with the same magnetic rigidity, originating from multiple scattering 
within the spectrometer.  An experiment with a more favourable signal-to-noise ratio would be 
desirable but may experimentally be extremely demanding. 
Lastly, we wish to report that during one of the test runs (mentioned earlier) a hemispherical 
dome containing only a small subset of the full complement of BP-1 glass track detectors was exposed 
to the emissions of a prototype 227Pa source.  From this trial experimental run, which was performed to 
test the feasibility of the experiment, a total of 47 14C events were eventually collected, in excellent 
agreement with the full experiment performed afterwards.  Preliminary results of this work have been 
reported at the Nuclear Cluster Conference (Cluster’07) held in Stratford-upon-Avon, U.K. [20].  
5 Summary and conclusion 
An experimentally determined branching ratio for the emission of 14C clusters in the radioactive decay 
of 223Ac is consistent with a favoured ground state to ground state transition.  The explanation for this 
rather unusual decay of an odd-A nucleus, which is reminiscent of even-even 14C emitters in the trans-
Pb region, can be based on similar arguments as those reported previously for the 225Ac nucleus, 
related to the state to which the 83rd (unpaired) proton belongs before and after the decay. 
In the case of 15N emission, the non-observance of any events is compatible with an unfavoured 
transition.  This is not unexpected as the unpaired odd proton state is very different in the heavy 
nucleus 223Ac and the light fragment 15N, resulting in a large hindrance for such a transition. 
A secondary result of this work highlights the large discrepancy that exists in the available 
literature concerning the excitation function data for the 232Th(p,6n)227Pa reaction (as compiled in 
current EXFOR data files), with only one set of previous data found to be in good agreement with the 




It is with sadness that we remember the friendship and inspiring talent, knowledge and skill of 
Svetlana Tretyakova and Roberto Bonetti, who tragically passed away during the course of this work. 
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Abstract
Results of a study of the (p, pα) reaction on 12C with polarized incident protons
of 100 MeV are reviewed. Experimental cross section and analyzing power
distributions are compared with predictions of a distorted wave impulse ap-
proximation (DWIA) theory. The theory reproduces the data reasonably well,
suggesting that a quasifree knockout mechanism dominates the reaction. Spec-
troscopic information extracted from the cross section data is in agreement
with a shell model prediction.
1 Introduction
The kinematic distribution of reaction products from (p, pα) knockout reactions is able to reveal details
of cluster structure of atomic nuclei. Cluster preformation probabilities and momentum distributions may
in principle be extracted by comparing measured cross section distributions with predictions of distorted
wave impulse approximation calculations. Furthermore, analyzing power distributions are very sensitive
to details of the reaction mechanism, and they provide information on the extent to which the core of the
target system acts merely as a spectator to the cluster knockout.
Recent results [1, 2] for the reaction 12C(p, pα)8Be(g.s.) at an incident energy of 100 MeV show
that, to a very good approximation, the coincidence cross section factorizes into one component that
represents the two-body projectile-cluster collision, and another part that contains the convolution of the
distortions with the target structure. This manifests itself as a remarkable correspondence between two-
body cross sections extracted from the coincident (p, pα) distributions and the differential cross section
angular distributions of free p–4He elastic scattering. In addition, the analyzing power distributions of
the two reactions are also in agreement. Not only does this confirm the factorization of the cross section
of the (p, pα)–reaction, but it also suggests that the polarization of the projectile involves mainly the
two-body interaction.
In this review we interpret the significance of the main results obtained from Ref. [1, 2]. The
most prominent details of the agreement between the predictions of a distorted wave impulse (DWIA)
approximation theory and the experimental distributions are discussed. In addition, we examine the
experimental results for validity of the impulse approximation. Finally, we investigate the factorization
of the cross section for non-zero recoil momenta of the heavy residual nucleus.
2 Comparison of theory with experimental data
The work of Refs. [1,2] studied the (p, pα) reaction on 12C at an incident energy of 100 MeV. Coincident
cross sections and analyzing power distributions were measured at 10 coplanar angle pairs, selected in
such a way that zero recoil momentum of the unobserved heavy nuclear residue is kinematically allowed
at all angular settings. The missing-mass resolution was good enough to resolve knockout to the ground
state of the residual nucleus, which is of interest, from the reaction to the first excited state. For each
angle pair the experimental data in the kinematic locus corresponding to ground-state knockout could be
selected. The resulting energy sharing cross section and analyzing power distributions were plotted as a



































 Proton Energy (MeV)
Fig. 1: Cross section distributions projected onto the proton energy axis for the reaction 12C(p, pα)8Be(g.s.).
Statistical error bars on the experimental values are indicated. The curves represent results of DWIA calculations
as described in the text.
The DWIA [3, 4] gives a fairly good reproduction of the experimental distributions with dis-
torted waves generated with standard optical model potential parameters, which were also used in earlier
work [5]. The results are fairly insensitive to the exact choice of parameter sets of the incident and out-
going protons. However, different α–8Be sets, or alternatively bound state parameter sets, could provide
even better agreement with the cross section distributions. Representative results are displayed in Fig.1
for two angle sets that almost mirror the proton and α–particle positions. The DWIA calculations which
are shown, are calculated with the α–8Be parameter set labeled III in Ref. [2]. The DWIA calculations
are normalized to the experimental data, which then gives the spectroscopic factor. The full set of ex-
perimental data in Ref. [2] provides a spectroscopic value of 0.7 ± 0.5, which is consistent with a shell
model prediction [6]. This result supports the suspicion that the nucleus 12C has a very low α-clustering
component in its ground state.
For the data in Fig.1, experimental distorted momentum distributions are extracted by dividing
the cross section data by the projectile-cluster two-body cross section (calculated with optical model
parameters [2], which describe free scattering [7] and thus approximate the proper half-shell quantity [5])
and the known kinematic factor. In Fig.2 the results are plotted as a function of recoil momentum. We
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Fig. 2: Momentum distributions at two angle pairs extracted from the experimental cross sections for the
12C(p,pα)8Be(g.s.) reaction. Statistical error bars on the experimental values are indicated. The scale on the
vertical axis is in arbitrary units, but is nevertheless the same for both angle pairs.
find that the distorted momentum distributions at the two angle pairs are in excellent agreement with each
other on the low-momentum side, in spite of the fact that the energy sharing distributions in Fig.1 are very
different. This result confirms the validity of the impulse approximation, which relates the momentum
of the bound α–cluster to the recoil of the residual nucleus.
Note that the difference at the top positive momentum range in Fig.2 is probably ascribable to
sequential α–particle decay [2,5] at the large proton emission angle. This hypothesis is supported by the
fact that the momentum distribution for θp=37◦ is fairly symmetric around zero momentum, as would
normally be expected.
In Fig.3 analyzing power distributions for the reaction 12C(p, pα)8Be, from Ref. [2], are presented
for four representative angle pairs. For this experimental observable, which provides a different sensitiv-
ity than cross sections to the details of the DWIA calculations, we also find reasonably good agreement
between the experimental results and predictions of the theory. At the largest proton angle shown, the
trend of the experimental distribution is reproduced well by the DWIA, although the theoretical curve is
systematically higher than the measured data. However, it should be pointed out that this discrepancy
is caused simply by a slightly flawed description of the analyzing power of the two-body p–α cluster
interaction (which is derived in approximation from the analyzing power of p+4He elastic scattering [8])
at large scattering angles (see Ref. [2] for further details). Therefore, the observed failure of the DWIA
for large proton scattering angles is neither surprising, nor is it of any consequence.
It was shown previously [1,2,9] that, for the reaction 12C(p, pα)8Be as a function of the two-body
p–α centre-of-mass scattering angle, at zero recoil momentum of the heavy residual nucleus, the exper-
imental analyzing power agrees with the angular distribution of the free p+4He interaction. This means
that the knockout cross section factorizes. It was also found that the DWIA reproduces the experimental
distribution remarkably well under the so-called quasifree knockout condition. This implies that the 8Be
core of the target-cluster system acts as a spectator to the knockout process, and as such it is insensitive to
the polarization of the projectile. In other words, the amplitude which consists of an overlap of distorted
















































Fig. 3: Analyzing power distributions projected onto the proton energy axis for the reaction 12C(p, pα)8Be(g.s.).
Statistical error bars on the experimental values are indicated. The curves represent predictions of DWIA calcula-
tions. See Ref. [2] for results of a complete set of available angle pairs.
In Fig.4 results are presented for analyzing power angular distributions which were not measured
at the quasifree kinematic condition. We find that the observed experimental trend is nevertheless repro-
duced by the DWIA calculations. For example, as the recoil momentum in the 12C(p, pα)8Be reaction
changes from a positive to an (increasingly higher) negative value, the analyzing power at a centre-of-
mass scattering angle near 90◦ changes from large negative to positive. The trend of the DWIA results
is consistent with this behaviour, and it presumably caused simply by the kinematic change with recoil
momentum which affects a variation in the effective two-body kinetic energy.
Consequently we now find that the correspondence between experimental results and DWIA pre-
dictions also holds for large absolute values of the recoil momenta, thus the quasifree character of the
knockout reaction is retained under those conditions. Conclusions regarding the simplicity of the reaction
mechanism follows exactly as before.
3 Summary and conclusion
Results of cross section and analyzing power distributions for the reaction 12C(p, pα)8Be at an incident
energy of 100 MeV at a number of quasifree angle pairs were presented. Reasonably good agreement
between results of DWIA calculations and the experimental distributions were obtained.
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Fig. 4: Analyzing power distributions for the reaction 12C(p, pα)8Be(g.s.) displayed as a function of the two-body
centre-of-mass scattering angle. Results are shown for three values of the recoil momentum of the heavy residue.
Statistical error bars on the experimental values are indicated. The curves represent results of DWIA calculations.
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the reaction mechanism as a quasifree process in which the core in the target system acts as a mere
spectator to the knockout process in which the projectile and the α–cluster participate.
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Abstract
Low density states near the 3α and 4α breakup threshold in 12C and 16O, re-
spectively, are discussed in terms of the α-particle condensation. Calculations
are performed in OCM (Orthogonality Condition Model) and THSR (Tohsaki-
Horiuchi-Schuck-Röpke) approaches. The 0+2 state in 12C and the 0+6 state in
16O are shown to have dilute density structures and give strong enhancement
of the occupation of the S-state c.o.m. orbital of the α-particles. The 0+6 state
in 16O has a large component of α+12C(0+2 ) configuration, which is another
reliable evidence of the state to be of 4α condensate nature. The possibility
of the existence of α-particle condensed states in heavier nα nuclei is also
discussed.
1 Introduction
It is well established that α-clustering plays a very important role for the structure of lighter nuclei [1,
2]. The importance of α-cluster formation has also been discussed in infinite nuclear matter, where α-
particle type condensation is expected at low density [3], quite in analogy to the recently realised Bose-
Einstein condensation of bosonic atoms in magneto-optical traps [4]. On the other hand, for trapped
fermions, quartet condensation is also an emerging subject, discussed, so far, only theoretically [5]. In
nuclei the bosonic constituents always are only very few in number, nevertheless possibly giving rise
to clear condensation characteristics, as is well known from nuclear pairing [6]. Concerning α-particle
condensation, the Hoyle state, i.e. the 0+2 state in 12C has clearly been established. Several papers of the
past [7–10] and also more recently [11–14] have by now established beyond any doubt that the Hoyle
state, only having about one third of saturation density, can be described, to good approximation, as a
product state of three α-particles, condensed, with their c.o.m. motion, into the lowest mean field 0S-
orbit [15, 16]. This shall be the definition of a Bose-condensed state in finite nuclei, clearly reflecting
the situation found in infinite matter in Ref. 3. Occasionally, we also shall call it a gas-like state. The
establishment of this novel aspect of the Hoyle state naturally leads us to the speculation about 4α-
particle condensation in 16O.
In the present paper, two topics are addressed. A brief review of the status of work on the Hoyle
state is given first. Secondly, very recent progress of work on the investigation of 4α-particle condensate
state in 16O is shown.
2 Description of the Hoyle state as the 3α condensate
The α clustering nature of the nucleus 12C has been studied by many authors using various approaches
[2]. Among these studies, solving the fully microscopic three-body problem of α clusters gives us
the most important and reliable theoretical information of α clustering in 12C. First solutions of the
microscopic 3α problem where the antisymmetrization of nucleons is exactly treated, have been given
by Uegaki et al. [9] and by Kamimura et al. [8]. Their calculations reproduced reasonably well the
observed binding energy and r.m.s. radius of the ground 0+1 state which is the state with normal density,
while they both predicted a very large r.m.s. radius for the second 0+2 state which is larger than the
r.m.s. radius of the ground 0+1 state by about 1 fm, i.e. by over 30%. The observed 0
+
2 state lies slightly
above the 3α breakup threshold. The energies of the calculated 0+2 state reproduced reasonably well the
observed value, together with the electron scattering form factors with respect to the 0+2 state [8, 9]. The
dilute character of the 0+2 state can be described by a gas-like structure of 3α-particles which interact
weakly among one another, predominantly in relative S waves. This S-wave dominance in the 0+2 state
had been already suggested by Horiuchi on the basis of the 3α OCM (Orthogonality Condition Model)
calculation [7].
Recently, based on the investigations of the possibility of α-particle condensation in low-density
nuclear matter [3], the present authors proposed a conjecture that near the nα threshold in self-conjugate
4n nuclei there exist excited states of dilute density which are composed of a weekly interacting gas of
self-bound α particles and which can be considered as an nα condensed state [11]. This conjecture was
backed by examining the structure of 12C and 16O using a new α-cluster wave function of the α-cluster
condensate type.
The new α-cluster wave function [11], which has been denoted as THSR (Tohsaki-Horiuchi-
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2/(2b2) and a†στ (r) is the creation operator of a nucleon with spin-














Here φ(αi) ∝ exp[−(1/2b2)
∑4
j (rj(i) − Xi)2] and Xi =
∑4
j rj(i)/4, with j(i) ≡ 4(i − 1) + j,
are the internal wave functions and c.o.m. coordinates of the i-th alpha cluster, respectively. B is a
variational parameter and the relation B2 = b2 + 2R20 holds. Of cource, in Eq. (3) the c.o.m. coordinate
of the whole nucleus should be eliminated. This is easily achieved by utilizing a helpful property of
Gaussian functions. It should be noted that Eq. (1) and (3) contains two limits exactly: the one of a pure
Slater determinant relevant at higher densities and the one of an ideal α-particle condensate in the dilute
limit [11]. All intermediate scenarios are also correctly covered.
This THSR wave function was applied to study the structure of 12C and 16O, and actually suc-
ceeded to place a level of dilute density (about one third of saturation density) in each system of 12C and
16O in the vicinity of the 3 respectively 4 α breakup threshold, without using any adjustable parameter.
In the case of 12C, this success of the new α-cluster wave function may seem rather natural, because
the microscopic 3α cluster models had predicted a gas-like structure of 3α-particles for the 0+2 state, as
mentioned above.
The detailed structure analyses of 12C [12] showed that the 0+2 wave function of 12C which was
obtained in past by solving the full three-body problem of the microscopic 3α cluster model is almost
completely equivalent to the wave function of the 3α THSR state. This result gives us strong support to
our opinion that the 0+2 state of 12C has a gas-like structure of 3α clusters with “Bose-condensation”. The
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rms radius for this THSR state was calculated as R(0+2 )THSR = 4.3 fm which fits well with experimental
data for the form factor of the Hoyle state, see Ref. 14, 17. It confirms the assumption of low density
as a prerequisite for the formation of an α-cluster structure for which the Bose-like enhancement of the
occupation of the S orbit is possible.
A very interesting analysis of the applicability of the THSR wave function can be performed
by comparing with stochastic variational calculations [15] and OCM calculations [16]. The α density
matrix ρ(r, r′) defined by integrating out of the total density matrix all intrinsic α-particle coordinates,
is diagonalized to study the single-α orbits and occupation probabilities in 12C states. Fig. 1 shows the
occupation probabilities of the L-orbits with S, D and G waves belonging to the k-th largest occupation
number (denoted by Lk), for the ground and Hoyle state of 12C obtained by diagonalizing the density
matrix ρ(r, r′). We found that in the Hoyle state the α-particle S orbit with zero node is occupied to
more than 70 % by the three α-particles (see also Ref. 15 and Fig. 1). Taking into account the finite size
of the nucleus, a reduction of the condensate fraction from 100 % to about 70 % is not surprising, and
the remaining fraction (about 30 %) is due to higher orbits originating from antisymmetrization among
nucleons. This huge percentage means that an almost ideal α-particle condensate is realized in the Hoyle
state. One should remember that superfluid 4He has only 8 % of the particles in the condensate, what
represents a macroscopic amount of particles nonetheless. On the other hand, in the ground state of 12C,
the α-particle occupations are equally shared among S1, D1 and G1 orbits, where they have two, one,
and zero nodes, respectively, reflecting the SU(3)(λµ) = (04) character of the ground state [16]. This








Ground state Hoyle state 
S1 D1 G1 S2 D2 G2 S3 D3 G3 S1 D1 G1 S2 D2 G2 S3 D3 G3
Fig. 1: (Color online) Occupation of the single-α orbitals of the ground state of 12C compared with the Hoyle
state [16]. For explanation see the text.
3 4α condensation in 16O
The situation in 16O with respect to cluster states is already much more complicated than in 12C. In
12C, exciting one α-particle out of the ground state necessarily leads to a dilute α-gas state, because the
remaining nucleus, 8Be, is itself a loosely bound two α-object. On the other hand exciting an α-particle
out of the 16O ground state can lead to multiple 12C-α configurations, be it only for the spectrum of 0+
states. It is well documented [21] that the 0+2 state at 6.06 MeV is an α-particle orbiting in a 0S-wave
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around the ground state of 12C. However, there are many more possibilities. The α-particle can be in
higher nodal S-wave, the α can orbit in a 0D-wave around the 2+1 of 12C and couple to a 0+ state. It also
can orbit in an odd parity wave around the 1− and 3− states in 12C, etc., etc. The 12C can, of course, also
be in the Hoyle state which then leads us to the four α gas state in 16O, which is the state of our interest.
Experimentally, there are six 0+ states in 16O up to around the four α disintegration threshold at 14.4
MeV: the ground state 0+1 , 0
+
2 at 6.06 MeV, 0
+
3 at 12.05 MeV, 0
+
4 at 13.6 MeV [20], 0+5 at 14.01 MeV,

























Fig. 2: Comparison of energy spectra between experiments [18] and 4α OCM calculation [19]. The 0+4 state in
experiment is given in Ref. 20.
In analogy to the aforementioned OCM calculation for 12C [16], we recently performed a quite
complete OCM calculation also for 16O, including many of the cluster configurations [19]. We were able
to reproduce the full spectrum of 0+ states with 0+2 at 6.4 MeV, 0
+
3 at 9.4 MeV, 0
+
4 at 12.6 MeV, 0
+
5 at
14.1 MeV, and 0+6 at 16.5 MeV. As shown in Fig. 2, we tentatively make a one to one correspondence of
those states with the six lowest 0+ states of the experimental spectrum. In view of the complexity of the
situation, the agreement can be considered as very satisfactory. Considering the properties of the various
states in more detail, a certain number of rather big surprises came up. The analysis of the diagonalisation
of the α-particle density matrix ρ(r, r′) (as was done in [15,16,22,23]) showed that the newly discovered
0+ state at 13.6 MeV [20], as well as the well known 0+ state at 14.01 MeV, corresponding to our states
at 12.6 MeV and 14.1 MeV, respectively, have, contrary to what we assumed previously [24], very little
condensate occupancy of the 0S-orbit (about 20 %). On the other hand, the sixth 0+ state at 16.5 MeV
calculated energy, to be identified with the experimental state at 15.1 MeV, has 61 % of the α-particles
being in the 0S-orbit. The corresponding single-α 0S orbit is shown in Fig. 3. It has a strong spatially
extended behaviour without any node (0S). This indicates that α particles are condensed into the very
dilute 0S single-α orbit, see also Ref. 25. Thus, the 0+6 state clearly has 4α condensate character. We
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should note that the orbit is very similar to the single-α orbit of the Hoyle state [15,16]. We also show in
Fig. 3 the single-α orbit for the ground state. It has maximum amplitude at around 3 fm and oscillations
in the interior with two nodal (2S) behaviour, due to the Pauli principle and reflecting the shell-model
configuration. The 0+6 state also has a very large radius of 5.6 fm, though this value may be somewhat

















Fig. 3: (Colors online) Single-α orbits with L = 0 belonging to the largest occupation number, for the ground and
0+6 states. The radial part of the orbits are shown.
The condensate nature for the 0+6 state also can clearly be seen by the following analysis. We










Here, ΦL(12C) is the wave function of 12C, given by the 3α OCM calculation [16], and r is the relative
distance between the center-of-mass of 12C and the α particle. From this quantity we can see how large
is the component in a certain α+12C channel which is contained in the 0+6 state. The amplitudes for
the 0+6 state are shown in Fig. 4. It only has a large amplitude in the α+12C(0
+
2 ) channel, whereas the
amplitudes in other channels are much suppressed. The amplitude in the Hoyle-state channel has no
oscillations and a long tail stretches out to ∼ 20 fm.
The reason why we previously tried to identify one of the two 0+ states at 13.6 MeV or at 14.01
MeV with the analog of the Hoyle state, was that the calculation with our condensate wave function
THSR [11] gave a third 0+ state at 16.1 MeV as the highest 0+ state of our calculation. A new analysis,
however, shows that in Ref. 11 a fourth 0+ state at 18.1 MeV with a very large radius of 6.0 fm was
missed. We now identify this state with the four α-particle condensate state, corresponding to the one at
16.5 MeV obtained with the OCM calculation. This was the second surprise. We also will publish details
of this calculation in Ref. 26. Since our THSR wave function cannot describe 12C-α configurations, the
two intermediate states at 6.06 MeV and 13.6 MeV published already in Ref. 11 must be considered
as trying to mock up such 12C-α states in an insufficient, average way. Only the first 0+ state and the
newly discovered highest lying 0+ state at 18.1 MeV, obtained with the THSR wave function have a
clear physical interpretation as being the ground state and the analogue to the Hoyle state, respectively.
We, thus, have produced two independent results, both confirming that the α-particle condensate state
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Fig. 4: (Colors online) rY(r) for the 0+6 state is shown, where Y(r) is the α-particle overlap amplitude defined by
Eq. (4). L denotes the orbital angular momentum of the remaining α particle coupling to 12C.
It, therefore, seems that the situation with respect to cluster states in 16O has become more complex
and at the same time more rich and exciting. We have the feeling to have opened a window for an
understanding of the whole 0+ spectrum up to around the α disintegration threshold, giving free the
way for more exotic α cluster structures to be detected at even higher energies. It would now be of
greatest importance that our results be confirmed by independent calculations. Also on the experimental
side more information is very much needed. Of great interest would be, as in the past for 12C, the
measurement of inelastic form factors, as they give strong hints to the spatial extension of the various
cluster states.
4 Conclusion and remarks
Multiple successful theoretical investigations, concerning the Hoyle state in 12C, have established, be-
yond any doubt, that it is a dilute gas-like state of three α-particles, held together only by the Coulomb
barrier, and describable to first approximation by a wave function of the form (C†α)3|vac〉 where the three
bosons (C†α) are condensed into the 0S-orbital. There is no objective reason, why in 16O,20Ne,· · · there
should not exist similar “Hoyle”-like states. At least the calculations with THSR and OCM approaches
show this to be the case, systematically. In this work, we give preliminary results of a complete OCM
calculation which reproduces the six first 0+ states of 16O to rather good accuracy . In view of the com-
plexity of the situation, this is to be considered as quite an achievement. In that calculation the 0+6 state at
16.5 MeV, to be identified with the experimental 0+ state at 15.1 MeV, shows the characteristics typical
for the Hoyle state. This is also confirmed with an extended (with respect to Ref. 11) calculation of the
THSR-type, where an additional very extended fourth 0+ state has been put forward.
Further topics to be investigated in the future in the context of α-particle condensation are nu-
merous. An interesting question is how many α’s can maximally be in a self bound α-gas state. In this
respect, a schematic investigation using an effective α-α interaction in an α-gas mean field calculation
of the Gross-Pitaevskii type was performed [27]. Because of the increasing Coulomb repulsion, the
Coulomb barrier fades away and our estimate yields a maximum of about eight α-particles that can be
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held together in a condensate. However, a few extra neutrons can have a strong additional binding effect
(see 9Be and 10Be [28, 29]) and may stabilize larger condensates. Another exciting possibility is to ob-
serve expanding α-particle condensate states. Imagine that one excites 40Ca, via a heavy-ion collision,
to about 60 MeV, i.e. to the total α disintegration threshold. The α condensate, being formed with a
certain probability, will start expanding, since there no longer exists any Coulomb barrier to confine it.
With multiparticle detectors such as INDRA or CHIMERA, all decaying α-particles could be detected in
coincidence, and the coherent state could be identified by its very low energy in the c.o.m. system. This
would then be analogous to an expanding atomic condensate after switching off the confining trap po-
tential [4]. Experiments in this direction are being analysed at IPN-Orsay [30]. Another interesting idea
concerning α-particle condensates was put forward by von Oertzen and collaborators [31,32]. α-particles
outside a strongly bound core (e.g. 40Ca) can form a condensate at the multi-α-particle threshold [31].
For the condensate with a fixed particle number, the emission of two α’s and three α’s must be enhanced.
In fact the observation of the emission of 12C in the state from the compound nucleus 52Fe has been
observed [33] and a very strong deviation from statistical model predictions is observed. Similar ideas
have been advanced by Ogloblin [34], who hypothesizes a three α-particle cluster state on top of 100Sn,
and earlier by Brenner et al. [35] who reports evidence of a gaseous α-particles in 28Si and 32S on top of
an inert 16O core. Also, very interesting recent experimental work on loosely bound α-structures in light
nuclei has been performed by T. Kawabata et al. [36] and M. Freer et al. [37].
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Abstract 
The 9Be(6Li,d)13C reaction was used to investigate possible α-cluster states 
in 13C. The reaction was measured at 25.5 MeV incident energy, employing 
the São Paulo Pelletron-Enge-Spectrograph facility and the nuclear emulsion 
detection technique. Ten out of sixteen known levels of 13C, up to 11 MeV 
of excitation, were observed and, due to the much improved energy 
resolution of 50 keV, at least three doublets could be resolved. This work 
presents a preliminary analysis of five of the most intensely populated states, 
also in comparison with the results of former transfer studies. 
1 Introduction 
The systematic study of α-cluster spectroscopic strengths in odd-even light nuclei with (xα + ν) 
structure is the main purpose of the investigation in progress. Experimentally, the α-clustering 
phenomenon has been mainly studied through the (6Li,d) reaction on even-even nuclei [1] and, only a 
few works focused on odd-A nuclei. Referring to the α-structure of 13C, data for the 9Be(6Li,d)13C 
reaction have been taken in São Paulo, using the Pelletron-Enge-Magnetic-Spectrograph facility, at an 
incident energy of 25.5 MeV. Calculations of the α-cluster model, which does not consider internal 
excitations of the constituents of the α + 9Be system, are under way, aiming at generating alpha wave 
functions to be used in the DWBA description of the (6Li,d) reaction. 
The former 9Be(6Li,d)13C works, by Gol'dberg et al. [2] and Aslanoglou et al. [3], presented 
energy resolutions of 400 keV and 110 keV, respectively. In the present work the resolution of 50 keV 
achieved contributes to a better understanding of the  + 9Be structure in 13C. 
2 Experimental Procedure 
The 25.5 MeV 6Li beam of the São Paulo Pelletron accelerator was focused on a 131 g / cm2, clean 
and uniform target of 9Be. The deuterons emerging from the (6Li,d) reaction were momentum analysed 
by the field of the Enge Magnetic Spectrograph and detected in nuclear emulsion plates (Fuji G6B, 50 
m thick). The plates covered 50 cm along the focal surface and spectra were measured at seven 
scattering angles, between 3º and 20º in the laboratory frame, spanning up to approximately 11 MeV 
in 13C excitation energies. After processing, the plates were scanned in strips of 200 m and an energy 
resolution of 50 keV was achieved. Fig. 1 displays the deuteron spectrum corresponding to lab = 8º, 
showing the number of tracks per strip versus the position along the focal plane. In the figure, the 
excitation energies of 13C in MeV, taken from the systematics of Ajzenberg-Selove [4], associated 
with the deuteron peaks are indicated. A total of ten states, of the sixteen tabulated [4], was detected 
and the improvement of experimental conditions allowed for the separation of three doublets, 
corresponding respectively to the attributed 13C excitation energies: 3.685 MeV and 3.854 MeV, 7.492 




Fig. 1: Position deuteron spectrum. Indicated are the excitation energies from Ref. [4]. 
3 Preliminary analysis and Results 
To describe the experimental angular distributions, particularly of the more intensely populated states, 
one step α transfer finite-range DWBA calculations using the code DWUCK 5 have been performed. 
In this preliminary analysis, the optical model description for the entrance channel (9Be + 6Li) took the 
global parameter set of Cook [5], with a slight decrease [6] in the geometrical parameters, as indicated 
by the fit of the elastic scattering angular distribution of 6Li in 13C, measured with the same incident 
energy. It is to be remembered that the optical potential for the entrance channel is quite important 
since it defines the door-way state of the transfer reaction. The exit channel (d + 13C) optical potential 
applied was that of Daehnick et al. [7] and for the (α + d) description of 6Li the Kubo and Hirata [8] 
binding potential was taken. A Woods-Saxon binding potential for the (  + 9Be) system, with reduced 
radius of 1.25 fm and diffuseness of 0.65 fm was applied, the depth being adjusted to reproduce the 
binding energy of each 13C state. The number of nodes N of the transferred α particle radial wave 
function and, the orbital angular momentum L, relative to the 
9
Be core, were determined by the 
oscillatory energy conservation relation G = 2(N  1) + L = ∑i [2(ni  1) + li], where  (ni , li)  are the 
single nucleon shell quantum numbers. In the present work a (1p)4 single particle configuration was 
assumed for the negative parity states (G=4) and for the positive parity states a (1p)3(1d) structure 
(G=5) was considered. 
 The known states [4] at 3.685 MeV (3/2 ) and at 3.854 MeV (5/2 ), seen as doublet in former 
α transfer studies [2,3], are well resolved in the present work. Fig. 2 shows the corresponding 
experimental angular distributions in comparison with DWBA predictions. The angular distribution 
associated with the 3/2  state needs an L = 0 + 2 mixture to be reproduced, since, due to the 
experimentally observed filling of the predicted minimum, a pure L = 0 contribution as indicated by 
Aslanoglou et al. [3] is not sufficient. In the case of the 5/2  state at 3.854 MeV, which could be 




Fig. 2: Experimental angular distributions in comparison with DWBA predictions for the states at 
3.685 MeV (3/2 ) and at 3.854 MeV (5/2 ). 
The experimental angular distributions and DWBA predictions for the most intensely populated 
states, the doublet at 10.8 MeV, now resolved, and the state 3/2  at 9.897 MeV, are presented in Fig. 3. 
The DWBA analysis for the states 7/2  at 10.753 MeV and (5/2 ) at 10.818 MeV assumed both bound 
by 100 keV, although they are unbound. An almost pure L = 2 transfer can describe the experimental 
angular distribution of the 3/2  state, even if an admixture of L= 0, as also tried by Aslanoglou et al. 
[3], could improve the fit somewhat. As was the case also for several other experimental angular 
distributions, the analysis of the previous work [3] was unable to reproduce their data, the structure of 
the data distribution being, at least, out of phase with the prediction. The integrated experimental 
angular distribution associated with the states 7/2  and (5/2 ) in the former work [3] was fitted by a 
pure L = 2 transfer. In the present work, for both transitions, a pure L = 4 transfer is indicated instead.  
According to Millener et al. [9], who performed a detailed investigation of electron inelastic 
scattering on 13C, and in agreement with 13C shell model calculations [10], the three states, 3/2 , 7/2  
and (5/2 ), under analysis present predominantly a (1s)4(1p)7(2s1d)2 configuration, involving, 
therefore, components above the p shell. For the three states mentioned, the angular distributions and 
DWBA fits, considering the (1p)2(2s1d)2 single particle configuration and G = 6 for the transferred 
alpha, would only result in lower spectroscopic intensities, without any pronounced difference in 
shape of the predicted angular distributions. 
The experimental angular distributions of the states 3/2− (9.897 MeV) and 7/2− (10.753 MeV) 
were also compared in Fig. 3 with the DWBA predictions using the form factor described by the radial 
wave functions taken from Souza and Miyake calculations [11]. The local cluster-core potential for the 
α + 9Be system uses the nuclear term based on the form proposed by Buck, Merchant and Perez [12], 
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adding Coulomb and spin-orbit terms. A good agreement with the data was obtained specially for the 
7/2− state, which is associated in the calculation with an L = 4 angular momentum. 
Intense resonances [4] in the neutron elastic scattering on 12C can be associated with the states 
in 13C which are excited in the α transfer, at 10.753 MeV and 10.818 MeV, slightly above the 9Be + α 
threshold, possibly with astrophysical implications. 
 The results here presented are still preliminary, in the short term the  + 9Be wave functions 
calculated [11] will be used in the DWBA descriptions to extract the  spectroscopic strengths of the 
most intensely excited states. Next, the influence on the DWBA predictions of the full complex 
remnant term [13] inclusion in the residual interaction will be investigated. 
 
 
Fig. 3: Experimental angular distributions in comparison with DWBA predictions for the most intensely 
populated states. The results using the wave functions (w.f.) from Ref. [11] for the states 9.897 MeV and 10.753 
MeV are also indicated. 
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Abstract. We present elastic scattering angular distributions of the 6He+9Be and 7Be+9Be reactions
at Elab =16.2 MeV and Elab =23.7 MeV respectively. The 6He+9Be measurements have been
performed at the Pelletron Laboratory of the Institute of Physics of the University of Sao Paulo,
Brazil, using the Radioactive Ion Beams in Brasil (RIBRAS) facility and the 7Be+9Be system has
been measured at CRC Radioactive Beam Facility at Louvain-la-Neuve, Belgium. An Optical Model
analysis has been performed to obtain the nuclear potentials for both systems. A coupled-channel
calculation was performed for the 7Be+9Be system taking into account the coupling to the first
excited state and breakup channels of the 7Be nucleus.
Keywords: Radioctive Beams. Exotic Nuclei. Nuclear Halo. Long range absorption. Elastic Scat-
tering. Optical potential. Coupled channels calculations.
PACS: 25.60.-t,25.60.Bx,25.70.Bc,29.38.-c,24.10.Eq
INTRODUCTION
Until presently, several studies of reactions induced by the 6He exotic nuclei at low
energies have been performed using medium and heavy mass targets, eg. 6He+208Pb and
6He+64Zn [1, 2, 3, 4, 5]. For those systems it has been observed a large reaction cross
section compared to other systems of comparable masses and with weakly bound stable
projetiles [6] like 6,7Li, 9Be and others. More recently, measurements of the 6He+27Al
collision indicated that this enhancement in the reaction cross section could be much
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smaller or even disappear for lighter targets [7]. An explanation for this behaviour
could be in the fact that the Coulomb interaction becomes less important for lighter
systems thus decreasing the relative effect of the Coulomb breakup of the projectile.
This motivated us to investigate the collision between exotic projectiles and still lighter
targets where the nuclear breakup is dominant.
EXPERIMENTAL SETUP
The 6He+9Be system
The 6He+9Be measurements have been performed using the 6He beam produced by
the RIBRAS system [8, 9]. This system is mounted in the experimental room of the
São Paulo Pelletron Accelerator Laboratory and consists of a superconducting solenoid
which is able to select light secondary beams as 6He, 7Be, 8B, 8Li at low energies.
The RIBRAS system has in fact two identical solenoids in line however the present
experiment was performed using only the first one. The solenoids have 6.5T maximum
central field and a 30 cm clear warm bore, which corresponds to an angular acceptance
in the range of 2 ≤ θ ≤ 6 degrees in the laboratory system. A picture and a scheme of
this system is shown in the Fig. 1.
FIGURE 1. RIBRAS facility installed in the 45B Pelletron beam line.
The 6He beam was produced using the 9Be(7Li,6He)10B reaction. The primary target
consists of a 12µm 9Be foil followed by a tungsten Faraday cup which suppress the
primary beam and measures its current. We used only the first solenoid and the 6He
particles were focused in the midway scattering chamber located between the two
solenoids. The intensity of the 22 MeV primary 7Li beam on the primary target was of
about 300 nAe corresponding to a secondary 6He beam of 2.4×104 pps. The detection
system consisted of four ∆E-E telescopes formed by silicon detectors with tickness of
20µm and 1000µm respectively. Initially the secondary beam was observed directly in
a telescope placed at zero degrees using a faint primary beam (≈ 0.1 - 0.5 nAe) (see
Fig. 2).
We observe the 7Li+2 contaminant and the 6He peak clearly separated. In this spec-
trum there are ≈ 1800 counts for the 6He, ≈ 10000 counts for the 7Li and ≈ 16000
counts for the total, including other lighter particles as α , p, d, t. The energy resolution
of the 6He beam was of FWHM ≈ 1MeV consistent with the energy straggling in the
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FIGURE 2. Biparametric spectrum obained with 6He beam without target at θlab=0◦.
primary target. During the experiment we used a 1.93 mg/cm2 9Be and a 2.95 mg/cm2
197Au secondary targets for normalization purposes since the 6He+197Au collision is
pure Rutherford at the energy and angles of this experiment. Runs using the gold tar-
get were performed before and after every run with berilium target in order to monitor
the 6He production rate. In Fig. 3 we present also spectra measured with berilium and
gold targets at 15 deg. It is interesting to observe that a large yield of alpha particles
are produced in the berilium target which are not present with the gold target. This is
an indication that the breakup of the projectile and target could be an important reaction
channels.
The 6He+9Be elastic angular distribution was measured between 15◦ and 75◦ in steps
of 3◦ in the laboratory system (see Fig. 5).
FIGURE 3. Biparametric spectrum ∆E × ETOTAL obtained with the 6He beam at θlab=15◦ using the
9Be (left) and 197Au (right) targets.
The 7Be+9Be system
The 7Be+9Be angular distribution was measured using CYCLONE110 cyclotron at
CRC (Centre de Research du Cyclotron) Radioactive Beam Facility at Louvain-la-
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Neuve, Belgium and is presented in Fig. 7. This system makes it possible to explore light
nuclei with a high quality beam of 7Be. The 7Li(p,n)7Be was used as the production
reaction to produce the 7Be beam with 3×107pps intensity on the target. A detailed
description of the production of the radioactive 7Be beam can be found in Ref. [10].
The detection system consisted of four 64x64 mm2 double-side-strip detectors
(DSSD) containing 16 strips on each side were positioned around the 7Be beam direc-
tion. The DSSD 1 mm-thick detectors were equivalent to 1024 conventional Si detectors
with solid angle of 0.00015 sr each. A sketch of the experimental setup is shown if Fig.
4.
FIGURE 4. A schematic view of the experimental setup for the proposed reaction 9Be(7Be,X). Scat-
tered 7Be ions and decay α particles from the reaction 9Be(7Be,8Be)8Be* were detected by four large
DSSD detectors.
The 7Be+9Be angular distribution was measured at Elab=23.7 MeV between 12.3 and
38.8 degrees in the laboratory system. A channel of elastic scattering of 7Be on a 9Be
target was identified by using a kinematic angular and energy dependence of products
from reactions with two particles in exit channel. The absolute normalization of the
data was not obtained in this experiment. This factor was obtained from the theoretical
analysis as explained below.
Alpha particles from the 9Be(7Be,8Be(g.s.))8Be* neutron transfer reaction have been
measured allowing an spectroscopic study of the 8Be nucleus, however, in this work,
we concentrate on the analysis of the elastic scattering process. The analysis of the one-
neutron transfer channel with a more detailed description of the experiment will be given
in a separate publication [11].
THEORETICAL CALCULATIONS
The 6He+9Be System
The 6He+9Be elastic scattering angular distributions has been analyzed within the
optical model using Wood-Saxon shapes, whose parameters have been obtained from
analysis of the similar systems 6Li,7Li+9Be taken from the literature [12, 13, 14]. An
optimal fit analysis was carried out to adjust the parameters of the potential in or-
der to reproduce the experimental data. These calculations were done using the sub-
routine SFRESCO, that it part of the FRESCO code [15]. The preliminary param-
eters of the fit and the total reaction cross section obtained using the OM formal-
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ism are: V0=41.98±0.45 MeV, r0=1.36±0.08 fm, a0=0.70 fm, Wi=2.89±0.09 MeV,
ri=2.47±0.03 fm, and a0=0.91±0.02 fm, which leads to a reaction cross section of
σreac=1660±40 MeV. The result is shown on Fig. 5. The calculated angular distribu-
tion was smeared in angle in order to take into account the angular resolution of the
experiment which was of about±3◦ in the laboratory that corresponds to±5◦ in the CM
frame. During this analysis we observed a wide range of the parameters of the real part
of the potential which fit the data equally well. This means that a large ambiguity in the
parameters of the real potential is present. However the imaginary part always displays
a long range absorption tail. This behaviour seems to be a constant in all data involving
halo projectiles and was observed in [5, 16, 17]. The total reaction cross sections ob-
tained from different sets of parameters show small variations around the above quoted
value.
As the 6He is a weakly bound halo nucleus, the coupling to the breakup channel is
expected to have importance and a CDCC calculation is in progress to take into account
this effect.














FIGURE 5. 6He+9Be elastic scattering angular distribution measured at Elab =16.2 MeV (circles) and
optical model calculation (solid line).
The 7Be+9Be System
The 7Be+9Be elastic scattering angular distribution was first analyzed in terms of phe-
nomenological optical potentials. We started from differents optical potential parameters
obtained from the literature for the system 7Li+9Be at energies between 24 MeV and 34
MeV [12, 13]. All these potentials use standard Woods-Saxon shapes. An optimal fit
analysis was carried out in order to obtain the parameters that best reproduce the data.
We vary the depths of the real (V0) and imaginary (W ) parts, as well as the normal-
ization of the experimental data (N). These calculations were done with the subroutine
SFRESCO [15]. The parameters of the fit obtained with this procedure are: V0=48.6
MeV, r0=1.28 fm, a0=0.88 fm, Wi=13.13 MeV, ri=1.86 fm, a0=0.78 fm. In order to
check the obtained normalization we have compared our data with those reported by
Verma at al. [18] for the same system at Elab=21 MeV. This comparison is shown in
Fig. 6. We can see that the magnitude of the experimental data from [18] (squares) is
fully consistent with the present data (circles) using the normalization obtained with the
optical model analysis, providing further confidence on this normalization.
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Verma et al. 
FIGURE 6. Experimental data for the 7Be+9Be elastic scattering from Ref. [18] (squares) and from
the present work (circles), measured at 21 and 23.7 MeV, respectively. The latter have been normalized
according to the prediction of the optical model calculation (solid line). See text for details.
Due to the fact that the 7Be nucleus is only bound by 1.59 MeV, this nucleus may
have a significant probability to break up in the nuclear and Coulomb field of the
target nucleus. To study the effect of breakup channels on the elastic scattering, we
have performed CDCC calculations using a few-body model of the 7Be nucleus. In this
calculation, the 7Be nucleus was considered as a two-body system (4He+3He) and the
projectile-target interaction was described in terms of the sum of the interactions of each
fragment with the target. Since the experimental resolution did not allow to separate the
data of elastic scattering from the data of inelastic scattering (1st excited state of 7Be at
Ex= 0.429 MeV), we included this state in the calculations.
In Fig. 7 we compare the optical model (dashed) and CDCC (dot-dashed) calculations.
We include also the CDCC calculation removing the coupling to continuum states (solid
line). We found that these three calculations provide similar results, providing further
support on our results in the angular region where data exist.



















FIGURE 7. Comparison between experimental 7Be+9Be angular distribution and the optical model,
coupled channels and CDCC calculations (see text for details).
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Abstract
We investigated the low-lying spectroscopy of 6He via the 2-neutron transfer
reaction induced by the 8He SPIRAL beam at 15.4 A.MeV on a proton-rich
target. The light charged recoil particles produced by the direct reactions were
measured using the MUST2 Si-strip telescope array. Two new resonances were
observed above the known 2+ state in 6He, and the angular momentum trans-
fer was deduced through the analysis of the angular distributions. Results are
discussed in comparison with the recent calculations of various nuclear struc-
ture theories which include the coupling to the continuum technique and to
the ones which give an understanding of the cluster correlations in the light
weakly-bound nuclei.
1 Motivations and experimental probe
New interesting phenomena have been observed close to the neutron drip-line, such as halos or neutron
skins, and low-lying resonant states. Progress have been reported in the understanding of these exotic
structures, related to the weak binding energies of the neutron-rich light nuclei: they can be explained
by the interplay between mean field and shell model configurations with cluster structures [1]. However,
the nuclear models disagree for the predictions of the spectroscopy of nuclei far away from the valley
of stability, due to the different assumptions on nucleon-nucleon interactions, on few-body and pairing
correlations, and to our lack of knowledge on crucial microscopic inputs in the nuclear forces, like the
expression of the isospin-dependent terms and of the spin-orbit force. The existence and position of
resonant states in the light exotic nuclei may provide crucial information to constrain the models and be
used benchmarks to test their validity. For near-drip-line nuclei, like 6,8He or 24O, the theories all predict
resonant states in the low-lying excitation energy region (below 12 MeV). The characteristics of these
states, position, width, spin and parity, have not been firmly established and sometimes they have not
been clearly observed. In this context, the region of the light nuclei for Z ≤ 8 is particularly attracting:
– the nuclear structure offers a rich variety of phenomena related to weakly-bound structures, alpha-
cluster like, extended halo or skin structures [1–4], changes in the shell structure are also observed
as compared to the shell ordering in the stable nuclei;
– technically, for the systems with a small number of nucleons A ≤ 12, it is feasible for the theo-
ries including the so-called ab-initio or realistic interactions (with 2- and 3-body terms) to carry
out analytical calculations and to obtain accurate results within the Green Function Monte Carlo
Method (GFMC) [5]. The No-Core Shell Model (NCSM) calculations can be applied to the light
nuclei, including different sets of realistic effective interactions. The model was recently extended
to include 3-body interaction for the calculations of the low-lying spectra of the p-shell nuclei [6];
∗contact e-mail:vlapoux@cea.fr
– for light nuclei close to the drip-line - which means that their particle thresholds are low- their
weak binding features have been triggering important development for the understanding of the
continuum coupling effects in this region, for the last few years [7–11].
– experimentally the drip-line can be reached, like in the Helium isotopes for which beams at low
energies (less than 16 A.MeV) are available at Ganil, this offers the opportunity to measure di-
rect reactions in a low-energy regime, and to investigate both the low-lying spectroscopy and the
spectroscopic factors (SF) [12].
In summary the low-lying spectroscopy in this region is the laboratory to test the interplay between shell
and cluster structures, correlations and mean field effects, mixing between continuum and discrete states.
In this study, we want to determine the low-lying states of the neutron-rich weakly-bound 6He. It
has neutron thresholds located at low energy (Sn = 1.77 and S2n =0.97 MeV) and no bound excited state.
The first excited state is a 2+ at 1.8 MeV [13]. 6He is now well known as a halo nucleus [4, 14] and the
2n-halo structure was investigated intensively both theoretically and experimentally but the positions,
spin and parities of the resonant states above 1.8 MeV are not determined. On the theoretical side,




1 states should exist above the 2
+
1 state and
below the triton-triton St+t threshold at 12.3 MeV, but they disagree on the energies of these states.
These predictions have triggered a lot of experimental activities during the last 15 years. None was
successful to determine precisely the energy and width of such states. The main results were obtained
via transfer reactions, which indicated resonances below St+t and broad resonances above. From the
7Li(6Li,7Be)6He reaction [15], a 2+ state was indicated at 5.6 with a Γ = 10.9 MeV width and structures
possibly (1, 2)− at 14.6 (Γ = 7.4) MeV, and at 23.3 (Γ = 14.8) MeV; a broad Γ = 4 MeV at 4 MeV
was reported in Ref. [16], and at 18 MeV (Γ = 7.7) in Ref. [17]. From the 6Li(t,3He)6He reaction
resonance-like structures were seen at 7.7, 9.9 MeV and at 5 and 15 MeV [18]. Experimentally the (p,p’)
is usually a good probe to search low-lying resonances. But, due to the huge physical background, no
resonance except the 2+ was indicated from a (p,p’) experiment done with a GANIL 6He beam and
the particle spectroscopy technique [14]. For the observation of the resonant excited states via direct
reactions, what we could call the “state preparation" is important: it means that we need to have an
entrance channel providing a good overlap with the final state in the exit channel. From the side-product
of a previous experiment E405S [19,20], the 2n-transfer reaction of the 8He SPIRAL beam on a proton-
rich target, a foil of polypropylene (CH2)n, was indicated as a good probe to explore the excited states
of 6He. A follow-up experiment (E525S) was defined and carried out with a set-up devoted to the (p,t)
measurement, having a better efficiency and larger angular coverage.
2 Measurement of the direct reactions
2.1 Experimental set-up for the (p,t) reactions to the excited states of 6He
The (p,t) reactions were measured at GANIL using the 8He SPIRAL beam at 15.4 A.MeV and the new
MUST2 Si-strip telescope array [21]. Two beam tracking detectors CATS were used to reconstruct
the incident trajectories. The experimental set-up is presented in Fig. 1. Each MUST2 telescope is
composed by a first 300µm thick Si-strip stage with an active area of 10 cm2 and 128 X and Y strips.
The measurement of the energy loss, time of flight and position is realized by this Si-strip detector.
The second stage can be a 4.5 mm thick-SiLi (not used here) and the last one is a 4 cm thick CsI-
crystal detector. Time and energy signals are treated under vacuum by front-end ASIC (Application
Specific Integrated circuits) electronics. The light charged particles protons (p), deutons (d) and tritons
(t) produced by the elastic, (p,p’) and 1- and 2-neutron transfer reactions are measured and identified
in the block of 4 telescopes, in coincidence with the He isotopes focused at forward angles in the 5th
MUST2 and in the plastic scintillator. Performances of MUST2 in terms of granularity and resolutions
correspond to the state of the art: the resolution in the positions dx, dy, is 0.53 mm, giving an angular
resolution of 0.53◦ at 15 cm from the target; the energy resolution of the Si-strips is 40 keV at 5.5 MeV.
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Fig. 1: Experimental set-up including one of the two beam detectors CATS, the array of 4 MUST2 telescope
modules located at forward angles at 15 cm from the target, and the 5th telescope used at 0 degrees at 40 cm from
the target (it appears rotated in this picture). An additional plastic scintillator (2 cm2) was located at 0 degrees in
front of the 5th telescope.
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Fig. 2: Kinematics of the measured reactions of 8He on proton at 15.4 A.MeV. The lines are the calculated
kinematics for the (p,p), (p,d)7Hegs, and (p,t)6Hegs, (p,t)6He2+.
2.2 Kinematics and missing mass method
The results for the direct reactions on the proton target are presented in Fig. 2 for all the events obtained
with the 50 µm -thick target (4.48 mg/cm2). From the correlations observed in the spectra of energy
versus scattering angle in laboratory (lab.) frame for the tritons, deutons and protons, and with the kine-
matical parameters of these particles, the excitation spectra are deduced via the missing mass method for
6He, 7He and 8He, respectively. The particle spectroscopy gives access to both bound excited and reso-
nant states. Here we focus on the 6He case and give a summary of the analysis. A complete description
will be given in a forthcoming article [22] and the discussion of the spectra for 7He via the (p,d) transfer
reaction will be developed also in a next article.
3 Analysis of the excitation spectra of 6He
The excitation energy spectrum of 6He is deduced by missing mass method, from the kinematical char-
acteristics of the triton, the energy and position measured in the MUST2 array, by considering the events
with t+6He coincidences (corresponding to the 6He ground state (gs) in exit channel) and α+t coin-
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Fig. 3: Example of the analysis for an excitation spectrum of 6He obtained from α+t correlations and for a slice
of the kinematics corresponding to the angular range [70, 90]◦cm. The data with the statistical errors are indicated
with the black crosses. The final spectrum (red curve) is obtained by summing the background due to the Carbon
(blue line), the phase space (green) and the resonances (black curves).
cidences (which include the events producing unbound excited states of 6He). The resolution in the
excitation energies for the 4.48 mg/cm2 thick CH2 target is of the order of 720 keV.
A structure extracted from the data spectra can be considered as a resonant nuclear state if the
parameters (position and width) are conserved within error bars, whatever the angular center of mass
(c.m) slice examined between 60 and 150◦, the angular range of our experiment. The extraction of
resonances was realized in three steps. First the physical background was estimated. The first source is
the contribution due to the decay of the exit channel particles 6He∗ into α + n + n. These many-body
kinematical effects are modelled by phase space calculations including the experimental response of the
set-up (green curve in Fig. 3). It is interesting to note that at large excitation energies for E > 14 MeV,
the only way to reproduce the shape of the data is to introduce a resonance at 15 MeV. in addition to
the the phase space contributions. This resonance is consistent with the data obtained in Ref. [18]. The
Carbon content in the target also produces possible reactions with an α in coincidence with a triton. This
contribution was estimated from the measured yields on a pure Carbon target, which could be fitted by
a simple linear function. The 2nd step was the subtraction of the physical background to find out the
possible resonance location. We adopted the Breit-Wigner parametrization to define the distribution of a





(E− ER)2 + (ΓR/2)2
, (1)
The possible resonances were modelled as Breit-Wigner shapes folded with a Gaussian function, to take
into account the experimental spreading due to the experimental resolution. In the search for resonances
above the 2+1 , the parameters of the peaks corresponding to the gs and 2
+
1 were kept fixed to the known
values, which were verified as accurate to reproduce the (p,t) kinematics to the 0+gs and to the 2+1 . For
each angular slices in the c.m frame, the parameters of the resonances (position, width and normalization)
were fitted on the subtracted spectra. The number of the possible resonances were also varied to check
out the consistency.
Finally, the total excitation spectra (non-subtracted) for 6He were analyzed for different angu-
lar slices in the c.m. frame to check the consistency of the extracted parameters of the possible reso-
nances. The search of resonances was done for the various slices [65;75], [75;85], [85;95], [95;115]



























































































Fig. 4: Spectroscopy of 6He: comparison between our new results obtained via 8He(p,t), and several theories, ab-
initio GFMC [5], NCSM [24], few-body model [23], CSM [8], GSM [9], and the Complex Scaling Method [10].
the energy range between 0 and 20 MeV, with the 2+1 fixed peak, 3 resonances in search, two broad
structures located at 16 and 17.3 MeV and adding the total physical background curve. In the search, the
normalisation of all the peaks and resonances (even the 2+1 one with fixed positions and width) were free
to vary. The resulting calculated curve is shown by the red line in Fig. 3. A structure observed around 8
MeV was not considered as a state since it was not observed for all the slices we considered between 60
and 150◦c.m. In addition to the known resonance 2+1 that we have observed and then fixed in the search
at 1.8(2) MeV (Γ = 0.1± 0.2 MeV) - consistent with the tabulated values (1.8 MeV and 113 keV), two
new resonances were found:
at 2.6±0.3 MeV with an intrinsic width Γ = 1.6±0.4 MeV and at 5.3±0.3 MeV with Γ = 2±1 MeV.
Two structures are observed between 15 and 18 MeV. Since they are at the limit of our geometrical effi-
ciency, their positions are not determined precisely from our measurement. However they are consistent
with the broad structures observed in previous experiments (see Sec. 1).
3.1 Comparison to the theories
The resonances measured for 6He are compared to the calculations done within various theoretical frame-
works: the few-body model [23], the GFMC [5], the NCSM [24], the models treating explicitly the con-
tinuum couplings of bound and scattering states [8, 9], and recently the Complex Scaling Method [10].
As can be seen in Fig. 4, the best description is given by the models including the continuum couplings,
they provide a better treatment of the resonant states, and found them at lower energies than in the other
models.
4 Interpretation of the angular distributions, the CRC analysis
The statistical error is included within the points of Figs. 5-6. The systematical errors, including the ones
due to the target, the normalization, the efficiency and the subtraction of the background were estimated
to the level of 11% (total error bar). Our new data at 15.4 A.MeV are in agreement with the previous data
obtained at 15.6 A.MeV [20] and presented in Fig. 5. The previous angular distributions for 8He(p,t)
data were analyzed in the framework of the coupled-reaction-channel (CRC) calculations. This method
was showed to be powerful to describe consistently elastic and transfer reactions for a whole set of data
for exotic nuclei, like 8He [19,20] and 10,11Be [25]. The new data obtained at 15.4 A.MeV are consistent
with our previous measurements and confirm our interpretation for the gs structure of 8He.
The analysis of the 8He+p reactions measured at 15.6 A.MeV [19, 20] offered for the first time
the possibility to have a full interpretation of the direct reactions induced by an exotic nucleus in the
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Fig. 5: Experimental cross sections for 8He(p,p), 8He(p,d)7Hegs, 8He(p,t)6Hegs and (p,t)6He2+
1
. The previous data
obtained at 15.6 A.MeV are presented in black dots (“E405s"), the new ones at 15.4 A.MeV are in red (E525S).
The curves are CRC calculations at 15.6 A.MeV described in the text.
CRC framework, since the reaction data set included both elastic and 1n, 2n transfer on proton, with a
large angular range covered for all the processes. The spectroscopic factors (SF) of the 8Heg.s. respected
to 7He3/2− g.s. and 6He(0+) and 6He(2+) were deduced [20]: the C2S values are 2.9, 1.0 and 0.014,
respectively. Error bars on the SF are of the order of 30%. These factors are in agreement with the
results obtained from the analysis of the quasi-free scattering of 8He measured at GSI [27]: they found
the 8He/6He0+ overlap of 1.3±0.1; and the S.F. for 8He/7He3/2− was of 3.3±0.3. The S.F. correspond
to a structure for the 8He gs mainly built on the 6He0+ + 2n configuration. The extracted SF indicate a
mixing between the (1p3/2)4ν and (1p3/2)2(1p1/2)2ν neutron configurations in the 8He gs. The consistency
with the other existing data was checked. At RIKEN, the (p,t) was measured at 61.3 A.MeV [26]. The
SF obtained from our CRC analysis of the (p,t) are in contrast with the ones (both equal to 1) deduced
from the DWBA analysis done in Ref. [26]. However, the RIKEN data were reanalyzed successfully
within the CRC framework [20] using the same SF inputs as the ones extracted from our SPIRAL data.
This study demonstrates how important the reaction framework is to draw correct conclusions on the S.F.
and to deduce the microscopic structure. Our results corroborate the configurations found in 8Hegs by
the α+ 4n calculations [28]: 34.9% in (1p3/2)4; 23.7% in (1p3/2)2(1p1/2)2.
The (p,t) cross sections to the new states found in 6He have also been extracted. The transferred
angular momentum Lt can be deduced from the analysis of these angular distributions. New calculations
taking into account the coupling to these states should be performed in the CRC framework including
possible 2-step processes as it was done for the first 2+ state. However, in Fig. 6, we only present the
comparison of the data with a simplified one-step calculations, the aim being to obtain the transferred
momentum of the new states. These calculations consider the 0+ transfer pair of 2 neutrons between
the 0+ gs of 8He and the excited state of 6He. The Lt values obtained are 2 and 1 for the two states,
respectively. This corresponds to the 2.65 MeV state being a 2+. Ambiguity remains for the 5.3 MeV
state, it is a 1− in the simple calculation with a pair transfer but, as we saw for the interpretation of the
cross sections to the 2+1 , the 2-step process is needed to conclude about the configurations produced by
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Fig. 6: Angular distributions of the (p,t) reaction to the state at 2.65 MeV (left side) and at 5.3 MeV (right). See
the text for the explanation of the spin, parity of these states.
Fig. 7: New CRC scheme required to take into account the coupling to the new resonances found in this work.
the (p,t) reaction. The state at 5.3 MeV could turn out to be a 1+, as indicated by the various theories.
The figure 7 presents the new CRC scheme proposed for further analysis. The coupling to the channels
involving the two new states will be needed. The SF could also be extracted and be compared to the
ones provided by the complex scaling method. This will offer the possibility to check how the cluster
structures evolve as the excitation energies increase.
5 Conclusions
The results obtained via the 8He(p,t) reaction are for the moment the most complete ones collected for
the low-lying spectroscopy of 6He, with the evidence of two new resonances and the measurement of
a whole set of angular distributions. The new cross sections of 8He on proton are in agreement with
our previous measurements. The interpretation for the 8He gs, obtained via the CRC analysis [20] are
confirmed: the gs includes not only the (1p3/2)4ν but also the (1p3/2)2(1p1/2)2ν configurations, and this
is consistent with the recent dineutron cluster structure discussed by the AMD theory [29].
The new states of 6He, at 2.6 (3) and at 5.3 (3) MeV were found consistent with a 2+ and an
Lt = 1 state respectively. Further analysis is needed to determine the parity of the Lt = 1 state. The
resonances were compared to the predictions of microscopic models. The agreement is satisfactory with
the theoretical predictions in Ref [9, 10]. These approaches include explicitly the continuum-coupling
effect to the resonant and scattering states, and provide a good description of the α+xn cluster structures.
The important feature of these models is their realistic treatment of the coupling to the continuum: the
two neutrons of the halo can interact with each other and be excited to the continuum states. They seem
to be promising for the development of accurate spectroscopic descriptions of the exotic nuclei.
The (p,t) transfer reaction induced by 8He at 15.4 A.MeV was a good probe for the exploration of
6He resonances. These direct reactions on proton target and the particle spectroscopy technique using
the MUST2 array or the next-generation devices will be the adequate tool for a systematic investigation
of spectroscopic factors and resonant states of exotic nuclei, specially in the scope of the SPIRAL2
351
development of beams at low-energy below 20 A.MeV.
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The AGATA demonstrator at LNL 
E.Farnea 
INFN Sezione di Padova, Italy 




Valuable information on exotic nuclei far from stability has been obtained in the recent past using 
powerful 4π arrays of Compton-suppressed high-purity germanium arrays such as GASP, 
EUROBALL and GAMMASPHERE. The expected experimental conditions at the planned future 
facilities for radioactive ion beams and for high-intensity stable beams are extremely challenging, 
requiring unprecedented levels of efficiency, which cannot be reached with the conventional 
techniques. 
The approach pursued in the past few years implies covering the full 4π solid angle with germanium 
detectors only, thus removing the Compton-suppression shields. The photopeak efficiency and the 
peak-to-total ratio of such arrays are maximized through the identification of the interaction points of 
the photons within the germanium crystals (pulse shape analysis) and a software reconstruction of the 
trajectories of the individual photons (γ-ray tracking). The results of extensive Monte Carlo 
simulations suggest that a γ-ray tracking array will have quite a high photopeak efficiency over a 
broad energy range (larger than 35% for single 1 MeV photons and larger than 20% for a cascade of 
30 photons of 1 MeV energy), combined with an excellent peak-to-total ratio (of the order of 55%). 
The major advantage with respect to the present generation arrays is arguably the excellent spectra 
quality provided up to relativistic beam velocities, where the Doppler broadening correction is 
dominated by the position resolution within the individual crystals rather than by the finite opening 
angle of the detectors. 
Presently, two projects aim to build an array based on the concepts of pulse shape analysis and γ-ray 
tracking: AGATA in Europe and GRETA in the United States. Both instruments are expected to play a 
major role in the future nuclear structure studies at the very limits of nuclear stability. 
This contribution will focus on the status of the AGATA project. Presently, a subset of the whole 
array, known as the AGATA Demonstrator Array, is under installation at the Laboratori Nazionali di 
Legnaro, replacing the CLARA array at the target position of the magnetic spectrometer PRISMA. 
The AGATA Demonstrator is foreseen to start operation late in 2009. Following the commissioning 
and the initial “demonstration” phase, in which the Collaboration aims to prove that the operation of a 
γ-ray tracking array is indeed feasible, a one-year campaign of measurements is planned. Several 
letters of interest have been already submitted to the LNL PAC, aiming at studies of both neutron-rich 
and proton-rich nuclei. 
Following a brief introduction to the concepts of pulse shape analysis and γ-ray tracking, the status of 
the installation of the AGATA Demonstrator Array will be reviewed and the perspectives offered by 
the AGATA+PRISMA combination will be discussed. 
  
 
Compton-imaging estimation of the position resolution of the 
AGATA detectors  
F. Recchia  
on behalf of the AGATA collaboration 
 
The next generation of γ-ray spectrometers will consist of array of segmented 
germanium detectors. While the present generation spectrometers use the Compton 
suppression technique to reduce the background in the reconstructed γ-ray spectra, the 
new generation arrays will adopt an opposite strategy: the γ-ray tracking. 
The performance gain promised by γ-ray tracking arrays, estimated by detailed Monte 
Carlo simulations, resulted to be strongly depending on the attainable precision in 
locating each interaction. 
An in-beam experiment was performed in order to measure this parameter in 
experimental condition close to what is expected for the future use of these detectors. 
The estimated 5 mm FWHM of position resolution are in agreement with the 
assumptions made in designing the array and even better performance was obtained on 
a selected dataset. Anyway the estimation of the position resolution of these detectors 
using an in-beam experiment resulted to be particularly difficult and more sensitive 
methods can be used instead. 
An alternative solution is the Compton-imaging. With γ-ray tracking techniques, clusters 
of interaction points are validated and re-ordered according to their scattering sequence 
assuming a given origin for the photons. The result of such a procedure is the photon 
energy. In Compton-imaging, the energy of the photons is assumed to be known and 
the location of the source is gathered from clusters of interaction points through 
knowledge of the Compton scattering mechanism. 
As the efficiency of a tracking algorithm depends critically on the precision in locating 
the individual photon interaction points, i.e. on the position resolution it has been 
demonstrated that the quality of the image reconstructed through Compton scattering 
depend as well on the same parameter. Hence this method was used to gather another 
estimation of the position resolution.  
 
In my presentation I will briefly review the principles of Compton imaging and present 
the preliminary result of the tests performed with AGATA detectors. 
 
Nonelastic nuclear reactions induced by light ions with the BRIEFF code
H. Duarte
CEA/DAM/DIF, F-91297, Arpajon Cedex, France
Abstract
The intranuclear cascade (INC) code BRIC has been extended to compute
nonelastic reactions induced by light ions on target nuclei. In our approach
the nucleons of the incident light ion move freely inside the mean potential of
the ion in its center-of-mass frame while the center-of-mass of the ion obeys
to equations of motion dependant on the mean nuclear+Coulomb potential of
the target nucleus. After transformation of the positions and momenta of the
nucleons of the ion into the target nucleus frame, the collision term between
the nucleons of the target and of the ion is computed taking into account the
partial or total breakup of the ion. For reactions induced by low binding energy
systems like deuteron, the Coulomb breakup of the ion at the surface of the tar-
get nucleus is an important feature. Preliminary results of nucleon production
in light ion induced reactions are presented and discussed.
1 Introduction
The Monte-Carlo code BRIEFF [1] computes nonelastic nuclear reactions induced by nucleons and pinos
on nuclei at intermediate energy up to several GeV. It is based on two stages: the intranuclear cascade
(INC) and the de-excitation of the compound nucleus formed at the end of the INC. Our intranuclear
cascade code BRIC [2] has recently been extended down to low intermediate energy, the threshold energy
of incident proton and a few MeV for incident neutrons. Those developments were done to improve the
energy-angle distribution of preequilibrium emitted neutrons and protons and also to allow the calculation
of cross sections of compound nucleus formation, both in nucleon-induced reaction at low intermediate
energy [1]. In the evaporation model the cross sections of compound nucleus formation σcn appear in
the calculation of probabilities of nucleons and light nuclei emission and of their energy distribution. We
were interested to use these cross sections rather than the reaction cross sections in our evaporation code
since the excitation energy of compound nuclei produced at the end of the INC stage can reach several
hundreds of MeV in high energy spallation reaction. Moreover the calculation of these cross sections by
the INC code strengthens the link between the INC and the de-excitation stage. In our INC code these
cross sections σcn are defined as the fraction of events without emission of particles before the time cut of
INC stage, among all nonelastic events that contribute to the reaction cross section. 200 fm/c is now our
default INC time cut to insure that the preequilibrium stage implicitly included in BRIC is fulfilled even
at low intermediate energy as was discussed in [2]. In Ref. [1], the cross sections σcn were computed for
neutron and proton induced reaction on 2000 target nuclei and are now completed for other 1400 heavier
target nuclei. For the moment the cross sections σcn for light ions d, t, 3He and α-particles are deduced
from the relation
σ(LI)cn (e












where σ(LI/p)R , e(LI/p) and e
(LI/p)
thresh are the reaction cross sections and the incident energies of light ion and
proton and their threshold energies, respectively. In order to build a new database of σcn for reactions
induced by light ions we started to extend our INC to compute such reactions. The emission of light
clusters in nucleon induced reaction, that is still lacking in the BRIC code but is scheduled in the near
future, should share some common pieces of physics with this extension.
In this paper we describe the new development of the BRIC code about nonelastic reactions in-
duced by light ions and present some preliminary results.
2 Description of the BRIC development
Besides the phase-space coordinates of the nucleons of the target nucleus, the phase-space coordinates
of the incident ion and those of the nucleons of the ion are now used in the BRIC code.
~PG(t), EG(t) and ~RG(t) are the momentum and the energy of the incident ion and the position of
its center of mass at time t in the laboratory frame, respectively. These phase-space coordinates obey to










where VG is the potential seen by the ion along its trajectory. We assume that the mean nuclear+Coulomb
potential of the target nucleus on the ion is defined by
VG(RG) = ZionVp(RG) + (Aion − Zion)Vn(RG) (4)
by analogy with optical potential. In Eq. 4, Vp and Vn are the potentials seen by an incident proton and
neutron, respectively. They are the potentials that were previously defined in BRIC [1]. As the ion goes
through the target nucleus, other quantities like the relativistic factor γG(t) = EG(t)/Mion evolve with
the time t in the laboratory frame.
At initialization, the position of the center-of-mass of the ion has a random impact parameter in
comparison to the z-axis defined by the momentum direction. The deflection due to Coulomb+nuclear
potential VG is then computed up to the position | ~RG(tini)| = Rlimit +Rion where Rlimit and Rion are
the maximal radius of the target nucleus and of the light ion, respectively. tini is then arbritrarly set to 0
and the phase-space coordinates are updated at each time step dtstep [2].
The nucleons of the incident ion, Zion protons and Aion − Zion neutrons, are inside the spherical
potential V ∗(r∗) that describes the own mean field of the ion. The position r∗i of its i-th nucleon is
relative to the ion center-of-mass position in its center-of-mass frame. In this frame, the position ~r∗i and









= −~∇iV ∗ (6)
where t∗ is the proper time in the ion’s center-of-mass frame. t∗ is defined with the relativistic factor
γG by: t∗ = t/γG(t). E∗i is the relativistic energy of the i-th nucleon defined with the effective mass
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required to insure the momentum conservation when breakup occurs. The position and momentum are
then transformed into the laboratory frame with the right lorentz boost of the ion to get the position ~ri
and the momentum ~pi in the laboratory frame.
The times and positions of the collisions between the nucleons Ntarg of the target nucleus and the
nucleons Nion of the light ion are then searched as in the previous version of BRIC [2]. A Nion −Ntarg
collision is allowed if the energies of the two nucleons in the laboratory frame after the collision are
compatible with the Pauli exclusion principle in the target nucleus as it was done before, but also if the
energy of nucleon Nion after collision is greater than mfree.
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Fig. 1: Double differential cross sections of neutron production forα+63Cu reaction at 540 MeV. Black histograms
are the results of the full calculation of BRIEFF and includes deexcitation component (blue lines). Black symbols
are the data of H. Sato et al. [6].
After an allowed collision the nucleon of type N (N=n or p), from the target or from the ion,
becomes a quasi-free hadron in the target nucleus if its new kinetic energy is greater than −VN − ebind
where ebind is the binding energy of the target nucleus. The mass, charge and energy-momentum of the
remaining ion are deduced from the conservation laws. The partial or total breakup of the ion is then
explicitly taken into account.
During the development of the extension of our INC code, we noticed that the results of the
neutron and proton production were largely underestimated in deuteron induced reaction in comparaison
to available experimental data [3]- [5]. We then decided to include the Coulomb breakup of the deuteron
at the surface of the target nucleus. Two conditions are required to induce the Coulomb breakup of the
deuteron into a quasi-free proton-neutron pair in the laboratory frame. The first condition is applied on
the difference of the potentials seen by the proton and neutron of the deuteron: |Vp(RG) − Vn(RG)| >
ebrkup where ebrkup is a free parameter. The second condition concerns the total energy of the proton-
neutron pair: Eion + VG(RG) − (Ep + En) − Bd > mp + mn. Here Ep, En are the energies of the
binded proton and neutron of the deuteron (before breakup) in the laboratory frame while Bd, mp and
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Fig. 2: Double differential cross sections of proton production for α+ 27Al reaction at 720 MeV. Black histograms
are the results of the full calculation of BRIEFF and includes deexcitation component (blue lines). Black symbols
are the data of K.R. Cordell et al. [7].
mn are the binding energy of the deuteron and the free masses of proton and neutron, respectively. The
value ebrkup = 11.5 MeV is currently the best value we obtained.
3 Results of d2σ/dΩdE calculations
The results of double differential cross section of nucleon production provide informations on the dy-
namics of the reaction that should be described by the fast stage of the reaction, the INC stage. For
α-particle induced reactions, the production of neutrons at very forward angles at 540 MeV is system-
atically underestimated by the code (Fig. 1 and other reactions at the same energy) while neutron and
proton production are rather well reproduced at intermediate angles at 540 and 720 MeV (figures 1 and
2). The large peak of neutron at 0o around 135 MeV (540/4 MeV) comes certainly from the stripping of
one neutron of the incident α-particle and from the head-on collision on a neutron of the target nucleus.
For the moment we have not found the reason of such discrepancy.
The proton and neutron productions in deuteron induced reactions are rather difficult to calculate
in spite of the free parameter ebrkup (figures 4-6). The best value we obtained ebrkup = 11.5 MeV
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Fig. 3: Double differential cross sections of proton production in d+ 27Al reaction at 100 MeV. Black histograms
are the results of the full calculation of BRIEFF and includes deexcitation component (blue lines). Black symbols
are the data of D. Ridikas et al. [3].
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Fig. 4: Double differential cross sections of proton production for d+208Pb reaction at 100 MeV. Black histograms
are the results of the full calculation of BRIEFF and includes deexcitation component (blue lines). Black symbols
are the data of D. Ridikas et al. [3].
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Fig. 5: Double differential cross sections of proton production for d+ 208Ni reaction at 65 MeV. Black histograms
are the results of the full calculation of BRIEFF and includes deexcitation component (blue lines). Black symbols
are the data of N. Matsuoka et al. [4].
gives more or less the proton or neutron energy at the maximum of the breakup peak (around Ed/2),
however the shapes or the amplitude of the peaks, or both, are rather far from the experimental data.
Such disagrement could be partly due to a numerical problem: in our INC code the equations of motion
of the proton and neutron have to be calculated with enough precision in the center-of-mass frame of
the deuteron when it enters and goes through the target nucleus before the Lorentz transformation to the
laboratory frame. Another explanation could be the lack of description of the Coulomb breakup in our
approach. Seen the bad results of the current Coulomb breakup new developments are needed.
4 Conclusions
The extension of the BRIC code to compute non-elastic reactions induced by light ion has been partly
done. Some improvements are still needed to improve the results of particle production. One weak
point appears to be the Coulomb breakup of incident deuteron. Nevertheless it provides us the basis to
calculate in the near future the cross sections of compound nucleus formation σcn for light ion induced
reaction. Moreover the next main development of the BRIC code, the emission of light clusters (d, t,
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Fig. 6: Same as Fig. 5 for d+ 208Ni reaction at 56 MeV. Black symbols are the data of M. Ieiri et al. [5].
α−particles ...), will certainly share some common pieces of physics of the light ion reaction part.
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Applicability of the QMD model to various nuclear reactions 
Koji Niita 
RIST (Research Organization for Information & Technology), Tokai, Ibaraki, Japan 
Abstract  
The basic formulation and the detail of the parameters included in the 
standard QMD model, JQMD (JAERI Quantum Molecular Dynamics) are 
described. Various cross sections calculated by the QMD model are 
compared with the data at various energies for heavy ion reactions and also 
nucleon induced reactions. The range of the applicability of the QMD model 
and the limitation of the QMD model are discussed. 
1 Introduction 
The cross sections of intermediate and high energy nuclear reactions are strongly required in design 
study of many facilities such as accelerator-driven systems, intense pulse spallation neutron sources, 
and also in medical and space technology. There is, however, few evaluated nuclear data of 
intermediate and high energy nuclear reactions. Therefore, we have to use reaction models or 
systematics to obtain the cross sections, which are essential ingredients of high energy particle 
transport code to estimate neutron yield, heat deposition and many other quantities of the transport 
phenomena in materials.  
In the particle and heavy ion transport code system PHITS [1], we have used two simulation 
codes JAM [2] (Jet AA Microscopic Transport Model) and JQMD [3] (JAERI Quantum Molecular 
Dynamics) to describe the intermediate and high energy nuclear reactions. JAM is a simulation code 
based on INC (intra-nuclear cascade) model, which explicitly treats all established hadronic states 
including resonances with explicit spin and isospin as well as their anti-particles. We have 
parametrized all hadron-hadron cross sections based on the resonance model and string model by 
fitting the available experimental data. On the other hand, JQMD is a simulation code based on the 
molecular dynamics. A typical feature of QMD compared with that of the INC model is that QMD 
can describe not only nucleon-nucleus reactions but also nucleus-nucleus reactions in the same 
framework. The QMD model has been widely used to analyze various aspects of heavy ion reactions 
as well as of nucleon-induced reactions [3,4], and has shed light on several exciting topics in heavy 
ion physics, for example, the multifragmentation, the flow of the nuclear matter, and the energetic 
particle production [5].  
In this paper, we describe the basic formulation and the detail of the parameters included in the 
JQMD code, and we show various cross sections calculated by the JQMD code compared with the 
data at various energies for heavy ion reactions and also nucleon induced reactions. Next we 
summarize the recent extensions of the JQMD code. Finally, we discuss the range of the applicability 
of the QMD model and the limitation of the QMD model. 
2 Basic formulation of JQMD 
The QMD method is a semi-classical simulation method in which each nucleon state (denoted by a 
subscript i) is represented by a Gaussian wave packet. The total wave function is assumed to be a 
direct product of these wave functions. Thus the one-body distribution function is obtained by the 
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and the stochastic N-N collision term [3]. We have adopted the Hamiltonian H consisting of the 
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where “erf” denotes the error function, the ie  is the charge of the i-th particle, and the ic  is 1 for 
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The symmetry energy coefficient 
sC  is taken to be 25 MeV. The four remaining parameters, the 
saturation density 0ρ , the Skyrme parameters A, B and τ  are chosen to be 0.168 fm
-3
, -124 MeV, 
70.5 MeV and 4/3, respectively. These values give the binding energy/nucleon of 16 MeV at the 
saturation density 0ρ and the compressibility of 237.7 MeV (soft EOS) for nuclear matter limit. The 
only arbitrary parameter in QMD is the width parameter L, which is fixed to be 2 fm2 to give stable 
ground states of target nuclei in a wide mass range. 
In addition to the Newtonian equation Eq.(2), the time evolution of the system is affected by 
the two-body collision term. In the QMD model, the stochastic two-body collision process is 
described in the same method as in the intra-nuclear cascade model except for the Pauli blocking 
factor. The final blocking probability is determined by [ ]),,(1 tprf vv−  which is obtained by summing 
up the each one-body distribution function given by Eq.(1).   





based on the Woods-Saxon type distribution in the coordinate space and corresponding local Thomas-
Fermi approximation in the momentum space, seeking a configuration to reproduce the binding 
energy included in the nuclear data table within a certain uncertainty. The ground state obtained by 
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this procedure is a self-bind system and rather stable up to the time 200 fm/c, which is enough time 
for the dynamical stage of the reaction.   
The QMD simulation, as well as the JAM simulation, describes the dynamical stage of the 
reactions. At the end of the dynamical stage, excited nuclei are created and must be forced to decay in 
a statistical way to get the final observed state. In PHITS, the GEM [6] model is employed for light 
particle evaporation and fission process of the excited residual nucleus. The switching time, when we 
switch the QMD calculation to GEM, is an arbitrary parameter in the model. We have checked the 
dependence of the final results on the switching time and found that the final results are not sensitive 
to the switching time if we use the switching time from 100 fm/c to 150 fm/c for nucleon-induced 
reactions [3]. 
3 Comparisons with the experimental data 
3.1 Results of nucleon-induced reactions 
We have applied the JQMD code intensively to nucleon-nucleus reactions and checked its validity 
[3,4]. First we show the results of the JQMD code for the particle spectra emitted from proton 
induced reactions. Fig. 1 shows the neutron energy spectra for the reaction p + 208Pb at 256 MeV [7] 
and 3 GeV [8]. The JQMD results of the neutron energy spectra agree well with the data from 1 MeV 
up to the beam energy.   
 
Fig.1: Neutron energy spectra for the reaction p + 208Pb at different laboratory angles as indicated in the 
figure. The incident energy is 256 MeV (left-hand-side) and 3 GeV (right-hand side). The 
solid histograms are the results of QMD and the open circles and the full boxes with error bars 
denote the experimental data taken from refs.[7,8]. 
In Fig. 2 we plot the invariant cross sections of the proton (left-hand-side) and negative pion 
(right-hand-side) emission for the reaction p (3.17 GeV) + 27Al [9]. These figures indicate the JQMD 
code can reproduce quit well the overall features of the outgoing protons and pions as well as 
neutrons without assuming any reaction mechanism, and without changing the parameter set. 
Next we have analyzed the fragment production from the proton induced reaction. In Fig.3, we 
show the production cross sections of various fragments for p (1.5 GeV) + 56Fe reaction [10].  It is 
clearly concluded that the JQMD code reproduces well the fragment production cross sections in the 
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whole mass region, including the light clusters such as α and intermediate mass fragments (IMF) (A ~ 
20 to 30) except for 7Be where the results of JQMD underestimate the data by approximately 2 order 
of magnitude. 
 
Fig. 2: Invariant cross sections of the proton (left-hand-side) and negative pion (light-hand-side) 
emission for the reaction p (3.17 GeV) + 27Al at different laboratory angles as indicated in the 
figure. Full boxes with error bars are the experimental data taken from ref.[9] and the results of 
QMD are denoted by solid histograms. 
 
Fig.3: Production cross sections of various fragments for p (1.5 GeV) + 56Fe reaction.  The full 
circles connected by a solid line denote the results of QMD, while the open circles connected by a 
dashed line are obtained experimentally by Michel et al. measured at 1.6 GeV for natFe [10]. 
3.2 Results of heavy-ion reactions 
So far the QMD model has shed light on several exciting topics in heavy-ion physics, e.g. the multi-
fragmentation, the flow of the nuclear matter, and the energetic particle productions [11]. Here we 
show two examples of the basic observables from heavy-ion reactions calculated by the JQMD code.   
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In Fig.4(a) we represent the results of −pi  energy spectra for the reaction 12C + 12C at 800 
MeV/nucleon. The result of JQMD reproduces the experimental data [12]. We notice that this 
calculation has been done in the same formulation and also with the same parameter set as used in the 
nucleon-induced reactions. 
Next example is the neutron energy spectra from the reaction 12C + 208Pb at 400 MeV/nucleon, 
which is shown in Fig.4(b). The neutron produced in heavy-ion reactions is very important in the 
shielding design of new facilities because of its large attenuation length in shielding materials.  
Recently, secondary neutrons from heavy-ion reactions have been systematically measured using thin 
and thick targets by HIMAC of NIRS (National Institute of Radiological Sciences), Japan [13,14].  
Fig,4(b) shows that the QMD code roughly reproduced the measured cross sections for the C beams.  
 
Fig.4: (a) (left panel) −pi  energy spectra for the reaction 12C (800 MeV/nucleon) + 12C and (b) 
(right panel) neutron energy spectra for the reaction 12C (400 MeV/nucleon) + 208Pb at different 
laboratory angles as indicated in the figure.  The solid histograms and the solid lines are the 
results of the QMD and the open circles and solid squares denote the experimental data taken from 
ref.[12,13]. 
4 Extensions of the JQMD code 
4.1 Low energy heavy ion reactions 
One of arbitrary parameters in the JQMD code is the switching time, when we switch the QMD 
calculation to GEM , as mentioned before. We have checked the dependence of the final results on 
the switching time for nucleon-induced reactions at 1.5 GeV [3], and fixed it as 150 fm/c. Recently, 
we have analyzed low energy heavy ion reactions and checked the sensitivity of the switching time 
[15]. Fig. 5 shows the neutron energy spectrum at 90 degree in the laboratory system from thick Cu 
target bombarded 10 MeV/u 12C beam. We have changed the switching time from 50 fm/c to 150 fm/c 
in the calculations and compared with the experimental data [16]. From this figure, we conclude that 
the switching time value 100 fm/c is the best value to simulate the neutron energy spectra from the 
low energy heavy ion reactions. This value, however, does not affect so much the pervious results 
with the value of switching time 150 fm/c for nucleon induced reactions and heavy ion reactions at 
much higher energy, since they are very stable if we use the switching time from 100 fm/c to 150 fm/c. 
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Fig.5: Neutron energy spectrum at 90 degree in the laboratory system from thick Cu target 
bombarded 10 MeV/u 12C beam. The filled squares are the experimental data [16], while the 
dashed (150 fm/c), full (100 fm/c) and dot-dashed (50 fm/c) lines present the JQMD+GEM results 
by changing the switching time. 
4.2 High energy extension of the JQMD model 
The JQMD code was developed with the intent to provide a unified description of various aspects of 
nuclear reactions. By combining JQMD and the statistical decay model GEM, one obtains a hybrid 
model that can describe accurately both the fast dynamical stage and the slow statistical stage of the 
reaction and, thus, reproduce measured double-differential cross sections for the production of 
protons and neutrons in proton-nucleus [3,4] and nucleus-nucleus collisions [13,14]. There are other 
observables, however, that does not reproduce as accurately as double-differential cross sections for 
nucleon production; for example, fragment yields in heavy-ion reactions are sometimes in sensible 
discrepancy with the experimental data [17], especially for soft, peripheral reactions that only entail 
stripping of a small number of nucleons. The cause of these shortcomings can be traced back to a 
small intrinsic instability of the ground state of the JQMD nucleus, which in fact can emit nucleons 
spontaneously because of potential-energy fluctuations and alter significantly the final yields of soft, 
peripheral reactions (hard, central collisions are not very sensitive to the details of the initial 
configuration). 
These instabilities have two main reasons: firstly, the JQMD formalism is not completely 
relativistically covariant, which implies that the dynamics of a nucleus is somehow dependent on the 
frame of reference used. Secondly, the ground state that JQMD nuclei are initialized in is only an 
approximation; in all QMD models, it is conceptually impossible to create the ``real'' ground state, i.e. 
the lowest-energy eigenstate of the quantum-mechanical n-body Hamiltonian operator, which is 
influenced by Pauli's exclusion principle. (In a semi-classical n-body theory, like QMD-models, 
Pauli's principle is not taken into account and particles are thus allowed to move closer to each other). 
If we want to describe peripheral nucleus-nucleus reactions consistently in the JQMD framework, it is 
necessary to switch to a relativistically covariant formalism and to improve the ground-state 
initialization algorithm, in order to suppress spurious potential-energy fluctuations and particle decays. 
Recently, Mancusi et al. has thus introduced R-JQMD [18], an improved and fully covariant version 
of JQMD that also features a new ground-state initialization algorithm for nuclei. This new version of 
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JQMD is expected to give much reliable results for the fragmentation cross sections at high energy 
heavy-ion reactions. However, the double differential cross sections of neutron from proton induced 
reactions, for an example, are not as sensitive to relativistic effects, thus, one should not expect large 
differences in the results by R-JQMD and JQMD. We have verified this by computing double 
differential energy angle cross sections in Fig. 6. It is clear that R-JQMD and JQMD do not differ 
very much as far as neutrons spectra are concerned [18]. 
 
 
Fig. 6: Double-differential energy-angle cross sections for the production of neutrons in the reaction between 
3-GeV protons and lead, with data taken from [19]. Left: log scale; right: linear scale. No significant 
difference can be observed between JQMD and R-JQMD. 
5 Conclusions 
We have described the basic formulation and the detail of the parameters included in the JQMD code 
and shown the various cross sections calculated by the JQMD code for various nuclear reactions, 
nucleon-induced reaction and heavy ion reactions from low energy around 10 MeV/u up to several 
hundreds GeV/u. It should be noticed that the results of the JQMD code reproduced these 
experimental data very well with the same parameter set. For very low energy heavy ion reactions 
around 10 MeV/u, we have checked the dependence of the results on the switching time from JQMD 
to GEM, and found 100 fm/c is a suitable value for the switching time. This value is within the range 
of the switching time which we have previously estimated for nucleon induced reactions. For 
relativistic high energy heavy ion reactions, we have introduced a fully covariant version of JQMD, 
R-JQMD, which suppresses spurious potential-energy fluctuations and particle decays caused by non-
covariant treatment of the dynamics. However, there are some observables which the present JQMD 
model does not reproduce well. One is an observable related to the discrete levels near the ground 
state, and another is related to coherent phenomena such as multi-fragmentations. In spite of these 
problems, there are two reasons that we should develop the QMD model further. First, many 
simulation codes based on the intra-nuclear cascade and evaporation model have been developed with 
including new parameters and ingredients. However, most of them are not designed to treat nucleus-
nucleus collisions. Second, the improvement of the QMD model is focused on that of the effective 
interactions, which is closely related to the fundamental nuclear physics [20]. This is a very nice 
opportunity for the collaboration of the fundamental nuclear physics and the application field. 
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Abstract
From an experimental point of view, clear signatures of multifragmentation
have been detected by different experiments. On the other hand, from a theo-
retical point of view, many different models, built on the basis of totally dif-
ferent and often even contrasting assumptions, have been provided to explain
them. In this contribution we show the capabilities and the shortcomings of
one of this models, a QMD code developed by us and coupled to the nuclear
de-excitation module taken from the multipurpose transport and interaction
code FLUKA, in reproducing the multifragmentation observations recently re-
ported by the INDRA collaboration for the reaction Nb + Mg at a 30 MeV/A
projectile bombarding energy. As far as fragment production is concerned,
we also briefly discuss the isoscaling technique by considering reactions char-
acterized by a different isospin asymmetry, and we explain how the QMD +
FLUKA model can be applied to obtain information on the slope of isotopic
yield ratios, which is crucially related to the symmetry energy of asymmetric
nuclear matter.
1 Features of multifragmentation
When studying heavy-ion collisions at non-relativistic energies, multifragmentation can be observed
for the most central ones, in a range of projectile-ion bombarding energies from tens MeV/A up to a
few hundreds MeV/A, depending of the properties of the nuclei under consideration. Many issues of
this phenomenon are still under discussion, in particular concerning the stage at which it occurs in the
evolution of a reaction, e.g. if a nuclear system undergoing multifragmentation is or not equilibrated,
how a simultaneous break-up in multiple fragments can occur, and if the multifragmentation is the result
of a phase-transition.
According to the currently most believable scenario, during the overlapping stage of heavy-ion
collisions (typical time ≃ 100 fm/c) matter can undergo compression, leading to large excitation ener-
gies. As a consequence, the blob of nuclear matter starts to expand and can go on expanding down
to sub-saturation densities (ρ ≃ 0.1 - 0.3 ρ0, where ρ0 is the normal nuclear matter density) and reach
temperatures ≃ 3 - 8 MeV, where it becomes unstable and breaks up into multiple fragments. These
conditions are typical of a liquid-gas coexistence region [1, 2].
As already mentioned, one of the open issues is if equilibration is reached in these reactions. A
statistical description of multifragmentation is based on this assumption. A dynamical description of
multifragmentation instead is not based on this assumption. Difficulties in coming to a non-controversial
conclusion are largely due to the fact that most of the experimental data refer to patterns of particles
detected just in the last stage of the reactions, involving channels feeded by the sequential decays which
heavily affect and modify the primary fragment distribution.
Multifragmentation can be distinguished from other decay channels on the basis of the excita-
tion energy: a typical scenario of small excitation energies (E < 2 - 3 MeV/A) is characterized by the
∗Corresponding author e-mail: Maria.Garzellimi.infn.it
formation of a compound-like system and by its evolution through binary sequential decays (evapora-
tion/fission), whereas for high excitation energies (E > 3 MeV/A) multifragmentation in a finite volume
and a simultaneous break-up into multiple fragments can occur. The excitation energy is indeed related
to the mass asymmetry (Aproj − Atarget): in case of symmetric central reactions the compression is
responsible of the high excitation energy, whereas in case of asymmetric reactions only a partial com-
pression can occur and a large part of the excitation energy appears in the form of thermal energy [3]. In
all cases, multifragmentation is tipically driven by the following expansion.
Due to its mentioned features, multifragmentation, occurring during the phase of expansion of the
nuclear system formed by an ion-ion (central) collision, allows to study the nuclear Equation of State
(EoS) at subnormal nuclear densities. In particular, it is possible to infer useful information concerning
the symmetry energy and its density dependence, by investigating the isotopic yield distributions of the
emitted fragments. The isoscaling technique, based on the analysis of isotopic yield ratios obtained in
reactions with a different isospin asimmetry, has been developed with this purpose.
After an overview of the models to study multifragmentation in Section 2, and a brief presentation
of the one used in this work in Subsection 2.1, examples of its application in the isoscaling technique
and in the reconstruction of multifragmenting sources at energies of a few tens MeV/A are provided in
Subsection 3.1 and 3.2, respectively. Finally, our perspectives on further applications of our model are
drawn in Section 4.
2 Models to study multifragmentation
One can distinguish between
– Dynamical Models: some of them are 1-body approaches, inspired to the BUU/BNV/Landau-
Vlasov transport theory. Alternatively, n-body approaches have been developed, such as the
QMD/AMD/FMD. n-body approaches are very powerful in the description of the simultaneous
break-up of a nuclear system in multiple fragments, since they preserve correlations among nucle-
ons.
– Statistical Models: they assume to work with an equilibrated excited source at freeze-out (thermal
equilibrium). Taking into account that the nuclear system undergoes an expansion, leading to
decreasing densities, down to subnormal values, the freeze-out [4] occurs when the mutual nuclear
interaction among fragments can be neglected. Statistical models have been worked out both in
the grand-canonical framework (see e.g. Ref. [5]) and in the micro-canonical framework. The
most widespread among the last ones is the SMM [1, 6, 7] and its modifications ISMM [8] and
SMM-TF [9].
We emphasize that the onset of multifragmentation according to dynamical models is different
from the description of multifragmentation according to statistical models. In fact, in the statistical mod-
els a source in thermal equilibrium is assumed to fragment. This means that memory effects concerning
how the source has been originated are neglected. On the other hand, in the dynamical models multifrag-
mentation is a fast process: the involved nucleons have not the time to come to equilibrium. Fragments
originate from the density fluctuations (nucleon-nucleon correlations) due to collisions in the ion-ion
overlapping stage, which survive the expansion phase (memory effects). The chemical composition of
hot fragments is expected to play a role in helping to disentangle the nature (dynamical / statistical) of
the multifragmentation mechanism [10].
Different models reproduce different features of the collisions with different success. A mixed
model, inspired to the QMD dynamical approach to describe the fast stage of ion-ion collisions and to
a statistical approach to describe the further decay of the multiple primary excited fragments produced
by QMD down to their ground state, has been used to obtain the results presented in this work. Due to
the crucial role of dynamics, as supported by our results, in the following we mainly concentrate on the
description of the dynamical aspects of multifragmentation.
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2.1 QMD/AMD approaches
In these microscopic models a nucleus is considered a set of mutually interacting nucleons. The prop-
agation of each nucleon occurs according to a classical Hamiltionian with quantum effects [11]. In
particular, nucleons are described by gaussian wave packets. Each of them moves under the effects of
a potential given by the sum of the contribution of all other nucleons (2-body effects). Furthermore,
when two nucleons come very close to each other, they can undergo elastic collisions (nucleon-nucleon
stochastic scattering cross-sections) with Pauli blocking.
A proper treatment of antisymmetrization is implemented in AMD [12]. On the other hand, QMDs
do not provide any antisymmetrization of the nuclear wave-function. An approximate effect can be ob-
tained through the inclusion in the Hamiltonian of a Pauli potential term, or through the implementation
of specific constraints.
Still open questions in molecular dynamics approaches concern the functional form of the nucleon-
nucleon potential (each working group who developed a molecular dynamics code has its preferred
choice of terms), the potential parameters and their relation to the nuclear matter EoS. Nowaday, many
groups prefer parameter sets leading to a soft EoS. Anyway, there are open questions concerning the
symmetry term [13, 14]. In particular, a stiff dependence for this term means that the symmetry energy
always increases with increasing densities. On the other hand, a soft dependence means that the sym-
metry energy decreases at high densities. At present, a stiff dependence seems more reliable than a soft
one. Many uncertainties come from the fact that our observations are mainly based on symmetric nu-
clear matter (N / Z ≃ 1) near normal nuclear density (≃ 0.16 fm−3), since it is difficult to obtain highly
asymmetric nuclear matter in terrestrial laboratories. On the other hand these studies are crucial to under-
stand features of astrophysical objects (such as neutron star formation and structure), where conditions
of extreme neutron-proton asymmetry can be present.
Other open issues concern the gaussian width, the use of in-medium nucleon-nucleon cross-
sections instead of free nucleon-nucleon cross-sections (in QMD the free choice is usually implemented,
whereas in the AMD the in-medium choice has been implemented), the question of how long the dynam-
ical simulation has to be carried over and the problem of the development of a fully relativistic approach
(on the last point see e.g. Ref. [15]).
A QMD code has been developed by us [16] in fortran 90. It includes a 3-body repulsive potential
and a surface term (attractive at long distances and repulsive at short distances). Pauli blocking is imple-
mented by means of the CoMD constraint [17]. Neutron and proton are fully distinguished by means of a
simmetry term and an isospin dependent nucleon-nucleon stochastic scattering cross-section. The kine-
matics is relativistic and attention is paid to the conservation of key quantities (total energy/momentum,
etc.) in each ion-ion collision. Simulations are performed by means of our code from the ion-ion over-
lapping stage up to t ≃ 200 - 300 fm/c (fast stage of the reaction). The description of the de-excitation
of the excited fragments present at the end of the fast stage is obtained through the coupling of our
QMD with the statistical model taken from the PEANUT module available in the FLUKA Monte Carlo
code [18–21] in a version for the g95 compiler. Up to now, the QMD + FLUKA interface has been tested
in the collisions of ions with charge up to Z=86 (radon isotopes), providing interesting results (see e.g.
Ref. [22] and references therein).
3 Results
3.1 Isospin dependence in fragment production: application of the isoscaling technique
The isoscaling technique, already mentioned in Section 1, is based on ratio of yields taken in multifrag-
mentation reactions with similar total size, but different isospin asymmetries (N −Z) / (N +Z) [23,24]:
R21(N,Z) = Y2(N,Z)/Y1(N,Z) = Const exp(AcoeffN +BcoeffZ) . (1)
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The numerator of this formula refers to the yield of a given fragment (N,Z) obtained from a neutron rich
nucleus-nucleus reaction system, whereas the denominator refers to the yield of the same fragment from
a neutron poor (more symmetric) reaction at the same energy. Acoeff is related to the symmetry energy
and is increasingly larger for couple of reactions with increasingly different isospin composition N/Z .
In particular, we have considered the neutron rich systems Ar + Fe (N/Z = 1.18) and Ar + Ni
(N/Z = 1.13) with respect to the neutron poor system Ca + Ni (N/Z = 1.04). Among other authors,
these systems have been previously studied by [25] (see also Ref. [26, 27]).
Isotopic yield ratios for light fragment (Z ≤ 8) emission have been obtained from our QMD +
FLUKA simulations for the couple of reactions Ar + Ni / Ca + Ni and Ar + Fe / Ca + Ni at 45 MeV/A
projectile bombarding energy. When plotted in the logarithmic plane, isotopic yield ratios for each fixed
Z turn out to be approximately linear, with a slope given by a Acoeff , as expected from Eq. (1). As for
the isoscaling parameter Acoeff , our simulations give the following insights:
– The results of our analysis are quite sensitive to the number of isotopes included in the linear fit, at
fixed Z (i.e. to the goodness of the gaussian approximation to the fragment isotopic distribution).
– Acoeff differs withZ , in agreement with [28], which claims that isoscaling is observed for a variety
of reaction mechanisms, from multifragmentation to evaporation to deep inelastic scattering, with
different slopes in the logarithmic plane.
– Acoeff is larger for the couple of reactions with larger difference in the isospin compositions
(N1/Z1 - N2/Z2).
– Our average values Acoeff = 0.18 for Ar + Ni / Ca + Ni and Acoeff = 0.31 for Ar + Fe / Ca + Ni
are larger than the experimental values [25], but the comparison is not so meaningful, since it is
largely affected by the fact that we include fragments emitted in all directions in our preliminary
analysis, whereas in the experiment only fragments emitted at 44o were selected.
– Acoeff turns out to be affected by the choice of the impact parameter and decreases significantly
when selecting only the most central events.
– Acoeff,hot at the end of the overlapping stage can be larger than Acoeff at the end of the full
simulation by no more than 20%, at least for the reaction systems under study.
As far as the emissions at preequilibrium are concerned, our simulations lead to the following
results:
– For central collisions of Ca + Ni the yield of emitted protons turns out to be larger than the yield
of emitted neutrons by 20%. For central collisions of Ar + Ni and Ar + Fe, on the other hand, the
yield of emitted protons turns out to be lower than the yield of emitted neutrons by 10 - 15%.
– For each of the three systems under study, the fragment asymmetry of the liquid phase (Z/A)liq at
the end of the preequilibrium stage turns out to be lower than the corresponding value at t = 0, in
qualitative agreement with the AMD simulations [25].
– No traces of isospin fractionation appear, expected indeed for systems with an higher N/Z content
(e.g. 60Ca + 60Ca).
The dependence of our results on the projectile bombarding energy is currently under study, by
considering the same reactions at different bombarding energies.
3.2 Multifragmenting source reconstruction in Nb + Mg reactions at 30 MeV/A
Multifragmentation has been observed in Nb + Mg reactions at a 30 MeV/A projectile bombarding en-
ergy in an experiment performed at the INDRA detector by the INDRA + CHIMERA collaborations [29].
Event selection has been performed, according to experimental cuts on the momentum along the beam
axis, pz,det > 0.6 pz,tot, and on the angular acceptance of the INDRA detector, 4o < θ < 176o. The
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selected events have then been assigned to different regions, corresponding to portions of the plane iden-
tified by the total transverse energy and the total multiplicity of charged particles detected in each event.
Three regions have been singled out this way, as shown in Fig. 2 of Ref. [29]. We have applied the
same selection procedure by implementing proper cuts and filters on the simulated events obtained by
our QMD + FLUKA. The selected theoretical events are plotted in Fig. 1, which can be directly com-
pared with Fig. 2 of Ref. [29] and turns out to be in good agreement. The events plotted in the T1 region
(red) are the less dissipative ones (more peripheral collisions), whereas the events in the T3 region (blue)















Total detected charged particle multiplicity vs total detected  transverse E
Fig. 1: Multifragmentation of Nb + Mg at 30 MeV/A: event selection and identification of different regions T1
(red), T2 (green) and T3 (blue) by our QMD + FLUKA simulations. Each point corresponds to a different ion-ion
reaction event in the plane identified by the total multiplicity of detected charged particles and the detected total
transverse energy.
For each of the three regions, average values of interesting quantities have been obtained both
in the experiment and in the theoretical simulations. Our results, concerning the transverse energy, the
multiplicity of charged particles, the velocity and the charge of the biggest residual averaged over all
events belonging respectively to the T1, T2 and T3 regions are shown in Table 1. As far as the average
transverse energy and multiplicity of charged particle are concerned, the results of our simulations turn
out to be in good agreement with the experimental data, within the experimental uncertainties, in the
region T1 and T2, corresponding respectively to peripheral and semiperipheral collisions, whereas in
case of central collisions the theoretical average transverse energy underestimates the experimental one
and the theoretical multiplicity of charged particles slightly overestimates the experimental result. On
the other hand, as for the properties of the largest residual, the results of the theoretical simulations show
good agreement with experimental data especially for the most central collisions, belonging to the T3
region, whereas for the more peripheral ones the theory overestimates the velocity and the charge of the
largest residual. These results, considered all together, seem to point out to the fact that in the experiment
the interacting nuclei are slightly more stopped than in the simulation.
Furthermore, the considered experiment aim at the recostruction of the properties of the so-called
source, the blob of matter formed by compression in the ion-ion overlapping stage, which undergoes
multifragmentation. Since the experiment detects final cold fragments, i.e. fragments in their ground
state after the de-excitation, a procedure has been established to reconstruct the properties of the source
by using the observed properties of the final fragments and emitted protons. In particular, the source is
isolated by a selection in parallel velocity of different fragments (velocity cuts), by considering different
cuts in different regions. The velocity cuts implemented are summarized in Table 2 of Ref. [29]. As
far as the proton are concerned, the parallel velocity cut is fixed to 3 cm/ns, whereas for increasingly
heavier fragments the velocity cuts are fixed to increasing values. The velocities of the emitted fragments
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Table 1: Multifragmentation in Nb + Mg at 30 MeV/A: average values of interesting quantities in the regions T1,
T2 and T3.
Region < Etrasv > < Mtot > < vmaxres > < Zmaxres >
Experiment (from Ref. [29]):
T1 72.9 (10.1) 8.1 (0.8) 6.6 (0.2) 34.1 (2.3)
T2 120.9 (10.6) 11.2 (0.9) 6.4 (0.2) 31.9 (2.7)
T3 176.4 (13.8) 13.4 (1.0) 6.3 (0.2) 30.5 (2.8)
Theoretical simulations (QMD + FLUKA de-exc.):
T1 74.8 8.4 7.0 38.8
T2 115.8 12.0 6.6 35.7
T3 155.1 15.3 6.2 31.1
are easily obtained even from our simulation by QMD + FLUKA, so it is possible to apply the same
procedure for the reconstruction of the source properties even in case of our simulation. As an example,
the velocities of the emitted protons obtained by our simulation for events in each of the three regions
are shown in Fig. 2, by plotting their perpendicular component vperp vs. their component along the
beam axis vpar. This figure can be compared with Fig.3 of Ref. [29]. The vertical line in each panel
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Fig. 2: Multifragmentation of Nb + Mg at 30 MeV/A: vperp vs. vpar for protons emitted in the region T1 (left
panel), T2 (central panel) and T3 (right panel) , respectively, as obtained by our QMD + FLUKA simulations.
Each point in each panel correspond to a different emitted proton. The vertical lines correspond to the velocity cuts
implemented for the reconstruction of the multifragmenting sources.
Since the experiment is able to detect the charge of the emitted fragments but not their mass, the
velocity cuts can be directly used just to obtain the charge of the source Zs. To calculate the mass of the
source As a further hypothesis is needed. The author of Ref. [29] assume that the source has the same
isotopic ratio as the projectile, i.e. As/Zs = Aproj/Zproj . Source properties in the three regions T1,
T2 and T3, as reconstructed both from the experiment and from our simulation, are shown in Table 2.
Since the theoretical model allows to simulate even the process of source formation in a straightforward
way, the properties of the source can be directly obtained before its de-excitation and break-up into
multiple fragments, without using an a-posteriori reconstruction based on velocity cuts. If we identify
the source with the biggest fragment present just at the end of the QMD simulation, we obtain a very
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good agreement with the experimental results of Ref. [29], especially in the region T1 and T2, even if
the experimental results are based on the a-posteriori reconstruction, as can be inferred from Table 2.
On the other hand, if we use a reconstruction procedure analogous to the one adopted by the authors of
Ref. [29], we overestimate the size of the source, especially for the most central collisions. Finally, as
for the average multiplicity of IMF fragments (Z ≥ 3) subsequently emitted from the source, we obtain
good agreement with the experiment in all regions.
Table 2: Multifragmentation in Nb + Mg @ 30 MeV/A: reconstruction of the source properties in the regions T1,
T2 and T3
Experiment (from Ref. [29]):
Region < Zs > < As > < Mp > < Mα > < Mfrag >
T1 40.7 (2.0) 91.2 (4.7) 2.0 (0.6) 1.1 (0.5) 1.2 (0.4)
T2 42.8 (2.1) 96.0 (4.9) 2.7 (0.7) 1.8 (0.6) 1.4 (0.3)
T3 45.1 (2) 101.3 (4.6) 3.1 (0.7) 2.5 (0.7) 1.6 (0.3)
Theoretical simulation:
Region < Zs > < As > < Mp > < Mα > < Mfrag >
Source properties reconstruction from final secondary fragments (QMD + FLUKA de-exc):
T1 42.6 96.2 2.2 0.4 1.0
T2 45.1 101.5 3.5 1.6 1.25
T3 48.5 109.5 4.2 3.8 1.5




4 Conclusions and perspectives
The QMD model developed in Milano and coupled to the de-excitation module of the Monte Carlo
FLUKA code has been used to study reactions between ions of intermediate mass which exhibit multi-
fragmentation features. The results presented in this paper are encouraging, and can be further refined
by more precisely investigating up to which extent the statistical de-excitation process from FLUKA
modifies the pattern of primary fragments originated dynamically by QMD, and how the results of the
simulation change when the time of the transition from the dynamical description of the nuclear system
to a statistical description is modified.
Further studies at non relativistic energies that we are going to perform with our theoretical simu-
lation tool concern:
– the isospin distillation effect: it occurs in the multifragmentation of charge-asymmetric systems,
and leads to IMF fragments (liquid) more symmetric with respect to the initial matter, and light
fragments (gas) more neutron rich. This effect is related to the density dependence of the symmetry
energy.
– The bimodality in the probability distribution of the largest fragment as a function of the mass
number Amax of the largest fragment, as a signature of a phase transition. Experimental data on
this effect have been obtained by the CHIMERA collaboration (see e.g. Ref. [30]).
– (Complete) fusion cross-sections (this kind of analysis has already been performed by other groups,
e.g. by means of the ImQMD model [31]).
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Abstract
The Statistical Multifragmentation Model is modified to incorporate Helm-
holtz free energies calculated in the finite temperature Thomas-Fermi approx-
imation using Skyrme effective interactions. In this formulation, the density
of the fragments at the freeze-out configuration corresponds to the equilibrium
value obtained in the Thomas-Fermi approximation at the given temperature.
The behavior of the nuclear caloric curve, at constant volume, is investigated
in the micro-canonical ensemble and a plateau is observed for excitation en-
ergies between 8 and 10 MeV per nucleon. A small kink in the caloric curve
is found at the onset of this gas transition, indicating the existence of negative
heat capacity, even in this case in which the system is constrained to a fixed
volume, in contrast to former statistical calculations.
1 Introduction
Nuclear collisions, at energies starting at a few tens of MeV per nucleon, provide a means to study hot
and compressed nuclear matter [1–8]. The determination of the nuclear caloric curve is of particular
interest as it allows one to investigate the existence of a liquid-gas phase transition in nuclear matter.
Owing to experimental difficulties, conflicting observations have been made in different experimental
analyses [9–22], although there have been attempts to harmonize these results [23].
The properties of a fragmenting system in central collisions have been found to be fairly sensitive
to the Equation Of State (EOS) in many theoretical studies using dynamical models [1–5]. However,
despite the success of statistical multifragmentation models in describing many features of the process of
nuclear disassembly [24–26], there has not been much effort to incorporate information based on the EOS
in these models. Yet, they have recently been applied to investigate the isospin dependence of the nuclear
energy at densities below the saturation value [27–29], in studies that have suggested an appreciable
reduction of the symmetry energy coefficient at low densities. Other statistical calculations [30, 31]
indicate that surface corrections to the symmetry energy might also explain this behavior. A statistical
treatment that consistently includes density effects thus seems appropriate for these studies.
In this work, we modify the Statistical Multifragmentation Model (SMM) [32–34] by including
the effects of finite temperature on fragment volumes and free energies using the Thomas-Fermi approx-
imation [35–38] with Skyrme effective interactions [40]. This version of the model is labeled SMM-TF.
The internal Helmholtz free energies of the fragments provided by the mean field approximation are
fairly sensitive to the Skyrme force used [39], making it possible to investigate whether such statistical
treatments might provide information on the EOS. For consistency with the mean field treatment, the
equilibrium density of the fragments at the freeze-out stage is also provided by the Thomas-Fermi calcu-
lations. Thus, in contrast with the former SMM calculations [41], the hot fragments are allowed to form
at densities below the saturation value. For a fixed freeze-out volume, this leads to a systematic reduction
of the free volume, which directly affects the entropy of the fragmenting system, its kinetic energy, and
pressure. As a consequence, other properties, such as the caloric curve and particle multiplicities, are
also affected.
2 Theoretical framework
In the SMM [32–34], the source is assumed to be formed at a late stage of a reaction and to consist of
Z0 protons and A0 − Z0 neutrons with total excitation energy E∗. As the system expands, there is a fast
exchange of particles within it until a freeze-out configuration is reached, at which point the composition
of a set of fragments is well defined. One then assumes that thermal equilibrium has been reached and
calculates the properties of the possible fragmentation modes through the laws of equilibrium statistical
mechanics. A possible scenario consists in conjecturing that the breakup takes place at constant pressure.
In this case, different statistical calculations predict a plateau in the caloric curve [33, 42–47]. The
situation is qualitatively different if one assumes that, for a given source, the freeze-out configuration
is reached at a fixed breakup volume Vχ. As studied in many places, a monotonous increase of the
temperature with the excitation energy occurs in this case [47–49]. In this work, Vχ is kept fixed for all
fragmentation modes, and is given by:
Vχ = (1 + χ)V0 , (1)
where V0 denotes the volume of the system at normal density and χ ≥ 0 is an input parameter.
In the micro-canonical version of SMM, the sampled fragmentation modes [34] are consistent with
mass, charge, linear momentum and energy conservation. The SMM is then equivalent to a generalized
Fermi breakup model [50, 51] in which internal excitation of the fragments is taken into account. The
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In the above equation, B0 is the ground state energy of the source and Nl denotes the multiplicity of each
type of fragment. Bj corresponds to the binding energy of fragment j, ~pj represents its linear momentum,
ǫ∗j its excitation energy and ρj (εj) its density of states. The Coulomb repulsion among the fragments is
taken into account by the terms Ec0 and Ecj which, together with the self energy contribution included in
Bj , gives the Wigner-Seitz [52] approximation discussed in Ref. [32]. Vf denotes the free volume, i.e., it
is the difference between Vχ and the volume occupied by all the fragments at freeze-out. As in Ref. [41],
henceforth denoted by ISMM here, the fragment binding energy Bj is either taken from experimental
values [53] or it is obtained from an extrapolation, if empirical information is not available.
The freeze-out temperature varies from one fragmentation mode f to the other, since it is deter-
mined by the constraint of energy conservation. The average temperature is thus calculated, as any other







f Of exp(Sf )∑
f exp(Sf )
, (3)
where Sf denotes the entropy associated with the mode f . In the SMM, this is calculated through the
standard thermodynamical relation
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Fig. 1: Nucleus + gas and gas matter distributions of the 58Ni nucleus for three values of the temperature T .
S = −dF
dT
, where F = E − TS (4)





[−BA,Z + f∗A,Z(T ) + f transA,Z (T )]+ FCoul , (5)
where the contribution of the internal fragment excitation is related to the density of excited states through







and the contribution of the translational motion is given by
















, where mn corresponds to the nucleon mass. A spin multiplicity
factor gA,Z is included for light particles but is assumed to be taken into account in f∗A,Z for fragments
with A ≥ 5.
In its original formulation [32], the diluted matter of the SMM is assumed to undergo a prompt
breakup in which the fragments collapse to normal nuclear density. The volume they occupy corresponds
to V0, so that the free volume is
Vf = χV0 . (8)
2.1 The SMM-TF
The Hartree-Fock approximation allows one to calculate the internal free energy and density of a frag-
ment as a function of the temperature. Due to important contributions associated with unbound states at
high temperatures, such a treatment is not accurate for T & 4 MeV, as pointed out by Bonche, Levit,
and Vautherin [54]. To extend the calculations to higher temperatures, they observed that there are two
solutions of the Hartree-Fock equations for a given chemical potential. One corresponds to a nucleus in
equilibrium with its evaporated particles whereas the other is associated with a nucleon gas, as shown

































Fig. 2: Ratio between the average equilibrium density of the nucleus at temperature T and the ground state value
as a function of the temperature.
thermodynamical potential associated with the nucleon gas from that corresponding to the nucleus in
equilibrium with an evaporated gas. Except for the Coulomb energy, there is no interaction between the
gas and the nucleus-gas system. This approach was successfully applied by these authors [39, 54] and
adapted to the finite temperature Thomas-Fermi approximation by Suraud [38].
The variation of the equilibrium density of a nucleus at temperature T is illustrated in Fig. 2 which
shows the ratio between the average density 〈ρ〉 of several selected light nuclei at temperature T and the
corresponding ground state value 〈ρ0〉. We define 〈ρ〉 as the sharp density which gives the same root
mean square radius as the nuclear density obtained in the Thomas-Fermi calculation. One observes that
〈ρ〉 decreases as one rises the temperature of the nucleus and that it quickly goes to zero as T approaches
its limiting temperature, since the nuclear matter tends to move to the external border of the box due
to the Coulomb instabilities [38, 39, 54]. In our SMM-TF calculations, we only accept a fragmentation
mode if the temperature T is smaller than the limiting temperature of all the fragments of the partition.
If this is not the case, the entire partition is discarded and we sample another one.






where V 0A,Z represents the volume of the fragment (A,Z) in the ground state. The free volume Vf then
depends on the temperature and is given by
Vf (T ) = (1 + χ)V0 −
∑
A,Z
VA,Z (T ) . (10)
We also calculate the internal free energies f∗A,Z of the nuclei using the subtracted free energy. The free
energies and equilibrium volumes are calculated for the alpha particle and all nuclei with A ≥ 5.
3 Results and discussion
We apply the SMM-TF model to the breakup of the 150Nd nucleus at a fixed freeze-out density, using
Vχ/V0 = 3. The caloric curve of the system is displayed in Fig. 3. Besides the SMM-TF (circles)
and the ISMM (triangles) results, the Thomas-Fermi calculations for the 150Nd nucleus is also shown
(dotted line), as well as the Fermi gas (full line) and the Boltzmann (dashed line) expressions. For
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Fig. 3: Caloric curve associated with the breakup of the 150Nd nucleus. For details, see the text.
E∗/A . 8.0 MeV, both SMM calculations agree fairly well for the prediction of the breakup tem-
peratures. However, a kink in the caloric curve is observed at this point, in the case of the SMM-TF,
indicating that the heat capacity of the system is negative within a small excitation energy range around
this value. Negative heat capacities have been predicted by many calculations and have been strongly
debated in the recent literature [33,42–46,55–57]. However, this feature is usually observed at the onset
of the multifragment emission, i.e. at the beginning of the liquid-gas phase transition [33,45], whereas it
appears much later in the present calculation.
In order to understand the qualitative differences between the two SMM approaches, we show, in
Fig. 4, the multiplicity of light particles Nlp (all particles with A ≤ 4, except for alpha particles), the
alpha particle and the Intermediate Mass Fragment (IMF, 3 ≤ Z ≤ 15) multiplicities, as well as the
total number of particles Ntotal as a function of the excitation energy. It is important to note that neutrons
are included in Nlp and Ntotal. One observes a clear disagreement between the two SMM calculations
in the prediction of the alpha particles. This is due to the construction of the internal free energies in
the ISMM [41], which considers empirical low energy discrete states. Since the first excited state of the
alpha particle is around 20 MeV, this strongly increases the free energy at low temperatures, in contrast to
the Thomas-Fermi calculation. Except for this difference, the agreement between the model calculations
is fairly good, in the case of the other observables, for excitation energies up to E∗/A ≈ 7.5 MeV. All the
multiplicities smoothly increase to approximately this excitation energy. The small discrepancy between
Ntotal in the two calculations can be attributed to the differences in the alpha multiplicities. Then, at
E∗/A ≈ 7.5-8.5 MeV, in the SMM-TF calculations, Nα and NIMF reach a maximum and begin to
decrease. Another striking feature observed in this picture is the sudden change in the slope of the Ntotal
and Nlp SMM-TF curves at the same point, not seen in the ISMM results.
Although the Helmholtz free energies of the fragments are somewhat different in both calculations,
the differences are not large enough to quantitatively explain this peculiar behavior. The alpha particle
is a particular case due to the reasons given above. Thus, this salient feature must be associated with
the behavior of the kinetic terms, due to changes in the free volume. The logarithmic volume term in
the entropy disfavors partitions with small free volumes. Therefore, the system prefers the emission of
very light particles, Nlp, (which cannot be excited in our treatment) in order to minimize the reduction
of Vf . Nevertheless, this preference is limited by the energy conservation constraint. It is only when
the excitation energy becomes sufficiently high that there is enough energy for the system to emit an
appreciable number of very light particles. The entropy reaches an approximately constant value in the
SMM-TF model for E∗/A & 8.0 MeV. The large emission of particles which have no internal degrees of
freedom prevents the entropy from falling off from this point on, since they do not expand. One should
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Fig. 4: Average multiplicity of light particles, alpha’s, IMF’s and total, as a function of the excitation energy.
of the fragments in the different partitions has been reached. In fact, the breakup temperatures obtained
in the present calculations are much lower than the limiting temperatures of most nuclei (except for the
very asymmetric ones), as may be seen in the examples given in Fig. 2 and in Refs. [38, 39]. This effect
on the produced fragments appears at much higher excitation energies. Therefore, the back bending of
the caloric curve and the small plateau observed in Fig.3 are strongly governed by the changes in the
free volume. Thus, this phase transition at high excitation energy takes place at approximately constant
entropy.
Even though the fragments are not directly affected by their limiting temperatures at the excitation
energies we consider, the reduction of the entropy associated with the volume affects the fragment species
in different ways. Since proton rich nuclei tend to be more unstable, they suffer from the dilatation
effects more strongly than the other isotopes. Owing to their larger volumes at a given temperature T ,
partitions containing proton rich fragments have smaller entropies than the others. Therefore, one expects
to observe a reduction in the yields of these fragments. Since the limiting temperatures, as well as the
equilibrium density at temperature T , are sensitive to the effective interaction [38, 39], these findings
suggest that comparisons with experimental data may provide valuable information on the EOS.
4 Concluding remarks
We have modified the SMM to incorporate the Helmholtz free energies and equilibrium densities of nu-
clei at finite temperature from the results obtained with the Thomas-Fermi approximation using Skyrme
effective interactions. The dilatation of the fragments’ volumes has important consequences on the frag-
mentation modes. For excitation energies larger than approximately 8 MeV per nucleon, it favors a
large emission of light particles with no internal degrees of freedom, leading to the onset of a gas tran-
sition at excitation energies around this value. The existence of a small kink in the caloric curve, as
well as a plateau, for a system at constant volume is qualitatively different from the results obtained in
previous SMM calculations where these features were observed only at (or at least at nearly) constant
pressure [47].
Since the multiplicities associated with IMF’s and light particles are very different in the two
statistical treatments for excitation energies larger than 8 MeV per nucleon, we believe that careful com-
parisons with experimental data may help to establish which treatment is more suited for describing
multifragment emission. Furthermore, since the isotopic distribution turns out to be sensitive to the treat-
ment even at lower excitation energies, this suggests that one may learn from the EOS by using different
Skyrme effective interactions in the SMM-TF calculations. Particularly, this modified SMM model is
appropriate to investigate the density dependence of the symmetry energy discussed recently [27–29].
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Abstract
Event generators that handle neutrino-nucleon interaction have been developed
for the FLUKA code [1]. In earlier FLUKA versions only quasi-elastic (QEL)
interactions were included, and the code relied on external event generators for
the resonance (RES) and deep inelastic scattering (DIS). The new DIS+RES
event generator is fully integrated in FLUKA and uses the same hadronization
routines as those used for simulating hadron-nucleon interactions. Nuclear ef-
fects in neutrino-nucleus interactions are simulated within the same framework
as in the FLUKA hadron-nucleus interaction model (PEANUT), thus profiting
from its detailed physics modelling and longstanding benchmarking. The gen-
erators are available in the standard FLUKA distribution. They are presently
under development and several improvements are planned to be implemented.
The physics relevant to the neutrino-nucleon interactions and the results of
comparisons with experimental data are discussed.
1 Introduction
The next generation of large-scale neutrino experiments will require substantial Monte Carlo studies
that handle nuclear effects with reasonable quality. The FLUKA Monte Carlo code [1] has a well tested
environment for nuclear interactions, and is therefore a good tool for these kind of studies. Recent
efforts of improving the code include stand-alone event generators for neutrino-nucleon deep inelastic
scattering and resonance scattering, added to the already existing package for quasi-elastic interactions.
The qualities of the FLUKA nuclear environment have been extensively explained elsewhere [2, 3] and
will only be briefly touched upon here, while the main focus will be on explaining the properties of the
new neutrino features and plans for future improvements.
2 The FLUKA code
FLUKA is a general purpose Monte Carlo tool for calculations of particle transport and interactions with
matter. The abilities of the code covers a wide range of applications including proton and electron ac-
celerator shielding, target design, calorimetry, activation, dosimetry, detector design, Accelerator Driven
Systems, cosmic rays, neutrino physics, and radiotherapy.
2.1 The PEANUT package
A powerful part of FLUKA is the PEANUT (Pre-Equilibrium Approach to NUclear Thermalization) [2,
4] nuclear interaction package, which handles interactions of nucleons, pions, kaons and γ-rays from
threshold (or 20 MeV neutrons) up to a few GeV. All reaction mechanisms in this model are embedded
in a generalized intranuclear cascade which smoothly overlaps with statistical preequilibrium emission
∗lantz@ribf.riken.jp
and is followed by evaporation and gamma deexcitation. Recently, PEANUT has been extended to the
high energy range, through a smooth onset of the Glauber-Gribov cascade. In this approach, hadron-
hadron interactions at high energies are based on the Dual Parton Model [5], in which interactions result
in the creation of QCD color strings from which hadrons are generated [1, 6]. The FLUKA nuclear
interaction model has capabilities which have been successfully tested in hadron and photon induced
reactions [2]. If we assume that the models for nuclear interaction, thermalization and hadronization
work equally well irrespective of the incident interaction vertex, then is is reasonable to assume that the
model should work well also for neutrino interactions. This is the approach we have adopted for the
development of neutrino-nucleon interaction models within FLUKA.
2.2 Neutrino interactions in FLUKA
In the framework of the ICARUS experiment [7] a model for neutrino-nucleus quasi-elastic scattering
(QEL), based on Ref. [8], was developed within FLUKA in 1997. For the same purpose, FLUKA was
also coupled successfully to the NUX model [9, 10], which handles deep inelastic scattering (DIS) and
resonance scattering (RES). The NUX-FLUKA was extensively cross-checked with data from the NO-
MAD experiment [11] at CERN. For these generators (QEL in FLUKA and DIS+RES from NUX) all
initial and final state interactions were managed by the PEANUT model. From this experience, important
knowledge was obtained about the effects of reinteractions in the nucleus [3], and was useful to produce
results for the ICARUS collaboration.
NUX depends on Pythia [12] and the linking to another code package means that a number of
separate parameters related to the hadronization are used, although this should be handled by the internal
hadronization routines within FLUKA. This was in conflict with the ideal of consistency of models and
minimization of the number of parameters for the design of the FLUKA code. The resonance region in
NUX is considered on average in the sampling of DIS events, according to the duality principle, and
thus does not contain a true description of the resonance region. Furthermore NUX was only available
within the ICARUS collaboration, with limited possibilites for further development within FLUKA. For
these reasons it was deemed necessary to have internal event generators, and now we have developed
dedicated event generators for DIS and RES that are fully integrated within FLUKA.
The objective was to create event generators that handles all neutrino flavors for Neutral Current
(NC) and Charged Current (CC) interactions over a wide energy range, and that would be flexible for the
use of different PDF-sets (see below). The result is the packages NUNDIS and NUNRES, which are still
under development, but available for use in the standard FLUKA distribution.
3 Description of the event generators
3.1 NUNDIS
NUNDIS handles deep inelastic scattering for Neutral Current (NC) and Charged Current (CC) interac-
tions for incident neutrinos and antineutrinos of all flavours on protons and neutrons. It samples Q2 and
Bjorken-x, calculates structure functions and differential cross sections, determines whether the incident
parton is valence or sea quark, samples the incident and outgoing parton flavors, calculates the invari-
ant mass of the hadronic system, and for CC interactions it also calculates the polarization of outgoing
charged leptons.
NUNDIS uses available parton distribution functions (PDFs) in order to obtain probability distribu-
tions for the kinematical variables Q2 and Bjorken-x. PDFs are obtained from global fits to experimental
data for one or more physical processes which can be calculated from perturbative QCD, and there are
a number of different approaches available. For the moment NUNDIS works for neutrino energies up to
100 TeV with the GRV98 [13] PDF-set as default, but it is also possible to use GRV94 [14] and BBS [15].
Future updates will implement other PDF-sets such as MSTW [16] and CTEQ [17]. Extrapolations are




































Fig. 1: Feynman diagrams of deep inelastic neutrino-nucleon scattering for CC/NC interaction with the incident
neutrino interacting with a valence quark (left) and with a sea quark (right). All kinematical variables are given with
red letters. The blue regions indicate the q − q¯ and q − qq hadronization strings that are considered in PEANUT.
For high Q2 and low x extrapolations are generally straightforward and without problems, but for low
Q2 special treatment is necessary, see Sec. 3.4.
Fig. 1 shows the Feynman diagrams for neutrino–nucleon interactions in CC and NC interactions,
with the kinematical variables in red letters. The lefthand plot shows the case when the incident neutrino
interacts with a valence quark, and the righthand plot the case for interaction with a sea quark. All
calculations in NUNDIS are done in the lab system. PEANUT handles the transformations from different
reference frames before and after the interaction. For a neutrino with energy Eν incident on a nucleon
with mass M , with total energy s in the CMS system, the kinematics for the interaction is completely
described by three of the following variables:
– Q2 = 2MEνxy : squared momentum transfer.
– W 2 = M2 + Q2 1−xx : squared invariant mass of the outgoing hadronic system.
– x : Bjorken-x, the fraction of the nucleon momentum carried by the struck parton in the infinite
momentum frame.
– y = W
2+Q2−M2
s−M2 : inelasticity, the fraction of energy transferred to the hadronic system.
Each of these have kinematical constraints that need to be fulfilled. In NUNDIS the variables Q2 and x
are sampled and checked against the constraints for all four variables.
All random sampling is performed with the importance sampling method, with guess functions g
that we strive to design as close as possible to the true sampling functions f , and variable substitutions
are frequently used to speed up the sampling. The sampling of Q2 is done over the allowed (Q2,x)








is sampled from the sampling function f(Q2, x) = d
2σ
dxdQ2 . In both cases the double differential cross






















Ai(x, y,Eν)Fi(Q2, x) , (2)















































The minus sign for A3 is used for anti-neutrinos.
The structure functions Fi(Q2, x) in Eq. (2) follow the standard definition given by the Particle
Data Group [19] and are here shown for the cases ν +p and ν¯+p. For neutrons the convention of isospin
symmetry is taken into account. For CC interactions the structure functions are:
F νp2 (Q
2, x) = 2x[d + s + u¯ + c¯], (4)
xF νp3 (Q
2, x) = 2x[d + s− u¯− c¯], (5)
F ν¯p2 (Q
2, x) = 2x[u + c + d¯ + s¯], (6)
xF ν¯p3 (Q
2, x) = 2x[u + c− d¯− s¯], (7)









































sin2 θW , (10)
gR = −23 sin











sin2 θW , (13)
where θW is the Weinberg angle. Eq. (2) is simplified in leading order due to the Callan-Gross rela-










If the sampled (Q2, x) is accepted then the incident parton flavor is sampled, and sampling also
determines whether the incident parton is a valence quark or a sea quark. The incident parton flavor
determines the flavor of the outgoing parton, depending on whether it is CC or NC interactions. For
CC interactions the relative probabilities for the transition depend on the Cabibbo favored or suppressed
angles. The minimum allowed value of W2, which initially is based on the mass for a single nucleon and
a pion, may be modified depending on the outgoing parton flavor and is therefore checked again. For CC
interactions the polarization of the outgoing lepton is calculated according to Ref. [22].








dx dQ2 . (14)
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Fig. 2: Total cross sections for Charged Current νµ–N interactions as function of incident neutrino energy. The
various contributions from the FLUKA calculation are explained in the figure. Note that charm production is
displayed separately but is part of the NUNDIS event generator. Experimental data are shown for QEL [24] (red
dots), RES [25] (blue triangles), DIS [26] (open squares) and total cross sections [27] (black squares).
Due to long integration times the total cross sections are tabulated for all valid neutrino-nucleon com-
binations and are used in the initial sampling that determines which kind of neutrino interaction that
occur.
3.2 NUNRES
The NUNRES package in now under development with the purpose to generate neutrino-nucleon reso-
nance interactions. It is built on the basis of the Rein-Sehgal formulation [23], however keeping only
the contribution from Δ production. No non-resonant background term is considered, assuming that the
non-resonance contribution comes from NUNDIS. For the moment, the transition from RES to DIS is
performed by imposing a linear decrease of both cross sections as a function of W. With this approach
the energy dependence of the cross section for DIS is automatically reduced in favor of RES interactions.
As in the case of NUNDIS all calculations are performed in the lab system, with relevant transformations
between reference frames handled by PEANUT.
3.3 Results
Beta versions of the NUNDIS and NUNRES generators are included in the standard FLUKA 2008 distri-
bution and can be invoked with standard FLUKA input commands. Neutrino primary particles can be
simulated by forcing the interaction at a given locations. A separate file with cross sections is available
in the distribution so that the uses can weight the results. It is also possible to restrict the simulations to a
subset of the interaction channels QEL, RES or DIS, and charm production can be simulated separately
from the rest of the DIS contribution.
In Fig. 2 is shown the total cross section for the different contributions in the case ν + N where
N is an isoscalar nucleon. Experimental data are taken from Refs. [24–27]. As seen the total cross
sections agree fairly well with experimental data, but it should be noted that it is important to compare
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Fig. 3: Total cross sections for Charged Current νµ–N, DIS interactions with (red) and without (black) extrapola-
tion below the Q2-limit given by the GRV98 PDF-set.
with differential distributions and the resulting final states after hadronizations. Dedicated benchmarking
have been initiated and will be reported elsewhere [28].
3.4 Further improvements
The first studies of the quality of the new neutrino-nucleon event generators within FLUKA are promising,
but it is clear that many improvements of the code will be required. Below are a few issues that will be
addressed in the near future:
– The extrapolation towards Q2 = 0 will be improved. The low limit is determined by the PDF-
sets and is Q20 = 0.8 GeV2 for the default GRV98 distribution. Different approaches have been
considered, and at the moment we follow the common strategy to freeze the structure functions at
Fi(Q20, x) and extrapolate with a rescaling function. The present extrapolation scheme is inspired






This shape is very simple in comparison with a full two phase approach, and it gives unphysical
effects for certain differential cross sections. Studies are ongoing to improve the situation, inspired
by results with low Q2 electron scattering from the CLAS experiment [30, 31]. Fig. 3 shows an
example of how the total cross section for DIS is affected by extrapolating from Q20 with Eq. (15)
vs. not allowing any sampling at all below that limit.
– At present there are no incident charm quarks within NUNDIS, and charm production is limited
to the transitions from s/s¯ and d/d¯ quarks in CC interactions. Initial attempts will be made to
implement charm PDFs from other PDF-sets while retaining GRV98 as the default PDF-set. At
a later step GRV98 will most likely be abandoned as default package for another PDF-set that
includes charm quarks.
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– Target mass corrections of Bjorken-x according to the Nachtmann variable [32] and proposals by
Bodek et al. [33] are in principle trivial to implement. We have selected to postpone their intro-
duction until other aspects of the code have stabilized, but they will be tested after the introduction
of incident charm quarks.
– A lot theoretical and experimental progress have been made recently in the resonance region, and
we should change from the Rein-Sehgal approach to something more sophisticated, though it will
require continuous updates of the code in order to follow the latest developments.
– As mentioned above systematic benchmarking against experimental data has been initiated.
– The Callan-Gross relation will be replaced with the ratio of the cross section for scattering from
longitudinally to transversely polarized bosons. The reason is that for lower Q2 this ratio becomes
non-negligible and then F1 and F2 become related through a longitudinal structure function FL,
which can be expressed as:
2xF1(Q2, x) = F2(Q2, x)
1 + 4M2x2/Q2
1 + R(Q2, x)
, (16)
where R(Q2, x) is the ratio of the cross sections of longitudinally to transversely polarized W -
bosons. R can be parametrized in different ways, for instance as it is done in Ref. [34].
– Some of the numerical integrations in the sampling of Q 2 and Bjorken-x are very time consuming.
Therefore special attention is given to improve the sampling methods.
4 Summary
The successful FLUKA Monte Carlo environment has recently been extended with event generators for
neutrino–nucleon resonance scattering (NUNRES) and deep inelastic scattering (NUNDIS), to accom-
pany the already existing model for quasi-elastic scattering. The event generators, which are included
as beta versions in the standard FLUKA distribution version 2008.3 and can be used for simulating neu-
trino interactions in a FLUKA geometry. Nuclear effects and hadronization are handled by the internal
PEANUT model, giving a consistent handling of all interactions with the same nuclear models for all
processes. Initial comparisons with experimental data are promising, but a number of improvements of
the event generators are deemed necessary and will be implemented for coming releases of FLUKA.
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Abstract 
On January 27, 2009, protons were accelerated by the 50GeV proton 
synchrotron (50GeV-PS) of the Japan Proton Accelerator Research Complex 
(J-PARC) up to its initial goal of 30GeV, and were successfully extracted for 
the first time to the Hadron Experimental Hall in the Particle and Nuclear 
Physics Facility of the J-PARC.  The proton beam was transported to the 
secondary-particle production target, T1, in the Hadron Experimental Hall, 
which was 250 m away from the beam extraction point from the 50GeV-PS, 
and finally absorbed by the beam dump, which located 50 m downstream 
from T1. 
1 J-PARC  
J-PARC consisted of three stages of accelerators, the proton linear accelerator (LINAC) of 181MeV, 
the rapid-cycle 3GeV proton synchrotron (RCS), and the main 50GeV Proton Synchrotron (50 GeV-
PS).  The construction of the J-PARC started in 2001 and almost completed in the early 2009.  The 
most characteristic feature of each J-PARC accelerator is its high beam power, e.g. the designed beam 
intensity of 50GeV-PS is 15μA, i.e. the beam power of 750kW [1].   
The first beam was obtained from LINAC on January 24th in 2007.  The J-PARC LINAC 
accelerated the H− beam up to the energy of 181 MeV, which is the design value at the phase one of 
the project, at the first time and it will be used for the injection to RCS.  The beam energy of LINAC 
achieved was measured by means of time-of-flight method.  The peak current, the beam pulse length, 
and the repetition rate of LINAC were 5 mA, 20 μs and 2.5 Hz, respectively.  These values were 
selected for the purpose of the initial beam study, to avoid a possible damage in accelerator 
components, if something wrong happened at a high beam power.  Now the beam current has been 
much increased. 
On October 31st 2008, RCS successfully accelerated the 181-MeV proton beam injected from 
LINAC to its designed maximum beam energy of 3 GeV.  The beam was extracted to the 3 GeV 
beam transport line and irradiated the muon and neutron production targets prepared in the Material 
and Life Science Facility (MLF), where researchers will perform experiments using pulsed muon and 
pulsed neutron beams.  H−-beam accelerated by LINAC was charge exchanged at the injection point 
of RCS and then converted to H+ and transferred to the circulating beam orbits in RCS.  After the 
first success of 3 GeV acceleration, the beam intensity of RCS is gradually increasing and now 
continuous beam of 100kW (25Hz operation) and the continuous-equivalent 250 kW beam as the 
maximum-peaked pulsed beam have been achieved.  The 3 GeV beam from RCS will be injected to 
the last stage of the accelerator complex of J-PARC, i.e. 50 GeV-PS. 
In December 2008, the J-PARC 50-GeV Proton Synchrotron (50 GeV-PS) has successfully 
accepted the proton beam injected from RCS and accelerated it up to 30 GeV, at which we will 
operate the 50 GeV-PS at the first phase of the project.  The beam thus accelerated was finally 
extracted to an abort beam dump prepared in the accelerator tunnel.  The beam commissioning of 50 
GeV-PS started on December 22nd, 2008.  The proton beam was successfully accelerated up to 30 
GeV and extracted to the abort beam dump at 17:34 (Japan Standard Timing, JST) on the next day, i.e. 
the 23rd of December.  The next step left for 50GeV-PS is the extraction to Hadron Experimental 
Hall (scheduled in January 2009) and to Neutrino Beam Line (scheduled in April 2009).  This very 
quick success of the beam acceleration by 50 GeV-PS is owing to its special lattice structure realizing 
imaginary γt (no transition energy).  On the same day, RCS officially started supplying the proton 
beams to the MLF users.  Both operations (the 50 GeV-PS acceleration and the MLF operation) were 
realized in parallel by the success of the pulse bending magnet which controls the proton beam 
directions between 50 GeV-PS and MLF.  
 
On January 27th, 2009, protons were again accelerated up to 30 GeV and then successfully 
extracted to Hadron Experimental Hall in Nuclear and Particle Physics Facility and transported to the 
beam dump [2].  Hadron Experimental Hall is one of the two facilities at 50 GeV-PS and utilizes the 
various kinds of secondary particles generated by protons.  To make plenty of secondary particles by 
the high intensity proton beam available for experiments, many methods of handling the high intensity 
beam have been developed for this facility.  In particular, firm radiation shield was constructed and 
the magnets that were hard to be broken and easy to be replaced, in case in trouble in the high 
radiation area, were produced. 
The last trial of the beam extraction from 50GeV-PS was mede on April 23rd in 2009 by the 
fast extraction.  Construction of Neutrino Beam Line has already been completed and tested at the 
other extraction port from 50GeV-PS where the fast extraction is available.  The long baseline 
oscillation experiment, T2K, is now waiting for high intensity proton beam.  Super KAMIOKANDE, 
which is 295km away from J-PARC, is the far detector of T2K.  In the evening (19:09 JST) on April 
23, the Tokai to Kamioka (T2K) long baseline neutrino oscillation experiment confirmed the first 
neutrino beam production by observing the muons produced by the proton beam in the neutrino beam 
detection facility at J-PARC. 
Fig. 1: J-PARC Accelerator Complex, i.e. 181MeV LINAC, 3 GeV RCS, and 50 GeV-PS.  
Two extractions from 50GeV-PS are for slow extraction for Hadron Experimental Hall 
(‘Hd’ in above figure) and fast extraction for Neutrino Beam Line (ν). 
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Then the test of proton beam acceleration started in November 2006 has been completed.  
Protons were successfully accelerated to the designed energy of LINAC (the 1st accelerator of J-
PARC) in January 2007, to the designed energy of the 3 GeV Rapid Cycle Synchrotron (the 2nd 
accelerator) in October 2007, and to the initial goal of 30 GeV in December 2008 by the 50 GeV-
Proton Synchrotron, and extracted to Hadron Experimental Hall (January 2009) and Neutrino Beam 
facility (April 2009).  Now the physics experiments as well as endless efforts to increase beam 
intensity of accelerators started. 
2 Hadron Experimental Hall 
The beam extraction to Hadron Experimental Hall from 50 GeV-PS is performed via third order 
resonance method, which requires stable control of beam trajectory in the ring.  After the first success 
of the extraction and transport of 30GeV beam to Hadron Experimental Hall, both extraction orbit in 
the ring and transport trajectory in the beam transport line are carefully tuned, and finally no beam loss 
has become seen in the accelerator itself and the beam line except for the proper positions where beam 
loss is unavoidable in principle, e.g. the extraction electrostatic septum where the proton beam hit the 
thin foil electrode directly. 
  
On February 10th, after the careful tuning of the primary proton beam line, the secondary 
production target, T1, was inserted in the primary beam line and tuning of the secondary beam line 
started.  The layout of the Hadron Experimental Hall is shown in Fig.2 and 3.  The beam extracted 
from 50GeV-PS is transported along 250m Switch Yard (SY) and hit the T1 target placed at almost 
the upstream end (entrance area) of Hadron Experimental Hall, and is finally absorbed by the beam 
dump, which is located 50 m downstream from T1.  Three secondary beam lines are connected to the 
T1 target.  The first is K1.8 beam line which has two stage electro static (ES) separation and provide 
very clean charged kaon beam up to 1.8GeV/c.  The second is K1.1.  The configuration of K1.1 is 
almost the same as K1.8.  However the maximum beam momentum is 1.1 GeV/c and the beam length 
is much shorter than K1.8.  Both K1.8 and K1.1 beam lines has their branch beam, K1.1BR and 
Fig. 2: Hadron Experimental Hall just after the completion of its radiation shield.  T1 
target locates at the merging point of secondary beam (yellow) lines. 
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K1.8BR, after the first ES separator.  The third beam line is KL beam which directly see the T1 target 
and accept neutral kaon beam.  This KL beam line is designed dedicatedly to the precise 
measurement of CP violating kaon decay in order to study Cabibbo-Kobayashi-Maskawa matrix. 
 
 
Fig. 3: Plan view of Hadron Experimental Hall.  Three secondary beam lines, 
K1.8, K1.1 and KL are connecting to T1 target.  Possible location of high 
momentum beam line, High-p, is also shown. 
Fig. 4: Identification of kaons by time-of-flight method at K1.8BR beam line. 
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In the last February, while the beam intensity of the first beam commissioning period was just 
10nA and the beam power of 300W corresponding to 0.1% of the design, the joint experimental team, 
E17 lead by Professor Ryugo Hayano, University of Tokyo and E15, lead by Dr. Masahiko Iwasaki, 
Riken, has successfully confirmed kaon generation in the secondary beams at K1.8BR as shown in Fig. 
4.  The beam line magnets of K1.8BR were adjusted so that the beam momentum is held at 1.1 
GeV/c, and the team obtained the clear signal of kaons in huge numbers of pions and secondary 
protons by means of the time-of-flight method.  This result was reported by Dr. Takatoshi Suzuki, 
University of Tokyo, at "Workshop Celebrating the First Beam at Hadron Hall" held on March 25-26 
at Tokai [3].  The quantity of kaons is about 1/500 of that of pions, consistent with the expected 
value for un-separated beam condition without the operation of the Electro-Static (ES) separator.  
The ES separator is designed to improve the kaon/pion yield ratio to be 1 or more.  The actual ES 
Separator of K1.8BR has already been installed in the beam line and tested in the working beam 
condition.  This confirmation of the kaon generation is a big step forward to utilize kaon beam at 
Hadron Experimental Hall. 
3 Next Step 
The operation of the 50 GeV-PS for the fiscal year 2008 was terminated on February 26th.  We will 
continue constructing and tuning the other beam lines such as K1.8 and KL.  At K1.8BR, full 
installation of the E17 experiment will resume, preparing for the next operation phase which will start 
in this autumn at the earliest.  The beam intensity of 50 GeV-PS will gradually be increased to its 
design value for the first phase of the project, i.e. 30 GeV-15 μA.  The high-power proton beam will 
be applied to the intense production of kaons, pions, and many other unstable and/or rare elementary 
particles such as antiprotons, which will allow significant progress in both nuclear and particle physics.   
In this meaning the Hadron Experimental Hall will be the first real Kaon Factory [4] in the world.  
Spectroscopic studies of s=-2 hypernuclei and precise measurements of CP violation in neutral kaons 
are the two major subjects of the Hadron Experimental Hall.  Beam line and analyzer system 
prepared for (K−, K+) reactions is now underway at K1.8 beam line as shown in Fig. 5. 
 
Fig. 5: QQDQQ beam momentum analyzer (orange and green magnets) and 
superconducting reaction analyzer (yellow sector magnet) installed at K1.8 beam line. 
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However in the early days of J-PARC, on which the beam power is gradually increasing to the 
design value, the experiments requiring relatively lower beam power are arranged to run.  The search 
for θ+ by hadronic reaction (π−, K−) is one of the first series of such experiments at the Hadron 
Experimental Hall.  Study of kaonic atoms using stopped K− is the other major subject of early days.  
Study of vector meson’s mass modification in nuclear matter does not require the beam power but 
high momentum (--20GeV/c) beam line, High-p, is necessary.  Construction of this kind of high-p 
line is now seriously in consideration as seen in Fig. 3. 
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Abstract
The CLAS Collaboration is operating the CLAS detector at theThomas Jeffer-
son National Laboratory (JLab) in USA. The unique combination of the detec-
tor large acceptance and high intensity of the continuous electron beam of CE-
BAF has opened the way to a comprehensive study of the hadrons structure in
kinematic domain between nuclear and particle physics. Hadron spectroscopy
plays a central role in the physics program of the Collaboration. Many exclu-
sive channels have been studied with virtual and real photon beams in a wide
kinematic providing key information about the hadron structure as well as the
reactions dynamic. In this contribution, the rich physics program covered by
present and future experiments will be reviewed.
1 Introduction
The use of electromagnetic probes in hadron physics has a long history and led to important discoveries:
the proton electric and magnetic form factors, the scaling law of deep inelastic scattering etc. Many
other experiments were performed thereafter, aiming at the study of particular exclusive channels like
pion photo- and electro-production, but mostly with limited statistics and accuracy, due to the low lu-
minosity and duty factors of the machines previously available, as well as to the small detector solid
angles. The availability of continuous and high intensity electron and photon beam together with a new
large acceptance detector provides coverage over a wide kinematic range for many different final states,
including multi-hadron channels. Hadron spectroscopy, and in particular the study of meson spectrum
and reactions dynamic, is one of the most effective tool to have a quantitative understanding of quark
and gluon confinement. In fact, revealing the nature of the mass of the hadrons as well as seeing the
QCD degrees of freedom (e.g. gluons) at work is one of the remaining issue addressed by many current
experiments and it is at the top of the physics program of future facilities.
The CLAS collaboration in Hall B at Jefferson Laboratory has a broad scientific program based
on the use of both the primary CW electron beam and a tagged photon beam. In our kinematics (center
of mass energy W ∼ 1-3 GeV, photon virtuality Q2 ∼ 0-5 GeV2, and momentum transfer in exclusive
reactions −t ∼ 0-6 GeV2) it is possible to study the transition between the so called ’Soft Physics’, where
models based on Constituent Quarks or phenomenology are widely applied, to the ’Hard Physics’ regime,
where perturbative QCD or dimensional analysis are used to interpret the data. In this contribution I will
show some selected results obtained by the CLAS Collaboration in baryon and meson spectroscopy as
well as the hadron spectroscopy program at CLAS12.
2 CLAS at Jefferson Lab
The Continuous Electron Beam Accelerator Facility (CEBAF) at Jefferson Lab delivers a low emittance,
high resolution, 100% duty-cycle electron beam to three different experimental halls A, B and C, simul-
taneously. The maximum energy is 5.8 GeV (with 80% polarization available) with a maximum current
of 180 µA. The Hall B is mainly devoted to experiments that require the detection of several particles in
the final state. It hosts the CLAS detector [1] (CEBAF Large Acceptance Spectrometer), built around six
superconducting coils producing a toroidal magnetic field. The detector package consists of three layers
of drift chambers for track reconstruction, one layer of scintillators for time-of-flight measurements and
hadron identification, forward Cerenkov counters for electron-pion discrimination, and electromagnetic
calorimeters to identify electrons and neutral particles. The detector lay-out is sketched in Fig. 1.
Fig. 1: The components of the CLAS detector.
3 Baryon spectroscopy: the N∗ program
One of the features of real and virtual photon interactions with the proton is the appearance of bumps in
the inelastic part of the cross section, corresponding to values of the invariant CM energy W between 1.1
and about 2 GeV. This is interpreted as manifestation of excited states of the nucleon (with definite angu-
lar momentum and parity), also observed in pion absorption and nucleon-nucleon scattering. Despite the
progress being made within the framework of quark models to explain the resonances in terms of three
quarks, the number of states observed in the spectrum is higher than what predicted by any symmetric
quark model based on SU(6). A possible explanation concerns the underlying symmetry: e.g. the Quark
Cluster Model, where two of the three constituents stay together in a di-quark configuration leading to
a fewer number of predicted states. Another possibility is related to the QCD mixing effects that could
decouple many of these states from the pion-nucleon channel, with a consequent lack of evidence in elas-
tic piN scattering, while strongly coupling them to multipion channels (Npipi) or higher masses mesons
(Nη, Nω, kY ). Search for the states still missing in the experimental observation is therefore crucial
in understanding the basic degrees of freedom in baryon structure. As an example, I briefly report the
CLAS results for the exclusive reaction ep→ e′ppi+pi− [2]. The new CLAS data show for the first time
a clear evidence of the presence of bumps in the total cross section at different Q2 values, and a ’missing’
strength around W ∼ 1.7 GeV (see fig. 2). The comparison to a phenomenological model incorporating
the available knowledge on N∗ and ∆ states shows an evident discrepancy. A better description of the
data is obtained either by a sizable change of the P13(1720) resonance or by introducing a new baryon
state not reported in published analysis.
Indications of different contributions to baryon dynamics, beside the standard qqq configurations,
comes from the study of transition from the ground to the first excited state (N → ∆(1232)). Within
the SU(6) model, the γ∗N → ∆(1232) → Npi transition is mediated by a single quark spin flip lead-
ing to M1+ magnetic dipole dominance and E1+=S1+=0. Non-zero values for E1+ would indicate a
quadrupole deformation. Such deformation may arise dynamically through the interaction of the photon
with the pion cloud or through the one-gluon exchange mechanism. On the other hand, helicity conser-
vation in perturbative QCD requires E1+=M1+ as Q2 → ∞. Precise determination of the ratio E1+M1+ is
therefore an important test about the underlying quark structure of the nucleon. Results of the multipole
analysis of the CLAS data [3] for the reaction ep → e′ppi0 are shown in figure 3. These data, extended
to Q2 up to 6 GeV2/c2 by a recent analysis prove that REM remains negative and small in the whole
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Fig. 2: Left: Total cross section for γ∗p → ppi+pi− as a function of W at < Q2 >∼ 0.65 GeV 2 (full points),
< Q2 >∼ 0.95 GeV 2 (open squares) and < Q2 >∼ 1.3 GeV 2 (open triangles). Right: dσ/dMpi+pi− at < Q2 >∼
0.95GeV 2. The curves represent a phenomenological model. Dashed line includes all resonances, dot-dashed non
resonant part while solid lines are the full calculation.
Fig. 3: Results for Q2 dependence of the electric (E1) and scalar (S1) quadrupole/dipole ratios in ∆(1232) reso-
nance excitation. Data from other labs as well as various theoretical predictions are also reported.
Q2. The ratio RSM also remains negative decreasing with Q2. Comparison with microscopic models
(relativized quark models, chiral quark soliton model and dynamical models) shows that the simultane-
ous description of both REM and RSM is achieved when the pion cloud is add to the usual constituent
quark degrees of freedom.
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4 Meson spectroscopy: the present and the future
Meson spectroscopy has some advantages in looking for exotic configurations: the qq¯ system is easier to
study than the baryon spectrum and theoretical arguments support the idea that gluonic degrees of free-
dom should be accessible studying the meson spectrum and identifying exotic configurations in hybrid
mesons. Lattice QCD calculations suggest that a linear potential between quarks is behind the confine-
ment of hadrons. In a particular model, self interacting gluons form a string-like flux tube between the
interacting pair: while normal mesons have quantum numbers compatible with a flux tube in the ground
state, in hybrid mesons, gluon degrees of freedom of the excited flux tube add explicitly to the quark
quantum numbers resulting in exotic combination of total angular momentum, parity and C-parity. The
identification of states with particular JPC combinations, as 0−−,0+−, 1−+,2+− ... is an unambiguous
experimental signature for the presence of gluonic degrees of freedom in the spectrum of mesonic states.
The flux tube excitation will be induced by using a photon beam. Photoproduction of exotics has many
advantages compared to traditional hadro-production (pion or kaon beams): there are some theoretical
arguments predicting that exotics are more likely produced by the interaction with a photon, a spin 1
probe, and that the expected production rate should be comparable as for regular mesons. With a 12 GeV
electron beam, there are only few choices to produce a high intensity, polarized, tagged photon beam:
bremsstrahlung and quasi-real electro production. In the first case, the primary electron beam hitting
a thin diamond, produces a coherent bremsstrahlung photon beam of about 107 − 108 γ/s with energy
ranging between 6 and 11 GeV and reasonable degree of linear polarization (∼ 40%). This is a widely
used technique used extensively to study baryon spectroscopy in the Hall-B with the existing 6 GeV
primary electron beam. The JLab-12 new dedicated experimental hall (Hall-D) will adopt this technique
to study meson spectroscopy. The other option to produce a photon beam with above characteristics,
is the so-called quasi-real electro-production. It consists in performing a standard electro-scattering on
the target at very low photon virtuality (Q2 < 10−3) so that the virtual photon can be assimilated to
a real photon. In this kinematic a high flux of linear polarized quasi-real photons, comparable to what
obtained by using the bremmstrahlung, is easily produced. Detection of the low energy (∼ 1 − 3 GeV)
scattered electron at very small angle, about 1◦, allows one to tag the quasi-real photon four momen-
tum. This technique was used in the past to produce high energy (∼ 100 GeV) photon beam at CERN
(Omega Collaboration) and DESY (ZEUS experiment). At our knowledge no attempts were made with a
10-GeV electron beam. Some tests were performed in the actual configuration of the CLAS experiments
with the 6 GeV electron beam, by looking for hadronic events with no electron detected in the CLAS
calorimeters acceptance (> 5◦), and final state compatible with the assumption of a forward-going elec-
tron. The reconstructed mass spectrum of pi0pi0 and pi0η show clear evidence of rare mesons expected
in this channels (f0(980), f2(1270), a0(980)) demonstrating that this technique works quite well in the
present and future kinematic conditions of Jefferson Lab. The implementation of a quasi-real photon
beam in the Hall-B at JLab-12 is currently under study. The two complementary techniques to produce
the photon beam and the different experimental equipments of the two halls, the spectrometer CLAS12
in Hall-B based on a toroidal magnetic field and the GLUEX solenoidal spectrometer in Hall-D, will
allow to explore the whole kinematic of meson photoproduction in the best experimental condition and
to perform independent checks of possible findings. The study of meson spectrum already started by
using data collected in CLAS and first progresses in developing the analysis tools (partial wave analysis)
necessary to identify exotic mesons is being doing both on well and poorly known meson states, such
as the ρ and the f0(980) respectively [4]. As an example, Fig. 4 shows the results of a partial wave
analysis of channel γp → ppi+pi−. On the upper panel the prominent peak of the ρ-meson dominates
the pi − pi P -wave differential cross section. In the lower panel, the S-wave, shows a clear variation in
the vicinity of the f0(980). It has to be noted that this is the first time that the f0(980) meson has been
measured in a photoproduction experiment. The evidence of the f0(980) signal in the S-wave is a sign
that photoproduction may indeed be a good tool for accessing meson resonances other than vector meson
states.
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Other experiments using both the standard bremsstrahlung photon beam, up to 5 GeV, and the new
proposed technique has just been accomplished or are scheduled for the next year. We expect to have
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Fig. 4: Partial wave cross sections dσ/dtdMpipi for the reaction γp → ppi+pi− in the photon energy bin 3.2 <
Eγ < 3.4 GeV and momentum transfer 0.5 < −t < 0.6 GeV2. The top and bottom panels show the P - and the
S-wave, respectively.
5 Conclusions
Electromagnetic reactions provide insight into the world of hadronic structure, ranging from different
aspects in the excitation of nucleon resonances to the partonic picture of hard processes. The large and
broad experimental effort of the CLAS collaboration at Jefferson Laboratory is providing a wealth of
new data that will help to clarify our understanding of nucleon structure and nuclear dynamics in the
intermediate energy region, which is the domain of non-perturbative QCD. The new data put stronger
constraints on QCD-inspired calculations showing that this kinematical region can be described as a non
perturbative partonic regime, where microscopic degrees of freedom (gluons and quarks) are combined
with a low-energy picture of hadrons (constituent quarks, dressed gluons).
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The ALICE experiment at the LHC: a status review  
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Abstract  
ALICE is one of the big experiments at the LHC. It focuses on the study of 
heavy ion collisions at ultra-relativistic energies. Its main goal is to observe 
a transition of ordinary matter into a  plasma of quarks and gluons. Here we 
review the status of the experiment just before data taking starts. Cosmic ray 
studies as well as the results of the past beam tests show the potential of the 
detector.  
 
1 The Large Hadron Collider 
The Large Hadron Collider (LHC) [1] accelerates protons in a 27 km long tunnel located in the 
European Center for Nuclear Research (CERN) at Geneve, Switzerland.   The LHC will also 
accelerate lead ions to make them collide at the highest energy ever.  
The acceleration process starts in LINAC 2 for protons and LINAC 3 for lead ions. The protons 
accelerated in LINAC2, are injected to a Proton Synchrotron Booster with an energy of 50 MeV. In 
the Synchrotron, protons reach an energy of 1.4 GeV.  The Super Proton Synchrotron (SPS)  has been 
modified to deliver a high brightness proton beam,  required by the LHC. The SPS takes 26 GeV 
protons from the PS and brings them to an energy of 450 GeV before extraction. 
The LINAC 3 produces 4.2 MeV/u lead ions. LINAC 3 was commissioned in 1994 by an 
international collaboration and upgraded in 2007 for the LHC.  The  Low Energy Injector Ring (LEIR) 
is  used as a storage and cooler unit. It provides ions to the Proton Synchrotron  with an energy of 72 
MeV/nucleon. Ions will be further accelerated by the Proton Synchrotron and the Super Proton 
Synchrotron before they are injected into the LHC where they reach an energy of 2.76 TeV/nucleon.  
The LHC consists of 1232 superconducting dipole magnets with double aperture that operate at 
up to 9 Tesla magnetic field. The accelerator also includes more than 500 quadrupole magnets and 
more than 4000 corrector magnets of many types.    
The total cross section of proton-proton interaction at 7 TeV could be inferred from hadronic 
cross section measurements at lower energy [2]. It would be around 110 mbarn  and correspond  to 
about 60 mbarn of  inelastic scattering cross section.  The accelerator, at its design operation, will 















10     
A 25 ns interval between bunches gives a 40 MHz crossing rate. On average 19 inelastic events 
will occur each time bunches cross. Since there will be gaps in the beam structure an average crossing 
rate of 31.6 MHz will be reached.  Detectors at the LHC must be designed to cope with these 
frequencies. However, ALICE will run at a modest 300 kHz interaction rate in proton proton mode 
and 10 kHz in Pb-Pb.  
                                                     
* On sabbatical leave from Physics Department, CINVESTAV, Mexico City, Mexico. 
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During the fall 2009,  bunches of protons will be injected into the LHC ring. During the start up 
phase, first collisions with protons at 900 GeV will take place.  An increase of the proton beam  
energy in a second phase is foreseen. The energy that will be reached in this phase is still to be 
decided. By the end of the run with protons in year 2010, lead ion collisions will be produced. 
The ALICE experiment is ready to take data on all the phases of the accelerator operation.  
2 A Large Ion Collider Experiment 
The ALICE experiment has been designed to observe the transition of ordinary matter into a 
plasma of quarks and gluons [3]. At the energies achieved by the LHC, the density, the size and the 
lifetime of the excited quark matter will be high enough as to allow a careful investigation of the 
properties of this new state of matter. The temperature will exceed by much the critical value predicted 
for the transition to take place.  
ALICE has been optimized to study global event features.  The number of colliding nucleons 
will provide information on the energy density achieved. The measurement of elliptic flow patterns 
will provide information about thermalization on the partonic level and the equation of state of the 
system in the high-density phase. Particle ratios in the final state are connected to chemical 
equilibration and provide a landmark on the trajectory of the system in the phase diagram. The space-
time evolution of the system can be investigated via particle interferometry, complemented by the 
study of resonaces. Moreover, important information about the system properties can be obtained by 
the study of hard probes, which will be produced abundantly at LHC.  Deconfinement may be 
reflected in the abundancies of J/ψ and Upsilon. The study of jet production on an event-by-event 
basis will allow to investigate the transport properties of hard-scattered partons in the medium, which 
are expected to be strongly modified if a Quark-Gluon Plasma is formed.  
ALICE is also well suited for studies of proton-proton and photon-photon reactions. Photon-
Photon reactions include QED and QCD processes that go from lepton pair to hadron and jet 
production. As for proton-proton interactions, diffractive physics would be an exciting area of 
research.  
The ALICE detector  will have a tracking system over a wide range of transverse momentum 
which goes from 100 MeV/c  to 100 GeV/c as well as  particle identification able to separate pions, 
kaons, protons, electrons, muons and photons.   
A longitudinal view of the ALICE detector is shown in Fig. 1. A detailed description of the ALICE 
detector can be found in [4].  
In the forward direction a set of tracking chambers inside a dipole magnet will measure muons. 
An absorber will stop all the products of the interaction except for the muons which travel across   and 
reach the tracking chambers that form the  muon arm. 
The central part of the ALICE detector is located inside a solenoid that provides a magnetic 
field of 0.5 T.  The central tracking and particle identification system covers -0.9 < η < 0.9. 
Fig. 2 resumes the pseudo-rapidity coverage of the systems in ALICE.  
Electrons and photons are measured in the central region: photons will be measured in PHOS, a 
high resolution calorimeter located 5 m below the interaction point. PHOS is built from PBWO4 







Fig. 1:  The ALICE experiment consists of 16 detector subsystems. It combines particle 
identification, tracking, calorimetry and trigger detectors. 
An Electromagnetic Calorimeter which will cover the central barrel is now in construction. Two 
modules will operate in the 2009 run. EMCAL is made of almost 13,000 towers of plastic scintillators  
and lead plates in a sandwich array which is read out with wavelength- shifting  optical  fibres. 
Avalanche photodiode sensors are used to convert light into an electronic signal. 
The track measurement is performed with a set of six barrels of silicon detectors (ITS, Inner 
Tracking System) and a large Time Projection Chamber (TPC). The TPC has an effective volume of 
88 m3. It is the largest TPC ever built.  These detectors will make available information on the energy 
loss allowing particle identification too. In addition to this, a Transition Radiation Detector (TRD) and 
a Time of Flight system (TOF) will provide excellent particle separation at intermediate momentum, 
respectively. The Time of Flight system uses Multi-gap Resistive Plate Chambers with a total of 
160,000 readout channels. A Ring Imaging Cherenkov will extend the particle identification capability 
to higher momentum particles (HMPID). It covers 15% of the acceptance in the central area and will 
separate pions from kaons with momenta up to 3 GeV/c and kaons from protons with momenta up to 5 
GeV/c. 
A Forward Multiplicity Detector (FMD) consisting of silicon strip detectors and a Zero Degree 
Calorimeter (ZDC) will cover the very forward region providing information on the charge 
multiplicity and energy flow. A honeycomb proportional counter for photon multiplicity (PMD) 






Fig. 2:  The ALICE pseudo-rapidity coverage. At very large η   Zero Degree Calorimeters ( ZN, 
ZP,  ZEM)  detect  protons and neutrons. ALICE  counts on T0, V0, the Forward Multiplicity 
Detector (FMD) and   Photon Multiplicity Detector (PMD) for  moderate rapidity η < 5.2. The 
central barrel is covered by tracking and particle identification systems as well as by 
Electromagnetic Calorimeters (EMCal, PHOS). 
 
The trigger system is complemented by a high level trigger (HLT) system which makes use of a 
computer farm to select events after read-out. In addition, the HLT system provides a data quality 
monitoring.  
The V0 system is formed by two scintillation counters on each side of the interaction point. The 
system will be used as the main interaction trigger.  On top of the magnet, a Cosmic Ray Detector 
(ACORDE) will signal cosmic muons arrival. We briefly describe these two systems as examples of 
devices now in operation. 
 
2.1 The V0 system 
The V0 system consists of two detectors: V0A and V0C,  located in the central part of ALICE. 
The V0A is installed at a distance of 328 cm from the interaction point, mounted in two rigid half boxes 
around the beam pipe.  Each detector is an array of 32 cells of plastic scintillators, distributed in 4 rings 
forming a disc with 8 sectors. For the V0C, the cells of rings 3 and 4 are divided into two identical 
pieces that will be read with a single photo-multiplier. This is done to achieve uniformity of detection 
and a small time fluctuation. 
In proton - proton mode the mean number of charged particles within 0.5 units of rapidity is 
about 3. Each ring covers approximately 0.5 units of rapidity. The particles coming from the main 
vertex will interact with other components of the detector generating secondary particles. In general, 
each cell of the V0 detector will, on the average register one hit. For this reason the detector should 
have a very high efficiency. In Pb-Pb collisions the number of particles in a similar pseudo-rapidity 
range could be up to 4000 once secondary particles are included. Comparing the number of hits in the 
detector for proton - proton versus Pb-Pb mode, we can see that the required dynamic range will be 1–
500 minimum ionizing particles. 
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V0 trigger efficiencies are about 89% for detection of at least one charged particle by V0A, 87% 
for the detection of at least one particle by V0C and 83% for the detection of at least one particle in 
both, V0A and V0C.  
The Hamamatsu photomultiplier tubes are installed inside the magnet not far from the detector.  
In order to tolerate the magnetic field, fine mesh tubes have been chosen.  
The segments of the V0A detector were constructed with a tile technique (see ref. [5]).  This 
technique consists of machining the scintillator plastic and filling the grooves with TiO2 loaded epoxy 
in order to separate one sector from the other. 
 
 
             
 
Fig.3:  The V0A before optical isolation (left). The segmentation and the optical fibres are visible. 
On the right side, the ADC map of the V0 system taken during an injection test. In the vertical, the 
ADC value of each detector cell is plotted. The different values denote different occupancies as 
one   expects from the increase in the active area from inner to outer  channels. 
                   
A detailed description of the V0 system can be found in  [6].  Fig. 3 shows the V0A detector 
and its performance. On the left the detector before optical isolation gives a view of the granularity. 
Each cell is read out independently with optical fibers. 
During injection tests at the LHC, showers of particles arrived at the detector. The V0 system 
has collected data during those tests.  On the right side of Fig. 3 we can see in the horizontal scale the 
ADC channels of both V0C (from 0 – 32) and V0A (from 33 – 64).   Each entry in the histogram 
signals the charge collected by that particular cell. All the channels show activity in a regular 
structure. During these runs the operating voltages are not tuned  to exactly same gain, this is why the 
ADC charge distribution is not smooth. The number with an arrow shows the level of the collected  
charge for that given number of minimum ionizing particles. As inner cells are smaller than outer 
ones, the number of particles read out by the corresponding PMT increase. The 4 rings in each 
detector are visible as jumps in the charge of the ADCs. One can see a good performance for  the 
whole system.  The multiplicity per cell increases as expected given the geometry of the detector.  
 
2.2 ACORDE 
The Cosmic Ray Detector consists of an array of 60 scintillator counters located in the upper 
part of the ALICE magnet [7].   
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The plastic used for the construction of the detector was part of the DELPHI detector.  The 
material was carefully studied and the design of the detector was done according to the capabilities of 
the plastic available. The material was transported to Mexico where the construction was done. 
Each module has a sensitive area of 1.89 × 0.195 m2 and is built with two superimposed plastics 






Fig.4:  A module of the Cosmic Ray Detector (ACORDE).  
 
The Cosmic Ray Detector: 
 
 Generates a single muon  trigger to calibrate the Time Projection 
                                    Chamber and other components of ALICE. 
 
 Generates a multi-muon  trigger to study cosmic rays with the help of tracking 
systems like the ITS and the TPC. 
       
 Provides a wake-up signal for the Transition Radiation Detector. 
 
The module distribution can be seen in Fig. 5. Modules on the far ends of the inner and outer 
faces of the magnet were moved to the center of the upper face in order to have a much better 
efficiency for single muons since the central part of ACORDE was used to align the Inner Tracking 
System. 
Fig.5 shows a real cosmic ray event reconstructed with the Time Projection Chamber and 
projected to ACORDE on top of the magnet. This event contains 52 muons that fired 38 modules of 
ACORDE. It was recorded during the cosmic data taken in October 2008. During that period the 
trigger rate provided by ACORDE was about 100 Hz. Approximately 10 % of the events triggered by 
ACORDE are registered by the Time Projection Chamber. This is an example of the potential of 
ALICE for cosmic ray studies using the TPC for the tracking of high multiplicity events. 
In August 2009 a two months period  of cosmic studies will start. The Cosmic Ray Detector 
will play a crucial role in triggering interesting events like the one shown here. The commissioning of 
several systems will be done during this period. Surprises in cosmic ray events could be a bonus 
before  accelerator activities starts in 2009.  
3 ALICE Status 
The ALICE experiment will start taking data in November 2009. All the systems will be ready 
but some of them will not be complete. The Transition Radiation Detector will have 8 out of 18 
modules installed. The PHOS detector will have 2 out of 5 modules and the Electromagnetic 





                                  
 
 Fig.5:  This event was taken during a cosmic run in October 2008. The Cosmic Ray Detector 
triggered the  Time Projection Chamber to register 52 muons.  
 
 
The missing parts in these systems will be incorporated in the coming breaks of the accelerator.  
Fig. 6 resumes the status of the ALICE detector at the start of data taken. 
As mentioned before, in August 2009 a long cosmic ray run is planned. It will be an opportunity 
to evaluate the performance of all the systems together. It will also provide a sample of cosmic ray  
events that will be analysed and carefully studied. 
A rich physics program of proton proton collisions has been developed in ALICE. The study of 
particle production at low transverse momentum is possible thanks to the good efficiency and good 
resolution in both momentum and particle identification. With the collection of the first proton proton 
events at 900 GeV, ALICE will measure the multiplicity and pT distributions.  
The first Pb Pb collisions are expected by 2010. With one day of data ALICE would be able to 
provide global event properties such as events multiplicity, rapidity distributions and elliptic flow. 
More information on particle spectra, resonance production and interferometry would be extracted 
after one week of lead - lead collisions which would amount to 1 million events. 
In the year 2015, an upgrade of the Large Hadron Collider is foreseen. The luminosity of the 
accelerator LHC will be increased by an order of magnitude. The detectors must cope with the 
increase in rate. The ALICE collaboration has started an upgrade program of the detector. Several new 







Fig. 6: The ALICE detector as it will be in November 2009 for the data taking with the LHC in 
operation. The TRD, PHOS and EMCAL will be partially installed. 
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Abstract  
W± bosons produced in proton-proton collisions can be observed in the 
ALICE muon spectrometer via their decay into single muons at a transverse 
momentum, pt ~ Mw/2  40 GeV/c. However the identification of these 
single muons is complicated by a large amount of muonic background, 
especially in the low pt region. Therefore, it is necessary to apply precise pt 
cuts below the region of interest. This can be done by means of the High 
Level Trigger (HLT). In this paper we present the performance of detecting 
high pt muons at the HLT level. In order to improve the momentum 
resolution of the L0 trigger, fast clusterization of the tracking chambers 
together with L0 trigger matching and fast tracking reconstruction is applied. 
This will reduce the background in the high pt muon analysis.   
1 Introduction 
In this paper we discuss the study of W bosons produced in proton-proton collisions up to the 
maximum Large Hadron Collider (LHC) energy of s = 14 TeV. In particular, we focus our discussion 
on the role played by the High Level Trigger (HLT) [1, 5] in the analysis of the reconstructed single 
muons produced directly by the decay of W bosons (W ) in the ALICE muon spectrometer. 
While a detailed description of the spectrometer is given elsewhere [1, 2], only a summarized 
description is given here.  
The ALICE muon spectrometer is designed to accommodate 10 tracking planes consisting of 
several hundreds of high resolution cathode pad chambers, a large warm dipole magnet, front 
absorbers, muon filter and two sets of fast trigger planes consisting of around 80 resistive plate 
chambers, with moderate space resolution. It covers a polar acceptance angle of 2  <  < 9 . The main 
aim of the spectrometer is to measure the production of heavy-quark resonances via their decay into 
pairs of muons to an accuracy of 1% - 2% on their mass resolution [1, 6]. As demonstrated in the 
previous study [3-4], the acceptance of the spectrometer will make it possible to probe parton 
distribution functions (PDF) at small Bjorken ranges, x  (10-4 – 10-3) and, since W bosons are 
produced in primary hard collisions they will allow binary scaling cross checks in nucleus-nucleus, 
proton-nucleus or nucleus-proton collisions. They can also be used as references to observe Quark 
Gluon Plasma (QGP) induced effects on other probes, e.g. suppression of high pt muons from heavy 
quarks. In the spectrometer single muons can be reconstructed up to momenta of about 1 TeV and 
efficiencies of ~ 96% and ~ 94% can be obtained for single muons with pt between 5 GeV/c and 60 
GeV/c in proton-proton and lead-lead collisions, respectively [4]. Although muons from the decay of 
W resonances are produced with a relatively high pt ~ Mw/2  40 GeV/c identifying these  muons is not 
simple because of muonic contributions due to open charm and beauty, with their pt spread over a 
wide region and dominating at low pt region. Thus, it is crucial to apply precise pt cuts below our 
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region of interest, i.e. pt < 30 GeV/c.  This can be accomplished by means of the muon HLT [5]. Due 
to the limited spatial resolution of trigger chambers a pt cut higher than few GeV with the L0 trigger is 
not possible. In ALICE the trigger signals are issued based on the series of levels varying from levels 
0 (L0) up to the HLT level [1, 4]. The role of the muon spectrometer trigger is to select events 
containing muon tracks, with pt above a given threshold. While the L0 signal of the muon 
spectrometer is issued at about 700 - 800 ns the HLT is delivered at about 1ms. 
In this paper we present the performance of the high pt muon trigger at the HLT level in order to 
improve the momentum resolution of the L0 trigger level. This is achievable by means of a fast 
clusterization of the tracking chambers, L0 trigger matching and fast tracking reconstruction. Such a 
trigger will reduce background for a high pt muon analysis in proton-proton collisions at 14 TeV. 
2  Generation of W in proton-proton collisions  
The simulations for the production of W boson in proton-proton collisions at LHC energy, s = 
14 TeV, were performed using the event generator PYTHIA 6.2 [7] in AliRoot [8] framework. This 
was accomplished by considering the 2→1 processes ( Wff ), with initial and final state 
radiation turned on. The muon spectra were then generated by forcing W to decay either directly into 
single muons (W ) or via charmed decay ( ,cXW scW ) and in all cases the parton 
distribution function, CTEQ4L PDF [9], was taken into account. The differential cross sections were 
extracted according to the formulism of Frixione and Mangano [11] making use of the PYTHIA 
calculated cross section (which takes into account the branching ratio of the decay channel) of 17.23 
nb, which was re-normalized according to the NLO theoretical cross section, NLO = 20.9 nb [10-11].   
Fig. 1 (a) and (b) represent differential production cross sections as a function of transverse 
momentum in full phase space (4 ) for W± and single muons ( ±), respectively. In Fig. 1 (a), as 
expected, W+ has a higher production cross section than W- because for proton-proton collisions at 
LHC energies the production of W+ is dominated by the coupling of the du  quarks while W
- is 
dominated by ud quarks [12] and in proton-proton collisions there are more up (u) than down (d) 
quarks, i.e. Nu ~ 2Nd. Accordingly, as shown in Fig. 1(b) 
+ has a higher production cross section than 
-. Also, W± are peaked at low pt (< 10 GeV/c) because most of their momenta are carried forward by 
quarks while in Fig.1 (b), ± are peaked at pt = Mw/2 = 30 ~ 42 GeV/c, because they are emitted when 
W± decay at rest.  
Fig.2 (a) shows the reconstructed single muon differential cross sections as a function of pt in 
the ALICE Muon Spectrometer while Fig.2 (b) gives the corresponding + / - ratio. For the 
reconstruction we took into account the following parameter settings: 171  <  < 178 , -4.0 <  < -2.4, 
pt > 1.0 GeV/c and p > 4.0 GeV/c, where  is the opening angle of the spectrometer and  is the 
pseudo-rapidity.  In Fig 2 (a) both + and - are peaked at high pt = 30 ~ 42 GeV/c, as per expectation, 
and only 14 % of the reconstructed W single muon events are accepted in the spectrometer. The 
comparison of Fig.2 (a) and Fig.1 (b) shows that reconstruction through the spectrometer has a 
significant effect on the shape of ± pt distributions. The low pt tail (< 20 GeV/c) shown in Fig.1 (b) 
which indicates contributions from unwanted background is significantly reduced in Fig.2 (a). This is 
indicated by the high pt muon charge asymmetry which is exhibited in Fig. 2 (b) where the 
+/ - ratio 









Fig. 1:  Differential production cross sections over 4  for (a) W
±
 bosons and (b) single muons 





Fig. 2:   Differential production cross sections for single muons from W± decay as a function of 
transverse momentum (pt) in the ALICE muon spectrometer for proton-proton collisions at s = 14 TeV. 
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3  Sources of single muons in the ALICE Muon Spectrometer 
For proton-proton collisions at LHC energies single muons are due to decays of light mesons, 
open charm and beauty and W and Z boson [3-4]. Single muons from the decay of light mesons 
populate the low pt region (pt ~ 2 GeV/c) while open charm and beauty decays are spread over a wide 
pt region. However, muons from light meson decay are not expected to contribute in the ALICE muon 
spectrometer because they will be significantly reduced by the front absorber and / or the muon filter 
wall. In addition, although the muons from open charm and beauty decays have widely spread pt 
distributions however, as shown in Fig.3, they are mostly dominant in the low pt region, with the 
cross-over region between them and W muonic decay at 20 GeV/c ≤ pt ≤ 28 GeV/c. This is the pt 
region where the cross section for the W→  start to increase and ultimately becomes dominant at pt = 
30 ~ 42 GeV/c. Therefore, it is absolutely crucial to apply pt cuts below 30 GeV/c since this is the pt 
region where unwanted muonic background due to the decay of open charm and beauty dominate. As 
a consequence, this would also allow the increase of the statistics in the W muon yield. The purpose of 





Fig. 3:  Comparison of transverse momentum distributions for reconstructed single muons produced in 
the decay of W bosons, open charm and beauty, Z bosons and summed contributions of all single muons in 
proton-proton collisions at 14 TeV reported by Z. Conesa del Valle et al. [3, 4]. 
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4 Analysis using the muon HLT tool 
The objective of the muon HLT tool is to perform online reconstruction of the ALICE muon 
spectrometer data in order to improve the measured pt resolution [1, 5]. This will enable us to attain 
better separation between signal and background, which could eventually lead to lower trigger rates 
[6]. In addition, the HLT is designed to improve the background-to-signal ratio in the raw data 
transferred to storage. This tool uses a track-finding algorithm where the selected region of interest is 
used to search for the hit on the next chamber that forms part of a muon track in the spectrometer. In 
this study the HLT single muon track-finding algorithm was implemented in order to reduce low pt 
muon background in the reconstructed W muon data in the spectrometer for proton-proton collisions at 
14 TeV. For this purpose, the optimized spectrometer parameters used in this study are given in Table 
1. The HLT was set to trigger only on single muons produced from the direct decay of W by applying 
high pt precision cuts to reject events below the given cut. 
 
 
Table 1: Optimized ALICE muon spectrometer parameters used in the HLT analysis of the W muonic data 


















z coordinated for the middle of the magnetic field 
Magnetic field integral  
Direct current cut 
Parameter A for the region of interest in chamber 7 
Parameter B for the region of interest in chamber 7 
Parameter A for the region of interest in chamber 8 
Parameter B for the region of interest in chamber 8 
Parameter A for the region of interest in chamber 9 
Parameter B for the region of interest in chmaber9 
Parameter A for the region of interest in chamber 10 
Parameter B for the region of interest in chamber 10 
Chamber 7 z coordinate position 
Chamber 8 Z coordinate position 
Chamber 9 z coordinate position 
Chamber 10 z coordinate position 
Chamber 11 z coordinate position 



















Several test runs were performed where about ten thousand events (2% of W statistics expected 
per one year of data taking) were simulated. The HLT cuts were set at pt = 10 GeV/c, 15 GeV/c and 20 
GeV/c, respectively.  Preliminary results obtained from these test runs are given in Fig. 4 (a) to (c), 
where the HLT triggered W muon events are compared with those obtained from the L0 trigger. While 
all cases show satisfactory rejection of events below the applied cuts Fig. 4 (b) however, clearly 
presents the best possible scenario for an optimal cut since the cut is sharper compared to Fig. 4 (a) 
and (c).  As shown in Fig. 4 the ratio between L0 and HLT triggered muon tracks is consistently 





Fig. 4:  Production cross section for reconstructed W muon tracks analysed using the HLT tool (solid 
line) compared with single muons obtained from L0 trigger (dotted line) for high pt cuts = 10 GeV/c, 15 GeV/c 
and 20 GeV/c, respectively. 
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5 Remarks and Conclusion 
The preliminary results presented here demonstrate how the ALICE muon spectrometer can be 
used to study the production of W bosons via the direct decay into high pt single muons and, in 
particular, to investigate the W charge asymmetry, which is expected to be more pronounced in 
nucleus-nucleus and proton-nucleus or nucleus-proton collisions where the proton to neutron ratio is 
much higher.  
Furthermore, we have demonstrated how the muon HLT tool can be used to reject unwanted 
muon events in a pt region below 20 GeV/c, above which W muonic decay dominates in proton-proton 
collisions at LHC energies. Further investigations on the performance of the HLT are ongoing. This 
includes an increase in statistics (approximately 50 times more) so that the HLT results can be 
compared with the existing runs. This would allow better optimization of the HLT pt cut between 10 
GeV/c and 20 GeV/c.  
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Abstract
In pp collisions at 1.25 GeV kinetic energy, the HADES collaboration aimed
at investigating the di-electron production related to ∆ (1232) Dalitz decay
(∆+ → pe+e−). In order to constrain the models predicting the cross section
and the production mechanisms of ∆ resonance, the hadronic channels have
been measured and studied in parallel to the leptonic channels. The analyses
of pp → nppi+ and pp → pppi0 channels and the comparison to simulations
are presented in this contribution, in particular the angular distributions being
sensitive to ∆ production and decay. The accurate acceptance corrections have
been performed as well, which could be tested in all the phase space region
thanks to the high statistic data. These analyses result in an overall agreement
with the one-pi exchange model and previous data.
1 Introduction
The High-Acceptance Dielectron Spectrometer (HADES) is a magnetic spectrometer in operation at
the heavy ion synchrotron facility SIS at GSI Darmstadt. It is designed for di-electron spectroscopy in
nucleus-nucleus collisions around 1-2 AGeV to study hot and dense nuclear matter. Di-electron pro-
duction in C+C collisions at 1 and 2 AGeV have been reported on [1, 2]. In the invariant mass region
0.15 GeV/c2 < Me+e− < 0.5 GeV/c2 the measured pair yield shows a strong excess above the contribu-
tion expected from hadron decays after freeze-out. In this mass range, the η Dalitz decay is well under
control, but two other di-electron sources which play an important role are poorly known: the ∆ (1232)
resonance Dalitz decay (∆+ → pe+e−) and NN bremsstrahlung (NN → NNe+e−).
For a better understanding of the contribution from such processes, HADES studied pp and dp inter-
actions at 1.25 GeV kinetic energy [3, 4], just below the η production threshold. Due to the small ex-
pected contribution for the NN bremsstrahlung, the pp reaction at 1.25 GeV is expected to be mostly
sensitive to the ∆ Dalitz decay [5]. This process is studied by leptonic inclusive (pp → e+e−X) and
exclusive (pp → ppe+e−) channel analyses. At the same time, we measured the hadronic channels
(pp→ nppi+, pp→ pppi0) which provide a consistency check with the analysis of leptonic channels as
well as a precise and independent control of inputs (cross section, angular distribution, etc.) for ∆ Dalitz
decay study. The pion production is dominated by ∆ excitation at Tkin = 1.25 GeV, therefore, the two
hadronic channels are correlated by isospin symmetry: σ(pp → n∆++) ∼ 3 (pp → p∆+), leading to
σ(pp→ nppi+) ∼ 5 (pp→ pppi0).
2 Experiment
The HADES detector, as shown in Fig. 1, consists of 6 identical sectors covering the full azimuthal range
and polar angles from 18o to 84o with respect to the beam direction. Each sector contains: A Ring
Imaging CHerenkov (RICH) detector used for electron identification; two sets of Mini-Drift Chambers
(MDC) with 4 modules per sector placed in front and behind the magnetic field to determine momenta of
charged particles; the Time Of Flight detectors (TOF/TOFINO) and the Pre-Shower detector improving
the electron identification. For reaction time measurement, a START detector is located in front of the
target. An (e+, e−) invariant mass resolution at the ω peak of ∼ 2.7% and a momentum resolution
for protons of ∼ 3% can be achieved. The first level trigger is obtained by a fast multiplicity signal
coming from the TOF/TOFINO wall, combined with a reaction signal from the START detector, while
the second level trigger is made by using the informations from the RICH and Pre-Shower to enrich the
lepton candidates signals.
In the April 2006 experiment, we used protons at 1.25 GeV kinetic energy, with an intensity of about 107
particles/second, and a target filled with liquid hydrogen. The START detector was not used in this run
because of the too high secondaries produced by the START detector itself. Thus a specific algorithm [6]
















Fig. 1: Schematic layout of the HADES detector.
3 Simulation
The two hadronic channels, pp → nppi+ and pp → pppi0, were simulated at a beam energy of 1.25
GeV using the PLUTO event generator [7]. As summarized in table 1, the channels involving ∆ and
N* resonances are simulated with the cross sections taken from [5]. For the ∆ resonance production,
the mass distribution and angular distribution are taken from Dmitriev’s calculation based on one-pi
exchange model which describes very well the previous experimental data [8]. For the ∆ hadronic
decay, we implemented the angular differential cross section dσ/dΩ ∼ (1 + 1.35 cos2θ) which is in
agreement with the anisotropies measured by previous experiments [9, 10] (θ is the pi polar angle in ∆
frame with respect to the direction of momentum transfer from N to ∆ in the total center of mass).
Theoretical predictions [11] have been used for the angular distribution of N* production since no data
exist. Simulated events were filtered through HADES acceptance to compare with the data.
Table 1: Employed hadronic channels for the pp reaction at 1.25 GeV.
Outgoing channel Cross section Production processes Corresponding cross section
pp→ nppi+ 19.4 mb pp→ n∆++ 17.0 mb
pp→ p∆+ 1.9 mb
pp→ pN∗ 0.5 mb
pp→ pppi0 4.0 mb pp→ p∆+ 3.8 mb
pp→ pN∗ 0.2 mb
4 Results
4.1 pp → nppi+ channel
The pp → nppi+ channel is studied using a reconstruction of the undetected neutron. The reaction
was selected first by the charged particle identification based on momentum and reconstructed time of
flight [12], then a (p, pi+) missing mass cut was imposed around the neutron mass. This cut efficiently
suppresses the background coming from misidentified protons and two-pi contributions. In the Dalitz plot
(Fig .2), one can clearly see the ∆++ signal located around M2inv(p, pi+) = 1.5 (GeV/c2)2 corresponding
to the squared mass of ∆++(1232), while the ∆+ signal located around M2inv(n, pi+) = 1.5 (GeV/c2)2 is
less pronounced. The spot appearing in the Dalitz plot for (n, pi+) and (p, pi+) invariant masses squared
around 2 (GeV/c2)2 is due to the pn Final State Interaction (FSI). This is confirmed by a simulation
425
]2)2) [(GeV/c+pi(p,inv2M




























    E=1.25 GeV+pi pn→pp 
HADES preliminary
Fig. 2: Dalitz plot of the pp → nppi+ reaction: (p, pi+) against (n, pi+) invariant mass squared distributions
(preliminary HADES data).
where pn FSI was implemented using the Jost function formalism [13].
Fig. 3 exhibits the projection on the (p, pi+) (Left) and (n, pi+) (Right) invariant masses and a
comparison to simulation. The data and simulation are both normalized to the total pp elastic cross
section which is also measured in this experiment. Error bars include statistical and systematic errors
due to event selection (5%) and correction of trigger condition which has been applied for some of the
bins. The uncertainty on the normalization to pp elastic scattering is also considered as a source of
systematic error (6%) but not included in the error bars here. The prominent peak of Minv(p, pi+) around
1.23 GeV/c2 confirms that most of the pi+ are produced via ∆++ decay, which is consistent with the
resonance model. N∗ contribution seems also reasonable and the invariant mass distributions are rather
well reproduced by the pp→ n∆++ and pp→ p∆+ simulations.
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HADES preliminary
Fig. 3: Left: (p, pi+) and Right: (n, pi+) invariant mass distributions compared to Pluto simulation: total contri-
bution (red), ∆++ (blue), ∆+ (pink) and N* (green). Both the data and simulations are normalized to the total pp
elastic cross section.
We also looked at the neutron angular distribution in the center of mass system (Fig. 4) which
is sensitive to the angular distribution of ∆ resonance production since pp → n∆++ is the dominant
process. The comparison shows a good agreement between data (black points) and simulation (red solid
line) for forward and backward neutron angles, however, an excess around cosθn = 0 is found (our data
are a factor 2 above simulation). By adding a non-resonant pi production contribution with σ = 0.5 mb
the simulation (red dashed line) got closer to the data points around θn = 0, even though, it can not fully
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explain the discrepancy. On the other hand, the cross section assumed here for the non-resonant contri-
bution seems reasonable and can not be larger since it is also constrained by invariant mass distributions.
But one should mention that the majority of statistics is located at forward and backward neutron angles
where the yield is in agreement with the simulation and that the overall discrepancy is less than 5% of
the total cross section. To minimize the model dependence, a two dimensional acceptance correction has
been performed using the resonance model. For each (cosθn, Minv(p, pi+)) bin, the correction factors are
calculated as the ratio of events from simulation in full phase space and in geometrical HADES accep-
tance, then they are applied to correct the data. The width of the bins is adjusted to optimize the precision
of the correction. The systematical error introduced by the acceptance correction procedure is estimated
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HADES preliminary
    E=1.25 GeV+pi np→pp 
Fig. 4: Left: Angular distribution of neutron in the pp center of mass system. Data (black points) compared to
simulations. (Pluto simulation (red solid line) including ∆++ (blue), ∆+ (pink) and N* (green); improved Pluto
simulation (red dashed line) with additional non-resonant contribution (orange dashed line)). Right: Angular
distribution of neutron in center of mass system after acceptance correction. Data (black points) compared to Pluto
simulation (red line). Both data and simulations were normalized to the total pp elastic cross section.
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    E=1.25 GeV+pi np→pp 
Fig. 5: Left: Angular distribution of pi+ in (p, pi+) center of mass system. Experimental data are presented as black
points and compared to simulations with different ∆ decay anisotropy parameters (see text). Pluto simulation:
B = 1.35 (red solid line), pure one-pi exchange model: B = 3 (red dot-dashed line) and isotropic: B = 0 (red
dashed line). Right: Angular distribution of pi+ in (p, pi+) reference frame after acceptance correction. Data (black
points) are compared to Pluto simulation (red line).
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The decay angular distribution of the ∆ resonance has been studied in this channel as well by
looking at the angular distribution of pi+ in the (p, pi+) center of mass system. In the simulation, the
angular distribution of pi in the ∆ resonance frame according to dσ/dΩ ∼ (1 + B cos2θ) is assumed. In
order to see the sensitivity of the pi angular distribution to the anisotropy of the ∆ decay, and in addition to
the decay distribution mentioned above in Pluto simulation (where B = 1.35), the distributions expected
for pure one-pi exchange model (where B = 3) and isotropic decay (where B = 0) were simulated
and filtered through the HADES acceptance. The comparison to the data (left panel of Fig. 5) shows
the great sensitivity to the anisotropy of the ∆ and the good agreement with anisotropies measured in
previous experiments [9, 10]. The acceptance correction is done using the same procedure as for the
neutron angular distribution mentioned above. The right panel of Fig. 5 shows the angular distribution
of pi+ in the (p, pi+) reference frame extrapolated to full solid angle, which fits nicely with the simulation.
4.2 pp → pppi0 channel
The pppi0 reaction was extracted from (p, p) missing mass spectrum by subtracting a background under
the pi0 peak. The left panel of Fig. 6 presents the Dalitz plot of this channel. The prominent ∆+ signal
(right panel in Fig. 6) is in good agreement with the event distribution obtained from the resonance model
with cross section in Table 1. This analysis results in an exclusive pi0 cross section extrapolated to 4pi:
σ(pp → pppi0) = 4.05 ± 0.37 mb, in agreement with previous data. The estimated σ(pp → nppi+) ∼

































































    E=1.25 GeV0pi pp→pp 
HADES preliminary
Fig. 6: Left: Dalitz plot of the pp→ pppi0 reaction: (p, pi0) invariant mass squared distributions with preliminary
HADES data. Right: Projection of the Dalitz plot onto the (p, pi0) invariant mass squared (black points) compared
to the simulation (red) assuming the ∆+ (green) and the N* (blue) as intermediate resonances. Both distributions
are normalized to the same number of pp elastic events.
5 Conclusion and outlook
In summary, the preliminary HADES results for hadronic channels pp → nppi+ and pp → pppi0 at
1.25 GeV have been presented. Both measured pi production cross sections agree with the previous
data and the resonance model within error bars. The invariant masses and angular distributions show an
overall agreement with the one-pi exchange model although a deviation is observed at large production
angles. Consistent with previous data, the ∆ resonance decay is clearly anisotropic. With the large
statistics achieved, the spectra could be extrapolated to full phase space using 2-dimensional acceptance
correction with a minimized model dependence. This provides a useful test of the resonance model used
for the analysis of the di-lepton channels and is especially important for the ongoing study of ∆ Dalitz
decay, using (pe+e−) events.
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Abstract
Motivated by differences in the predicted fragmentation of heavy ions at ener-
gies around 5 GeV/A as employed in the event generators used by the FLUKA
Monte Carlo Code [1], a set of measurements were carried out at the AGS
facility at the Brookhaven National Laboratory to determine as much infor-
mation as possible about the cross sections to allow harmonization of those
event generators for these incident lab energies. The FLUKA Code employs
the RQMD event generator of Sorge [2] for heavy ion interactions starting at
100 MeV/A and extending into the region around 5 GeV/A. Above those en-
ergies the DPMJET code of Ranft and Roesler [3] is typically employed to
simulate such interactions. The detailed predictions of these event generators
had some disagreement in the vicinity of this crossover energy and in order to
tune these codes to be in closer harmony at the transition, and of course to be
simulating nature as closely as possible, data were taken at 3, 5 and 10 GeV/A
with beams of Fe, Si and C on a variety of targets including C, Al. Fe and Cu.
The Fe data have not been fully analyzed, but results from the C and Si beams
are available and the forward fragment spectrum along with a measurement
∗pinsky@uh.edu
of the charged particle angular distribution in a set of Si strip detectors out to
about 45 degrees in the lab are available. These include sufficient statistics to
provide the charged particle distributions as a function of the major projectile
fragment. The detectors used in this measurement were based on what were
reasonably available to us, and as such were limited in capability, and required
separate data acquisition systems. Nevertheless, spectra were obtained that
should be sufficient to enable the harmonization of the event generator codes
at the crossover energy. This paper discusses only the experimental results and
not the impact of those results on the FLUKA code.
1 Introduction
The need to incorporate heavy ion nuclear interactions over a very wide range of lab energies from thresh-
old to ultra relativistic cosmic ray energies necessitates employing a number of different event generators,
each of which are tuned for the energy range of their most accurate applicability. The FLUKA Monte
Carlo code [1] employs 3 such event generators and necessarily faces the issue of transitioning from
one to the other seamlessly as a function of incident lab energy. The measurements reported here were
motivated by the need to harmonize the outputs of the two event generators, RQMD [2] and DPMJET [3]
in the vicinity of incident lab energies of 5 GeV/A. This harmonization, of course, needs to occur not
only between the codes, but at as close a reproduction of nature as possible. Because of the interest of
NASA in simulating the space radiation environment for the assessment of radiation risks to astronauts
and electronics as well as to other potentially radio-sensitive components of spacecraft, NASA funded
the beam time and related analysis effort with respect to these measurement. However, due to budget
constraints, only modest funds were available to provide for instrumentation. As such, the collaboration
that was formed between groups at the University of Houston (UH), the Space Science Laboratory at the
Lawrence Berkeley National Laboratory (LBNL), and the NASA Marshall Space Flight Center (MSFC)
had to base the detectors and supporting data acquisition electronics on mostly existing equipment. That
lead to a number of compromises, some of which have impacted the length of the analysis effort.
Data were taken in the summer of 2005 at the Alternating Gradient Synchrotron (AGS) fixed target
facility at the Brookhaven National Laboratory (BNL) with three incident particle types, 56Fe, 14Si and
12C, and for each of these particle types three incident lab energies were taken at approximately 3, 5 and
10 GeV/A. Unfortunately the Fe beams were heavily contaminated due to material inadvertently being
left in the upstream beam line, a condition which has complicated the analysis to the extent that results
for only the Si and C beams will be reported here. Separate reports including the results from the forward
silicon detectors of the major forward fragments have been reported elsewhere. [4]
2 Experimental Setup
Figure 1 shows the experimental setup. The detectors were separated into three basic units, which were
provided by separate groups and each of which was read out with separate data acquisition (DAQ) sys-
tems. The first group of detectors were those deployed along the beam line by the LBNL group. They
consisted of small monolithic Si detectors and scintillators as shown. The LBNL group also deployed a
number of neutron detectors, but the analysis of the data from those detectors will not be reported here.
The Si detectors were all centered on the nominal beam line both vertically and horizontally, and were
located as follows. 1) The primary trigger, TP, which was a 1 cm plastic scintillator with a thickness of
3 mm located 78 cm from the downstream 1 mm thick Al exit window from the beam transport vacuum
pipe, and several cm in front of the targets. 2) A 3 mm thin, 3 cm by 3 cm plastic scintillator, Paddle
2, placed immediately after the target, and read out by a single 1 inch photo-multiplier tube to measure
the integrated pulse height of the particles exiting the target. 3) A fully depleted 300 micron ORTEC
T mount silicon detector, referred to as Si1, with an active area of 450 mm2 (radius of 12 mm), placed
immediately behind S2 . It was used to give a precise measure the energy loss, dE, of the particles ex-
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Fig. 1: A vertical projection of the general detector layout with respect to the beam line.
iting the target, principally to identify fragment charges. The dynamic range of the associated readout
electronics was chosen to give a good resolution down to roughly half the charge of the beam particle.
4) A second silicon detector identical to Si1 and referred to as Si2, was sometimes placed a few cm
downstream of Si1. 5) Finally, Paddle 3 was another 3 mm thick 3 cm by 3 cm scintillator placed behind
the ZDDS.
The UH group supplied an array of Si-strip detectors (SSD’s), which were deployed in cards of
144 channel 0.5 mm wide 50 mm high strips. Four of these 72 mm wide SSD cards were placed in an
arc to both beam right and beam left roughly 50 cm downstream of the target subtending lab scattering
angles from about 3 degrees out to around 45 degrees. The supporting readout electronics were designed
only to record hits above an externally supplied constant threshold and provided no other information
about detected particles such as the amount of charge collected.
No attempt was made to trigger on only interacting events, rather, the detector responses were
recorded for all events that satisfied the input beam trigger of an incident particle within the simple
discriminator cuts used to identify beam-like particles. Such a beam trigger caused a readout of the LBL
beam line counters as well as the UH SSDs. Combinations of clock counters and beam spill counters
were employed to provide the information needed to synchronize the different DAQ streams. The target
thicknesses were all selected to be essentially half an interaction-length.
The MSFC group provided the Zero-Degree Detector System (ZDDS) instrument, which was
originally designed as part of the ATIC Balloon-borne Cosmic Ray experiment. [5] It consisted of eight
arrays of dual layer 8 cm by 8 cm square modules, each of which had 64 square 1 cm by 1 cm Si detector
pads. The arrays were arranged in a square configuration with, contrary to its name, an open 8 cm by 8
cm hole in the center to allow beam particles to pass. [6] The ZDDS was setup 100 cm downstream of
the target, giving it a minimum scattering angle acceptance of about 2.3 degrees, or a fraction of a degree
less than the minimum coverage of the UH SSDs . The ZDDS readout allowed for the digitization of the
charge collected by each 1 cm by 1 cm pad. The ZDDS also included its own trigger scintillator, which
was located behind the Si arrays and masked their active areas. Because the ZDDS had been designed
for very low balloon experiment cosmic ray data rates, it was only able to sustain a much smaller data
rate than the other 2 systems. As such, the ZDDS was triggered whenever it was not busy and had a
coincidence between the LBL-generated beam trigger and its internal scintillator trigger. This yielded a
participation rate between 1 and 10used to measure the efficiency for the inner cards of the UH SSDs,
which overlapped their acceptance as viewed from the target.
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Fig. 2: (Left) The fully reconstructed FLUKA simulation of the UH SSDs for a 5 GeV/A Si beam incident on
an Fe target. (Right) The fraction of the total events seen in the UH SSDs that are due to delta-ray electrons for
each of the 3 targets as well as for the no-target run as a function of channel number. Note that the majority of the
contamination is coming from the delta-rays produced in the air.
3 Analysis Details
Considerable effort was expended during the initial portion of the analysis effort to correlate the events
in each of the 3 separate DAQs. However, were were able finally to make the correlations and proceed
to deal with the finer issues within the analysis. The greatest challenge we faced was dealing with the
background from the very energetic delta-ray electrons produced by the primary ions and fragments to
the very high energies encountered. The lack of any particle ID information in the SSDs and the modest
coverage coupled with the very low data rate in the ZDDS forced us to rely on FLUKA simulations to
estimate the magnitudes and distribution of the delta-rays within the data. Fortunately, the physics of the
delta-ray production is very reliable in the FLUKA code, a fact that we were able to verify from analysis
of our no-target runs. Figure 2 shows the FLUKA predictions for the delta-ray contributions with respect
to the total charged Particles detected distribution in the UH SSDs.
Figure 3 shows the correlations between the sum of Si1 and Si2 detectors with respect to the
paddle 2 scintillator for the Si beam at 5 GeV/A with a C target. The separation of the primary fragments
is reasonable down to a charge of roughly half of that of the Si primary. Tables of cross sections for
production of these major fragments have been published elsewhere. [4]
4 Results
The ultimate goal of this measurement is to provide guidance in the tuning of the outputs from the two
event generators in the general crossover region around 5 GeV/A. Figure 4 shows the current FLUKA
simulation of the Si beam (at a beam energy of 5.4 GeV/A) incident on an Fe target for each of the
two event generators, RQMD and DPMJET, separately. Note that there is general agreement at the
greater angles between the event generators, but RQMD shows a clear enhancement at forward angles
with respect to DPMJET. This enhancement also translates into a general overall multiplicity difference
between the two event generators.
Future efforts will be undertaken to try and harmonize these two event generators with the actual
measurements, examples of which are given in the following figures.
Figures 5 and 6 show examples of the results of the measurements themselves. Figure 5 shows
the overall angular distribution for a 5.4 GeV/A Si beam incident on Fe, Al and C targets. The plot is
normalized to particles per scattering angle degree per reaction within the acceptance of the UH SSDs.
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Fig. 3: This figure is a plot of the sum of the Si1 and Si2 detectors with respect to the paddle 2 scintillator yield
for the Si beam at 5 GeV/A with a C target. The boxes enclose regions cut out of the analysis and reflect relative
inefficiencies and include non-overlapping acceptances.
Fig. 4: This figure shows the predictions for hits in the UH SSDs from FLUKA where FLUKA has been con-
strained in each case to use only one or the other of the two event generators, RQMD or DPMJET. RQMD shows
a clear enhancement at the forward angles with respect to DPMJET as well as goo agreement at the larger angles.
The overall effect is for RQMD to predict a greater net total multiplicity in the overall angular distribution.
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Fig. 5: This figure shows the overall angular distribution for a 5.4 GeV/A Si beam incident on Fe, Al and C targets.
The data are given per interacting beam particle per scattering angle degree into the UH SSD acceptance.
Fig. 6: This figure shows the breakdown of angular distributions for the 5.4 GeV/A Si beam incident on an Fe
target where the individual curves correspond to different ranges of primary fragment size.
Because we do not measure anything outside of the acceptance of these detectors, it is not possible
to generate total correlated charged particle angular production rates. However, these data should be
sufficient to allow for the harmonization of the event generators.
Figure 6 presents a breakdown of the 5.4 GeV/A Si beam on the Fe target angular distributions for
subsets of the events that correlate with different primary fragment ranges. These data will provide an
even greater demand on the event generators during he harmonization process.
5 Conclusions
The data taken at the AGS was constrained by the available detector systems to the extent that the final
data have relatively limited general use. However, they do satisfy the primary goal of the experiment,
namely to provide sufficient information to allow the harmonization of the two event generators, RQMD
and DPMJET as they are deployed in the FLUKA code in the general crossover region around 5 GeV/A.
Efforts to accomplish that task are currently underway.
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Abstract
The interaction of antiprotons with nuclei is investigated in a model using the
free space pN T-matrix and nuclear densities from HFB calculations. Elas-
tic scattering and annihilation reactions are used as probes for nuclear sizes
of exotic nuclei. The annihilation cross sections are related to the nuclear
root-mean-square radii by a scaling law. By detecting a pion ejected from the
annihilation zone in coincidence with the final A-1 system the the annihilation
process can be localized spatially and used to to extract specific information
on the nuclear wave function.
1 Introduction
A central question of modern nuclear structure physics is to understand the evolution of nuclear shapes
and sizes from stable to β− unstable nuclei [1–4]. Experimentally, the properties of neutron-rich ex-
otic nuclei are investigated by a large variety of methods [3–6]. An interesting alternative to the more
traditional methods are investigations of radii and density distributions by antiprotons. Hitherto, the
experiments have been performed with secondary antiproton beams on stable nuclei in fixed target ge-
ometry and standard kinematics. For stable nuclei, such experiments have been done at BNL, e.g. [7, 8]
and LEAR, e.g. [9–12]. In particular, anti-protonic atoms have been a major source of information on
the tails of nuclear density distributions of stable nuclei, e.g. [11, 13–16]. Obviously, another approach
is needed when using antiprotons for reactions on short-lived isotopes. These nuclei by themselves are
available only as secondary beams, produced either by fragmentation or isotope separation on line. A
solution dissolving these conflicting conditions is to perform the measurements in colliding beam geom-
etry. Such a setup was proposed in [17]. It will become feasible with the meanwhile approved FAIR
facility a GSI [18]. The FAIR plans include as central components p production and accumulation facili-
ties. For nuclear structure research the New Experimental Storage Ring (NESR) for short-lived nuclides
including an intersecting electron accelerator for colliding beam experiments will be available. As dis-
cussed in the Antiproton-Ion-Collider (AIC) proposal [19], the NESR/e− setup can be converted into a
pA collider facility.
Here, we investigate theoretically the use of antiprotons as probes for nuclear sizes of neutron-
rich nuclei, as proposed in [2, 17]. The physics of pA interactions is by itself an interesting topic for
nuclear and hadron physics. Here we concentrate on the use of p + A scattering for studies of neutron
skins. For similar studies on stable nuclei see [7] and [9–12]. Here, we take advantage of the strong pA
absorption for nuclear structure investigations without paying particular attention to the hadron physics
aspects, except for utilizing pion production as an additional signature of the annihilation process.
The basic features of the approach are discussed in section 2 with special emphasis on the relation
of the annihilation of high energy antiprotons on nuclei to the extraction of structure information. Exclu-
sive pion production in pA annihilation reactions is discussed in section 4. A summary and an outlook
are given in section 5.
2 Antiproton-Nucleus Interactions
From various experimental studies, starting as early as in the later 1950’s [20], at least the on-shell
(s-channel) behavior of the pN T-matrix is sufficiently well known in the energy region of interest.



































Antiproton + Ni Elastic Scattering 
Tlab=800 MeV
Fig. 1: Angular distributions for elastic scattering of antiprotons on a 58Ni (full line) and a 78Ni (dashed line)
target nucleus at an incident energy of TLab = 800 MeV. The cross sections are normalized to the Rutherford cross
section. The HFB ground state density distributions for the two nuclei are shown in the insert.
Naturally, the purely central spin-independent parts are known the best but some information on the
spin-orbit parts is also available. The most significant property of the pN interaction is the dominance
of absorptive components.
The origin of the pN interaction is still not well understood. Symmetry arguments based on G-
parity do not agree with the observed properties of pA interactions and the derived empirical potentials,
e.g. [16]. Hadronic models are in use which describe the annihilation process by effective, but micro-
scopically unresolved, vertices. A first successful attempt in this direction was the work of the Paris
group [21], using their G-parity transformed NN-potential supplemented by a purely phenomenological
imaginary part. Similar ideas were applied shortly after by Timmers et al. [22]. That work is based on the
G-parity transformed Nijmwegen NN-potential but the annihilation channels are simulated by explicit,
although schematic and strongly simplified, coupled channels calculations.
Attempts to derive the pN interactions microscopically from the valence quark structure are only
partly successful. In a quark-antiquark annihilation model Niskanen and Green [23] have derived some
time ago a purely imaginary local pN potential. This so-called Ueda potential is given in coordinate
space in terms of Gaussian form factors for each the central and the spin-orbit component. A possible
reason for the deviations from standard pN interaction models could be due to strong dispersive contri-
butions by dynamically induced interactions from higher order couplings to the annihilation channels.
Also pA interactions have been studied by various groups. Theoretical approaches based on mi-
croscopic descriptions of nuclear structure and elementary pN interactions have been used e.g. in [24,25]
to formulate a folding model following closely the successful approach used for pA scattering [26]. The
folding approach is especially well suited for systematic investigations of nuclear structure effects as
it is the purpose of the present work. The result of the folding calculation is a complex optical poten-
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Fig. 2: Absorption cross sections (circles) for antiproton annihilation on Ni-isotopes at TLab = 400 MeV are
compared to the rms-radii of the nuclear matter densities (squares). The rms-radii are normalized to σabs for 58Ni.
Also shown are the partial cross sections for absorption on the target neutrons and protons. For more details see [2].
tial Uopt = Uc + V + iW with real and imaginary parts V and W , respectively, and including also
the Coulomb potential Uc. All pieces of the potential are calculated by folding the elementary short
range strong and long range electromagnetic NN interactions with microscopic nucleonic HFB mass and
charge charge densities. In the impulse or tρ approximation the coordinate space pA optical potential at







ρN (q)tpN (TLab, q
2)eiq·r , (1)
with the elementary pN momentum space T-matrix tpN and the Fourier transforms ρp,n(q) of the proton
and neutron ground state densities. As the densities also the folding potential is additive in the partial
proton and neutron contributions. Hence, we find Uopt = U (p)opt + U
(n)
opt . As in free pN scattering the
potentials are dominated by the strong imaginary parts.
In structure, eq. 1 resembles the expressions for N − A nucleon-nucleus folding potentials, e.g.
[26]. However, an obvious difference is that in the pA case anti-symmetrization effects are absent.
Therefore, the exchange potentials, giving rise to non-local components in the N −A potentials already
on the tadpole level, do not contribute here. In that sense, the antiproton-nucleus interaction is simpler.
But one has to be aware that the dispersive polarization potentials, induced by the annihilation processes,
will contribute energy and momentum dependent parts of a specific structure. As in the general theory
of the optical model [26] the projector technique may be used to derive the self-energy in the P-space,
i.e. the Hilbert-space containing only the elastic pA scattering channel. As usual, the Q-space contains
the whole multitude of non-elastic reaction channels, given mainly by the annihilation channels |pA〉 →
|k(hh)An〉 consisting of a residual target-like nucleus An with A−n nucleons and a number of hadron-
antihadron pairs hh, including both mesonic and baryonic particles. At high energies, as considered here,
we can expect that the annihilation channels will continue to dominate also in the pA case.
Upol(q|
√




where GQQ is the Q-space Green function. The available energy in the center of mass frame is given by
the Mandelstam variable
√
s. The momentum transfer is denoted by q. With the reasonable assumption
that the T-matrix is dominated by two-body processes the channels producing the largest contributions
will be those where the annihilation takes place on a single nucleon, leaving the A − 1 nucleus in it’s
ground state. The energy released in the pN annihilation is forming a resonance state |R〉 of about a mass
MR ∼ 2MN . Since at this stage we are not interested in resolving the spectral structure of that compound
state (see e.g. [27]) but are only interested in the total intermediate yield and the decay back into the
initial |pA〉 configuration we treat the intermediate Q-space states in a spectator-like approximation,
|Qα〉 = |Rα〉|A− 1〉α. Hence, with respect to the initial pA channel, the intermediate states resemble a
N−1R configuration and the polarization tensor, eq. 2, describes a self-energy of one hole-two particle
(1h-2p)character where the |R〉 = |pN〉 state is a strongly correlated configuration carrying bosonic
quantum numbers. In fact, on the quite different scale of nuclear structure physics similar phenomena
are welknown, namely the coupling of a hole (or particle) state to a strongly collective phonon-excitation
of the Fermi-sea. In that language, eq. 2 may be considered as a 1h− 1p1p configuration with a strongly
correlated pp component. At present, calculations utilizing this picture are in preparation.
For the time being, we use empirical input for for elementary pN T-matrix. The pA elastic scatter-
ing amplitudes and cross sections are obtained by solving a wave equation with the folding potentials, eq.
1, and relativistic kinematics. The elastic angular distributions predicted for the scattering of antiprotons
on 58Ni and 78Ni at TLab = 800 MeV displayed together with the target mass densities in Fig. 2, show
an interesting dependence on the nuclear density distributions. The larger extension of 78Ni and changes
in the surface properties due to the neutron skin lead to a quite different diffraction pattern clearly distin-
guishable from the results for the stable 58Ni isotope. Hence, already the observation of elastic scattering
cross sections will provide important information at least on the target size.
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expressing σabs directly in terms of the absorptive potential W (r) = ℑUopt(r). Since W =Wp+Wn we




abs is additive in the proton and neutron partial contributions, describing
the annihilation of the incoming p on the target protons and neutrons, respectively. This relation enables
us to relate σabs to the rms radius of the target nucleus [2].
3 Investigations of Nuclear Radii by p Nucleus Interactions
3.1 p Absorption on Ni-Isotopes
The target ground states are described by HFB calculations in the DME approach [28]. We find a very
satisfactory overall agreement of the theoretical and the measured binding energies on the level of 5%
and the known rms radii. The cross sections for p annihilation on 48−88Ni show a striking similarity the
mass dependence of the rms radii, at least at energies above TLab > 50 MeV [2]. In order to understand
the mechanism behind this correlation the absorption cross sections at TLab=400 MeV are compared to
the nuclear rms-radii in Fig. 2. We realize that the slopes of σabs and the rms radii are in almost exact
agreement, indistinguishable at the scale of the figure. We find this behavior at all energies in an universal
manner. Hence, we conclude that antiproton annihilation is an appropriate probe for nuclear sizes.
3.2 Screening Effects in Neutron-rich Nuclei
In eikonal approximation the scaling factor can, in fact, be calculated in closed form [2]. With the ansatz
σabs(A,Tcm) = π〈r2〉Af(A,Tcm) (4)
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Antiproton Absorption on Ni








Fig. 3: Absorption of the incoming antiproton along a trajectory at the peripheral impact parameter b = 4fm. The
absorption kernels, obtained from eikonal calculations at an incident energy of TLab = 300MeV [2], are displayed
for 48,58,68,78Ni. The p beam is incoming from the left. Note the reversed behavior of the p absorption on protons
and neutrons with increasing neutron excess.
the scaling function is found to be given by f(A,Tcm) ∼ tpNρA/TLab, where ρA denotes the central
target density [2].
The dynamics of pA annihilation is understood more clearly by considering the integrand of eq.
3, which corresponds to an absorption kernel Π(~r) [2]. In Fig. 3 the kernel Π(z, b) is displayed for
a representative selection of Ni nuclei at the grazing value b = 4 fm. In 48Ni the absorption occurs
mainly on the protons which in that neutron-deficient nucleus are sticking out, forming a proton skin. In
the stable A = 58 isotope with an almost equal number of protons and neutrons and negligible excess
density the antiprotons are equally well absorbed on both neutrons and protons. By further adding
neutrons the absorption on the neutron excess density obviously is strongly increasing, overshooting the
absorption on protons by a factor of about 2 towards 78Ni. Hence, in neutron-rich nuclei the outer layer of
neutron matter forming the skin density screens the target protons by absorbing the incoming antiprotons
before they reach the region of the much stronger bound and therefore spatially much stronger confined
protons. Thus, we find an intriguing interplay between neutron skins and p annihilation which is causing
the decrease of the partial proton cross sections seen in Fig. 3.
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Proton s.p. Wave Functions














Fig. 4: Absorption of an incoming antiproton with an energy of TLab = 800 MeV on a proton from the respective
valence shell of a number of Ni isotopes. The radial proton wave functions are shown in the insert. Along the
isotopic lines, the cross sections are slightly changing reflecting the corresponding changes in the 1f7/2 proton
valence wave functions which is mainly due to increase in the isovector potential.
4 Exclusive Pion Production by Annihilation
From the annihilation zone several pions will be ejected [29–31]. At given energy their number depends
on the target mass, varying between 5 pions in pC to 2 pions in pU [29] due to rescattering and absorption
processes. The pion production by annihilation takes place preferentially in the nuclear surface, hence
the ejected pions carry important information on the spatial localization and the compositions of the
medium in that area.
The more detailed picture of the annihilation process and the nuclear environment is taken advan-
tage of by observing together with the emerging residual nucleus one or a few pions. By observation
of the nucleus the final system is identified unanimously. The detection of the pion provides direct ac-
cess to the momentum distribution of the nucleon on which the annihilation took place. The quantum











δ(Tβ + Tn − Tα)|Mαβ(~kβ , ~qn, ~kα)|2 . (5)
The total initial and final momenta are Pα,β , asymptotic kinetic energies are denoted by Tα,β,n where












where distorted waves χ±α,β are used to describe the incident antiproton and the emitted pion cloud. G0 is
a coupling constant. Of primary interest for the present discussion is the appearance of the nucleon wave
function ϕn on which the pN → nπ takes place. From the above expression it is clearly seen that the
cross section will depend very directly on the properties of the nuclear wave function, hence providing
access to the spectroscopy and the nuclear form factor. In fact, by structure the matrix element resembles
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Antiproton Annihilation on Ni
(N,Z) -> (N-1,Z)+h
TLab=800 MeV
Fig. 5: Absorption of an incoming antiproton with an energy of TLab = 700 MeV on a neutron from the respective
valence shell of a number of Ni isotopes. The radial neutron wave functions are shown in the insert. In forward
direction, the largest cross section is produced by the g9/2 valence states of 78Ni, the second largest is due to pion
production on the 2p3/2 orbit in 58Ni.
the reaction amplitude of a breakup reaction, but providing additional and independent information on
the momentum structure. This apparent sensitivity will also serve as an ideal tagger on the process and
the spatial location of the annihilation event.
In Fig. 4 and Fig. 5 first results for the angular distribution produced by the p annihilation on a
target proton and neutron, respectively, in the corresponding nuclear valence shells are displayed. For the
neutron annihilation there is a pronounced dependence on the quantum numbers of the nucleonic states,
most clearly visible at forward angles. The results of show that at forward angles the cross sections are
increasing with the radial quantum number and the orbital angular momentum of the orbit at which the
annihilation occurs. Additional spectral information is obtained from the diffraction structure at larger
angles, i.e. momentum transfers.
5 Conclusions
Antiproton-nucleus scattering was investigated theoretically as a tool for measuring the sizes of neutron
skins in exotic nuclei. Deriving the pA optical potentials microscopically in a folding approach from
the elementary free space pN scattering amplitudes and HFB density distributions we have investigated
reactions of high energetic antiprotons on stable and exotic nuclei. A selectivity of elastic scattering cross
sections and the annihilation process on the target density is predicted. Our results show that both elastic
and absorption cross section measurements already provide valuable new information on the densities of
the target nuclei. A more detailed picture will emerge by taking into account also the pions ejected from
the annihilation zone.
There are other exciting perspectives for antiprotons in nuclear structure research. Reaction chan-
nels like pp → Y Y implemented open baryonic strangeness into a nuclear system. They can be used to
produce single and double Λ hypernuclei, thus opening up an unique access to hypernuclear physics in
neutronrich nuclei.
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Abstract
New possibilities of high precision measurements of hadron form factors in
annihilation and scattering reactions over an unexplored kinematical region
suggest a compared analysis, in view of a global description of the nucleon
structure.
1 Introduction
The study of hadron electromagnetic form factors (FFs) is a very active field of high energy physics since
a few decades, as FFs are fundamental quantities which contain information on the internal structure of
composite particles. They constitute a privileged playground for the test of theoretical models, and should
reflect the transition from the non perturbative regime, where effective degrees of freedom describe the
nucleon structure, to the asymptotic region where QCD applies. The possibility to transfer high momenta,
and therefore to access small internal distances, allows to test pQCD predictions, such as quark counting
rules and helicity conservation.
In the space-like region, high precision measurements in an extended kinematical range are an
important part of the present and future experimental program at Jefferson Laboratory (USA). In the
time-like region, a program is foreseen by the PANDA collaboration at FAIR (Germany), using high
intensity antiproton beams up to 15 GeV kinetic energy. Similar studies are also discussed as part of
the experimental program at electron positron colliders, in Frascati (Italy), Novosibirsk (Russia), Beijing
(China).
The traditional way to measure electromagnetic hadron FFs is based on elastic electron proton
scattering e− + p↔ e− + p and on the annihilation reactions related by crossing symmetry e+ + e− ↔
p + p¯, assuming that the interaction occurs through the exchange of one virtual photon, of mass q2. In
recent years, very surprising results have been obtained in ep elastic scattering, due to the possibility of
applying the polarization method [1]: the electric and magnetic distributions inside a proton do not have
the same dipole dependence, as a function of q2 [2], as it was previously assumed.
The understanding and the interpretation of the data at large momenta in the full kinematical
region requires to investigate carefully not only the nucleon structure but also the reaction mechanism.
The simple extrapolation of models and methods should be taken very carefully. A large debate recently
arose, due to inconsistencies among form factors extracted from polarized and unpolarized experiments
in space-like region (for a review, see [3]). As no bias has been found in both types of experiment and
as the extraction of form factors follows the same formalism (based on one-photon exchange), possible
explanations are related to higher order radiative corrections.
The measured observables are the differential cross section in unpolarized ep scattering and the
ratio of the longitudinal to transverse proton polarization in elastic scattering of longitudinally polarized
electron on an unpolarized proton target. Radiative corrections are very large for the unpolarized cross
section, and are neglected in polarization experiments. High order corrections have not yet been applied
to the data. The presence of two-photon exchange would induce a more complicated spin structure of
the matrix element and it has been discussed in the frame of a compared analysis of space-like [4,5] and
time-like data [6–8].
2 Formalism
2.1 Space -like region
Assuming one-photon exchange the reduced elastic differential cross section for ep elastic scattering,
may be written as [10]:
σred(θ,Q














ǫ = [1 + 2(1 + τ) tan2(θ/2)]−1, τ = Q2/(4m2), Q2 = −q2 (2)
where α = 1/137, m is the proton mass, E and θ are the incident electron energy and the scattering angle
of the outgoing electron in the laboratory system, respectively. GM (Q2) and GE(Q2) are the magnetic
and the electric proton FFs, functions of Q2, only. Measurements of the elastic differential cross section
at different angles for a fixed value of Q2 allow GE(Q2) and GM (Q2) to be determined as the slope and
the intercept, respectively, from the linear ǫ dependence (2). The normalization is chosen in order to have
static values proportional to the proton electric charge and magnetic moment µ, respectively GE(0) = 1
and GM (0) = µ.
From unpolarized cross section measurements the determination of GE and GM has been done
up to Q2 ≃ 8.8 GeV2 [11] and GM (Q2) has been extracted up to Q2 ≃ 31 GeV2 [12] under the
assumption that GE = 0, and it is often approximated, for practical purposes, according to a dipole
form: GD(Q2) = (1 + Q2/0.71 GeV2)−2. Polarization transfer measurements suggest a monotonical
decrease of the ratio µGE(Q2)/GM (Q2) with Q2:
µGE/GM = 1 for Q2 < 0.4 [(GeV/c)2], µGE/GM = 1.0587 − 0.14265 for Q2 ≤ 6 [(GeV/c)2], (3)
at larger Q2, at least up to Q2 ∼ 6 GeV2, deviating from unity as Q2 increases [2].
At large Q2 the contribution of the electric term to the cross section becomes very small, as the
magnetic part is amplified by the kinematical factor τ . This is illustrated in Fig. 1, where the ratio of the
electric part to the reduced cross section FE = ǫG2E(Q2)/σred(θ,Q2), is shown as a function of Q2, for
different values of ǫ. The different curves correspond to different values of ǫ, assuming FFs scaling (thin
lines) or in the hypothesis of the linear dependence of Eq. (3) (thick lines). In the second case, one can
see that, for example, for ǫ = 0.2 the electric contribution becomes lower than 3% starting from 2 GeV2.
This number should be compared with the absolute uncertainty of the cross section measurement. When
this contribution is larger or is of the same order, the sensitivity of the measurement to the electric term
is lost and the extraction of GE(Q2) becomes meaningless.
Higher precision can be obtained in polarization experiments. As it was firstly shown in [1],
measuring the polarization of the outgoing proton in the scattering of longitudinally polarized elec-
trons on an unpolarized proton target, gives access to an interference term which contains the product
GE(Q
2)GM (Q
2) and it is more sensitive to a small electric contribution than the cross section itself.
The following expressions hold for the transverse and longitudinal components Pt and Pℓ of the proton
polarization vector (in the scattering plane) in terms of the proton electromagnetic FFs:




















where E′ is the scattered electron energy and D is proportional to the differential cross section with
unpolarized particles. So, for the ratio of these components one can find the following formula:
Pt
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Fig. 1: Contribution of the GE(Q2) dependent term to the reduced cross section (in percent) for ǫ = 0.2 (solid
line), ǫ = 0.5 (dashed line), ǫ = 0.8 (dash-dotted line), in the hypothesis of FF scaling (thin lines) or following Eq.
(3) (thick lines).
which shows the direct link between the polarization components of the recoil proton and the electric
and magnetic FFs.
The results obtained with such technique display a large precision compared to the Rosenbluth
separation, due to the large sensitivity to the electric FF. Moreover, the electron beam polarization as
well as the analyzing powers of the polarimeter cancel in the ratio, reducing the systematic errors.
2.2 Time-like region
Due to unitarity, in TL region hadron FFs are complex functions of q2. The unpolarized cross section
depends on their moduli, the measurement of which is, in principle, simpler than in SL region where
the Rosenbluth separation requires at least two measurements at fixed q2 and different angles implying
a change of incident energy and scattered electron angle at each q2 point. In TL region, the individual
determination of |GE | and |GM | requires the measurement of the angular distribution of the outgoing
leptons, at fixed total energy s = q2. All the information, of the nucleon structure as well as of the
reaction mechanism, as discussed below, is contained in the differential cross section.
The differential cross section for the annihilation process
p¯+ p→ ℓ+ + ℓ−, ℓ = e, µ (7)









τ |GM |2(1 + cos2 θ) + |GE |2 sin2 θ
]
, (8)
where θ is the electron production angle in the center of mass system (CM). The cos2 θ dependence of
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Fig. 2: (a) Relative contribution of the electric σE (dashed lines) and magnetic σM (solid lines) terms to the
differential cross section for p¯ + p → e+ + e−, as functions of cos θ for two different values of q2: 5 GeV2 (red
lines) and q2 =8 GeV2 (black lines); (b) Relative contribution of the electric (dashed lines) and magnetic (solid
lines) terms to the total cross section FE and FM (black lines) and to the angular asymmetry, AE and AM (red
lines).
is equal to one and that the electromagnetic hadron interaction satisfies C-invariance. This corresponds,
by crossing symmetry, to the linear Rosenbluth cot2(θ/2) dependence [14].
The electric term is accompanied by a dependence in sin2 θ. It means that, whatever is the model
used for |GE(q2)|2, it has a maximum at cos θ = 0 and vanishes at cos θ = ±1. The magnetic term has
a maximum at cos θ = ±1, which equals to 2τ |GM (q2)|2 and a minimum at cos θ = 0, which equals to
τ |GM (q2)|2. The relative contribution of the electric σE (dashed lines) and magnetic σM (solid lines)
terms to the differential cross section are illustrated in Fig. 2a, for two values of q2 = 5 and 8 GeV2.








2τ |GM |2 + |GE |2
)
. (9)
Let us introduce the angular asymmetry, A, which enhances the different angular behavior of the electric
and magnetic terms with respect to θ = 90◦. One can express the angular dependence of the differential





1 +A cos2 θ] , (10)












; A = τ |GM |
2 − |GE |2
τ |GM |2 + |GE |2 =
τ −R2
τ +R2 , R =
|GE |
|GM | . (11)
The angular asymmetry A lies in the range −1 ≤ A ≤ 1. For GE = 0 one obtains A = 1 and for
GE = GM one obtains A = (τ − 1)/(τ + 1).
The electric and magnetic contributions to the total cross section and to the angular asymmetry are
illustrated in Fig. 2b, as function of q2. The unphysical region is indicated by a dashed area. Although the
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magnetic contribution largely dominates in the physical region, the relative contribution of the electric
term to the cross section is larger than 10% for q2 ≤ 15 GeV2, and it is even larger for the angular
asymmetry.
From the total cross section, it is possible to extract |GM | under a definite hypothesis on the ratio.
The experimental results are usually given in terms of |GM |, under the hypothesis that GE = 0 or
|GE | = |GM |. The first hypothesis is arbitrary whereas the second one is strictly valid at threshold only,
and there is no theoretical argument which justifies its validity at any other momentum transfer, where
q2 6= 4m2. However, GE plays a minor role in the cross section and different hypothesis for |GE | do not
affect strongly the extracted values of GM , due to the kinematical factor τ , which weights the magnetic
contribution to the differential cross section and makes the contribution of the electric FF to the cross
section smaller and smaller as q2 increases.
The individual determination of the FFs in time-like region has not yet been done. The ratio
R = GE/GM has been determined from a two parameter fit of the differential cross section, by PS170
at LEAR [15], and more recently by the BABAR Collaboration using initial state radiation, e+ + e− →
p + p + γ [16]. Data are very limited and affected by large errors, mainly due to statistics. The results
from BABAR suggest a ratio larger than one, in a wide region above threshold, whereas data from [15]
suggest smaller values. The results from PANDA are expected to clarify this issue.
2.3 Discussion
A general illustration of the world data for the proton form factors is given in Fig. 3, where proton FFs
are shown as function of |q2|, allowing a straightforward comparison in the whole kinematical region. In
order to eliminate the steep q4 dependence, all FFs are rescaled by the dipole function.
From top to bottom, one can see the magnetic proton FF in TL region, under the assumption
|GE | = |GM |, the magnetic proton FF in SL region which is obtained for q2 ≤ 8.8 GeV2 obtained under
the assumption |GE | = 0 (blue circles) and the electric FF in SL region. Two series of data clearly show
the discrepancy between unpolarized (red triangles) and polarized (green stars) measurements.
The expected precision of the future measurements with PANDA (black solid squares) is shown
in comparison with the existing data. For PANDA each point corresponds to an integrated luminosity
of 2 fb−1, which can be obtained in four months of data taking. These results have been obtained in
frame of Montecarlo simulations, which takes into account the geometry of the detector, efficiency and
acceptance and is based on a realistic parametrization of FFs [17]. One can see that PANDA will cover a
large kinematical range and bring useful information with respect to the determination of the asymptotic
region.
A more direct representation of FFs is given by the Dirac F1 and Pauli F2 FFs, which are linear
combinations of GE and GM . PQCD predicts the asymptotic behavior F1 ∼ Q−4 and F2 ∼ Q−6 which
is followed by the Rosenbluth measurements, but not compatible with polarization data, which suggest
instead the following ratio: F2/F1 ∼ Q−1.
The values of GM in the TL region, obtained under the assumption |GE | = |GM |, are larger
than the corresponding SL values. A difference up to a factor of two in the absolute values in SL and
TL regions can be seen also for other hadron FFs, including pions and neutrons, up to the largest value
at which TL FFs have been measured. This has been considered as a proof of the non applicability of
the Phràgmen-Lindelöf theorem, or as an evidence that the asymptotic regime is not reached [19]. The
Phragmèn-Lindelöf theorem constrains definitely FFs in TL and in SL regions to have the same value at
large q2. This theorem has other applications in particle physics, such as, for example, the Pomeranchuk
theorem, concerning the asymptotic behavior of the total cross sections for a+ b and a¯+ b collisions (a
and b any hadrons): σT (ab) = σT (a¯b). However, to be rigorous, the applicability of this theorem to FFs,
which seems evident, has not yet been proved.
In principle, asymptotic properties should be discussed for F1 and F2. The analyticity of FFs
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Fig. 3: World data on proton form factors, in time and space-like regions, as functions of |q2|, rescaled by dipole.
From top to bottom, magnetic FF in time-like region including PANDA simulated results (black solid squares),
magnetic FF in space-like region (blue circles), electric FF in space-like region, from unpolarized (red triangles)
and polarized (green stars) experiments.
allows to apply the Phragmèn-Lindelöf theorem which gives a rigorous prescription for the asymptotic
behavior of analytical functions:
lim
q2→−∞
F (SL)(q2) = lim
q2→∞
F (TL)(q2). (12)
This means that, asymptotically, FFs have the following constraints: 1) the imaginary part of FFs, in TL
region, vanishes: ImFi(q2) → 0, as q2 → ∞; 2) the real part of FFs, in TL region, coincides with the
corresponding value in SL region, because FFs are real functions in SL region, due to the hermiticity of
the corresponding electromagnetic Hamiltonian.
Unfortunately, this theorem does not allow to indicate the physical value of q2, starting from which
it is working at some level of precision. For this aim one needs some additional dynamical information.
The assumption of the analyticity of FFs allows to connect the nucleon FFs in SL and in TL regions and
to extend a parametrization of FFs available in one kinematical region to the other kinematical region.
Dispersion relation approaches, which are based essentially on the analytical properties of nucleon elec-
tromagnetic FFs, can be considered a powerful tool for the description of the q2 behavior of FFs in the
entire kinematical region. The vector meson dominance (VDM) models, can be also extrapolated from
the SL region to the TL region (see [8] and Refs. therein). The quark-gluon string model [18] allowed
firstly to find the q2 dependence of the electromagnetic FFs in TL region, in a definite analytical form,
which can be continued in the SL region.
In order to test these requirements, the knowledge of the differential cross section for e+ + e− ↔
p+ p¯ is not sufficient, and polarization phenomena have to be studied. In this respect, T-odd polarization
observables, which are determined by ImF1F ∗2 , are especially interesting. The simplest of these observ-
ables is the Py component of the proton polarization in e+ + e− → p+ p¯ that in general does not vanish,
452
even in collisions of unpolarized leptons, or the asymmetry of leptons produced in p+ p¯→ e+ + e−, in
the collision of unpolarized antiprotons with a transversally polarized proton target (or in the collision of
transversally polarized antiprotons on an unpolarized proton target) [8, 19]. These observables are espe-
cially sensitive to the different parametrizations of FFs, and suggest that the corresponding asymptotics
are very far [20].
3 Two photon exchange
As stressed in the introduction, the expressions of the cross section Eqs. (2, 8) assume one-photon ex-
change. In principle, the interaction can occur through two (or more) photon exchange (TPE). Although
if such mechanisms are suppressed by powers of α they could play a role at large q2, due to possible
enhancement from a mechanism where the momentum is equally shared between the photons. In such
case the decrease of the cross section due to α counting would be compensated by the steep decrease of
FFs with q2. Recently, the possibility of a sizable TPE contribution has been discussed as possible solu-
tion to discrepancies between experimental data, on elastic electron deuteron scattering [14] and elastic
electron proton scattering [3].
The model independent analysis of experimental observables taking into account the TPE con-
tribution, for ep scattering and for the crossed annihilation channels can be found in Ref. [5–7]. The
presence of TPE induces a more complicated spin structure of the matrix amplitude. In the scattering
channel, instead that two real FFs, functions of one kinematical variable, q2, one has to determine three
FFs, complex functions of two kinematical variables, and the ǫ linearity of the Rosenbluth formula does
not hold anymore. However, it is still possible to measure the real FFs, using electron and positron scat-
tering on proton, in the same kinematical conditions, or measuring three T-odd or five T-even polarization
observables. In the annihilation channel TPE induces four new terms in the angular distribution, of the
order of α compared to the dominant contribution and which are odd in cos θ.
Therefore, the non linearity of the Rosenbluth fit in the scattering channel d the presence of odd
cos θ terms in the annihilation channel can be considered as a model independent signatures of TPE
(more exactly, of the real part of the interference between one and two photon exchange). Evidence of
TPE, based on these signatures has not been found in the experimental data on electron elastic scattering
on particles with spin zero [21], one half [4], and one [14]. An analysis of the BABAR data [16] also
does not show the evidence of two photon contribution [9]. On the basis of simulation studies, it can be
shown that the future PANDA experiment will be sensitive to a TPE contribution ≥ 5% of the main (one
photon) contribution [22].
Let us stress that the main advantage of the search of TPE in TL region is that the information is
fully contained in the angular distribution. TPE effects cancel (are singled out) in the sum (difference)
of the cross section at complementary angles, allowing to extract the moduli of the true FFs [6, 7]. TPE
effects also cancel if one does not measure the charge of the outgoing lepton.
4 Conclusion
In the next future the knowledge of electromagnetic proton FFs will be extended in a wide kinematical
region, allowing a unified description in both SL and TL regions. It will be possible to clarify both
issues, the reaction mechanism and the proton electromagnetic structure at short distances. In particular,
the individual determination of FFs will be possible in TL region, for moderate q2 values. These data
are expected to constrain nucleon models. For q2 ≥ 20 GeV2, where the electric contribution should
become negligible, the validity of asymptotic properties predicted by QCD will be tested. Note that there
is no principal reason for which the electric and the magnetic FFs should reach the same asymptotics, at
the same q2.
Due to crossing symmetry properties, the reaction mechanism should be the same in SL and TL
regions, at similar values of the transferred momentum. If TPE is the reason of the discrepancy between
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the polarized and unpolarized FFs measurements in SL region, a contribution of 5% is necessary to bring
the data in agreement in the |q2| range between 1 and 6 (GeV/c)2. Such level of contribution will be
detectable in the PANDA experiment. In Ref. [23] the discrepancy has been attributed to the method of
calculating radiative corrections. Radiative corrections are specific to each of these reactions, therefore
a comparison of the data issued from the three channels, ep scattering, e+e− and p¯p annihilation, will
shed light on the reaction mechanism.
This work has been initiated within a long term collaboration with Prof. M. P. Rekalo and it is
largely based on common work with Dr. G.I. Gakh. The members of the PANDA Group at IPN Orsay
are acknowledged for interesting discussions and remarks.
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Charge exchange reactions on baryons and exotic low-mass narrow
baryons.
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Abstract
Narrow structures in baryonic missing mass or baryonic invariant mass were
observed during the last ten years. Since their existence remains controversial,
previously published data, measured with incident hadrons, are reanalyzed to
add new pieces of information. This contribution gives further evidence to the
existence of low mass exotic baryons, excited in charge-exchange reaction.
1 Introduction
Although already observed since several years, the genuine existence of narrow low-mass baryonic struc-
tures is often considered with skepticism. Various models on baryon spectroscopy describe, using q3
configurations, the classical baryons up to M=1.5 GeV [1], namely those reported by the Particle Data
Group [2]. Above M = 1.5 GeV arises the problem of missing resonances. Within the q3 configuration
models, there is no room for the narrow low-mass baryonic structures, which explains the skepticism.
This paper summarizes briefly the results where these structures were observed, and reanalyzes
baryon induced charge exchange cross sections, in order to add information on these narrow baryonic
exotic resonances. Indeed, the narrow structures were associated with multi-quark clusters, which is
in accordance with the smaller signals in reactions involving incident leptons. Although studied for
different physical motivations, therefore with statistical precision lower than the precision suitable for
the present study, these results still add information concerning these structures.
The reanalyzed data are read, sometimes integrated over two or three channels, and kinematically
transformed in order to draw histograms as functions of the missing mass, although they were published
versus the energy loss or the final energy.
2 Brief recall of previous results
2.1 The SPES3 (Saturne) data
Only results concerning baryons will be discussed here. Previous experiments, performed at SPES3
(Saturne), thanks to good resolution and high statistics, exhibit narrow structures in different hadronic
masses. Two reactions were studied [3, 4]: p + p → p + p + X (1) and p + p → p + π+ + X (2).
Structures were observed in the missing mass MX of reaction (2), in the invariant mass MpX of reaction
(1), and in the invariant masses Mppi+ and Mpi+X of reaction (2).
The observation of narrow structures in different conditions (reaction, incident energy, spectrom-
eter angle, or observable) at the same mass (within ±3 MeV) was considered to be a confirmation
of their existence. The narrow structure masses observed are: 1004(α), 1044(β), 1094(γ), 1136(δ),
1173(ǫ), 1210(λ), 1249(η), 1277(φ), 1339(ν), and 1384 MeV. In parenthesis, the greek letters identify
the structures shown in the corresponding figures. The vertical arrows in the following figures show
the expected position for these narrow structures, on the basis of the previous findings. The two first
masses, α and β lie below the pion threshold mass, which prove directly the exotic nature of these
states. These results were published in: [4–6], respectively showing data in the missing mass region:
∗e-mail : tati@ipno.in2p3.fr
†Permanent address: CEA, IRFU, SPhN, CEA/Saclay, 91191 Gif-sur-Yvette Cedex, France
1.0 ≤ M ≤ 1.46 GeV, 1.47 ≤ M ≤ 1.68 GeV, and 1.72 ≤ M ≤ 1.79 GeV. The narrow structures in
the mass range MN ≤M ≤1 GeV, were also tentatively extracted [7].
Other signatures of narrow baryonic structures, were observed either in dedicated experiments or
extracted from cross sections obtained and published by different authors studying other problems. They
are quoted in [3–5] and will not be recalled here.
2.2 The p(α,α′)X reaction
Large statistics spectra of the p(α,α′)X reaction were obtained several years ago at SPES4 (Saturne) in
order to study the radial excitation of the nucleon in the P11(1440 MeV) Roper resonance. The exper-
iment was performed with Tα=4.2 GeV. A spectrum measured at Tα=4.2 GeV, θ = 0.8◦ [8] was built
in the baryonic missing mass range: 1030 ≤ M ≤1490 MeV. A first large peak around ω ≈ 240 MeV
was associated with the projectile excitation, and a second large peak around ω ≈ 510 MeV was asso-
ciated with the target excitation [8]. ω is the energy difference between the incident and the detected
α particles. Above these large peaks lie narrow peaks, clearly observed, defined by a large number of
standard deviations [9]. Another spectrum was measured at Tα=4.2 GeV, θ = 2◦ [10] which extended
up to M=1588 MeV.
Fig. 1: Cross-section of the p(α, α′)X reaction at Tα=4.2 GeV, θ = 2◦ [10].
Fig. 1 shows this data. In both figures, the empty circles, which correspond to the scale, are the published
number of events versus the missing mass. The full circles and full squares, in the left-hand part, show
magnified data. Several peaks are observed above M=1470 MeV. The right figure shows an enhanced
plot of this missing mass range (ω ≥800 MeV). The same situation, with many structures, is observed
in the SPES3 data [5, 6], and all masses observed in both reactions have similar values. This fair con-
cordance between the masses is observed using data originally obtained from experiments studied with
different purposes, carried out by different physicists, studying different reactions with different probes
and different experimental equipements.
3 New analysis of previously published charge-exchange reactions induced by baryons
A large number of charge-exchange reactions were studied in different laboratories, mainly at Saturne
(SPES4 beam line), with the aim to study spin-isospin excitations. The corresponding missing mass data,
range from the nucleon up to ∆(1232), therefore are quite convenient for the present study. A selected
sample of these data is presented here, with the addition to the classical spectra of gaussians describing
the narrow baryonic structures having the previously determined masses and a common width. The
data are read, sometimes integrated over two or three channels and shown versus MX .
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3.1 The p(p,n)∆++ reaction.
The differential cross-sections d2σ/dEndΩn of the 1H(p, n)X reaction were measured at LAMPF [11]
at Tp=790 MeV, θn=0◦, 7.5◦, and 15◦. Fig. 2 shows the result for the two smallest angles. The full curves
(small triangles) describe the theoretical calculations [12] performed with use of effective projectile-
target-nucleon interactions. The open circles correspond to data integrated by two channels. A nice fit is



















Fig. 2: (Color on line). Cross-section of the pp→n∆++ reaction at Tp=0.79 GeV. [11, 12]. Inserts (a) and (b)
correspond respectively to θn=0◦ and 7.5◦.
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Fig. 3: (Color on line). Cross-section of the p(d, 2p)∆◦ reaction at Td=2 GeV θ = 0.5◦, and 2.1◦, respectively in
inserts (a), and (b) [13–15].
The cross-section of the p(d,2p)∆◦ reaction was measured at the SPES4 spectrometer at Saturne, using
2 GeV and 1.6 GeV incident deuterons, at forward angles: θlab = 0◦, 0.5◦, 2.1◦, 4.3◦, and 7.2 ◦ [13–15].
Inserts (a) and (b) of Fig. 2 show the data respectively for θ= 0.5◦ and 2.1◦. They exhibit an oscillating
behaviour in the low part of the ∆ missing mass range. The spectrum is well fitted by the masses of the
narrow baryonic structures added to the broad ∆ peak.
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3.3 The p(d)(3He,t)∆++(X) reactions.
The cross-section of the p(3He, t)∆++ reaction was measured at many incident energies, and spectrom-
eter angles, not only with the SPES4 spectrometer at Saturne, but also in other experiments.
The old data from Dubna [16], at Tp=2.39 GeV, 4.53 GeV, and 8.33 GeV are not precise enough
since their binning was equal to ∆E=25 MeV. They are not reanalyzed here. The 3He(p,t)∆++ reaction
was studied at SPES1 (Saturne) at forward angle in the lab, with the motivation to reduce the direct
graph and study the possible (∆++,2n) component of the 3He wave function [17]. The beam energy
was Tp=850 MeV. These data correspond to θlab=6◦, 10◦, and 15◦; their cross-sections decrease fast
with the increasing angle, therefore only the cross-section of the smaller angle is shown here, in Fig. 4.
We observe that the structures exist, and are well fitted by the narrow structures if the data are shifted
by ∆M=-9 MeV. This shift may be due to a possible saturation of the spectrometer magnetic field: B,
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Fig. 4: (Color on line). Cross-section of the 3He(p,t)∆++ reaction, at Tp=850 MeV, θlab=6◦ [17] after a -9 MeV
shift.






















Fig. 5: (Color on line). Cross-sections of the p(3He, t)X (insert (a)) and d(3He, t)X (insert (b)) reactions at
T3He=2 GeV, θ=4◦ [18–20].
The calculation of the ∆++ contribution [20] includes the A = 3 form factors, as well as the quasi-
elastic contribution and final state interaction for the reaction on the d target. The comparison between p
and n targets, allows us to deduce that isospin I = 1/2 is favoured for these low mass baryonic structures.
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The 12C(3He, t) reaction was studied at Saturne (SPES4 beam line) [21–23] at T3He=2 GeV,
θ = 0◦. A similar analysis shows that the addition of the narrow structures to the theoretical analysis
performed by [22], allows to improve the fit to the data.
4 New reanalysis of several previously published charge-exchange reactions with inci-
dent light heavy-ion beams
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Fig. 6: (Color on line). Cross-sections: of the p(12C,12 N)∆0 reaction at Tp=1100 MeV/N θ = 0◦ [24] in insert
(a); of the p(20Ne,20Na)∆0 reaction at T20Ne=18 GeV, θ = 0◦ [24–27] in (insert (b)) .
The p(12C,12 N)X reaction was studied at SPES4 (Saturne) using a 12C beam of 1100 MeV/N at
the spectrometer angle θ=0◦ [24]. Fig. 6(a) shows these data, fitted with the ∆0 peak and the structures
previously observed. The important oscillatory behaviour is again very well fitted.
Fig. 6(b) shows the cross section of the p(20Ne,20 Na)∆0 reaction [24–27]. The comparison
with the cross-section of the p(20Ne,20F)∆++ reaction (not shown), allows us to conclude again that the
first narrow baryonic structures have isospin T = 1/2, and those around M = 1200 MeV have isospin
T = 3/2.
4.2 Reactions on light heavy ion targets
Two charge exchange reactions of light heavy-ion beams on 12C target are shown in Fig. 7. Both were
studied at Saturne SPES4 beam line, at θ=0◦. Insert (a) shows the (14N,14 C) reaction at Tbeam=880*A MeV
[28]; insert (b) shows the (16O,16 N ) reaction at Tbeam=900*A MeV [29]. Here, an arbitrary background
is introduced in order to simulate the inelastic scattering due to to excitations of 12C levels.
The same analysis, see fig. 8, is performed on the spectra of 27Al(20Ne,20 Na)X and the 27Al(20Ne,
20F )X reactions, measured at Saturne (SPES4), using a 20Ne incident beam of T=950 MeV/A, at
θ=0◦ [28]. The introduction of narrow baryonic structures with masses previously determined, allows to
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Fig. 7: (Color on line). Cross-sections at θ=0◦: in insert (a) the 12C(14N, 14C)X reaction studied at Saturne
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Fig. 8: (Color on line). Cross-section of the 27Al(20Ne, 20Na)X reaction (insert (a)), and 27Al(20Ne,20 F )X
reaction (insert (b)). Both reactions were studied at θ = 0◦, and Tbeam=950*A MeV. [28].
5 Conclusion
This work analyses different cross-sections of charge-exchange reactions induced by hadrons, in order
to look to further signatures corresponding to the low mass narrow baryons previously observed. This
paper does not pretend to give an exhaustive outline of all data where such signatures have been found,
but focus on charge-exchange reactions.
These structures were associated with quark clusters [3, 4]; therefore reactions performed with
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incident leptons, although allowing similar observations [30], lead to smaller signals than reactions per-
formed with incident hadrons since the number of quarks involved in the reactions are reduced.
All reactions reanalyzed here were measured for another physical interest, therefore with a binning
and statistics not optimized for the present study. So, there is here no attempt to study the mass range
950≤M≤1000 MeV, although several spectra exhibit an excess of counting over the fits. Moreover,
this missing mass region corresponds also to possible excitation of excited states in the nuclei, when
composite targets are concerned.
In almost all spectra, clear structures are however observed, mainly below the region where the ∆
starts to dominate the countings. This mass range concerns the structures at M =1004 and 1044 MeV,
particularly interesting since they are both located at masses lower than the threshold of possible pion-
nucleon desintegration. The narrow baryonic resonances are observed in all missing mass range studied.
The most noteworthy spectra, are those showing notable oscillations well fitted by the narrow structures.
This concerns a large part of the reactions discussed previously, namely the spectra corresponding to the
pp → pπ+X, (d, 2p)X, (p, t)X, d(3He, t)X, p(12C,12 N)X, 12C(16O,16 N)X, (20Ne,20 F )X, and
(20Ne,20 Na)X reactions.
The comparison between final states with isospin T=1/2 and T=3/2, suggests to favor isospin
T=1/2 for the lower narrow structure masses. These structures are more easily observed in reactions
using isoscalar scattered particles such as α or deutons.
These strucures are clearly exotic since there is no room for them in the qqq configurations [1],
since their width is smaller than the widths of "classical" PDG [2] baryonic resonances, and also since
some masses lie below the pion threshold mass. They are naturally associated with precursor quark
deconfinement. Therefore the quark and gluon degree of freedom is effective, even at very low energy,
and must be taken into account. These conclusions are illustrated in Fig. 9 where the experimental masses
of narrow baryonic structures are compared with masses calculated with help of a phenomenological
mass relation [31] using two clusters of quarks at the ends of a stretched bag in terms of color magnetic
interactions:
M = M0 +M1[i1(i1 + 1) + i2(i2 + 1) + (1/3)s1(s1 + 1) + (1/3)s2(s2 + 1)] (1)
here i and s are isospins and spins of the two clusters. Notice that the formula allows degeneracy. We
adjust the two parameters M0=838.2 MeV and M1=100.3 MeV in order to reproduce the masses, spins
and isospins of N and Roper resonance N∗(1440), and get the calculated masses of the other structures
without any free parameter.
We conclude that the growing number of indications allow one to consider again the genuine
existence of these structures as being a likely option.
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Abstract
The stiffness of the hadronic equation of state has been extracted from the
production rate ofK+ mesons in heavy ion collisions around 1AGeV incident
energy. The data are best described with a compression modulusK around 200
MeV, a value which is usually called “soft”. This is concluded from a detailed
comparison of the results of transport theories with the experimental data using
two different procedures. Furthermore we discuss the idea of determining the
optical potential of kaons in the nuclear medium from the analysis of the low
energy behaviour of K0.
1 Introduction
The quest for extracting the nuclear equation of state (eos) from heavy ion collision has already a long
history - as a non-exhaustive list of examples we refer to [1–6]. In this contribution we want to focalize
on the aspect of the production of kaons in heavy ion collisions at incident energies below the elemen-
tary threshold. For this purpose we use the Isospin Quantum Molecular Dynamics Model (IQMD) as
described in [7–9]. IQMD is a semiclassical model with quantum features propagating nucleons, deltas,
pions, kaons and hyperons by use of two- and three-body interactions. This allows the description of a
nucleus-nucleus interaction on the N -body level on an event-by-event basis.
Fig. 1: Left: time evolution of the central density, the
transverse energy (upper part) and distribution of the
times when kaons have been produced and when they
underwent their last collisions. Right: central density
for a hard and a soft equation of state
∗email:hartnack@subatech.in2p3.fr
Figure 1 shows the time evolution of a central Au+Au collision at 1.5 AGeV incident energy. On
the left side we see in the upper part the evolution of the central density (full line) and of the central
transverse energy (dashed line, scaled to units of 100 MeV). We see that at times of about 8 fm/c the
system reaches its maximum in density and "temperature" to decrease afterwards. The bottom part on
the left side shows the distribution of the times when the kaons are produced (dashed line) and when
they undergo their last collision with the nuclear medium (full line). We see that the maximum of the
distribution of the production times coincidences with the maximum of the central density. Therefore
we can assume a correlation of the kaon production with the phase of highest density. This assumption
has already been discussed in [10–12]. The time of last contact (full line) shows its maximum at later
times when the densities already decrease. Therefore the cinematical properties of the kaons might be
less related to the high density properties of the nuclear matter.
The right side shows the influence of the nuclear equation of state on the time evolution of the
densities. We see that a soft eos (full line) yields higher densities than a hard eos (dashed line). This is
related to the weaker repulsion of the soft equation of state which resists less to the compression due to
the inertial confinement.
2 The relation of the kaon yield to the equation of state
Figure 2 demonstrates the relation of the production of kaons to the density. On the left side we see the
distribution of densities (normalized to the ground state density ρ0) where the kaons have been produced.
We see that most kaons stem from densities around twice normal nuclear matter density. A soft eos (full
line) reaches not only higher densities than a hard eos (dashed line) but also higher total yields. This can
be understood by the following processus: the kaons need very much energy to produce a kaon. Since the
energy available in the very first collsions are not sufficient (the incident energy is below the elementary
threshold) the energy has to be cumulated during several collisions. An ideal tool of cumulating energy is
the production of resonances, like the ∆. However, since these resonance are instable, the next collision
has to take place before the decay of the resonance. This requires a short mean free path and thus a high
density. Since the maximum density is related to the nuclear equation of state, the yield of the kaons are
also related to the eos.
Fig. 2: Distribution of the densities at which the kaons have been produced. Left: influence of the eos, right:
influence of the optical potential
However, we should also mention that the optical potential of the kaon in medium enhances its
production threshold and therefore penalizes the production at high densities. This can be seen on the
right side of figure 2 where we compare the production of kaons in a calculation where we do not apply
an optical potential (dashed line) to a calculation with an optical potential (full line). We see a strong
decrease of the yield caused by the optical potential.
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The optical potential applied is a parametrization to RMF-results of Schaffner-Biellich [13] shown
as full line in figure 3, which presents the energy necessary to produce a kaon at rest. It should be noted
that for the graph in figure 3 the nuclear medium is also assumed to be at rest, otherwise momentum
dependent interactions will alter that energy. The upper branch shows the energy necessary to produce
a kaon (like K+), the lower branch that for producing an antikaon (like K−). We see that the nuclear
medium penalizes the production of kaons at high densities while the production of antikaons is favored.
Fig. 3: Left: kaon dispersion relation used in IQMD, right: influence of the optical potential on the lab momentum
spectra in Ni+Ni collisions at 1.93 AGeV
The right hand side of figure 3 compares IQMD calculations for Ni+Ni at 1.93 AGeV with an
optical potential (full line) and without an optical potential (dashed line) to experiments performed by
the KaoS-collaboration [14]. We see that the experiment seems to favor the calculation with an optical
potential. However, we should take this result with caution: since the major channel of kaon produc-
tion (which is the two step process of first producing a ∆ in an inelastic NN -collision and afterwards
producing a hyperon-kaon pair in a N∆-collision) has no experimental accessible cross section, there is
range for assumptionss of this cross section. In [15] it was reported that the experimental data could also
be described without an optical potential when assuming another cross section.
In IQMD we use the NN cross sections of Sibirtsev [16] and the N∆ cross sections of Tsushima
[17], a choice which is also taken by other models like HSD [18]. However, other propositions are
possible, for instance taking the ∆ as a heavy nucleon and assuming σ(N∆) = 0.75σ(NN) (the factor
0.75 comes from the possible combination of different charges allowing to produce a kaon). Due to these
incertainties a direct comparison of experimental yields to calculations is not conclusive.
For this reason it has been proposed to use the ratio of the yields of the kaon production in a heavy
system (like Au) to the production in a light system (like C) to extract more conclusive information
[19, 20]. Since the light system shows no compression effects the incertainties of the cross sections may
cancel but the effect of the eos may remain. The comparison of RQMD calculations [20] to experimental
KaoS data [19] favored significantly a soft eos. This finding is supported by IQMD calculations, although
IQMD and RQMD report differeces in the absolute kaon yield.
Figure 4 demonstrates that indeed the effects of unknown cross section (left side) and of the optical
potential (right side) are strongly reduced with respect to the effect of the equation of state. A soft eos
(full lines) is more compatible to the experimental data (bullets) than a hard eos (dashed lines). It should
be noted that the different cross section parametrizations used on the left side (N∆ cross sections from
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Fig. 4: Excitation function of the ratio of the kaon yields of Au+Au over C+C compared to experimental data from
KaoS. Left: influence of different cross section assumptions, right: influence of the optical potential
Tsushima versus the assumption that σ(N∆) = 0.75σ(NN)) were those parametrizations which caused
some puzzling on the comparison to experimental data. In comparison to experimental data of KaoS
and FOPI the parametrization using the Tsushima cross section concluded the existence of an optical
potential while the conclusion of the calculations using the other parametrization was the non-existence
of that potential [15].
It should also be noted that this analysis has been extended to other parameters that may influence
the kaon yield (∆ lifetimes, stopping of the nucleons) and that this ratio was found to be robust: it always
favors a soft equation of state.
One can refine this method by analysing the Au/C in calculation using different compression
modulus K: a small value of around 200 MeV corresponds to a soft equation of state while a high value
around 380 MeV corresponds to a hard eos. On the left side of figure 5 we see the value of the Au/C
ratio as a function of the compression modulus K for incident energies of 1.0 AGeV (top) and 0.8 AGeV
(bottom) compared to band given by the experimental error. We see that we need a compression modulus
of K < 250 − 300 MeV to become compatible to the experimental data. This corresponds to a soft eos.
There is also another method to extract information on the nuclear equation of state: if we look on
the centrality dependence of the kaon yield we can trace a relation between the kaon yield (scaled by the
participant number in order to get flatter curves) and the participant number (related to the centrality).
A high participant number denotes a central event, a low participant number characterizes a peripheral




where α corresponds to the slope of the graph in the double logarithmic representation on the upper right
side of figure 5. We see that although different calculations using a soft eos (dotted/dashed lines) show
differnt M0 and thus different yields, their slope parameter α is similar. However a calculation with a
hard eos (full line) does not change very much M0 but yields a much smaller slope α.
The lower right side of figure 5 now compares the experimental value the slope factor α to those
obtained with calculations using a different compression modulus K . Again we see constraints of K <
250 MeV, i.e. a claim for a soft eos. It should be noted that a similar analysis can be applied on inclusive
reactions by using the system size of the reaction partners instead of the participant number. The results
are consistent with the analysis of the participant number and the conclusion is quite the same.
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Fig. 5: Constraints on the compression modulus from KaoS data Left: comparison of the Au/C ration for 1.0 and
0.8 AGeV, right: participant number scaling at 1.5 AGeV
3 The kaon nucleon optical potential
Let us now turn to the analysis of kaon spectra. Figure 6 shows on the left side a comparison of Au+Au
spectra at different centralities: the data of the KaoS collaboration [21] agree quite well to IQMD cal-
culations performed with a soft eos and KN optical potential. This comforts our conclusion from the
centrality analysis in figure 5. Furthermore we should note that the slopes of the spectra and thus the
temperatures of the kaons are quite comparable. In order to make the figure more visible the spectra have
been scaled by powers of 10 (for the experiment and the calculation).
Fig. 6: Kaon spectra of Au+Au at 1.48 AGeV. Left: comparison of the centrality dependence of the K+ spectra
with data, right: influence of the optical KN-potential on the spectra ofK+
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The right side of figure 6 shows the influence of the optical potential on the spectra of kaon (filled
symbols) and antikaons (open symbols) where the calculation without potential are marked with squares
and the calculations with potentials by circles. We see that the KN-potential lowers the spectra of K+
at low energies while the spectra of low-energy K− are enhanced. The high energy parts show no
significant influence of the KN-potentials. The spectra at high energies are dominated by kaons which
underwent several collisions with the nuclear medium [22]. They give information rather about the
expanding medium than about the optical potential. However, the potential may give an extra-push to the
leaving kaons which is repulsive for kaons and attractive for antikaons. Since this effects the low energy
kaons stronger than the high energy kaons this may yield some differences in the final temperatures of
kaons and antikaons which may be related to the KN optical potential [23].
Since the KN-potentials effect the low energy part significantly, but the high energy kaons quite
weakly, a comparison of low and high energy kaons may yield information on the KN optical potential.
However, acceptance problems do not allow actually to get low energy K+ from KaoS or FOPI
experiments. First analysis of low energy K0 measured by FOPI in Ni+Ni at 1.93 AGeV seem to favor
a calculation with KN-potentials [24].
Fig. 7: Kaon spectra of Ar+KCl at 1.757 AGeV. Left: influence of the optical KN-potential on the mT -spectra of
K+, right: pT spectra normalized to 1 at pT = 0.5GeV/c.
However, recent experiments of the HADES collaboration may shine new light on this subject.
They analysed low mT K0 at midrapidity in Ar+KCl collisions at 1.757 AGeV. First comparisons to
IQMD calculations seem also to favor a calculation with the KN-optical potential [25].
Figure 7 shows on the left side the mT spectra of K0s at midrapidity calculated with IQMD. The
calculation with optical potential (full line) yields less low energy kaons than the calculation without an
optical potential (dashed line).
The right side shows the effect of the potential in more detail: we divide the pT spectrum at
midrapidity by the value obtained at pT=0.5 GeV/c (i.e. we normalize the graph to be 1 for pT =
0.5GeV/c) and compare calculations where we modify the potential parameter by a factor α. α = 1
corresponds to our standard calculation with potential, α > 1 yields a stronger potential and α < 1
a weaker one. α = 0 corresponds to a calculation without an KN optical potential. We see that an
enhancement of the potential strength yields a reduction of K0 at low pT .
A similar analysis is presented in figure 8 where we do the same analysis for the systems of
Ag+Ag at 1.65 AGeV (left) and Au+Au at 1.25 AGeV (right). Again we see a visible effect of the KN
optical potential. It will be task of further analysis to determine wheth er the significance of that effect is
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Fig. 8: pT spectra normalized to 1 at pT = 0.5GeV/c: Left: Ag+Ag at 1.65 AGeV, right Au+Au at 1.25 AGeV
sufficient to get quantitative information on the KN optical potential.
4 Conclusion
We analyse the production of kaons in heavy ion collisions. We find that the analysis of scaling laws
like Au/C or Aαpart give very robust results and raise evidence for a soft nuclear equation of state. The
anlaysis of the low energy tail of midrapidity kaons may help us to get further information on the optical
potential of kaons in the nuclear medium. First preliminary results favor the existence of such a potential.
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Abstract
Generalized Parton Distributions represent one of the most exhaustive tools
to describe nucleon structure. By combining together information from the
electromagnetic form factors and from the standard parton distributions, they
provide a three-dimensional picture of hadrons. The experimental access to
these quantities is provided by the Deeply Virtual Compton Scattering and the
Deeply Virtual Meson Production processes. The specific characteristics of
the CEBAF Large Acceptance Spectrometer installed at the Thomas Jefferson
National Accelerator Facility, with its high capability to reconstruct the final
states of these exclusive processes over a large phase space, make this detector
one of the best tool for the experimental investigation of the GPDs.
1 Introduction
For the past decades, a large amount of theoretical and experimental activity has been devoted to the
understanding of hadron structure, but a full comprehension of mesons and baryons in terms of QCD
degrees of freedom, namely quarks and gluons, is still lacking. Quantities as the hadron mass or spin,
for example, are not yet fully described in terms of the properties of the elementary constituents, as the
recent “spin crisis” proved.
These open questions call, then, for a more detailed investigation of hadron structure. To this end, new
quantities have been introduced about ten years ago. These are the Generalized Parton Distributions
(GPD) [1,2]. GPDs are defined as matrix elements of quark and gluon operators at a light-like separation
(i.e. for a null light-cone time, x+ = x0 + x3 = 0) [3, 4]. These functions depend on three variables: x,
the quark longitudinal momentum fraction, ξ, the longitudinal fraction of the four-momentum transfer,
and t, the squared four-momentum transfer to the target. At the twist-two level, there are two spin-
independent and two spin-dependent GPDs for each quark flavour, namely E(x,ξ, t), H(x,ξ, t) and ˜E(x,ξ,
t), ˜H(x,ξ, t). The first moments in x of the GPDs link them to the electromagnetic form factors, while
at t = 0, ξ = 0 H(x,ξ = 0, t=0) and ˜H(x,ξ = 0, t=0) reduce to the quark longitudinal momentum and
helicity distributions, respectively q(x) and ∆q(x).
From an experimental point of view, one can access these functions through two main processes: the
Deeply Virtual Compton Scattering (DVCS) and the Deeply Virtual Meson Production (DVMP) (Fig.
1). These two processes are based on the so-called “handbag” mechanism (cfr. Fig. 1). Through the
use of factorization theorems [1, 2, 6], it has been proven both for the DVCS (for transverse photons)
and for the DVMP (for longitudinal photons) that the process can be separated in a hard scattering part,
well described through the tools of Quantum ElectroDynamics and/or Quantum CromoDynamics, and a
non-perturbative part, that encodes the complex strong dynamics governing the existence of the hadron
bound states and that is described with the GPDs.
Depending on the polarization degrees of freedom acting in the process (like, for example, the simul-
taneous presence of polarization in the beam and in the target, or the use of a polarized beam with an
unpolarized target), various combinations of GPDs can be investigated.
Factorization is expected to hold for the DVCS (ep → e′p′γ) at relatively low photon virtuality, i.e. in
a range that can be explored at Jefferson Lab. However at these energies, an additional mechanism that
gives a significant contribution to the epγ final state is the Bethe-Heitler process, where the final pho-
ton is emitted by the incoming or outgoing photon, and not by the interacting quark. Consequently, the
amplitude for the process ep→ e′p′γ is the sum of two contributions, namely:
Tep→e′p′γ = T
BH + TDV CS , (1)
that give rise to an interference term at the cross-section level. In order to extract information on the
GPDs, the cross section is decomposed in spherical harmonics, where the three contributions - DVCS,
BH and the interference term (INT) - are isolated. Furthermore, the following asymmetry is introduced:
A =
d4~σ − d4←−σ
d4~σ + d4←−σ , (2)
where the arrows correspond to beam helicities +1 and −1. The BH importance is turned into an ad-
vantage for the GPD extraction by means of the interference term occurring in the cross section of the
process ep → e′p′γ, that survives in the asymmetry. INT, indeed, is amplified by the presence of the
Bethe-Heitler part, whose contribution is well calculated in the framework of QED and can thus be dis-
entangled from the one of the DVCS, where GPD appears. The numerator of the asymmetry turns out to
be related to the GPDs through
d4~σ − d4←−σ ∼ sinφ[F1H(ξ, ξ, t) + k1(F1 + F2)H˜(ξ, ξ, t) + k2F2E(ξ, ξ, t)] , (3)
where F1, F2 are the Dirac and Pauli form factors of the nucleon, k1, k2 are kinematical quantities,
and φ is the angle between the γ∗γ plane and the electron scattering plane [5]. At the leading twist, the
asymmetry can then be written as
A =
a sinφ
1 + c cosφ+ d cos 2φ
, (4)
where the parameters a, c and d can be expressed in terms of harmonic coefficients for DVCS, BH and
INT. In particular, the coefficients for DVCS and INT can be expressed in terms of GPD integrals, the









H(x, ξ, t) , (5)
1
π
ℑmH = H(ξ, ξ, t) −H(−ξ, ξ, t) . (6)
A measurement of the asymmetry of Eq. 4 constitutes, then, a first step toward the extraction of the
GPDs.
Deeply Virtual Meson Production represents another strategic tool for the comprehension of hadron
structure since, as well as DVCS, it allows to access information on GPDs. By measuring different chan-
nels one can operate a flavour-decomposition that gives access to the GPDs of each single quark flavour.
Among the various channels experimentally accessible, the process ep → e′pρ0, that brings to the pro-
duction on the final state of a ρ0 meson, is one of the most exstensively investigated, since predictions
of its cross-sections are available both in terms of models based on the hadronic degrees of freedom,
like those that make use of Regge theory [7–14], and in terms of GPD models, that describe the hadron
dynamics in terms of partonic degrees of freedom [1–4, 6, 15, 16].
Among the hadronic models, the one tested through the CLAS data is the so-called JML model [7–10].
It is based on the Regge approach, according to which the reaction mechanism at the base of the meson
electroproduction is the exchange of meson “trajectories” in the t-channel (Fig. 2). In the case of the
γ∗p→ pρ0 channel the main contribution comes from the exchange of the f2(1270) and σ mesons.
On the other hand, as far as the GPD-based models are concerned, their validity regime begins as soon
as the Bjorken region is reached. An important topic is to understand what is the Q2 value for which the
validity of such a treatment starts. It will give information on the transition between the energy regime
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Fig. 1: Handbag diagram mechanism and factorization for both DVCS (left) and DVMP (right).
in which the hadron can be treated in terms of hadronic degrees of freedom and the one where a more
elaborated, elementary “quantum field theory”-like approach starts to be needed. It is important to stress
that for mesons the factorization has been proved only for the longitudinal part of the cross section, and
consequently the experimental data analysis has to separate the longitudinal and transverse parts of the
cross sections.
Fig. 2: The mechanisms for ρ0 electroproduction at JLab energies for low Q2 (left) through the exchange of
mesons and for high Q2 (right) through the quark exchange “handbag" mechanism (valid for longitudinal photons)
where H and E are the unpolarized GPDs.
2 Hall-B e1-dvcs experiment
The experiment aiming to the extraction of the DVCS beam-spin asymmetry (BSA) took place in the
Hall-B at the Thomas Jefferson National Accelerator Facility. The Continuous Electron Beam Accel-
erator Facility (CEBAF) offers a unique environment for hadronic physics measurements, providing a
continuous electron beam with energies up to 6 GeV. The e1-dvcs experiment used the CEBAF 5.77-
GeV electron beam with an average polarization P = 0.794, a 2.5-cm-long liquid-hydrogen target and
the CEBAF Large Acceptance Spectrometer (CLAS) [17]. In order to effectively reconstruct all the
three final-state particles from the reaction ep → epγ (and in particular the 1-to-5 GeV DVCS photons
emitted between 4.5◦ and 15◦ with respect to the beam direction), a new inner calorimeter (IC) was
added to the standard CLAS configuration, 55 cm downstream from the target. The operating luminosity
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Fig. 3: Left (from Ref. [18]): kinematic coverage and binning in the (xB , Q2) space. Right (from Ref. [18]): A(φ)
for 2 of the 62 (xB , Q2, t) bins, corresponding to 〈xB〉 = 0.249, 〈Q2〉 = 1.95 GeV2, and two values of 〈t〉. The
red long-dashed curves correspond to fits with Eq. (4) (with d = 0). The black dashed curves correspond to a
Regge calculation [19]. The blue curves correspond to the GPD calculation described in the text, at twist-2 (solid)
and twist-3 (dot-dashed) levels, with H contribution only.
Exclusive epγ events were selected by detecting the 3 particles in CLAS and removing the background
via the application of exlcusivity cuts [18]. The data were divided into thirteen bins in the (xB, Q2)
space as per Fig. 3, five bins in −t (defined by the bin limits 0.09, 0.2, 0.4, 0.6, 1 and 1.8 GeV2) and
twelve 30◦-wide bins in φ. BSA were extracted for each (xB, Q2, φ, t) bin. The parameter d in the
denominator of Eq. 4 is expected to be smaller than 0.05 over our kinematic range, and indeed it was
found to be compatible with zero, within statistical accuracy, when included in the fit. Two examples
of the measured asymmetry are reported in Fig. 3, while in Fig. 4 a = A(90◦) as a function of −t is
shown. Together with the experimental data two fits are shown, one corresponding to the hadronic model
proposed in Ref. [19], and the other corresponding to the GPD calculation in Ref. [14].
As to the GPD interpretation, constrained parametrizations have been developed starting from the





























where eq and q(β) are the electric charge and unpolarized parton distribution for quark flavor q, πb a
profile function [20] and α′1 is a Regge slope adjusted to recover the proton form factor F1 from the first
moment of the GPD H . Eq. (8) extends the ansatz of Ref. [14] for the t dependence to non-zero values
of ξ. The D term in Eq. (7) is calculated within a quark-soliton chiral model [16]. Using predetermined
parameters, the calculations of beam-spin asymmetries yield the solid and dot-dashed curves in Figs. 3
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Fig. 4: (Color online) a = A(90◦) as a function of −t. Each individual plot corresponds to a bin in (xB , Q2).
Systematic uncertainties and bin limits are illustrated by the grey band in the lower left plot. Black circles are from
Ref. [18]. Previous CLAS results are from Ref. [21] (red square) or extracted from cross section measurements [22]
(green triangles), at similar - but not equal - values of 〈xB〉 and 〈Q2〉. See Fig. 3 caption for the description of the
curves.
predictions overestimate the measured asymmetries at low |t|, especially for small values of xB and/or
Q2.
3 Hall-B e1-6 experiment
In this section, we refer to the results presented by the CLAS Collaboration in Ref. [23]. The data for
the measurement of the ep → e′pρ0 cross-section were taken with an electron beam having an energy
of 5.754 GeV impinging on an unpolarized 5-cm-long liquid-hydrogen target. The integrated luminosity
of the data set was 28.5 fb−1, and its kimematic domain corresponds approximately to Q2 from 1.5
to 5.5 GeV2. The analyzed data have a W , the γ∗ − p center-of-mass energy, greater than 1.8 GeV,
which corresponds to a range of xB approximatively from 0.15 to 0.7. As mentioned before, since
the factorization theorems for the meson electroproduction have been proven only for the longitudinal
component of the cross-section, a trasverse-longitudinal separation is needed for σγ∗p→pρ0. Such a
separation is realized by analyzing the decay-pion angular distribution in the ρ0 center-of-mass frame
and relying on the s-channel helicity conservation.
The results for the cross-sections are reported in Figs. 5 and 6. In particular, Fig. 5 shows the results for
the reduced cross sections γ∗Lp → pρ0L as a function of W for constant Q2 bins, in units of µb, together
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Fig. 5: World data for the reduced cross sections γ∗Lp → pρ0L as a function of W for constant Q2 bins, in units
of µb. The dashed curves show the results of the GK calculation and the thin solid curves show the results of
the VGG calculation. Both calculations are based on Double Distributions as proposed in Ref. [24] for the GPD
parametrizations and incorporate higher twist effects through k⊥ dependence. The thick solid curve is the VGG
calculation with the addition of a D-term inspired contribution [11–14]. The dot-dashed curve shows the results
of the Regge JML calculation. The 4.2 GeV CLAS, CORNELL, HERMES and E665 data are respectively from
Refs. [25], [26], [27] and [28].
[7–10] and with GPD-inspired models, in particular the VGG [11–14] and the GK [16] ones. These two
models parametrize the (x, ξ) dependence of the H and E GPDs with double distributions, following the
prescription in Ref. [24], while they differ in the treatment of the t dependence and in the way they sum
up the two handbag contributions (namely the one due to the quark GPD and the one coming from the
gluon part). In fact, the GK group sums the two handbag diagrams at the amplitude level, while the VGG
group has treated them at the cross section level neglecting, in this way, the interference between them.
As it is clearly visible in Fig. 5, two different behaviours emerge for the cross-section: at low W , indeed,
σL decreases with W , while it starts to rise again at W ≈ 10 GeV. The JML model (dash-dotted line)
reproduces fairly well the two general behaviors just mentioned, but it drops as a function of Q2 faster
than the data and agrees with them only up to Q2 ≈ 4.10 GeV2. As to the GPD approaches (see caption
of Fig. 5 for the legend), they give a good description of the high and intermediate W region, down
to W ≈ 5 GeV. At high W the slow rise of the cross section is due to the gluon and sea contributions,
while the valence quarks contribute only at small W . Since the VGG model misses the interference term
- because it sums up the two contributions at the cross-section level - it differs the most from the GK
model at intermediate W , where the inference is maximal, since it corresponds to the regime where the
gluon contribution starts to play a role in the process, while the quark one is still significant. Both the
GPD-based models fail to reproduce the low-W region. This occurrence can have a two-fold origin. On
the one hand, it can be due to a failure of the handbag description (whose validity regime for DVMP is not
completely understood yet) at the low-W region. On the other hand, another source of complexity can
be indentified in the presence of a second, non-perturbative element in the integrals defining the GPDs
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in the VGG and GK models, i.e. the meson amplitude. This second contribution is indeed convoluted
with the forward distribution q(x), that in principle defines the x-dependence of the GPDs. Fig. 6 shows
the longitudinal differential cross section dσL/dt as a function of t. The dash-dotted curves show the
JML model, where t-dependent form factors have been introduced at the electromagnetic vertices of the
diagrams for the meson exchange [7] in order to enrich the “natural” t dependence given by the Regge
formula sα(t) .
-t 




























Fig. 6: Longitudinal cross sections dσL/dt (in µb/GeV2) for all bins in (Q2, xB) as a function of t (in GeV2). The
thick solid curve represents the results of the VGG calculation with the addition of a generalized D-term [11–14].
The dash-dotted curves are the results of the JML model calculation.
4 Conclusions
GPDs are a powerful tool for the description of hadron properties, since they are able to provide a three-
dimensional picture of their structure starting from the quark and gluon fields. It addresses, in this way,
the strategic question of how the basic fields of the QCD Lagrangian, namely quark and gluon fields,
are related to the observed degrees of freedom, i. e. the hadrons. GPDs are experimentally accessible
through deeply exclusive processes like DVCS and DVMP. The CLAS detector at the CEBAF facility is
very suitable for the measurement of these reactions, as the data set shown above prove. As to the actual
extraction of the GPDs, data from both the DVCS and DVMP process should properly be combined, since
the two processes turn out to be sensible to different GPDs and can give, in this way, complementary
information on them.
As to the data presently available, results from the CLAS e1-dvcs experiment - that produced the most
extensive set of DVCS data up to date - show that the beam-spin asymmetries exhibit the expected
sinusoidal dependence on φ. Furthermore, the presently existing models are being tested on the CLAS
data. As to DVMP, CLAS provided measurements for the cross sections of the process ep→ e′pρ0, that
will allow to put further constraints on the presently available GPD-based models and that will shed light
477
on the interplay between descriptions of the nucleon structure in terms of hadronic or partonic degrees
of freedom.
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Abstract
Nuclear structure calculations predict the existence of super-heavy elements
(SHE) that are tentatively synthesized through heavy-ion collisions. A com-
plete description of the reaction to synthesize Super-Heavy Elements is nec-
essary to bridge these predictions with the experimental results on the fission
time and residue cross sections. In this contibution, we will present the con-
straints that can be given on the shell correction energy from experimental data
and the developments that are needed for the dynamical models.
1 Introduction
Super-Heavy Elements (SHE) are expected to exist due to the next magic number corresponding to
a closed shell but they have never been observed in nature. There has been a continuous attempt to
synthesize them by heavy-ion collisions in various laboratories since these last decades. In parallel,
there have been also continuous theoretical developments in order to describe the whole reaction process
leading to the synthesis of the SHE. One of the long-term goal is to be able to guide the experiments.
Before that, the dynamical model can give constraints on the shell correction energy predicted by various
models, by linking them to the experimental results. As a matter of fact, there are large discrepencies on
the prediction of the structure models, leading to a large variety of shell correction energies. Even the
next magic number is not known.
Fusion models developed for lighter systems cannot be simply extrapolated to heavy ion collisions.
It is well known that fusion is hindered for heavy systems, i.e. an extra energy is necessary for the
colliding system to fuse. But SHE are very fragile and undergo fission as soon as they are slightly excited.
On one hand, they should be synthesized with a high energy in order to fuse and on the other hand, with
a low energy in order to survive. Therefore, experiments are facing the problem of the extremely low
cross-sections, of the order of picobarns or less. This means that we have very few data and information
to constrain the models.
In order to avoid these problems, some experiments have been performed at GANIL to measure
the fission time of the SHE in order to get some information on their stability [1]. The larger shell
correction energy, the longer fission time. Statistics are not a problem anymore. What information on
the shell energy can we extract from the long fission times that were observed?
In this talk, we will present the information we can get from these experimental results. Unfortu-
nately, they will appear not precise enough to get strict information on the shell correction energy. So,
we will also present the conditions that are necessary to get precise information from the residue cross
sections.
2 What can we learn from the fission time of SHE?
2.1 Long fission time of the Z = 120 and 124 elements
The fission time of super-heavy elements Z = 114, 120 and 124 obtained by fusion reaction were



































































Fig. 1: Left: Average fission time of a Z = 124 like nucleus at E∗ = 80 MeV with the fission barrier, Bf and the
binding energy of the neutrons Bn the same all along the isotope chain. Right: pre-scission neutron multiplicities
for the same system.
at least 10% of the capture events had a long fission time, longer than 10−18 s. No such long fission
events were observed for Z = 114 [1].
A fission time of 10−18 s is very long compared to the fission width that is of the order of 1021 s−1.
This is explained by the fact that the fission decay channel enters into competition with the evaporation
of light particles, mainly neutrons. In order to describe the decay of a hot nuclei including all the possible
channels, we have developed a specific code [2, 3]. The physical ingredients entering this code are very
classic. One of its main specificities is that it solves dynamically Bateman equations which describe the
time evolution of the cascade.
Let us first consider the very simplified case where the compound nucleus obtained by a fusion
reaction can only decay through fission or neutron evaporation, the main two channels. In addition,
we will suppose that the neutron binding energy Bn and the fission barrier Bf are the same for all the
isotopes of the evaporation chain. The average fission time and number of pre-scission neutrons are
plotted in Fig. 1.
When the fission barrier is small, smaller than the neutron binding energy, fission occurs quickly
and the isotope chain is short. Then, the averge fission time is small. When the fission barrier increases,
the average fission time also increases. But, when the fission barrier is very large, the fission time
decreases. This is due to the fact that the excitation energy of the isotopes of the chain decreases by
evaporation and goes below the fission barrier. Then, the rare fission events are only due to the first
isotopes of the chain, as it can be seen by the number of pre-scission neutrons. As a consequence, long
average fission times mean that the fission barrier should be of the order of the neutron binding energy
to allow competition between the two decay channels all along the evaporation chain. Typically, Bf ' 3
MeV is necessary to get 10% of the fission events with a fission time longer than 10−18 s. The long
time fission events observed by the crystal blocking experiments correspond to events that occur after the
evaporation of several neutrons [4].
In reality, the fission barrier is not uniform along the chain. It depends, of course, on the properties
of the isotope which are not known. In addition, it is also affected by the excitation energy because it
is mainly due to the shell correction energy in this region of the nuclear chart. This is included in our
calculations through the Ignatyuk’s prescription on the level density parameter [5]. When the excitation
energy is high enough, this prescription can be appromimately expressed by an effective fission barrier
[6, 7],
Bf ' |∆Eshell| exp(−E∗/Ed). (1)
Here, E∗ and Ed = 18.5 MeV are the excitation energy and a parameter called the damping energy
respectively. With an excitation energy of 70 to 80 MeV, the long fission tails observed for the Z = 120




























Fig. 3: Ratio of the average fission time of a hot nucleus evaporating neutrons calculated with the double humped
potential of Fig. 2 and the one calculated with a single-humped potential.
mass tables [8,9]. How much? It is hard to say because about 9 isotopes are contributing to this long tail.
At this stage, the only thing we can say is that the observed long fission times for the Z = 120 and
124 elements are hints that these elements should have a large extra-stability due to the shell structure of
the nuclei, but we can’t hardly be more quantitative. These large values are due to the phenomenological
damping function of the shell correction energy [5].
2.2 Effect of an isomeric state on the fission time
The fission width that enter any statistical code is based on the Bohr and Wheeler [10] formula that
supposes that there is only one fission barrier between the compound and scission shapes. But for the
SHE, the potential might have structures similar to what is known for actinides, as predicted by some
structure calculations [11]. How such a fission isomer influences the fission time?
We have investigated various kinds of potential shape with structure, and the one that increases
most the fission time is with two equal barriers, see Fig. 2. Then, we have calculated the average thermal
fission time and the number of events with a fission longer than 10−18 s, using a Langevin equation, as it
is usually done [12], including neutron evaporation. With a fixed potential for all isotopes, the result are
shown in Fig. 3: the average fission time can be up to one order of magnitude longer with a potential with
structure [13]. For the sake of simplicity, we have assumed, in this calculation, that the other parameters
like the level density, the reduced friction or the inertia do not depend on the deformation.
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Fig. 4: Evolution of the potential used for the calculation with excitation energy.
Fig. 5: Comparision of the average fission time and the number of fission events longer than 10−18 s calculated
with the two potentials of Fig. 4. These results are still preliminary.
This toy model shows that a uniform fission barrier of about 2 MeV is necessary to have 10% of
the fission events longer than 10−18 s with a double-humped potential instead of 3 MeV with a single-
humped one.
Again, a fixed barrier for all isotopes and excitation energies is not realistic. The structure due to
the shell correction energy tends to disappear at high excitation energy [14]. To take into account such
an effect, we considered the potentials of Fig. 4 and did the same comparison between the single- and
double-humped cases. The results of Fig. 5 show that there is almost no difference anymore between the
two cases [13].
As a conclusion, the structure effect cannot explain the long fission time observed in the experi-
ments. This strengthens the hypothesis that such an observation is due to a large shell correction energy.
The main problem of these fission time measurements is that they involve several isotopes. It is
then impossible to constrain the shell correction energy of each of them separately. This is not the case
for the residue cross sections that are measured for each isotope.
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3 What can we learn from the residue cross sections of the SHE?
3.1 Residue cross sections
Let us now consider the residue cross sections measured at GSI, JINR and RIKEN. They can be calcu-
lated with KEWPIE2 [2, 3], the code used for the fission time, with the same physical ingredients. The
results are very sensitive to the fission width, since this decay channel is the main one. A slight change
of the fission width will not affect much the fission probability which remains close to 1, but will have a
dramatic effect on the residue cross sections.
The fission width depends on three parameters that are, the fission barrier which is mainly due
to the shell correction energy in the SHE region, the evolution of the shell correction energy with the
excitation energy, characterized by the so-called damping energy, see eq. (1), and the friction coefficient.
In order to reproduce all the experimental data, obtained by both hot and cold fusion, one has to fix
the damping energy to Ed = 18.5 MeV and the friction coefficient to β = 2 × 1021 s−1, which are
usual values [3]. Then, the shell correction energy can be adjusted for all the measured elements with an
accuracy of the order of 1 MeV, which corresponds to a change of one order of magnitude of the cross
section.
Unfortunately, such an accuracy can only be reached if one knows the fusion cross section. For
heavy nuclei, fusion is hindered and the model developed for lighter systems cannot be simply extrapo-
lated.
3.2 Origin of the fusion hindrance
The origin of the fusion hindrance is nowadays well understood and accepted: to synthesize a compound
nucleus with a large fissibility, the di-nucleus system has to cross an inner barrier between the Coulomb
barrier and the compound shape [15–18]. This inner barrier does not exist for light systems. Dissipation
also plays a crucial role in the study of the barrier crossing and is a key parameter to evaluate the fusion
probability [19].
Most of the models used to describe the fusion of SHE are qualitatively based on the same scheme:
the fusion probability is calculated in two steps [20] and obtained by the product of the capture probability
corresponding to the crossing of the Coulomb barrier and the formation probability corresponding to the
crossing of the inner barrier. But the size of the barriers and the strength of the dissipation mechanism
differ from one model to the other.
On an experimental point of view, it is very difficult to distinguish between quasi-fission and fission
events. Therefore, there are no reliable fusion cross sections. Then, how to assess the key parameters
entering the fusion models?
The fusion cross section appears to be very sensitive to the way the evolution of the neck between
the two colliding nuclei is treated. This is easily understood at looking at the evolution of the inner barrier
with the neck parameter, Fig. 6, left plot. We solved dynamically the evolution of the neck when the two
nuclei are at contact [17] and showed that it evolves faster than the relative distance. The characteristic
time of the denecking process is one order of magnitude shorter than the diffusion time over the barrier
along the relative distance [22]. This can be explained by the strong slope the LDM potential at contact,
along the neck variable, Fig. 6, right plot, and the respective inertia of these two collective variables.
Therefore, we have a good argument to fix the neck parameter at its thermal average value, 〈ε〉 =
0.1, to study the formation process from the contact point to the compound shape. Such a conclusion is
in agreement with the hypothesis done in Ref. [18] but contradicts the conclusions of Ref. [23]. Do we
have experimental arguments to assess this conclusion?
The fusion hindrance is explained by the existence of an inner barrier. Then the appearance of
this phenomenon should corresponds to the overlap of the Coulomb and inner barriers. The matching of
the experimental and theoretical frontiers is a way to constrain the inner potential barrier which depends
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Fig. 6: LDM potential for 100Mo+100Mo as a function of the relative distance (left) for various neck parameters
and as a function of the neck at contact (right). ε = 1 corresponds to two touching spheres and ε = 0 to a neckless
shape.
on the neck parameter, see Fig. 6 [24]. For symmetric reactions, fusion hindrance appears between
100Mo+100Mo and 110Pd+110Pd [25]. The second reaction is hindered, not the first one.
In Fig. 7, we show the contour plot of the LDM potential calculated with the two-center parametriza-
tion [26] for both cases. The vertical lines correspond to the contact position, just after the crossing of
the Coulomb barrier. It can be considered as the injection point. The location of the compound nucleus
is at the left of the figure. For the 100Mo+100Mo case, the injection point is on the inner side of the
LDM barrier, whathever the value of the neck parameter, but for the 110Pd+110Pd case, this is not the
case for small neck values. Since the 110Pd+110Pd fusion reaction is hindered, this analysis suggests
that the value of the neck parameter should be small, smaller than 0.6, in agreement with the dynamical
arguments.
With this study, we have clarified the behavior of an important aspect of the fusion of heavy
elements that is related to size of the barriers that has to be crossed in order to reach a compound nucleus.
The present study is limited to symmetric reactions for the moment and its extrapolation to asymmetric
cases is under progress. But the fusion probabilities also depends a lot on the dissipation mechanisms [22]
which has to be assessed by other means.
4 Conclusions
Dynamical models that can describe the whole reaction leading to the synthesis of SHE are very im-
portant to assess the prediction of the nuclear structure calculations with the exprimental results. These
dynamical models cannot simply be extrapolated from what is known from reactions with lighter nuclei
because fusion is hindered. The origin of the hindrance is well established, but not its amplitude. This
means that we also have to find a way to assess the dynamical models themselves.
On one hand, we have data from fission time measurements that have the merit to be performed
at an energy that is high enough to consider that the fusion probability is close to one. The long fission
time observed for the Z = 120 and 124 nuclei are explained by the fact the process involves a complete
decay chain. Therefore, these data, which involve several isotopes, cannot give constraints on each of
the isotope separately. The only thing that we can conclude from these experiments is that the shell
correction energy the compound nuclei formed during these reactions should be large, larger than the
usual predictions. Quantitative values are very sensitive to the way shell correction energies are affected
by the excitation energy.
On the other hand, we have many data from the residue cross section measurements. The merit of
these data is that we can constrain the shell correction energy of each isotope with a accuracy of about
1 MeV. But such a performance depends on the reliability of the fusion cross section data or model.
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Fig. 7: LDM potential map for 100Mo+100Mo (top) and 110Pd+110Pd (bottom) as a function of the relative distance
and neck parameter.
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Experimentally, it is difficult to distinguish between fission and quasi-fission events, and then to extract
the fusion probabilities from the data. One has to find other means to assess the fusion models of the
hindered systems. We have shown that the appearance of the fusion hindrance gives constraints on the
fusion barriers.
Fusion probabilities depend also a lot on the dissipation strength of the models. One of the main
challenge is therefore to find a mean to assess this mechanism.
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Origin of the even-odd effect in the yields from high-energy reactions 
M.V. Ricciardi, K.-H. Schmidt and A. Kelić 
GSI, Darmstadt, Germany 
Abstract 
The analysis of experimental production cross-sections of the light products 
of several nuclear reactions at high energy, measured at the FRS, GSI 
Darmstadt, revealed a very strong and complex even-odd staggering. The 
origin of this effect is related to the condensation process of heated nuclear 
matter while cooling down in the last evaporation step. The characteristics of 
the staggering correlate strongly with the lowest particle separation energy 
of the final experimentally observed nuclei. The study confirms the 
important role of the deexcitation process in fragmentation reactions, and 
indicates that sequential decay strongly influences the yields of light 
fragments, which are often used to extract information on the nature of 
nuclear reactions at high energies.  
1 Introduction  
In the last decades, a lot of effort has been invested to determine fundamental properties of hot nuclear 
matter. From the experimental side, one of the most outstanding finding was establishing the caloric 
curve [1], which gives evidence of the liquid-gas phase transition in nuclear matter. The experimental 
determination of the caloric curve was achieved by the study of multifragmentation products in high-
energy nuclear reactions. It is exactly from the characteristics of the intermediate-mass fragments 
(IMF) produced in such reactions that the two fundamental variables – energy and temperature – are 
extracted. While the evaluation of the heat content of the hot nucleus (expressed as excitation energy 
per nucleon E*/A) is considered to be under control [2], larger problems are encountered in the 
measurement on the nuclear temperature T [3]. Most nuclear thermometers rely on the application of 
thermodynamic relations in the moment of “freeze-out”, i.e. when, after the collision stage, the 
surviving piece of nuclear matter has evolved to a coexistence stage where the formed liquid pre-
fragments and the gas of nucleons are assumed to be in thermal and chemical equilibrium. Here the 
term “pre-fragment” is used to underline that the hot composite fragments at freeze-out normally do 
not coincide with the experimentally-observed final cold fragments, due to the loss of mass by 
evaporation during the de-excitation process.  
The most frequently used thermometers extract T from the measured yields of IMFs, assuming that the 
population at freeze-out follows a Boltzmann distribution. The probability of forming a pre-fragment 
(A,Z) in a heat bath with temperature T is proportional to:  
    TTEgZAY i
i i
µ−⋅−∝ ∑ ee),(     (1) 
where the sum extends over all possible energy states; gi is the degeneracy. The second factor comes 
from the condition of chemical equilibrium. The chemical potential µ depends on the binding energy 
B(A,Z) of the pre-fragment. The Boltzmann factor TE−e  acts as a weighting factor, such that the 
lower is the energy of the state, the higher is the probability that the pre-fragment will be in that state. 
For this reason, it is often assumed that the population of pre-fragments at freeze-out is well 
represented the ground-state population, where the probability of one individual nucleus is given by 
Eq. (1), where E is its binding energy B(A,Z). If this assumption is correct, the structural effects of the 
population at freeze-out should reflect those in the binding energies, e.g. those due to the pairing 
interaction. On the other hand, a heated nuclear system is expected to enter the region of thermal 
instabilities at quite high temperature, above ~ 5 MeV. If the heat-bath temperature is high, the 
excitation energy acquired by the pre-fragments is also high, and could be above the critical pairing 
energy even for very light pre-fragments. In this case, any structural effect related to pairing should be 
gone. 
In this contribution, we will analyse the even-odd structure observed in the yields of light nuclei 
produced in high-energy nucleus-nucleus collision. We will discuss how the observed staggering can 
help in understanding the situation at freeze-out. 
2 Experimental results 
In 2003, the analysis of experimental production cross-sections of relatively light nuclei (Z>6) 
produced in the reaction 238U+Ti at 1 A GeV revealed a very strong and complex even-odd staggering 
[4]. The experiment was performed using the high-resolution magnetic spectrometer FRagment 
Separator (FRS), at GSI. The produced nuclei were fully identified in mass and atomic number over 
an extended area of the chart of the nuclides, and kinematically separated to disentangle the different 
contributing reaction-mechanisms (namely, fragmentation and fission). In the meantime, a large 
amount of new experiments on nuclear reactions at high energy were performed at the FRS, and also 
at lower energies with the A1900 spectrometer at MSU, Michigan State, USA, and at Fermi energies 
at MARS, Texas University, USA. Recently, we analyzed the published results from many of these 
experiments, and found that the cross sections of the produced nuclei also appear to be modulated by 
the same complex and very strong even-odd structure, previously observed in 2003. The new 
systematic analysis of the even-odd effect over a large range of nuclear reactions and nuclear systems 
confirms the expected behaviors for the relatively light residual nuclei produced in rather violent 
collisions: The structural effects cannot be attributed to the surviving of nuclear structure of the 
colliding nuclei, like in low-energy fission; the structures appear as the result of the condensation 
process of heated nuclear matter while cooling down in the evaporation process [4]. 
In this contribution, we want to focus on the reaction 56Fe+Ti at 1 A GeV [5], where it was possible 
to extend the measurement of production cross sections down to lithium isotopes. The experiment was 
performed at the FRS, at GSI, Darmstadt. The residual nuclei were fully identified in mass and atomic 
number and their production cross sections were measured. As in the previous experiments, the 
longitudinal velocity of the fragments was measured with great precision exploiting the high 
resolution of the magnetic spectrometer. This provided a kind of multiplicity filter and allowed 
disentangling fragmentation/multifragmentation products from binary-decay products. In the 
following, we refer exclusively to fragmentation/multifragmentation products. More details on the 
experimental technique and on the data analysis can be found in ref. [5]. In Fig.1, the data are 
presented according to the neutron excess N-Z. The production cross sections of the observed 
fragments, grouped according to this filter, reveal a complex structure. All even-mass nuclei (left 
panel) present a visible even-odd effect, which is particularly strong for N=Z nuclei. Odd-mass nuclei 
(right panel) show a reversed even-odd effect with enhanced production of odd-Z nuclei. This 
enhancement is stronger for nuclei with larger values of N-Z. However, for nuclei with N-Z=1 the 
reversed even-odd effect vanishes out at about Z=16, and an enhanced production of even-Z nuclei can 
again be observed for Z > 16. Contrary to other neutron-rich chains, the neutron-deficient chain N=Z-1 
shows a "typical" even-odd effect, i.e. an enhanced production of even-Z nuclei. Finally, all the 




Fig. 1: Measured fragmentation cross sections of the residues from the reaction 56Fe + Ti, 1 A 
GeV [5]. The data are grouped in sequences of nuclei with given value of N-Z. The sequences 
are labelled with the N-Z number. 
3 Investigation of the population of fragments at freeze-out 
By analysing the longitudinal velocity of the residual nuclei, P. Napolitani et al. [5] showed that the 
lightest fragments of Fig. 1 are produced in multifragmentation events. Here, we assume that the 
multifragmentation process happens as a consequence of a thermal instability and that at freeze-out 
thermal and chemical equilibrium are reached. This assumption is probably reasonable for nucleus-
nucleus reaction at 1 GeV, since dynamical effects should not play a major role. 
Hereafter, we want to show that the analysis of the even-odd staggering of these fragments can gives 
us very specific information on the nature of the population of fragments at freeze-out. We will 
consider two possible scenarios at freeze-out. 
In the first scenario, the IMFs are essentially produced in their ground state; the yields are governed by 
Boltzmann statistics under certain conditions. In this case, it is not the phase space provided by the 
IMFs, which determines the yield, because each fragment offers only one state. It is the population 
probability of just the ground state of each IMF as part of all the possible states of the total system, 
which is decisive. In other words, the probability for the production of one or the other IMF is given 
by the phase space of the rest, which is left over when the IMF is produced. It is high if the energy left 
for the rest is high; it is low if the energy for the rest is low. This implies that the essential parameter is 
the binding energy of the respective IMF: TZABZAY ),(e),( −∝ . 
In the second scenario, the intermediate-mass pre-fragments at freeze-out are essentially produced 
with excitation energies above the critical pairing energy. In this case, the population of pre-fragments 
at freeze-out cannot show any even-odd staggering, because there is no pairing interaction above the 
critical energy. The population of pre-fragments will change during the de-excitation process, but it 
will remain always smooth as long as the excitation energy remains above the critical energy. Only 
when the excitation energy drops eventually below the pairing critical energy and the de-excitation 
enters in the last evaporation step structural effects are restored [4] and the even-odd staggering in the 
final population of IMFs becomes visible.  
3.1 Even-odd staggering in the binding energy 
The even-odd staggering in the binding energy was deeply investigated since several decades. We 
want just to recall here the main characteristics, as explained in ref. [6]. Based on the idea that the 
interaction energy between two fermions will be greater when the two interacting densities have 
identical (congruent) nodal structures, compared to the case of two uncorrelated densities, Myers and 
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Swiatecki calculated with simple combinatory the number of pairs with identical spatial wave-
functions. As a result, they got that extra binding associated with the presence of congruent pairs is 
expressed by:  
  δ+−+− ZNA
2
3        (2) 
with δ = 0 for even-even nuclei, δ = ½ for odd-even or even-odd nuclei, δ = 1 for odd-odd nuclei, 
 
and δ = 2 for N=Z=odd nuclei. The interaction energy between a pair of nucleons interacting by short-
range forces is inversely proportional to the volume – itself approximately proportional to A – in 
which the nucleons are confined. It follows that the extra binding associated with the presence of 
congruent pairs is:  




3 δ++−  with 
A
ZNI −=     (3) 
The quantity I23C +−=  is the "congruence energy" and Aδ  is the pairing correction. The 
rgy is often pcongruence ene arameterized as IbaC ⋅+−=  (a ~ 7 MeV and b ~ 42 MeV), where b⋅|I| 
is the Wigner term. Thus, the staggering in bi can come only from the staggering of δ. In 
Fig. 2, the experimental staggering in the binding energy is presented for four sequences of nuclei with 
constant neutron-excess: N=Z-1, N=Z, N=Z+1, N=Z+2. The binding energy staggering is given by the 
difference between the tabulated experimental binding energies from Audi and Wapstra [7] and the 
liquid drop binding energies, calculated according to Myers and Swiatecki [8]. Please note that the 
long-range fluctuation is related to shell effects (not considered in the liquid-drop formula). The 
staggering in the experimental binding energy is consistent with the prescription of Myers and 
Swiatecki. The N=Z and N=Z+2 chains are made of even-even and odd-odd nuclei alternating; the 
extra binding energy associated with pairing alternates between δ =0 and δ =2 or δ =1, producing a 
strong even-odd staggering. The N=Z-1 and N=Z+1 chains are made of even-odd and odd-even nuclei 
alternating; the extra binding energy associated with pairing is given by δ = ½ for both type of nuclei, 
producing no even-odd staggering.  
Thus, we can conclude that the sta
nding energy 
ggering in the binding energies cannot be responsible for the 
observed even-odd staggering in the final yields. Consequently, the first scenario described above 
seems not to be realistic. 
 
 
Fig. 2: Binding energy staggering given by the difference between the tabulated experime al nt
binding energies from [7] and the liquid drop binding energies [8]. 
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3.2 Even-odd effect in the remnants of an evaporation chain 
We want to discuss now which kind of staggering we have to expect in the cold final products due to 
the influence of an evaporation cascade starting from hot pre-fragments. In this case, after their 
formation, the initial pre-fragments are definitely free of any even-odd structure, because there is no 
pairing above the critical energy. There are a large number of states available for the direct production. 
The number of available states from a certain total excitation energy of the decaying system is 
essentially determined by a mostly structureless level density above a fictive liquid-drop ground state. 
Some influence of shell effects is still possible. This produces an essentially smooth 2-dimensional 
distribution in N and Z on the chart of the nuclides with an excitation-energy distribution, which varies 
smoothly as a function of N and Z. This structureless cloud rains down in excitation energy and in 
nucleon number due to evaporation. This process is essentially deterministic, because in most cases 
one particle dominates and the variation of the kinetic energy of the emitted particle is small compared 
to the binding energy. In this way, a well-defined 3-dimensional subspace of the N, Z ,E* initial 
production cloud ends up in a certain fragment. As a consequence, the final yields will be modulated 
by the range of excitation energy below the lowest particle threshold: There is a fine structure, 
proportional to the fluctuations of the lowest particle threshold. This is an old idea of J. Hüfner, C. 
Sander and G. Wolschin presented in ref. [9] (see in particular Fig. 1 from ref. [9]), where they wrote: 
"... the decay is strongly determined by threshold effects. The production cross sections are determined 
by how much excitation cross-section there is in a given interval between two thresholds, not by how 
the energy is precisely distributed over the available degrees of freedom". This idea is at the base of 
the de-excitation model of X. Campi and J. Hüfner [10], later modified and improved by J. J. Gaimard 
and K. H. Schmidt [11], where the evaporation stage is treated in a macroscopic way on the basis of a 
master equation which leads to a diffusion equation. There, it is written: "The mass yield curve σ(A) is 
directly related to the pre-fragment distribution because of conservation of probability and energy, 
essentially".  
In order to clarify better this concept, we consider Fig. 3, where the last evaporation step is depicted, 
for the 4 possible types of final fragments: odd-odd, even-odd, odd-even, even-even.  
 
Fig. 3: Artistic view of the last evaporation step. See text for details.  
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Under the assumption that we are considering the last evaporation step, then the mother nucleus has 
excitation energy E* between the lower (red) and upper (orange) dotted lines. If the energy of the 
mother nucleus would be above the upper (orange) dotted line, then it would decay in the daughter 
nucleus, but it would not be the last evaporation step: in turn, the daughter nucleus would decay since 
its E* would be above its separation energy. If the energy of the mother nucleus would be below the 
lower (red) dotted line, then it would not decay into the daughter nucleus; it would deexcite by gamma 
emission. In reality, the mother nucleus can have E* a little bit above the upper (orange) dotted line 
and still decay in the daughter nucleus, because some energy would go in the kinetic energy of the 
emitted particle, but this quantity is small and in first approximation we can neglect it and assume that 
the two dotted lines define the "energy range" occupied by the mother nucleus. The lower (red) line is 
defined by the separation energy of the mother nucleus, which coincides – by definition – to the 
ground state of the daughter nucleus. The upper (orange) dotted line is defined by the separation 
energy of the daughter nucleus. In conclusion: if the energy of the mother nucleus is between the 
ground state and particle separation energy of the daughter nucleus, then it will decay into the 
daughter nucleus. The same reasoning is valid also for the case of an even-even final fragment, whose 
first excited state is well separate from the ground state. If the energy of the mother nucleus is above 
its particle separation energy (lower (red) dotted line) and below the dashed line, it will decay into the 
ground state of the daughter nucleus; this does not make any difference in terms of final yield. Here 
we must point out that things go differently for heavy nuclei, where gamma emission becomes a 
competitive channel, as discussed in ref. [4].  
The important conclusion is that it is not the number of levels of the daughter nucleus between its 
ground-state and its separation energy which determines the probability to decay into the daughter 
nucleus; it is not even the number of levels of the mother nucleus in the energy range between the 
ground-state and separation energy of the daughter nucleus which determines the probability to decay 
into the daughter nucleus. The phase-space, which is related to the level density, is not anymore the 
relevant quantity in the last evaporation step, which can be considered quasi deterministic. It is the 
separation energy, which gives the range of excitation energy, which "catches" the evaporation flux in 
particle-stable states, in the sense of Campi and Hüfner. The relevant quantity for the staggering in the 
final yields is the "particle threshold", which we called "energy range", represented by the lowest 
value of the particle separation energy of the daughter nucleus. 
In Fig. 4, we present on the chart of the nuclides the lowest particle separation energy for light 
nuclides. The values of proton and neutron separation energies, Sp and Sn respectively, were taken 
from the compilation of Audi and Wapstra [7]. As stated before, it is the lowest particle separation 
energy which determines the final flux of phase space, and therefore, the staggering in the final yields.  
 
 
Fig.4: Lowest particle separation energy for each nuclide (keV). Values are taken from Ref. [7]. 
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In reali nergy 
4 Origin of the even-odd effect in the light fragments 
the even-odd effect in the yields 
 of the experimental production cross-section 
ty, the proton separation energy cannot be compared directly to the neutron separation e
because of the Coulomb barrier. Sn and Sp are approximately equal along the stability line. However, 
when we consider an evaporation process, the emitted particle has to overcome the Coulomb barrier. 
This is why the evaporation corridor [12] is defined by the "attractor line" [13] and not by the stability 
line. A more precise evaluation of the "energy range" should take into account the Coulomb barrier. 
However, to calculate this reduction of Sp is not trivial because for proton emission tunneling through 
the barrier is not at all negligible. On the other hand, the Sp is given by the mass difference of the two 
close nuclei, so at infinite distance, not above the Coulomb barrier. So, to reduce Sp by an amount 
equal to a coulomb barrier would also be wrong. Anyhow, Coulomb effects are small for light nuclei 
considered here, and might be neglected in the first step. In conclusion, we think that the lowest 
particle separation energy is a good representative of the "energy range", at least to understand 
qualitatively the staggering phenomenon. 
We have now all the information to understand the origin of 
presented in Fig.1. The lowest particle threshold (Fig. 4) results in a strong and complex even-odd 
staggering. Fig. 4 shows that along the chain N=Z, even-even nuclei show the highest energy range. 
Along the chain N=Z+1, it is the energy range of Z=odd nuclei which is enhanced. On the contrary, 
along the chain N=Z-1, it is the energy range of Z=even nuclei which is enhanced. These features are 
fully consistent with the staggering in the experimental yields. On the other hand, the results presented 
in Fig. 2 indicate that there is no staggering in the binding energy of even-mass nuclei, which is not 
reflecting the behavior observed in the yields of Fig. 1.  
To visualize it better, in Fig. 5, we present a comparison
from the reaction 56Fe+Ti at 1 A GeV, for two sequences of fragments: the N=Z chain, and the N=Z+1 
chain. The experimental cross sections (expressed in mb) are compared with the biding energies 
staggering (expressed in MeV) and with the lowest particle separation energies (expressed in MeV).  
 
  
Fig.5: Results for the sequences of nu lei with N=Z (left) and N-Z=1 (right).  
Dots: Mea 56  A GeV.  
 
c
sured fragmentation cross sections of the residues from the reaction Fe + Ti, 1
Squares: Lowest particle separation energy (particle threshold).  
Triangles: Extra binding energy due to pairing.  
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The results indicate clearly that the assumption that IMFs are produced cold at freeze-out is wrong, 
even for very light IMFs such as lithium isotopes (Z=3). The use of Eq. (1) to determine the 
probability to form a given IMF at freeze-out is incorrect, because the population of fragments is not 
predominantly in the ground state but above the pairing critical energy. So, it is dangerous to extract 
fundamental properties of hot nuclear matter assuming that the population at freeze-out is well 
represented by the Boltzmann factor of Eq. (1). The situation is even more severe when these methods 
are extended to treat even heavier final fragments. It has already been recognised previously that the 
determination of the freeze-out temperature with the isotopic yield thermometer might be disturbed by 
the evaporation process or sequential decay. Several authors investigated this problem and proposed 
suitable corrections to this effect [14,15]. Our analysis opens a new view on this problem by 
demonstrating that the fine structure observed in the final yields can fully be explained by the 
evaporation process. That means that this specific feature does not show any noticeable influence of 
the Boltzmann factor, which is behind the isotopic thermometer method. Quantitative conclusions on 
the validity of the isotopic thermometer method are beyond the scope of this work. 
5 Conclusions 
We have studied the origin of the even-odd staggering observed in the production cross-section from 
high-energy reactions. The observed fine structure in the yields of the fragments agrees well with the 
fluctuations of the lowest particle threshold as a function of neutron and proton number. The structure 
is not consistent with the fluctuations of the binding energies. This finding proves that the primary 
fragments produced in multifragmentation before secondary decay are mostly produced in excited 
states. The direct production in their ground state seems to be weak. Implications on the application of 
the isotopic thermometer are expected. 
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Nuclear astrophysics deep underground: the case of the 15N(p,γ)16O
reaction at LUNA
Chiara Mazzocchi for the LUNA collaboration
Università degli Studi di Milano and INFN - Sez. Milano, via Celoria 16, 20133 Milano, Italy
Abstract
Measuring nuclear reactions of astrophysical interest at the relevant energies
is not always possible on the Earth’s surface because of the cosmic-ray back-
ground that dominates the spectra. The LUNA collaboration exploits the low-
background enviroment of Gran Sasso National Laboratory to study these reac-
tions at or close to the Gamow peak. The latest experimental efforts included
the measurement of the 15N(p,γ)16O at beam energies between 77 and 350
keV. The status of these measurements is summarised in this contribution.
1 Introduction
Nuclear reactions that power a star generating energy and synthesising elements, take place inside the
stars in a relatively narrow energy window: the Gamow peak. In this region, which is in most cases
below 100 keV, far below the Coulomb energy, the reaction cross-section drops almost exponentially
with decreasing energy. The extremely low value, from pico to femto-barn and even smaller, has always
prevented its measurement in a laboratory at the Earth′s surface, where the signal-to-background ratio
would be too small because of the background generated by cosmic ray interactions. Therefore, the
observed energy dependence of the cross section at high energies is usually extrapolated to the low-
energy region, leading to substantial uncertainties. In particular, a possible resonance in the unmeasured
region is not accounted for by the extrapolation, but it could completely dominate the reaction rate at the
Gamow peak.
The ultra-low background environment of the underground facilities at Gran Sasso National Laboratories
in Italy is therefore an ideal landscape for measuring nuclear reactions at or close to the Gamow peak. The
cross section σ(E) for these reactions (where E is the centre of mass energy in keV) can be parametrised
by the astrophyscal S-factor S(E), which is defined as
S(E) = σ(E) · E · e31.29·Z1·Z2(µ/E)1/2 , (1)
where Z1 and Z2 are the atomic numbers of the projectile and target, while μ is the reduced mass. The
most important quantity to determine for each astrophysical nuclear reaction is the S-factor extrapolated
to zero energy, S(0) [1].
2 The 15N(p,γ)16O reaction in nuclear astrophysics
In this work the 15N(p,γ)16O reaction was studied. This, together with the more significant15N(p,α)12C,
forms the branching point from the CN to the NO cycles, also known as first and second CNO sub-cycles,
respectively [1] (see Figure 1). The ratio of the respective reaction rates has been determined to be about
1:1000 at stellar energies [2].
The 15N(p,γ)16O reaction at astrophysical energies (1 MeV) is characterised by two wide reso-
nances at proton-beam energies in the centre of mass of 335 and 1028 keV, respectively, which influence
the excitation function. This reaction was studied for the first time in the early ’60s by Hebbard [3], who
performed a direct measurement for both the resonant and non-resonant cross-sections at proton-beam
energies larger than 220 keV. This measurement yielded an S(0) value of (29.8±5.4) keV·barn. A new



























Fig. 1: Portion of the chart of nuclei with a schematic representation of the path followed by the CNO cycle.
The subcycles I, II and III are highlighted by dashed green, solid-red and dotted blue arrows, respectively. The
15N(p,γ)16O reaction studied in this work is highlighted with a red contour.
down to only 155 keV. In this case the value obtained for S(0) resulted to be (64.0±6.0) keV·barn, ap-
proximately a factor of two higher than the previous value and not compatible with it within error bars.
It is interesting to notice that the S(0) extrapolation in the widely adopted NACRE astrophysical compi-
lation [4] was based mainly on the data between the two wide resonances at 335 and 1028 keV, with the
direct capture component as a free parameter in the fit. Moreover, the data in Ref. [3] were ignored in
this computation.
More recently, an asymptotic normalisation coefficient measurement for proton removal from the ground
state and several excited states of 16O was used to determine, with the R-matrix approach, the direct cap-
ture astrophysical S-factors to the corresponding states [5]. This yielded an S(0) value which is a factor
of two lower than in the data of Ref. [2], (36.0±6.0) keV·barn. It corresponds to leak rates at 25 keV
beam energy of one catalyst lost because of the 15N(p,γ)16O reaction for every 2200±300 cycles of the
main CN cycle, against 2600±400 according to the S(0) value by [3] and 1200±300 according to the
value by [2].
In order to obtain new information on this reaction, the data collected during a measurement of the
14N(p,γ)15O at LUNA with a natural gas target (99.6% 14N, 0.4% 15N) were reanalysed for the 15N(p,γ)16O
reaction [6]. The data covered the energy range 90−230 keV in the centre of mass. The outcome of this
measurement is that the S-factor is about a factor of two lower than in [2] and, within the small over-
lapping energy-region, in agreement with [3]. A new R-matrix fit, which takes the latter data set into
account, together with the older literature data is therefore called for. In Figure 2 the data points avail-
able so-far are summarised. With the aim of improving the uncertainties on the lower energy points
and covering a larger energy range with as much overlap with the existing data as possible, two new
experiments were performed at LUNA. Small uncertainties for the low energy S-factor values are indeed
























Fig. 2: Review of the experimental data available in literature for the 15N(p,γ)16O reaction at low energies. The
data by Hebbard [3] are depicted with empty black circles, the data by Rolfs and Rodney [2] are represented
through blue triangles, while the “LUNA-gas target” data [6] with green dots. The yellow-shaded area corresponds
to the energy interval studied at LUNA in this work with the BGO detector and solid target, see Section 3.
3 Experiments
Two different approaches were used to measure the 15N(p,γ)16O reaction cross-section, with the com-
mon feature being the use of solid TiN targets enriched in 15N. The first measurement, in collaboration
with the University of Notre Dame, USA, used a High-Purity Germanium detector for better energy de-
termination. The same set-up was used at three different accelerators (LUNA, covering the lower energy
range, and two machines at the University of Notre Dame, covering the higher energies) to span over a
wide energy interval (100−2000 keV) in the same experimental conditions. Data analysis is in progress.
It will allow to perform R-matrix fits with a unique set of data and therefore study the energy dependence
of the astrophysical S-factor.
In the second measurement, a low-resolution but high detection-efficiency approach was chosen. With
respect to the LUNA-gas target measurement [6], several improvements were carried out in order to im-
prove the data quality:
– solid targets enriched to 98% in 15N were used. This allowed for an immediate improvement in
statistics by more than 2 orders of magnitude, when the same charge is deposited on the target.
– A wider energy range (77−350 keV) was covered for better overlapping with the existing data and
to push the lower-energy limit further down.
The target chamber was a cylinder which contained a coaxial copper tube (“cold finger”) cooled to liquid
nitrogen temperature, that served as a cold trap for impurities present in the vacuum, most of which







Fig. 3: Schematic representation of the experimental set-up. The drawing is not to scale.
emission from the target that would introduce a rather large systematic uncertainty on the measurement
of the charge deposited on the target itself. The TiN target-material (15-20 keV-thick, i.e. ∼100 nm) was
deposited on a tantalum backing that was positioned on the target-chamber cap. In order to dissipate as
much of the heat generated by the beam impinging on the target as possible, the target holder was water
cooled. For this measurement the same high-efficiency BGO detector of Ref. [6] was used. It is a total γ
absorption spectrometer, shaped as a cylinder composed of six cloves, with a coaxial hole that allows to
host in its centre the target chamber, see Figure 3, that reaches detection efficiencies of about 65% for 12
MeV γ-rays. The information on the γ-rays detected by the BGO spectrometer was transferred to a data
acquisition system and written to disk for off-line analysis. The total charge deposited on each target
ranged between 26 and 45 C.
The impinging of such amounts of beam on the target material causes the deterioration of the target
qualities. Namely, the main effect is a change in shape of the target profile. This deterioration needs
to be monitored and be well understood in order to correct for it while determining the cross section
and subsequently the S-factor. Usually narrow resonaces are used to scan through the target and deduce
its thickness. Since no narrow resonance is available for 15N+p at proton energies below 400 keV,
the narrow resonance in the 15N(p,αγ)12C reaction at 429 keV was chosen. In order to perform this
necessary complementary measurement the targets were shipped at the end of the experiment to the
Forschungzentrum Rossendorf (FZD), Germany, where such a measurement could be done. For each
target two spots were chosen for such an investigation, one far from the area hit by the beam at LUNA
(off-spot) and one inside it (in-spot). The region of the target irradiated at LUNA could be clearly
identified by the eye as a much darker than the non-irradiated area. In Figure 4 an example of the so-
obtained profile for in-spot and off-spot measuring conditions is shown. From these profiles the target
thickness can be determined by fitting an appropriate function to the data points (see Figure 4).
In order to understand the composition of the target and its variation along the depth of the target layer,
the targets were afterwards sent to ATOMKI, Debrecen, Hungary for an analysis with the Secondary
Neutral Mass Spectrometry (SNMS) technique. This allows to determine the relative concentration of
the various isotopes in the material analysed. In Figure 5 an example of such an analysis is shown: as
happened for the 429 keV resonance scan, two regions of the target were investigated, one off-spot and
one in-spot. It is clear from the plots in Figure 5 that the variation of the target depth and composition is
dramatic.
The information collected with these complementary measurement shall be implemented into the data
analysis procedure to determine the cross section and the S-factor at the several energies investigated.
This will allow to account for the target consumption during the irradiation with the proton beam.
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Fig. 4: Target scan for the 4th target used at LUNA for the 15N(p,γ)16O measurement. The scan was performed
at FZD with the narrow 15N(p,αγ)12C resonance at 429 keV. The experimental data points (with error bars) are
























































Fig. 5: Left panel: Concentration of Ti, 14N, 15N and Ta in a region of the target (4th target used at LUNA) not
irradiated by the beam (off-spot) obtained by the SNMS analysis. Right panel: concentration of the same isotopes
in a region of the same target that was hit by the beam (in-spot).
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4 Summary and outlook
In two measurements performed at the LUNA facility at Gran Sasso National Laboratories, data were
collected to determine the S-factor of the CNO-cycle reaction 15N(p,γ)16O down to energies lower than
previously achieved and with smaller uncertainties. This is important in order to perform better fits to
zero-energy and determine S(0), clarifying the puzzle of the discordant values available in literature.
For the experiment with the BGO detector, complementary measurements on the target material were
necessary for understanding the evolution of the target thickness and composition with the charge de-
posited on it. The data analysis of these experiments is in progress and has to be implemented into the
main data analysis routine.
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Abstract
The equation of state of asymmetric nuclear matter given by the parameterized
form of the relativistic Brueckner-Hartree-Fock mean field with vector cross
interaction is applied to construct spherically symmetric neutron star models.
The masses and radii of the models are given as functions of the central energy
density and compared with astrophysical data. The calculated radii appear to
be confined to a narrow band between 12 and 13 km, nearly independent of the
calculated masses. Our models are in agreement with known data and the ones
with vector cross interaction cope well with the recent limitations imposed by
the double pulsar J0737-3039.
1 Introduction
A wide spectrum of different equations of state (EoS) of nuclear matter and their applications to astro-
physical problems has been reported in literature (see, e.g., [1–6]). Some of the EoS collections (even
though not all of them are up-to-date already) give an amazingly rich general overview of the state-of-the-
art, whereas the others emphasize some specific aims. All these EoS yield (nearly) the same properties
close to the standard nuclear density (ρN ≈ 0.16 nucleon/fm3 ≈ 2.7 × 1014 g/cm3), but when one is far
off this value, s/he has to rely more on underlying principles than on possible experimental verification
of predicted physical observables.
Here we concentrate our attention on a relativistic asymmetric nuclear matter where the EoS stem
from an assumed form of the interaction Lagrangian. The calculations use the relativistic mean-field
theory with allowance for an isospin degree of freedom [7,8]. Assuming static, homogeneous and infinite
nuclear matter allows for using its invariances and symmetries. We employed the Dirac-Brueckner-
Hartree-Fock mean-field approach in its parameterized form suggested by Gmuca [9] which reproduces
the nuclear matter results of Huber et al. [10]. That has been used to calculate high-density behavior
of asymmetric nuclear matter with varying neutron-to-proton ratio [11]. The proton fraction has been
determined from the condition of β-equilibrium and charge neutrality, and it is density-dependent. We
have extended our calculations up to 4× ρN , what is the region typical for the interior of neutron stars.
The EoS is used to model the static, spherically symmetric neutron star in the framework of general
relativity. The calculated properties i.e. its mass, radius etc. can be efficiently tested by confronting them
with astrophysical data of various kind (see, e.g., [12–19]). Two recent cases were specifically selected,
namely the isolated neutron star RXJ 1856.5–3754 and the double pulsar J0737–3039.
2 Asymmetric nuclear matter in relativistic mean-field approach
We follow here the Dirac-Brueckner-Hartree-Fock (DBHF) mean field (see [20–23] which easily allows
to consider different neutron-proton composition of the matter, and also the inclusion of non-nucleonic
degrees of freedom.
The full mean-field DBHF calculations of nuclear matter (Huber et al. [10, 24]) have been pa-
rameterized by Kotulicˇ Bunta and Gmuca [25], and we employ their parameterization reproducing the
calculations of Huber et al. [10, 24] with one-boson-exchange (OBE) potential A of Brockmann and
Machleidt [26]. The model Lagrangian density includes the nucleon field ψ, isoscalar scalar meson field
σ, isoscalar vector meson field ω, isovector vector meson field ρ and isovector scalar meson field δ,
including also the vector cross-interaction. The Lagrangian density in the form used by Kotulicˇ Bunta
and Gmuca [25] is
L(ψ, σ,ω,ρ, δ) = ψ¯[γµ(i∂
µ − gωω


























































µτψ + gδδψ¯τψ, (1)
where the antisymmetric tensors are
ωµν ≡ ∂νωµ − ∂µων ,
ρµν ≡ ∂νρµ − ∂µρν ; (2)
the strength of the interactions of isoscalar and isovector mesons with nucleons is given by (dimen-
sionless) coupling constants g’s and the self-coupling constants (also dimensionless) are bσ (cubic), cσ
(quartic scalar) and cω (quartic vector). The second and the fourth lines represent non-interacting Hamil-
tonian for all mesons, ΛV is the cross-coupling constant of the interaction between ω and ρ mesons.
Furthermore, mN is the nucleon mass, ∂µ ≡ ∂∂xµ and γ’s are the Dirac matrices [20, 25, 27].
This Lagrangian is the starting point to obtain the nuclear matter EoS. These EoS have been used
as an input to construct the models of neutron stars and their properties (mass, radius etc.) for different
central parameters.
The EoS of Kotulicˇ Bunta and Gmuca, both with and without the cross-interaction term (parameter
sets A and B, see [25]), which have been found to be a good description of asymmetric nuclear matter,
are easily expressed up to about 4× ρN .
3 Neutron star models
We consider spherically symmetric models with matter being in β-equilibrium and electrically neutral.
3.1 β-equilibrium
The total energy density of n-p-e-µ matter is given as
E = EB(nB, xp) + Ee(ne) + Eµ(nµ), (3)
where EB(nB, xp) is the binding energy density of asymmetric nuclear matter, ni is the number density
of different particles (i = n, p, e, µ), nB = np + nn is the baryon number density and xp = np/nB is











where pF (l) is the Fermi momentum of l-th kind of particle.
The matter in neutron stars is in β-equilibrium, i.e. in equilibrium with respect to n↔ p + e− ↔
p + µ 1. The equilibrium is given by equality of chemical potentials µn = µp + µe = µp + µµ, where
the chemical potential of each kind of particle is given by µi = ∂E/∂ni.






















Fig. 1: Proton fraction calculated from β-equilibrium as a function of density for both considered interactions.
The binding energy density of asymmetric nuclear matter could be expressed in terms of proton
fraction xp as [28]
EB(nB, xp) = ESNM(nB) + (1− 2xp)
2S(nB), (5)
where ESNM is the energy density of symmetric nuclear matter (xp = 0.5) and S(nB) is the symmetry
energy density, that corresponds to the difference of binding energy density between pure nuclear matter
and symmetric nuclear matter
S(nB) = EB(nB, xp = 0)− EB(nB, xp = 0.5). (6)
The condition of β-equilibrium then reads
µe = µµ = µn − µp = 4
S(nB)
nB
(1− 2xp) . (7)
and is solved together with condition of charge neutrality (np = ne + nµ) to obtain the proton fraction
of neutron star matter. The are depicted in Fig. 1.
3.2 EoS for low densities
The nuclear EoS have been the dominant input for the calculations in the high-density region, namely
ρ ≥ 1014 g/cm3. For lower densities, the EoS used are the following (see also Fig. 2):
– Feynman-Metropolis-Teller EoS for 7.9 g/cm3 ≤ ρ ≤ 104 g/cm3 where matter consists of e−
and 5626Fe, [29];
– Baym-Pethick-Sutherland EoS for 104 g/cm3 ≤ ρ ≤ 4.3 × 1011 g/cm3 with Coulomb lattice
energy corrections [30];
– Baym-Bethe-Pethick EoS for 4.3 g/cm3 × 1011 ≤ ρ / 1014 g/cm3: here, e−, neutrons and
equilibrated nuclei calculated using the compressible liquid drop model are considered [31].
We use the internal Schwarzschild metric with c = G = 1 (see, e.g., [32]). The hydrostatic


























Fig. 2: Dependence of pressure in the matter density. In the nuclear region, both the calculations with and without







is the mass inside the sphere of radius r, ρ is the energy density and p is the pressure, that are both
functions of radial coordinate r. Integration of TOV starting from given central energy density ρc uses
the EoS and finally yields the radius R, given by the boundary condition p(R) = 0, and the gravitational












where nB(r) is the baryon number density at the radius r and u is the atomic mass unit.
4 Results
The resulting masses and the star radii are shown in Figs. 3 and 4. Whereas the mass–density dependence
(Fig. 3) is monotonic for both sets (with and without the cross interaction), the mass–radius one (Fig. 4)
shows S-shape typical for this kind of calculations. For a comparison, we have drawn also the relation
imposed by the analysis of the isolated neutron star RX J1856.5–3754.
4.1 Recent observations — EoS tests
4.1.1 Double pulsar J0737–3039
Podsiadlowski et al. [15] investigated possible formation scenarios of double pulsar J0737–3039. They
have shown that one can test EoS assuming the double pulsar is formed in electron-capture supernova.
Such scenario enables formation of the second pulsar of very accurately measured mass M = 1.2489 ±
0.0007M⊙ [19]. If this pulsar is born under the presented scenario, its baryonic mass MB is in the
range 1.366 to 1.375 M⊙. The relation between the gravitational and the baryonic masses together with
the limitations derived from the double pulsar observations are presented in Fig. 5. One can see that
the interaction with cross interaction meet the requirement represented by the rectangle, while the one
















Fig. 3: Predicted mass of the neutron star as a function of the central density for two types of the EoS, namely with
















Fig. 4: The same calculations as in the preceding figure, but the radius-mass dependence. In addition, the mass-
radius relation of the RX J1856.5–3754 pulsar is depicted as a full line.
4.1.2 Isolated neutron star RX J1856.5–3754
Several authors [16, 17] discussed observations of the isolated neutron star RX J1856.5–3754 and they
found constraints on the mass-radius relation of this particular neutron star. They found the lower limit
of the apparent radius to be R∞ = 16.5 km and a simple relation between the neutron star mass and its
radius, which is drawn also in Fig. 4. That could serve as a test of equation of state and also as an estimate
for the mass of this neutron star. Our EoS gives mass of the isolated neutron star RX J1856.5–3754 to be
M > 1.795M⊙ (M > 1.685M⊙ neglecting vector cross interaction).
5 Discussion
Our results (Figs. 3 to 6) do not contradict the recent compilations of the deduced radii of observed
and analyzed compact objects. Several dozens of neutron stars and/or similar objects have their masses















Fig. 5: Relation of calculated gravitational mass M and the baryonic one MB with and without the cross interac-



















Fig. 6: Sound velocity relative to that of light, as calculated for our EoSs.
above (see, e.g., the compilations in [35, 36] and observations and analyses [5, 6, 15–19, 23, 36–42]),
but the interpretation of the observations contains some model-dependent aspects. Note, however, that
recent results of the data fitting of kHz quasiperiodic oscillations observed in the low-mass X-ray systems
containing neutron stars indicate relatively high masses of M > 2M⊙ [43–46], which have not been
considered until recently. Our calculations allow for the existence of neutron stars even for so heavy
masses.
We have also tested the velocity of sound in nuclear matter with respect to the velocity of light —
whenever the former one exceeds c, one enters physically forbidden region (causality violation). This
dependence is drawn in Fig. 6, and we are safely below the limit. (A small bumps seen in both curves
are just artefacts of joining two different density regions.)
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6 Conclusions
We have employed the parameterized form of the relativistic mean-field EoS for asymmetric nuclear
matter with vector cross interaction. The proton fraction was varied in accord with the need of the β-
equilibrium and charge neutrality. Assuming spherically symmetric geometry and using TOV equation,
we constructed models of neutron stars for different central parameters. We have found the neutron
star radii lie in a narrow band between 12 and 13 kms and the masses do not contradict the constraints
imposed by recent neutron star analyses, including that of a double pulsar J0737–3039. They do not
contradict to the earlier reported observed ones either and they are in line with the results published
by other authors using different approaches. Our present calculations have been done considering only
neutrons and protons in β-equilibrium with electrons and muons. We aim to continue in tests of given
EoS in future. One of our plans is to include hyperons. Another is to perform more detailed tests based on
the fitting of observational data of quasi-periodic oscillations in low-mass X-ray systems measurements.
This necessitates to investigate the rotational effects on neutron star models based on the Hartle-Thorne
metric reflecting mass, spin and the quadrupole moment of the neutron star. All these improvements
could bring a new information on the validity of EoS ( [14, 47]).
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Abstract  
 
Monte Carlo (MC) methods are increasingly being utilized to support several 
aspects of commissioning and clinical operation of ion beam therapy 
facilities. In this contribution two emerging areas of MC applications are 
outlined. The value of MC modeling to promote accurate treatment planning 
is addressed via examples of application of the FLUKA code to proton and 
carbon ion therapy at the Heidelberg Ion Beam Therapy Center in 
Heidelberg, Germany, and at the Proton Therapy Center of Massachusetts 
General Hospital (MGH) Boston, USA. These include generation of basic 
data for input into the treatment planning system (TPS) and validation of the 
TPS analytical pencil-beam dose computations. Moreover, we review the 
implementation of PET/CT (Positron-Emission-Tomography / Computed-
Tomography) imaging for in-vivo verification of proton therapy at MGH. 
Here, MC is used to calculate irradiation-induced positron-emitter 
production in tissue for comparison with the +-activity measurement in 
order to infer indirect information on the actual dose delivery.  
1 Introduction 
The application of light ion beams (from protons up to carbon ions) to external beam radiotherapy is 
currently rapidly increasing worldwide. The main rationale is the favorable ionization energy-loss of 
swift charged ions in matter, resulting in the characteristic dose maximum at the end of their range, 
known as Bragg-peak [1]. Proper spatial superimposition of several Bragg-peaks of different depth 
and amplitude enables optimal conformation of the delivered dose to the tumor volume, with better 
sparing of surrounding healthy tissue in comparison to conventional photon and electron radiation. 
However, this physical advantage can be exploited clinically to its maximum extent only if millimeter 
accuracy in the localization of the beam stopping point and lateral field position in human tissue is 
guaranteed. This demands precise range measurements in representative tissue-equivalent materials as 
well as accurate calculation tools for realistic description of the electromagnetic and nuclear 
interactions of the ion beam in the heterogeneous patient tissue. Besides, non-invasive imaging 
techniques for in-vivo verification of the actual beam delivery and, in particular, of the beam range in 
the patient would be highly beneficial. Nuclear interactions resulting in detectable emerging secondary 
radiation currently offer the only possibility for this purpose for a timely evaluation during or shortly 
after irradiation. An already established technique is Positron-Emission-Tomography [2], which 
exploits the coincident detection of the emerging annihilation photons following the radioactive decay 
of +-active isotopes formed along the beam path. Due to the different physical processes involved, 
the pattern of activation induced as a by-product of the therapeutic irradiation is correlated but not 
proportional to the dose delivery. Treatment verification can be achieved by comparing the measured 
activity distribution with a calculated one [2], which requires an accurate description of fragmentation 




Monte Carlo (MC) methods offer powerful computational tools for detailed and realistic description of 
radiation transport and interaction with matter. Although the intensive computational time still 
prevents the applicability to the complex task of inverse dose optimization for daily clinical use in ion 
beam therapy, MC methods are being increasingly utilized at state-of-the-art facilities to promote high 
precision ion beam therapy. This contribution addresses two emerging and inter-connected areas of 
research on Monte Carlo and Positron-Emission-Tomography (PET), both aiming to enhance the 
precision of ion beam therapy in clinical practice for improved quality of patient care. It first illustrates 
the role of Monte Carlo modeling to support accurate ion beam treatment planning, showing examples 
of applications at the Heidelberg Ion Beam Therapy Center (HIT) in Heidelberg, Germany, and at the 
Francis H. Burr Proton Therapy Center of the Massachusetts General Hospital (MGH) Boston, USA. 
These include the generation of physical basic data required as input by the treatment planning system 
(TPS), and forward re-calculation of treatment plans for verification of the TPS analytical dose 
computation in water and in the patient anatomy as given by Computed-Tomography (CT) images. 
Moreover, we discuss the dedicated MC environment which has been implemented for the first pre-
clinical and clinical quantitative study on the feasibility and value of post-radiation PET/CT imaging 
for in-vivo verification of proton therapy at MGH.   
2 Material and methods 
All the applications presented in this work are based on the usage of FLUKA [3,4], which is a general 
purpose MC transport and interaction code originally designed for high energy physics but since 1991 
extended to cover a wider range of energies and related applications including radiation therapy. In 
particular, recent efforts of the FLUKA developing team have enhanced the capabilities of the code 
towards light ion transport, including the complex handling of nucleus-nucleus interactions in the 
entire energy range of therapeutic relevance [5,6], with the low energy models of [6] only available in 
a beta version of the code provided to the users upon request. Moreover, the code is capable to handle 
arbitrarily complex geometries, comprising voxels for easy import of CT scans with an optimised 
algorithm for minimum memory requirements and fast tracking performances.  
For all the investigated applications of FLUKA to ion beam therapy, the suggested usage of default 
physics and transport settings for hadrontherapy-oriented problems was adopted (cf. definition of the 
“DEFAULTS” option in the FLUKA manual [4]). In addition, the most updated event generators were 
activated for accurate handling of nuclear interactions and evaporation, including detailed transport of 
all heavy recoils and ions. Further freely configurable transport thresholds for hadronic and 
electromagnetic radiation were chosen as described in [7] to enable time-efficient tracking 
performances with reasonable accuracy at the requested millimetre spatial scale. Adjustable input 
parameters like primary beam momentum spread and ionization potential of water were selected 
according to available experimental information or via identification of the optimal MC configuration 
settings yielding the best agreement with available experimental data (e.g., depth-dose distributions in 
water [8]).  
For simulation of scanned [9] ion beam delivery at HIT, the FLUKA source.f user-routine (offering 
the possibility to specify arbitrary primary beam properties [4]) was customised for interpretation of 
the beam control file of the irradiation, which specifies energy, focus (i.e., transversal profile), 
direction and number of ions dynamically delivered to each scan position within the treatment field. 
For passive beam irradiation at MGH, the source.f user-routine was made able to read the binary 
phase-space input file specifying position, energy and cosine directors of the primary protons [7], as 
produced by a separate Geant4 [10] MC simulation accurately modeling the entire treatment head with 
the patient- and field-specific beam modifiers [11]. Starting from the described beam source 
information, ion transport in the patient CT was implemented using the CT stoichiometric calibration 
of Refs. [12,13] for material assignment, together with the newly implemented “CORRFACT” option 
[4] for forcing the program to follow the same semi-empirical CT-range calibration curve as the TPS 
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[7]. For other studies using phantom targets or investigating interaction in additional beamline 
elements, standard combinatorial geometry definition and known elemental composition and density 
of the materials were used in the simulation of particle transport.  
For dose calculations, the built-in scoring algorithms offered by FLUKA were utilised [4,7]. For 
scoring the spatial distribution of irradiation-induced positron emitters, the proton beam fluence was 
combined with experimental cross-sections of the main reaction channels yielding +-emitters as 
described in [7]. The resulting PET activation maps were finally obtained by introducing the imaging 
system response function and scaling factors accounting for the time course of irradiation and imaging 
as well as biological washout [13,14].  
3 Results and discussion 
FLUKA-based MC calculations have provided the parameters of the synchrotron accelerator library as 
well as the basic input data for the TPS (Syngo PT Planning, Siemens AG) which will be used for 
clinical operation at the HIT facility [15]. The FLUKA-generated accelerator library comprises the 
255 proton and carbon ion pencil-beam energies made available for treatment, providing Bragg-Peaks 
with a depth separation of 1mm (1.5mm at the higher energies) in water, and the corresponding lateral 
beam dimensions at the isocentre of the treatment unit after broadening in the fixed beamline elements 
and air gap. The FLUKA-generated TPS physical basic data consist of laterally integrated depth-dose 
profiles in water calculated for each of the 255 proton and carbon ion beam energies with and without 
the ripple filter [16], which is used to broaden the Bragg-peaks for reduction of the number of 
overlapping mono-energetic beams in depth. In addition, energy- and depth-dependent fragment 
spectra have been calculated in water for initial carbon ion beam energies sampled in steps of 10 
MeV/u in the [80,440] MeV/u interval [17], to support the TPS biological calculations based on the 
Local-Effect-Model developed at GSI Darmstadt [18]. An example of a subset of basic data depth-
dose distributions is shown in figure 1 for protons and carbon ions. In general, very good agreement 
has been observed between FLUKA calculations and experimental depth-dose distributions measured 
at representative beam energies in water [8], thus supporting the reliability of the electromagnetic and 




Figure 1: Example of FLUKA-calculated depth-dose distributions in water input into the Syngo 
treatment planning system at HIT for representative 6 energies spanning the entire interval covered by 
the FLUKA-generated accelerator library of 255 energy steps for protons without ripple filter (left) 




Figure 2: Example of FLUKA re-calculations of scanned ion beam treatment plans in water for 
different U-shaped target volumes for protons (left, in beam-eye-view) and carbon ions (right, along 
the penetration depth). 
 
 
Figure 3: Comparison between the planned (“TP dose”: XiO) and FLUKA-calculated (“MC dose”) 
dose distribution for one proton field delivered to a patient with metallic implants (marked by a circle) 
in the treatment volume at MGH. The absolute dose distribution in mGy is shown in colourwash 
display (cf. [7] for the absolute scaling of both calculated distributions), whereas the grey-scale of the 
planning-CT is in arbitrary units for display purposes. Discrepancies between the two dose 
distributions are observed in the distal part of the treatment field involving interaction of the beam 
with the implants. 
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An example of application of FLUKA to forward re-calculation of scanned proton and carbon ion 
treatment plans in water is illustrated in figure 2. Corresponding point-wise dosimetric measurements 
indicated an agreement with the FLUKA-calculated distributions within the experimental uncertainties 
of few percents (data not shown here). Spread-out Bragg-Peaks delivered by the passive beam system 
at MGH could be also reproduced in fairly good agreement with ionization chamber measurements in 
water [13]. Re-calculations [7] of treatment plans on the patient CT also showed in general good 
agreement with the TPS dose distributions (XiO, Computerized Medical Systems Inc.), except in cases 
with large tissue inhomogeneities or metallic implants (figure 3) which are more sensitive to the 
approximations introduced by the TPS pencil-like beam algorithms [7,14]. These findings are in line 
with similar investigations performed with other MC codes [21]. 
 
 
Figure 4: Example of measured (“PET Meas”) and FLUKA-calculated (“MC PET”) activity 
distributions (bottom row, shown as Bq/ml in colourwash display superimposed onto the arbitrary 
rescaled imaging- and planning- CTs, respectively) for a pituitary adenoma patient receiving two 
orthogonal proton fields followed by PET/CT imaging after a standard treatment fraction at MGH. In 
the upper row the FLUKA-calculated dose distribution is additionally compared to the treatment plan 
(XiO) to assess the consistency of the two dose calculation models. Here, the meaning of the colour 
bar is the same as in figure 3. 
 
MC-calculated activity distributions are compared to measured PET images in figure 4 for a case of 
pituitary adenoma tumour scanned for 30 min starting about 18 min after complete delivery of a 
standard proton treatment with a total fraction dose of 1.8 GyE [14]. As discussed in [13,14], 
promising agreement could be obtained between calculated and measured +-activity distributions in 
phantom materials and anatomical sites of unambiguously defined composition and reduced influence 
of washout processes. Therefore, investigations on the usage of FLUKA for application to PET 
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monitoring of a wider spectrum of primary ions are ongoing [22]. Moreover, MC has been proven to 
provide a very powerful method for studying the correlation between dose deposition and positron-
emitter yield to support the development of analytical models for fast calculation of +-production. In 
the “filtering approach” of [23], FLUKA-calculated depth-distributions of dose and positron-emitters 
for mono-energetic proton beams stopped in representative homogeneous materials were used to 
determine proper reaction-dependent filter functions to be convolved with the planned dose for very 
fast prediction of +-activation. Following the promising results of this analytical framework for 
calculation of the long-lived 11C activity contribution in offline PET/CT imaging of phantom materials 
[23] and clinical cases (figure 5), additional MC-data are being currently studied for the extension of 
the method to include also the major reaction channels of short-lived emitters for application to in-
beam and in-room PET acquisition strategies in proton therapy [24]. 
 
  
Figure 5: Application of the one-dimensional filtering approach of [23] (i.e., convolution of the 
planned dose “TP dose” with a proper filter function) along the direction of beam penetration for fast 
calculation of 11C-activation (“Filter-PET”) in a clinical case of PET/CT imaging after proton 
irradiation at MGH. The results are found in fairly good agreement with the +-activity distribution 
obtained from a full-blown FLUKA-based Monte Carlo calculation (“MC PET”). 
4 Conclusion and outlook 
Despite the still too long computational times for inverse dose optimization and daily clinical use, MC 
methods are very valuable tools to support all the main aspects of ion beam delivery, treatment 
planning and dedicated quality assurance techniques, including the imaging of emerging secondary 
radiation for surrogate information on the actual dose delivery. So far, very promising results have 
been achieved with the FLUKA code, making us concluding that it represents a suitable choice for 
transport of therapeutic proton and carbon ion beams. We do foresee that the application of MC will 
spread among the ion therapy community and play an increasing role in promoting high precision ion 
beam therapy. 
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Abstract 
 
Monte Carlo codes are rapidly spreading among hadron therapy community 
due to their sophisticated nuclear/electromagnetic models which allow an 
improved description of the complex mixed radiation field produced by 
nuclear reactions in therapeutic irradiation.   
In this contribution results obtained with the Monte Carlo code FLUKA are 
presented focusing on the production of secondary fragments in carbon ion 
interaction with water and on CT-based calculations of absorbed and 
biological effective dose for typical clinical situations. The results of the 
simulations are compared with the available experimental data and with the 
predictions of the GSI analytical treatment planning code TRiP.  
 
 
1         Introduction 
The use of ion beams in tumour therapy requires accurate understanding and description of the 
complex process of ion interaction with matter, especially regarding the production of secondary 
particles. In fact, during radiation therapy, secondary neutrons, protons and heavier fragments 
contribute to the dose delivered to the tumour and healthy tissue outside the treated volume. 
Production of light fragments is of special interest since these particles going through the patient body 
broaden the irradiation field and increase the risk of secondary tumours in healthy tissue. In addition, 
the secondary particles leaving the patient body could be exploited for in-vivo verification of the 
treatment delivery simultaneously to the therapeutic irradiation. Furthermore, the biological efficacy 
of the reaction products differs from that of the primary ions and has to be included in biological dose 
calculations for a correct treatment planning. 
Monte Carlo (MC) statistical methods are increasingly considered powerful computational tools for 
accurate calculations of dose deposition in treatment planning, since they are assumed to provide a 
realistic representation of the physical interactions undergone by the primary and the  secondary ions 
which are produced. Among the existing MC codes, FLUKA [1,2] represents a valuable choice thanks 
to: 
 Its precise and reliable physical models for transport and interaction of all the components of 
the expected radiation field; 
 The capability to import the irradiation geometry from CT scans to carefully take into account 
the density and the composition of the irradiated areas [3-5]; 
 The coupling to radiobiological models for the evaluation of biological effects, like cell killing 
[5-7]. 
In this contribution, we present results from a recent benchmark of the FLUKA code against mixed 
field measurements for a 400 MeV/u carbon ion beam on water targets [5,8,9] as well as calculations 
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of physical and biological dose deposition for carbon ion beams in the patient anatomy as given by the 
diagnostic CT (Computed Tomography) scan [5,6]. These latter calculations have been compared with 
the predictions of the GSI analytical treatment planning (TRiP98, TReatment Planning for Particles, 
1998) [10-12].  
 
 
2        Material and Methods 
During therapeutic irradiation nuclear reactions occur between the incident ions and the target tissue. 
These processes need to be correctly taken into account for estimating how the radiation field is 
modified through a decrease of the primary ion yield and a build-up of secondary fragments. In 
particular secondary lower-charge fragments, having longer ranges than primary ions, produce a 
characteristic dose tail beyond the Bragg peak. Their angular and energy spectra also substantially 
differ from that of the primary ions. Light fragments, such as protons and alpha particles, have a broad 
angular distribution while heavier fragments are emitted in a rather narrow cone around the primary 
beam track.  
Promising initial benchmarks of FLUKA against models and experimental data were already reported 
in [13] for therapeutically relevant ion beams. Recently, new experimental measurements have been 
performed at GSI to investigate and characterize the more complex mixed radiation field produced by 
a carbon ion beam at 400 MeV/u (i.e., corresponding to a very deep seated tumor) impinging on water 
targets of various thickness [8,9]. Therefore, these new experimental measurements have been 
simulated with the new development version of the FLUKA code interfaced with the latest version of 
the BME (Boltzmann Master Equation) event generator [14]. 
For calculating biological optimized patient plans Treatment Planning Systems (TPS) for carbon ion 
therapy have to deal with the complexity of the mixed radiation field. Differently from proton therapy 
where typically a constant relative biological effectiveness (RBE) of 1.1 is used, the physical beam 
models of carbon ion TPS in order to correctly estimate their RBE have to take into account the 
secondary fragment yield at each penetration depth in terms of ion species and energy. In clinical 
practice, TPS for hadron therapy are essentially analytical codes based on fast performing pencil-beam 
algorithms and on input physical databases describing the electromagnetic/nuclear interaction of the 
incoming beam in water.  
However, MC codes are being more and more considered valuable computational tools to support 
treatment planning, due to their accurate estimation of the mixed radiation field in arbitrary materials. 
In fact, they allow dose evaluation taking into account the realistic patient stoichiometry and anatomy 
instead of the water-equivalent approach typically exploited by the analytical treatment planning 
algorithms [3-5]. This can be particularly advantageous in the description of the projectile/target 
fragmentation, and in the presence of large density gradients. Finally, MC simulations can provide 
accurate physical databases for TPS [15].   
In order to perform biological effective dose calculations, FLUKA has been interfaced with the Local 
Effect Model (LEM) [16-18] that has been successfully applied within treatment planning in the GSI 
Helmholtzzentrum für Schwerionenforschung pilot project for carbon ion tumour therapy over more 
than 10 years. This model is based on the knowledge of charged particle track structure in combination 
with the response of biological objects to conventional photon radiation. Starting from the LEM 
generated relative biological effectiveness tables we calculated on a particle by particle basis the 
biological response after carbon ion irradiation following the low dose approximation approach [18]. 
This approach has been tested simulating carbon ion pristine Bragg peaks [5] and patient-like 




3        Results and Discussion 
Examples of the results obtained for the benchmarking of FLUKA against experimental data for a 400 
MeV/u carbon ion beam in water are reported in figures 1 to 4 [5,8,9]. Figure 1 depicts the depth-dose 
curve in water, split into the contribution from the primary beam and the secondary fragments [19], 
while the figure 2 shows the simulated contribution of the individual secondary fragments. The tail 
consists mainly of H and He fragments but a not negligible contribution is due to heavier fragments 
such as B (figure 2). Its correct estimation is demanded for a reliable determination of the dose 
delivered to the healthy tissues in the proximity of the treated tumour. 
 
 
Figure 1: Bragg curve as a function of depth in water for a 400 MeV/u carbon beam. The points [8,9] 
and the solid line [19] represent the experimental data and the FLUKA calculations, respectively. The 
dose contribution from primary 12C ions and secondary fragments is also reported. Both the 
experimental data and the MC results are normalized to give the same integral dose between the 
entrance region and the Bragg peak.  
 
 





Figure 3: Angular distributions of the light secondary fragments (H and He) behind a 31.2 cm thick 
water phantom irradiated with a 400 Me/u carbon ion beam. The points [8,9] give the experimental 
data while the histograms depict the FLUKA results [5]. 
 
 
Figure 4: Angular distributions of the heavy secondary fragments (Li, Be and B) behind a 31.2 cm 
thick water phantom irradiated with a 400 MeV/u carbon beam. The points [8,9] give the experimental 
data while the histograms depict the FLUKA results [5]. 
 
Figure 3 and figure 4 show the angular distributions of the secondary products behind a 31.2 cm thick 
water phantom still in 400 MeV/u 12C irradiation. Generally, the width of the angular distribution 
depends on the fragments; He and especially H have broad distributions. With increasing mass, the 
distributions become progressively narrower. At this depth the fragment spectrum is dominated by H 
and He fragments while the amount of boron drops rapidly. The lighter fragments show the broadest 
angular spectra while the heavier ones (Li, Be and B) are emitted in a rather low narrow cone of about 
0° to 5°. The Monte Carlo simulations reproduce all these features except for H where an 
underestimation of its yield is evident in the very forward direction. This discrepancy suggests the 
necessity of further ameliorations both in the nucleus-nucleus event generators and in the transport 
algorithms to cope with the large number of effects to be considered for simulating a thick target 
experiment. Among them, the accurate modelling of the experimental setup could be especially 
important. However, the shown results, in addition to what already presented in [5,13] seem to 
indicate that FLUKA reliably describes the angular distribution of the mixed radiation field. This is an 




Figure 5 represents a comparison between FLUKA calculated dose deposition and the planned 
treatment obtained with TRiP98 [10-12] for a clivus chordoma patient treated at GSI with carbon ion 
beams [6]. The shapes of the calculated dose distributions are found in good agreement except in the 
peripheral low dose region probably due to the fact that MC fully takes into the account multiple 
scattering of primary beam and angular yield of secondary fragments whereas this version of TRiP98 
does not. However, in this specific patient case this simplification of the analytical treatment planning 
system has no clinical impact. By interfacing the LEM model with FLUKA we have additionally 
calculated the biological effective dose distributions. An example of the obtained results is reported on 
the right side of figure 5 for the same patient case depicted on the left side. 
 
 
Figure 5: MC versus TRiP98 calculated distributions of absorbed dose (left side) and biological dose 
(right side) for a clivus chordoma patient. The rainbow colour-bar displays absorbed/biological dose 






4        Conclusions and Outlook 
As a result of the recent efforts made by the FLUKA Collaboration to produce reliable nucleus-
nucleus event generators in the energy range of therapeutic relevance, the FLUKA Monte Carlo code 
now represents a valuable tool for all the ion species selected for the operational and upcoming ion 
treatment facilities in the entire energy range of therapeutic relevance.  
Besides physical dose calculations in standard geometries and directly on the patient CT scan, the 
novel interface with LEM [6,7] allows one  to perform with FLUKA also biological effective dose 
calculations in carbon ion therapy, as actually made with the biological models used by the currently 
available analytical TPS.  
Although the long computing time prevents, at the moment, the use of the FLUKA code both for 
proton and carbon ion calculations in daily clinical routine, Monte Carlo methods can be vey useful 
for deeper investigations of recalculated treatment plans in selected patient cases. Intercomparisons 
between analytical TPS and MC forward recalculations for critical clinical situations in the presence 
of metallic implants and large tissue inhomogeneities are ongoing at the HIT facility. 
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Fragmentation in Carbon Therapy Beams 
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Abstract 
The state of the art Monte Carlo code HETC-HEDS was used to simulate 
spallation products, secondary neutron, and secondary proton production in 
A-150 Tissue Equivalent Plastic phantoms to investigate fragmentation of 
carbon therapy beams. For a 356 MeV/Nucleon carbon ion beam, production 
of charged particles heavier than protons  was 0.24 spallation products per 
incident carbon ion with atomic numbers ranging from 1 through 5 
(hydrogen to boron).  In addition, there were 4.73 neutrons and 2.95 protons 
produced per incident carbon ion. Furthermore, as the incident energy 
increases, the neutron production rate increases at a rate of 20% per 10 
MeV/nucleon. Secondary protons were created at a rate between 2.62-2.87 
per carbon ion, while spallation products were created at a rate between 
0.20-0.24 per carbon ion. 
1 Introduction 
Over the past decade, the technology used in external beam radiation therapy has undergone a 
dramatic transformation.  Three-dimensional treatment planning, inverse treatment planning, intensity 
modulated radiation therapy, and image-guided radiation therapy have allowed tumor doses to be 
pushed higher while sparing normal tissues at greater and greater levels.  In the never ending search 
for improved dosimetry, researchers are now focusing on intensity modulated therapy using charged 
particles such as protons and carbon ions. 
The advantage of charged particles comes from the properties associated with their dose 
deposition.  Unlike the percent depth doses created with megavoltage photons and electrons, proton 
and carbon ions will produce a Bragg peak.  By spreading this peak over a range of energies, a plateau 
of dose can be created at a precise location within the target volume.   
However, charged particle therapy does have potential difficulties (beyond that of expense).  
One such challenge is the radiobiology associated with the production of secondary particles.  When 
charged particles collide with stationary target nuclei, either or both of the projectile and target nuclei 
can be fragmented by the collision.  This fragmentation process (known as spallation), results in the 
emission of a large number of nucleons and other light ions.  These secondary particles will have a 
different Linear Energy Transfer (LET) rate than the primary beam, and will therefore produce 
different biological effects in tissue. 
Carbon ion beams used in radiation therapy are particularly prone to fragmentation/spallation 
because of their energy and mass.  Because it is extremely difficult to measure the production of the 
spallation products, published data on their distributions in patients is extremely limited.  The purpose 
of this work was to investigate the spallation products generated during carbon ion therapy using state-
of-the-art three-dimensional transport methods. 
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2  Computational Methods 
The Monte Carlo code used in this study is called HETC-HEDS (High Energy Transport Code for 
Human Exploration in Deep Space) [1].  HETC-HEDS simulates particle cascades using Monte Carlo 
methods to compute the trajectories of the primary particles and all the secondary particles produced 
in nuclear collisions. The particles considered by HETC-HEDS (protons, neutrons, +, -, +, or -, 
light ions and heavy ions) can be arbitrarily distributed in angle, energy, and space.  Each particle in 
the cascade is followed until it disappears by escaping from the boundaries of the system, undergoes a 
nuclear collision or absorption, comes to rest due to energy losses from ionization and excitation of 
atomic electrons in the target medium, or in the case of pions and muons, decays.  
 
The energy loss of protons, light and heavy ions, charged pions, and muons due to the 
excitation and ionization of target atomic electrons is treated using the Bethe-Bloch stopping power 
formula, which is based on the continuous slowing-down approximation. Nuclear fragmentation is 
accounted for in the code using a modified version of the NUCFRG2 model [2–5] currently used by 
NASA in the deterministic space radiation transport code HZETRN [6].  HETC-HEDS has been 
validated by comparisons with laboratory beam experimental data, and has performed very 
well in predicting secondary particle production from charged particle beams [7].  For 
example, Fig. 1 shows a comparison of calculated verses measured energy deposition for 
spallation product produced by a 1GeV/nucleon Iron beam incident on a carbon target [7].   
3 Results 
In the first part of this study, simulations were performed using a 356 MeV/nucleon carbon ion pencil-
beam incident on a test phantom to study the production of secondary particles produced. The 
geometry for the test phantom was a simple cylinder, 20 cm in height and 10 cm in radius, composed 
of A-150 Tissue Equivalent Plastic (TEP). The energy of 356 MeV/nucleon was selected because it is 
in the range frequently used in carbon ion therapy.  In addition, the Bragg peak for a 356 
MeV/nucleon carbon will occur inside the TEP phantom.  The simulation tracked 106 primary carbon 
particles. Run times on a personal computer with a Linux operating system were less than 5 
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minutes for the runs displayed. All charged spallation products as well as neutrons were 





Figure 2 displays the calculated distribution of heavy charged particle fragments from the 356 
MeV/Nucleon carbon beam impinging on the 20 cm thick Tissue Equivalent Plastic cylinder. The 
colorwash in the figure represents the energy ranges for each fragment except protons.  A total of 
23.74% of the original beam was fragmented into charged particles between atomic numbers 1 and 5 
(i.e. hydrogen to boron).  As the atomic number of the fragments decreased, the beam becomes more 
spread out as a result of the Coulomb forces between the projectile fragments and the target.   
All fragments deposited their energies locally within the cylinder. However, some of the 
spallation products had energies in excess of 2000 MeV.  As a result, there were fragments that 
traveled as far as 8 cm from the initial interaction site. As such, one cannot assume that the effects of 
spallation products are local to the interaction site. In fact, secondary particles from a carbon ion beam 
have the potential to cause biological damage throughout the surrounding tissues in the patient. 
In addition to heavier spallation products, a large number of secondary protons and neutrons 
were produced inside the test phantom from the carbon ion beam. For every carbon ion, there were 
4.73 neutrons produced and 2.95 protons produced inside the phantom. As shown in Fig. 3, the 
secondary neutrons have a higher rate of occurrence and higher energies than the secondary protons 
and resulting spallation products. The secondary neutrons produced have energies ranging from the 
thermal range to twice the incident carbon ion energy. 
   
 
The three-dimensional spatial and energy distributions of neutrons and protons inside the 
phantom are shown in Fig. 4.  Both neutrons and protons travel as far as 10 cm from the site of origin 
inside the phantom.  Figure 5 displays the neutrons and protons as they exit the test phantom 
geometry.  For the secondary protons, most particles exit the phantom following the forward direction 
of the primary carbon ion beam.  In contrast, the neutron distribution at the surface of the phantom is 
very random.  Given the number of neutrons produced, their high energies, the number of scattering 
events, and the high quality factor for fast neutrons, the risk associated with secondary neutrons during 
carbon ion therapy could be high. 
In the second part of this study, we investigated the production of fragments with increasing 
energy. An A-150 Tissue Equivalent Plastic cylinder was simulated with a 30 cm radius and a 
thickness that was greater than the Bragg peak depth.  Carbon ion energies between 290 - 400 
MeV/nucleon were used in 10 MeV/nucleon increments. The fluence, energy distribution, and spatial 




The secondary particle production increased at a linear rate with increasing carbon energy as 
depicted in Fig. 6. Approximately 3.2 neutrons were produced in the phantom for each incident carbon 
ion for the 290 MeV/nucleon primary beam, while the 400 MeV/nucleon primary beam produced 5.3 
neutrons per incident carbon ion.  On average, the neutron production rate increased at a rate of 20% 
per 10 MeV/nucleon.  Secondary protons were created at a rate between 2.62-2.87 per carbon ion, 
while spallation products were created at a rate between 0.20-0.24 per carbon ion.  The average 
energies of the neutrons ranged between 488-840 MeV, the proton energies ranged from 360-467 
MeV, and the spallation products ranged from 95-154 MeV/nucleon.  The spatial distribution of the 
neutrons in the phantom was uniform, while the distribution of protons and heavy particles had a 






The recently-extended Monte Carlo code HETC-HEDS was used to simulate spallation products, 
secondary neutron, and secondary proton production in Tissue Equivalent Plastic phantoms. For a 356 
MeV/Nucleon carbon ion beam, production of charged particles heavier than protons  was 0.24 
spallation products per incident carbon ion with atomic numbers ranging from 1 through 5 (hydrogen 
to boron).  In addition, there were 4.73 neutrons and 2.95 protons produced per incident carbon ion. 
As the incident energy increases, the neutron production rate increases at a rate of 20% per 10 
MeV/nucleon. Secondary protons were created at a rate between 2.62-2.87 per carbon ion, while 
spallation products were created at a rate between 0.20-0.24 per carbon ion. 
Based on the quantity, energy, and distribution of the secondary particles produced during 
carbon ion therapy, there is the potential for adverse radiobiological consequences outside the target 
volume.   Also, the relative biological effectiveness (RBE) of these secondary particles is an area that 
requires additional investigation. 
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Abstract  
Hadrontherapy treatments require a very high precision on the dose 
deposition ( 2.5% and 1-2mm) in order to keep the benefits of the precise 
ions’ ballistic. The largest uncertainty on the physical dose deposition is due 
to ion fragmentation. Up to now, the simulation codes are not able to 
reproduce the fragmentation process with the required precision. To 
constraint the nuclear models and complete fragmentation cross sections 
databases; our collaboration has performed an experiment on May 2008 at 
GANIL with a 95 MeV/u 12C beam. We have measured the fluence, energy 
and angular distributions of charged fragments and neutrons coming from 
nuclear reactions of incident 12C on thick water-like PMMA targets. 
Preliminary comparisons between GEANT4 (G4BinaryLightIonReaction) 
simulations and experimental data show huge discrepancies.  
1 Introduction 
Hadrontherapy consists in irradiating cancerous tumours with light ions (mainly p and 12C), from 80 to 
400 MeV/u. Compared to conventional radiotherapy, it presents two main advantages: a maximum of 
dose deposition at the Bragg peak and, for ions heavier than protons, an enhanced biological efficiency 
in the Bragg peak region.  
Hadrontherapy treatments require a very high precision on the dose location in order to keep the 
benefits of the precise ions’ ballistic. The energy amount deposited at the tumour and its location have 
to be determined with an accuracy of 1-2 mm and 2.5% respectively. The largest uncertainty on 
physical dose deposition relies on the ion fragmentation processes along their penetration path in the 
patient tissues (Ref. [1]). Fragments produced in these reactions contribute to the delocalization of a 
non-negligible proportion of the dose in the surrounding healthy tissues and a decrease of the dose at 
the tumour as shown in Fig. 1. Moreover, nuclear reactions along the path of the ions lead to an 
attenuation of the primary beam flux and an increase of lower Z fragments, with an increasing 
penetration depth, (in treatments less than 50% of incident carbon reach the tumour). These fragments 
contribute to the deposited dose in the Bragg-peak and must be taken into account for the biological 
dose evaluation.  
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Fig. 1: GEANT4 simulations of the dose deposited in water with (full line) and without (doted 
line) activating nuclear reactions  
 
Simulation codes are used to calculate the transport of ions in matter for hadrontherapy applications. 
They include deterministic codes: TRiP (developed at GSI Ref. [2][1]) or HIBRAC (Ref. [3]) and 
Monte Carlo codes: SHIELD-HIT, FLUKA, GEANT4, PHITS… (Refs. [4-6]). Experimental data, 
like the dose profile and Bragg peak depth (20 mm), are quite well reproduced by these codes. 
However, the accuracy is not sufficient to obtain a precision of about 2.5% on the deposited dose. The 
largest uncertainty on the dose calculations is due to the limited experimental data and to the 
subsequent uncertainties on fragmentation’s cross sections that are critical inputs for these transport 
codes. Indeed, few experimental cross section data are available for light ions on light target in the 
energy range 30-250 MeV/u. The data used by transport codes are empirically extrapolated from 
experimental values at higher energies. Thus, to severely constrain the physics models used in the 
hadrontherapy (Z:E) range, fragmentation cross section measurements are absolutely needed.  
To improve the knowledge of 12C fragmentation, measurements have been achieved in Japan and in 
Europe. Measurements of light charged fragment production in water since 2003 have been started by 
Japanese treatment centres (Chiba & Hyogo). They have performed complete measurements of carbon 
ions fragmentation in water phantoms in the energy range 200-400 MeV/u (Refs. [7-9]). Similar 
measurements have also been performed by the GSI biophysics department: light charged ions and 
neutron production by fragmentation of a carbon beam in water in the energy range 150-400 MeV/u 
(Refs. [10-12]). All these measurements allow the determination of the integrated flux and energy 
distributions of the fragments according to the water depth. These data could be directly implemented 
in treatment planning systems (TPS) and/or compared to nuclear reaction codes. 
An integral experiment, with a 95 MeV/u 12C beam on PMMA targets has been performed by our 
collaboration on May 2008 at GANIL to complete the fragmentation data in the whole range of 
hadrontherapy energies.  
2 Experimental Set-Up 
The aims of our integral experiment are to determine the fluence and the energy distributions of light 
charged fragments and neutrons in 12C collisions on PMMA tissue equivalent targets at 95 MeV/u and 
to estimate the uncertainties due to the extrapolations used by simulation codes.  
It has been performed with the CHARISSA collaboration reaction chamber, ECLAN, at the GANIL 
G22 beam line. The setup is composed of five E/E telescopes for charged particles detection and four 
DEMON detectors for neutrons measurements (cf. Fig. 2). The targets are set on a rotating wheel in 
the centre of the reaction chamber. The wheel support six PMMA—C5H8O2; d=1.19 g/cm
3—targets of 
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different thicknesses: 5, 10, 15, 20, 25 & 40 mm and an empty slot; the Bragg peak depth for 
95 MeV/u 12C is of 20 mm in PMMA.  
 
Fig. 2: Schematic views of the experimental set up. Right side: zoom on the inner part of the 
chamber. 
2.1 Charged particles detectors 
The experimental set-up included five three stages E/E charged particle telescopes placed inside the 
reaction chamber, 20 cm behind the outside front of the targets. Each of them is mounted on the 
rotating arm of the ECLAN reaction chamber as shown on right side of Fig. 2. The covered angle from 
is from 0° to 70° with an acceptance of 4 mSr.  
The five E/E detectors are composed of two 300 mm2 Si stages—80 m & 500 m thick—followed 
by one scintillator. Four of them are composed of a CsI  scintillator—7.5 cm thick, 3 cm in diameter— 
and the forward angles telescope (covering angles from 0 to 10°) is composed of a BGO scintillator—
7.5 cm thick, 2.5 cm in diameter— in order to measure protons up to 220 MeV. 
2.2 Neutrons detectors 
The setup included four neutron detectors based on DEMON detector modules. They allow measuring 
the all neutrons energy range (from 3 to 250 MeV) at four different angles: 18°, 28°, 46° and 70°. The 
four DEMON detectors are equipped with the charged particles veto detectors SYREP. 
The detectors are composed of a cylinder—20 cm thick, 16 cm in diameter—filled with NE213 liquid 
scintillator. The neutron energy is determined by a time-of-flight technique and the discrimination 
from  is achieved by a pulse shape analysis. They are placed outside of the reaction chamber, 260 cm 
behind the targets. This ToF distance and the GANIL cyclotron frequency lead to a neutron detection 
threshold of 6.7 MeV.  
2.3 Beam monitor 
The beam monitor is a critical tool for the accuracy of the cross section measurements. It is 
based on fluorescence X rays measurements emitted by a thin Ag foil—7 m thick— placed in the 
beam before the reaction chamber. X rays are detected thanks to two detectors—Si(Li) & Ge—placed 
at 90°. These two detectors are calibrated at low beam intensity by means of a Scintillator+PM placed 
in the beam. Such a monitor is particularly well suited in the 104-109 ions/s intensity range and has 
given a precision of ~5% on the beam intensity during our experiment. 
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3 Data analysis and simulations 
Data analysis is still under completion. Production rates and energy distributions, from proton to 
carbons, have been successfully measured at different angles (from 0 to 70°) for the six PMMA 
thicknesses (5 to 40 mm). Production rates and energy distributions of neutrons have also been 
measured at 4 angles.  
Preliminary comparisons between GEANT4 (G4LightIonReaction activated for ion inelastic reactions; 
Ref [13]) simulations and experimental data are presented in this section.  
 
3.1 Neutrons 
The four DEMON detectors placed at 18, 28, 46 and 70° allow the discrimination between neutrons, 
gamma and charged particles. The time of flight analysis give the energy of the neutrons. Due to the 
ToF distance and the GANIL cyclotron frequency, the neutron detection threshold is of 6.7 MeV. 
The neutrons energy spectra have been obtained behind the six PMMA thicknesses at the 4 angles. 
Figure 3 shows an example of energy distribution measured (prior to DEMON efficiency correction) 
for a 2 cm thick PMMA target at four angles. Enclosed is the DEMON efficiency for three different 
energy cuts: 2.5, 3 and 3.5 MeVee. The 3.5 MeVee cut corresponds to the neutron energy threshold of 
6.7MeV. The production of neutrons is forward peaked and they reached energies up to 250 MeV at 
forward angles.   
 
Fig. 3: Preliminary results. Left side, neutron energy spectra measured by the four DEMON 
behind the 2 cm thick PMMA target. Right side, production rates (per incident 12C and Steradian) 
for the six PMMA thicknesses with a neutron energy threshold of 6.7 MeV 
 
The neutrons distributions measured at 18, 28, 46 and 70° are shown on the right side of Fig. 3 for the 
six different targets thicknesses. These results have been obtained with a stactistical precision better 
than 5% at all angles. They emphasized, the increased of the neutron production with the PMMA 
thickness, up to 25 mm (12C Bragg peak: 20 mm) following by an attenuation and an angular 
dispersion of the neutrons for the thickest—40 mm—PMMA target. 
These results are still preliminary, the systematic errors have to be evaluated and the results compared 
to simulations.  
3.2 Charged particles 
The calibrations of the 5 telescopes is achieved, discrimination in Z has been obtained for the forward 
telescope with the BGO scintillator and discrimination in A for the four other.  
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The energy dependence with Z has been obtained for the six PMMA thicknesses and ~10 angles. 
Figure 4 shows two examples of  and energy spectra measured at 7° for incident 12C on a 
20 mm thick PMMA target. Protons have been obtained with energies >200 MeV at forward angles. 
The experimental results are compared to GEANT4 simulations (G4LightIonReaction activated for 
ion inelastic reactions). 
 
Fig. 4: Energy spectra measured by the 7° telescope behind the 20 mm thick PMMA target.  
Left side: Z=1; Right side: Z=2. 
Figure 4 clearly shows that GEANT4 (G4LightIonReaction) do not reproduce energy distributions. 
This is also the case for heavier particles and all the angles. That emphasised the inability of GEANT4 




Fig. 5: Angular distributions of Z=1 (left side) and Z=2 (right side) production behind respectively 
targets of 5 mm and 20 mm thicknesses (only statistical errors are represented in this figure). 
As shown in Fig. 5, GEANT4 do not reproduce the angular distribution of the particle productions. 
For the two angular distributions presented in Fig. 5, GEANT4 clearly underestimate the production of 
Z=1 and Z=2 at forward angles for all the PMMA thicknesses.  
 
Figure 6 shows the production of charged fragments from Z=1 to Z=6 at 10° behind two PMMA 
thicknesses.  These production rates have been obtained with statistical errors better than 5%. The 
preliminary estimation of the systematic errors are of the order of 10% for Z 2 and 25% for Z=1.  
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Fig. 6: Preliminary comparison between experimental data—full symbol—and GEANT4 
simulations data—open symbol— of charged fragments productions (from Z=1 to 6) behind two 
PMMA thicknesses: 10 and 20 mm 
 
Preliminary comparisons between Geant4 simulations (G4LightIonReaction for ion inelastic reactions) 
and experimental data show huge discrepancies especially for the production of Z=3 that is not 
reproduces at all. A clear underestimation of Z=2 is also emphasized that could be explain by the 
underestimation of the -cluster structure of the 12C by the G4LightIonReaction model of GEANT4.   
 
The experimental results and the simulations are still preliminary but energy spectra and particle 
productions are not reproduced by GEANT4 simulations (discrepancies of a factor 2 and even more 
for Z=3) whatever the angle is. 
4 Conclusion and outlooks 
A first integral experiment has been achieved at GANIL in 2008 with a 95MeV/u 12C incident beam 
on thick PMMA targets. Preliminary results have been obtained for six different PMMA thicknesses 
from 5 to 40 mm—Bragg peak depth: 20 mm—. The energy spectra and production rates 
have been measured for neutrons at four angles (18, 28, 36 & 70°) and for charged particles (protons 
to carbons) at 10 angles (0 to 70°).  
Preliminary comparisons performed with GEANT4 (G4LightIonReaction) simulations emphasized 
discrepancies with experimental data. Extensive comparisons with Geant4 simulations have to be 
achieved in order to evaluate the accuracy of its different hadronic models (INCL4+ABLA, QMD, 
GEMINI, SMM, Fermi Break-Up) by activating or de-activating specific physical processes (e.g.: 
G4BinaryLightIonReaction, G4BinaryCascade, G4QMD…). 
The experimental results will also be compared to other Monte Carlo codes like Fluka and HIPSE and 
to transport codes with different nuclear reaction models activated and/or used to develop a new model 
for ―hadrontherapy like‖ nuclear reactions 
 
These results will allow completing the fragmentation production data at ~100MeV/u and could be 
integrated in treatment planning systems (TPS). They have shown the inability of simulations to 
reproduce the dose deposition with the 2.5% required accuracy. It emphasizes the necessity to improve 
the nuclear reaction models by measuring double cross section data on thin target for C-C, C-O, C-H 
and C-Ca reactions in the hadrontherapy energy range (80-400MeV/u) with  a ~10% accuracy. Our 
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collaboration will propose new experiments on thin targets at GANIL: C-C, C-H, C-O, C-Ca… at 95 
MeV/u (2010-2013).   
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Abstract  
Here we report on preliminary results of an extensive study of  
fragmentation cross sections measurements  useful for medical and space 
applications. In particular, we looked at the hadrontherapy and space 
radiation research. Indeed, the measure of fragmentation cross sections is an 
important information to estimate how this process modifies dose 
distributions and biological effectiveness, both inside human body and  
spacecraft. 
In this picture we started to measure the fragmentation of 12C beam 
accelerated by the Superconducting Cyclotron at 32 AMeV, 62 AMeV on 
12C, 207Pb and 197Au at the INFN Laboratory Nazionali del Sud in Catania 
(Italy). 
Preliminary comparison between absolute cross-sections measured for the 
systems: 12C+207Pb at 32AMeV and for 12C+197Au at 62AMeV is performed. 
  
1 Introduction  
In depth study of nuclear reaction is relevant in different branches of physics research. In particular the 
study of nuclear fragmentation process involves many fields of interest, from  hadrontherapy, the new 
frontier for cancer therapy, to the spatial vehicles shielding design, to work safely in space with 
acceptable risks from galactic cosmic rays. Nuclear fragmentation generates secondary particles and 
substantially modifies the radiation fields inside the spacecraft and in the organs inside the human 
body. At present, simulations with analytical codes are used to estimate how projectile fragmentation 
modifies dose distributions and biological effectiveness. This approach presents considerable 
uncertainty for a reduced number of experimental data, both on the fragmentation cross sections [1] 
and on the different radiation biological effectiveness [2], that could be over take by a new consistent 
set of experimental data. 
A lot of things in Hadrontherapy and  Space explorations are  common. For example, energies 
and mass range involved are very close,  mixed fields of charge particles are present also in both 
astronauts environment and patients treated with carbon ions. In  both fields  very accurate dose 
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calculations and radiological risk assessment are necessary, then accurate nuclear and radiobiological 
measurements are needed. 
The enhanced  relative biological effectiveness (RBE) of heavy ions, like carbons, is one of the main 
reason, together  with their good ballistic properties, for their use in hadrontherapy. Moreover the RBE  
increases towards the end of the ion range in the biological material as the energy decreases, thus 
further improving the already favourable ion depth dose distribution, Fig.1.  So light ions are very 
suitable for treatment  of highly radiation resistant tumours. Among light ions, carbon presents a lot of 
advantages: lower lateral and longitudinal diffusion respect to protons, that is a more precise energy 
deposition;  an optimal RBE profile as a function of penetration depth position; the possibility to do 




Fig.1: Depth dependence of the deposited dose for different radiations 
 
 On the other hand, when a carbon beam proceeds  through the matter it fragments in smaller particles 
with velocity similar to those of the beam, but with higher range, producing a “tail”, Fig.1, in the dose 
distribution after the Bragg peak [3]. This fragmentation  imply the irradiation of the immediately 
downstream healthy tissues and also a mitigation and an attenuation of the primary beam. An 
important contribute to the development of innovative Treatment Planning Systems (TPS) [4] for 
therapy with ions beams, for active voxel scanning application, need an extensive database on nuclear 
fragmentation cross sections and fluencies at therapeutic energy region . 
In the field of space radiation research it is known [5] that the radiation field in space is made 
of: Trapped radiation, that is Van Allen belts (electron, protons up to 600 MeV), Solar radiation, made 
of about 90% protons (E<1 GeV), seldom but potentially dangerous (high dose) events; Galactic 
Cosmic Radiation (GCR), made of 2% protons and 98% particles ( 87% protons, 12% alfa particles, 
1% heavier ions). The Galactic Cosmic Rays [6] reach Earth rarely, but become relevant for exposure 
into interplanetary flights, that are the NASA and ESA future plans. Moreover, although heavier ions 
like Fe (Z=26) ions are around 1/10 of the lightest ones, like C (Z=6) or O (Z=8), their contribution to 














Fig.2: Fluence and dose particles and ions distributions into Galactic Cosmic Radiations 
The NASA Space Radiation Program Goal is to live and work safely in space with acceptable  
risks from radiation. Space radiation represent the major hazard for crews in the interplanetary 
mission. Today shielding is considered the only practical and effective solution to reduce space 
radiation risks. Nuclear fragmentation processes complicate radiation shielding in space: too many 
projectile-target and fragment-energy combinations to make it possible to measure all interactions 
needed for a correct risk assessment inside and outside a spacecraft. Risk is not measured, it is 
predicted by a model. So it is necessary to perform computer calculation  with particle and heavy ion 
transport codes, like 3-D Monte Carlo Codes, that have to be validate using an exhaustive set of cross 
sections fragmentation data. 
One of the innovative aspects in both these research fields, here resumed, is to understand and 
to characterize physics and radiobiological effects, like biological damages related to ion 
fragmentation. Bench marking and verification of physics models in transport codes could be done 
with ground based accelerators experiments. 
 In this framework, we have began to perform an experimental campaign with 12C at different 
energies and with different targets. 
  
1.1 The experiment 
Heavy ions fragmentation cross-sections and yields measurements have been performed in different 
places: Berkley, Chiba and Loma Linda, but for limited Z projectiles and energies.  A preliminary 
cross section data base shows a lack of data, both for different Z and energies.  
In this picture we have started an experimental campaign to measure cross section fragmentation. As a 
first step we have performed at INFN Laboratori Nazionali del Sud (LNS) in Catania the reactions: 
C+Pb at 32 AMeV ; C+C; C+Au and C+CH2 at 62 AMeV and we will perform at GSI in Germany 
measurements at higher energies with different projectile and target, that we plan to perform, within an 
international collaboration, with the set-up ALADIN+Music+TOF+Land+CT Hodoscope. 
In  projectile fragmentation reaction products have velocities similar to the primary beam ones and are 
essentially emitted in the forward direction. So as experimental set-up at LNS we used  an Hodoscope 
made up by two Si-CsI telescopes systems, see Fig.3, with different granularity and angular range, 










Fig.3: Schematic view of an Hodo-Big telescope (left) and of the experimental setup (right) 










The Hodo Small, set up at a distance of 80 cm from the target, consists of 81 two-fold telescopes: 300 
μm Silicon detectors 1x1 cm2 of active area, followed by a 1x1 cm2 and 10 cm long CsI(Tl). The Hodo 
Small covers the angular range θlab ± 4.5
0  . The Hodo Big, set up at a distance of 0.6 m from the 
target, consists of 89 three-fold telescopes 50 μm + 300 μm Silicon detectors, both having 3x3 cm2 
surface followed by a 6 cm long CsI(Tl) of the same surface. It covers the angular range between ±4.50  
and ± 20.00  . The use of a first step ΔE  detector of 50 μm reduce the energy threshold at about 3 
AMeV in the hodoscope that covers the greater angles and that should detect products with lower 
energies. Both hodoscopes were used to measure the energy of isotopically resolved fragments. A 
typical inclusive ΔE-E scatter plot of a Hodo Big telescope is shown in Fig.4. Here it is possible to 










Fig.4: ΔE-E scatter plot for one Hodo-Big telescope 
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From our data we obtained an estimate of the relative angular distribution of the reaction products for 
12C+197Au at 62 AMeV and 12C+207Pb at 32 AMeV as shown in Fig.5. 
 
 
        Fig.5   Reaction products angular distributions for 12C+197Au (left) and 12C+207Pb at 32 AMeV (right) 
 
Looking at this picture one can see that angular distributions are similar in both cases and that 
products at the highest incident energy are emitted in the most forward angles. 
In Fig.6 we report a comparison between the absolute cross sections for the two considered 
systems. This comparison shows that the main contribution to fragments cross section is due to alfa 
particles, as it is expected from the 12C “cluster alfa” assembly, and that a factor two in beam energy 
means fragments cross-section a factor ten higher, suggesting an energy dependence in the projectile 
fragmentation process that had to be investigated.  Data analysis for these and the other systems 








A lot of things was done in this field and more need to be performed, among the others: physics 
models and transport codes need to be bench marked and validated and absolute and differential cross 
sections had to be measured in a wide energy range. 
Knowledge gained from basic research influenced the choices of ion, energy, beam delivery 
system and treatment schedule. We hope that all recommendations and requirements concerned with 
exposure associated with space exploration  and also radiation accidents, as well as radiotherapy, shall 
be developed only on the base of research according to the highest standard of scientific inquiry and 
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Abstract 
Direct binary projectile fragmentation is being investigated for the case 
where a 400 MeV 12C projectile breaks up into an  particle and a 8Be 
fragment in the interaction with a thin 93Nb and 197Au target.  While the 8Be 
fragments were measured at 9 , the correlated  particles were detected in an 
angular range between 16  and 30  on the opposite side of the beam. From 
the preliminary results presented here one may obtain information on the 
amount of quasi-elastic fragmentation (both fragments do not suffer any 
further interactions after they are produced).  These experimental results 
indicate that the quasi-elastic break-up process is the dominant contribution 
to the measured correlation spectra. As was also observed in earlier work, 
the most forward quasi-elastically emitted  particles have energies 
exceeding the beam velocity.  
1 Introduction 
At energies of a few tens of MeV/nucleon, both experimental and theoretical efforts are still underway 
to fully understand the reaction mechanisms involving heavy ion interactions of light ion projectiles 
with both heavy and light target nuclei. Several experiments were performed by this collaboration 
during the past few years in which the energy spectra of projectile-like and intermediate mass 
fragments produced in the interaction of 12C and 16O at incident energies of 100 MeV to 400 MeV with 
different nuclei were measured. These target nuclei ranged from 12C to 197Au. All these spectra were 
characterized by two main features which could be reproduced successfully with theoretical 
calculations by applying the following two unrelated mechanisms: projectile fragmentation (which 
was evaluated within the local plane wave approximation [1]) and  nucleon coalescence, a statistical 
process (which was described by means of a set of Boltzmann Master equations [2]) occurring during 
the N-N interaction cascade by means of which the nuclei, produced in the partial or complete fusion 
of the projectile and the target, reach a state of thermal equilibrium. 
In contrast to pure break-up, first introduced by Serber [3] to describe the break-up of the 
deuteron, binary fragmentation of heavier nuclei lead to fragments with a slightly lower average 
energy as well as a broader energy distribution than predicted by the Serber formalism (see e.g. Ref. 
[4]). This implies either an initial state interaction between the projectile and the target and/or a final 
state interaction of the observed fragment with the residual nucleus. Based on the satisfactory 
description of the 8Be spectra studied in the break-up of 12C, it was concluded [5] that the initial state 
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interaction plays an important role in reproducing the break-up contribution of these spectra. This 
interpretation was further supported in subsequent studies of intermediate mass fragments (IMF) 
produced in the interaction of 16O with 59Co, 93Nb and 197Au [6]. However, in all these experiments 
inclusive spectra were measured, i.e. essentially summing up the contributions of all processes in 
which the observed fragment is produced. 
The motivation for this study, whereby a coincidence experiment is employed to measure the 
energies of the two fragments following projectile break-up, is twofold. Firstly, to test and further 
improve the theoretical framework in order to disentangle the direct binary fragmentation process 
from the competing sequential break-up mechanism as observed e.g. in similar studies [7,8]. Secondly, 
to ascertain the amount of quasi-elastic fragmentation (in which case both fragments do not suffer any 
further interactions after they are produced).  
In this paper we present first experimental data of an experiment, carried out at iThemba LABS, 
South Africa, in which the correlation between  particles and 8Be fragments were measured 
following the interaction of 12C with 93Nb and 197Au targets at an incident energy of 400 MeV. The 
experimental set-up and technique is described in Section 2. As the data analysis is ongoing a selection 
of preliminary results of the experimental data, representing quasi-elastic break-up, is presented in 
Section 3. Hence only a qualitative discussion of these results is given in Section 4. 
2 Experiment 
The experiment made use of a 400 MeV 12C beam supplied by the cyclotron facility of iThemba 
LABS, Somerset West, South Africa.  The beam was focused on the target to a spot of less than 3 mm 
in diameter, mounted at the centre of a 1.5 m diameter scattering chamber. Beam intensities were kept 
at levels such that the electronic dead time never exceeded 2%. Targets of 12C, 93Nb and 197Au with a 
thickness of 1.05 mg/cm2, 1.05 mg/cm2 and 0.9 mg/cm2, respectively, were used.  The self-supporting 
target foils were mounted on aluminium frames with 20 mm diameter apertures.  The target frames 
were mounted onto an aluminium ladder, which fits into a target driving mechanism at the centre of 
the scattering chamber.  The target thicknesses were confirmed to an accuracy of 5% by means of the 
energy loss of -particles emitted from a 228Th source.  
Two detector telescopes, referred to as telescopes 1 and 2, respectively, were mounted inside the 
scattering chamber on rotatable arms on opposite sides of the beam direction in the same reaction 
plane. The  particles were measured with a standard ΔE-E detector telescope, labeled 1, which 
consisted of two silicon surface-barrier ( E) detectors of thickness 20 m and 500 m, respectively 
and a NaI (E) stopping detector. This detector configuration allowed for a low -energy threshold of 
about 6 MeV. A 50 mm thick brass collimator equipped with a brass insert with an aperture of 14 mm 
in diameter defined the solid angle of 2.0 msr subtended by telescope 1.  A resonant particle 
spectrometer, referred to as telescope 2, made up of a silicon strip detector (SSD), used as E detector, 
in conjunction with a NaI (E) stopping detector was employed to detect and measure the energy 
spectra of the unbound 8Be fragments in their ground state.  Since the 8Be nucleus consists of two 
correlated  particles, a 50 mm x 50 mm SSD with 16 strips was used to measure the two  particles 
in coincidence. The thickness of the SSD was 250 μm which resulted in a low energy threshold of 
about 50 MeV. By using a Monte Carlo simulation, the effective solid angle of telescope 2 was 
calculated varying between 1 msr and 4.2 msr in the energy range of the 8Be fragments detected in 
their ground state. Further details on the application of the SSD can be found in [9]. The stopping E 
detectors each were a NaI(Tl) crystal of 3 inches in diameter and 5 inches in thickness.  It has a 
HAVAR entrance window of 2.5 inches in diameter and 7 m thickness.   
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Energy calibrations of the Si surface-barrier detectors were performed with characteristic -
particles emitted from a 228Th source, while the calibration parameters of the NaI detector were taken 
from a previous experiment as described in Ref. [9].  Energy loss calculations of  particles traversing 
the SSD were used to calibrate the SSD by overlaying the calculated energies onto the experimental -
particle locus. The energy uncertainty in each detector telescope did not exceed 2 MeV. 
Standard electronics were used to perform the particle identification, making use of the ΔE-E 
technique. 
4
He events could be well separated from 
3
He events while a technique described in [9] 
made it possible to distinguish between 8Be events in the 0+ and 2+ states and to select the dominant 
8Be events in the 0+ ground state. Apart from recording data for 8Be-alpha coincidence events, the 
electronics were also set up to process pre-scaled singles events in each of the two detector telescopes.  
The pre-scaling factor was chosen to accept 5% of all the events in each telescope. Energy spectra of 
pre-scaled singles events were extracted for both  particles and 8Begs fragments. As a consistency 
check of the detector efficiencies, these spectra were compared to similar spectra measured in earlier 
studies. In Fig. 1 such a comparison is shown for the double differential cross sections of 8Begs emitted 
at 9  in the interaction of 400 MeV 12C with 197Au.    
Coincidence measurements were carried out with telescope 2 fixed at a laboratory angle of Be = 
9  while the angle of telescope 1 was positioned at an angle  on the opposite side of the beam.  A 
summary of the angle pairs at which the coincidence measurements were carried out, is provided in 
Table 1. The overall systematic uncertainty of the absolute cross sections is estimated to be less than 
15 . 
Table 1: Summary of angle pairs ( Be / ) at which the coincidence measurements were carried out. 
Target Nucleus Be  
93Nb +9  -16 , -18 , -24 , -26 , -30  




Fig.1: Double differential cross sections of 8Begs emitted in the interaction of 400 MeV 
12C with 
197Au at a laboratory angle of 9 . The symbols are renormalized pre-scaled singles data obtained in 
the present experiment while the histogram represents data from Ref. [5]. 
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3 Experimental Results 
In this section, preliminary results are shown of the experimental data for the interaction of 12C with 
93Nb and 197Au, respectively, at an incident energy of 400 MeV. Since this experiment was  
specifically set up to investigate the binary breakup of 12C into its constituent  particle and 8Be 
partner, the first step of the data analysis was to obtain coincidence cross sections as a function of the 
sum of the kinetic energies of the  particles and 8Begs fragments. A subset of these coincidence 






Au, respectively, at 400 MeV 
incident energy. These spectra are characterized by a sharp peak at the energy corresponding to the 
beam velocity. This peak is referred to in the following discussion as the quasi-elastic break-up peak. 
Its yield decreases with increasing  particle emission angle. At about 20 MeV lower down in energy 
a second peak can be observed for  particle emission angles between 16  and 24 . The nature of this 
peak is most likely linked to the presence of hydrogen on the targets. Furthermore, the spectra reveal 
tails which extend from the quasi-elastic peak to lower energies and cover almost the entire energy 
range. It is assumed that these tails contain mainly events which originate from an inelastic break-up 
process whereby the  particle undergoes final state interactions with the target nucleus leaving the 
8Be partner intact in its ground state.  In order to gauge the amount of hydrogen in the targets 
equivalent measurements were done with a (CH2)n target. As part of the further analysis it is intended 
to complement these by measuring the elastic 1H(p,p)1H yields, using a proton beam together with the 
high resolving power of a magnetic spectrometer. With these additional data at our disposal will we be 
able to consistently correct the contribution due to scattering off hydrogen in the coincidence spectra. 
At this stage only very preliminary data are presented here and only the quasi-elastic break-up 
component of the coincidence spectra can be interpreted at this stage.  
In order to extract information relating to the quasi-elastic break-up contribution to the 
coincidence spectra, two dimensional energy spectra were generated of which an example is shown in 
Fig. 3 for 400 MeV 12C on 93Nb at the emission angle pair of Be /  = 9  / -16 .  Also shown in Fig. 3 
is the gate defining the quasi-elastic break-up events. The event locus thought to be originating from 
the emission off hydrogen is also clearly visible in Fig. 3 at about 20 MeV below the quasi-elastic 
locus.  Energy integrated cross sections were extracted for the binary quasi-elastic break-up of 12C 
scattering off 93Nb and 197Au which are presented as function of the  particle emission angle in Fig. 4. 
These cross sections decrease with increasing angle and seem to be fairly similar in trend with respect 
to the target nucleus. The roles which both the  particles and the 8Be fragments play in a quasi-elastic 
break-up process is closer examined by investigating the energy distributions of the  particles and the 
corresponding 8Be fragments. These distributions are shown for the events defined by the gate in Fig. 
3 and are presented as function of the respective energies and coincidence angle pairs as shown in Fig. 
5. The arrows in Fig. 5 indicate the respective values of the beam velocity. While the energy 
distributions displayed at the larger -particle angle of  = -24  follow the expected trend, the result 
at the more forward emission angle of  = -16  is surprising. The -particle energy distribution is 
found to peak at an energy which exceeds the corresponding beam velocity by about 15%. Although 
this result is puzzling, it is consistent with earlier observations made for similar reactions of a binary 
break-up process whereby the  particle is emitted at a forward angle in coincidence with a heavier 
partner [7,10]. To our knowledge, no consistent explanation could thus far be given for this 




Fig. 2: Coincidence cross sections as a function of the sum of the kinetic energies of the 8Be 
fragments detected in the ground state at 9  and the  particles detected at the angles as indicated. 
 
Fig. 3: An example of a two dimensional coincidence energy spectrum. Quasi-elastic events are 
selected by the gate. Also visible is the second locus most probably due to interaction with 






Fig. 4: Angular distributions of energy-integrated quasi-elastic coincidence cross sections. Open 
and solid symbols represent data from the 93Nb and 197Au target, respectively. Statistical errors are 
indicated by the bars. 
 
Fig. 5: Coincidence cross sections for quasi-elastic events as defined by the gate in Fig. 3 shown 
as function of the -particle energy and 8Begs energy, respectively. The solid and dotted 
histograms represent data of the angle pairs ( Be /  = 9  / -16 ) and ( Be /  = 9  / -24 ), 
respectively. The arrows indicate the corresponding energies with respect to the beam velocity.  
4 Summary and Outlook 
A coincidence experiment was performed to measure the correlation of  particles and 8Be fragments 
produced in the direct binary break-up of 12C in the interaction with 93Nb and 197Au at an incident 
energy of 400 MeV. Coincidence energy spectra were obtained for a forward fixed 8Be emission angle 
of +9  and -particle angles ranging from -16  to -30 . The two detector telescopes employed in these 
measurements allowed for a clean particle separation between 3He and 4He events as well as to 
distinguish between the 0+ ground state of interest and the first excited 2+ state of 8Be. The coincidence 
spectra as a function of the sum of the energies reveal two distinct regions, namely a quasi-elastic peak 
at around the beam energy and a tail consisting of inelastic break-up events. Since it is unlikely that 
the 8Be fragments would survive any final state interaction with the residual target nucleus, such 
interactions are believed to be mainly inelastic processes between the  particle and the target nucleus. 
A second peak at about 20 MeV below the quasi-elastic peak which is observed for  particle angles 
between 16  and 22 , could originate from interactions between 12C and hydrogen in the target. 
Analyses and measurements are underway to determine and correct for these contributions to the 
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inelastic parts of the spectra. First and preliminary conclusions can therefore be drawn only from the 
quasi-elastic break-up of 12C. Energy-integrated angular distributions would indicate that this break-up 
process seems to be dominant in the measured correlation spectra. The individual role of the  
particles and 8Be fragments in the binary quasi-elastic break-up process was investigated by extracting 
their respective energy distributions at the different  particle emission angles. As was previously 
found in similar studies, the -particle distribution, at the most forward emission angle, is found to 
peak at an energy which is considerably higher than the corresponding beam velocity. Attempting to 
understand this phenomenon together with a consistent description of the inelastic break-up processes 
will be at the center of the further experimental and theoretical analyses of this work.  
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Concerns about the biological effects of space radiation are increasing rapidly due to the perspective of 
long-duration manned missions, both in relation to the International Space Station (ISS) and to 
manned interplanetary missions to Moon and Mars in the future. As a preparation for these long 
duration space missions it is important to ensure an excellent capability to evaluate the impact of space 
radiation on human health in order to secure the safety of the astronauts/cosmonauts and minimize 
their risks. It is therefore necessary to measure the radiation load on the personnel both inside and 
outside the space vehicles and certify that organ and tissue equivalent doses can be simulated as 
accurate as possible. In this paper we will present simulations using the three-dimensional Monte 
Carlo Particle and Heavy Ion Transport code System (PHITS) of long term dose measurements 
performed with the ESA supported experiment MATROSHKA (MTR), which is an anthropomorphic 
phantom containing over 6000 radiation detectors, mimicking a human head and torso. The MTR 
experiment, led by the German Aerospace Center (DLR), was launched in January 2004 and has 
measured the absorbed dose from space radiation both inside and outside the ISS. In this paper 
preliminary comparisons of measurements outside the ISS will be presented. The results confirm 
previous calculations and measurements which indicate that PHITS is a suitable tool for estimations of 




Doses achieved by personnel during space flights depend on solar cycle phase, the spacecraft orbit 
parameters such as orbit inclination, altitude, space weather parameters, mission duration, and the 
spacecraft compartment shielding, etc. For Low Earth Orbit (LEO) spaceflight conditions, the dose 
distribution inside the spacecraft is a result of both primary and secondary space radiation. The 
primary radiation comes from Galactic Cosmic Rays (GCR), Solar Particles Events (SPE), and 
particles trapped in the Earth’ radiation belts. The secondary radiation is produced by nuclear 
interactions of the primary radiation with the materials in the spacecraft and biological tissues of the 
human body. Estimation of the radiation risks for humans on board a spacecraft in a space flight can 
either be performed using measured data of dose and flux distributions in the spacecraft compartments 
obtained in real space flight conditions, or by computer simulations. However, complex composition 
of space radiation and the dynamical nature of energy and angular spectra in habitable compartments 
of the space stations do not permit obtaining of accurate enough data on radiation conditions based on 
only dose calculations, but since it is not possible to perform measurements for all possible projectile-
target-energy-geometry combinations, computer simulations using particle and heavy ion transport 
codes are still necessary. It is therefore important to use both measured data and computer simulations 
when performing the risk estimation for astronauts in space. 
 
This paper describes some preliminary results from simulations of measurements performed with the 
European Space Agency (ESA) experiment MTR [1], lead by the German Aerospace Center (DLR) in 





2. MATROSHKA (MTR) Experiment 
 
The ESA supported experiment MTR [1], consists of anthropomorphic phantom containing over 6000 
radiation detectors, mimicking a human head and torso. The MTR experiment, which is led by the 
German Aerospace Center (DLR), was launched in January 2004 and has measured the absorbed dose 
from space radiation both inside and outside the ISS. In this paper preliminary comparisons of 
measurements outside the ISS during the time period 26 February 2004 up to 18 October 2005 will be 
presented. The main goals of the MTR experiment were to measure the depth-dose distribution inside 




Phantom RANDO® used in MTR experiment is composed of a real human skeleton, embedded into 
soft tissue-equivalent material (see fig. 1). The soft tissue material has an effective atomic number 
(7.6) and mass density (0.997 g/cm3) which simulates muscle tissue with randomly distributed fat. The 
material with the lower effective atomic number (7.1) and almost three times lower mass density 
(0.352 g/cm3) simulates lungs. The phantom has no arms and no legs and is divided into 33 slices of 
2.5 cm in height. The material compositions of RANDO® phantom for soft tissue and lungs are 
presented in Table 1. The material density of an adult skeleton is equal to 1.3 g/cm3 according to ICRP 
reference man [2].  
 
In a regular grid of 2.5 cm inside the phantom, more than 5000 passive thermoluminescent detectors 
(TLDs) were equipped (see fig. 1b). TLDs were put into the polyethylene tubes separated by the 
polyethylene spacers. RANDO phantom filled with the detectors was located inside a carbon fiber 
container with an average mass shielding of ~1 g/cm2, simulating the shielding distribution of an 
astronaut’s EVA spacesuit. The doses measured by TLDs were calculated according to the procedure 
shown in [3]. 
 
 
Table 1. Percentage element composition of RANDO® 
phantom in soft tissue and lungs. 
 
 Element Percentage in soft tissue Percentage in lungs 
Carbon 67.78 70.74 
Oxygen 20.31 21.28 
Hydrogen 9.18 5.97 
Nitrogen 2.50 1.9 
Antimony 0.22 0.1 





































Figure 1. The RANDO phantom front view (a) and the top view of slice 30 equipped with the TL 
detectors (b). 
 
A numerical voxel model of the RANDO® phantom, which was used in these simulations, has been 
recently developed at IFJ Krakow to be used in the MTR experiment calculations [4]. This voxel 
phantom, called NUNDO (Numerical RANDO), was constructed on base of the computed tomography 
(CT) scans of the RANDO® phantom. The voxel size of the NUNDO is 1x1x5 mm3. Masses of each 
organs and tissues of NUNDO phantom were scaled to the masses of the ICRP reference man organs 
[3]. 
 
3. MATROSHKA Simulations 
 
The measurements performed with TLDs in frame of the MTR experiment were compared to the 
results of simulations done using the 3-dimensional Monte Carlo code PHITS [5], which recently has 
been extensively benchmarked for space applications [6-11]. 
 
The simulations presented in this paper were based on the geometry of the NUNDO phantom with 
material composition as shown in table 1. Around the phantom a container, made of 0.85 g/cm2 of 
carbon fiber composed by hydrogen (4.2%), carbon (42.2%), oxygen (4.2%), nitrogen (28.5), fluorine 
(8.4), silicon (11.7), chlorine (0.6) and sulfur (0.3), was located. The phantom, together with the 
container, was placed on the aluminum foundation of 1 g/cm
2
 thickness. The inside of the foundation 
as well as the inside of the container were filled with air. The container together with the foundation, 
were located on the simplified ISS geometry chosen as an aluminum cylinder shape with a thickness 
of 15 g/cm2.   
 































Figure 2. Simulated geometry of the phantom, container and foundation (a) and the simplify ISS 
geometry with MTR facility (b). 
 
TLDs were simulated by material composed of Li-7 (0.2691 %), Li-6 (0.0001 %) and F-19 (0.7308 %) 
with the density of 2.7 g/cm
3
. Size of the detector was taken as 5 x 5 x 3 mm
3
 to represent the real 
stack of TLDs used in the experiment.  
    
External space radiation environment for the average altitude of the ISS during the period MTR was 
outside the ISS (apogee 264 km, perigee 345 km, inclination 52 o) was performed by Cosmic Ray 
Effects on Micro-Electronics Code (CREME96) [12]. A spherical radiation source, with a diameter of 
345 cm, was used in the simulations. The particles from the source were emitted inward, creating an 
isotropic environment inside the sphere. Simulations were done separately for Trapped Protons (TP) 
and Galactic Cosmic Radiation (GCR). In this paper only the results of TP are presented as the 
calculations of GCR are still running because such complicated particle spectrum, from protons up to 
nickel with energies from 1 MeV/u up to 100 GeV/u, needs many of cpu hours. 
 
The simulations were done on a Linux based cluster at National Supercomputer Centre in Linkoping, 
Sweden. To reach reasonable statistics more than 5000 cpu hours for TP calculations were used.  
 
4. Results    
 
The results of the simulations were compared to the MTR experimental data [1]. Tubes 3, 4 and 5, in 
the head region, as well as 22 and 23, corresponding to the chest height in the phantom, were selected 
for the first comparisons. Figures 3, 4, 5, 6 and 7 show some results of the experimental data with 
simulations of the TP. In the simulations, the phantom, container, foundation and ISS were included. 
This figures show preliminary calculations of the dose distributions from the TP inside the MTR 
during Extra-Vehicular Activity. As can be seen, the shapes of the calculated dose distributions 
calculations are roughly the same as the measured ones. Once should also bear in mind that a very 
approximate geometry for the shielding from the ISS was sued in the simulations since the exact 




The authors want to greatly acknowledge the support and help of T. Berger. This project was funded 






























































































































































Middle part of the phantom: slice 23
ATI experimental data
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BNCT is a tumour treatment based on thermal-neutron irradiation of tissues 
enriched with 10B, which according to the 10B(n, )7Li reaction produces 
particles with high Linear Energy Transfer and short range. Since this 
treatment can deliver a therapeutic tumour dose sparing normal tissues, 
BNCT represents an alternative for diffuse tumours and metastases, which 
show poor response to surgery and photontherapy. In 2001 and 2003, in 
Pavia BNCT was applied to an isolated liver, which was infused with boron, 
explanted, irradiated and re-implanted. A new project was then initiated for 
lung tumours, developing a protocol for Boron concentration measurements 
and performing organ-dose Monte Carlo calculations; in parallel, 
radiobiology studies are ongoing to characterize the BNCT effects down to 
cellular level. After a brief introduction, herein we will present the main 
activities ongoing in Pavia including the radiobiological ones, which are 
under investigation not only experimentally but also theoretically, basing on 





“The difficulties disappear, however, if it be assumed that the radiation consists of particles of mass 1 
and charge 0, or neutrons” [1]. Only four years after the neutron discovery by Sir James Chadwick, 
Locher provided a detailed description of the biological effects expected from neutron irradiation and 
proposed to use the neutron capture reaction on 10B for therapeutic purposes [2]. More specifically he 
cited „„the possibility of destroying or weakening cancerous cells, by the general or selective 
absorption of neutrons by these cells. In particular there exist the possibilities of introducing small 
quantities of neutron absorbers into the regions where it is desired to liberate ionizing energy. A 
simple illustration would be the injection of a soluble non-toxic compound of boron, lithium, 
gadolinium or gold into a superficial cancer, followed by bombardment with slow neutrons‟‟. Boron 
Neutron Capture Therapy (BNCT) is indeed an experimental radiotherapy based on thermal neutron 
irradiation of tumour cells previously enriched with 10B, which has a very high cross section (3837 
barn at thermal energies) for the 10B(n, )7Li reaction. This reaction gives rise to an alpha particle and a 
Li ion of short range (9 and 5 m, respectively), which deposit most of their energy in the same cell 
where they were produced. BNCT can be a valid option to treat patients affected by tumours that are 
not surgically operable and do not show positive response to chemotherapy nor to conventional 
radiotherapy, such as diffuse primary tumours and metastatic disseminations. The selective Boron 
uptake by the tumour cells is one of the key issues of BNCT, since it allows delivering a potentially 
therapeutic dose to the tumour with a substantial sparing of the surrounding normal tissues.  
     The history of BNCT has been long and sometimes complicated. The first clinical applications took 
place at the beginning of the 1950s in the USA at BNL and MIT for cerebral gliomas, which were 
treated with a borated compound named Borax and irradiated with reactor thermal neutrons [3]. The 
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outcomes were not satisfactory, mainly due to the low penetration of thermal neutrons and the low 
selectivity of the Borated compound; the trials were stopped in 1959. Better results were obtained in 
the late 1960s in Japan, thanks to new compounds with higher selectivity [4]. Although in terms of 
survival the results were not better than those with conventional radiotherapy, the high number of 
treated patients (120) was a great stimulus for the researchers to continue. In 1994 a new clinical trial 
started at BNL in Brookhaven, where the use of epithermal neutrons allowed to achieve a better 
penetration, sparing the skin and delivering a higher dose to the tumour, thanks to the neutron 
thermalization in the first tissue layers (skin and scalp) [5,6]. Furthermore, a new generation of borated 
compounds was developed such as BPA-f (boronophenylalanine-fructose complex), which is able to 
carry the Boron atoms inside the cells penetrating the cell membranes. In the same period, a trial for 
cutaneous melanoma and another one on intra-cerebral melanoma or glioblastoma started at MIT 
[7,8]. At the end of the 1990s a similar research program started in Petten, the Netherlands, for 
cerebral tumours [9], and similar trials were initiated in Sweden and Finland [10,11]. In 2001 and 
2003 two patients affected by liver metastases were treated in Pavia with the auto-transplantation 
technique, which will be described in the next section [12,13]. In 2003 a trial for skin melanoma 
started in Argentina [14], and a trial for brain metastases was initiated in Petten. Analogous research 
works were developed in Czech Republic, South-Korea, Taiwan and Russia. At the moment the trials 
for brain tumours are going on mainly in Japan, together with a new research on lung. Lung tumours 
are now one of the most interesting targets for BNCT, and the activity in Pavia is currently focused on 
this organ. Concerning other tumour types, projects have been developed for liver (e.g. Argentina, 
Germany and Japan), head and neck cancers (e.g. Finland and Japan) and oral tumours, and other 
malignancies such as osteosarcoma are under evaluation. Particularly interesting seem the outcomes of 
a Finnish clinical trial on head and neck inoperable recurrences. Over the first 12 patients, with a 
median follow-up of 31 months, 10 responded to BNCT and 2 had tumour growth stabilization for 5.5 
and 7.6 months. The median duration of tumour control was 10 months, and the median survival time 
was 13 months. Three patients were alive at the time of the analysis (follow-up of 30, 31 and 36 
months), one of them without cancer recurrence and with a good quality of life [15].         
     After reporting on the clinical experience in Pavia for liver metastases, this paper will provide an 
overview of the main BNCT-related activities currently ongoing in Pavia (i.e. Boron concentration 
measurements, organ dose simulations in humans, animal irradiation and radiobiological studies), 
where the research is now focused on lung tumours. Lung carcinoma is indeed the main cause of  
cancer mortality worldwide; however, despite the recent introduction of new therapeutic agents, little 
progress has been achieved in terms of survival, and the prognosis for these patients remains poor. 
BNCT can therefore be a valid option for the treatment of diffuse lung tumours and lung metastases, 
which generally show a poor response to both surgery and chemotherapy. Among the various 
activities, particular attention will be devoted to computational radiobiology studies at sub-cellular and 
cellular level, for which a mechanistic model and a Monte Carlo code originally developed for 
chromosome aberration induction has been recently extended and applied to the simulation of tumour 
cell death following enrichment with 10B and thermal neutron irradiation like in a typical BNCT 
treatment.        
 
 
2 BNCT in Pavia: the clinical experience on liver with the auto-transplantation 
technique 
 
Within the TAOrMINA project, in December 2001 for the first time in the world an isolated liver 
affected by colon-carcinoma metastases, previously loaded with a 10B compound, was irradiated with 
thermal neutrons at the Triga Mark II reactor of the University of Pavia [12,13]. The procedure 
consisted of three main phases: 1) early surgical phase, including a 2-hours liver perfusion with a 
solution of 10boronophenylalanine (10BPA), two biopsies of both metastatic and normal hepatic tissue 
to verify a favourable (that is, higher than 4:1) 10B concentration ratio between the samples, and finally 
the hepatectomy with contemporary starting of an extra-corporeal circulation; 2) radiotherapeutic 
phase, during which the isolated liver was washed and chilled, transferred to the thermal column of the 
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reactor and irradiated isotropically for about 10 minutes; 3) late surgical phase, in which the liver was 
reconnected to the patient and the extra-corporeal bypass was removed. The patient was a 48-years-old 
man with 14 liver metastases, operated seven months before. The whole procedure lasted 21 hours, 
and the ratio between the 10B concentration in the tumour and that in the healthy tissue was close to 
6:1. In 2003 a second patient, a 39-years-old male affected by 11 hepatic metastases already operated, 
underwent the same procedure, which lasted 18 h 40‟. 
     The location for liver irradiation was built inside the thermal column of the reactor, where the  
background coming from the core was lowered by means of two bismuth screens (overall thickness = 
20 cm); the gamma dose was measured by BeO TLD dosimeters, whereas the neutron flux was 
measured by Au and Cu wires/foils (1.4x1010 thermal neutrons cm-2 s-1 in air). The Boron 
concentration was evaluated basing on alpha-particle spectrometry coupled to neutron auto-
radiography; more details on this method will be provided in the next section. With a neutron fluence 
of 4x1012 n cm-2,  for both patients the absorbed dose was 18 1 Gy in the tumour and 6 0.3 Gy in the 
healthy liver, whereas the 10B concentration ratio between tumour and healthy tissue was 5.9 for the 
first patient and 5.6 for the second one. For the irradiation, the liver was placed inside two Teflon bags 
and positioned in a Teflon container, which was transported to the irradiation channel by a semi-
automatic trolley. Halfway through the irradiation time, the Teflon container was rotated by 180  
using a remote control, to increase the uniformity of the thermal neutron flux distribution inside the 
organ. 
     During the first three weeks after the treatment, both patients were affected by a dramatic but 
totally reversible “post-irradiation syndrome”, mediated by the release of a large amount of cytokines 
as an effect of cellular necrosis. In the same period of time, a similar evolution of the liver lesions was 
observed for both patients, with necrotic areas appearing in the regions that were occupied by tumour 
nodules before the treatment. During the fourth week the clinical evolution of the two cases became 
different: while the second patient, who was suffering from a cardiomyopathy, died on the 33th p.o.d. 
following severe circulatory complications, the first one progressively returned to normal laboratory 
values (including neoplastic markers and the residual liver function) and was discharged after 40 days 
in a good state of health. Twenty months after BNCT a CT scan showed a tumour recurrence, which 
was removed surgically. Unfortunately, thirty-three months after BNCT multiple recurrences 
appeared, for which chemotherapy, immunotherapy and surgery resulted ineffective, leading to the 
patient death 44 months after the BNCT treatment. Such recurrences are likely to be due to cells that at 
the moment of irradiation were quiescent, thus non-proliferating and unable to uptake and retain 
adequate levels of BPA. This hypothesis was confirmed by experiments with in vitro cell cultures, 




3 BNCT in Pavia: ongoing research activities on lung tumours 
 
3.1 Boron  concentration measurements 
 
The selective killing of tumour cells, which is a fundamental requirement for any anti-cancer therapy, 
in BNCT can be achieved thanks to the selective uptake of 10B in tumour cells with respect to normal 
ones; a reliable 10B concentration measurement both in tumour tissues and in normal ones is therefore 
a crucial step in view of a BNCT treatment plan, in order to identify the conditions that will deliver a 
therapeutic dose to the tumour sparing the normal parenchyma. Many methods were developed to 
measure 10B concentrations in biological samples, including inductively coupled plasma atomic 
emission spectrometry (ICP-AES), ICP-mass spectrometry (ICP-MS), and prompt-gamma neutron 
activation analysis (PGNAA). [16]. Whatever method is used, it is essential to know what kind of 
tissues are present in the analysed samples, since tumour cells, normal cells and necrotic areas can be 
simultaneously present in a metastatic sample. This is the reason why in Pavia a quantitative approach 
based on alpha-particle spectrometry is coupled to a qualitative approach based on neutron 
autoradiography.  
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     The qualitative analysis [17] requires to cut couples of tissue sample slices; for each couple, the 
first slice (70 m thick) is deposited on a sensitive film for neutron autoradiography, whereas the 
second one (10 m thick) is deposited on glass for morphological analysis. The samples deposited on 
the films are irradiated with thermal neutrons, and the high-LET particles coming from the 10B(n, )7Li 
reaction induce latent tracks, which are visualized by etching. The protocol for lung samples consists 
of irradiating the films and then etching them in a NaOH solution. Figure 1 shows a comparison 
between a histological preparation and a neutronigraphic image of two subsequent tissue slices. 
     Concerning the quantitative analysis, the method applied in Pavia is based on the energy spectrum 
of the charged particles produced in the 10B(n, )7Li reaction [16,18]. Tissue samples treated with BPA 
are irradiated in the thermal column, in a position where the thermal neutron flux is of the order of 109 
cm-2 s-1 . Since the slices are 70 m thick, they are thicker than the range of the alpha particles. 
Therefore the energy spectra are not Gaussian peaks, and the determination of the 10B concentration 
requires a deep analysis including information on the stopping power of alpha particles in tissue. In 
addition to the alpha-particles and the 7Li ions originated by the 10B(n, )7Li reaction, protons from the 
14N(n,p)14C reaction are also present due to the Nitrogen atoms naturally contained in the cells. 
Selecting an energy window of 1110-1350 keV allows to discriminate against Nitrogen protons and 
7Li ions. The absolute 10B concentration (in parts per million or ppm, that is micrograms of Boron 
atoms per gram) is then calculated as: 
 
[10B]=KC E/( S ( x)) .                                                                                                                  (1) 
 
     K is a normalization constant, C represents the experimental counts in the energy range E,  is the 
geometrical efficiency of the apparatus,  is the microscopic cross section of the (n, ) reaction,  is 
the thermal neutron flux, S is the tissue sample surface seen by the detector through the collimator, 
and E/ ( x) is the alpha-particle stopping power in (dry) tissue. The experimental error associated to 
this method is of the order of 10%, and the lower limit of detection is about 0.5 ppm, due to the natural 
10B background in tissue. The main advantage of this method is the ability to measure the 10B 
concentration as well as the 10B distribution in a 2-D tissue slice, and to directly correlate the 
macroscopic spatial information to the histology of the analyzed specimen. Further details on this 
method can be found elsewhere [16,18]. 
 
 
Fig. 1: Comparison between the autoradiography and the histological preparation (standard hematoxilin-eosin 
staining) of two subsequent slices cut from a rat lung with induced metastases and treated with BPA. a) neutron 
autoradiogram, b) histology (enlargement: 10 x). The arrows indicate the tumour nodules, which are darker in 
the neutron autoradiogram because the boron concentration is higher in the tumour cells.  
 565 
3.2 Simulation of human lung irradiation 
 
In Pavia the WIDEST1 research project, funded by INFN (National Institute of Nuclear Physics) and 
MIUR (Ministry of University and Scientific Research), is aimed to explore the possibility of 
irradiating the whole lung using external, collimated epithermal neutron beams, and BPA as a 10B 
carrier. This way the patient will not undergo the complicated auto-transplantation procedure, and the 
neutrons, thermalized in the first tissue layers, would not be much attenuated thanks to the lung low 
density (about 0.3 g/cm3). To verify whether a proper dose distribution can be obtained in the lung and 
to test whether the surrounding sensitive organs can be spared, a Monte Carlo simulation study was 
performed with the MCNP code (version 4c2) coupled to the ADAM anthropomorphic phantom, 
which was irradiated with two ideal neutron beams (antero-posterior and postero-anterior), mono-
energetic and collimated, with dimensions of 11 x 26 cm2. [19,20]. A schematic representation is 
reported in Fig. 2. While the thermal neutron flux obtained  with a thermal neutron source (0.0253 eV) 
resulted to be about three times higher at the body surface with respect to the lung, the thermal neutron 
flux obtained with a 1 keV epithermal source resulted to be very advantageous, being three times 
lower in the skin with respect to the lung and remaining uniform in the lung. Assuming a 10B 
concentration of 25 ppm in the tumour and 5 ppm in the healthy lung, the physical dose to the tumour 
resulted to be about two times the dose to the normal lung, mainly due to the relatively high gamma 
contribution. A ratio of about 3.5 was obtained considering only the contribution of the charged 
particles. However, the ratio between the dose in the tumour and that in the normal lung further 
increases up to 5 weighing the various dose components by the corresponding biological factors, that 
is the Relative Biological Effectiveness (RBE) and the Compound Biological Effectiveness (CBE). In 
particular, the dose delivered to normal lung following an irradiation of 15 minutes with a neutron flux 
of 1.75x109 neutrons/(cm2 s) would be 4 Gy-Eq in the central section of the lung, highly consistent 
with literature prescriptions on the lung tolerance doses. These results obtained with an ideal beam 
indicate that the treatment of lung tumours by multiple (external) epithermal neutron beams could be 
feasible, since the low density of the lung allows for a quite uniform dose distribution in the whole 





Fig. 2: ADAM model used as an input for MCNP to simulate the irradiation of the entire lung by collimated 
external epithermal neutron beams. The figure shows the irradiated region and the two opposite ideal beams used 
to calculate the dose delivered to each tissue. The 1 keV neutrons are perfectly collimated, and leave the spine 
outside the irradiation field  
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3.3 Animal irradiation 
 
An investigation on the in vivo BNCT effectiveness has been planned, consisting of the irradiation of 
rats affected by lung metastases in the thermal column of the Triga Mark II reactor of the University of 
Pavia. The rats will be inserted in a shielding box with a window for lung irradiation, with the main 
aim of proving that the tumour can be treated sparing the normal tissues, investigating the radiation-
induced changes in the lung histology, and verifying the increase of the animal surviving time. As a 
necessary step before starting the experiments, the MCNP code (version 4c2) was applied to the 
calculation of organ dose distributions in a rat model phantom [21], which was simulated as a cylinder 
with internal geometrical structures representing the various organs: skin (modelled as a 0.5 cm thick 
external cylinder), lungs, oesophagus, intestine, heart, spine, kidneys and brain, with the various 
materials defined according to ICRU-46; the lungs were divided into 0.125 cm3 cubic voxels, in order 
to obtain a detailed map of the dose absorbed in the region of interest. The rat model was inserted into 
different shielding boxes of variable shape and thickness, with different dimensions of the lung 
window; Fig. 3 shows a representation of the rat model simulated with MCNP. The following 
parameters were considered to evaluate the shielding effectiveness: tolerance doses in the healthy 
tissues, uniformity of the thermal neutron flux distribution in the lung, and dose-volume histogram 
(DVH) in the healthy lungs when delivering to the tumour a therapeutic dose of at least 40 Gy-Eq.  
     The simulations were validated by comparisons with measurements performed with a simplified rat 
model consisting of three polyethylene cylinders (body, neck and head) with a copper wire along their 
principal axis, inserted in a Teflon cylindrical box. The thermal neutron flux was measured with the 
activation method basing on the 63Cu(n, )64Cu radiative capture reaction, following 1h irradiation at 
250 kW perpendicularly to the longitudinal axis of the thermal column, which is a 1 m long channel 
with a section of 40x20 cm2. The simulations were in good agreement with the measured thermal 
neutron flux, both in air and in the phantom. The shielding configuration that best fulfilled the 
aforementioned criteria was a 1.5 cm thick cylindrical container filled with Lithium carbonate, with a 
4 cm window for lung irradiation; the box must be rotated by 180  halfway during the irradiation time. 
Under these conditions, the following results were obtained: 1) the calculated ratio between the 
maximum and the minimum thermal neutron flux in the lungs was 1.5, indicating a good uniformity; 
2) with a 10B concentration of 77 ppm in the tumour and 22 ppm in the normal lung, an irradiation 





Fig. 3: Longitudinal section of the rat model designed with MCNP geometry, with the neck and the body 
modelled as cylinders, and the head modelled as an elypsoid; the latticed cylinder inside the body represents the 
lungs, whereas the outer structure is the shielding box with a window for lung irradiation 
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     With this treatment plan, the doses to the considered normal tissues were lower than the tolerance 
doses with the only exception of the kidneys, for which an additional shielding can be considered; in 
particular, the mean dose to the normal lung was 5.9  Gy-Eq. The mean weighted dose to the tumour 
was 49 4 Gy-Eq, implying a ratio between dose to the tumour and dose to the healthy lung higher 
than 8. These results indicate that the rat irradiation in the thermal column is feasible, allowing to 
deliver a therapeutic dose to the tumour sparing the normal tissues in a time that is highly compatible 
with the anaesthesia. A shielding box with the characteristics described above has already been 
constructed, and the animal irradiation will start soon. 
 
3.4 Radiobiology: experiments and simulations  
To better understand the effects of a BNCT treatment down to the cellular level, in vivo and in vitro 
radiobiology studies are ongoing in Pavia since several years. While in vivo studies are focused on 
BD-IX rats [22], the in vitro activity is devoted to different tumour cells including DHDK12TRb 
(DHD) cells, a rat coloncarcinoma cell line that induces metastases either in the liver or in the lung, 
depending on the injection site. In particular the Boron uptake as a function of BPA concentration and 
time of treatment and the Boron washout as a function of temperature and time after BPA deprivation 
have been characterized in a recent work, as well as the survival of DHD cells following irradiation 
with either gamma rays, or thermal neutrons without previous Boron uptake, or thermal neutrons 
following Boron uptake. A detailed description can be found elsewhere [23]. 
     The in vitro cell survival studies have been recently integrated by an activity of computational 
radiobiology at sub-cellular and cellular level. More specifically, a mechanistic model and a Monte 
Carlo code originally developed for radiation-induced chromosome aberrations - that is incorrect 
rejoining of chromosome fragments - in normal cells have been extended to simulate the survival of 
DHD cells following enrichment with 10B and subsequent irradiation with thermal neutrons, like in a 
typical BNCT treatment. The model/code for chromosome aberration induction, which was initiated in 
1997 [24,25], relies on the following basic assumptions: 1) chromosome aberrations arise from DNA 
clustered lesions, each lesion giving rise to two independent chromosome free-ends; 2) only pairs of 
free ends created within a threshold distance d will join and thus take part in the process of aberration 
formation. These assumptions rely on the evidence that, on average, 1 Gy of (low-LET) radiation 
induces about 40 DNA double-strand breaks (DSBs) per cell, but less than 1 aberration per cell; it is 
therefore very likely that, among the many initially induced DNA breaks, only those that are severe 
enough (like clustered ones) and close enough are involved in DNA damage mis-repair and thus in the 
formation of chromosome aberrations. Up to now, the model has been validated for the induction of 
the main chromosome aberration types in normal lymphocytes exposed to X- or -rays [26], light ions 
such as protons and alpha particles [27], and heavier ions like Carbon, which is nowadays of great 
interest for tumour hadrontherapy, and Iron, interesting for space radiation research [28,29]. The 
agreement between simulations and literature experimental data supports the model assumptions on 
the mechanisms governing chromosome aberration induction, including the fundamental role of 
clustered DNA damage and the step-like distance dependence for the interaction probability between 
two (clustered) DNA lesions. Furthermore, the model has been applied to predict the induction of 
Chronic Myeloid Leukaemia following exposure to low-LET radiation [30] and the induction of 
chromosome aberrations in astronauts exposed to space radiation [31]. A detailed description of the 
simulation methods is beyond the scope of this paper, and can be found elsewhere [24-32]. 
     Basing on an experimental observation concerning the link between chromosome aberrations and 
cell death [33], the model was recently extended to simulate radiation-induced cell death adopting a 
one-to-one relationship between the average number of “lethal aberrations” (i.e., dicentrics, rings and 
deletions) per cell and –lnS, being S the fraction of surviving cells. More specifically, for each 
considered dose value D the fraction of surviving cells was calculated as S(D) = exp[-LA(D)], where 
LA(D) is the (simulated) average number of lethal aberrations (dicentrics+rings+deletions) per cell 
following a dose D. Although the observation by Cornforth and Bedford was specifically related to 
normal fibroblasts exposed to X rays, in the present work this approach was applied not only to low-
LET radiation but also to intermediate- and high-LET particles, both for normal cells and for tumour 
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ones. The starting point consisted of reproducing the experimental outcomes obtained by Cornforth 
and Bedford, that is survival of normal cells following X-ray irradiation. Figure 4 shows the simulated 
dose-response curve for cell survival obtained as described above, as well as the corresponding 
experimental data on AG1522 normal fibroblasts exposed to X rays; the agreement between 
simulations and data validates the model for the survival of normal cells exposed to X rays, and more 




Fig. 4: Survival of normal cells exposed to X rays; the line represents the model prediction, whereas the points 
are literature data for comparison taken from ref. [33].  
 
     As a second step, the same approach was applied to simulate the survival of normal cells exposed 
to intermediate and high LET radiation such as protons and alpha particles, which are both involved in 
BNCT. The simulation outcomes were compared with literature data on V79 cells exposed to either 
0.64 MeV protons [34], or 3.2 MeV alpha particles [35], corresponding to an average LET in water of 
35 keV/ m and 120 keV/ m, respectively (results not shown here); the agreement between 
simulations and data provided a validation of the model for the survival of normal cells exposed to a 
monochromatic, parallel field of protons or alpha particles. The final step of the present work 
consisted of extending the code to simulate the survival of tumour cells exposed to a BNCT treatment, 
that is enrichment with 10B and subsequent irradiation with thermal neutrons. Since in a Boron-rich 
tissue thermal neutrons deposit their energy mainly through the reactions 10B(n, )7Li and 14N(n,p)14C, 
where the energies of the involved particles are 1.47 MeV for alphas (corresponding to an average 
LET in water of ~190 keV/ m), 0.84 MeV for 
7
Li (~160 keV/ m) and 0.59 MeV for protons (~38 
keV/ m), in the simulations the irradiation was directly reproduced by means of alpha particles and 
protons; 7Li was treated like an alpha particle since the LET values of these particles are both quite 
high, thus implying no significant difference in terms of biological effectiveness. To reproduce a 
typical BNCT scenario, the code was purposely modified to allow the simulation of a mixed field of 
protons and alpha particles; furthermore, each particle was made start from a random position inside 
the cell with a random direction, to reproduce a uniform intra-cellular distribution of the 10B and 14N 
atoms. Figure 5 shows the simulated cell survival curves following exposure either to 0.59 MeV 
protons (to simulate thermal neutron irradiation of cells not enriched with 10B), or to a mixed field of 
1.47 MeV alpha particles and 0.59 MeV protons, to simulate thermal neutron irradiation of boron-
enriched cells. The experimental data reported for comparison are relative either to DHD cells exposed 
to thermal neutrons (but not pre-treated with 10B), or to DHD cells enriched with 10B and subsequently 
exposed to thermal neutrons [23]. 




Fig. 5: Fraction of surviving DHD cells following either exposure to thermal neutrons without 10B pre-treatment 
(upper curve), or enrichment with 10B and subsequent exposure to thermal neutrons (lower curve). The lines 
represent model predictions, whereas the points are experimental data taken from ref. [23].  
 
 
4 Concluding remarks 
 
After a brief introduction on some historical and clinical aspects of BNCT, the state of the art of the 
main activities ongoing in Pavia was presented. Such activities, which are currently focused on lung 
BNCT research, include Boron concentration measurements by neutron autoradiography and alpha 
spectrometry, organ dose simulations with the MCNP code and radiobiology studies, both 
experimental and theoretical. While the organ dose simulations indicate that the treatment of lung 
tumours by external neutron beams (epithermal for humans and thermal for rats) could be feasible, 
radiobiology studies are mainly aimed to the quantification of cellular Boron uptake and washout, as 
well as the characterization of cell death following enrichment with 10B and neutron irradiation.  
     Cell death was investigated not only experimentally but also theoretically, purposely extending a 
Monte Carlo code originally developed for radiation-induced chromosome aberrations. The agreement 
between simulations and cell survival data provided a validation of the model; a possible future 
development for this kind of activity is the evaluation of (non-lethal) damage in normal cells, which is 
an important issue not only for BNCT but for any tumour treatment. 
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LaBr3:Ce scintillation crystal for enhanced nuclear medicine imaging  
 
Roberto Pani 
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In the field of molecular imaging, based on radioisotope labelling , there is an increasing demand for the 
development of a new class of compact gamma cameras with improved features in terms of spatial 
resolution, energy resolution and detection efficiency. Furthermore, the modular assembly of detectors could 
be crucial in order to obtain a suitable Field of View (FoV) for application either in small animal or 
dedicated human imaging tasks. 
Over the last  years, there has been a growing interest in the development of a new class of fast 
scintillators such as LaCl3:Ce and LaBr3:Ce. Their superior energy resolution is opening an easier 
way to improve spatial resolution , acquisition rate and concidence resolution time. Energy 
resolution is one of the most important feature for spectra quality analysis; infact, semi-conductor 
detectors (e.g. Ge or CdZnTe) are used instead of detectors based on inorganic scintillator. In 
semiconductor gamma imagers the best energy resolution does not influence spatial resolution that 
is only related to crystal pixillation size. In this paper, we address the question whether spatial 
resolution of continuous inorganic imagers can dramatically improve if energy resolution becomes 
comparable with semiconductor ones. The question is arising from the recent development of 
lanthanum trihalides scintillators cerium-doped, like LaCl3:Ce and LaBr3:Ce. 
 In this paper we present a review of results obtained at INFN- Sapienza University from a number  
of LaBr3:Ce small gamma camera prototypes. They are  based on continuous crystals, ranging from 
50×50 mm2and 100 x 100 mm2  coupled to position sensitive PMT (Hamamatsu H8500 Flat panel 
PMT). This detector configuration permits the narrowest light distribution with the highest light 
output in order to obtain the best spatial and energy resolution values, respectively. We deal with 
one of the most diffused application of gamma imaging as the detection of 99mTc in nuclear 
medicine (single photon emission at 140 keV).Measurements are also compared with the analogous 
ones obtained from other scintillation crystals like LaCl3:Ce , NaI(Tl) and  CsI(Tl)  with continuous 
or pixellated configuration. Finally the data are also compared with ones obtained from a CdTe 
detector with 50 micron pixel size. The evaluation of their overall performance in basic imaging 
tasks is presented, through measurements of their detection efficiency, intrinsic spatial resolution, 
noise, image SNR and contrast recovery.  
 
 
Silicon Drift Detectors for basic and applied research 
 
Carlo Fiorini 
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The Silicon Drift Detector (SDD) is a detector nowadays employed in a increasing number of 
applications either in basic and applied research. The SDD shows basic advantages, in terms of 
energy resolution and detection rate, with respect to conventional X-ray detectors. These advantages 
are strictly related to the very low values of output capacitance of these devices. The SDD has been 
also successfully employed as photodetector for the scintillation light in gamma-ray applications. In 
this talk the topologies and the performances the most recent devices are presented. The 
requirements of front-end devices and electronics circuits for the readout and filtering of the SDDs 
signals are also shortly discussed. Some relevant applications of SDDs in the field of X-ray 
spectroscopy, like exotic atoms experiments (INFN SIDDHARTA experiment), and in gamma-ray 
imaging applications for medical diagnostic and molecular imaging, are presented. Perspectives of 
applications of SDDs in nuclear monitoring and gamma-ray astronomy will be also addressed. 
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Abstract 
Ion beams exhibit a finite and well defined range in matter together with an 
“inverted” depth-dose profile, the so-called Bragg peak. These favourable 
physical properties may enable superior tumour-dose conformality for high 
precision radiation therapy. On the other hand, they introduce the issue of 
sensitivity to range uncertainties in ion beam therapy. Although these 
uncertainties are typically taken into account when planning the treatment, 
correct delivery of the intended ion beam range has to be assured to prevent 
undesired underdosage of the tumour or overdosage of critical structures 
outside the target volume. Therefore, it is necessary to define dedicated 
Quality Assurance procedures to enable in-vivo range verification before or 
during therapeutic irradiation. For these purposes, Monte Carlo transport 
codes are very useful tools to support the development of novel imaging 
modalities for ion beam therapy. In the present work, we present calculations 
performed with the FLUKA Monte Carlo code and preliminary experimental 
studies. 
1 Introduction 
Ion beam therapy has no primary radiation emerging from the patient, in fact the energy deposited by 
a therapeutic ion beam increases in front of the tumor target and sharply decreases in the healthy 
behind the target, where no or small amount of dose is deposited. This “inverted” depth-dose profile, 
the so-called Bragg peak, represents a major advantage of ion beams over conventional external beam 
modalities for highly conformal dose delivery. On the other hand, the finite range of the beam in the 
patient needs to be accurately determined for correct dose deposition to the target volume. Therefore, 
in-vivo verification of the actual treatment delivery requires dedicated Quality Assurance (QA) and 
novel imaging techniques for in-vivo monitoring of the ion beam range and/or reliable indicators 
of the ion dose deposition. Dose calculations and optimization in particle treatment planning are 
tipically  computed on X-ray CT images, which represent the distribution of mean X-ray absorption 
coefficients relative to water. From X-ray CT data the particle ranges in tissue can be calculated only 
with about 1-3% range accuracy [1, 2], corresponding to few millimeters in some clinical cases. The 
main limiting factor is the translation of the Hounsfield units, as measured with a CT scanner, to water 
equivalent path length (WEPL). This translation, which is presently based on semiempirical 
calibration curves [2, 3], can cause differences between treatment planning and treatment delivery. 
One straightforward way to avoid this uncertainty and to improve the accuracy of the calculated 
particle ranges in tissue could be the use of ion radiography or tomography [4, 5]. This requires the 
usage of high energy primary particles for obtaining low dose transmitted planar (radiographic) or 
volumetric (tomographic) images of the patient for pre-treatment verification of the residual ion range. 
In addition, this method can allow obtaining information on the correct positioning of the patient 
without the use of external X-ray radiation. Besides, detection of the emerging secondary particles 
from the primary ion beam could be exploited for in-vivo verification of the treatment delivery 
simultaneously to the therapeutic irradiation. 
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2 Material and Methods 
In order to study the feasibility and optimal detection systems for new QA and imaging techniques, 
Monte Carlo (MC) codes are useful tools to simulate the complex processes of the ion interactions 
with matter, especially regarding the production of secondary particles. In this work, the calculations 
were performed using the FLUKA MC code.  
FLUKA [6, 7] is a general purpose Monte Carlo code for calculations of particle transport and 
interactions with matter, covering an extended range of applications spanning from proton and 
electron accelerator shielding to target design, calorimetry, activation, dosimetry, detector design, 
Accelerator Driven Systems, cosmic rays, neutrino physics, radiotherapy and others. At energies 
above 100 MeV/n the event generator Relativistic Quantum Molecular Dynamics (RQMD) [8] is used 
to model nuclear interactions. Nuclear interactions of ions below 100 MeV/u are handled by the 
Boltzmann Master Equation (BME) [9] event generator which is still under development but available 
under request. 
2.1 Validation of FLUKA nuclear and electromagnetic models 
For carbon and heavier ions, the FLUKA nuclear and electromagnetic interaction models have been 
validated against experimental data in the whole energy range of relevance for therapy already in [10-
13]. An example is shown in Fig. 1.  
 
Fig. 1: Bragg curve as a function of depth in water for a 400 MeV/u carbon beam. The points [14] 
and the solid line [11] represent the experimental data and the FLUKA calculations, respectively. 
The dose contribution from primary 12C ions and secondary fragments is also reported. Both the 
experimental data and the MC results are normalized by the integralo f the Bragg curve calculated 
between the entrance region and the Bragg peak because the experimental data are obtained as 
relative values.  
Promising comparisons of FLUKA calculations and experimental data for dosimetric and 
radiobiological applications of proton beams were already reported in [15, 16]. In this work a Multi 
Layer Faraday Cup (MLFC) was used for more detailed testing of the relevant interaction models in 
proton therapy. The MLFC is a detector consisting of sheets of two different materials: insulator and 
collector. The MLFC detects only the charge, not dose, of the impinging beam. The longitudinal 
charge distribution along the beam penetration exhibits two distinct regions: a build-up entirely due to 
nuclear reactions and a sharp peak due to primaries stopping by electromagnetic interaction. Thus, this 
method enables a sound separation of the two different interaction processes which are responsible for 
the secondary particle emission and the finite primary ion range, respectively. Previous studies [17, 
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18] were performed to test GEANT3 and GEANT4 nuclear models for 160 MeV protons stopping in 
CH2 (sheets made of polyethylene and brass) and Cu (sheets made of copper and capton). We 
simulated those two experiments with the FLUKA code. The geometry consists of 66 collector sheets 
separated by insulator, the active channels are 64 connected to current integrators, while the collector 
65 is grounded. 
2.2 Ongoing investigation on novel imaging techniques for ion beam therapy 
MC calculations are being currently carried out to investigate the feasibility and to compare the 
performances of particle-based radiographic or tomographic transmission as well as emission imaging 
techniques. The aim of this ongoing work is to identify alternative or complementary methods to 
Positron-Emission-Tomography [19] for possible future application at HIT (Heidelberg Ion Therapy 
Center).  
These novel imaging techiques could be performed using: 
 transmitted high energy primary particles for low dose 2D and 3D imaging to evaluate the 
correct patient positioning and verify the ion range before treatment 
 emerging secondaries [20, 21], in particular protons, from the therapeutic beams to verify 
simultaneously and in-vivo the treatment delivery 
This contribution presents the preliminary results of the Heavy Ion Computed Tomography (HICT). In 
the HICT [22, 23] the distribution of the electron density can be derived directly from the Bethe-Bloch 
formula, measuring the energy or the range loss of the primary beam. This method implies that a small 
ﬂux of ions of higher energy than that used for therapy, is given to the patient before treatment, so that 
the exit energy could be measured. In a first step, we studied the clinical potential of the HICT starting 
from CT data of patients that were treated with carbon ions at GSI (Darmstadt, Germany) during the 
pilot project. We performed the calculations for the WEPL and beam energies needed to achieve the 
HICT for head, prostate and sacral cases, using an own-written MATLAB routine. In addition, the MC 
feasibility of this technique was investigated via MC calculations and compared with the first 
experimental data acquired using standard radiographic films at HIT on the 1st of June 2009. 
The MC feasibility and the measurements for HICT were performed using: 
 12C monoenergetic fields (20  3 cm2) of 400 MeV/u  
 a simple and symmetric PMMA phantom (R = 8 cm) with 5 rods (1 of PMMA, 2 of Air, 1 of 
Lung and 1 of Cortical Bone, r = 1.4 cm) 
 the projections for every 5° from 0° to 180° of the energy loss by 12C ions in the MC 
simulations and the profiles for every 7.5° from 0° to 180° of relative dose on the films   
 a very simple MATLAB-based backprojection algorithm for reconstruction 
3 Results and Discussion 
3.1 Validation of FLUKA nuclear and electromagnetic models 
An example of the validation of the FLUKA nuclear and electromagnetic models against experimental 
data for proton beam using a CH2 MLFC is shown in Fig. 2. A more detailed comparison and 
discussion of the results will be soon reported in a separate paper. In general, from the results obtained 
in this work and the previous benchmarks of other groups we can state that the FLUKA code achieves 
promising and reliable results compared to experimental data for its nuclear and electomagnetic 
models for both protons and carbon ions in the entire energy range of therapeutic interest. 
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Fig. 2: Experiment (circles) and FLUKA MC calculations (lines) in a logarithmic scale 
3.2 Ongoing investigation on novel imaging techniques for ion beam therapy 
Regarding the carbon ion beam energies calculated to evaluate the clinical potential of the HICT for 
head cases we can conclude that the energy values are in a range between 250 and 400 MeV/u, Fig. 3 
(left). So, using the HIT accelerator, that is able to accelerate carbon ions until 430.10 MeV/u, it could 
be possible to performe the HICT for head cases. For the prostate and sacral cases the situation is a 
little bit more complicated. In fact, carbon ion beams of up to 500 MeV/u are needed for the lateral 
beam directions which are normally used for treatment, due to the high density bone structure in the 
beam path. However, it is possible to decrease the energy values by roughly 100 MeV/u via a proper 
reduction of the beam projections trying to skip the bone structures, for example avoiding beam angles 
in the [0°, 25°] interval. An example for a feasible projection with an inclination of  30° is depicted in 
Fig. 3 (right). 
         
Fig. 3: Carbon ion beam energies, displayed in MeV/u in the rainbow color bars, needed to 
perform HICT  for head (left) and prostate (right) cases 
The MC studies for the HICT qualitatively support the feasibility of this method This is shown in the 
left panel of Fig. 4, indicating that the four rods of different material can be clearly distinguished The 
results of the first experiment are shown in the right panel of Fig. 4. With this simple approach using 
standard radiographic films we could only measure relative dose (no energy or range loss) without the 
discrimination of primary and secondary particles which was performed in the MC calculation. Taking 
into account the known limitations of the films as detection system for HICT, as well as the discussed 
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differences between the simulated and experimental quantitities, the reported preliminary results are 
very encouraging and support our current effort for forthcoming experimental investigations with a 
better detection system. 
 
Fig. 4: Qualitative comparison of reconstructed images between MC calculation (left) and 
measurements (right) 
4 Conclusions and Outlook 
Previous works for heavier ions and this further investigation for protons support the reliability of the 
FLUKA nuclear and electromagnetic interaction models for ion therapy applications. In particular, the 
reported results for the MLFC detector indicate improvements of the nuclear models of the current 
standalone FLUKA code version with respect to the old FLUKA-based nuclear models implemented 
in GEANT3 [17]. In addition, the presented MC calculations suggest the feasibility of the HICT if 
properly selecting energy loss deposition of the primary beam and the first preliminary experimental 
investigations simply using standard radiographic films are very encouraging. As a next step, MC 
activities are currently being performed to identify and optimize a more suitable detector system for 
particle radiography and tomography, as well as to address the feasibility of novel in-vivo range 
verification techniques via imaging of prompt particle emission during ion irradiation. 
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Abstract  
Material recognition is studied by measuring simultaneously the 
transmission of neutron and gamma rays produced by a time-tagged  252Cf 
source. Light elements (C,N,O) are identified by using the measured 
transmission versus neutron time of flight. The yield of the transmitted 
gamma ray as a function of energy provides high precision identification of 
the atomic number of the sample up to Z=83 . A tomography system, 
currently under construction, is described. 
1 Introduction 
Non-destructive analysis (NDA) of materials is a well known technique applied in several fields. 
Material recognition with X-rays [1] is based on the atomic number dependence of the relevant photon 
absorption coefficients: it is a well established method at low photon energy, while it becomes critical 
for increasing photon energy, as required in order to increase the penetration of radiation to inspect 
thick objects [2].  
When photon irradiation is unable to disentangle the problem of inspections, the use of neutrons as 
probing radiation has been often proposed in the past. To this end sophisticated techniques have been 
developed in order to enhance material recognition, especially for low-atomic-number materials, in an 
effort to optimize the detection of explosives and drugs in custom operations [3-8].  
In this paper we demonstrate the possibility of enhancing the material recognition respect to what 
obtained previously by using  simply the ratio of energy integrated neutron and gamma-ray 
transmission measurements [7]. This is obtained exploiting the information available from energy 
dependent transmission measurements allowed by the wide energy spectrum characteristic of a fission 
source such as 252Cf.  
2     Experimental Details 
The experimental set-up used in our early measurements consists of a 106 fissions/s 252Cf source, 
tagged requiring the coincidence between two 2” thick 4” diameter NE213 liquid scintillator cells 
mounted face to face around the source. A full description of the experimental set-up is in ref.9. The 
tagged radiation is first collimated by a 44 cm long lead-polyethylene collimator and then hits the 
sample. A third 2” x 4” NE213 liquid scintillator cell is placed at a distance of about 160 cm from the 
tagged 252Cf source to detect transmitted neutrons and gamma rays. The low energy threshold of the 
neutron detector was measured to be about 100 keVee.  
In the experiment with fission gamma rays, the NE213 cell was replaced by a 3” thick 3” diameter 






3       Experimental Results 
 
3.1    Exploring the neutron/gamma transmission measurements. 
 
As reported in previous work [4,7], material recognition can be obtained from the ratio R of the 
absorption coefficients for neutrons n , and gamma rays . The latter being the logarithmic ratio of 
the measured transmission factors for neutrons (In /In,0) and gamma rays (I  /I ,0) respectively: 
R= n /  = ln (In /In,0) / ln (I  /I 0) 
where In and I  (In,0 and I ,0) are the measured yields with (without) the sample for neutrons and gamma 
rays. The ratio R characterizes a given material and does not depend on the thickness of the sample.  
The dependence of the R value on the material atomic number has been explored in ref.9, employing a 
large number of elementary samples, ranging from boron to bismuth.  The experimental values of R 
obtained with the 252Cf source are reported in Fig. 1. The variation of R across the atomic number of 
the samples investigated is equivalent to that determined by the CSIRO group using mono-energetic 




Fig.1.  R values measured with the tagged 252Cf source. The line refers to the average calibration line. 
       
Looking globally at the measured R values in Fig.1, it is clear that the data exhibit a rather nice 
monotonic behaviour with much larger incremental ratio for light samples (5<Z<13) respect to the 
heavier ones.  The Z resolving power achievable with this method is a function of the statistical 
accuracy in the measure of R. As an example, an accuracy of 5% on R should correspond to a 
resolving power Z ~ 0.22 for the lightest samples (5<Z<13), whereas the same statistical accuracy 
yields  ~ 9.2 for heavy samples (Z>26).  
3.2  Low Z material: neutron time-of-flight characterization 
 
It is well known that low Z elements as C,N,O, that are the basic constituents of organic compounds, 
exhibit strong resonances in the neutron cross section. Such resonances generate absorption dips in the 
neutron spectrum emerging from the samples, when the transmission is measured by using a white 
neutron source. Consequently, the analysis of the transmission as a function of neutron energy can be 
used to identify the light nuclei in an organic sample [3].   Fission  sources offer the possibility to look 
for fast neutron resonances in the range En=0.2-5 MeV. This range is limited at low energy by the 
threshold of the neutron detector and on the high energy side by the relatively low yield of energetic  
neutrons. Moreover, the time-of-flight resolution of the detection system sets additional constraints on 
583 
 
the detectability of narrow resonances. Nevertheless C,N,O nuclei show a number of bump-like 




Fig.2   Experimental transmission versus neutron energy spectrum for a paper sample (black). The 
dotted line is obtained by a least square fit using the weighted sum of elemental C and H2O spectra. 
 
As discussed in details in ref.9, it is possible to determine clear identification features in the 
experimental transmission spectra of C,N,O nuclei. Information about the density of nuclei inside a 
given complex sample can be thus obtained by fitting the experimental spectrum with a library of 
elemental spectra.  As an example we report in Fig.2 the transmission spectrum of a paper sample 
which has been fitted using a weighted sum of the elemental C (graphite) and H2O spectra. The best-fit 
corresponds to a C/H2O ratio of about 1, in agreement with the expected value for such material. 
Consequently,  we can take this as a demonstration of the possibility to use the neutron time-of-flight 
measurement to derive the chemical composition of an organic sample. 
3.3  Gamma ray transmission measurements 
 
In order to improve the material recognition for Z>26 samples, specific tests have been performed by 
using gamma ray detector with anti-coincidence shield. We assume in the following that the energy 
released in the NaI(Tl) is representative of the energy of the detected photon. Since the measured 
peak-to-total is about 70% at about 1.2 MeV and the peak-to-total is expected to decrease at higher 
energies, this fact would certainly generate systematic uncertainties in the results reported here. Such 
uncertainty can be avoided in future work by unfolding the measured photon spectrum with energy-
dependent detector response functions. 
        For a given sample of the element Z with known thickness t, we measure the transmitted spectrum 
I exp Edet . From the un-attenuated spectrum I Edet , measured with the same detector, and using 
the NIRST database of attenuation coefficients [6], it is possible to predict the transmitted spectrum for 
a sample of the element Z and thickness t  by using the well known formula: 
I calc Edet = I  Edet exp t
where the attenuation coefficients at E= Edet  are used without taking into account possible bias due 
to the detector response function. 
      Assuming that the element inside the sample is not known, one can compare the measured 
transmitted spectrum I exp Edet , Z with a library of predicted spectra, I
 calc Edet  and then calculate 
the reduced chi-squared χ 2 / ν (Z) over a defined energy range (E , E ) providing the recognition of the 
sample material. It is worth noting that the  difference in the attenuation of photons of a given energy E 
for a sample of thickness t of two neighboring elements Z and Z+1 depends not only on the change in 
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the mass attenuation coefficient but also on the change on the density of the materials. 
Consequently, the sensitivity of the method is much larger for the elements for which the density is 
strongly varying with Z. 
 






















Fig.3  Examples of the gamma ray spectra measured in this work: direct 252Cf photons (squares), 
photons transmitted through a 10.5 mm thick Ta sample (diamonds) and predicted distribution (line). 
For details see the text. 
 











Fig.4  χ 2 / ν  values as a function of Z for a 10.5 mm tantalum sample. 
 
   As an example of such procedure, measured spectra are reported in Fig.3 and results are shown in 
Fig.4 in terms of  χ 2 / ν  values as a function of Z for a 10.5 mm tantalum sample . A strong minimum 
appears in the distribution in Fig.4 around  Z=73, from which the first and second moment of the 
distribution can be evaluated, yielding the most probable atomic number <Z> and the associated 
uncertainty Z.  
This procedure has been applied for a quite large number of elementary samples. Results are 
reported in Fig. 5 in term of measured <Z> versus the sample Z, showing a very good linearity in 
material recognition. Moreover, the uncertainty Z around the reconstructed most probable value is 





















Fig.5   Measured <Z> versus the sample Z. For details see the text. 
 
 
4. The new tomography system 
 
  Following the results presented in previous sections, a new tomography system based on the use of 
time tagged fission sources has been designed and is now undertest. The system, shown in Fig.6,  
includes both a neutron detector array and the NaI(Tl) detector with anti-coincidence shield used 
previously. The system will be controlled by using the LabView software for positioning the sample 
and controlling the data taking for each view. A CAEN VME based DAQ system will be used. Data 




Fig. 6 The new system under test. 
 
The neutron part is based on the use of new scintillation detectors made by 2” x 2” right cylinder of 
EJ228 fast plastics scintillator coupled, by using EJ 560 silicon rubber interface, to a PHOTONIS 
XP2020 photomultiplier. Such detectors have been selected to improve substantially the time 
resolution in the time of flight  measurement respect to the previous set-up.     
  Typical time resolutions are reported in Fig. 7, as measured in a 60Co  coincidence run with two 
of the above detectors, as a function of the low energy threshold in the Constant Fraction Time 
Discriminator.  
    It is seen that the time resolution is well below the 0.5 ns level for thresholds above 150 keV, to be 
compared with  t=1.5 ns [FWHM] obtained in our previous work [9]. This improvement in time 
resolution allows the use of much shorter flight paths respect the 160 cm previously used. We are 
currently performing tests with about 60 cm flight path using an array of 8 detectors.  
The sample rotating platform will be placed at about 20 cm from the source. In such conditions the 
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size of the pixel at the sample position has a diameter of less than 2 cm. Such geometry would make 
the entire system relatively compact. 














     The neutron/gamma tomography system described in this work has been designed for laboratory 
applications for which the imaging time would not be a strong requirement. This is due to the low 
neutron/gamma yield of a time tagged 252Cf source. However, as discussed in ref. 9, fast inspection 
systems might be designed in future by using accelerator based neutron/gamma sources using pulsed 
beams. 
Laboratory use of the system is foreseen for all applications in which the bulk material need to be 
first imaged and analyzed with high resolution. In this respect the system will operate first to 
reconstruct the 2-D or 3–D material distribution by measuring the R ratio (i.e. the energy integrated 
neutron-gamma transmission ratio). In a second step it will perform detailed inspections for some key 
pixels by measuring high statistics neutron time of flight distribution and the photon attenuation. 
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Tests connected with the latter quantity has been already performed [11]. As an example, we report 
in Fig. 9 the reconstruction of the Cr/Ni ratio in a typical commercial stainless steel by comparing the 


















Material recognition by using simultaneous gamma and neutron transmission measurements with 
the use of  252Cf has been studied. Specific of the present work is the use of a time tagged source that 
allows one not only to discriminate neutrons from gamma rays by time of flight information, but also 
to perform neutron transmission measurements as a function of neutron energy. Gamma ray 
transmission measurements have been also performed in the energy range 0.1-5.5 MeV. 
The material recognition determined by measuring the ratio R of the attenuation factors with gamma 
rays and neutrons has been extensively studied in ref.9. Results confirm that the ratio R can be used to 
measure the average atomic number of the investigated material.   
In order to improve the material recognition capability for organic samples, the information 
contained in the neutron transmission versus time of flight has been explored. The measured 
transmission shows features due to resonances and gross shape of the total neutron cross section 
clearly identifying light key elements in threat material discrimination (C,N,O). As a direct 
consequence it is possible to extract the elemental composition of a compound by using a weighted 
sum of elementary spectra. 
On the other side, the measurement of the gamma ray transmission as a function of energy provides, 
knowing the sample thickness, a very precise material recognition for samples with Z>26. This 
technique has been also applied in testing the composition of commercial stainless steel. 
Following the results obtained so far, a new tomography system has been designed and is currently 
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Abstract
A revolutionary new technology for diamond bearing rock sorting which has
its roots in medical-nuclear physics has been taken through a substantial part of
the R&D phase. This has led to the construction of the technology demonstra-
tor. Experiments using the technology demonstrator and experiments at a hos-
pital have established the scientific and technological viability of the project.
1 Introduction
The extraction of diamonds from the excavated rocks is presently a complex process which requires large
amounts of equipment, energy and water. The large rocks are initially reduced in size, by means of a
crusher (for example with counter-rotating cylinders) to particles of approximately 10 - 15 cm, using
water both to cool the system and to contain volatile dust. This “first crush” is then further crushed, in
one or two passes, down to a size of few millimetres. It is then assumed that in this final “final crush”
the diamonds are going to be exposed at the surface, and one of two techniques are used: dense media
separation and either the traditional grease table, or X-ray absorption [1]. Only a minute fraction of the
first crush actually contains any significant diamond particles, and in practice most of the energy, water
and machinery are wasted on processing barren material. It is the realization of this glaring inefficiency
that prompted research on the topic of early rejection of barren kimberlite rocks. An optimally efficient
sorting technology operating on the coarse crushed material would then save up to 98% of the energy
and water, substantially reduce the size and cost of the downstream processing machinery, as well as
reducing the chance that larger diamonds are damaged.
The envisaged method, named Mineral-PET, is a kimberlite ore sorting technology [2]. It deploys
the model based, statistical, quantitative analysis of the spatial localization of sources of positron emis-
sions to recognize the presence of diamond within kimberlite. The method is to be applied in an online
context at the diamond mine itself. The “PET” acronym is derived from Positron Emission Tomography,
the well know application of nuclear imaging techniques in diagnostic medicine [3]. As positron emis-
sion by natural carbon does not occur spontaneously, it is necessary to produce the positron emitting 11C
PET isotope by a suitable transmutation reaction on natural 12C. This can be accomplished by photonu-
clear reactions, namely the 12C(γ,n)11C reaction, which presents the largest cross section (∼8 millibarn)
for impinging photons of around 23 MeV corresponding to the centre of the Giant Dipole Resonance
(GDR). Such photons can be efficiently generated by bremsstrahlung of electrons on high-Z materials.
This activation stage of the Mineral-PET process is to be carried out on kimberlite feed rock which has
been course crushed to a diameter of about 10 cm. This is equivalent to the first crush stage of the cur-












Fig. 1: The Mineral-PET concept: One deploys a planar PET array to detect the PET image from activated diamond
bearing kimberlite rock in real time on a conveyor belt in an online mining situation.
diamonds is very high compared to the surrounding material, but insufficient for diamond identification
against the background of the integral emissions from the activated 11C derived from dilute non-diamond
carbon in the much larger host volume (see section 2.2).
It is therefore necessary to go beyond simple counting techniques, and to partially image the
positron emitter density inside the sample. The assumption here is that carbon in diamond form is spa-
tially localized, whereas non-diamond carbon (present in certain minerals within the kimberlite breccia)
is homogeneously distributed. One also expects to simultaneously activate the oxygen PET isotope, 15O,
which is present to the level of about 50% in the kimberlite breccia. Fortunately, this is a time dependent
background, as the lifetime of 15O is about 10 times shorter than that of 11C. It is therefore necessary
to allow time for the 15O PET activity to decay before attempting to image the 11C PET activity. This
is done in a hold hopper. Finally, sufficient imaging information for discriminating diamond-bearing
rocks from barren rocks must be acquired in the shortest possible time, to allow for processing of large
amounts of material. This requires both detection and quasi-image reconstruction techniques which are
substantial developments over those used in nuclear medicine.
The process of coarse pre-crush, PET isotope activation, hold hopper and diamondiferous kimber-
lite rock particle detection by the linear PET array are indicated in Fig. 1. Diamond containing rocks are
removed by an ejection system triggered by a signal from the planar PET array. In the discussion be-
low, we will consider a specific design scenario where the conveyor belt delivery system for run-of-mine
conditions are up to 1000 tons per hour with a belt speed of 2 m/s. The activation and detection times
for a given rock particle are 1 s each. Mineral-PET is extremely demanding in that it must be performed
in real time under mining conditions, while Medical-PET is implemented under essentially laboratory
conditions and the data acquisition times are minutes or much longer.
The development of the initial concept into a process which is viable at an industrial scale requires
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further understanding of the physics involved both in the activation and in the detection processes, and
the development of new imaging techniques, building on concepts from other disciplines. One important
tool has been the detailed and accurate Monte Carlo models and simulations for each component and for
the complete process. These models were validated using experiments based on a small scale technology
demonstrator. The technology demonstrator made use of kimberlite “phantoms” which passed through
a planar PET system on a conveyor belt. The phantoms consisted of reconstituted kimberlite powder
which had been homogeneously premixed with the positron emitter 22Na. The reconstitution process
used technology for radiation waste permanent storage, considering the background activity of the phan-
tom. Diamonds were modeled in the phantom by the inclusion of a localized “hot-spot” of 22Na. The
activities of the homogeneous background as well as the localized PET emissions correlated with what
was expected from kimberlite rock which had been subjected to the photon irradiation mentioned above.
This procedure was used to investigate the scientific feasibility of the Mineral-PET concept.
2 Activation
This section includes all the considerations which lead to the production of sufficient 11C PET activity
in the kimberlite rock stream. It also considers implications of the associated non-PET activation of the
kimberlite and the diamond.
2.1 The (γ,n) Nuclear Reaction
In order to create a positron emitting isotope from natural carbon, 12C, the most favourable process has
been identified to be the 12C(γ, n)11C photonuclear interaction in the GDR resonance regime. Compared
to other 12C(*,*)11C processes that could be considered, it seems to offer a better balance of high cross
section, selectivity, and low production of undesired secondaries. In particular the (e−, n) interaction,
a most interesting candidate because it would make direct use of the charged particle beam, has a cross
section which is much lower in first approximation by a factor 1/137, because it proceeds through the
emission of a virtual photon by the e−, resulting in a lower compound efficiency. The photonuclear
interactions in the GDR regime operate mostly via the creation of a metastable excited nucleus, followed
by its thermalization and decay to a stable daughter via the “evaporation” of one or more nucleons,
possibly followed by a gamma cascade. Following the discovery of the GDR [4], Goldhaber and Teller
introduced an elementary model of the interaction phase based on the relative oscillation of the proton and
neutron components [5]; with minimal refinements [6], this model is able to predict the basic behaviour.
More advanced models (nuclear hydrodynamics and refinements [7, 8]) are able to produce accurate
predictions for medium to heavy nuclei. For the light nuclei of interest in this research the collective
models are not appropriate [9], and it is necessary to consider microscopic models (usually particle-hole
excitation states on a shell model basis) and the non-negligible contribution of the direct γ + n → n
interaction [10]; these sophisticated models are useful for the interpretation, but not yet able to produce
accurate predictions [11, 12]. For the later de-excitation phase, instead, the pre-equilibrium evaporation
models produce sufficiently accurate results [13,14]. Figures 2–3 display the GDR cross sections for the
12C(γ, xn) and 16O(γ, xn) reactions.
2.2 Sources of background
The broad spectrum of bremsstrahlung photons also interacts with the material surrounding the diamond -
most usually kimberlite. Kimberlites are a class of deep-earth composite rocks; while their petrographic
composition does vary considerably, the average chemical composition is relatively stable. With this
knowledge it is possible to study the effects of the γ irradiation to address both radiation protection
requirements, and possible concerns on permanent damage or long term activity of the diamonds and of
the tailings. Many different radioisotopes may possibly be generated, either directly via the same (γ, n)
reaction and other primary (γ, ∗) reactions, but also secondary (n, ∗), (p, ∗) reactions need consideration.
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Fig. 2: Cross sections for the 12C(γ, xn) reaction at
the dipole resonance [13].
Fig. 3: Cross sections for the 16O(γ, xn) reaction at
the dipole resonance [13].
In addition, for the most abundantly generated isotopes, the possibility of photonuclear reactions must
also be considered, because of the time span of the irradiation.
Besides the carbon - which is present both concentrated in diamonds and as a trace element in
the host rock - of particular interest is oxygen, which is present in large amounts (in the form of silicon
oxide and other oxides, and water), constituting approximately 48% of the rock mass. The 16O(γ, n)15O
photo-production reaction has a very similar cross section to that of the 12C(γ, n)11C photo-production
reaction (Figures 2–3). It is therefore not possible to avoid the production of the radioactive 15O isotope
by choosing a different irradiation energy range; this is most relevant because 15O is a positron emit-
ter just like 11C, so that these events cannot be differentiated by the detectors. But there are still two
characteristics that differentiate oxygen from carbon in this setting: firstly, oxygen is homogeneously
distributed in the kimberlite, while carbon is concentrated almost exclusively in the diamonds; secondly,
15O has a much shorter half-life, of approximately 2 minutes, compared to 11C with its 20 minutes
half life. Allowing sufficient time before the detection, the positron emission activity from 15O can be
reduced to a level that it is similar to or less than that of homogeneously distributed non-diamond carbon
in the kimberlite. The diamond identification can then proceed by detecting a statistically significant
localization of PET emitters in a homogeneous background of PET emitters.
To asses the background in the Mineral-PET technique and to study the long term activation in
materials relevant to Mineral-PET, irradiation studies were performed. The irradiated materials were
kimberlites, country rock and diamond (specifically Kimberlite, Kimberlite Breccia, Hypabissal Kim-
berlite, Amphibolite, Dolomite, Biotite gneiss, Quartz feldspar gneiss, Biotite Schist, Quartzite, Kim-
berlite spiked with diamond and 9 diamonds of mixed types, with different inclusions). The irradiation
experiments were carried out using a bremsstrahlung photon beam produced by a 40 MeV electron beam
on 3 mm of tungsten to a dose of 50 Grays. These irradiations were performed at the Scanditronix RTM
50 Racetrack Microtron at the Karolinska Institutet in Sweden. The irradiation products were stud-
ied with a gamma spectrometer which could operate in singles mode with a HPGe detector (arbitrary
decay photon identification) and in coincidence mode with a NaI detector (so that the PET emissions
could be separately identified). The data acquisition was also taken in a time differential event-by-event
mode. This enabled flexible off line time histogramming of the different decay photon lines (Fig. 4).
Combined lifetime and gamma spectroscopy measurements allowed the unambiguous identification of
all isotopes generated in the plethora of combinations of different nuclear reactions with the different
materials present, see Fig. 6.
In all the samples, a striking feature is that the PET activity for the 511 keV lines is the dominant
contribution to the radioactivity, as can be seen from Fig. 6 and also Fig. 5, which is just one example
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Fig. 4: Gamma spectroscopy in time differential mode al-
lowing life-times for each gamma-line to be determined.
This removes ambiguities in isotope identification. The 511
keV PET annihilation peak is the dominant feature.
Fig. 5: Lifetime spectrum for the PET signal
at 511 keV, isolated using the time coincidence
condition. The short τ = 2 min 15O signal
and the longer τ = 20 min 11C signal can be
clearly seen.
Fig. 6: Singles gamma spectroscopy results for kimberlite breccia taken 5 minutes after an irradiation dose of
50 Grays (the equivalent dose for the Mineral-PET system) where the accumulation time is 50 minutes. For
comparison, a spectrum for non-irradiated or natural kimberlite is presented. The data acquisition is taken under
the same conditions.
of extracting a lifetime for a particular gamma line. Initially this activity is dominated by the 15O PET
isotope (minutes after irradiation). The 15O activity decays rapidly away (Fig. 5). After about 10 half
lives (20 minutes), the 15O is strongly suppressed (a factor of about 1/1000). At this stage, the dominant
local concentration of PET activity would be the 11C from a diamond, if it were present. Otherwise, there
is expected to be a homogeneous background from both carbon- and oxygen- containing molecules. The
remaining gamma lines are weak, and there is essentially an equivalent activity for the non-irradiated and
the irradiated kimberlite spectrum. For example, the low level natural 40K gamma line is easily visible
in both spectra. Several other lines are identified, and labeled in the figure above, together with their
lifetimes. In this data, the lifetimes are under an hour, except for a small amount of sodium, which has a
lifetime of under a day. The Mineral-PET signal of 11C (from a diamond) is clearly the dominant signal
(per unit volume) in the spectrum (after a waiting period in the hold hopper).
Using the coincident detection facility, one could filter out the singles events (where there was no
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Fig. 7: A typical result from the GEANT Monte Carlo computer simulation of the performance of the high energy
photon source. The curve levels out at 40 MeV, showing this is the lowest energy which can still efficiently produce
photons in the range Eγ = 20− 27 MeV. The power efficiency is defined in the text.
true coincidence in a 10 ns resolving time). The contribution to the PET activity could then be studied in
greater detail, as has been seen in Fig. 5, where the τ = 2 min and the τ = 20 min lifetimes of 15O and
11C respectively are evident. The coincidences at the Mineral-PET counting time window are essentially
only events where the 511 keV gamma photons are detected. At much longer times than in Fig. 5, a third
component with about a 100 minute lifetime and a fourth component with about a 10 hour lifetime are
evident. These have been identified as fluorine or titanium (created in nuclear reactions with oxygen or
titanium) and copper (created in nuclear reactions with nickel). Irradiations up to a dose of 1.0 kGray
were also carried out. This is 20 times the typical Mineral-PET dose. These samples were counted for 15
hours. The results matched those for the lower dose irradiations and indicated the Mineral-PET detector
will be operating in very fine signal to noise conditions. Secondly, the issue of remnant activity for these
samples is well understood and under good control. There does not appear to be any significant long
lived (τ > 15 hours) isotopic activity, and it is clear the kimberlite and the diamond are radiologically
and environmentally safe within days of its irradiation.
In parallel to the experimental work, code was developed for first-order quantitative estimates
of the production of collateral radioisotopes, from primary and secondary interactions with natural and
prompt-decay isotopes, using published cross-section data and average energies from reaction kinemat-
ics. This code was used as a guide in the isotope identification during the data analysis. The results were
consistent with the experiments.
2.3 Electron beam energy for the Activation process
The activation process for 12C(γ, n)11C using bremsstrahlung photons has been modeled with the Geant4
[15] Monte Carlo code to determine the optimal combination of electron beam energy, electron beam
current and bremsstrahlung target thickness for conditions appropriate to Mineral-PET. A selection of
these results are presented in Fig. 7. The quantity that has been optimized is the power efficiency,
defined as the number of photons on-target, with an energy in the GDR region, per primary (beam)
electron, normalized to the relative beam power, taken as Ee− = 40 MeV. By simulating many different
combinations of electron beam energy and current and bremsstrahlung target material and thickness, it
was observed that the power efficiency tended to a plateau after about 40 MeV for the electron beam
energy, for the most technically sensible choice of high-Z target, which was tungsten.
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Fig. 8: A series of images of the density distribution of PET isotopes, taken at three consecutive 20 minute
intervals starting at within 10 minutes after the irradiation. The homogeneous background decreases w.r.t. the
diamond signal with delay time. The larger diamond is 0.5ct and the larger kimberlite sample about 5cm across.
2.4 Electron beam intensity for the Activation process
The identification of a diamond, implemented by the detection system discussed in later sections, requires
a statistically significant signal above background. By combining the industrial requirements mentioned
in the introduction with conservative estimates, both from analytical and Monte Carlo models of the
efficiency of the complete detection system, we can estimate the source activity required, and from this
the requirements for the irradiation process.
The decay rate of 11C surviving at the time of detection from just the diamond is related to the















Here tγ is the time of irradiation,N12C is the number of carbon nuclei in a diamond of given size, e
−x/X0
expresses the attenuation of the irradiation photons in the kimberlite host matrix, φe− is the electron flux
on the bremsstrahlung target, Pe−→γ(E) and σ(γ,n)(E) are the probability and the cross section of the
bremsstrahlung and (γ, n) processes respectively, E is the photon energy in the GDR region, ∆E is
energy interval where this region is significant and e−λ11Cth accounts for the decay of the 11C during the
waiting time in the hold hopper.
With the knowledge of the kimberlite composition, the background activity from oxygen and
sparse carbon can be estimated in the same way.
In the given scenario, with a throughput of kimberlite ore of 1000 tons per hour, resulting in a
belt speed of 2 m/s and approximately 1 second for irradiation, and 1 second for detection, we calculate
that it’s necessary for the electron accelerator to deliver on the bremsstrahlung target a very high 5 mA
average beam current (at an energy of 40 MeV as discussed above) in order to generate the flux of
photons sufficient for the activation level required. Such an accelerator is achievable today.
2.5 Diamond within kimberlite by Medical-PET
A sample of kimberlite of mass 55 g was spiked with diamond of 0.5 carats. After an irradiation of
500 Grays, the kimberlite was transported to a small animal PET machine at the Karolinska Institutet
where PET measurements were made. Figure 8 shows a photograph of the kimberlite samples, together
with three sequential PET images. The PET images represent time integral acquisition for the three con-
secutive 20 minute intervals starting within 10 minutes of the irradiation. A slice has been made through
the 3-D reconstruction at the position of the diamond, allowing the diamond to be clearly identified as
a hotspot of PET activity. The 15O signal becomes progressively less significant for later times. The
dominant PET isotope in the last picture is from 11C. The oxygen distribution is homogeneous, and the
non-diamond carbon is also homogeneous but very dilute (about 0.2% atomic).
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2.6 The effect of the activation process on diamond
The activation is performed over several layers of coarse crush kimberlite in the activation hopper. The
radiation environment for the diamond particles within the kimberlite has several components. It firstly
consists of the primary electron beam, which would have a distribution of energies up to the beam energy
of 40 MeV, depending on the depth of the diamond within the kimberlite and the scattering history of
the electron beam. The electrons would not penetrate significantly more than about halfway through
the coarse crush kimberlite. Next there is the secondary photon beam, with a much lower flux than the
electron beam, also with a distribution of energies (similar to the bremsstrahlung distribution). The pen-
etration is still significant over about three layers of coarse crush rock for the highest energy of photon
in the radiation hopper. Then, with once again a lower flux, suppressed by the cross section for these
processes, would be the secondaries from nuclear reactions, including neutrons and light charged parti-
cles. These are not considered to be significant by comparison to the primary electron beam. The major
interaction of the electron beam is via ionization. Bremsstrahlung photons must first produce a compton
electron or a pair, and then once again the major interaction is via ionization. The Rutherfordian electron
- carbon interaction is therefore relatively rare. Electrons are also kinematically disadvantaged in displac-
ing carbon atoms, due to the high kinematic factor and the relatively large displacement threshold energy
for diamond (25-80 eV and orientation dependent). The damage due to electrons has been measured in
detail in the low MeV range, and modelled up to 10 MeV (see [16] and references therein). Extrapolating
to the Mineral-PET conditions leads to a calculation that the vacancy related damage production would
be less than an atomic fraction of 2× 1011. In the GeV range, studies are again available, see for exam-
ple [17] and [18]. In this range the general result is that the electronic properties of ultra-pure synthetic
diamond (which are very sensitive to damage) do not significantly deteriorate until a fluence of 1015
mips/cm2. The Mineral-PET conditions are several orders of magnitude below this threshold. Natural
diamond had its genesis typically 2 billion years ago. It endured a long residence time in the upper mantle
in a context of the earths background radio-activity. It has also experienced violent geological processes
at least during its eruption to the surface. The intrinsic defect concentrations are found to be orders of
magnitude larger than the the expected damage due to the Mineral-PET technique. Natural diamond is
also much too defected to be considered for electronic material. This reasoning is also confirmed by
experiments which have not evidenced any detectable damage by optical spectroscopic techniques due
to the Mineral-PET technique.
3 Detection
This section includes all the considerations which lead to the identification of a diamondiferous kimber-
lite rock. It is based on the PET technique, where the density of emissions from the PET isotope 11C
must be detected. The AX(γ, n)A-1X reactions generates unstable, proton-rich nuclei which typically de-
cay to a stable isotope by emitting a positron: A-1ZX→A-1Z-1 Y+e++νe. For the superallowed 11C decay the
pointlike Fermi theory is sufficient to provide information on the energy spectrum of the positron, which
is of particular importance for this application, as it determines the distribution of the distance traveled
by positrons before annihilation and consequently the smearing of the diamond signal [19]. In the case
of the Mineral-PET detection of diamond, the endpoint of the beta spectrum for the decay 11C(γ, n)10B
is at 0.96 MeV.
3.1 Spatial resolution
The emitted positron thermalizes mostly by the Bethe-Bloch mechanism in the host material. Its original
emission direction is ultimately randomized by multiple scattering. The probability of in-flight anni-
hilation is approximately inversely dependent on the velocity [20] and this process is therefore usually
considered negligible (<2%) in favour of annihilation after thermalization. The decay positron thus trav-
els some distance before it finally comes to rest (thermal energies) and annihilates with an electron from a
neighbouring atom. The distribution of distances between the decaying PET isotopes and the point of an-
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nihilation of the positron has been modelled for different PET isotopes in a water medium. It is generally
a sharply peaked distribution with a substantial tail. In the case of 11C in water, the FWHM and FHTM
of this distribution is 0.188 mm and 1.86 mm respectively [21]. Scaling using the Bethe-Bloch formula
from water to an average kimberlite yields range distributions for the decay positron of 0.063 mm and
0.63 mm for the FWHM and FWTM respectively. In non-metallic materials, the annihilation process
can in first approximation be considered to proceed through a bound e+e− state, positronium (Ps), in the
S = 0 or S = 1 states [22]. The energy difference between the two states is much less than thermal
energies, so the relative population is typically (quantum) statistical, at 25% and 75% respectively. The
annihilation of the S = 0 (para-positronium) state proceeds in the e++e−→ γγ channel, with a lifetime
of about 100 ps, and the two 511 keV photons are emitted in opposite directions. The annihilation of the
S = 1 state (orthopositronium) proceeds in the e++e− → γγγ channel, with a 3 orders of magnitude
lower rate [23]. This results in a much longer lifetime, however the longer life makes it much more
probable that “pick-off” interactions with host material electrons occur. The S = 1 state therefore also
typically annihilates in the γγ channel [24], and once again we have the back-to-back two photon anni-
hilation. The cases of in-flight annihilation and the residual momentum of positronium, or of the pick-up
electron, can be effectively considered to cause a non co-linearity of the 2 gammas with a FWHM of 0.5
degrees [19] or 0.25 degrees [25]. For the geometry of mineral-PET, this is a smearing effect of 0.65
mm or 0.37 mm. Together with the range distribution of the positron, this effect also contributes to the
lowest limit in imaging resolution. Finally, one may expect a physics limit to the resolution of imaging
a PET source to be comfortably below 1 mm. It is therefore of interest to use a detection system with a
resolution as close to this as possible.
3.2 The Technology Demonstrator
A scaled down planar PET array built around a conveyor delivery system (see Fig. 1) using kimberlite
“phantoms” was constructed. As previously mentioned, the phantoms consisted of reconstituted kimber-
lite powder which had been homogeneously premixed with the positron emitter 22Na. The reconstitution
process used technology for radiation waste permanent storage, considering the background activity of
the phantom. Diamonds were modeled in the phantom by the inclusion of a localized “hot-spot” of 22Na.
The activities of the homogeneous background as well as the localized PET emissions correlated with
what was expected from kimberlite rock which had been subjected to the photon irradiation mentioned
above. This detection environment is a worst case scenario, as one had theEγ = 1274 keV decay photon
of 20Ne in close coincidence with the annihilation photons. This is a background that will not be present
in the real Mineral-PET system. In this Technology Demonstrator, phantom activities, arrangements,
delivery speed and diamond simulant activity can be varied, as well as parameters and configurations
of the detection system. The mechanical setup was designed in collaboration with the industry part-
ner of the project, taking into account both the mechanical and industrial requirement, and the physics
requirements, in particular gamma absorption and radiation damage characteristics of the materials.
3.2.1 PET detectors
There are currently several options for the detection of the 511 keV gamma rays from e+e− annihilation
in PET imaging systems. In the planar PET array of the technology demonstrator, we have used inorganic
scintillators and photomultiplier tubes (PMT). This choice was predicated by simplicity, affordability and
flexibility for testing various apparatus configurations. Scintillators detect the passage of ionizing radia-
tion by emitting photons inside or near the visible band, which can then cause the emission of electrons
from the photosensitive cathode of the PMT. In order to design an effective detector, capable of providing
not just energy and timing information, it is necessary to adequately consider the coupled problems of
the scintillation emission spectrum, photocathode characteristic spectral sensitivity; optical characteris-
tics of the scintillator, PMT glass and coupling material; optical reflection, refraction and diffusion from
the different interfaces. This is especially true when dealing with the stringent requirements for position
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sensitivity, combined with a scintillator with low light-output like BGO. It is also necessary to consider
the different processes by which the gamma photon, a neutral particle, deposits energy in the scintillator.
At this energy well below the pair production threshold, the most significant interactions are the photo-
electric effect [26, 27], Compton scattering, Rayleigh scattering and photonuclear absorption. The low
energy of these interactions causes them to depend on the detailed electronic structure of the target ma-
terial, such that for accurate simulation it is necessary to resort to semi-empirical or data-driven models
based on experimental measurements [28]; but already an elementary treatment can provide indications
on the different Z dependence of these processes, useful for the choice of scintillation material [29].
Inorganic crystal scintillators have since long demonstrated their excellent qualities for detection
of gamma rays in the 100 keV-500MeV range. While NaI(Tl) (thallium-doped sodium iodide) is still the
golden standard in this class of detectors, BGO (bismuth germanate - Bi4Ge3O12) and, more recently,
LSO (lutetium orthosilicate) have been the preferred choice for use in medical PET machines, where the
lower energy resolution is less important, and the shorter radiation length decreases the inconveniences
of the parallax effect [30]. Our research has indicated that BGO is currently the optimal compromise
between desirable properties and cost. The readout of optical photons from the scintillating crystal
is achieved with a multi-wire anode Position Sensitive Photomultiplier Tubes (PS-PMT [31]), which
allows for high position resolution with a limited number of readout channels (compared to multi-pad
PS-PMTs) and without the need of specially designed crystals (needed for the multi-PMT approach most
commonly used in medical PET). The whole detector has been the subject of very detailed Monte Carlo
simulations, including positron straggling and annihilation, gamma scattering and absorption in the host
rock, energy deposit in the scintillator material, and production and propagation of the optical photons
from scintillation to the PS-PMT photocathode, considering the specific optical properties of materials
and surfaces. While a comprehensive implementation has been realized within the Geant4 toolkit [32],
we also obtained useful guidance and insight from a much simplified simulation of the optical system,
developed independently. These simulations have been confirmed by the experimental results, and have
been fundamental in optimizing the planar PET array design and in scaling calculations.
3.2.2 Signal processing, trigger and DAQ
The readout electronics chain has a total of 64 fully independent and tunable channels (4 channels for
each of the 16 PS-PMTs), with amplitude and time readout on each one separately, plus a simple but
flexible trigger system. Each of the four outputs of each PS-PMT is first processed by an ad-hoc shaping
preamplifier (8-channel units by ASCOM on design of Prof. Bassini - INFN Milan); the resulting signal
is then fed to a dual amplifier that provides both a slow (1-3 µs) shaped spectroscopy output, and a fast
differential output (16-channel CAEN N568B). The shaped output is connected directly to the signal
inputs of the 32-channel peak ADCs, while the fast output goes to the 16-channel Constant-Fraction
Discriminators (CAEN N483) The hardware logic that triggers the readout of an event implements the
basic requirement of a chosen number of channels being above a certain threshold, with few requirements
on their spatial location. This is presently considered sufficient for the Technology Demonstrator, where
the rates are relatively low. The final detector will require a more sophisticated trigger to fully exploit
the space-localized time coincidence of back-to-back gammas, and reduce the readout rate to acceptable
levels. The digital readout comprises the mentioned peak ADCs (CAEN V792) and a 64-channel, free-
running clock-based TDC (CAEN V1190); these are VME based units, controlled by a VME single
board Intel-based controller running Scientific Linux 4 and, for maximum flexibility and performance,
an ad-hoc DAQ software based on low-level libraries adapted from the Open Source MIDAS [33] DAQ
software.
3.2.3 Medical-PET imaging
In common medical PET a few different classes of algorithms are used to reconstruct a 2 or 3 dimensional
image of the subject. The original and conceptually simpler method is the Filtered Back-Projection
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(FBP) method, in which a modified inverse Radon transform, applied to 1-dimensional projections of
a 2-dimensional object, is used to infer the shape of the object; the process is repeated for multiple 2D
“slices” of the object (from which originated the name tomography). In order to reduce noise artifacts,
different types of filters are used with the basic FBP. Modifications of the FBP, which take advantage of
more modern “3D” PET detectors (without gamma absorbing tungsten septa), are commonly used for
so called 212D or 3D imaging. The Iterative Reconstruction methods instead assume an initial source
distribution, forward-project it into sinograms and compare these with the actual data to correct the
distribution, iterating until convergence; they are not yet commonly used for human PET, because they
are more computationally intensive than FBP. On the other side, IR methods do not suffer as much from
noise and from incompleteness of the set of projections. For a review of PET imaging, see e.g. [34]. In
general, both FBP and IR methods are reliant on high statistics data sets, and especially the FBP methods
need a detector which covers nearly a 2pi planar angle around the subject. Both of these conditions are
in conflict with the requirements in Mineral-PET, because the transport of the samples imposes a planar
or nearly planar geometry, and the limits on the attainable activation of the rocks severely constrain the
statistics that will be collected for each sample.
3.2.4 Mineral-PET Fast Quasi-imaging and Identification algorithm
A completely different approach to imaging is necessary in Mineral PET (lower statistics, shorter pro-
cessing times). The first Mineral-PET quantitative imaging method is a “tubes and voxels” method. Each
time a colinear coincident pair of annihilation photons is detected, the endpoints of a line which inter-
sect each plane of the planar PET array are registered. This line may be thought of as a tube, once the
effect of position resolution has been considered. Each PET event therefore generates such a tube in the
memory of the acquisition system. Instead of accumulating the event-by-event statistics in sinograms,
the back-projection concept is applied independently for each event, in an approach that is more similar
to what is done in High Energy Physics analysis for track reconstruction; the statistics of the crossing of
tubes with specific volume elements (voxels) are then accumulated in a 3D lattice of voxels, with a pitch
similar to the position resolution of the detector. This approach would be too computationally intensive
in the high statistics case of the medical applications, but it is feasible in the Mineral-PET case, and it
has the advantage of conserving the full information content of the limited number of detector hits. The
quantitative identification of a hot spot of positron emission, corresponding to the high concentration of
11C in a diamond, can then be based on the statistical information contained in the voxel lattice. The
most straightforward method is to search the whole lattice for voxels with higher statistics, above the
statistical fluctuations of the background. This simple method already produces acceptable results for
all but the smallest diamonds, and has the advantage of being amenable to an analytic study of the iden-
tification efficiency. Already for this simplest method, it is necessary to implement a non-trivial search
algorithm on the very large 3D lattice of voxels, to reduce the data processing time to acceptable levels.
This identification algorithm has been studied on simulated data from a simple Monte Carlo event gen-
erator, with focus on the performance in terms of efficiency and false signal rejection as a function of
various parameters - primarily the signal and background activity levels.
A critical advantage of this approach to imaging and identification, over more traditional PET
techniques, is its being amenable to an aggressive parallelization of the computation, which guarantees
an easy and cost-effective scalability to large detection arrays.
In the case of the Technology Demonstrator, the phantoms are moving on the conveyor belt as
they progress through the planar PET array. The data from the acquisition system presents a n-tuple
where each event in the n-tuple contains the the energy and position (E, x, y, z) at the PET detector
as recorded for each photon of the coincident pair, within a resolving time of 20 ns. A time stamp
for the event accurate to milliseconds is also recorded with the event. Using the belt speed, the events
can be mapped back spatially to remove the effect of the belt motion. The Mineral-PET algorithm of
incrementing the 3-D histogram of voxels for each tube crossing can then be implemented. The right
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Fig. 9: good match with MC simulations.
hand part of Fig. 9 represents a slice through the 3-D histogram for an acquisition time corresponding to
a single pass through of the moving kimberlite phantom, after the motion correction. The slice is at the
position of the diamond simulant activity. Even at these low statistics, the diamond simulant is clearly
recognizable even before further processing by the Mineral-PET algorithm, which is effectively a search
for significant correlated deviations from the background activity followed by a peak characterization in
3-D.
3.2.5 Full Monte Carlo simulation
The entire planar PET array has been modelled with Monte Carlo techniques, to describe the phantom
activity, the full geometry of the system, the materials involved and the active detector components.
The output from the Monte Carlo simulation is formatted in the same structure as real data, and the
simulated data can be processed by the analysis engine identically to the real data. The left hand part of
Fig. 9 represents a model of the same experiment described above for a given phantom passing through
the Technology Demonstrator. The model has the simulant diamond activity in a similar place to the
real phantom, and the same slice through the 3-D histogram is presented. The Monte Carlo simulation
agrees with the real experiment extremely well. The apparent “holes” in the background activity are
also well modelled. These relate to issue of regions between the detectors which are not active, so that
there is not full coverage in this implementation of the planar PET array. This leads to a variation in
the coincident detection efficiency which has not been normalized out in this figure. It demonstrates
the excellent correspondence between the simulation and the experiment, and evidences the system is
well understood. The understanding of the system, as confirmed by the Monte Carlo simulation, has
been used in the scaling of the results from the technology Demonstrator to a possible future full scale
implementation of the the Mineral-PET.
4 Conclusion
Mineral-PET has been described as an ore-sorting technique to identify diamondiferous kimberlite in
an online mining context. It is based on Medical-PET, but with modifications to allow operation at
higher throughput taking advantage of several features: the favourable strong and easily discriminated co-
incident 11C PET signal compared to even the singles radiation, enormous contrast in the diamond PET
signal over the background and the fact that a statistical decision can be made without implementation
of conventional PET imaging.
The results of tests with the technology demonstrator coupled with extensive Monte Carlo mod-
elling have confirmed the minimum activity of 11C necessary in order to identify a minimal size diamond
(1 mm diameter) at a given confidence level. This information can be scaled for the full Mineral-PET
detector, leading via equation (1) as well as a Monte Carlo simulation to minimal requirements for the
specifications of the electron accelerator. The specifications are demanding (Ee = 40 MeV at 5 mA and
quasi-continuous time structure), but feasible. This enables Mineral-PET to conceivably be deployed up
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to run-of-mine conditions (100-1000 tons of rock processed per hour). It is expected that this technology
will reduce the costs of the recovery process. There will be much less processing of the mine rock. Only
a coarse pre-crush is necessary. The barren rock is not subjected to further processing. In addition, this
technology will improve the yield of large diamonds. One may also implement a differentiated extrac-
tion process. It becomes viable to implement more sophisticated recovery techniques. The total yield of
the mine is also expected to improve. The saving in costs and energy also impact on the viability and
sustainability of the mining programme and dramatically allieviate the environmental impact.
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