Abstract. We study the distances, called spacings, between pairs of neighboring energy levels for the quantum harmonic oscillator. Specifically, we consider all energy levels falling between E and E + 1, and study how the spacings between these levels change for various choices of E, particularly when E goes to infinity. Primarily, we study the case in which the spring constant is a badly approximable vector. We first give the proof by Boshernitzan-Dyson that the number of distinct spacings has a uniform bound independent of E. Then, if the spring constant has components forming a basis of an algebraic number field, we show that, when normalized up to a unit, the spacings are from a finite set. Moreover, in the specific case that the field has one fundamental unit, the probability distribution of these spacings behaves quasiperiodically in log E. We conclude by studying the spacings in the case that the spring constant is not badly approximable, providing examples for which the number of distinct spacings is unbounded.
1. Introduction
Physical Motivation. The quantum harmonic oscillator is given by the Hamiltonian
Applying Schrödinger's equation, the quantum energy levels of the system are determined by d + 1 non-negative integers, m 0 , . . . , m d , and they are of the form
where α 0 , . . . , α d are positive real numbers depending on the spring constant k and the mass m. The problem is to study the distribution of energy level spacings (the difference between neighboring energy levels) for all energy levels occurring in a given interval E ′ ≤ E < E ′ + c, for some fixed constant c, as E ′ → ∞. It is convenient to make c = α 0 . Since
where ω i = α i /α 0 > 0, the problem becomes to find spacings between energy levels
between a given E ′ and E ′ + 1 as E ′ → ∞. For any integer vector m = (m 1 , . . . , m d ) such that m · ω < E ′ + 1, there is exactly one m 0 ≥ 0 that forces E into the interval [E ′ , E ′ + 1). This allows us to reduce the problem modulo 1, considering differences between the fractional parts of the numbers m 1 ω 1 + . . . + m d ω d determined by integer vectors m ∈ R(t). Here, R(t) is the homothetic expansion of R = {v ∈ R n | v i ≥ 0, v 1 ω 1 + . . . + v d ω d < 1} by a factor of t = E ′ + 1 about the origin.
1.2. Mathematical Problem. For any real number θ, we will use the following notation: ⌊θ⌋ is the floor, ⌈θ⌉ is the ceiling, {θ} = θ − ⌊θ⌋ is the fractional part, and ||θ|| = dist(θ, Z) is the distance between θ and the nearest integer. Let ω 0 = 1, ω 1 , . . . , ω d , be d + 1 real numbers, linearly independent over the rationals, ω = (ω 0 , ω 1 , . . . , ω d ), and ω = (ω 1 , . . . , ω d ). Let R be some bounded convex region in R d , R(t) be the homothetic expansion of R about the origin by a factor of t > 0, and M (t) = R(t) ∩ Z d .
We order the numbers {m · ω}, where m ranges over M (t), into the sequence 0 ≤ y 1 (t) < . . . < y |M (t)| (t) < 1.
We then consider the differences between consecutive numbers in this sequence, called spacings, δ j (t) = y j (t) − y j−1 (t), j = 2, . . . , |M (t)|. Now, let D(t) be the number of distinct spacings and let ∆ j (t) be the ordered sequence of distinct spacings from the δ j (t), so that 0 < ∆ 1 (t) < . . . < ∆ D(t) (t) < 1.
We are interested in analyzing the set of distinct spacings as well as the frequency of occurrence of each distinct spacing from this set as t increases for various choices of ω and R.
Remark 1.1. The problem can also be considered on the circle S 1 = [0, 1]/0 ∼ 1. However, these two formulations are equivalent up to one spacing.
Previous Works.
In 1958, Steinhaus conjectured that in the case d = 1, for any w 1 and any t, there are at most three distinct spacings. This conjecture was proved in the same year independently by P. Erdös, G. Hajós, V. Sós, J. Surányi, N. Swieczkowski, and P. Szüsz. 1 Moreover, there are simple formulae for the sizes of the three spacings at any t and the frequencies with which each spacing occurs.
In [B1] , Bleher studies the distribution of spacings as n → ∞ in the case that d = 1 and
2 , the golden ratio. If one fixes x ∈ (0, 1] and considers the distribution of spacings at the times t n = f n−1 + xf n−2 , the limit distribution exists and a concrete formula is given for the distribution. Meanwhile, it is shown in [B2] that for almost any ω 1 there is no limit distribution of spacings along the (analogous) sequence of times t n = p n , where p n /q n is n-th continued fraction approximate.
Geelen and Simpson [GS] showed that if d = 2 and ω 1 and ω 2 are any frequencies, then using all integer points 0 ≤ v 1 < n 1 and 0 ≤ v 2 < n 2 generates at most n 1 + 3 distinct spacings. Moreover, they conjectured that for general d and integer points chosen such that 0 ≤ v i < n i , for each i, then the number of spacings will be no more than
Progress was made on this conjecture by Chevallier [Ch] , who showed that the number of spacings is no greater than
Concerning the distribution of spacings in the multidimensional case, there is a note of Dyson [D] and the resulting letters between Boshernitzan and Dyson [BD1, BD2] , but no other works that we are aware of. We use the results of Boshernitzan and Dyson as a starting point of our work, and moreover, we will present many of the details of their work, since it was never published.
It is noteworthy that the situation is actually easier if one considers random ω. When d = 1, Bleher [B2] showed that for any random (absolutely continuous) distribution of ω 1 the spacings have a corresponding random limiting distribution that is independent of the initial distribution of ω 1 . This is a consequence of the fact that the Gauss continued fraction map is mixing with respect to its invariant measure. Similar properties of the random limit in the d = 1 case were later studied by Greenman [GR] .
Marklof [Ma] has proved an exciting generalization of [B2] and [GR] [Da] .) It was shown by Moore [Mo] that the flow induced by
is mixing with respect to the Haar measure on SL(d, R)/SL(d, Z). Marklof uses this mixing property to show that if ω is chosen randomly with continuous joint probability density, then each of the n-point correlation densities has a limit distribution that is independent of the initial distribution of ω. From these n-point correlation densities, one can determine the distribution of spacings. 
The following is a result outlined in a discussion between Dyson and Boshernitzan [BD2] in response to a preprint of Dyson [D] .
If ω is badly approximable, then the number of distinct spacings has a bound independent of t.
There is a very convenient way to produce badly approximable vectors ω using algebraic number fields. If Φ is an algebraic number field and 1, ω 1 , . . . , ω d are algebraic integers forming a basis for Φ over Q, then a theorem of Perron [P] gives that ω = (ω 1 , . . . , ω d ) is badly approximable. Thus, the original theorem in Dyson's preprint [D] is obtained as the following direct corollary to Theorem 1.3. Since the proof of Theorem 1.3 was never published, we will present it in Section 2, together with an explicit bound for the number of spacings. We will then focus on the case that ω is obtained from an algebraic number field (as above), studying further questions about the spacings, including their algebraic properties, rigidity properties, and their limiting distributions. Theorem 1.5. The field norm of any spacing ∆ j (t) has a bound independent of t and j. Theorem 1.6. There exists some finite set S = {s 1 < . . . < s J } ⊂ Φ such that every spacing ∆ i (t) has the form us j for some unit u of the ring of integers Z Φ (invertible element of Z Φ ) and some
There is a theorem due to Dirichlet (see Theorem 38 in [M] ) which gives that the group of units of the ring of integers Z Φ is isomorphic to G × Z r+s−1 , where G is a finite cyclic group consisting of all the roots of unity from Φ, r is the number of real embeddings of Φ into C, and s is the number of conjugate pairs of complex embeddings of Φ into C. Thus, there is a set of fundamental units u 1 , . . . , u l with l = r + s − 1 which generates the group of units of Z Φ , modulo G. Note that since we are concerned only with ω ∈ R d , Φ is real, and G = {−1, 1}.
We can say much more if Φ has only one fundamental unit, i.e. l = 1. By Dirichlet's Theorem, this happens if and only if (r, s) = (2, 0), (1, 1), or (0, 2). Again, since we deal with ω ∈ R d , (r, s) = (2, 0) or (1, 1). Theorem 1.7. Suppose that the field Φ has only one fundamental unit u. If l(t) = ⌈−d log u (t)⌉, then there exists a finite set S = {s 1 < . .
Corollary 1.8. If the field Φ has only one fundamental unit, then there is some finite set S ⊂ Φ such that
∆ 1 (t) ∈ S for all i and t. We now consider the distribution of spacings in the special case that Φ has exactly one fundamental unit.
Theorem 1.9. Suppose Φ is a real quadratic field having exactly one fundamental unit 0 < u < 1 and ω is formed by choosing a basis for Φ (over Q) consisting of algebraic integers. Then, for any η ∈ [1, u −1 ], the proportion of normalized spacings equal to s j has a limit along the subsequence t n = η( 1 u ) n , with rate of convergence equal to O(u 2n ). Theorem 1.10. Suppose Φ is a cubic field with exactly one fundamental unit 0 < u < 1 and ω is formed by choosing a basis for Φ (over Q) consisting of algebraic integers. Then, for any η ∈ [1, µ], where µ = u −1/2 , there is a continuous function
and some frequency θ > 0 such that for any n ∈ N, the proportion of normalized spacings at
. That is, we show that the distribution of normalized spacings along t = µ n for some µ either has a limit or behaves quasiperiodically. Note that these two cases cover all number fields Φ with exactly one fundamental unit, since (r, s) = (2, 0) occurs only when Φ is quadratic and (r, s) = (1, 1) occurs only when Φ is a cubic field.
The proofs for the results above can be found in Sections 2-5 of the paper. In the last section, we consider the case where ω is not badly approximable. A major question is whether the converse of the Theorem 1.3 holds.
Question 1.11. Is D(t) unbounded if ω is not badly approximable?
Since answering this question may be difficult, we present various partial results. First, we find some examples of ω that are not badly approximable for which D(t) is unbounded by using a technique outlined in a letter from Boshernitzan to Dyson [BD1] . In particular, for any 0 < δ ≤ 1 we find vectors ω for which lim sup t→∞ D(t) t 1−δ = ∞. Moreover, we also find an ω ∈ R 3 that is Diophantine with exponent 5 for which lim sup t→∞ (D(t)) = ∞. Lastly, we show that the ratio
between the largest and the smallest spacing is unbounded.
The Badly Approximable Case
In this section, we will prove Theorem 1.3 using the "Transference Theorems" from Cassels [C] .
Theorem 2.1. The vector ω is badly approximable, satisfying (1.1) with constant K, if and only if for any X 1 and any α ∈ [0, 1], there exists a nonzero integer vector x such that |x| ∞ ≤ X 1 and
Proof. From (1.1), we have that for any X > 0 and nonzero vector x such that |x| ∞ < X,
Thus, this is a direct application of Theorem VI from Chapter V of [C] , where
. Let A and B be closed balls with radii r min and r max respectively, taken with respect to the infinity norm | · | ∞ , such that A ⊆ R ⊆ B. Then let A(t) = {xt | x ∈ A} and B(t) = {xt | x ∈ B}.
Lemma 2.2. For all t > 0, the smallest spacing satisfies
If ω is badly approximable, satisfying (1.1) with constant K, we set
Suppose for the sake of contradiction that
We show that there is a m ∈ M (t) such that {m · ω} is in the interval (y i−1 (t), y i (t)). If we let p be the integer point closest to the center of A(t), let α =
be the midpoint of the interval (y i−1 (t), y i (t)), and let β = α + {p · ω}, then by Theorem 2.1, we can find an integer x, and thus an integer m = x + p, so that
From (2.1), it can be seen that m is in the ball A(t). Thus, m is in M (t). Also from (2.2), the distance from {m · ω} to the midpoint α of the interval (y i−1 (t), y i (t)) is no more than L (r min t−1/2) d , giving that {m · ω} is in the interval (y i−1 (t), y i (t)). However, this is a contradiction since y i−1 (t) and y i (t) are consecutive numbers in the ordered sequence {m · ω}, where m ranges over all of
, completing the proof.
Lemma 2.4. For any i and all t > 0, we have
Proof. Note that any positive difference between spacings can be expressed as
Since
Proof of Theorem 1.3: By Lemmas 2.2, 2.3, and 2.4, we have that
This gives an explicit bound for the number of distinct spacings.
The General Algebraic Case
Let 1 = ω 0 , ω 1 , . . . , ω d be algebraic integers forming a basis for some number field Φ.
, where n 0 is chosen so that |n · ω| = ||m · ω||. It is easy to see then that |n 0 | ≤ |⌊m · ω⌋| + 1. If |n| ∞ = |m| ∞ ≥ |m|, then we can simply choose K = K ′ . Otherwise, |n| ∞ = |n 0 | ≤ |⌊m · ω⌋| + 1. Note that |⌊m · ω⌋| ≤ |m · ω| + 1 ≤ |m| · |ω| + 1, where the second half comes from the Cauchy-Schwarz inequality. From this, we have that
Since m is a non-zero integer vector, |m| ≥ 1, so choosing K = K ′ (|ω| + 2) −d works.
Proof of Theorem 1.5: We can write the field norm N of an element x from the number field Φ as
where x j are the conjugate images of x. In other words, if
where σ j : Φ → C are the conjugate embeddings. It can thus be seen that N (x) = xQ(n), where Q(n) is a homogeneous polynomial of degree d in the components of n = (n 0 , . . . , n d ). Then by Lemma 2.3, N (∆ j (t)) = ∆ j (t)Q(n) is bounded above by
Hence, it suffices to show that Q(n) t d is bounded. This follows immediately since Q is a homogeneous polynomial of degree d, implying the existence of a constant
We let the equivalence class of an element a ∈ Z Φ be
Note that all elements of an equivalence class have the same norm N (au) = N (a)N (u) = N (a). Also note that for any x ∈ Φ, we have that x ∈ Z Φ if and only if N (x) ∈ Z. 
Proof. This follows directly from Theorem 4B of Chapter VII of [S] .
Proof of Theorem 1.6: By Theorem 1.5, there exists N 0 ∈ Z such that |N (∆ i (t))| ≤ N 0 for all t and i. Note that N (∆ i (t)) is an integer since ∆ i (t) ∈ Z Φ . Thus, by Proposition 3.3, there are
which satisfies the conditions.
The One Fundamental Unit Case
Let the fundamental unit u be chosen so that 0 < u < 1. Note that every unit of Z Φ is of the form ±u n , where n ∈ Z.
We first present a lemma necessary to the proof of Theorem 1.7.
Lemma 4.1. Let k be any integer and 0 < x 0 < x 1 < ∞. Then the set given by
is finite.
Proof. First, if E(a i ) = {a i u n } denotes the equivalence class generated by a i ∈ Z Φ , then the set E(a i ) ∩ [x 0 , x 1 ] is finite. To see this, note that if
Now, by Proposition 3.3, we have that
Since this is equal to
Proof of Theorem 1.7: By Theorem 1.5, there is a N 0 such that the norm |N (∆ j (t))| ≤ N 0 for all j and t. Recall that N (∆ j (t)) is always an integer. Furthermore, by Lemmas 2.2 and 2.3 and by the definition of l(t),
for all j and t. Note that N (x) = N (u −l(t) x). Thus, each ∆ j (t) ∈ u l(t) S for the set
which is finite by Lemma 4.1. 
The Asymptotic Distribution of Spacings
Let Φ be a number field with exactly one fundamental unit 0 < u < 1. In this section, we will prove Theorems 1.9 and 1.10. We will first prove Theorem 1.10, because Theorem 1.9 follows from some simple modifications of its proof. Thus, we first assume that Φ is a cubic field, in which case Φ has one real embed ding and two complex embeddings. We first define two vector representations of a number in Φ.
Definition 5.1. Let n : Φ → Q 3 be the vector expansion an element of Φ in terms of the basis ω = (1, ω 1 , ω 2 ) and m : Φ → Q 2 be such that if n(y) = (m 0 , m 1 , m 2 ), then m(y) = (m 1 , m 2 ). 5.1. Fundamental Circle. Let u 1 and u 2 = u 1 be the Galois conjugates of u.
Lemma 5.2. There is a two-dimensional linear subspace E u ∈ R 3 containing a circle T of radius r ≡ r(η) and a constant C > 0 such that dist
Proof. Since u is an irrational unit in the cubic field Φ, it is a zero of an irreducible monic integral polynomial
Hence,
Let us choose our basis for Φ to be (1, u, u 2 ). Then in this basis, multiplication by u is represented by the matrix
The characteristic polynomial of U is precisely the minimal polynomial of u, P (x). Thus, u, u 1 , and u 2 are the eigenvalues of U . Let E s and E u be the stable and unstable eigenspaces of U , respectively. We know that N (u) = 1 = a 0 = uu 1 u 2 and 0 < u < 1, so u 1 u 2 > 1. Because u 1 and u 2 are complex conjugates, |u 1 | = |u 2 |. Hence, |u 1 |, |u 2 | > 1. Set n(1) = v s + v u , where v s is in E s corresponding to the eigenvalue u and v u is in E u corresponding to the eigenvalues u 1 and u 2 . Then the norms of the components of n(u n ) in those eigenspaces are |u| n |v s | and |u 1 | n |v u |, respectively. A calculation shows that n(1) is not an eigenvector of U and thus, v u is nonzero. Consequently, | n(u n ) tn | does not go to zero. Using our previous definitions, we get
Since uu 1 u 2 = 1 and |u 1 | = |u 2 |, we must have that |u 1 | = µ. Therefore,
Moreover,
Thus, n(u n ) tn converges to T with rate O(u n ).
and M k (t) to be the set of vectors m ∈ M (t) such that {m·ω} ∈ Y k (t). Note that
up to the point corresponding to y 1 (t). Thus, we call {M k (t)} a "partition" of M (t) (see Figure 1) . Also note that |M k (t)| is the number of spacings that are equal to s k u l(t) . Therefore,
is the proportion of spacings that is equal to s k u l(t) .
√ 4) and t = 650.
where Ω + v is defined to be {u + v | u ∈ Ω} for any Ω ⊆ R d and v ∈ R d .
Proof. We first prove that
, there exists n such that y n (t) = {m · ω}. We will show that δ n (t) = s k u l(t) . For every j < k, m / ∈ M j (t) and thus δ n (t) = s j u l(t) . If δ n (t) = s j u l(t) with j > k, a contradiction is reached since
Thus, δ n (t) = s k u l(t) and therefore m ∈ M k (t). Suppose instead that m ∈ M k (t). Clearly m / ∈ M j (t) for j < k. Now let n be such that y n (t) = {m · ω}. Then y n−1 (t) = y n (t) − s k u l(t) = {(m − v k ) · ω} and thus (m − v k ) ∈ M (t). Therefore, m ∈ M (t) + v k and since m ∈ M (t) and m / ∈
Therefore 5.3 holds. Using induction, it can be shown that
which proves (5.2).
Denote the power set of R by P(R). Then let P : (R 2 ) J → P(R) J map a vector of vectors v = (v 1 , . . . , v J ) to (P 1 (v) , . . . , P J (v)), where
Proof. If we let x = tv = (m(s 1 u l(t) ), . . . , m(s J u l(t) )), then Proposition 5.3, followed by the inclusion-exclusion principle, gives that
Similarly,
Given any bounded convex region Ω ∈ R 2 and the corresponding set M = tΩ ∩ Z 2 , it is well-known that area(tΩ) − |M | = O(t). Thus, by summing over all the parts of (5.7), and subtracting all the corresponding parts in (5.6), we have that
Dividing (5.8) by area(R(t)) and adding (5.9) proves the statement.
Proposition 5.5. The function P is Lipschitz continuous with respect to the infinity norm on (R 2 ) J and the metric d(
i ), where △ denotes the symmetric difference between two sets.
In order to prove Proposition 5.5, we first present a lemma.
Lemma 5.6. Let Ω be a bounded convex region in R 2 with a nonempty interior. Then the function F taking every vector v ∈ R 2 to the set of points Ω + v is Lipschitz.
Proof. Suppose we have two vectors
Otherwise, assume that x ≤ 1. If a is the radius, taken with respect to the infinity norm, of a closed ball contained inside Ω + v 1 , then we construct Ω 12 to be the homothetic expansion of Ω + v 1 about the center of the ball by 1 + x a . It can be shown that Ω 12 contains all vectors within x of Ω + v 1 . Thus, (Ω + v 1 ) ∪ (Ω + v 2 ) ⊆ Ω 12 . Therefore,
The result follows since Q(x) = (1 + Proof of Proposition 5.5: From Lemma 5.6, the function F 1 taking every vector v ∈ R 2 to the set of points R is Lipschitz. It is easy to see that F 2 taking v ∈ R 2 to R ∩ (R + v) is also Lipschitz. It can be readily proven that
for any sets A, B, C, D. Substituting F 1 and F 2 into the formula for P i (v) in (5.4), we have that
since F 1 and F 2 are Lipschitz. Therefore, P is also Lipschitz.
5.3. Proof of Theorem 1.10.
Proof. Let T be the circle with radius r = |v u | centered at the origin on the unstable eigenspace, E u , let L = {span(ω 1 , ω 2 )}, and let g : R 3 → R J such that g = h • P , where
Since h is a composition of two Lipschitz continuous functions, projection and matrix multiplication, it is also Lipschitz continuous. Combined with Lemma 5.2, this gives
where 0 < υ = u |u 1 | = u 3/2 < u 1/2 < 1. By Proposition 5.5, P is also Lipschitz, so
for some constant C ′ . Let w 1 , w 2 be an orthonormal basis on E u such that proj E u (n(1)) = proj E u (1, 0, 0) coincides with w 1 . The vector proj E u n(u n ) tn will thus form an angle θn with w 1 , where θ = arg(u 1 ). By
Proposition 5.4, the area of the j th component of P • h n(u n ) tn differs from the true proportion by at most K µ n = Ku n/2 for a constant K. Hence, the total error is given by Ku n/2 from Proposition 5.4 combined with C ′ υ n from (5.12). Therefore, the proportion of normalized spacings equal to s i is given by
5.4. Proof of Theorem 1.9.
Proof. Using the same arguments as in Lemma 5.2 gives that u and 1 u are the eigenvalues of U . A quick calculation shows that
converges to the point r = υu η at a rate of O(u 2n ). Furthermore, Proposition 5.5 still holds for d = 1 so long as there is one fundamental unit. Therefore, the same techniques in the proof of Theorem 1.10 give the desired result.
The Non-Badly Approximable Case
We first provide examples of non-badly approximable vectors for which the number of distinct spacings D(t) goes to infinity, following a construction that Boshernitzan outlined in a letter to Dyson, [BD2] . The following Lemma will be central in both constructions: Proof. Note that all points of the form {(m, n) · ω} around the circle can be expressed as the sum 2 of two "components," m(α) + n( p q α) and {nαǫ}. Consider all distinct points of the form 2 Sometimes, the sum of the two components is at least 1, so the sum may sometimes need to be taken modulo 1.
. Then, let the distinct spacings for this set of points be ordered ∆ 1 (t) < ∆ 2 (t) < . . . < ∆ N (t). Note that α/q is Diophantine with exponent γ and constant
Note also that an integer point (m, n) ∈ M (t) has first component l q α if and only if it is on the line mq + np = l (see Figure 3) . Thus, the points {(m, n) · ω} with the same first component lie consecutively on the circle as n increases (see Figure 4) . Figure 3 . The points (m 1 , n 1 ) and (m 2 , n 2 ) on lines mq + np = l 1 and mq + np = l 2 . q (α) . Suppose (m 1 , n 1 ) ∈ M (t) has the largest value of n among all points on the line mq + np = l 1 and (m 2 , n 2 ) ∈ M (t) has the smallest value of n among all points on the line mq + np = l 2 . Then, these two points form the spacing
Notice, however, that the line mq + np = l 2 goes through the x-axis in R(t). Therefore, n 2 ≤ q − 1 or else (m 2 + p, n 2 − q) satisfies mq + np = l 2 with a smaller n. We now consider l 1 = kqp, for all 1 ≤ k ≤ t q . Then, (m 1 , n 1 ) = (0, kq) and n 2 ≤ q − 1, so that each value of a = n 1 − n 2 is unique as we vary k. Note also that 0 ≤ a ≤ t.
We now show that if a 1 = a 2 then ∆ j 1 (t) − a 1 ǫα = ∆ j 2 (t) − a 2 ǫα. If j 1 = j 2 , then it is clear. Otherwise, without loss of generality, suppose that j 1 > j 2 , and for the sake of contradiction that ∆ j 1 (t) − a 1 ǫα = ∆ j 2 (t) − a 2 ǫα. Then note that (a 1 − a 2 )ǫα = ∆ j 1 (t) − ∆ j 2 (t). It is clear that ∆ j 1 (t) − ∆ j 2 (t) can be expressed as ||l( α q )|| for some −2stq ≤ l ≤ 2stq. Therefore,
Furthermore, t ≥ a 1 − a 2 > 0. Thus, tǫα ≥ K q(2stq) γ , giving t ≥ t 0 , a contradiction. Thus, each ∆ j (t) − (n 1 − n 2 )αǫ is unique, and since 1 ≤ k ≤ t q , this gives at least ⌊ t q ⌋ distinct spacings.
We first use Lemma 6.1 to construct vectors for which D(t) grows fast: Proposition 6.2. For any 0 < δ ≤ 1, let α be Diophantine with exponent γ and let
and some integer λ > 1. Then, for ω = (α, β) and R as in Figure 2 with s ≥ β/α, we have that lim sup t→∞ D(t) t 1−δ = ∞.
Proof. We first let ǫ i = ∞ n=i+1 λ −k n . Note that Proof. This follows by dividing |m + nτ + pα| ≥ K |(m,n,p)| γ by α.
