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Abstract
In this paper we consider nonparametric regression with left-truncated and right-censored
data. An estimator of the regression function is developed when censoring and truncation are
independent of covariates and the response. The estimation is based on the product limit
estimator of the response variable. Under certain conditions, the L2 rate of convergence of the
estimated regression function is obtained when tensor products of B-splines are used.
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AMS 2000 subject classifications: primary 62G05; secondary 62G07
Keywords: B-spline; Left truncation; Nonparametric regression; Product limit estimator; Rate of
convergence; Right censoring
1. Introduction
In recent years, there has been considerable progress in nonparametric regression
with censored and truncated data which often arise in prospective and retrospective
studies of a disease. The ﬂexibility of nonparametric regression provides a tool for
exploring a general relationship between covariate and response. Several nonpara-
metric regression algorithms such as multivariate adaptive regression splines [4] and
generalized additive regression [6] have been often used. The extension of
nonparametric methods to censored and truncated data has been studied in several
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papers including [3,10,14,16,18]. While nonparametric regression methods are often
used, it is not easy to derive the asymptotic properties of the estimates since the
selection of smoothing parameters and knot points is usually data-adaptive. In this
paper we suggest a nonparametric regression estimate for left-truncated and right-
censored data which has the optimal convergence rate.
There are two methods to model the relationship between covariates and the
censored response. One popular approach is to use Cox’s proportional hazard
regression model. This approach was extended to a nonparametric model using
polynomial splines by Kooperberg et al. [10] and a nonparametric model with time-
dependent covariates by Huang and Stone [8]. The other approach is to use the
regression model EðY jXÞ ¼ btX: The regression model was investigated by Miller
[15], Buckley and James [1], Koul et al. [12] and Zhou [23], and it was extended to
censored and truncated data by Gross and Lai [5]. The extension to the
nonparametric regression model EðY jXÞ ¼ jðXÞ for some function jðÞ was studied
in [3,9].
An important theoretical breakthrough in nonparametric regression is due to
Stone [20]. For complete data without truncation and censoring, Stone [19] and
Yatracos [22] show that the optimal convergence rate is np=ð2pþdÞ when the
regression function is p-times differentiable and the estimation is based on at most d
of the covariates under suitable conditions. Stone [20] shows that the optimal
convergence rate can be attained by a nonparametric estimator using tensor products
of B-splines for complete data. For censored data, Kooperberg et al. [11] show that
the convergence rate np=ð2pþdÞ is also achieved for the hazard regression model.
However, not much work has been done on the convergence of the non-
parametrically estimated regression function.
In this paper we extend the procedure suggested by Gross and Lai [5] for
nonparametric regression and we show that the estimated regression function has the
optimal convergence rate under certain conditions, which is an analogous result of
Stone [20] for complete data. In Section 2, a nonparametric estimator of the
regression function is developed based on the product limit estimator of the response
variable. The rate of convergence of the nonparametric estimator is obtained when
we use tensor products of B-splines with equally spaced knot points in Section 3.
Proofs are given in Section 4.
2. Nonparametric regression with truncated and censored data
Suppose that X ¼ ðX1;y; XMÞ is an M-dimensional covariate and that the range
of X is a compact set. Without loss of generality, we assume that the sample space X
of X is ½0; 1	M : Let ðX1; Y1Þ; ðX2; Y2Þ;y be independent identically distributed
random variables with density function f ðx; yÞ: Let Ci and Ti denote a right
censoring variable and a left truncation variable, respectively. Suppose that ðC1; T1Þ;
ðC2; T2Þ;y are independent of the ðXi; YiÞ: When the Yi are subject to right
censoring, we observe minðYi; CiÞ and the censoring indicator IðYipCiÞ; which is 1
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if the observation is uncensored and 0 otherwise. If the Yi are subject to right
censoring and left truncation, we observe ðminðYi; CiÞ; IðYipCiÞ; TiÞ only when
minðYi; CiÞXTi: Let Y˜i ¼ minðYi; CiÞ and di ¼ IðYipCiÞ: Then the observed data
consist of
ðXoi ; Y˜oi ; doi ; Toi Þ; i ¼ 1; 2;y; n
with Y˜oiXT
o
i : We can regard the observed sample as being generated by the original
sample of independent random variables ðXl ; Yl ; Cl ; TlÞ; l ¼ 1; 2;y; mðnÞ; where
mðnÞ ¼ inf m:
Xm
l¼1
IðY˜lXTlÞ ¼ n
( )
: ð1Þ
Let SðtÞ denote the survival function deﬁned by SðtÞ ¼ PrðY1XtÞ; and let
GmðtÞ ¼ 1
m
Xm
l¼1
PrfTlptpClg:
Deﬁne
%
t ¼ inf t: lim inf
m-N
GmðtÞ40
n o
;
%t ¼ inf t4
%
t: SðtÞ ¼ 0 or lim inf
m-N
GmðtÞ ¼ 0
n o
:
Then
%
t and %t are the left and right boundaries of the interval within which we can
observe the data under left truncation and right censoring. The nonparametric
estimation of the conditional distribution function
F
%
tðyÞ ¼ PrðYpyjYX
%
tÞ;
for yo%t; has been studied by Tsai et al. [21] and Lai and Ying [13] among others. For
a4
%
t the product-limit estimator of FaðyÞ ¼ PrðYpyjYXaÞ is given by
FˆaðyÞ ¼
0 if yoa;
1 Q
apyðiÞpy
1 dðiÞ
nðiÞ
 
otherwise;
8><
>:
and the estimator of the conditional survival function SaðtÞ ¼ PrðY1XtjY1XaÞ is
given by
SˆaðtÞ ¼
Y
i:apyðiÞot
1 dðiÞ
nðiÞ
 
;
where yð1Þoyð2Þo?oyðn1Þ are the distinct uncensored observations; dðiÞ is the
multiplicity of uncensored observation at yðiÞ; nðiÞ is the size of the risk set at yðiÞ; i.e.,
nðiÞ ¼ #f j: Toj pyðiÞpY˜oj g; and #ðAÞ denotes the number of elements in A: Let hðÞ
denote a function. While E½hðYÞ	 may not be estimable because of incomplete
information about the distribution of Y ; Gross and Lai [5] show that for any a4
%
t
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and bo%t; E½hðYÞjapYpb	 can be consistently estimated by
1
FˆaðbÞ
Z b
a
hðyÞ dFˆaðyÞ ¼ 1
FˆaðbÞ
Xn
i¼1
doi IðapY˜oipbÞhðY˜oi Þ
SˆaðY˜oi Þ
#ðY˜oi Þ
under the condition that
lim inf
m-N
1
m
Xm
l¼1
PrfTlpminðYl ; ClÞg40: ð2Þ
When the ðCi; TiÞ are i.i.d., note that (2) is reduced to the assumption
PrfT1pminðY1; C1Þg40; that is, a random sample is observable with a positive
probability. Throughout the remaining part of this article we assume that the above
condition holds.
Consider a nonparametric regression model EðY jXÞ ¼ jðXÞ with jðÞ unknown.
Suppose that an estimated regression function is chosen from a function space GmðnÞ
based on the original sample of size mðnÞ; and that the function space GmðnÞ
approaches a function spaceH as n-N in the sense that GmðnÞ is a subspace ofH
for every n and for any function h in H there exists a sequence of function gmðnÞ in
GmðnÞ such that gmðnÞ converges to h with respect to a certain norm. Let
j ¼ arg min
hAH
E½ðY  hðXÞÞ2japYpb	
¼ arg min
hAH
E½ðjabðXÞ  hðXÞÞ2japYpb	; ð3Þ
where jabðxÞ ¼ E½Y jX ¼ x; apYpb	: Note that j should be interpreted as the best
approximation to the regression function jðÞ inH at the presence of left truncation
and right censoring. From the argument in [5], it follows that
1
FˆaðbÞ
Xn
i¼1
doi IðapY˜oipbÞðY˜oi  hðXoi ÞÞ2
SˆaðY˜oi Þ
#ðY˜oi Þ
is a consistent estimator of E½ðY  hðXÞÞ2japYpb	: A nonparametric regression
estimator #jn in GmðnÞ can be deﬁned by
#jn ¼ arg min
gAGmðnÞ
1
FˆaðbÞ
Xn
i¼1
doi IðapY˜oipbÞðY˜oi  gðXoi ÞÞ2
SˆaðY˜oi Þ
#ðY˜oi Þ
¼ arg min
gAGmðnÞ
1
FˆaðbÞ
XmðnÞ
l¼1
IðTlpYlpClÞIðapYlpbÞðYl  gðXlÞÞ2 SˆaðYlÞ
#ðYlÞ : ð4Þ
Based on the above estimating equation, we can apply nonparametric regression
algorithms such as MARS [4] to left-truncated and right-censored data using the
weight doi IðapY˜oipbÞ SˆaðY˜
o
i
Þ
#ðY˜o
i
Þ on the observation ðXoi ; Y˜oi Þ:
The next section shows that #jn converges to j: We shall deﬁne the function space
H as an L2 space and GmðnÞ as a function space consisting of sums of tensor product
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of B-splines, and it will be shown that #jn converges to j with the rate n
p
2pþd ; which
is the same as the optimal convergence rate of the estimate for complete data [20].
3. Convergence rate
The convergence rate of the nonparametric estimator usually depends on the
smoothness of the regression function and the structure associated with the order of
interactions between covariates. To show that #jn converges to j; we decompose j
and #jn into sums of component functions so that the decompositions are hierarchical
and unique except on a set whose probability goes to zero as n becomes inﬁnite. The
convergence of #jn to j will follow from the convergence of each component of #jn
to the corresponding component of j:
Following notations in [20], let f1; 2;y; Mg denote the set of indices representing
covariates X1; X2;y; XM : Let s be a subset of f1; 2;y; Mg; and letS be a collection
of subsets of f1; 2;y; Mg which is hierarchical, that is, if sAS and rCs; then rAS:
For given sAS; let HðsÞ denote the space of square integrable functions of xl ; lAs;
with respect to the density function f ðxÞ of X: LetH be a space consisting of sums of
functions in HðsÞ; that is,
H ¼
X
sAS
hs: hsAHðsÞ
( )
:
For estimation of the regression function j; we use tensor products of one-
dimensional B-splines whose knots are equally spaced on ½0; 1	: Let K ¼ KmðnÞ be a
positive integer such that KmðnÞ increases with n; and let S ¼ SmðnÞ denote the space of
univariate splines of degree q with knots at i
K
; 1pipK  1: Then the function space
S is generated by B-splines fBjgj; 1pjpJ; where J ¼ K þ q [2]. These B-splines are
nonnegative and
PJ
j¼1 BjðxÞ ¼ 1 on ½0; 1	: For sAS; GðsÞ denote a function space
spanned by tensor products of univariate splines which depends on xl for lAs: Let
Ts denote the collection of ordered #ðsÞ-tuples f jlg; lAs; with 1pjlpJ: Then
#ðTsÞ ¼ J#ðsÞ: Let j denote one element ofTs and BsjðxÞ denote a function given by
BsjðxÞ ¼
Y
lAs
Bjl ðxlÞ;
where Bjl ; is one of B-spline functions. Thus Bsj is a tensor product of one-
dimensional splines, and GðsÞ is generated by fBsjg; jATs: Let
GmðnÞ ¼
X
sAS
gs: gsAGðsÞ; for sAS
( )
:
To show that #jn converges to j with the optimal convergence rate, we need the
following conditions.
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Condition 1. The marginal density function f ðxÞ of X is bounded away from zero and
infinity, and the conditional probability that Y is in the interval ½a; b	 given X is bounded
away from zero. That is, for some positive constants a1; a2 and g1;
a1pf ðxÞpa2;
PrðapYpbjX ¼ xÞXg1:
Following the deﬁnition of j in (3), let /; S0 denote an inner product
deﬁned by
/h1; h2S0 ¼
1
PrðapYpbÞ
Z
X
Z b
a
h1ðxÞh2ðxÞ f ðx; yÞ dy dx ð5Þ
and a norm by jjhjj20 ¼ /h; hS0: LetH0ðsÞ denote the space of functions inHðsÞ which
are orthogonal to each function in HðrÞ for every proper subset r of s; where the
orthogonality is deﬁned by the inner product /; S0 in (5). When Condition 1 holds,
each hAH can be uniquely written as the form h ¼PsAS hs; where hsAH0ðsÞ
(Lemma 3.1 of [20]). The convergence rate of the estimate #jn depends on
the smoothness of j: For given l; 0olp1; a function is said to satisfy a
Ho¨lder condition with exponent l if there is a positive number c such that
jhðxÞ  hðx0Þjocjx x0jl for x; x0AX; where j  j denotes the Euclidean norm.
Given an M-tuple n ¼ ðn1;y; nMÞ of nonnegative integers, let ½n	 ¼ n1 þ?þ nM
and let Dn denote the differential operator deﬁned by Dn ¼ @½n	
@x
n1
1
?@xnM
M
: Let q be a
nonnegative integer and p ¼ q þ l: A function h on X is said to be p-smooth
if h is q times continuously differentiable and Dnh satisﬁes a Ho¨lder condition with
exponent l for all n with ½n	 ¼ q:
Condition 2. There are p-smooth functions jsAH
0
ðsÞ for sAS such that j
 ¼P
sAS j

s and jjj  jabjj20 ¼ minhAH jjh  jabjj20:
Condition 3. Jd1 ¼ oðn1dÞ for some d40; where d1 ¼ maxf#ðr,sÞ: r; sASg:
Note that #ðsÞ represents the degree of interaction between covariates
of js : Therefore d1 is determined by the structure of interactions of the regression
function.
Condition 4. 1
m
Pm
l¼1 PrfTlpminðYl ; ClÞg converges to a positive number; and for
aptpb; GmðtÞ ¼ 1m
Pm
l¼1 PrfTlptpClg converges uniformly to a function GðtÞ;
where GðtÞXg240 for all aptpb and g2 is a positive constant.
Condition 4 ensures the convergence of mðnÞ
n
to a ﬁnite number. When the ðTi; CiÞ
are i.i.d., Condition 4 reduces to the assumption that GðtÞ ¼ PrfT1ptpC1gXg240
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for all aptpb: For complete data, Condition 4 always holds since we may assume
that Ti ¼ N and Ci ¼N:
Let jjhjj2 ¼ RX½hðxÞ	2f ðxÞ dx for hAH: Since jjhjj2pjjhjj20p 1g1 jjhjj2; under Condi-
tion 1, the norms jj  jj and jj  jj0 are equivalent. Then, by the argument in
Theorem 3.1 of Stone [20], the following theorem holds for the censored and
truncated model.
Theorem 1. When Condition 1 holds, there exist unique function jAH and
*jmðnÞAGmðnÞ such that
jjj  jabjj20 ¼ min
hAH
jjh  jabjj20 and jj *jmðnÞ  jabjj20 ¼ min
gAGmðnÞ
jjg  jabjj20;
where uniqueness means that jjj  jjj20 ¼ 0 and jj *jmðnÞ  *jmðnÞjj20 ¼ 0 if there exist
jAH and *jmðnÞAGmðnÞ satisfying the above minimization condition.
Note that
*jmðnÞ ¼ arg min
gAGmðnÞ
E½ðY  gðXÞÞ2japYpb	
and
#jn ¼ arg min
gAGmðnÞ
1
FˆaðbÞ
Xn
i¼1
doi IðapY˜oipbÞðY˜oi  gðXoi ÞÞ2
SˆaðY˜oi Þ
#ðY˜oi Þ
:
We shall show that #jn converges to j by proving that jj *jmðnÞ  jjj20 and
jj #jn  *jmðnÞjj20 go to zero with certain rates. First we can show that *jmðnÞ; which is the
best L2 approximation of jab in GmðnÞ; converges to j
; which is the best L2
approximation of jab in H:
Theorem 2. When conditions 1 and 2 hold, it follows that
jj *jmðnÞ  jjj20 ¼ OðJ2pÞ:
Now we need to prove that jj #jn  *jmðnÞjj20 goes to zero with a certain rate. The
following theorem shows that the estimator #jn in GmðnÞ exists and is unique.
Theorem 3. Suppose that Conditions 1, 3, and 4 hold. Then the weighted least-
squares estimate #jn is unique except on an event whose probability goes to zero
with n:
In order to show that #jn converges to *jmðnÞ; we deﬁne an empirical analogue of the
inner product /; S0 deﬁned in (5). Recalling that
#jn ¼ arg min
gAGn
1
FˆaðbÞ
Xn
i¼1
doi IðapY˜oipbÞðY˜oi  gðXoi ÞÞ2
SˆaðY˜oi Þ
#ðY˜oi Þ
;
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it seems natural to deﬁne an empirical inner product by
/g1; g2Sn ¼
1
FˆaðbÞ
Xn
i¼1
doi IðapY˜oipbÞg1ðXoi Þg2ðXoi Þ
SˆaðY˜oi Þ
#ðY˜oi Þ
: ð6Þ
In the proof that j/g1; g2Sn /g1; g2S0j goes to zero with n; the main tool is
Bernstein’s inequality [7] which holds for a sum of bounded independent random
variables. Since the
SˆaðY˜oi Þ
#ðY˜o
i
Þ in (6) are not independent, we need to modify the inner
product (6) so that it can be written as a sum of independent random variables. Note
that, using the notation in (1), the inner product can be written as
/g1; g2Sn ¼
1
FˆaðbÞ
XmðnÞ
l¼1
IðTlpYlpClÞIðapYlpbÞg1ðXlÞg2ðXlÞ SˆaðYlÞ
#ðYlÞ ; ð7Þ
and that SˆaðyÞ#ðyÞ=mðnÞ and FˆaðbÞ go to 1SðaÞGmðnÞðyÞ and FaðbÞ; respectively [13]. If we replace
SˆaðYlÞ
#ðYl Þ=mðnÞ and FˆaðbÞ by 1SðaÞGmðnÞðYlÞ and FaðbÞ in (7), then the inner product can be
written as a sum of independent random variables. Let /g1; g2SmðnÞ denote the
modiﬁed inner product deﬁned by
/g1; g2SmðnÞ ¼
1
PrðapYpbÞ
1
mðnÞ

XmðnÞ
l¼1
IðTlpYlpClÞIðapYlpbÞg1ðXlÞg2ðXlÞ 1
GmðnÞðYlÞ
ð8Þ
with the norm jjgjj2mðnÞ ¼ /g; gSmðnÞ:
Since GðsÞ is spanned by fBsjg; we can write
#jnðxÞ ¼
X
s
X
j
#bsjBsjðxÞ;
*jmðnÞðxÞ ¼
X
s
X
j
*bsjBsjðxÞ; ð9Þ
where
P
j
*bsjBsjAGðsÞ and
P
j
#bsjBsjAGðsÞ: Using the above notations, we can
write (4) as
#jnðxÞ ¼ #btBðxÞ;
#b ¼ arg min
bARN
1
FˆaðbÞ
Xn
i¼1
doi IðapY˜oipbÞðY˜oi  btBðXoi ÞÞ2
SˆaðY˜oi Þ
#ðY˜oi Þ
;
where b is an N-dimensional vector; BðxÞ is an N-dimensional function vector
consisting of the basis fBsjg; jATs; N ¼
P
s #ðTsÞ ¼
P
s J
#ðsÞ; and
BðxÞ ¼ ðy; ðBsj1ðxÞ; Bsj2ðxÞ;y; Bsj#ðTsÞ ðxÞÞ;yÞ
t: ð10Þ
Let G0ðsÞ denote the subspace of GðsÞ such that every function in G
0
ðsÞ is orthogonal
to functions in GðrÞ for every proper subset r of s; where the orthogonality is deﬁned
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by the inner product /; SmðnÞ in (8). Then any function in GmðnÞ can be written as
g ¼
X
sAS
gs;
where gsAG0ðsÞ: By Lemma 3.2 of Stone [20] and Lemma 1, the above representation
is unique except on an event whose probability goes to zero. Hence we can rewrite #jn
and *jmðnÞ as
#jnðxÞ ¼
X
s
X
j
#bsjBsjðxÞ;
*jmðnÞðxÞ ¼
X
s
X
j
*bsjBsjðxÞ; ð11Þ
so that
P
j
*bsjBsj and
P
j
#bsjBsj are in G0ðsÞ for every sAS:
Using representations (9) and (11), we can obtain the convergence rate of
jj #jn  *jmðnÞjj20:
Theorem 4. Suppose that Conditions 1–4 hold. Then
jj #jn  *jmðnÞjj20 ¼ OpðJd=nÞ:
Combining Theorem 2 with Theorem 4, we have our main convergence result.
Corollary 1. Suppose that Conditions 1–4 hold. Then
jj #jn  jjj20  OpðJ2p þ Jd=nÞ:
By Theorems 2 and 4,
jj #jn  *jmðnÞjj20 ¼ OpðJd=nÞ and jj *jmðnÞ  jjj20 ¼ OðJ2pÞ:
We may regard the ﬁrst term as the variance and the second term as the bias of the
estimator due to the approximation jAH by spline functions in GmðnÞ: There is a
tradeoff between bias and variance. As the number of basis functions, J; increases,
the bias gets smaller but the variance gets bigger. This is clear from the fact that a
function in H is well approximated by a function in GmðnÞ when a large number of
basis functions are used. However, the estimated function becomes wiggly for large
J; so the variance becomes bigger with increasing J:
Now consider when jj #jn  jjj20 goes to zero as fast as possible. Suppose JBna for
some positive constant a; which means J=na is bounded away from zero and inﬁnity
as n goes toN: Recall that J is an increasing function of n: Then, the convergence
rate is
J2p þ Jd=nBn2pa þ nda1:
ARTICLE IN PRESS
J. Park / Journal of Multivariate Analysis 89 (2004) 70–8678
Hence the convergence rate is maximized when 2pa is equal to da 1; that is, when
JBn
1
ð2pþdÞ: Note that the condition p4d
2
is sufﬁcient to satisfy Condition 3 since
d1p2d: Therefore
jj #jn  jjj20 ¼ Opðn
2p
2pþdÞ;
when JBn
1
ð2pþdÞ and p4d
2
: This is an extension of Stone’s [20] result to left-truncated
and right-censored data.
4. Proofs of Theorems 2–4
Proof of Theorem 2. By Schumaker [17], there exists gmðnÞAGmðnÞ such that
jjgmðnÞ  jjjNpa3Jp; where jjhjjN ¼ supx jhðxÞj and a3 is a positive constant.
Hence jjgmðnÞ  jjj20pa23J2p: Fix a positive constant a4 so that a44a23: For any
gAGmðnÞ such that jjg  jjj20 ¼ a4J2p;
jjg  jjj20  jjgmðnÞ  jjj20Xða4  a23ÞJ2p:
Hence
jjg  jjj204jjgn  jjj20: ð12Þ
By the deﬁnition of j; we have jjg  jabjj20 ¼ jjg  jjj20 þ jjj  jabjj20 for any
gAGmðnÞCH: Therefore inequality (12) leads to
jjg  jabjj204jjgmðnÞ  jabjj20
for all gAGmðnÞ with jjg  jjj20 ¼ a4J2p: Since jjg  jabjj20 is convex as a function
of g; and since *jmðnÞ ¼ arg mingAGmðnÞ jjg  jabjj20; it follows that jj *jmðnÞ  jjj20
oa4J2p: &
For convenience of notation, let IabðTl ; Yl ; ClÞ ¼ IðTlpYlpCl ; apYlpbÞ: The
following lemma is needed to prove Theorem 3.
Lemma 1. Suppose that Conditions 1, 3 and 4 hold. For any gAGmðnÞ; if gðXiÞ ¼ 0 for
all i such that doi IðapY˜oipbÞ SˆaðY˜
o
i
Þ
#ðY˜o
i
Þ40; then g ¼ 0 almost everywhere except on an
event whose probability goes to zero with n.
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Proof. In this proof the inequalities hold except on an event whose probability goes
to zero with n: Note thatXn
i¼1
doi IðapY˜oipbÞg2ðXoi Þ
SˆaðY˜oi Þ
#ðY˜oi Þ
¼ 1
mðnÞ
XmðnÞ
l¼1
IabðTl ; Yl ; ClÞg2ðXlÞ SˆaðYlÞ
#ðYlÞ=mðnÞ
¼ 1
mðnÞ
XmðnÞ
l¼1
IabðTl ; Yl ; ClÞg2ðXlÞ
 1
SðaÞGmðnÞðYlÞ
þ SˆaðYlÞ
#ðYlÞ=mðnÞ 
1
SðaÞGmðnÞðYlÞ
" #( )
X
1
mðnÞ
XmðnÞ
l¼1
IabðTl ; Yl ; ClÞg2ðXlÞ 1
SðaÞGmðnÞðYlÞ
 1 Op 1ﬃﬃﬃ
n
p
 
SðaÞGmðnÞðYlÞ
 
X
1
2mðnÞ
XmðnÞ
l¼1
IabðTl ; Yl ; ClÞg2ðXlÞ 1
SðaÞGmðnÞðYlÞ
; ð13Þ
where the ﬁrst inequality holds because [13]
sup
apypb
SˆaðyÞ
#ðyÞ=mðnÞ 
SaðyÞ
SðyÞGmðnÞðyÞ

 ¼ Op 1ﬃﬃﬃnp
 
: ð14Þ
By Lemma 4 and Condition 1,
1
mðnÞ
XmðnÞ
l¼1
IabðTl ; Yl ; ClÞg2ðXlÞ 1
GmðnÞðYlÞ
X
1
2
E½g2ðXÞIðapYpbÞ	
X
g1
2
E½g2ðXÞ	: ð15Þ
From (13) and (15),Xn
i¼1
doi IðapY˜oipbÞg2ðXoi Þ
SˆaðY˜oi Þ
#ðY˜oi Þ
X
g1
4
E½g2ðXÞ	:
The lemma follows from the above inequality. &
Proof of Theorem 3. Suppose fBl ; l ¼ 1;y:Lg is a basis of GmðnÞ: Then any
function gAGmðnÞ can be written as
g ¼
XL
l¼1
blBl :
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Let Z be an n  L matrix whose ði; jÞth element is BjðXiÞ; and let W be an n  n
diagonal matrix whose ði; iÞth element Wii is doi IðapY˜oipbÞ SˆaðY˜
o
i
Þ
#ðY˜o
i
Þ: Then the weighted
least-squares estimate is given by the normal equation
ðZtWZÞb ¼ Wy;
where y and b are n and L-dimensional vectors whose elements are Y˜oi and bl :
Moreover, the least-squares estimate is unique if ZtWZ is of full rank. Note that
ZtWZ is of full rank if and only if W
1
2Z is of full rank. Suppose W
1
2Z is not of full
rank. Then we may assume, without loss of generality, that for some constants
c2; c3;y; cL;
Z1i ¼ c2Z2i þ c3Z3i þ?þ cLZLi
for every i such that Wii40: By Lemma 1 , the above equation leads to
B1ðxÞ  c2B2ðxÞ þ c3B3ðxÞ þ?þ cLBLðxÞ
except on an event whose probability goes to zero with n: However, this contradicts
to the fact that fBlg is a basis of GmðnÞ: Therefore, ZtWZ is of full rank, and the
least squares estimate is unique, except on an event whose probability goes to
zero with n: &
To prove Theorem 4 we need some additional facts given in the following lemmas.
Let RSSðbÞ denote the weighted residual sum of squares of gðxÞ ¼PsPj bsjBsjðxÞ;
which is deﬁned by
RSSðbÞ ¼ 1
FˆaðbÞ
Xn
i¼1
doi IðapY˜oipbÞðY˜oi  btBðXoi ÞÞ2
SˆaðY˜oi Þ
#ðY˜oi Þ
;
where BðxÞ is given (10). Let rðbÞ and H denote the gradient vector and Hessian
matrix of RSSðbÞ with respect to b: Then rðbÞ is an N-dimensional vector and H is
an N  N matrix which can be written as
rðbÞ ¼  2
FˆaðbÞ
Xn
i¼1
doi IðapY˜oipbÞBðXoi ÞðY˜oi  btBðXoi ÞÞ
SˆaðY˜oi Þ
#ðY˜oi Þ
;
H ¼  2
FˆaðbÞ
Xn
i¼1
doi IðapY˜oipbÞBðXoi ÞBðXoi Þt
SˆaðY˜oi Þ
#ðY˜oi Þ
:
Since rð#bÞ ¼ 0; note that
rð*bÞ ¼  2
FˆaðbÞ
Xn
i¼1
doi IðapY˜oipbÞBðXoi ÞðY˜oi  *btBðXoi ÞÞ
SˆaðY˜oi Þ
#ðY˜oi Þ
 rð#bÞ
¼ 2
FˆaðbÞ
Xn
i¼1
doi IðapY˜oipbÞBðXoi Þð*b  #bÞtBðXoi Þ
SˆaðY˜oi Þ
#ðY˜oi Þ
¼Hð*b  #bÞ:
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Thus
ð#b  *bÞtHð#b  *bÞ ¼ ð#b  *bÞtrð*bÞ:
Lemma 2. Suppose that Condition 4 holds. Then
jrð*bÞj2 ¼ Op 1
n
 
;
where j  j is the Euclidean norm.
Proof. Note that
jrð*bÞj2  jFˆaðbÞj2
¼
X
s
X
j
2
Xn
i¼1
doi IðapY˜oipbÞBsjðXoi ÞðY˜oi  *btBðXoi ÞÞ
SˆaðY˜oi Þ
#ðY˜oi Þ
( )2
¼
X
s
X
j
2
mðnÞ
XmðnÞ
l¼1
IabðTl ; Yl ; ClÞBsjðXlÞðYl  *btBðXlÞÞ SˆaðYlÞ
#ðYlÞ=mðnÞ
( )2
p4
X
s
X
j
1
mðnÞ
XmðnÞ
l¼1
IabðTl ; Yl ; ClÞBsjðXlÞðYl  *btBðXlÞÞOp 1ﬃﬃﬃ
n
p
 ( )2
þ 4
SðaÞ2
X
s
X
j
1
mðnÞ
XmðnÞ
l¼1
IabðTl ; Yl ; ClÞBsjðXlÞ
(
 ðYl  *btBðXlÞÞ 1
GmðnÞðYlÞ
)2
¼ A þ B; say;
where the inequality follows from (14). Moreover,
A ¼Op 1
n
 X
s
X
j
1
mðnÞ
XmðnÞ
l¼1
IabðTl ; Yl ; ClÞBsjðXlÞðYl  *btBðXlÞÞ
( )2
pOp
1
n
 
1
mðnÞ
XmðnÞ
l¼1
IðapYlpbÞðYl  *btBðXlÞÞ
( )2
¼ Op 1
n
 
;
where the second inequality holds because of the properties of B-splinesX
j
B2sjðxÞp
X
j
BsjðxÞ ¼ 1 and
X
j
BsjðxÞBsjðyÞp
X
j
BsjðxÞ ¼ 1
for any sAS and x; yAX:
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To prove B ¼ Opð1nÞ; it sufﬁces to show
E
X
s
X
j
1
mðnÞ
XmðnÞ
l¼1
IabðTl ; Yl ; ClÞBsjðXlÞðYl  *btBðXlÞÞ 1
GmðnÞðYlÞ
( )2
¼ O 1
mðnÞ
 
:
By the independence of ðCl ; Tl ;Xl ; YlÞ;
E
X
s
X
j
1
mðnÞ
XmðnÞ
l¼1
IabðTl ; Yl ; ClÞBsjðXlÞðYl  *btBðXlÞÞ 1
GmðnÞðYlÞ
( )2
p
X
s
X
j
1
mðnÞ
XmðnÞ
l¼1
E IabðTl ; Yl ; ClÞBsjðXlÞðYl  *btBðXlÞÞ 1
GmðnÞðYlÞ
 ( )2
þ 1
mðnÞ2
X
s
X
j
XmðnÞ
l¼1
E IabðTl ; Yl ; ClÞBsjðXlÞðYl  *btBðXlÞÞ 1
GmðnÞðYlÞ
 2
¼ ðIÞ þ ðIIÞ:
Since the ðXl ; YlÞ are i.i.d. and independent of ðCl ; TlÞ;
ðIÞ ¼
X
s
X
j
1
mðnÞ
XmðnÞ
l¼1
E IabðTl ; Y1; ClÞBsjðX1ÞðY1  *btBðX1ÞÞ 1
GmðnÞðY1Þ
 ( )2
¼
X
s
X
j
fE½IðapY1pbÞBsjðX1ÞðY1  *btBðX1ÞÞ	g2;
where the last equality comes from the deﬁnition GmðtÞ ¼ 1m
Pm
l¼1 PrfTlptpClg: By
the deﬁnition of *b; for any s and j;
E½IðapY1pbÞBsjðX1ÞðY1  *btBðX1ÞÞ	 ¼ 0:
Hence ðIÞ ¼ 0: Moreover,
ðIIÞp 1
g22mðnÞ2
X
s
X
j
XmðnÞ
l¼1
EfIðapYlpbÞBsjðXlÞðYl  *btBðXlÞÞg2
¼ 1
g22mðnÞ
X
s
X
j
EfIðapY1pbÞBsjðX1ÞðY1  *btBðX1ÞÞg2
¼ 1
g22mðnÞ
EfIðapY1pbÞðY1  *btBðX1ÞÞg2
¼O 1
mðnÞ
 
;
where the inequality comes from the assumption that limm-N GmðyÞXg240 for all
apypb: &
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Lemma 3. Suppose that Condition 4 holds. Then
ð#b  *bÞtHð#b  *bÞXjj #jn  *jmðnÞjj2mðnÞ  Op
1ﬃﬃﬃ
n
p
 
:
Proof. Note that
ð#b  *bÞtHð#b  *bÞ
¼ 2
FˆaðbÞ
Xn
i¼1
doi IðapY˜oipbÞ½ð#b  *bÞtBðXoi Þ	½ð#b  *bÞtBðXoi Þ	t
SˆaðY˜oi Þ
#ðY˜oi Þ
¼ 2
FˆaðbÞ
1
mðnÞ
XmðnÞ
l¼1
IabðTl ; Yl ; ClÞ
X
s
X
j
ð #bsj  *bsjÞBsjðXlÞ
( )2
SˆaðYlÞ
#ðYlÞ=mðnÞ
¼ 2
FˆaðbÞ
1
mðnÞ
XmðnÞ
l¼1
IabðTl ; Yl ; ClÞ
X
s
X
j
ð #bsj  *bsjÞBsjðXlÞ
( )2
 1
SðaÞGmðnÞðYlÞ
þ Op 1ﬃﬃﬃ
n
p
  
:
Hence
ð#b  *bÞtHð#b  *bÞ
X
1
mðnÞ  PrðapYpbÞ
XmðnÞ
l¼1
IabðTl ; Yl ; ClÞ
X
s
X
j
ð #bsj  *bsjÞBsjðXlÞ
( )2
 1
GmðnÞðYlÞ
 Op 1ﬃﬃﬃ
n
p
 
¼ jj #jn  *jmðnÞjj2m  Op
1ﬃﬃﬃ
n
p
 
: &
The following two lemmas can be proved from the same arguments as in [20].
Lemma 4. Suppose that Conditions 1, 3 and 4 hold. Then, for any g1; g2AGn;
j/g1; g2SmðnÞ /g1; g2S0jpefjjg1jj20  jjg2jj20g
1
2
except on an event whose probability goes to zero with n for any e40:
Lemma 5. Suppose that Conditions 1, 3 and 4 hold. If
P
j bsjBsjAG
0
ðsÞ for sAS; then
X
s
X
j
bsjBsj




2
mðnÞ
XaJd
X
s
X
j
b2sj
for some positive constant a; except on an event whose probability goes to zero with n:
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Proof of Theorem 4. Recalling that #jnðxÞ ¼
P
s
P
j
#bsjBsjðxÞ; and *jmðnÞðxÞ ¼P
s
P
j
*bsjBsjðxÞ; where
P
j
*bsjBsj and
P
j
#bsjBsjAG0ðsÞ; Lemma 5 leads to the
inequality
j#b  *bj2 ¼
X
s
X
j
ð #bsj  *bsjÞ2p1a J
d jj #jn  *jmðnÞjj2mðnÞ ð16Þ
except on an event whose probability goes to zero with n: By Lemma 3,
jj #jn  *jmðnÞjj2mðnÞp ð#b  *bÞtHð#b  *bÞ þ Op
1ﬃﬃﬃ
n
p
 
p j#b  *bj  jrð*bÞj þ Op 1ﬃﬃﬃ
n
p
 
: ð17Þ
By (16) and (17),
jj #jn  *jmðnÞjj2mðnÞp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Jd=a
q
jj #jn  *jmðnÞjjmðnÞ  jrð*bÞj þ Op
1ﬃﬃﬃ
n
p
 
:
Since jrð*bÞj ¼ Opð 1ﬃﬃnp Þ by Lemma 2,
jj #jn  *jmðnÞjj2mðnÞpOpðJ
d
2=
ﬃﬃﬃ
n
p Þjj #jn  *jmðnÞjjmðnÞ þ Op
1ﬃﬃﬃ
n
p
 
:
By Lemma 4 and the above inequality,
jj #jn  *jmðnÞjj20p2jj #jn  *jmðnÞjj2mðnÞ ¼ OpðJd=nÞ: &
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