When we solve practical problems that arise, for example, in mathematical economics, in the theory of Markov processes, it is often necessary to use the decomposition of operator equations using methods of iterative aggregation. In the studies of these methods for the linear equation x = Ax + b the most frequent are the conditions of positiveness of the operator A, constant b and the aggregation functions, and also the implementation of the inequality ρ(A) < 1 for the spectral radius ρ(A) of the operator A.
INTRODUCTION
Actuality of the investigation of iterative aggregation methods connected with necessity of solving big dimensional problems with the aid of multiprocessor computable technical devices using decompositional algorithms for corresponding mathematical models. Multiparametric iterative aggregation has appeared to be an effective in mathematical economy, in investigation of Markov processes etc. (see [1-3, 6, 7, 13] ) due to ability to make an acceptable results even УДК 517.988.6:517.988.8 2010 Mathematics Subject Classification: 47J05, 47J25. c Demkiv I.I., Kopach M.I., Obshta A.F., Shuvar B.A., 2018 in circumstances when convergence conditions of algorithms is unknown (see [5, p. 158] ). The simplest single parametric method of iterative aggregation for equation
in [5, p. 155-158] was described by formula
where (ϕ, x) are values of linear functional ϕ on elements x of Banach space E, A : E → E. Instead of (2) we can consider
In [4, [8] [9] [10] [11] [12] it is launched method of algorithm (3) convergency investigation and its multiparametric generalization under conditions of not semi ordered space E and inequality ρ(A) < 1 of spectral radius ρ(A) of operator A does not demand.
MAIN SUGGESTIONS
Let us suppose that equation (1) can be considered in the form
where b ∈ E, E is a Banach space, A 1 , A 2 are linear continuous operators that act from E to E. Let us denote by (ϕ, x) values of linear functional ϕ ∈ E * on elements x ∈ E, E * is the adjoint space to E, A * 1 is the adjoint operator to A 1 , E ′ is a set of real numbers. Let us consider the system formed by equation (4) and additional equation
with the real unknown y. Let us define a norm of {x, y} (x ∈ E, y ∈ E ′ ) by formula
where ||x|| is a norm of element x ∈ E, |y| is an absolute value of number y ∈ E ′ . We denote by ε a set of pairs {x, y} (x ∈ E, y ∈ E ′ ) that satisfy the equation
Theorem 1. Let the following conditions hold 1) pair (x * , y * ) is the solution of system (4), (5) in E = E × E ′ ; 2) the following equality takes place
Then (x * , y * ) ∈ ε.
Proof. From the condition 2) and the equalities (4), (5) for x = x * , y = y * it follows that
Since λ = 1, then we obtain that (x * , y * ) satisfies (6).
Theorem 2. Let us consider operator a(x)w which is continuous by x ∈ E and linear and continuous by w ∈ E ′ . Let us suppose that equality
takes place and condition 2) of Theorem 1 holds. If {x, y} ∈ ε, x ∈ E, y ∈ E ′ , then for pair {u, v}, which is the solution of system
we can state that {u, v} ∈ ε.
Proof. Let us prove that (u, v) satisfies (6) . Really,
Theorem 3. If the condition 2) of Theorem 1 takes place, then the operator
satisfies equality (8) .
Proof. Using (7) we obtain from (11) following:
The theorem is proved.
ITERATIVE FORMULAS AND SUFFICIENT CONDITIONS OF CONVERGENCY
Let us construct sequence {x (n) }, {y (n) } with starting approximation (x (0) , y (0) ) ∈ ε by formulas
where x ∈ E, y ∈ E ′ , λ ∈ E ′ , λ = 1. From (5) and (13) we get
From the Theorems 1 and 2 we obtain equality
From (12), (13) and (11) we get
where I is the identity operator.
Theorem 4. Let the conditions of Theorems 1-3 take place. If for (x, y) ∈ ε, w = x − x * and operator H 1 (x)w defined by the formula
holds for q 1 < 1, then every sequence of {x (n) }, {y (n) }, constructed by formulas (12), (13) , converges respectively to x * , y * , as a components of solution of system (4), (5) , not slowly then geometry progression with multiplier q 1 .
Proof. It is sufficient to use formulas (14), inequality (15) and condition q 1 < 1.
APPLICATION TO A SYSTEM OF LINEAR ALGEBRAIC EQUATIONS
Let us consider case when A 1 , A 2 are the squared matrices of order N, N < ∞. For (x, y) ∈ ε, w ∈ E ′ let us define operator H 2 (x)w by the formula
where notation ϕ T x used instead of (ϕ, x), ϕ T is a line vector, x is a row vector, T is the transposition symbol, λ ∈ E ′ , λ = 1.
Theorem 5. If for matrices A 1 , A 2 conditions of theorems 1 -3 take place and inequalities ||H 2 (x)|| q 2 < 1 hold, then sequences {x (n) }, {y (n) }, constructed by formulas (12), (13) converge to x * and y * respectively as a components of solution of system (4), (5) not slowly then geometry progression with multiplier q 2 .
Proof. The theorem is a partial case of Theorem 4.
EXPANSION ON CASE m = ∞
Let us change formula (12) as follows
where λ ∈ E ′ , λ = 1, x ∈ E, and consider iterative process, which describes pair of formulas (16) and (13) with starting approximation {x (0) , y (0) } ∈ ε. Let us restrict ourselves to the situation, when λ < 1.
For {x, y} ∈ ε, w = x − x * let us define operator H 3 (x)w by the formula
Theorem 6. Let the conditions of Theorems 1-3 take place and for operator H 3 (x)w, defined by the formula (17), following inequality holds
Then sequences {x (n) }, {y (n) }, constructed with the help of formulas (13), (16), converge to x * and y * respectively as a components of solution of system (4), (5) not slowly then geometry progression with multiplier q 3 .
Proof. The proof of the theorem can be obtained by notions (17), (18). При розв'язаннi практичних завдань, що виникають, наприклад, в математичнiй економiцi, в терiї маркiвських процесiв, часто доводиться використовувати декомпозицiю операторних рiвнянь за допомогою методiв iтеративного агрегування. В дослiдженнях цих методiв для лiнiйного рiвняння x = Ax + b найчастiшими є вимоги додатностi оператора A, вiльного члена b та агрегуючих функцiоналiв, а також виконання нерiвностi ρ(A) < 1 для спектрального радiуса ρ(A) оператора A.
В статтi для наближеного розв'язання системи, складеної з рiвняння
Встановлено умови, при виконаннi яких послiдовностi x (n) , y (n) , побудованi з допомогою цих формул, збiгаються вiдповiдно до x * , y * як компонент розв'язку системи, складеної з рiвняння x = A 1 x + A 2 x + b та рiвняння y = λy − (ϕ, A 2 x) − (ϕ, b), не повiльнiше вiд швидкостi збiжностi геометричної прогресiї зi знаменником, меншим вiд одиницi. При цьому вимагається, щоб оператор A був стискуючим та знакосталим, а простiр E напiвупорядкованим. Показано також застосування запропонованого алгоритму до систем лiнiйних алгебраїчних рiвнянь.
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