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Abstract
The objective in this paper is to demonstrate that four of the most used techniques in applied
mathematics, viz., Fourier series, Fourier transform, Laplace transform and the Fourier-Laplace
transform can be introduced using eigenvalue problems for first order differential operators with
discrete/continuous spectra.
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1 Introduction
A look at several applied/engineering mathematics textbooks (e.g., [1],[2], [3], [4], [5], [6] ) reveals
that four of the most important techniques in applied mathematics, viz., Fourier series, Fourier
transform, Laplace transform and Fourier-Laplace transform are introduced somewhat indepen-
dently though some kind of limiting argument is used to go from Fourier series to Fourier transform.
More often the Fourier series is introduced as arising from a second order Sturm-Liouville prob-
lem. We note however, in some instances, its introduction through first order eigenvalue problem
is mentioned. It seems that no textbook has approached all four problems using the same method.
We shall present in the following sections these notions as arising from from first order eigenvalue
problems with discrete/continuous spectra. This is by no means a substitute for a more sophisti-
cated presentation involving higher mathematics to which students are not introduced until very
late in their curricula, if at all. Having said that, we think that the presentation using this ap-
proach allows one to deal in a unified manner and at an elementary level these fundamental tools
and it should be adequate for engineering and applied mathematics students.
2 The Fourier series
Consider the problem of finding the values of the parameter λ for which the following problem{
i dy
dx
= λy , x ∈ (−L,L)
y(−L) = y(L)
(2.1)
will have non trivial solutions, that is solutions that are not identically zero. Such a parameter
λ is called an eigenvalue, while the corresponding non zero solution is called an eigenfunction
belonging to the eigenvalue λ.
1
Theorem 1 The eigenvalue problem (2.1) has an inifinite sequence of eigenvalues λk = kpi/L, k ∈
Z, where Z is the set of relative integers. The corresponding eigenfunctions yk = exp(−ikpix/L),
k ∈ Z, are orthogonal with respect to the inner product < f, g >=
∫ L
−L f(x)g(x)dx. The set
of eigenfunctions is complete and any function f satisfying
∫ L
−L |f(x)|
2
dx < ∞, will have the
expansion
f(x) ∼
∞∑
k=−∞
cke
−i kpi
L
x
where
ck =
1
2L
∫ L
−L
f(x)ei
kpi
L
xdx, k ∈ Z.
The above series is called the complex Fourier series of f .
Proof. From the differential equation we have dy/dx = −iλy whose general solution is y =
c exp(−iλx). Using the boundary condition, we get c exp(iλL) = c exp(−iλL) leading to 2ic sin (λL) =
0. To have non trivial solutions a necessary and sufficient condition is sin (λL) = 0. there-
fore, λk =
kpi
L
, k ∈ Z are the eigenvalues of the problem. The corresponding eigenfunctions are
yk = exp(−i
kpix
L
), k ∈ Z.Note that we have taken the constant c = 1 as any non zero multiple of an
eigenfunction is an eigenfunction itself. The eigenfunctions yk , k ∈ Z, are orthogonal with respect
to the inner product
< f, g >=
∫ L
−L
f(x)g(x)dx (2.2)
Indeed,
< exp(−i
kpix
L
), exp(−i
lpix
L
) >=
∫ L
−L
exp(−i
kpix
L
) exp(i
lpix
L
)dx
=
∫ L
−L
exp(−i
pix
L
{k − l})dx
=
{
2L if k = l
2L
pi{k−l} sin (pi {k − l}) if k 6= l
=
{
2L if k = l
0 if k 6= l
(2.3)
The set of eigenfunctions is complete since for if f is any function satisfying
∫ L
−L |f(x)|
2
dx <∞
then
∫ L
−L
f(x) exp(ikpix
L
)dx = 0 for all k ∈ Z will imply f(x) = 0 for almost all x ∈ [−L,L].
Now, let f be such that
∫ L
−L
|f(x)|
2
dx <∞ , then it has the eigenfunctions expansion,
f(x) ∼
∞∑
k=−∞
ck exp(−i
kpix
L
)
Multiplying by exp(i lpix
L
) and integrating both sides with respect to x from −L to L, we get∫ L
−L
f(x) exp(i
lpix
L
)dx = 2Lcl
that is,
ck =
1
2L
∫ L
−L
f(x) exp(i
kpix
L
)dx , k ∈ Z (2.4)
which ends the proof.
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A connection with second order Sturm-Liouville problems goes like this. Applying id/dx to
both sides of (2.1), we get − d
2y
dx2
= λi dy
dx
= λ2y. Since y(−L) = y(L) we have
i
dy
dx
(−L) = λy(−L) = λy(L) = i
dy
dx
(L) ,
that is
dy
dx
(−L) =
dy
dx
(L).
Thus,  −
d2y
dx2
= λ2y , x ∈ (−L,L)
y(−L) = y(L)
dy
dx
(−L) = dy
dx
(L)
(2.5)
a second order Sturm-Liouville problem which is usually taken as a point of departure for the
introduction of Fourier series. Its eigenvalues λ2k are just the square of the eigenvalues λk of (2.1),
λ2k =
(
kpi
L
)2
, k ≥ 0 and the corresponding eigenfunctions are
1 ,
{
cos
kpix
L
, sin
kpix
L
}
k≥1
Noting that, c−k = ck , k ≥ 1, one obtains the real Fourier series as,
f(x) ∼
a0
2
+
∞∑
k=1
{
ak cos
kpix
L
+ bk sin
kpix
L
}
(2.6)
where,
ak =
1
L
∫ L
−L
f(x) cos(
kpix
L
)dx , bk =
1
L
∫ L
−L
f(x) sin(
kpix
L
)dx. (2.7)
3 The Fourier transform
Consider the eigenvalue problem,
i
dy
dx
= λy , x ∈ R (3.1)
From the differential equation we get dy/dx = −iλy whose solution is y = c exp (−iλx). To
have a non trivial solution we need c 6= 0. We may as well take c = 1 since any other non zero
solution is just a multiple of this one. Thus,
yλ(x) = exp (−iλx) (3.2)
We notice that this function is not square integrable because no matter what the value of λ is,∫
R
|yλ(x)|
2
dx =
∫
R
|exp (−iλx)|
2
dx =
∫
R
exp (2x Imλ) dx =∞
therefore, the operator i d
dx
has no eigenvalue as such. However, we shall introduce the concepts of
continuum eigenvalue and continuum eigenfunction [1].
Definition 2 A number λ is said to be a continuum eigenvalue for an operator M if there exists
a sequence of functions yn in the domain of M such that the ratio
||(M−λ)yn||
||yn||
converges to zero as
n goes to ∞. If the functions yn converge pointwise to a function y, then y is called a continuum
eigenfunction of M corresponding to λ. We say then that λ belongs to the continuous spectrum of
M .
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Remark 3 If the convergence of yn is in the sense of the space to y, λ would be an eigenvalue and
y a corresponding eigenfunction. In that case we say that λ belongs to the discrete spectrum of M .
Returning to the eigenvalue problem 3.1), we claim,
Theorem 4 The eigenvalue problem (3.1) has a continuous spectrum given by R. Corresponding
to the continuum eigenvalue λ ∈ R, we associate the continuum eigenfunction yλ(x) = exp (−iλx).
The continuum eigenfunctions are orthogonal with respect to the inner product < f, g >=
∫∞
−∞
f(x)g(x)dx.
The set of continuum eigenfunctions is complete and any function f satisfying
∫∞
−∞
|f(x)|
2
dx <∞,
will have the representation
f(x) ∼
∫
R
F (λ) exp (−iλx) dλ
where
F (λ) ∼
1
2pi
∫ ∞
−∞
f(x) exp (iλx) dx.
F is called the Fourier transform of f and f the inverse Fourier transform of F.
Proof. We have here a continuous spectrum given by R. As for the orthogonality we have,∫
R
yλ(x)yµ(x)dx =
∫
R
exp (−iλx) exp (−iµx)dx
=
∫
R
exp (−iλx) exp (iµx) dx
=
∫
R
exp (−i (λ− µ)x) dx
= 2piδ (λ− µ)
where we have made use of the property of the Dirac delta (generalized) function δ,
δ(a) =
1
2pi
∫
R
exp (−iax)dx (3.3)
Thus, for f such that
∫
R
|f(x)|
2
dx <∞ we have the representation,
f(x) =
∫
R
F (λ) exp (−iλx) dλ (3.4)
from which we get, after multiplication by exp (iµx) and integration with respect to x from
−∞ to +∞, ∫
R
f(x) exp (iµx) dx =
∫
R
{∫
R
F (λ) exp (−iλx) dλ
}
exp (iµx) dx
=
∫
R
F (λ)
{∫
R
exp (−i (λ− µ)x) dx
}
dλ
=
∫
R
F (λ) {2piδ (λ− µ)} dλ
= 2piF (µ)
Here we used the property ∫
R
g(z)δ(z)dz = g(0) (3.5)
Thus,
F (µ) =
1
2pi
∫ ∞
−∞
f(x) exp (iµx) dx
which concludes the proof.
4
4 The Laplace transform
Consider the problem of finding the values of the parameter λ for which the following problem will
have non trivial solutions,
i
(
dy
dx
− σy
)
= λy , x ∈ [0,∞) (4.1)
We have dy
dx
= (σ − iλ)y thus, a non trivial solution is
yλ = exp((σ − iλ)x) (4.2)
for any λ ∈ R and any other non trivial solution is a multiple of this one.
Here again, we notice that this function is not square integrable because no matter what the
value of λ is,∫
R
|yλ(x)|
2
dx =
∫
R
|exp((σ − iλ)x)|
2
dx =
∫
R
exp (2x {σ + Imλ}) dx =∞
therefore, the operatori
(
dy
dx
− σy
)
has no eigenvalue as such. We claim,
Theorem 5 The eigenvalue problem (4.1) has a continuous spectrum given by R. Corresponding
to the continuum eigenvalue λ ∈ R, we associate the continuum eigenfunction yλ = exp((σ −
iλ)x). The continuum eigenfunctions are orthogonal with respect to the inner product < f, g >=∫∞
−∞ e
−2σxf(x)g(x)dx. The set of continuum eigenfunctions is complete and any function f satis-
fying
∫∞
−∞ e
−2σx |f(x)|
2
dx <∞, will have the representation
f(x) ∼
1
2pi
∫ ∞
−∞
F (λ)e(σ−iλ)xdλ
where
F (λ) ∼
∫ ∞
0
f(x)e(−σ+iλ)xdx.
Proof. We have here again a continuous spectrum given by R. Any two continuum eigenfunctions
yλ and yµ are orthogonal with respect to the weight w(x) = exp(−2σx) over [0,∞). Indeed,∫ ∞
0
e−2σxyλ(x)yµ(x)dx =
∫ ∞
0
e−2σxe(σ−iλ)xe(σ+iµ)xdx
=
∫ ∞
0
e−i(λ−µ)xdx
= 2piδ(λ− µ). (4.3)
Let f be such that ∫ ∞
0
|f(x)|2 e−2σxdx <∞. (4.4)
We have,
f(x) =
1
2pi
∫ ∞
−∞
F (λ)e(σ−iλ)xdλ. (4.5)
We have taken the factor 12pi for convenience and compatibility with known results. Multiplying
by exp(−2σx) exp((σ + iµ)x) and integrating with respect to x from 0 to ∞, we get∫ ∞
0
f(x) exp((−σ + iµ)x)dx =
∫ ∞
0
exp((−σ + iµ)x)
1
2pi
∫ ∞
−∞
F (λ) exp((σ − iλ)x)dλdx
=
1
2pi
∫ ∞
−∞
F (λ)2piδ(λ − µ)dλ
= F (µ) (4.6)
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that is,
F (λ) =
∫ ∞
0
f(x)e(−σ+iλ)xdx. (4.7)
If we let s = σ − iλ and denote f̂(s) = F (λ), we get,
f̂(s) =
∫ ∞
0
f(x)e−sxdx. (4.8)
Now, ds = −idλ so that
f(x) =
1
2pi
∫ σ−i∞
σ+i∞
f̂(s)esxids (4.9)
leading to,
f(x) =
1
2pii
∫ σ+i∞
σ−i∞
f̂(s)esxds (4.10)
Form the above development we can see that for f̂ to exist, f has to satisfy∫ ∞
0
|f(x)|2 e−2σxdx <∞ (4.11)
Thus there exists M > 0 and c > 0 such that |f(x)|2 e−2σx < M2 for all x > c. That is,
|f(x)| < Meσx , for all x > c (4.12)
We say that f is of exponential type and σ is called the abscissa of convergence. Hence, we
introduce,
Definition 6 Let f be of exponential type, then the function f̂ defined by,
f̂(s) =
∫ ∞
0
f(x)e−sxdx
is called the Laplace transform of f . Furthermore,
f(x) =
1
2pii
∫ σ+i∞
σ−i∞
f̂(s)esxds
gives the inverse Laplace transform of f̂ .
5 The Fourier-Laplace transform
Consider the problem of finding the values of the parameters µ and λ for which the following
problem will have non trivial solutions,{
i ∂y
∂x
= λy
i
(
∂y
∂t
− σy
)
= µy
(5.1)
(x, t) ∈ (−∞,∞)× (0,∞). We claim,
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Theorem 7 The eigenvalue problem (5.1) has a continuous spectrum given by R2. Corresponding
to the continuum eigenvalue (λ, µ) ∈ R2, we associate the continuum eigenfunction yλ,µ(x, t) =
exp(−iλx + (σ − iµ)t). These continuum eigenfunctions are orthogonal with respect to the inner
product < f, g >=
∫∞
−∞
∫∞
0 e
−2σtf(x)g(t)dxdt. The set of continuum eigenfunctions is complete
and any function f satisfying
∫∞
−∞
∫∞
0 e
−2σt |f(x, t)|
2
dxdt <∞, will have the representation
f(x, t) ∼
1
2pi
1
2pii
∫ σ+i∞
σ−i∞
∫ ∞
−∞
F (λ, µ)e−iλx+µtdλdµ
where
F (λ, µ) ∼
1
2pi
∫ ∞
−∞
∫ ∞
0
f(x, t)eiλx−µtdxdt.
F is called the Fourier-Laplace transform of f and f is called the inverse Fourier-Laplace transform
of F .
Proof. The first differential equation in (5.1) gives y(x, t) = exp(−iλx)u(t). Replacing into the
second differential equation gives, u′(t) = (σ − iµ)u(t), that is u(t) = c exp((σ − iµ)t).Thus,
yλ,µ(x, t) = exp(−iλx+ (σ − iµ)t)
where we have taken without loss of generality, c = 1, is a continuum eigenfunction corre-
sponding to the continuum eigenvalue (λ, µ) in the continuous spectrum R2. Any two contin-
uum eigenfunctions yλ,µ(x, t) and yλ′,µ′(x, t) are orthogonal with respect to the inner product
< f, g >=
∫∞
−∞
∫∞
0 e
−2σtf(x)g(t)dxdt. Indeed,
< yλ,µ, yλ′,µ′ >=
∫ ∞
−∞
∫ ∞
0
e−2σtyλ,µ(x, t)yλ′,µ′(x, t)dxdt
=
∫ ∞
−∞
∫ ∞
0
e−2σt exp(−iλx+ (σ − iµ)t) exp(iλ′x+ (σ + iµ′)t)dxdt
=
∫ ∞
−∞
∫ ∞
0
exp(−i(λ− λ′)x− i(µ− µ′)t)dxdt
= (2pi)2δ(λ− λ′)δ(µ− µ′).
If f is such that
∫∞
−∞
∫∞
0
e−2σt |f(x, t)|2 dxdt <∞ then,
f(x, t) ∼
∫ ∞
−∞
∫ ∞
−∞
F˜ (λ, µ)e−iλx+(σ−iµ)tdλdµ
Multiplying both sides by e−2σt exp(iλ′x+(σ+ iµ′)t) we get after integration with respect to (x, t)
over R× R+,
F˜ (λ, µ) =
1
(2pi)2
∫ ∞
−∞
∫ ∞
0
f(x, t)eiλx+(σ+iµ)tdxdt
Let s = −(σ + iµ) and F (λ, s) = F˜ (λ, µ), we have,
F (λ, s) =
1
(2pi)2
∫ ∞
−∞
∫ ∞
0
f(x, t)eiλx−stdxdt
and
f(x, t) ∼
1
2pi
1
2pii
∫ σ+i∞
σ−i∞
∫ ∞
−∞
F (λ, µ)e−iλx+µtdλdµ
which ends the proof.
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6 Conclusion
In this paper we have provided a common framework to deal with four of the most used techniques
in applied mathematics, viz., Fourier series, Fourier transform, Laplace transform and Fourier-
Laplace transform. It has been shown that they arise from first order eigenvalue problems with
discrete/continuous spectra. We believe that the approach is worth presenting in an introductory
course on applied/engineering mathematics.
References
[1] B. Friedman, Lectures on Application oriented Mathematics, Holden-Day, Inc, 1969
[2] J. L. Troutman and M. Bautista, Boundary value Problems of Applied Mathematics, PWS
Publishing Co., 1994
[3] P. V. O’Neil, Advanced Ebgineering Mathematics, Brooks/Cole Publishing Company, ITP,
1995
[4] G. Strang, Introduction to Applied Mathematics, Wellesley-Cambridge Press, Cambridge, MA,
1996
[5] D. G. Zill and M. R. Cullen, Advanced Engineering Mathematics, Jones and Bartlett Publishers,
2000
[6] D. G. Duffy, Advanced Engineering Mathematics with Matlab, Chapman & Hall/CRC, 2003
8
