Using data from a 2001 survey of managers of 700 trucking companies operating in California, we tested competing hypotheses about the relationship between managers' perceptions of the impact of traffic congestion on their operations and their companies' adoption of routing and scheduling software. Demand for automated routing and scheduling was found to be influenced directly by the need to re-route drivers, and indirectly by the need, generated by customers' schedules, to operate during congested periods. We were also able to identify which types of trucking companies are most affected by congestion and which types are more likely to adopt such software.
Introduction
Researchers in operations research, transportation engineering and computer science have taken a keen interest in the development of optimization techniques for routing and scheduling (R/S) of commercial vehicle operations. A recent library search of a single database (INSPEC) turned up over 1300 English language journal articles with key words "traveling salesman problem" and over 500 journal articles with key words "vehicle routing" published since 1995. (The traveling salesman problem is the subproblem upon which most vehicle R/S algorithms are based.)
Nonetheless, despite this considerable interest among academics, companies have been slow to adopt R/S tools. There are several reasons for their reluctance to invest. Companies may feel that their operations are too unique to be adequately served by off-the-shelf commercial software. While such software is relatively inexpensive, custom-made software can be prohibitively expensive. In addition, companies that can afford to invest in the development of custom-made software typically do not want to subsidize the development of products that could then be sold to their competitors. Another reason for lack of adoption is that trucking companies may feel that the stochastic nature of their operations renders static solutions sub-optimal. Finally, some R/S problems are small enough that human dispatchers can provide good solutions, while other problems require so much dispatcher knowledge (which presumably could not be easily expressed to an optimization package) that they can only be solved by human dispatchers. One of the aspects of this study is to investigate how demand for Use of R/S software is related to the operating characteristics of a wide variety of trucking companies.
The second aspect of our research concerns the effects of traffic congestion on trucking operations. On-road traffic congestion is a growing problem for trucking companies operating in urban areas, and we would like to know the extent to which managers' perceptions of the overall problem of congestion are related to the degree to which schedules are missed and drivers are re-routed due to congestion. We also wish to explore the degree to which managers' perceive that they are forced by customer timewindows for pickup and delivery to work in congested conditions when they would otherwise wait for less congested times. As in the case of R/S software, we attempt to explain how each of these components of the congestion problem is related to the operating characteristics of trucking companies.
Both aspects of this research converge when we examine how adoption of R/S software is related to perceptions about the impacts of traffic congestion. We would like to know how uncertainty and the need to re-route drivers due to congestion affects the tendency to adopt R/S software. Does a higher level of perceived congestion increase the use of R/S software as a tool in coping with the problem, or does it decrease the use of R/S software, because stochastic effects adversely affect planned routes and schedules? Answers to such questions will guide the development of R/S software to better serve the evolving needs of trucking companies.
Using data from a survey of logistics or operations managers of 700 trucking companies operating in California, we developed structural equations models linking company characteristics, with five different endogenous variables: four different impressions about congestion problems, and the choice of whether the company uses R/S software. By testing alternative hypotheses concerning causal relations among these five endogenous variables, we are able to establish the most probable links between aspects of congestion and we can exhibit the degrees to which the data support alternative links between perceived congestion and demand for R/S software.
Related Studies
The adoption of Information technology (IT) by commercial vehicle operators has been studied since the early 1990s. Scapinakis and Garrison (1991) reported results from a survey of a small group of carriers regarding their perceptions of the use of communications and positioning systems, and Kavalaris and Sinha (1995) documented a survey of trucking companies that had as its focus attitudes towards ITS technologies. Ng et al. (1995) studied acceptance of ATIS technologies, including route guidance, navigation, road and traffic information, roadside services and personal communication, based on two nationwide surveys of dispatchers and commercial vehicle operators. Regan, et al. (1995) surveyed approximately 300 companies to determine carriers' propensity to use new technologies, particularly two-way communication and automatic vehicle location/identification technologies. Holguin-Veras and Walton (1996) also investigated the use of IT in port operations through interviews with port operators and a small survey of carriers. Crum et al. (1998) studied the use of electronic data interchange (EDI) technology, while Hall and Intihar (1997) studied IT adaptation through a series of interviews with trucking terminal managers, focus group meetings with representatives of the trucking industry, and telephone interviews with technology providers. Forster and Regan (2001) examined IT adoption and its impacts in the air cargo sector. Golob and Regan (2002a) present a multivariate discrete choice model of trucking industry adoption of communication and information technologies, and Golob and Regan (2002b) examine perceptions of the usefulness of a variety of different traffic information sources. To our knowledge, the specific issue of the adoption of R/S software has not been examined in the literature.
Data

2001 Survey of Trucking Companies Operating in California
Logistics managers of more than 700 trucking companies operating in California were surveyed in spring 2001. The main focus of the survey was the use and impacts of information technologies in their operations. Of particular interest was the use of Advanced Traveler Information Systems (ATIS). Other parts of the survey dealt with the perceived effects of traffic congestion on trucking operations, communication between dispatchers and drivers, company use of the Internet, and relationships to third-party logistics providers (3PLs). Extensive questions about the operations of each company provided independent variables for our models.
The survey was conducted as a computer aided telephone interview (CATI). The interviews lasted an average of 17 minutes. The three-part sample was comprised of: (1) large national carriers with operations in the state of California, (2) California based carriers of all sizes, and (3) private fleets corporately located in the state. The contact list for the survey was obtained from a company that maintains extensive contact information for U.S. trucking companies.
Survey responses are tabulated in Table 1 . Managers of 3438 companies were contacted, and 86% of these qualified by having operations in California. Of the 2972 companies with California operations, 75% (2218) initially agreed to participate in the survey. For these companies, 712 interviews were completed with the person in charge of California operations. The large number of unresolved contacts reflects the difficulty of tracking down persons responsible and the need to schedule call-backs when people have available time. The 712 completed interviews represent a 49% response rate of all resolved contacts, and a 24% response rate of all qualified companies. 
Descriptive Statistics
The specific survey questions that provide data for the present analysis are listed in Responses are similar to the question concerning how often drivers are re-routed due to congestion. Eighty percent said that their drivers were re-routed at least sometimes, while a minority of managers, here twenty percent, report no problems with re-routing drivers. Managers of all types of for-hire (common) carriers, especially flatbed and container operators, are more likely to report re-routing of drivers, while less re-routing is reported by managers of private fleets, providers of tanker services, and carriers with short loaded movements (less than 75 miles).
A somewhat different pattern emerges with regard to how often managers reported that their drivers were forced, due to customer time windows to work in very congested traffic conditions. The "sometimes" response is less prevalent, as forty-four percent said that this happened often or very often. However there is once again a minority, here twenty-two percent, that report no such problems. Forced schedules are perceived to be greater among managers with long-haul operations, for-hire carriers and all types of carriers with large fleets, c ompanies that provide air cargo and intermodal rail services, companies that operate in the Los Angeles and San Francisco Bay Areas, and those that provide either flatbed/container or hazardous waste services.
With respect to perception of the overall problem of traffic congestion, thirty-six percent of the managers surveyed said that congestion was a serious or critically serious problem for their businesses. Nineteen percent of the managers perceived that the problem was not a serious one, while the remaining forty-six percent perceived that it was a somewhat serious problem. The problem is perceived to be more serious by managers of larger fleets, for-hire carriers, carriers with maritime and air intermodal operations, and for carriers operating in the Los Angeles and San Francisco Bay Areas.
Just over twenty-six percent of the companies in our survey without fixed schedules use R/S software to route and re-route drivers. Use of R/S software is positively related to the size of the fleet and the average length of a company's loaded movements. For-hire (common) carriers tend to use R/S software more than private fleets or contract carriers, and R/S software is less prevalent among bulk and flatbed/container operators.
In our models, we treat these five variables that measure the impacts of congestion and the use of R/S software as being endogenous functions of company operational characteristics as well as potential functions of one another. These variables are denoted as (y 1 ) "missed schedules," (y 2 ) "drivers re-routed," (y 3 ) "forced schedules," (y 4 ) "overall problem," and (y 5 ) "(demand for) R/S software." The twenty exogenous variables listed in Table 3 represent operating characteristics deemed important in related studies, and they include all characteristics found to be significantly related to at least one of our endogenous variables. Our objective is to determine how the five endogenous variables are interrelated, conditional upon the effects of the twenty exogenous variables. The sample size for the modeling is 561, derived from a total survey sample size of 712, excluding the 104 companies with fixed routes and schedules, and excluding an additional 47 companies which had missing data on one or more of the exogenous variables.
Methodolo gy
Structural equation modeling (SEM) is used to test relationships among the endogenous variables -perceptions of congestion and the demand for R/S software -while simultaneously capturing the effects of operating characteristics on these endogenous variables. Our models can be viewed as a simultaneous model with two interrelated parts: a demand model for R/S software and a model of how congestion is perceived to affect trucking operations. The independent variables are the characteristics of trucking operations. 
where y is column vector of (m) endogenous variables, x is a column vector of (n) exogenous variables, ζ is a vector of error terms for the m endogenous variables with a (m by m, symmetric) variance-covariance matrix
, Β is an (m by m) matrix of direct effects of one endogenous variable upon another, and Γ is an (m by n) matrix of direct (regression) effects of the exogenous variables on the endogenous variables.
The parameters in SEM (1) involve the elements of the Β, Γ and Ψ matrices. There are m⋅(m-1) possible non-zero parameters in the m matrix (the main diagonal of Β must always contain zeros), m⋅n possible parameters in the Γ matrix, and m⋅(m+1)/2 possible parameters in the Ψ matrix. Restrictions on identification limit the number of possible combinations of free parameters. A necessary and sufficient condition for identification is that the rank of the matrix [ ]
be equal to m-1. Assuming that the model is identified and ( I -Β) is nonsingular, the reduced form equations, expressing the endogenous variables solely in terms of exogenous variables, are given by
In our application m = 4 endogenous variables in the first set of models (described Section 3.1) and m = 5 endogenous variables in the second set of models (Section 3.2). In all cases n = 20 exogenous variables, which are listed in Table 3 . All of our models can be shown to be identified.
All SEM are estimated using covariance analysis (method of moments), in which parameters are found that make the model -replicated variance-covariance matrix of the observed variables as close as possible to the observed sample values. There are several estimation methods available to accomplish this, the most common being normal-theory maximum likelihood estimation. Goodness-of-fit tests are used to determine if a model specified by the researcher is consistent with the pattern of variance-covariances in the data. Alternative SEM specifications can be tested against one another, and several criteria are available that allow the modeler to determine an optimal model out of a set of competing models (Golob, in press ). However, because the first four of our endogenous variables are ordered discrete (ordinal scaled), and the fifth is a discrete dichotomous variable, the standard errors of parameter estimates and the goodness of fit of an estimated model can be inaccurate using maximum likelihood estimation. Maximum likelihood estimates can be corrected to account for the most important biases introduced by limited endogenous variables (e.g., Satorra and Bentler, 1988 ), but we choose instead to use an estimation method specifically designed to handle ordered discrete endogenous variables. Known as asymptotically distributionfree weighted least squares (ADF-WLS), the method was apparently first applied to SEM by Muthén (1983 Muthén ( )(1984 . ADF-WLS estimation treats the endogenous variables as being generated by ordered-response or binomial probit models.
The ADF-WLS method, which is described in texts such as Bollen (1989) , yields asymptotically correct parameter standard errors and overall chi-square goodness of fit statistics provided that the sample size is sufficient (Browne, 1984) . Here the sample size meets the criteria of having at least ten times more observations than free parameters (Hoogland and Boomstra, 1998, reproduced in Shipley, 2000) , although it falls short of the recommendation of 1,000 observations. Golob and Hensher (1998) and Golob and Regan (2001) describe the ADF-WLS estimation method in SEM applications with ordinal scale and discrete choice variables similar to those in the present data.
The following structural equations model results for the five endogenous variables under study. To aid in interpreting results, Table 4 identifies all of the possible direct effects between pairs of endogenous variables, each direct effect being an element of parameter matrix B in equation (1). For example, specification of β 13 as a free parameter means that the model will include the direct effect of forced schedules (y 3 ) on missed schedules (y 1 ). That is, missed schedules will be a function of forced schedules, as well as any other variables that can effect missed schedules directly, or indirectly. Other direct effects can come from other endogenous variables, as revealed by other free parameters in the first row of the Table 4 matrix, as well any effects from the exogenous variables (parameters of the first row of the Γ matrix of equation (1)). Indirect effects will be from variables that are linked to y 1 through a chain of effects involving intermediate endogenous variables. 
Model Results
A Model of Perceived Effects of Traffic Congestion
The first step is to find the optimal SEM for the first four endogenous variables listed in Table 4 , all of which involve perceptions of the impacts of traffic congestion. We begin by establishing a base model that contains all statistically significant exogenous regression effects. There are 33 significant effects for the n = 20 exogenous variables, resulting in a model with 53 degrees of freedom (df). The chi-square (Χ 2 ) for this model is 135.01 with 53 df, corresponding to a probability (p) < 0.001. Since this Χ 2 value is significant, the sample and model-replicated moment matrices are different and the model can be rejected. Also, compared to an independence model with only fixed exogenous covariances ( Χ 2 = 841.78 with 90 df), the Comparative Fit Index (CFI, Bentler, 1990) , which measures the proportional reduction in the expected value of the non-centrality parameter of the non-central chi-square distribution, is 0.891. This CFI value, which is one measure of the degree of model misspecification, is well below the threshold value 0.95 used as a rule of thumb for an acceptable model. All of these results clearly indicate that, as expected, the four endogenous variables measuring different aspects of the perceived effects of congestion on trucking operations are strongly related, which means that an endogenous causal structure is needed to fit an SEM containing these variables.
The next steps involved determining the optimal structure of the relationships among the four endogenous variables. The exogenous structure was held constant in all models tested. In selecting the optimal model we postulated that forced schedules (y 3 ) will likely cause problems for truckers but will not itself be a function of any of the other endogenous variables. Comparative evaluation of the models was conducted by using three different Bayesian criteria and designed to identify the best model from a set of candidate models based on the goodness of fit and the dimensionality of each model. The first criterion, proposed by Akaike ( )(1987 , is commonly known as the Akaike Bayesian Information Criterion (variously abbreviated as ABIC, BIC or AIC). A modification of the ABIC, proposed by Bozdogen (1987) takes into account the sample size as well as the model's Χ 2 statistic and number of free parameters, and is commonly known as the Consistent Akaike Information Criterion (CAIC). Finally, a similar derivation of the ABIC was developed by Schwarz (1978) and is commonly known as the Schwarz Bayesian Criterion (SBC). These three criteria are defined in the footnotes to Table 5 . For each criterion, the model that yields the smallest value is considered to be the best. Discussions of the role of parsimony in model evaluation and the effects of sample size and model complexity on criteria such as the three used here are provided by Bentler (1990) , Bentler and Bonett (1980) , McDonald and Marsh (1990) , and Mulaik, et al. (1989) .
Seven models were evaluated in addition to three baseline models. Six of these models were developed by sequentially adding a single direct effect (represented by an additional free parameter in the beta matrix ( Β) of equation (1)), the additional parameter in each case being the one which maximally improves the model fit. The seventh model involves freeing all 12 possible Β parameters. The three baseline models are an independence model with no free Β, Γ or Ψ parameters, the previously described model with exogenous effects only, and a f ully saturated model which, by definition, fits the data perfectly. The estimation results for these ten models are listed in order of increasing dimensionality (complexity) in Table 5 . Additional models (not shown) were also attempted, but none of these performed as well as the models listed in Table 5 . For each level of dimensionality (number of direct effects in the Β matrix structure), the models listed in Table 5 out-preformed all other possible models. All three of the criteria, based on information theory for selecting model dimensionality, identify the same model as being optimal. This optimal model, Model 8 in Table 5 , involves a fully recursive structure with six Β parameters. According to a hypothesis test of nested models, the fully recursive model represents a statistically significant improvement over the model with no effects among the four endogenous variables (∆Χ 2 = (135.01 -27.52) = 107.49 with (53 -47) = 6 df, corresponding to p < .001).
The flow diagram fo r this fully recursive model is shown in Figure 1 . The model implies that the degree to which operators are forced by customers' schedules to work during congested periods causes drivers to be rerouted. These two factors combine to cause schedules to be missed. Finally, all three effects of congestion contribute to managers' feelings about the overall problem of congestion. All effects are significant at p < .01 as measured by z -statistics (the ratio of a coefficient to its standard error being asymptotically normally distributed with this estimation method). Because the parameter estimates are standardized, we can also directly compare the strengths of the effects. The strongest effect is that of forced schedules on re-routing of drivers. The remaining five direct effects are weaker and similar in magnitude. 
A Joint Model of Demand for Routing and Scheduling Software and the Perceived Effects of Congestion
The final step was to introduce the fifth endogenous variable, demand for R/S software (y 5 ), and determine how demand for R/S software is related to the complex of four congestion variables. The hypotheses tested are as follows. Each of these hypotheses is represented by a single link in Figure 2 between demand for R/S software and one of the other endogenous variables. Any combination of hypotheses is also possible. The hypotheses are:
1. Demand for R/S software is influenced by the necessity to operate during congested periods, because of customers' schedules, (link β 53 ).
2. Demand for R/S software is influenced by the need to re-route drivers (link β 52 ); by consequence of the structure among the first four endogenous variables, this link also implies that demand for R/S software is indirectly influenced by forced schedules.
3. The re-routing of drivers is influenced by the availability of R/S software (β 25 ).
4. Demand for R/S software is influenced by the occurrence of missed schedules (β 51 ), which is indirectly affected by forced schedules and the need for re-routing.
5. The incidence of missed schedules is influenced by the availability of R/S software (link β 51 , possibly negative).
6. Finally, managers' perception of the overall problem of congestion directly influences demand for R/S software (β 54 ); indirectly demand for R/S software is influenced by all of the other variables as well. Each of the hypotheses and meaningful combinations of them were tested in a manner described in the previous section, using the three criteria based on Bayesian Information Theory, as well as standard chi-square difference tests of nested models. Results are listed in Table 6 . All criteria once again unambiguously identify an optimal model, Model 3 in Table 6 : demand for R/S software is positively influenced directly by the need to re-route drivers, and indirectly by the need, generated by customers' schedules, to operate during congested periods. The optimal model is depicted in the flow (path) diagram of Figure 3 . All direct effects in this model from the endogenous variables are significant at p < .01. Parameter β 52 is the only single addition to the base model which leads to a statistically significant improvement at the p = .05 level ( ∆Χ 2 = (47.63 -38.05) = 9.58 with 1 df, corresponding to p < .001). Once this link is in the model, according to all criteria, no additional link involving demand for R/S software leads to any significant model improvement. In particular, the eighth model consists of reciprocal links in both directions between y 2 and y 5 . The z-statistic for the β 52 link in Model 8 is 2.39, while the z-statistic for link in the opposite direction, β 52 , is -0.68. This is clear evidence that, controlling for all other effects, the causality is from the incidence of re-routing to demand for R/S software, and not in the opposite direction. In order to determine whether this result was brought about in part by the indirect effect of forced schedules on demand, Model 9 was estimated with the reciprocal links β 52 and β 52 and a direct link from forced schedules to software demand, β 53 . The results were similar, in that the coefficient for β 52 was significant at the p = .05 level, while the other two coefficients were small and insignificant. Other models, not shown, were also tested, to determine whether or not the above results were dependent upon the specific (fully recursive) structure among the first four (congestion) variables. Results show that the chosen model is superior to all others, regardless of whether or not the models contain the fully recursive structure among the first four endogenous variables. The estimated total effects of the company characteristics on the five endogenous variables, ordered according to the recursive structure of Figure 3 , are listed in Table 7 . The statistically significant results in Table 7 can be interpreted as follows.
1. Managers of large carriers, and managers of carriers with LTL or construction operations, as well as carriers that operate in the Los Angeles Metropolitan Area, are more likely to perceive that they are forced to work in congested conditions because of customer time-windows for pickup and delivery. Managers of private fleets are less likely to perceive that they are forced to operate in such a manner.
2. Re-routing of drivers due to traffic congestion is more likely to be experienced by for-hire carriers, larger carriers of all types, LTL carriers, carriers providing flatbed or container and construction services, and carriers that operate in the Greater Los Angeles Metropolitan Area. Conversely, re-routing is less likely to be applied by private fleets, tank operators, carriers that serve maritime ports, short-haul and long -haul carriers, and carriers operating in the San Francisco Bay Area. The constraints imposed by bridges in the Bay Area might contribute to the inability to re-route drivers there. 3. R/S software is more likely to be used by for-hire carriers, by carriers providing construction or hazardous materials services, by long-haul carriers and those with average loaded movements of 75-149 miles, and by carriers operating in the Los Angeles Area. Long-haul carriers are more likely to use R/S in spite of the fact that these companies are less likely to miss schedules or re-route drivers due to congestion. Private fleets, short-haul carriers, carriers serving rail terminals, and carriers with, bulk, high-value, or flat bed/container operations are less likely to use R/S software. The relationship between propensity to use R/S software and fleet size is positive, with the exception that R/S software is also more likely to be used by the very smallest fleets. This somewhat surprising result for small fleets is confirmed by descriptive statistics for all non-fixed route fleets, which reveal that 32.1% of carriers with less than four power units use R/S software, compared to an overall average of 26.6% for all fleets and 11.8% for fleets with six to ten power units.
4. Missed schedules due to congestion are more likely to be experienced by for-hire carriers, larger carriers of all types, carriers providing flatbed or container and construction services, and carriers that operate in the Los Angeles Metropolitan Area. Conversely, missed schedules are less likely to be experienced by longhaul carriers and carriers with tank, bulk and high-value operations.
5. Finally, the overall problem of traffic congestion is perceived to be greater by managers of for-hire companies, companies with large fleets, and those with flatbed or container, construction and maritime intermodal services. Traffic congestion in general is judged to be less of a problem for long-haul carriers and carriers with tank, refrigerated, bulk and hazardous materials operations.
Conclusions
This research examines several hypotheses about the relationship between trucking operations managers' perceptions of the impact of traffic congestion on their operations and their use of R/S software. The evidence suggests that the demand for R/S software is positively influenced directly by the need to re-route drivers, and indirectly by the need, generated by customers' schedules, to operate during congested periods. This is potentially an important finding since it reveals that uncertainty does not itself prevent companies from adopting R/S systems. Our model forecasts that increased congestion will lead to increased demand for R/S software. This also implies that R/S can be improved by using advanced traveler information systems (ATIS) to input real -time information on traffic congestion to R/S software. ATIS are typically touted in terms of the value of direct information for drivers, but operations managers can take advantage of ATIS for dynamic R/S of multiple vehicles.
Companies with larger fleets are forced by customer time-windows for pickup and delivery to work in more congested conditions as are companies with operations in the Los Angeles Metropolitan Area and those providing construction services. These types of companies, as well as for-hire carriers in general, are more likely to re-route drivers due to congestion, and are more likely to use R/S software. On the negative side, private fleets, short-haul carriers, companies providing tanker services, and companies operating in the San Francisco Bay Area are less likely to re-route drivers and also less likely to use R/S software. Other types of companies exhibit unique patterns of congestion affects and R/S software use. Long-haul carriers are less affected by congestion, but nevertheless these carriers are more likely to use R/S software. Also, very small fleets (with less than four power units) and companies with hazardous goods operations are also more likely to use R/S software. Lower propensity of R/S software use is indicated by the provision of intermodal rail, high value, or bulk hauling services.
The empirical results suggest that those trucking companies most concerned about the problem of traffic congestion on freeways and surface streets inc lude for-hire carriers in general, and companies providing flatbed and container services, those serving maritime ports, and those operating in the Los Angeles Area. Less concern about traffic congestion is expressed by managers of long-haul carriers and companies providing specialized services such as tanker, refrigerated, bulk, high value and hazardous goods movement. These results emphasize the heterogeneous nature of the trucking industry in terms of the effects of traffic congestion and the demand fo r R/S software.
