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Summary. The paper deals with the linear differential equation 
(0.1) (pu'), + q'u = f" 
with distributional coefficients and solutions from the space of regulated functions. Our aim 
is to get the basic existence and uniqueness results for the equation (0.1) and to generalize 
the known results due to F. V. Atkinson [At], J. Lige.za [Lil]-[Li3], R. Pfaff ([Pfl], [Pf2]), 
A. B. Mingarelli [Mi] as well as the results from the paper [Pe-Tv] concerning the equation 
(0.1). 
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1. PRELIMINARIES 
Throughout the paper R denotes the space of real numbers, T > 0, [0, T] is the 
closed interval 0 ^ £ ^ T, (0,T) is the open interval 0 < t < T, while [0,T) and 
(0, T] are the corresponding half-open intervals. 
Any function / : [0,T] —> R which possesses finite limits f(t+) -= lim / ( r ) , 
T—>£-f-
f(s-) = lim f(r) for all t G [0,T) and s € (0,T] is said to be regulated on [0,T]. 
T—+S— 
The space of functions regulated on [0, T] is denoted by G, while G R stands for the 
set of all functions / G G such that 
(1.1) /(0+) = /(0),/(t) = i [/(*-) + /(«+)] for all t 6 (0,T),/(T-) = f(T). 
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Functions fulfilling (1.1) are usually called regular on [0,T]. 
Given / € G, t G [0,T), s G (0,T] and r E (0,T), we put A+/(£) = /(*+) - /(*), 
A - / W = / « - / (* - ) and Af(r) = /(r+) - / ( r - ) . 
BV denotes the space of functions of bounded variation on [0,T]. The subspace 
of BV consisting of the functions of bounded variation on [0, T] and regular on [0, T] 
will be denoted by B V R . 
As usual, Li stands for the space of measurable and Lebesgue integrable functions 
on [0,T], Loo denotes the space of measurable and essentially bounded functions on 
[0,T] and AC stands for the space of functions absolutely continuous on [0,T]. 
The integrals which occur in this paper are the Perron-Stieltjes ones. Let us 
mention here some of their further properties often needed later on. 
Let the functions / , g be regulated on [0,T], If the integral /0 f(s)dg(s) has a 
finite value, then by Theorem 1.3.4 from [Kul] the function 
h: te [0,T]-> / fdge R 
Jo 
is regulated on [0,T]. Let us note that the integral /0 f(s) dg (s) has a finite value 
if both the functions fyg are regulated on [0,T] and at least one of them has a 
bounded variation on [0, T] (cf. [Tvl], Theorem 2.8). In this case the above mentioned 
Theorem 1.3.4 from [Kul] implies that 
h(t+) = h(t) + f(t)A+g(t) and h(s-~) = h(s) - f(s)A~g(s) 
holds for all t € [0,T) and 5 E (0,T]. Moreover, if g <E BV, then h £ BV as well. 
1.1. Proposition (Substitution Theorem). Let f,g,h: [0,T] -> R be such 
that h is bounded on [0, T] and the integral f0 f(t) [dg (t)] exists. Then the integral 
f h(t)f(t)[dд(t)) 
Jo 
exists if and only if the integral 
rT 
J Ht)\dJ f(s)[dg(s)] 
exists, and in this case the relation 
rT 
J Ht)[áJ*f{a)[dg(8)]] =Jo h(t)f(t)[dg{t)] 
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holds. 
(For the proof see [Tvl], Theorem 2.19.) 
1.2. Proposition (Integration-by-parts formula). If f G BV and 9 E G, 
then both the integrals f£ f(t)[dg(t)] and fo[df(t)]g(t) exist and 
Г f(t)[dg (t)} + ľ[df (t)]g(t) = f(T)g(T) - f(0)g(0) 
Jo Jo 
- A+/(0)A+5(0) + Y, [*-f(t)A-g(t)-A
+f(t)A+g(t)]+A-f(T)A-g(T). 
0<t<T 
(For the proof see [Tvl], Theorem 2.15.) 
Further properties of the Perron-Stieitjes integral with respect to regulated func­
tions were described in [Tvl] and [Tv2], (See also [STV] and [Pe-Tv].) 
Distributions considered in this paper are linear continuous functional on the 
topological vector space 9 of functions <p: R -> R possessing for any j G JVU {0} a 
derivative <p^ of the order j which is continuous on R and such that <pW (t) = 0 for 
any t G R \ (0, T). The space 9 is endowed with the topology in which the sequence 
<Pk G 9 tends to <po G 9 in & if and only if lim \\<p^ - <p$ || = 0 for all non negative 
k 
integers j . The space of distributions on [0,T] (i.e. the dual space to $f) is denoted 
by ^*. Given a distribution f E 9* and a test function <p G 9, the value of the 
functional / on <p is denoted by {/,<£>). For any / € Li, the relation 
<p£@-^ / f(t)џ>(t)dt 
Jo O 
defines a distribution on [0, T] which will be denoted by the same symbol /, i.e. 
(/,</>>= / f(t)(p(t)dt for all <p€9. 
Jo 
In this sense, the zero distribution 0 G 9* on [0, T] is identified with an arbitrary 
measurable function vanishing a.e. on [0,T]. Obviously, if / G G, then / = 0 G 9* 
only if f(t-) = /(s+) = 0 for all t € (0,T] and all s € [0,T). Consequently, if 
/ G G R , then / = 0 G 0* if and only if f(t) = 0 for all t G [0,T]. This means 
that for a given g G Li there may exist at most one function / G G R such that 
f(t) = g(t)*.e. on[0,T], 
Given two distributions f,g G &*, f = g means that f—g = 0 G ^*. In particular, 
for given functions f,g: [0,T] -> R, / = g holds if and only if f(t) = g(t) a.e. on 
[0, T]. Whenever a relation of the form / = g for distributions or functions / and 
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g (written without arguments) occurs in the following text, it is understood as the 
equality in the above sense. 
Given an arbitrary / G -0*,/ ' denotes its distributional derivative, i.e. 
f'i<pe9-+(f,<p) = -{f,<(/). 
Analogously, for j € N, 
fU) :tpe@^ (/«>, v ) = (_l)i ( / ,?«>) . 
For absolutely continuous functions their distributional derivatives coincide with 
their classical derivatives, of course. It is well-known that if / G &*, then / ' = 0 if 
and only if / G Li and there exists en G R such that f(t) = CQ a.e. on [0,T] (cf. [Ha], 
Sec. 3). It follows easily that if k is a non negative integer, then /W = 0 G .0* if 
and only if there exist Cn, Ci,..., Cfc_i G R such that 
f(t) = co + cit + . . . + cjk-i^-1 a.e. on [0,T]. 
Let us notice that if u G G R and v G G R are such that v! = i>, then u G AC. In 
fact, for 
w(ť) = u(0) + / v(s) ds 
/o 
we have (w — u)' = 0,it;(0) = u(0) and consequently (as w - u G G R ) w(t) = u(f) 
on[0,T]. 
1.3. Definition. Let / G G and </ G BV be such that 
(1.2) A+/(*)A+</(*) = A-/(i)A-0(t) for all t G (0,T). 
Then we define 




(1.4) fg>:(fe@-> (fg\ V) = / /(t)V(t) [dp (*)]. 
Jo 
1.4. R e m a r k . Let us notice that the condition (1.2) is satisfied e.g. in the 
following cases: 
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(i) both / and g are regular on [0,T], 
(ii) at least one of the functions / or g is continuous on (0,T), 
(iii) one of the functions f,g is left-continuous on (0,T), while the other is right-
continuous on (0,T). 
If / G Li and g G G, then (1.3) implies that the product fg is given by 
T 
fg:<pe®^ (fg,<p)= I f(t)g(t)v(t)dt, 
Jo 
i.e. the product of the functions / and g is in such a case represented by the function 
t£[0,T)^f(t)g(t). 
1.5. Lemma. Let f e G and g 6 BV satisfy (1.2). Then 
(1-5) f'9=(f\df(s)}9(s))' 
and 
(1-6) fg'=y\dg (s)]f(a))'. 
Proof . In virtue of Propositions 1.1 and 1.2 we have for any ip G @ 
<f'9,<p) = [ [d f\df(a)]g(a)]<p(t) = - J* ( f* [d/(S)]5(S)^'(<), 
i.e. (1.5) is true. The formula (1.6) could be verified analogously. • 
1.6. R e m a r k . It follows from Definition 1.3 and from the Integration-by-parts 
Theorem (cf. Proposition 1.2) that for any couple of functions / € G,g G BV 
fulfilling the condition (1.2) the relation 
(f9)' = fg' + f'9 
holds. 
1.7. R e m a r k . It is easy to see that for r G (0,T),/(*) = Ofor t < T, / ( T ) __ i 
f(t) = 1 for t > T and g = / ' , we obtain from Definition 1.3 fg = \g, i.e. Definition 
1.3 seems not to be contradictory to the known definitions of the product of measures 
and regulated functions based on the sequential approach (cf. [Li5]). 
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2. HOMOGENEOUS EQUATION 
Let us consider the equation 
(2.1) (jm')' + q'u = 0, 
where 
(2.2) pyq G BVR , p(t) # 0 on [0,T] and p~
l G BV. 
2.1, Definition. A function u: [0,T] -> R is called a solution to the equation 
(2.1) on the interval [0,T] if u G GR and (pu')' + q'u is the zero distribution on 
[o,-1. 
2.2. Proposition. A function u G GR is a solution to the equation (2.1) on 
[0,T] if and only ifu G AC,u' € L ^ and there is v G B V R such that the vector 
(uyv) is a solution on [0,T] to the system of integral equations 
(2.3) u(t) = u(0) + / p-1 (s)v(s) ds, t G [0, T] 
Jo 
(2.4) ti(t) = ti(0) - / [dg (s)] u(s), i G [0, T]. 
Jo 
Proof, a) Let u G GR and v G B V R fulfil (2.3) and (2.4) on [0,T]. Then 
obviously u' = p~xv G Loo. By Lemma 1.5 we have v' = —q'u. Moreover, making 
use of the Substitution Theorem (cf. Proposition 1.1) and of Lemma 1.5 we obtain 
pu'=( f p(s)\d / V ^ M - 0 < f r j ) = ( / v(r)dr\ = v. 
Hence 
(pu')1 + q'u = v' + q'u = 0. 
b) Let u G GR be a solution to (2.1) on [0,T]. Then 
( J\(s) [du (s)] + j f ( jf' [d<* (r)] u(r)) d* ) =0 . 
Hence there are co.Ci € R such that 
(2.5) J p(s) [du («)] + | ( y [dg (T)] U(T)) ds - CQ - Clt = 0 
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holds for a.e. t G [0, T]. The left-hand side of (2.5) being a regulated function which 
is regular on [0, T], the relation (2.5) is true for a.e. t G [0, T] if and only if it is true 
for each t G [0, T]. In particular, inserting t = 0 we get CQ = 0. Moreover, 
j\(s) [du (s)] = c,t- J ( j f [dq (r)] u(r)) ds 
= / (c- ~ / [ d ? ( r ) M r ) ) d* f o r ^ y t € [0,-T]. 
Let us denote 
v(t) = ci - / [dg(s)Jti(«), for * 6 [0,T]. 
Jo 
Then v G B V R , V(0) = c\ and the couple (M,V) fulfils the relations (2.4) and 





Furthermore, differentiating the relation (2.6) we get 
(2.7) pa! = v. 
Making use of the Substitution Theorem (cf. Proposition 1.1) and of Lemma 1.5 we 
obtain from (2.7) that 
p-lv= p~l (puf) = p~ll J p(s) [du (s)] J 
= (̂ tp-1w[djT5p(r)[du(r)]]y 
= (jfV«])' = ii'. 
ì.e. 
(2.8) u' = p ~ V 
Consequently uf = p"1v G Loo- It follows that u G AC and the relation (2.8) is true 
if and only if the relation (2.3) is true. This completes the proof of the proposition. 
D 
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2.3. R e m a r k . It follows from the proof of Proposition 2.2 that for any solution 
u of the equation (2.1) on [0, T] there exists a function w G BV such that u'(t) s= w(t) 
a.e. on [0,T] and p(t)w(t) = v(t) on [0,T]. 
The system (2.3), (2.4) may be rewritten in the vector form 
(2.9) x(t)=x(0)+ f [dA(s)]x(8), 
Jo 
where x(t) = f J M and 
(2.10) *«> = (_"(,) S°"'Td')- ' ^ 
Obviously, A(t) is a 2 x 2-matrix valued function of bounded variation on [0,T]. 
The system (2.9) is a generalized linear differential equation considered e.g. in [Schw3] 
(cf. also [STV] or [Schwl]). Under our assumptions A(0+) = A(0), A(T-) = A(T), 
(2.11) det [I - A~A(t)] = det ( } °\ =1 for t G (0,T] 
and 
(2.12) det [1 + A+A(t)] = det ( J. °\=1 for t G [0,T). 
Hence the following assertion is an immediate consequence of Proposition 2.1 and 
Theorem 6.5 from [Schw3] (cf. also [STV],Theorem III.1.4). 
2.4. Theorem. Let us assume (2.2). Then for any uo^v0 G Randanyt0 G [0,T], 
there exists a unique solution u G AC of the equation (2.1) on [0,T] and a unique 
function v G B V R such that p(t)u'(t) = v(t) a.e. on [0,T], u(to) = uo andv(to) = vo-
2.5. R e m a r k . It follows easily from the basic properties of the Perron-Stieltjes 
integral that the relations 
A+v(0) = A"v(T) = 0 Av(t) = -AqtyuW, t G (0, T) 
hold for any couple of functions u G AC,v G BV satisfying the system (2.3), (2.4) 
on [0,T] (cf. e.g. [STV], Proposition III. 1.6). 
2.6. R e m a r k . Theorem 2.4 could be obtained from Proposition 2.2 by making 
use of a somewhat modified version of Theorem 1.3.1 from [Mi], as well. 
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2.7. Corollary. There exists a unique system of functions {ui,i/i,u2, v2} pos-
sessing the following properties: 
(2.13) ui,u2 G AC, ui,u^ € Loo, vuv2 G BVR , 
(2.14) v[ + q'ui = 0 and pu[ = v{ (i = 1,2), 
and 
(2.15) ui(0) = 1, vi(0) = 0, u2(0) = 0, v2(0) = 1. 
2.8. Definition. The system {ui,vi,u2,t;2} of functions possessing the prop-
erties (2.13)-(2.15) given by Corollary 2.7 will be called the fundamental system of 
solutions to (2.1) on [0,T]. 
2.9. Corollary. Let us assume (2.2) and let {ui,t>i,u2, v2} be the fundamental 
system of solutions to (2.1) on [0,T]. Then a function u G G R is a solution to 
the equation (2.1) on [0,T] if and only if there are a and /3 G R such that u(t) = 
aui(t) +/3u2(t) on[0,T]. 
2.10. Proposition. Let {ui, vi,u2,t;2} be the fundamental system of solutions 
to (2.1) on [0,T]. Then the relation 
(2.16) ux(t)v2(t) - u2(t)vx(t) = 1 
holds for all t G [0,T]. 
Proof . In virtue of (2.14) we have 
(uiv2 - u2vi)' = ui(pu2) - u'2(pu[) - ui(g'u2) - u2(q'ui). 
Since p G B V R and by (2.13) ui,U2 G L©©, the products u[(pu'2) and u'2(pu[) axe 
functions essentially bounded on [0, T] and they are given for a.e. t G [0, T] by 
(ui(pu^)) (t) = u[(t)p(t)u'2(t) and (u'2(jni[)) (t) = u'2(t)p(t)u[(*), 
respectively. Furthermore, by Definition 1.3 and Proposition 1.5 we have 




,ul)=u2(l [dq(s)]ux(s)) =(j ux(s)u2(s)[dq(s)]J . 
Thus 
(uiv2 -u2vi)
f = 0, 
i.e. there exists a c E R such that 
(2.17) ux(t)v2(t) - u2(t)vx(t) = c 
holds for a.e. t E [0,T]. As the left-hand side of the relation (2.17) is a regular 
function of bounded variation on [0, T] , it follows that (2.17) holds for each t E [0, T]. 
Inserting t = 0 we obtain c = 1, i.e. the relation (2.16) is true. Q 
3. NONHOMOGENEOUS EQUATION 
This section is devoted to the nonhomogeneous equation 
(3.1) (pu')' + q'u = f", 
where p and q fulfil the assumptions (2.2) and 
(3.2) / € GR. 
3.1* Definition. A function u: [0, T] -r R is said to be a solution to the equation 
(3.1) on the interval [0,T] if u E G R and (puf)' + q'u - / " is the zero distribution 
on[0,T]. 
3.2. R e m a r k . Let us try similarly as in the classical case to find a particular 
solution y to the equation (3.1) in the form 
(3.3) y = au!+pu2, 
where u\ and u2 E AC are functions from the fundamental system of solutions to 
the corresponding homogeneous equation (pu!)1+q'u = 0 given by Definition 2.8 and 
a and /3 € G R are such that 
(3.4) a'ui + 0'u2 = 0. 
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By the Substitution Theorem (cf. Proposition 1.1) and by Lemma 1.5 we have 
py' = p(au[ + /3u2) = p( J a(s) [dm (s)] + J 0{a) [du2 («)] \ 
= (jf*PW[<- j f «(*)[<-«! (*)]])'+ ( j f J**)[<- £P(s)[du2(s)}j)' 
= y\(s)a(s) [dtii («)] + j\(s)P(s) [du2 («)]) 
= ( j f a(s) [d jTp(s) [dUl (*)]])' + ( j ( / 0 0 [d ^ 'p(s) [du2 [»]]) 
= a(puì) + ß(pu'2) = avi + ßv2 
аnd 
g'y = g'(aui +/?u2) = ( / [dg W] (a(s)ui(s) + P(s)u2(s))) 
= (^a(5)[dj^ S [dg(r)]u 1 (r)])
, 
+ (^/3( 5 )[dJf
5 [dg(r)]u 2 (r)])
, 
= a(g'u1)+/%'u2). 
Hence by (2.14) 
(py')' + q'y = a(v[ + q'ux) + f5(v'2 + q'u2) + a'vx + f3'v2 
= a'vi+/3'v2, 
i.e. the function y of the form (3.3) is a solution to (3.1) on [0,T] if and only if the 
couple a, /? G G R satisfies the relations (3.4) and 
(3.5) a'vi+(3'v2 = f". 
Making use of Proposition 2.10 we could show that (3.4) and (3.5) are satisfied if 
(3.6) a' = -f"u2 and ft = f"ux. 
If we had p~1vi and p~lv2 € BVR, or / were continuous on [0, T], then the products 
f'u'i = f'(p~lvi) and f'u2 = f'(p~
xv2) would be defined by 
f'u[ = ( j f [d/(*)]P_1(->i(--))' aad f'u'2 = ( j \ d f (s))p~\s)v2(s)) , 
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respectively. Then we would have 
/ % = (Ai)' - fu\ = (fut - Jo [d/wip-H.hw) 
and 
/ "«2 = (fu2)' - fu'2 = (fu2 ~ J^ [df(s)]p-
l(s)Vl(s)j. 
This means that we could put 




(3.8) /?= /'txi-Ad/^p-H^iW 
Jo 
and after inserting (3.7) and (3.8) into (3.3) we would get the following formula for 
a particular solution y of the given equation (3.1): 
(3.9) y(t)= f [df(s)]p~1(s)(v2(s)u1(t)-vl(s)u2(t)) on [0,T]. 
Jo 
The distributions a and 0 given respectively by (3.7) and (3.8) are in general not 
regular functions on [0,T], of course. Nevertheless it may be proved that under our 
assumptions the formula (3.9) provides a solution to (3.1) on [0, T] (without assuming 
that p~lv\ and p~lv2 G B V R or / is continuous on [0,T]). 
3.3. Theorem. Let us assume (2.2) and (3.2). A function u € G R is a solution 
to the equation (3.1) on [0, T] if and only if there are a and /? G R such that 
(3.10) u(t) = aui(t) + 0u2(t) 
+ / [d/ (s)]p-x(s) (v2(s)Ul(t) - vt(s)u2(t)) on [0,T], 
Jo 
where {wi, 1*2,̂ 1,̂ 2} is the fundamental system of solutions to the corresponding 
homogeneous equation (pu1)1 + q'u = 0 on [0,T] given by Definition 2.8. 
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Proof, a) Let the function u be given by (3.10). Then obviously u £ G R . 
Furthermore, 
u' = au[ -I- /5u'2 
+ ( j f [<-/(*)] P _ 1 («)«*(-•)) in - ( j f ' [d/(s)]p-1 (*)«!(*))'«-
+ (^[d/WJp^Wwaw)^ - (^[d/WJp-1^)-.!^))^. 
In virtue of the Substitution Theorem (cf. Proposition 1.1) and of Lemma 1.5 we 
have 
' [ d / W l p ^ W w a W ) ^ ) 
= p(f [d [[d/{T)]P~1{T)V2ÍT)}UI{S)) =p{f w w i . p ^ w ^ ^ i w ) 
= (^PWfdjí^d/Wlp-^r^MuiWJ)'-- (jí^d/í^waí^w)' . 
Analogously 
p ( ( £ [ d / ( s ) ] p - 1 ( s ) i ) i ( s ) ) «-) = (j[ '[d/(5)]t;i(5)t .2(s))' . 
Obviously, 
P ((jҐ[d/(в)]p-Ҷв)t»-(в))iiì) - p ( ( f [d/ W]p-Ҷ-)«i(в))t4) 
= (jíť[d/(s)]p-ł(S)U2(s)) (puì) - (jí^d/WІp-ҶíЬw) (pu2) 
--(jҐld/tøb-Ҷ-Mв))*! -(jľł[d/(в)Іp-Ҷв)«iw)«a. 
Since by Proposition 2.10 
rt 
[ [d/ («)] (tia(в)«i(*) - iя(в)«a(*)) = /(«) - /(0), 
^o 
we have 
(3.11) pu'= (a + У [d/(в)]p-Ҷв)»ä(в))tii 
+ {ß-f [<-/ W]p-Ҷв)«i(в))«a + /' 
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and consequently, taking into account the definition of the functions «i, U2, vi, v-i 
we obtain 
(jm'Y +q'u=(a + f [d/ OOlp-'OO^s)) (wj + fa) 
+ (p-f* WWIP-1^)^(*)) K + 9'«2) 
+ (f\df(s))p-1(s)(v2(s)vi(s)-v1(s)v2(s))^ +f" 
=f". 
b) Let u and w be solutions to (3.1) on [0,T] and let y = u — w. Then (pyf)' + q'y = 0 
and'the proof of this theorem is completed by making use of Corollary 2.9. • 
Similarly as the corresponding homogeneous equation (pu')' + q'u = 0 treated in 
the previous section the present equation can be rewritten as a system of two linear 
generalized differential equations, as well. 
3.4. Proposition. A function u G G R is a solution to the equation (3.1) on 
[0, T] if and only if there is a function v G B V R such that 
(3.12) u(t) - u(0) - / p~l(s)v(s)ds = / p~l(s) [df(s)], t e [0,T], 
Jo Jo 
and 
(3.13) v(t)-v(Q)+ f [dq(t)]u(s) = 0 te [0,T] 
Jo 
hold. For a given solution u of the equation (3.1) on [0,T] this function v is deter-
mined uniquely. 
Proof , a) Let u € G R be a solution to (3.1) on [0, T]. Then by Lemma 1.5 we 
have 
(^J\(s)[du(s)] + J*(J°[dq(T)]u(T?)ds - / ) =0 , 
i.e. there are co,ci € R such that 
(3.14) Jp(s)[du(s)] + J n^dqWMr^ds-m-co-Cit^O on [0,T]. 
(The left-hand side of (3.14) being regular on [0,T], it equals 0 for a.e. t G [0,T] if 
and only if it equals 0 for all t G [0, T].) 
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In particular, we have CQ = -/(O) and 
(3.15) / p(s) [du (s)] - f(t) -F /(O) = / v(s) ds , t € [0, T], 
Jo Jo 
where 
(3.16) v(t) = ci - / [d<?(s)]u(s), t 6 [0,T]. 
Jo 
Obviously, v(0) = ci and hence the equations (3.16) and (3.13) coincide. Moreover, 
v E B V R and v given by (3.16) is the only function in BV R such that (3.15) holds. 
Differentiating (3.15) we obtain 
(3.17) pu'-v = / ' . 
By (3.15) the function 
r ( t )= /*p(a)[d«(*)l-/(*).*€ 10,T] 
JO 
is absolutely continuous on [0, T] and according to Lemma 1.5 we have r' = pu' — / ' . 
Thus the product p~~V = p~l(pu' — / ' ) is by Definition 1.3 well defined. Making 
use of the Substitution Theorem (cf. Proposition 1.1) and of Lemma 1.5 we obtain 
P-V= (Kf\-
1{s)[dr(s)])' = (f\du(s)]- f\-Hs)[df(s)]) 
= u'-(f\-1(s)[df(s)})\ 
wherefrom by (3.17) the relation 
(3.18) u'-p-'v = (^f\-1(s)[df(s)])' 
follows. By Lemma 1.5 the relation (3.18) holds if and only if there is a d G R such 
that 
(3.19) u ( t ) - / p~l(s)v(s)ds - / p""1(a)[d/(«)]=d on [0,TJ. 
Jo Jo 
(The left-hand side of (3.19) is regular on [0,T].) Obviously d = u(0) and hence the 
equations (3.19) and (3.12) coincide. We have shown that for any solution u € G R 
of (3.1) on [0,T] there is a unique v G BV R such that (3.12) and (3.13) hold. 
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b) On the other hand, if u G G R and v € B V R fulfil (3.12) and (3.13), then by 
Lemma 1.5 the relations (3.18) and 
(3.20) v' + q'u = 0 
are true. It is easy to see that p(p~lv) = v. Furthermore, by the Substitution 
Theorem (cf. Proposition 1.1) and Lemma 1.5 
pi>-'/') =r(£p-'(>)W («)])' = (jfp(»)[<i/VVH'VM]])' 
= ( / > / « ] ) ' = /•• 
Consequently, the relations (3.18) and (3.20) yield 
(pu')' + g ' u = ( p ( p - 1 ^ ; ) + p ( p - 1 / , ) ) , - ^ 
= </ + /"-! / = /", 
i.e. u is a solution to (3.1) on [0,T]. • 
3.5. R e m a r k . Results analogous to Theorem 3.3 and Proposition 3.4 for a 
system similar to (3.12), (3.13) and corresponding to the case that / ' G BV and / ' 
is right-continuous on (0,T] were given in [Mi], Theorem 1.3.4. 
The system (3.12), (3.13) may be rewritten in the vector form 
x(t)-x(0) - f [dA(s))x(s) = g(t) -g(0), t G [0,T], 
Jo 
where , ( « ) = ( » < ; » ) , 
and the 2 x 2-matrix valued function A(t) is given by (2.10), i.e. 
A«>=(-;(„
 ; ° v r ) . "*i-
A has a bounded variation on [0,T], det [/ — A~A(t)] = 1 (cf. (2.11)) and g is regu-
lated and regular on [0,T], Moreover, A and g are regular on [0,T]. Consequently, 
Proposition 2.5 from [Tv2] (whose assumption on the left-continuity of A(t) and 
430 
f(t) on (0,T] was not exploited in the proof) ensures the existence and uniqueness 
of solutions of the corresponding initial value problems. This enables us to prove the 
following assertion. 
3.6. Theorem. Let us assume (2.2) and (3.2) and let {ui,u2,vi,v2} be the 
fundamental system of solutions to the corresponding homogeneous equation (pu')' + 
q'u = 0 on [0, T] given by Definition 2.8. Then for any UO,VQ G R there exists a unique 
solution u e G R of (3.1) on [0,T] and a unique function v £ B V R such that (3.15), 
u(0) = uo and v(0) = v0 hold. This solution u(t) is given by (3.10), where a = un 
and /3 = vo. Furthermore, 
(3.21) 
v(t)= Uo + J [dfWp-^afaWjvxW 
*{V°~ L t ^ ^ b " 1 ^ ^ *<E(0,T]. 
Proof . It remains to show that in the formula (3.10) for u(t) we may put 
a = uo and /3 = ui and that the formula (3.21) is true, By (2.12) we have Ui(0) = 1 
and U2(0) = 0. Hence (3.10) implies that u(0) = a = un. Furthermore, by (3.11) 
and (3.17) 
(3.22) v(t) = W!(t)vx(t) + w2(t)v2(t) a.e. on [0,T], 
where 
(3.23) Wl(t) = uo + / [d/ (8)]p-
l(8)v2(s), t e [0,T] 
Jo 
and 
(3.24) w2(t) = p - / [d/WJp-H^wiW, t € [0,T]. 
Jo 
It is easy to see that under our assumptions w\ and w2 G G R and hence (cf. also 
(2.12)) 
«(0) = »(0+) = wi(0)»i(0) + w2(0)u2(0) = /3v2(0) = 13, 
i.e. we may put j3 = VQ in (3.24). Furthermore, for a given t € (0,T) we have by 
(3.22)-(3.24) 
«(*-) = «»i(.)wi(t-) + w2(t)v2(t-) - A-f(t)p~
l{t) (Vi(t-) - v2(t-)). 
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Analogously 
W(t+) = W!(t)Vi(t+) +W2(t)v2(t+) 
+ A+f(t)p~l(t)(vi(t+)-v2(t+)) for any te(0,T). 
Since A~f(t) = A+f(t) on (0,T) (f is regular on [0,T]), it follows that 
v(t) = r [»(--) + "(*+)] = wi(*)»i(*) + w2(t)v2(t) 
+ \A~f(t)p-x(t) (v2(t)AVl(t) - Vl(t)Av2(t)) for any t e (0,T). 
Furthermore, we have 
Avi(t) =-ux(t)Aq(t) and Av2(t) = -u2(t)Aq(t) 
on (0,T) (cf. Remark 2.5) and 
ui(t)v2(t)-u2(t)vi(t) = l 
on [0,T] (cf. Proposition 2.10). Hence the relation 
v(t) = wi(t)vi(t) + w2(t)v2(t) - ^ A - / ^
1 W M O 
and consequently also the formula (3.21) hold for any t G (0,T). (Let us recall that 
the regularity of q implies that Aq(t) = 2A~q(t) holds for all t € (0,T).) 
Obviously, v(T) = t/>i(T)i;i(r) + w2(T)i;2(T), which completes the proof. • 
4. EXAMPLE 
In this section we will consider the boundary value problem 
N 




(4.2) u(0) = t*>, u(T) = uT, 
where 0 < rx < r2 < . . . < rN < T, u0 G R, uT € R and functions #j (j = 1,2,..., IV) 
continuously differentiate on [0,T] are given, 6Tj = h'T. (j = 1,2,... ,IV) and /iTj, 
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j = 1,2,...,1V stand for the regular Heaviside functions with jumps at t = Tj 
(hTj(t) = 0 for t < TJ, hTj(t) = | for t = TJ and hTj(t) = 1 for * > Tj). A special 
case of the problem (4.1), (4.2) (with q' = 6, where b € Loo is piecewise continuous 
and N = 1) was treated in [Ho], where a procedure of its numerical solution was 
suggested. 
Let us put 
(4.3) f(t) = ] T ( J\i(s) [dhTi(s)] - J* (J'afr) [dhrM ) ds) 
# 





It means that the equation (4.2) is a special case of the equation (3.1) treated in the 
previous section. 
Let {ui,U2,tIi,V2} be the fundamental system of solutions to the corresponding 
homogeneous equation u1' + q'u = Q on [0, T] defined by Definition 2.8. By Theorem 
3.6, for any un,t>o € R there exists a unique solution u € G R , V G B V R of the 
system 
(4.4) t /+g 'u = 0, 
u'-v = / ' 
on [0,T] such that u(0) = u0 and v(0) = v0 hold. (The function u(t) is then a 
solution to the equation (4.1), of course.) Inserting (4.3) into (3.10) and (3.21), 
where p(t) = 1 on [0,T], we obtain that this solution is given for t G [0,T] by 
(4.5) u(t) = (u0 + a(t))ui(t) + (v0 - b(t))u2(t) on [0,T] 
and 




o(0 = Ylh-M9Árj)v2(Tj)+9'j(Tj)u2(Tj)), 
i= i 
N 




7(0 = £ (MOsJfa) - &-hr.(t)9j(t)A-q(t)) . 
i = i 
In particular, it is easy to see that Au(t) = 0 for t £ {r i , r 2 , . . . ,rIv}. Furthermore, 
it follows from (4.4) and (4.5) that Aufo) = ^(r*) for k = 1,2, . . . ,IV. Moreover, 
we have A+v(0) = A~v(T) = 0 and Av(t) = -Aq(t)u(t) for t G (0,T). 
Obviously, the function (4.5) fulfils (4.1) if and only if VQ G R is such that 
u2(T)v0 = u T - (u0 + a(T))ui(T) + 6(T)u2(T). 
Hence under the assumption that u2(T) ^ 0 for any un € R and any UT G R the 
function u(t) given on [0, T] by 
(4.7) u ( 0 = (uo + o(0)ui (0 
+ ( ( u a f f ) ) - 1 ^ - (u0 + a(T))ui(T)) + (b(T) - b(t)))u2(t) 
is the unique solution of the boundary value problem (4.1), (4.2). 
The formula (4.7) enables us to get respectively precise or approximate values 
of the solution u(t) of the boundary value problem (4.1), (4.2) once the precise or 
approximate values ui(t), u2(t), t G [0,T] and V(TJ), j = 1,2,...,IV are available. 
For example, the following numerical values and the graph of the solution u(t) were 
obtained from the formula (4.7) by means of the software system MATHEMATICA in 
the case: IV = 1, u0 = uT = 0, n = 450, T = 600, gi(t) = M0 = 10
6, q'(t) = 
50 
2.85x2.1 
10-3 for t < 300, q'(ť) = 50 5.7x2.1 10""
3 for t > 300, considered in [Ho]: 
t «(*) í «(*) 
0 0 350 -706107 .543 
50 -119379 .035 449 -830379 .019 
100 -236269 .111 450 -331468 .874 
150 -348233 .159 451 167442 .655 
200 -452936 .817 500 113340 .584 
џъo -548197 .095 525 85265 .310 
300 -632027 .890 550 56967.483 
400 -772819 .890 600 -5 .82 x 10" -ii. 
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u( t ) 





Let us recall that according to [Ho] the solution u(t) of the boundary value problem 
(4.1), (4.2) with q'(t) = E(t\j(t\ > ^o = V>T = 0 and /
/ ; = MQ5T describes the binding 
moment in the beam of the length T subjected to the pressure (or pull) P at the 
ends t = 0 and t = T and to the revolution moment Mo at the point t = r. 
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