This study addresses the characteristics of the interpolation functions and interface reconstruction routines for the VOF -Volume of Fluid method available in the commercial CFD software ANSYS-FLUENT. This software was used because it has both implicit and explicit VOF approaches along with diverse interpolation functions. Some of these functions were compared from different viewpoints: the quality of the reconstructed interface; the ability to preserve the initial mass inside the system (numerical diffusion); and the computing time. To undertake the qualitative and quantitative comparisons, a test problem that combines the classical dam break and slosh tank benchmark problems was used. No analytical solution available was found for this problem, in which the most interesting feature is a high interaction between the velocity field and volume fraction, thus making it ideal for addressing the issue of interface smearing. ANSYS-FLUENT permits using 5 interpolation functions for transient simulations: PLIC, CICSAM, HRIC (explicit and implicit) and the UPWIND scheme, and four when performing steady state ones: BGM, modified HRIC, COMPRESSIVE and UPWIND schemes. Both transient and steady state solutions were analyzed in this study, using all the above schemes, except the UPWIND one for steady state simulations. It was found that, for thinner grids, PLIC, CISAM and the explicit HRIC schemes had similar performances concerning the quality of the reconstructed interface and mass conservation. On the other hand, PLIC shows the best results for coarser grids, being the only to conserve mass for all tests. The computation time was similar for all transient simulation (within each grid). Concerning the steady state simulations, which are, in fact, distorted transient simulations, the BGM and the COMPRESSIVE schemes produced similar results, but BGM consumed more computational time.
INTRODUCTION
The VOF method can model the flow of two or more fluids by solving a single set of momentum equations and tracking the volume fraction of each of the fluid phase throughout the domain. Typical applications of the VOF model are for immiscible fluid flow and include the prediction of jet breakup, the motion of large bubbles in a liquid, the motion of liquid after a dam break, and the steady or transient tracking of any interphase interface.
For each additional phase to model, a variable must be introduced: the volume fraction of the phase in each computational cell. In each control volume, the sum of volume fractions of all phases must be equal to one. The fields for all variables and properties are shared by the phases and represent volumeaveraged values (if the volume fraction of each of the phases is known at each location and time). Thus, the variables and properties in any given cell are either purely representative of one of the phases, or representative of a mixture of the phases, depending upon the volume fraction values. Based on the local volume fraction, the appropriate properties and variables are assigned to each control volume within the domain.
The VOF model has been used in the literature to simulate several complex problems in engineering, such as: the transient behavior of lubricant inside hermetic compressors (Lückmann et al., 2009; and Alves et al. 2011 & ; two phase flows in tubes and ducts (Soleymani et al., 2008; Da Riva and Del Col, 2009; Kashid et al., 2010; Hernandez-Perez et al., 2011; Horgue et al., 2012; Magnini et al., 2013; Ratkovich et al., 2013; Karami et al., 2014; Saad et al., 2014; Bortolin et al., 2014) ; modeling of the Rayleigh-Taylor Instabilities (Bilger et al. 2017) ; simulation of the dam break problem (Minussi and Maciel, 2012; Caron et al., 2015) . Although very useful, the VOF model has limitations specially regarding the momentum transfer through the interface (Rezende et al., 2014) . Rezende et al. (2014) developed a novel approach to close the interfacial modeling for two-phase flow modeling with the VOF method.
The open literature also has several studies dealing with the comparison of several interface description methods. These comparisons deal mainly with codes developed in house and implemented using a compiler of choice. Most notably the studies range from the pioneer comparisons of Scardovelli and Zaleski (1999) and Pilliod and Puckett (2004) to more recent studies by: Klostermann et al. (2012) ; Aniszewski et al. (2014) ; Caron et al. (2014) ; Cifani et al. (2016) . Aniszewski et al. (2014) Cifani et al. (2016) compare two VOF advection methods using openFOAM, a high order differential scheme (the surface compression method) and the PLIC (implemented as a user-defined function). The rising air bubble inside a viscous fluid test problem was considered, and the authors concluded that, although the compression method always conserves mass and is less computationally expensive, its results are not as accurate. The authors speculate that the main reason is interface numerical diffusion problems. The PLIC shows a 2nd order convergence rate in most of the test cases, high accuracy in describing the interface and a very small mass imbalance. Cifani et al. (2016) also point out that the combination of the VOF-PLIC with a surface tension computation using a smoothing technique shows the best results (both in accuracy and grid refinement convergence analysis).
MODELING
The tracking of the interface between the phases is accomplished by solving a continuity equation for the volume fraction of each of the phases. For the th q phase, this equation has the following form: (1), q S  is usually zero, but it can be specified to be a mass generation term due to any chemical reaction in the bulk of each phase.
After properly solving the transport equations and volume fraction equations, the algorithm of the VOF model must reconstruct the interface between the phases and propagate such interface. These two steps are so important in the VOF model that usually the VOF method is said to be divided in two steps: reconstruction of the interface, and advection of the interface (Parker and Youngs, 1992; Rider and Kothe; Scardovelli and Zaleski, 1999; Pilliod and Puckett, 2004) . Specific algorithms perform each of these steps, and special attention is given to the reconstruction, because this step dictates the resolution of the interface. For the advection there are two algorithms, the operator split and the unsplit, as explained by Scardovelli and Zaleski (1999) to be respectively, explicit and implicit temporal algorithms.
An interfacial surface can be geometrically represented in several ways (Whitman, 1974) . In the VOF method, the interface itself is not tracked, instead, the procedure consists of evolving the material volume through each computational cell in time and reconstructing the interface. The reconstruction is based on solving the motion equations, comprising the conservation equations of mass and momentum for transient, incompressible flow of Newtonian fluids.
The conservation of mass in an interface with no phase change or mass transfer establishes that:
The motion of the interface is described by the volume fraction equation (Eq. (1) with no source term, no mass transfer and for an incompressible flow) and may be written as,
The software adopted, ANSYS-FLUENT (ANSYS-FLUENT Solver Theory Guide, 2017; ANSYS-FLUENT User Guide, 2017) , uses a whole domain formulation for solving equations of motion (in other words, it solves only one set of motion equations for the role domain). The form of the equations of motion appears below, respectively mass and momentum conservation equations,
in which D is the rate of shear tensor, and the last term of Eq. (5), n S2  , is due to the surface tension force acting on the interface. The most common surface tension model used in literature is the Continuum Surface Force -CSF model proposed by Brackbill et al. (1992) and is the procedure adopted in this study. With this model, the addition of surface tension to the VOF calculation results in a source term in the momentum equation (last term in Eq. 5).
The only properties that are not continuous through the interface are density and viscosity. These are calculated respectively by the following expressions,
As previously said, the application of the VOF method is divided in two steps: interface propagation (advection) and interface reconstruction. The first step of the VOF method is the advection of the interface (or the volume fractions), it is meant to determine how the interface will evolve between two consecutive time steps. The second step is to reconstruct the interface, and it is meant to determine the shape, orientation and current position of the interface at the end of any given time step. This is performed using the solution of the motion equations (mass and momentum conservation equations) along with the volume fraction advection equation (Eq. 3).
The advection of the interface is determined by solving the motion equations based on the shape, orientation and the position of the interface at the beginning of any given time step. This process must avoid the interface smearing, so the numerical solution must guarantee low levels of numerical diffusion. According to the ANSYS-FLUENT Solver Theory Guide (2017) , three basic methods for advection can be found in literature: the original donor-acceptor scheme (algorithm splitting) presented by Hirt and Nichols (1981) , which computes the face fluxes in each direction separately; the high-order differencing schemes such as the CICSAM (Compressive Interface Capturing Scheme for Arbitrary Meshes) presented by Ubbink (1997) , or the unsplit algorithm that computes the face fluxes in all directions at once; and the line techniques, which are, in essence, improvements in the donor-acceptor scheme. The line techniques differ from the donor-acceptor scheme in the fact that the fluxes for each phase are weighted depending on the inclination of the line (or plane in 3D) that separates the phases inside each cell (ANSYS-FLUENT Solver Theory Guide, 2017) . Each of these employs its own reconstruction technique.
The ANSYS-FLUENT software offers two integration procedures for Eq. (3), implicit (available for transient and steady state simulations) and explicit (for transient simulations only). The great advantage of the implicit integration is that, when only the steady state solution is desired, the use of the implicit integration process can be much more computationally efficient and less time demanding, while the explicit integration demands for the solution of the full transient flow. The implicit integration can also be used for establishing initial conditions for transient simulations, speeding up the process.
The methodologies to be compared in this study are the following: Geometric Reconstruction (based on the PLIC -Piecewise Linear Interface Construction), which is a line technique; the CICSAM, the HRIC -High Resolution Interface Capturing, the Compressive Scheme, the Bounded Gradient Maximization Scheme -BGM, are highorder differencing schemes; and the UPWIND Interpolation Scheme based on the donor-acceptor scheme. The use of the Geometric Reconstruction and the CICSAM algorithms are limited to transient simulations because these are based on the explicit solution for the interface (operator splitting method). The HRIC and the UPWIND schemes can be used within both transient and steady state simulations, using the splitting operator for the transient calculations and an implicit unsplit operator scheme for steady state. The BGM scheme can only be used for steady state simulations. These methodologies are extensively described in several texts in literature (Parker and Youngs, 1992; Ubbink, 1997; Rider and Kothe; Scardovelli and Zaleski, 1999; Muzaferiju and Peric, 2000; Pilliod and Puckett, 2004; Walters and Wolgemuth, 2009 ) and will not be extensively discussed here.
SOLUTION VALIDATION
To validate the numerical solutions obtained using ANSYS-FLUENT, the single rising bubble in a viscous liquid was chosen as benchmark. The Geometric Reconstruction algorithm was used for both simulated cases, because this method will be used for creating the reference solution of the dam break problem. The study by Klostermann et al. (2013) is used for comparisons. This study was compared with other numerical simulations (for interface form and bubble rise velocity) and with experimental data (for bubble rise velocity). The numerical parameters for the simulations were the same as in the original study, with a regular grid spacing of 3.125 mm and 1.5625 ms as time interval. The conditions, physical properties and dimensionless numbers for the simulations are shown in Table 1 . Figure 1 shows the comparison of interface form for case TC1. The comparison shows the two solutions are almost coincident. The results of Klostermann et al. (2013) are shown in triangles and the current approach is displayed as small dots. Although the grid used is the same (3.125 mm regular spacing), the results of Klostermann et al. (2013) are shown as few points due to the lack of the original data for comparison. These points were captured with an in house code that allows for the capturing of discrete points in digital images. for the TC1 case. Figure 2 shows a comparison analogous to that of Fig. 1 , with the conditions, physical properties and dimensionless numbers for case TC2. The figure shows the current results as small dots and the reference simulation (Klostermann et al., 2013) as triangles. The simulation using the ANSYS-FLUENT (current approach) was able to reproduce the results of Klostermann et al. (2013) , including the bubble break-up at the edges and the trailing small bubbles in each tip of the main bubble.
With this results, the solutions for the dam break problem can now be addressed with confidence, and the ANSYS-FLUENT software will be able to deal with the interfacial break-up and reconnection, while still being able to correctly represent the interface evolution. for the TC2 case.
RESULTS AND DISCUSSION
The dam break problem is simulated using a twodimensional domain of 1000 mm in length and 200 mm high. Four different uniform quadrilateral grids were used for this analysis. Table 2 specifies each of the computational grids with a reference number for future use. The time step is chosen to be equal to 1 ms, and the simulations are performed for 10 thousand time steps (near the steady state) while allowing for 100 interactions to be performed within each time interval. The boundary and initial conditions are shown in Fig. 3 . The solution methods and under-relaxation parameters were kept at the default settings. A single geometric reconstruction (PLIC) simulation with 512 thousand volumes (1600 x 320 computational cells) was executed and is taken as the benchmark for comparison with all other simulations. In this benchmark simulation, the time step was also reduced to 0.1 ms, while also allowing for 100 interactions within each time step. The default settings for solution methods and underrelaxation parameters were maintained. Figure 4 shows a grid refinement assessment for all the simulated grids using the geometric reconstruction (PLIC) and demonstrates that the simulation with grid 4 and the reference grid of 512 thousand volumes present the same results. Figure 5 shows the reference simulation in several time steps (from 0.5 s to 1.9 s).
After starting the simulation, water runs through the base wall and reaches the right wall (sloshing) near the 0.5 s mark. At the 0.7 s, the water front falls back to the bottom wall. After the impact between the water front and the liquid film at the bottom wall, the mixing phenomenon is apparent. The air bubbles became entrapped into water, revealing a highly nonlinear interaction between the phase advection and the velocity field. This entrance of air inside the water phase continues until the phase separation starts to become prominent near the steady state. As one of the focuses of this study is to investigate the quality of the interfacial representation, the result analysis will be concentrated between the instants 1.0 s and 1.3 s.
For the steady state simulations, all default parameters were maintained; however, the steady state calculations performed by ANSYS-FLUENT software are in fact pseudo-transient simulations, with a distorted time advancement. The procedure is to advance time while not fully converging each time interval. A time scale is provided to the software along with a Courant number and a maximum simulated time (ANSYS-FLUENT Solver Theory Guide, 2017; ANSYS-FLUENT User Guide, 2017) . Thus, the software advances time rapidly, providing a stable and fast steady state answer. This procedure is useful when complex simulations are necessary and when the initial transient is not required. Advancing the simulation rapidly can save precious computational time and allow for more simulation results to be produced.
Figures 6 and 7 show qualitative comparisons of the interface resolution. The figures show the explicit schemes had better qualitative interface resolution than the implicit schemes. The PLIC and CICSAM schemes show almost the same results, and the results of HRIC explicit scheme are better than those of the implicit one. The UPWIND scheme presents major diffusion issues. The interface smearing is the most notable in the thin liquid filaments that splash from the impact of the falling liquid front and the film on the bottom wall. This can be seen in the continuous gray areas that demonstrate the existence of regions with intermediate water fractions. This evidences a mass imbalance that will be demonstrated later.
To demonstrate that this phenomenon depends on the grid (thus attributed to numerical diffusion), Fig.  8 shows the comparison of all transient simulations (for grids 1 to 4) using the 1.2 s time frame as a base. The results of the PLIC and the CICSAM are almost the same for the representation of the interface in grids 3 and 4, while for grids 1 and 2 the resolution of PLIC is slightly better than that of CICSAM. These results demonstrated that even for grid 4 the implicit schemes present poor resolution with a smeared interface (highly diffused/smeared interface), mainly for the UPWIND interpolation. A mass conservation verification is then performed to evidence quantitatively the numerical diffusion. Figure 9 shows a mass imbalance calculation. In these results the total mass of water between the initial and final time steps is compared. The comparison is made using a dimensionless mass loss variable, * m  , defined as:
In which mf is the total amount of water for the final time step and mi the total initial amount of water.
The mass loss reached a maximum value of 0.072 % for the UPWIND scheme with grid 1. The explicit HRIC scheme conserved mass for both grids 1 and 2 and, although not visible, it gained a little amount of mass for grids 3 and 4 (equal to 5x10 -5 % and 10 -4 %, respectively). CICSAM also had no mass loss or gain for grid 1 and presented a peak in mass loss for grid 2. For grids 3 and 4, the CICSAM presented little mass imbalance, in the Overall, although the non conservation of mass is very discrete, it demonstrates that the implicit schemes, especially the UPWIND scheme, are not reliable for both qualitative (as previous analyzed) and quantitative aspects during transient simulations. The simulations with the implicit schemes showed greater mass loss for grid 4 than grid 3, probably due to an increased Courant number when using a smaller mesh division. To allow seeing whether the mass loss would be diminished by using smaller time steps, more simulations and further studies would be necessary.
To explore the capabilities of the ANSYS-FLUENT software, distorted transient simulations (steady state simulations) were also performed. These simulations aim to demonstrate that if only steady state results are required, an implicit scheme with a compressive interpolation function may be a viable option. Other uses for this type of algorithm is in the development of initial conditions for complex simulations in which only the final transient behavior (or the perturbation of any given state) is required. For grids 1 and 2 the pseudo time step set was 1 ms, and the simulations were stable. For grid 3, this parameter had to be reduced to 0.1 ms, while for grid 4 a 10 s pseudo time step had to be used for a stable simulation. Figure 10 shows the comparison of the three steady state interpolation methods available in the ANSYS-FLUENT software. The reference final (steady state) result is the last frame of Fig. 2 . The BGM scheme produces a very sharp interface resolution for all grids except for grid 1, which shows a little interface smearing. The compressive scheme also produces a sharp interface for grids 3 and 4, while presenting visible interface smearing in grid 1 and a slight diffusion for grid 2. The modified HRIC scheme is not able to generate a sharp interface for any of the grids investigated. For both the BGM and the compressive schemes, the pseudo time step interval had to be reduced for a stable simulation. The sharpness of this result is impressive and encourages the use of the pseudotransient algorithm to obtain a steady state solution or to generate initial conditions when useful.
The computation time for all transient simulations are within the same order of magnitude. A 5% spreading of elapsed simulation times may be attributed to the processing cores used for the simulations being requested by other processes. Isolating and quantifying this influence is difficult, as the simulations were run in a Windows workstation that runs several processes in the background. The mean elapsed time for the transient results using each grid is shown in the first line of Table 3 Other factors contributing to this phenomenon could not be identified. Figure 8 shows the mass imbalance calculation for the pseudo-transient simulations. A poor result is achieved for the coarser grids (grids 1 and 2). For grid 3 the BGM and the compressive interpolation schemes fall below the 1.0 % mark, while the modified HRIC stays just above it with approximately 1.06%. For grid 4 the compressive scheme becomes unstable (probably because of the high numerical diffusion due to an elevated local courant number) and the mass imbalance rises to about 5%. The mass imbalance for the other interpolation schemes approaches zero for grid 4. 
CONCLUSION
The main conclusion of this study is that the modified HRIC and the performance of CICSAM interpolation schemes is analogous to the Geometric Reconstruction (PLIC) in grids 3 and 4. The main advantages of the PLIC appear in the coarser meshes (2,000 and 8,000 volumes) that showed great advantage for the explicit PLIC solution. The PLIC algorithm was much more capable of representing the interface even for a coarse mesh. This makes the PLIC the most feasible method of interpolating the interface available in the ANSYS-FLUENT for transient simulations. The stability of the interpolation schemes is highly connected to the maximum local Courant number in all cases, including the implicit and the pseudo-transient simulations.
As the simulation times are in the same order of magnitude, there is no incentive to use an interpolation scheme other than the Geometric Reconstruction (PLIC) for transient simulations.
For the pseudo-transient simulations, aiming for the steady state solution for the problem (or to obtain an initial condition with little computation time) the use of the implicit schemes is advised. The compressive scheme has a slightly better computation time, but for other types of problems this might be opposite.
The way forward for this study is the assessment of interfacial anti-diffusion mechanisms that are present in the commercial software investigated. They may impact the way the implicit algorithms respond to the mesh refinement. Another important aspect of the solution that can be explored is the coupled level-set -VOF algorithm, which computes the gradients and derivatives in the numerical solution using a level-set function and calculates the position of the interface using the VOF model.
As a final recommendation, when studding an unknown problem, performing a fully transient simulation as a start is advised. Once the characteristics of the problem have been explored, the decision of using the pseudo-transient approach can be explored further. Great applications of this type of approach using the pseudo-transient simulation for optimization processes and for developing several initial conditions for transient analysis of a set of conditions.
