In linear optics, photons are scattered in a network through passive optical elements including beamsplitters and phase shifters, leading to many intriguing applications in physics, such as Mach-Zehnder interferometry, Hong-Ou-Mandel effect, and tests of fundamental quantum mechanics. Here we present a general analytic expression governing the upper limit of the transition amplitudes in sampling bosons, through all realizable linear optics. Apart from boson sampling, this transition bound results in many other interesting applications, including behaviors of Bose-Einstein Condensates (BEC) in optical networks, counterparts of Hong-Ou-Mandel effects for multiple photons, and approximating permanents of matrices. Also, this general bound implies the existence of a polynomial-time randomized algorithm for estimating transition amplitudes of bosons, which represents a solution to an open problem raised by Aaronson and Hance in 2012.
Introduction. Apart from being of fundamental interest in physics, linear optics has become a simple but powerful tool for processing quantum information [1] [2] [3] [4] and quantum simulation [5] [6] [7] [8] . One of the major advantages for encoding information with light is that photons are highly robust against decoherence, which makes it an ideal system to study quantum coherence [9] [10] [11] [12] .Furthermore, in linear optical networks, all possible transformations can be achieved with simple operations involving at most a pair of modes; more precisely, every optical circuit can be implemented with beamsplitters and phase shifters only [13] . Linear optical networks have been routinely built in photonic chips [14] [15] [16] using standard semiconductor fabrication technology. In particular, a reprogrammable linear optical circuit has been integrated into a photonic chip [16] , which can perform universal operations on six photonic modes with up to six photons.
Recently, it was found that boson sampling [17] , as a novel application of linear optics, can be regarded as evidence for proving the inefficiency of classical devices to perform quantum simulation, which represents a serious challenge to the validity of the extended Church-Turing thesis [1] . In boson sampling [17] , a product of single-photon states is injected into a linear photonic network that encodes an instance of complex matrices. The ability of simulating boson sampling with classical devices implies the ability to approximate the corresponding permanents of matrices with a multiplicative error, which is widely believed to be impossible, based on computational complexity assumptions [17] . With this motivation, much progress [16, [18] [19] [20] [21] [22] [23] has been made in the experimental realization of boson samplers using linear optical devices.
Here we present a theoretical bound on the transition amplitudes for sampling bosons, from a product of Fock states to another, through linear optics. This bound limits the efficiency of sampling bosons for all possible linear optical networks, including the the behaviors of Bose-Einstein Condensates (BEC) in optical networks, and the counterparts of Hong-Ou-Mandel effects for multiple photons.
Furthermore, our bound is important for our proof on the existence of a polynomial-time randomized algorithm for approximating permanents of matrices; this result resolves an open problem [24] raised by Aaronson and Hance.
The open question [24] is: "can we estimate any linearoptical amplitude (see Eq. (6)) to ±1/poly(n) additive error (or better) in polynomial time?". For the special case where the initial state is the same as that in Boson Sampling, i.e., |t 1 t 2 ...t m = |111..00 . Aaronson and Hance confirmed that such algorithm exists through a modification of the Gurvits algorithm.
With our bound shown in Eq. (2), we confirm that there exists a polynomial-time randomized algorithm for the general cases. Thus, the open problem is now completely settled.
Transition amplitude in linear optics. The problem of interest in this work is described as follows: let us suppose that we are given a product of Fock states containing a total of n identical photons (or generally bosons) distributed over m different modes, i.e.,
The central problem is to give an upper bound for the absolute value of the transition amplitude, | s 1 s 2 · · · s m | U |t 1 t 2 · · · t m |, for locating the resulting state in another given product state, |s 1 s 2 · · · s m , subject to the same particle-conserving constraint m k=1 s k = n, for s k = 0, 1, 2, ..., n.
Main result. Here we shall prove that the upper bound of the boson transition amplitude is given by the following expression:
where v s is a product of m factors generated from the elements in the list s = (s 1 , s 2 , ..., s m ),
and defined similarly for v t . If one of the modes is unoccupied, e.g., s k = 0, then we simply set s k !/s s k k → 1. In the context of boson sampling [17] , the initial state is always a product of single-photon states, i.e., |t 1 t 2 · · · t m = |111 · · · 00 .
In this case, we can recover the result obtained previously by Aaronson and Hance [24] , i.e.,
Direct applications. As an application, the bound found by Aaronson and Hance implies that [24] for the case where s 1 = n, and s 2 = s 3 · · · = s m = 0, the probability of putting all bosons into the same mode from |111..00 is exponentially low, as
using the Stirling approximation, n! ≈ √ 2πn (n/e) n .
Consequently, for n ≥ 3, one cannot observe the counterpart of Hong-Ou-Mandel dip with linear optics [24] ; the reason why Hong-Ou-Mandel dip is possible for the case of n = 2 is because the bound is given by P max (2, 0|1, 1) = v 2 s = 2!/2 2 = 1/2, but there are two modes; so the total probability can reach unity.
With the more general bound shown in Eq. (2), we can bound the transition probabilities for more scenarios. For example, imagine there are p bosons in one mode and q bosons in another mode. The probability of getting p + q in a single mode through linear optics is then bounded by the following,
or its inverse. We can, for instance, ask the following questions. Question 1: can we apply linear optics to create a mode with 2n bosons from two separate modes with n bosons each? Unlikely. In this case, P max (2n|n, n) = 2n!/n! 2 2 2n . In the limit of Bose-Einstein Condensate (BEC), where n ≫ 1, the probability bound,
An optimal strategy for achieving the bound is to apply the 50:50 beamsplitter, i.e., a †
Question 2: can we add 1 extra boson to a BEC using linear optics? Yes! Suppose p = n and q = 1, the bound is given by P max (n + 1, 0|n, 1) = (n/(n + 1)) n , which approaches a constant limit when n → ∞. In fact, this bound can be saturated by the following transformation:
, where sin 2 θ n = (n + 1) −1 . We provide justification on the validity of the optimal strategies for both questions in the appendix.
Connection with permanents of matrices. Another implication of our main result is related to permanents of matrices. The transition amplitude in Eq. (2) is known (see e.g. [17] ) to be related to a permanent of a matrix regarding the unitary operator U :
where U s,t is a n×n matrix constructed by the transformation elements u kj (see Eq.
(1)) of the unitary operator U in the following way: create s k copies of a row vectors µ k,t that contains t j copies of u kj 's. For example, if s = (1, 0, 2), and t = (2, 1, 0), then the matrix U s,t is of the following form:
Note that if all s's and t's equal unity, then the transition probability is exactly the same as the permanent of the matrix defined in Eq. (1), i.e., 11...1|U |11...1 = Perm(u kj ). Therefore, our bound also implies an upper bound of the permanent of a matrix:
Before we present the proof of the bound, let us first establish a general theorem that is crucial for our result:
can always be expressed as a sum involving a set of weighted complex roots of unity, by mapping the boson operator, a † k → z k , to a complex number z k , and similarly a k →z k to its complex conjugatez k :
where
of the complex roots of unity ω ≡ e −2πi/d , weighted by a factor √ s j . Here d is chosen to be an integer larger than the degree of the function and the sum m k=1 s k .
Alternatively, we can write F s in the form of an expectation value:
which allows us to devise a sampling algorithm to estimate its value, as we shall discuss later.
Proof of Theorem 1. Since all the terms in the function f (a † 1 , a † 2 , ..., a † m ) commute with one another, we can, for example, sort out the first creation operator a † 1 as if it was just a real number, and write
Consequently, we have
, we can therefore write the inner prod-
as a sum over all values of z 1 , which implies that
, and repeat the same procedure for a † 2 , and so on, which yields the result in Eq. (10) at the end.
Proving the main result. We are now ready to present the proof for the bound in Eq. (2) . For this purpose, we express the transition amplitude explicitly with bonsonic operators, i.e.,
where we defined an operator function,
The proof can be completed with only three steps as follows.
Step 1 (operator-to-number conversion): With the transformation rule given in Eq. (1), we have U a †t1
, which is exactly a polynomial function of the creation operators. Therefore, the theorem above implies that
where the function g(z) is defined as follows:
In order to bound the absolute value of G(U, s, t), it is sufficient to bound the function g(z) by writing its absolute value in the following form:
Step 2 (arithmetic-geometric inequality): Recall that the weighted arithmetic-geometric inequality suggests that,
for all non-negative A k 's and λ k , subject to the constraint m k=1 λ k = 1. In terms of our t's (by set-
Then, we have,
Step 3 (bounding the norms): Note that the righthand side is related to the 2-norm of a vector:
To take a step further, we can always define a unitary matrix V such that 
which implies part of the advertised result of the bound v s /v t in Eq. (2). We can repeat essentially the same procedure for the complex conjugate, t 1 · · · t m | U † |s 1 · · · s m , of the transition amplitude, in order to obtain the other part, v s /v t . This completes our proof.
Permanent by Sampling. It is known that any m × m matrix W = (w i,j ) permanent can be calculated exactly with a scaling O(m 2 2 m ) using Ryser's formula [25] . Glynn [26, 27] suggested a different algorithm requiring a similar computational cost that the Glynn's formula is given as a normalized form:
summing over all possible m-bit strings x = (x 1 , x 2 , ..., x m ) ∈ {±1} m , then normalizing with the total number of summations 2 m . Based on the Glynn's formula, Gurvits [28] proposed a polynomial-time randomized algorithm to produce an approximation Perm (W ) to the value of the permanent, with an additive error ±ǫ W m , i.e.,
The main idea of Gurvits is that one can convert Glynn's formula into an expectation value:
Glynn's estimator [26] . An approximation of the permanent is obtained by randomly and uniformly picking T strings x k ∈ {±1} m , for k = 1, 2, ..., T , and evaluate the average value:P
Gly (x k ) .
As a result, if we take a total of T = O(m 2 /ǫ 2 ) samples, then the Chebyshev's inequality guarantees that the failure probability, where |P (W ) − Perm (W )| > ǫ W m , can be upperbounded with a small value. In Ref.
[24], Aaronson and Hance proposed a generalization of Gurvits's algorithm by defining a generalized Glynn's estimator, namely (3) . Sampling the generalized Glynn's estimator over the complex values, the permanent, Perm(V ), of a matrix V , which is obtained by repeating s i times the i-th row of the m × m matrix W = (w i,j ), can be estimated in polynomial time with an additive error
Sampling algorithm for transition amplitudes. Comparing the right-hand sides of Eq. (6) and Eq. (14), we concluded that G (U, s, t) is equal to the permanent of the matrix U s,t , i.e.,
It is therefore possible to extend our formalism for an arbitrary m × m matrix W = (w i,j ) from the transformation in Eq. (1), which implies that we can define an even more general Glynn estimator,
which is reduced to the estimator, GenGly(z), of Aaronson and Hance for the cases where t 1 = t 2 = ... = t m = 1, and further reduced to the estimator, Gly(z), of Gurvits, when s 1 = s 2 = ... = s m = 1 in addition. An alternative estimator can be found in Huh [29] . As a result, taking a total of T = O(1/ǫ 2 ) samples, the error in estimating the permanent is bounded by Return to the case of quantum optics, where the transformation is necessarily a unitary matrix U , with U = 1. With the identification in Eq. (22) and our bound in Eq. (2), we can therefore approximate the transition amplitude with a high probability, by uniformly sampling the more general Glynn's estimator in Eq. (23), with
With a polynomial number of sampling, T = O(1/ǫ 2 ), the error of the approximation of the transition amplitude in Eq. (24) is bounded by ±ǫ × min {v s /v t , v t /v s }, from the Chebyshev's inequality (see Appendix for details). (2)) on the transition amplitudes in sampling bosons for any linear optical network (Eq. (1)). This bound can directly be applied to many different physical scenarios such as HongOu-Mandel and BEC (see Eq. (4) and Eq. (5), respectively). The crucial step in proving the bound involves a general theorem (see Eq. (9)) that makes it possible to convert any vaccumto-vaccum transition amplitude, for some polynomial functions of the boson operators, into a sum of discrete random variables (Eq. (10)). In addition to boson sampling, this theorem is applicable to the calculation of elements of the Smatrix in quantum electrodynamics (see Ref. [30] ).
The connection between the transition amplitudes and the permanents makes it possible to bound the absolute value of the corresponding permanents of matrices (Eq. (8)). Moreover, the classical algorithm proposed by Gurvits [28] Finally, we note that it is straightforward to show that our bound can also be applied to generalize the de-randomizing algorithm for approximating permanents of non-negative matrices, which was discussed by Aaronson and Hance [24] .
Acknowledgments-We thank Scott Aaronson for the valuable comments on the manuscript. real random variables, but here we are considering discrete complex numbers. To ensure the inequality is still applicable to our case, we provide an appendix to derive it by assuming complex random variables in the beginning.
Consider the generalization of the Markov inequality for a discrete random variable X, which takes on discrete complex values from a set {x i }. The Markov's bound implies that, for a non-negative α,
Proof. By definition, the expectation value of the absolute values is given by E(|X|) = a a · Pr(|X| = a), where the sum is over all possible values of |X|, labeled by a. We can sort out the parts where a ≥ α, which means that,
E(|X|)
a α a · Pr(|X| = a) .
Furthermore, we also get a smaller value by replacing all a's by α, i.e.,
E(|X|) α a α
Pr(|X| = a) .
Lastly, we can identify the last term as the probability where |X| α, i.e.,
Pr[|X| α] = a α
Pr(|X| = a) ,
which yields the desired result. Now, define a variable, µ, to represent the expectation value of X, i.e., µ ≡ E(X) = i x i · Pr(X = x i ) .
Furthermore, we define a new random variable
where E(Y ) = i |x i − µ| 2 Pr(X = x i ). Note that we can also write,
and that, Pr(|X − µ| α) = Pr Y α 2 . Therefore, if we apply the Markov inequality as follows,
then, we obtain the Chebyshev's inequality,
(39) Now, let us consider n independent complex random variables, X 1 , X 2 , ..., X n , with E(X i ) = µ i and Var(X i ) = σ 2 i . Then, the Chebyshev's inequality implies that
where we used the fact that Var(
Var(X i ). For identical random variables, where all µ i = µ and σ i = σ, we have
which is the inequality needed for our results.
