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Abstract
We review the current state of knowledge of the nucleon polarizabilities and of their role in nucleon Compton
scattering and in hydrogen spectrum. We discuss the basic concepts, the recent lattice QCD calculations and
advances in chiral effective-field theory. On the experimental side, we review the ongoing programs aimed
to measure the nucleon (scalar and spin) polarizabilities via the Compton scattering processes, with real and
virtual photons. A great part of the review is devoted to the general constraints based on unitarity, causality,
discrete and continuous symmetries, which result in model-independent relations involving nucleon polariz-
abilities. We (re-)derive a variety of such relations and discuss their empirical value. The proton polarizability
effects are presently the major sources of uncertainty in the assessment of the muonic hydrogen Lamb shift and
hyperfine structure. Recent calculations of these effects are reviewed here in the context of the “proton-radius
puzzle”. We conclude with summary plots of the recent results and prospects for the near-future work.
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1. Introduction
The concept of polarizabilities, common in optics and classical electrodynamics, was extended to the nucleon
in the 1950s [1, 2], together with the first observations of Compton scattering (CS) on the proton [3–8]. Since
then, the CS process, with real (RCS) or virtual (VCS) photons, became the main experimental tool in studying
the nucleon polarizabilities, with dedicated experiments completed at: Lebedev Institute (Moscow) [8, 9],
MUSL (Illinois) [10], SAL (Saskatoon) [11, 12], LEGS (Brookhaven) [13], Bates (MIT) [14], MaxLab (Lund)
[15], MAMI (Mainz) [16–22], and Jefferson Laboratory (Virginia) [23].
In recent years, the nucleon polarizabilities have advanced to the avantgarde of hadron physics. They
are a major source of uncertainty in the muonic-hydrogen determination of the proton charge radius [24] and
Zemach radius [25], and hence are a prominent part of the “proton-radius puzzle” [26]. They play an important
role in the controversy of the electromagnetic (e.m.) contribution to the proton-neutron mass difference [27–
29]. Several issues involving the nucleon polarizabilities have emerged from the ongoing ‘spin physics program’
at the Jefferson Laboratory (JLab), which is mapping out the spin structure functions of the nucleon [30–32].
The various moments of these structure functions are related to the forward spin polarizabilities, with one of
them, δLT , being notoriously difficult to understand within the chiral effective-field theory (χEFT) [33, 34].
The currently operating photon beam facility MAMI has established a dedicated experimental program to
disentangle the nucleon polarizabilities through the low-energy RCS with polarized beams [35, 36] and targets
[37, 38]; a complementary program, at even lower energy, is planned at HIGS (Duke) [39, 40]. A new
experimental program is being developed for the upcoming high-intensity electron beam facility MESA (Mainz).
The recent theory advances include: (partially) unquenched lattice QCD calculations [41–47]; novel χEFT
calculations of CS [48–54] and of the polarizability effects in hydrogenic atoms [55, 56]; development and
evaluation of model-independent relations involving the nucleon polarizabilities [57–60]. These are the topics
of this review.1
The paper is organized as follows. Sect. 2 outlines the basic concepts as well as discusses the current ef-
forts to calculate the nucleon polarizabilities from first principles: lattice QCD (Sect. 2.3) and χEFT (Sect. 2.4).
Sect. 3 describes the way polarizabilities appear in the CS processes, while Sect. 4 discusses the way they are ex-
tracted from the CS experiments. Sect. 5 is devoted to dispersive sum rules, i.e., a variety of model-independent
relations derived from general properties of the forward doubly-virtual CS amplitude. They involve the wealth
of inelastic electron-scattering data into the polarizability studies, and their data-driven evaluations are dis-
cussed in Sect. 5.6. In Sect. 6 we present an overview of nucleon structure contributions to the hydrogen
Lamb shift and hyperfine structure. The reviewed results for nucleon polarizabilities and their effect in muonic
hydrogen are collected in the summary plots in Sect. 7. The reader interested in only a brief survey of the
field may skip to that section. Finally, the Appendices contain the expressions for the Born contribution to CS
amplitudes (Appendix A), a derivation of generic dispersion relations (Appendix B), and a collection of the
most important formulae (Appendix C).
The remainder of this section contains the notations and conventions used throughout the paper.
1.1. Notations and Conventions
• We use the natural units, ~ = c = 1, and the following notation for the well-established parameters, along
with their Particle Data Group (PDG) values [71]:
α the fine-structure constant, α = 1/137.035999074(44).
~c conversion constant, ~c = 197.3269718(44) MeV fm.
m lepton mass, (me,mµ) ' (0.5109990, 105.65837) MeV.
mpi pion mass, (mpi0 ,mpi±) ' (134.977, 139.570) MeV.
1For other recent reviews (more focused on a subset) of these topics see: Drechsel et al. [61] (sum rules and fixed-t dispersion
relations for CS), Schumacher [62] (RCS experiments), Kuhn et al. [63] (spin structure functions and sum rules), Phillips [64] (few-
nucleon χEFT, neutron polarizabilities), Grießhammer et al. [65] (χEFT and RCS experiments), Guichon and Vanderhaeghen [66]
(VCS and generalized polarizabilities), Holstein and Scherer [67] (pion, kaon, nucleon polarizabilities), Pohl et al. [68], Carlson [69],
Karshenboim et al. [70] (proton-radius puzzle).
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M nucleon mass, (Mp,Mn) ' (938.272, 939.565) MeV.
κ nucleon anomalous magnetic moment, (κp,κn) ' (1.7929, −1.9130).
fpi pion decay constant, fpi = 92.21(14) MeV.
gA nucleon axial charge, gA = 1.2723(23).
• Other frequently used notation:
s, t, u Mandelstam variables.
ν, ωB, ω photon energy in the lab, Breit, and center-of-mass reference frames.
ϑ, θB, θ scattering angle in the lab, Breit, and center-of-mass reference frames.
dΩL, dΩcm element of the solid angle in the lab and center-of-mass reference frames.
Q2 = −q2 momentum transfer, photon virtuality.
τ = Q2/4M2 dimensionless momentum-transfer variable.
x = Q2/2Mν Bjorken variable.
F1(Q
2), F2(Q2) Dirac and Pauli form factors.
GE(Q
2), GM (Q2) electric and magnetic Sachs form factors. GE = F1 − τF2, GM = F1 + F2.
f1,2(x,Q
2) unpolarized structure functions.
g1,2(x,Q
2) polarized (or spin) structure functions.
λγ , λ′γ helicities of the incident and scattered photon.
λN , λ′N helicities of the incident and scattered nucleon.
σ(ν), dσ/dΩ unpolarized total and differential cross sections.
σT , σL unpolarized absorption cross section of the transverse (T ) or longitudinal (L) photon.
σTT , σLT doubly-polarized photoabsorption cross sections [see below Eq. (5.6)].
Ze, κ charge and anomalous magnetic moment of the nucleon (Z = 1 for proton, Z = 0 for neutron).
Ze, κ charge and anomalous magnetic moment of the nucleus (for hydrogen: Z = 1, κ = κp).
µ magnetic moment of the nucleon or nucleus, µ = Z + κ = Z(1 + κ), in units of nuclear magneton.
a, mr Bohr radius and reduced mass, a−1 = Zαmr, mr = mM/(m+M).
• Salient conventions:
 Metric: gµν = diag(+1,−1,−1,−1). Levi-Civita symbol: 0123 = +1 = −0123.
 Scalar products: p · q = pi qi, p · q = p0 q0 − p · q, p · T · q = pµTµνqν , /p = p · γ.
 Pauli and Dirac matrices:
12 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
,
γ0 =
(
12 0
0 −12
)
, γi =
(
0 σi
−σi 0
)
, γ5 = iγ0γ1γ2γ3 =
(
0 12
12 0
)
, (1.1)
γµν =
1
2 [γµ, γν ] = −i/2 µναβγαγβγ5, γµνα = 12(γµγνγα − γαγνγµ) = −iµναβγβγ5,
γµναβ =
1
2 [γµνα, γβ] = iµναβγ
5, (1.2)
satisfying: 12 [σi, σj ] = iεijkσk, {γµ, γν} = 2gµν , {γµ, γ5} = 0.
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 Helicity spinors:
uλ(p) =
( √
Ep +M
2λ
√
Ep −M
)
⊗ χλ(θ, ϕ), (1.3)
with Ep =
√
M2 + p2; λ = ±1/2 the helicity (i.e., the spin projection onto p); θ, ϕ the spherical
coordinates of p; and the two-component Pauli spinors:
χ1/2(θ, ϕ) =
(
cos(θ/2)
eiϕ sin(θ/2)
)
, χ−1/2(θ, ϕ) =
(
−e−iϕ sin(θ/2)
cos(θ/2)
)
. (1.4)
The helicity spinors satisfy the following relations, for p = (Ep,p):
u¯λ′(p)uλ(p) = 2Mδλ′ λ,
∑
λ
uλ(p) u¯λ(p) = /p+M, (/p−M)uλ(p) = 0. (1.5)
 Photon polarization vector, ελγ (q), for a photon with four-momentum q and helicity λγ = −1, 0, 1.
a) for real photon moving along the z-axis, q = (ν, 0, 0, ν), there are only transverse polarizations,
i) circularly polarized photons: εµ±1 =
1√
2
(
0,∓1,−i, 0), (1.6a)
ii) linearly polarized photons: εµ(φ) =
(
0, cosφ, sinφ, 0
)
, (1.6b)
b) for virtual photon moving along the z-axis, q = (ν, 0, 0, |q|), there is, in addition, the longitudinal
polarization:
εµ0 =
1√
q2
(|q|, 0, 0, ν), with |q| = √ν2 − q2. (1.7)
The transversality, orthonormality and completeness conditions are:
q · ελγ (q) = 0 , ε∗λ′γ (q) · ελγ (q) = −δλ′γ λγ ,
∑
λγ=±1,0
ε∗µλγε
ν
λγ = −gµν +
qµqν
q2
. (1.8)
Note that for a spacelike photon (q2 = −Q2 < 0), the longitudinal polarization vector is antiher-
mitian, ε∗0 = −ε0, and as the result the above orthonormality and completeness conditions are not
satisfied. This is why one often defines the longitudinal polarization vector for a spacelike photon as
ε′0 ≡ iε0 = 1/Q(|q|, 0, 0, ν). The two definitions are connected by a gauge transformation.
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2. Basic Concepts and Ab Initio Calculations
2.1. Naïve Picture
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Figure 2.1: Naive view of the proton, consisting of a
pion cloud and a quark core, placed between the plates
of a parallel plate capacitor. The left (right) figure
shows the capacitor discharged (charged). Plot cour-
tesy of Phil Martel.
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Figure 2.2: Naive view of the proton, consisting of a
pion cloud and a quark core, placed between the poles
of a magnet. The left (right) figure shows the external
magnetic field turned off (on). Plot courtesy of Phil
Martel.
A polarizability, by definition, quantifies the re-
sponse of a system to an external electromagnetic
(e.m.) field, or more precisely, the e.m. moments in-
duced in response to a moderate e.m. field. An evi-
dent picture is provided by an atom immersed in a ho-
mogeneous electric field. The atomic nucleus and the
electron cloud displace in opposite directions, thus
creating an electric dipole moment proportional to
the field strength, with the proportionality coefficient
αE1, the electric dipole polarizability. The polariz-
ability mechanism in the nucleon is less obvious, but,
very roughly, one can replace the electron cloud by
the “pion cloud” and the nucleus by a “quark core”
to have a similar picture, see Fig. 2.1. An analogous
representation of the magnetic polarizability, βM1, is
displayed in Fig. 2.2.
This naïve interpretation is realized, in a way,
in χEFT where the (renormalized) pion loops can
be thought of as the effect of the pion cloud, while
the ∆(1232)-resonance excitation and the low-energy
constants (LECs) are the effect of the quark core. In
the case of the magnetic dipole polarizability βM1, the
diamagnetic contribution of the pion cloud is com-
peting against the paramagnetic contribution of the
quark-core excitation, see Fig. 2.2. The two contri-
butions are largely canceling each other, leaving the
nucleon with a relatively small magnetic polarizabil-
ity, cf. Sect. 2.4 for details.
Other intuitive pictures of the nucleon polarizabil-
ities emerge in quark models [72–76], the Skyrme
model [77–82], and the Nambu-Jona-Lasinio model
[83]. All of them point out the large paramagnetic
contribution due to the nucleon-to-∆(1232) M1 transition.
While for the atoms the polarizabilities are of order of the atomic volume, the nucleon being much tighter
bound (nearly 99% of its mass coming from the binding force) has polarizabilities which are about three orders
of magnitude smaller than its volume. It is customary to use the units of 10−4 fm3 for the dipole polarizabilities
of the nucleon.
The critical electric field strength needed to induce any appreciable polarizability of the nucleon can be
estimated as the ratio of the average energy level spacing in the nucleon to the size of the nucleon, i.e.,
Ecrit. ≈ 100 MeV/(e fm) = 1023 Volt/m. Static electric field strengths of this intensity are not available in a
laboratory, and will never be available. However, a classical estimate of the electric field strength of a 100 MeV
photon Compton scattering from the nucleon is approximately 1023 Volt/m. Given the absence of static e.m.
fields of the required immensity, the CS process is currently the best available tool for accessing the nucleon
polarizabilities experimentally, cf. Sect. 4.
In the rest of this section we introduce the nucleon polarizabilities and discuss their calculation from first
principles. We shall focus on describing the efforts to compute the nucleon polarizabilities in lattice QCD and
chiral EFT. In the latter case, calculations of the CS observables will be discussed too.
It is worthwhile noting that is a number of sophisticated theoretical approaches, other than lattice QCD
and chiral EFT, applied to the nucleon polarizabilities and low-energy CS. They include: the fixed-t dispersion
6
relations [84–87], effective-Lagrangian models with [88–91] and without [92–94] causality constraints, the
Dyson–Schwinger equation approach to QCD [95]. The first one in this list is very popular in the extractions of
polarizabilities from CS data, and will be mentioned frequently in other chapters of this review.
2.2. Defining Hamiltonian
The response in the energy of the system due to polarizability effects is described by an effective Hamilto-
nian, which usually is ordered according to the number of spacetime derivatives of the e.m. fieldAµ(x) [96, 97],
H(2)eff = −4pi
(
1
2 αE1E
2 + 12 βM1H
2
)
, (2.1a)
H(3)eff = −4pi
(
1
2 γE1E1 σ · (E × E˙) + 12 γM1M1 σ · (H × H˙)− γM1E2EijσiHj + γE1M2HijσiEj
)
, (2.1b)
H(4)eff = −4pi
(
1
2 αE1ν E˙
2
+ 12 βM1ν H˙
2
)
− 4pi ( 112 αE2E2ij + 112 βM2H2ij) , (2.1c)
where the electric (E) and magnetic (H) fields are expressed in terms of the e.m. field tensor, Fµν = ∂µAν −
∂νAµ, as: Ei = F0i, Hi = 12ijkFjk. Furthermore, the following shorthand notation is used:
Eij =
1
2(∇iEj +∇jEi), Hij = 12(∇iHj +∇jHi). (2.2)
The 3rd-order term depends on the nucleon spin via the Pauli matrices σ, and the corresponding polariz-
abilities are called the spin polarizabilities [98]. They have no analog in classical electrodynamics, but evidently
they describe the coupling of the induced e.m. moments with the nucleon spin. Unlike the scalar polarizabili-
ties, they are not invoked by static e.m. fields.
The above Hamiltonian is quadratic in the e.m. field. This means that the polarizabilities can directly be
probed in the CS process. The expansion in derivatives of the e.m. field translates then into the low-energy
expansion. The polarizabilities thus appear as coefficients in the low-energy expansion of the CS amplitudes,
cf. Sect. 3.
As noted above, the scalar dipole polarizabilities are measured in units of 10−4 fm3. In general, the nucleon
polarizabilities are measured in units 10−4 fmn+1, where n is the order at which they appear.
2.3. Lattice QCD
Presently all of the lattice QCD calculations of nucleon polarizabilities use the background-field method [99,
100], which amounts to measuring the shift in the mass spectrum upon applying a classical background field.
On a given configuration, one multiplies the SU(3) gauge fields by a U(1) gauge field. The U(1) links are given
by
Uµ(x) = exp [ieq aAµ(x)] , (2.3)
where eq is the quark charge and a is the lattice spacing.
The case of a constant magnetic field is the simplest to illustrate. For the field with a magnitude H pointing
in the +z-direction, the usual choice is Aµ(x, y, z, t) = aHxδµy. The problem with this choice is that due to
the condition that the gauge links Uµ must be periodic, the field is continuous only if eq a2H = 2pin/L, with
integer n. The minimal value of H is thus severely limited by the size of the lattice, although an improvement
to H ∼ 1/L2 behavior is easily achieved (see, e.g., Ref. [101]).
One can calculate a baryon two-point function which behaves for large time in the usual manner
C(t) ∼ e−M(H) t + . . . , (2.4)
but with the exponential damping governed by a field-dependent mass [102]
M(H) = M0 − µzH − 12βM1H2 +O(H3) , (2.5)
where M0 is the mass with no field and µz is the projection of the magnetic moment. One may cancel the
odd terms by considering M(H) + M(−H) and fit the remaining H-dependence by adjusting the value of the
magnetic polarizability.
7
Implementation of the electric field is somewhat more tricky and has led to an overall sign mistake in the
value of the electric polarizability (which affects, e.g., Ref. [41] as well as many of the earlier calculations).
In the proton case, one in addition needs to take care of the Landau levels, which thus far has only been
done by the NPLQCD collaboration [47]. Implementation of the varying fields needed to compute the spin
polarizabilities is considered in Ref. [103].
In the background field method one obviously assumes that the Taylor expansion in the field strength is
quickly convergent. The non-analyticity due to the pion production induced by the background field may
however become a problem. This problem is similar to the one encountered in experiment, where to see the
signal in the CS observables one needs energies approaching the pion-production threshold.
Another difficulty of this method is the inclusion of the background-field effect on the “sea”. Most of the
calculations to date assume the sea quarks to be neutral. Studies of the charged sea-quark contributions have
been done in, e.g., Refs. [41, 104].
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Figure 2.3: Lattice QCD results for the electric polarizability of the neutron, at unphysical values of pion mass:
Engelhardt [41], Detmold et al. [42, 43], and Lujan et al. [46] on two different ensembles (’EN1’ and ’EN2’).
The curves with error band are the predictions of the baryon [49] and heavy-baryon [105] χPT. The HBχPT
result is a fit at the physical pion mass. Plot courtesy of Andrei Alexandru.
Figure 2.4: Results of Hall et al. [45] for the magnetic
polarizability of the neutron. Plot courtesy of Jonathan
Hall.
Despite these concerns, the recent lattice results
are very encouraging. Most of the results are ob-
tained for the neutron electric polarizability, see
Fig. 2.3. The lightest-pion results, indicated as EN1
and EN2 therein, are from the GWU group [46].
They have recently received substantial finite-volume
corrections, moving them upwards, right onto the
HBχPT curve [106].
For the magnetic polarizability we refer to the
recent work of the Adelaide CSSM group [44, 45]
which used the PACS-CS 2 + 1 flavor gauge field
configurations [107] and performed an extrapolation
to the physical pion mass and infinite volume, see
Fig. 2.4. Their extrapolated result is [45]: β(n)M1 =
1.93(11)stat(11)sys × 10−4 fm3, and can be directly
compared with experiment and other theoretical re-
sults in Fig. 7.2. Very recently, the NPLQCD Collabo-
ration obtained results for the electric and magnetic
polarizabilities of both proton and neutron (and a
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number of light nuclei), albeit at a relatively large pion mass of 800 MeV [47].
As an alternative to the background-field method, one may consider a four-point function calculation of the
Compton tensor for spacelike photons. At present this has only been done for the light-light system (light-by-
light scattering) [108]. This method would avoid the problem with the non-analytic behavior of the mass spec-
trum in the background field, but would require an extrapolation to the real-photon point. On the other hand,
it would be a direct calculation of the polarizabilities at a finite photon virtuality Q2, which experimentally is
accessed through the dispersive sum rules (cf. Sect. 5), and is required in the atomic and two-photon-exchange
calculations (cf. Sect. 6). In practice, such a direct calculation of doubly-virtual CS on the nucleon would be
very challenging due to the usual problems of the noise-to-signal ratio and excited-state contamination. The
CS on the pion would certainly be a better place to start.
2.4. Chiral EFT
The chiral effective-field theory (χEFT), also referred to as the chiral perturbation theory (χPT) is a low-
energy EFT of QCD, see Refs. [109–111] for the seminal papers. It is a quantum field theory with the Lagrangian
written in terms of hadronic fields, in contrast to QCD which is written in terms of quark and gluon fields. The
χEFT, however, holds the promise to match the QCD description of the low-energy phenomena, where by
low-energy one assumes the relative energy in the hadronic system to be well below 1 GeV. In our case of
CS processes, this means that the energy ν and the momentum transfer Q with which the photon probes the
nucleon are much smaller than 1 GeV. At these energies the pion interactions are suppressed. More precisely,
the interaction goes with pion 4-momenta, which are relatively small for small pion energy. A perturbative
expansion of scattering amplitudes in pion momenta is called the chiral expansion.
In contrast to QCD, χEFT is non-renormalizable in the usual sense. However, to any finite order in the
EFT expansion, all the divergencies are absorbed by renormalizations of a finite number of parameters, called
low-energy constants (LECs). The renormalized LECs are to be matched to QCD: in practice, either extracted
from the lattice QCD results or fit to experimental data.
The number of unknown LECs grows quickly with the order (or precision) to which one wants to compute.
For this reason, one might be tempted to dismiss such theory as having practically no predictive power. This
indeed would be the case if the LECs are treated as entirely free parameters, i.e., allowed to take arbitrary
values. They are not — their effect must be of natural size [112], which simply speaking means that the LECs
may only have an effect consistent with the estimate based on power counting (i.e., in most cases the naive
dimensional analysis). When a certain LEC effect is unnaturally large, hence exceeds the expectation and/or
requires the “promotion to a lower order”, the EFT should be revised to include the missing low-energy physics.
On the other hand, when naturalness is implemented, the EFT is predictive and the uncertainty due to neglect
of the higher-order corrections can be estimated.
The calculations with no divergencies, and/or no new constants to be fit, are genuine predictions of χEFT.
Such examples are quite rare, however the calculation of nucleon polarizabilities presents one of them. The
leading-order [O(p3)] contribution to nucleon polarizabilities is predictive, as there are no LECs renormalizing
the polarizabilities [until O(p4)]. This case therefore presents a great testing ground of the χEFT framework.
To begin with, one can clearly see here that rather different predictions are obtained depending on whether
the so-called heavy-baryon (HB) expansion [113] is employed [114, 115] or not [116, 117]. For example, for
the proton dipole polarizabilities {αE1, βM1} one obtains {12.2, 1.2} in HBχPT, versus {6.8, −1.8} in χPT. The
uncertainty on such a leading order prediction can be quite large and hence this discrepancy might not look
as bad at first. The discrepancy deepens at the next order, i.e., with the inclusion of the ∆(1232) as an explicit
degree of freedom. The ∆ contributions to the nucleon polarizabilities come out to be large in HBχPT [118]
and ought to be canceled eventually by the LECs which are “promoted” from higher orders, cf. Grießhammer
et al. [65], Hildebrandt et al. [119]. This problem is discussed at length in Refs. [49, 120]. For a more general
overview of the χPT in the single-baryon sector (BχPT) and the current status of the theory, see Geng [121].
The ∆(1232)-resonance plays a prominent role in the modern formulation of χPT in the baryon sector. Its
excitation energy,
∆ = M∆ −MN ' 293 MeV, (2.6)
is relatively low, and the ∆ must be included explicitly in the χPT Lagrangian. The construction of HBχPT
(semi-relativistic) Lagrangians with ∆’s, and decuplet fields in general, was considered in Refs. [113, 114].
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The manifestly Lorentz-invariant BχEFT Lagrangians with the spin-3/2 ∆ fields were reviewed in [122, Sect.
4].
Concerning the power counting of the ∆ contributions, Hemmert et al. [123] coined the term “-expansion”,
whereas a different counting (“δ-expansion”) was subsequently proposed by Pascalutsa and Phillips [124]. The
two power-counting schemes differ in how much the excitation energy ∆ weighs in, compared with the pion
mass mpi. In the -expansion they are the same (∆ ∼ mpi), while in the δ-expansion mpi  ∆. The main
advantage of the latter is that it provides a systematic counting of the ∆-pole contributions, which go as
1/(p − ∆) where p is the typical energy or momentum. Indeed, as p is of the same order as mpi and ∆, the
 counting implies that these contributions are always overwhelmingly important. In practice, however, the
-expansion counts these propagators as 1/p. This works for the energies well below the resonance, but in
the ∆-resonance region these contributions are dominating and the power counting should reflect that. The δ
counting does just that transition. When p ∼ mpi, the propagator 1/(p −∆) counts as 1/∆. When p ∼ ∆ (the
resonance region), the ∆-pole contributions are summed yielding the dressed propagator 1/(p−∆− Σ ), with
Σ the self-energy of the ∆, and the resulting dressed propagator counts as 1/Σ ∼ 1/p3, since usually Σ ∼ p3.
Thus, the δ-expansion is an EFT with a hierarchy of two low-energy scales and as such has two regimes,
p ∼ mpi (low-energy) and p ∼ ∆ (resonance), where the ∆ contributions count differently. For definiteness,
the following powers are assigned to the low-energy scales in the two regimes:
1. low-energy: mpi ∼ p, ∆ ∼ p1/2.
2. resonance: mpi ∼ p2, ∆ ∼ p.
Hence, e.g., the propagator 1/(p−∆− Σ ) is of O(p−1/2) in the first region and of O(p−3) in the second.
The present state-of-the-art calculations of CS observables, within HBχPT [51, 65] and BχPT [48, 49, 54],
employ the δ-expansion. Other applications of the δ-expansion include: the forward VVCS [34, 125], pion-
nucleon scattering [126], pion photo- [127] and electro-production [128, 129], radiative pion photoproduction
[130, 131]. For the VVCS case, there is a significant discrepancy between two BχPT calculations, based on the
 [33] and the δ [34, 125] counting schemes, for some of the forward spin polarizabilities, see Fig. 7.4 and
Fig. 7.6. This discrepancy is not yet completely understood.
Coming back to RCS, the BχPT calculation of Lensky and Pascalutsa [49] are done to next-to-next-to-leading
order (NNLO), i.e. to O(p7/2), in the low-energy region. To this order, these are genuine predictions of BχPT in
the sense that all the parameters are determined from elsewhere; the LECs intrinsic to polarizabilities do not
enter until O(p4). A very good description of the CS experimental data is nevertheless observed — a typical
description of the unpolarized angular distribution is shown in Fig. 2.5.
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Figure 2.5: Results of the BχPT calculation [49]
for the differential cross section of proton Comp-
ton scattering (red curve with the band), com-
pared with the experimental data from SAL [11]
and MAMI [17].
The numerical composition of the various contributions
to the dipole polarizabilities of the proton is given in BχPT
by (in units of 10−4 fm3):
α
(p)
E1 = 6.8︸︷︷︸
O(p3)
+ (−0.1 + 4.5︸ ︷︷ ︸
O(p7/2)
) = 11.2 , (2.7a)
β
(p)
M1 = −1.8︸︷︷︸
O(p3)
+ (7.1− 1.4︸ ︷︷ ︸
O(p7/2)
) = 3.9 , (2.7b)
where the first number in O(p7/2) comes from the ∆-
resonance excitation while the second comes from the pi∆
loops. One sees that the ∆-excitation is mainly affecting
the magnetic polarizability and is of paramagnetic nature
(i.e., positive contribution to βM1). This is expected from
the first nucleon excitation which predominantly is of M1
type. The pion loops, playing here the role of the “pion
cloud”, induce the diamagnetic effects (i.e., negative βM1).
These BχPT results can be contrasted with the corre-
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Table 2.1: Predictions for the proton static dipole, quadrupole, and dispersive polarizabilities, in units of
10−4 fm3 (dipole) and 10−4 fm5 (quadrupole and dispersive), compared with the χPT-based fits dipole po-
larizabilities to RCS database. The latest PDG values for dipole polarizabilities are shown too.
Source αE1 βM1 αE2 βM2 αE1ν βM1ν
HBχPT fit [65] 10.65± 0.50 3.15± 0.50 · · · · · · · · · · · ·
BχPT fit [52] 10.6± 0.5 3.2± 0.5 · · · · · · · · · · · ·
BχPT NNLO [54] 11.2± 0.7 3.9± 0.7 17.3± 3.9 −15.5± 3.5 −1.3± 1.0 7.1± 2.5
PDG [71] 11.2± 0.4 2.5± 0.4 · · · · · · · · · · · ·
sponding HBχPT calculation [118]:
α
(p)
E1(HB) = 12.2 (piN loop) + 0 (∆ pole) + 8.6 (pi∆ loop) = 20.8 , (2.8a)
β
(p)
M1(HB) = 1.2 (piN loop) + 12 (∆ pole) + 1.5 (pi∆ loop) = 14.7 . (2.8b)
Here the chiral loops give a much larger (than in BχPT) effect in the electric polarizability, while in the magnetic
they even have an opposite sign. As the result, both polarizabilities come out to be way above their empirical
values. As noted above, this discrepancy is usually corrected by promoting the higher-order [O(p4)] LECs, at
the expense of violating the naturalness requirement.
Recently, the BχPT framework of Ref. [49] has been extended to the ∆-resonance region [54], with an
update on the predictions for αE1 and βM1 (included in the above numbers for the proton). Predictions for
the spin and higher-order polarizabilities have also been obtained. The results for the scalar polarizabilities of
the proton are presented in Table 2.1, where they are compared with the χPT results obtained by fitting the
experimental RCS cross sections. The fitting in Refs. [52, 65] is done using LECs from the orders beyond NNLO.
The fact that the BχPT fit [52] and prediction [54] agree, within the uncertainties, indicates that the LEC effect
(which is the only difference between the two calculations) is of natural size.
A number of predictions for polarized CS observables, emphasizing the role of the chiral loops, are given
in Ref. [54] as well, see e.g., Fig. 4.8 below. The corresponding results for the proton spin polarizabilities are
shown in Table 4.2.
A brief summary of the χPT results for the nucleon polarizabilities is given in Sect. 7. The HBχPT calcula-
tions therein have recently been reviewed by Grießhammer et al. [65].
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3. Polarizabilities in Compton Scattering
3.1. Compton Processes
The CS processes, represented by Fig. 3.1, can be classified according to the photon virtualities, q2 and q′ 2,
while the target particle (hereby the nucleon) is on the mass shell: p2 = p′ 2 = M2. The Mandelstam variables
for this two-body scattering process are:
s = (p+ q)2 = M2 + 2p · q + q2 = (p′ + q′)2, (3.1a)
u = (p′ − q)2 = M2 − 2p′ · q + q2 = (p− q′)2, (3.1b)
t = (p− p′)2 = 2M2 − 2p · p′ = (q − q′)2. (3.1c)
Figure 3.1: The Compton scattering off the
nucleon: γ(q) +N(p)→ γ(q′) +N(p′).
Their sum is as usual given by the sum of invariant masses
squared: s + t + u = 2M2 + q2 + q′ 2. Throughout the paper
we use the following kinematical invariants,
ν = p · q/M, ν ′ = p · q′/M, (3.2)
which in the lab frame become the energy of, respectively, the
incoming and outgoing photon.
In the most general case, the initial and final photons are vir-
tual, with different virtualities, q2 6= q′2. In reality, this situation
may occur in the dilepton electro-production, e−N → e−N e+e−,
the NN¯ production in e+e− collisions, or in the two-photon-exchange contribution to lepton-nucleon scatter-
ing, discussed in Sect. 6 in the context of atomic calculations.
Denoting the photon helicity by λγ = ±1, 0 and the nucleon helicity by λN = ±1/2, there are obviously
3 × 3 × 2 × 2 = 36 helicity amplitudes, Tλ′γλ′NλγλN (s, t), describing this process. Discrete symmetries, such as
parity and time reversal, reduce the number of independent helicity amplitudes by more than a half, as will be
discussed in more detail below.
The Feynman amplitude Tµν describing this process is a rank-2 tensor-spinor which depends on the four-
momenta q, q′, p, p′. Due to momentum conservation, three of them are independent, e.g.: q, q′, and P =
1
2(p+ p
′). The helicity amplitudes are expressed in terms of the Feynman amplitude as:
Tλ′γλ′NλγλN = u¯λ
′
N
(p′) ε∗λ′γ (q
′) · T (q′, q, P ) · ελγ (q)uλN (p) , (3.3)
with the nucleon spinors and photon polarization vectors defined in Sect. 1.1. A consequence of the e.m. gauge
invariance is
q′µT
µν(q′, q, P ) = 0 = qνTµν(q′, q, P ), (3.4)
valid for on-shell nucleons and arbitrary photon virtualities. The Lorentz decomposition of the Feynman am-
plitude in terms of the invariant amplitudes Ai,
Tµν(q′, q, P ) = e2
∑
i
Oµνi Ai(ν
′, q′ 2, ν, q2), (3.5)
contains 18 terms, after the constraints due to parity, time reversal and gauge invariance are taken into account
[132]. For off-forward VVCS with q′ 2 = q2, this number reduces to 12; for forward VVCS, to 4. For the rest
of this section we restrict ourselves to the RCS, i.e., the case where both photons are real (q′ 2 = q2 = 0). The
case where one of the photons is virtual (VCS and timelike CS) is briefly discussed in Sect. 4. The forward
doubly-virtual CS appears prominently in Sect. 5 and 6.
3.2. Helicity Amplitudes
Consider the classic CS: the elastic scattering of a real photon, or real CS (RCS). The RCS on a spin-1/2
target is described by the helicity amplitudes, Tλ′γλ′NλγλN (s, t), subject to the following parity (P) and time-
reversal (T ) constraints:
P : T−λ′γ −λ′N −λγ −λN (s, t) = (−1)
λ′γ−λ′N−λγ+λN Tλ′γλ′NλγλN (s, t), (3.6a)
T : TλγλNλ′γλ′N (s, t) = (−1)
λ′γ−λ′N−λγ+λN Tλ′γλ′NλγλN (s, t). (3.6b)
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These constraints reduce the number of independent amplitudes from 2× 2× 2× 2 = 16 to 6. The amplitudes
in this case depend only on the combined (or total) helicities, H = λγ − λN , H ′ = λ′γ − λ′N , which run through
±1/2, ±3/2, and the above constrains read:
TH′H(s, t)
P
= (−1)H′−HT−H′−H(s, t) T= (−1)H′−HTHH′(s, t). (3.7)
The six independent amplitudes are usually chosen as follows [84]:
(8pis1/2) Φ1 ≡ T−1/2−1/2 = T+1/2 +1/2,
(8pis1/2) Φ2 ≡ T−1/2 +1/2 = −T+1/2−1/2,
(8pis1/2) Φ3 ≡ T−1/2 +3/2 = T+1/2−3/2 = T+3/2−1/2 = T−3/2 +1/2,
(8pis1/2) Φ4 ≡ T−1/2−3/2 = −T+1/2 +3/2 = T+3/2 +1/2 = −T−3/2−1/2,
(8pis1/2) Φ5 ≡ T+3/2 +3/2 = T−3/2−3/2,
(8pis1/2) Φ6 ≡ T−3/2 +3/2 = −T+3/2−3/2.
(3.8)
Their normalization is chosen such that, given the unpolarized cross section element,
dσunpol. =
dt
16pi(s−M2)2
1
4
∑
HH′
∣∣TH′H ∣∣2 , (3.9)
the unpolarized angular distribution in the center-of-mass frame is:
dσunpol.
dΩcm
=
1
64pi2s
1
4
∑
HH′
∣∣TH′H ∣∣2 = 12 |Φ1|2 + 12 |Φ2|2 + |Φ3|2 + |Φ4|2 + 12 |Φ5|2 + 12 |Φ6|2. (3.10)
Incidentally, the conversion to the lab frame goes as:
dσ
dΩL
=
dΩcm
dΩL
dσ
dΩcm
=
(ν ′
ν
)2 s
M2
dσ
dΩcm
. (3.11)
As a simple illustration consider the RCS in tree-level QED, described by the following Feynman amplitude:
Figure 3.2: Tree-level CS graphs.
T (1)µν = −e2
(
γµ
/p+ /q +M
s−M2 γ
ν + γν
/p ′ − /q +M
u−M2 γ
µ
)
. (3.12)
Using Eq. (3.3) and definitions from Sect. 1.1, one easily obtains the
following expressions for the helicity amplitudes:2
8pis1/2 Φ
(1)
1 ≡ T (1)+1 +1/2 +1 +1/2 = −piα
(Mη − 2tν)η1/2
Mν2ν ′
,
8pis1/2 Φ
(1)
2 ≡ T (1)−1−1/2 +1 +1/2 = piα
(−t)3/2
ν2ν ′
,
8pis1/2 Φ
(1)
3 ≡ T (1)−1 +1/2 +1 +1/2 = piα
tη1/2
ν2ν ′
,
8pis1/2 Φ
(1)
4 ≡ T (1)+1−1/2 +1 +1/2 = piα
(−t)1/2η
ν2ν ′
,
8pis1/2 Φ
(1)
5 ≡ T (1)−1 +1/2 −1 +1/2 = −piα
η3/2
ν2ν ′
,
8pis1/2 Φ
(1)
6 ≡ T (1)−1 +1/2 +1−1/2 = −piα
(−t)3/2s
M2ν2ν ′
,
(3.13)
2This, up to a phase convention which flips the sign of Φ2,4,6, agrees with Tsai et al. [133, Eq. (5)].
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where the superscript on the amplitudes indicates that they are of first order in α, and the kinematical invariants
are:
η =
M4 − su
M2
, ν =
s−M2
2M
, ν ′ =
M2 − u
2M
. (3.14)
Substituting these expressions in Eq. (3.10), one obtains the Klein-Nishina cross section [134]:
dσKN
dΩL
=
α2
2M2
(ν ′
ν
)2(ν ′
ν
+
ν
ν ′
− sin2 ϑ
)
, (3.15)
where sin2 ϑ = 1− (1 + t/2νν ′)2 = −tη/(2νν ′)2.
The same steps can be done for polarized observables. For instance, for the linearly polarized photon beam
we have:
dσ
dΩcm
Σ3 ≡ 1
2
(
dσ||
dΩcm
− dσ⊥
dΩcm
)
= −Re [(Φ1 + Φ5)Φ∗3 + (Φ2 − Φ6)Φ∗4], (3.16)
where Σ3 is the beam asymmetry. The tree-level QED result is given by:
dσ||
dΩL
− dσ⊥
dΩL
= − α
2
M2
(
ν ′
ν
)2
sin2 ϑ. (3.17)
This result holds (in tree-level QED) for RCS on a particle with spin 0, 1/2, 1, and it might hold for higher spins
as well. Other polarized observables are considered in Sect. 3.7.
3.3. Multipole Expansion
A better use of the rotational and discrete symmetries is made by the partial-wave expansion in the center-
of-mass system:
TH′H(ω, θ) =
∞∑
J=1/2
(2J + 1)T JH′H(ω) d
J
HH′(θ), (3.18a)
T JH′H(ω) =
1
2
ˆ 1
−1
d(cos θ)TH′H(ω, θ) d
J
HH′(θ), (3.18b)
where J is total angular momentum and dJ(θ) are the Wigner d-functions.3 The partial wave-amplitudes T J
and the d-functions satisfy the symmetry relations (3.7) separately.
Assuming the parity to be a good quantum number, it is convenient to form the partial-wave amplitudes
with definite JP :
AJp = ΦJ1 + p ΦJ2 =
1
8pis1/2
(
T J+1/2 +1/2 − p T J+1/2−1/2
)
, (3.19a)
BJp = −p ΦJ3 − ΦJ4 =
1
8pis1/2
(
T J+1/2 +3/2 − p T J+1/2−3/2
)
, (3.19b)
CJp = ΦJ5 + p ΦJ6 =
1
8pis1/2
(
T J+3/2 +3/2 − p T J+3/2−3/2
)
, (3.19c)
where p = ± is the parity eigenvalue. Note that in the above partial-wave expansion neither H nor H ′ exceed
J , hence the amplitudes B and C are only defined for J ≥ 3/2.
The conventional multipole amplitudes (multipoles for short) are denoted as [135, 136]
f `∓ρ′ρ(ω), with ` = J ± 1/2, and ρ′, ρ = E, M. (3.20)
The combination of ρ and ` reflects the photon multipolarity (e.g., E1 the electric dipole). The multipoles are
expressed in terms of the partial-wave amplitudes as follows.
3For the d-functions we use the conventions of Edmonds (also used by Davydov, or Varshalovich). In the other popular convention
(Rose, Wigner or Landau and Lifshitz) the sign of θ is the opposite and hence, due to the property dJHH′(−θ) = dJH′H(θ), the helicities
appearing on the d-functions would be interchanged.
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For J = 1/2:
f1−EE
MM
=
1
2
AJ=1/2± , f0+ρ′ρ = 0. (3.21a)
For J ≥ 3/2:
f
(J+1/2)−
EE
MM
=
2
(2J + 1)2
(
AJ± − 2
√
J−1/2
J+3/2 BJ± + J−
1/2
J+3/2 CJ±
)
, (3.21b)
f
(J−1/2)+
EE
MM
=
2
(2J + 1)2
(
AJ∓ + 2
√
J+3/2
J−1/2 BJ∓ + J+
3/2
J−1/2 CJ∓
)
, (3.21c)
f
(J−1/2)+
EM
ME
=
2
(2J + 1)2
(
−AJ∓ − 2√(J+3/2)(J−1/2) B
J
∓ + CJ∓
)
. (3.21d)
The inverse relation can be written as (in shorthand notation, fEE±MM = fEE ± fMM):
ΦJ1
2
= 14
{
(J + 3/2)2f
(J+1/2)−
EE±MM ± (J − 1/2)2f (J−
1/2)+
EE±MM ∓ 2(J + 3/2)(J − 1/2)f (J−
1/2)+
EM±ME
}
, (3.22a)
ΦJ3
4
= 14
√
(J + 3/2)(J − 1/2){(J + 3/2)f (J+1/2)−EE∓MM ± (J − 1/2)f (J−1/2)+EE∓MM ∓ 2f (J−1/2)+EM∓ME}, (3.22b)
ΦJ5
6
= 14(J +
3/2)(J − 1/2){f (J+1/2)−EE±MM ± f (J−1/2)+EE±MM ± 2f (J−1/2)+EM±ME}. (3.22c)
As an illustration we once again consider the tree-level QED, and for greater simplicity take the zero-energy
limit, ω = 0. According to the low-energy theorem (LET) [137–139], the tree-level result in this limit is exact
and we may omit the label indicating the order of α. The zero-energy helicity amplitudes are thus given by:
Φ1
2
(0, θ) = ∓ αM
(
1
2 ± 12 cos θ
)3/2
, Φ3
4
(0, θ) = αM
(
1
2 ∓ 12 cos θ
) (
1
2 ± 12 cos θ
)1/2
, Φ5
6
(0, θ) = ±Φ1
2
(0, θ), (3.23)
while the non-vanishing partial-wave amplitudes are:
Φ
J=1/2
1
2
(0) = ∓ α
2M
ˆ 1
−1
d(cos θ)
(
1± cos θ
2
)3/2
d
1/2
+1/2±1/2(θ) = −
α
3M
, Φ
J=3/2
1
2
(0) = ∓ α
12M
, (3.24a)
Φ
J=3/2
3
4
(0) = ∓ α
2M
ˆ 1
−1
d(cos θ)
1∓ cos θ
2
(
1± cos θ
2
)1/2
d
3/2
+1/2∓3/2(θ) = ∓
α
4
√
3M
, (3.24b)
Φ
J=3/2
5
6
(0) = − α
2M
ˆ 1
−1
d(cos θ)
(
1± cos θ
2
)3/2
d
3/2
+3/2±3/2(θ) = ∓
α
4M
. (3.24c)
The parity-conserving amplitudes assume the following values:
AJ=1/2± =
α
M
(−23
0
)
, AJ=3/2± =
α
M
(
0
−16
)
, BJ=3/2± =
α
M
(
0
− 1
2
√
3
)
, CJ=3/2± =
α
M
(
0
−12
)
, (3.25)
and as the result, there are only two non-vanishing multipoles which happen to be equal (at ω = 0):
f1−EE(0) = f
1+
EE(0) = −
α
3M
. (3.26)
3.4. Tensor Decompositions
For various microscopic calculations, as well as for the general low-energy expansion (LEX), it is convenient
to isolate the Lorentz structure of the amplitude by decomposing it into a set of tensors. There are several neat
decompositions described in the literature, we only consider two of them here. The first — perhaps the earliest
one — is the following decomposition into a non-covariant set of 6 (minimal number) tensors:
u¯ ′(ε′ · T · ε)u = 2Me2 AˆT (s, t)χ ′ε′i Oˆij εj χ, (3.27a)
15
with Aˆ and Oˆ being respectively the arrays of the scalar complex amplitudes and tensors:
Aˆ(s, t) =
{
A1, · · · , A6
}
(s, t), (3.27b)
Oˆij =
{
δij , nin
′
j , iijkσk, δijiklmσkn
′
lnm, iklmσk(δilnmn
′
j − δjlnin′m), iklmσk(δiln′mn′j − δjlninm)
}
, (3.27c)
where n and n′ are the directions of the incoming and outgoing photons.
The second decomposition considered here is a covariant, overcomplete set of 8 tensors [124]:
u¯ ′(ε′ · T · ε)u = e2Aˆ T (s, t) u¯ ′Oˆµνu E ′µEν , (3.28a)
with4
Aˆ (s, t) =
{
A1, · · · , A8
}
(s, t), (3.28b)
Oˆµν =
{− gµν , qµq′ ν , −γµν , gµν(q′ · γ · q), qµq′αγαν − γαµqαq′ν , qµqαγαν − γαµq′αq′ν ,
qµq′ ν(q′ · γ · q), −iγ5µναβq′αqβ
}
, (3.28c)
Eµ = εµ − P · ε
P · q qµ, E
′
µ = ε
′
µ −
P · ε′
P · q q
′
µ, Pµ =
1
2(p+ p
′)µ, P · q = P · q′ = Mξ. (3.28d)
This decomposition is manifestly gauge-invariant, because the vectors E are. It can be reduced [54] to any
of the covariant sets with the minimum number of tensors, such as that of Hearn and Leader [84] or L’vov
[96]. Nevertheless, the overcomplete set is better suited for practical calculations of Feynman diagrams using
computer algebra, since simple Gordon-like identities are sufficient for the decomposition. Another advantage
is that it readily applies to the forward VVCS case, see Sect. 5.1.
The correct relation between the amplitudes A1,...,6 and A1,...,8 was given by McGovern et al. [51]:
A1 =
B
M
A1 +
ωBt
2M
A4,
A2 =
Bω
2
B
M
A2 +
ω3B
M
(
A5 +A6 − 12 tA7
)
,
A3 =
B
M
A3 − M
2η t
4M2 − t
(
A5 +A6
2M(B +M)
−A7
)
− ωBt
2M
A8,
A4 = ω
2
BA4,
A5 = ω
2
BA5 +
ω2B
2M(B +M)
[
1
2A3 +
M2η
4M2 − t (A5 +A6)
]
− ω2B(ω2B + 12 t)A7 +
ω3B
2M
A8,
A6 = ω
2
BA6 −
ω2B
2M(B +M)
[
1
2A3 +
M2η
4M2 − t (A5 +A6)
]
+ ω4BA7 −
ω3B
2M
A8,
(3.29)
where B and ωB are the nucleon and photon energies in the Breit frame (defined by p′ = −p). These
kinematical variables, along with η, can be expressed in terms of Mandelstam invariants, cf. Appendix C. Thus,
although obtained in the Breit frame, this relation is Lorentz invariant.
Both sets of amplitudes have a definite parity under the photon crossing (i.e., ε↔ ε′, q ↔ q′, hence s↔ u,
etc.). Writing the amplitudes as functions of ξ and t, the crossing symmetry implies:
A1,2(−ξ, t) = A1,2(ξ, t), A3,...,6(−ξ, t) = −A3,...,6(ξ, t), (3.30a)
A1,2,8(−ξ, t) = A1,2,8(ξ, t), A3,...,7(−ξ, t) = −A3,...,7(ξ, t). (3.30b)
3.5. Unitarity Relations
3.5.1. Optical Theorem
Derived from unitarity, the optical theorem establishes the relation between the imaginary part of the
forward CS amplitude and the total photoabsorption cross section, and in our case of the nucleon target reads:
ImTH′H(ν, 0) = ν σH(ν) δHH′ , (3.31)
4Here we correct the typos of Refs. [51, 124] made in the expressions for O6 and O8, respectively.
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where δHH′ is the Kronecker symbol. The cross section σH corresponds with the absorption of a circularly
polarized photon on a longitudinally polarized target, with their combined helicity given by H. In terms of the
invariant amplitudes we have:
ImA1(ν, 0) = ImA1(ν, 0) =
ν
4piα
σT (ν), (3.32a)
ImA3(ν, 0) = ImA3(ν, 0) =
ν
4piα
σTT (ν), (3.32b)
where σT = (σ1/2 + σ3/2)/2 is the unpolarized cross section and σTT = (σ1/2 − σ3/2)/2. The remaining
amplitudes do not contribute in the forward scattering, and as such are not constrained by the optical theorem.
3.5.2. Watson’s Theorem Extended
At low energies there are further unitarity constraints for the nucleon CS. They are less strict, since they
hold in a limited energy range and to leading order in α. At the same time, they are more stringent, since they
apply to all the multipole and partial-wave amplitudes, and hence are not limited to the forward kinematics.
Below the two-pion threshold, one is limited to the channel space spanned by the piN and γN states, and
hence the following four processes:
piN → piN, piN → γN,
γN → piN, γN → γN.
(3.33)
To have exact unitarity, in this channel space, we set up a linear coupled-channel integral equation:(
Tpipi Tpiγ
Tγpi Tγγ
)
=
(
Vpipi Vpiγ
Vγpi Vγγ
)
+
(
Vpipi Vpiγ
Vγpi Vγγ
)(
Gpi 0
0 Gγ
)(
Tpipi Tpiγ
Tγpi Tγγ
)
, (3.34)
where T and V are suitably normalized amplitudes and potentials of pion-nucleon scattering (pipi), pion pho-
toproduction (piγ), absorption (γpi), and nucleon CS (γγ). The propagators Gpi and Gγ are, respectively, the
pion-nucleon and photon-nucleon two-particle propagators. With the assumption of hermiticity of the potential
and time-reversal symmetry, which relates the γpi and piγ amplitudes, the above equation leads to the unitary
S-matrix, Sfi = δfi + 2iTfi.
Neglecting the iterations of the potential involving photons (which amount to small radiative corrections),
the coupled-channel equation reduces to:
Tpipi = Vpipi + VpipiGpiTpipi, (3.35a)
Tpiγ = Vpiγ + TpipiGpiVpiγ , (3.35b)
Tγpi = Vγpi + VγpiGpiTpipi, (3.35c)
Tγγ = Vγγ + VγpiGpiTpiγ . (3.35d)
Only the first of these is an integral equation, the rest are obtained by a one-loop calculation.
After the partial-wave expansion, the solution for the piN amplitude can be written as:
T
IJp
pipi =
KIJp
1− ikKIJp = 1keiδI`p sin δI`p, (3.36)
where KIJp is the ‘K-matrix’ with definite isospin I, total angular momentum J , and parity p; the correspond-
ing piN phase-shift is δI`p = arctan(kKIJp), which is a function of the piN relative momentum k. The latter is
given by k = 1
2s1/2
[(
s− (M +mpi)2
) (
(s− (M −mpi)2
)]1/2
. (3.37)
Note that we have neither specified Vpipi, nor solved Eq. (3.35a); we have merely written it in the manifestly
unitary form.
Continuing to the pion photoproduction channel, we obtain the statement of the celebrated Watson’s theo-
rem [140]:
T
IJp
γpi =
∣∣T IJpγpi ∣∣ eiδI`p , (3.38)
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with ` = J − p/2. The phase of the photoproduction amplitudes is thus identical to the piN phase-shift, for each
set of good quantum numbers.
Extending these arguments to the Compton channel, we obtain
T
Jp
γγ = V
Jp
γγ +
3/2∑
I=1/2
∣∣T IJpγpi ∣∣2 (− tan δI`p + i). (3.39)
There are two interesting results here. The first is that the imaginary part of the partial-wave RCS amplitude
is given by the isospin sum of the photoproduction amplitudes squared. In this case the sum over the isospin is
equivalent to the sum over the charged states, hence, e.g., for the proton
ImT
Jp
γp→γp =
3/2∑
I=1/2
∣∣T IJpγpi ∣∣2 = ∣∣T Jpγp→pi0p∣∣2 + ∣∣T Jpγp→pi+n∣∣2 . (3.40)
The second result concerns the ∆(1232) resonance, which is the only resonance occurring between the one-
and two-pion production thresholds. Recall that, in the piN scattering, this resonance occurs in the P33 partial
wave (i.e., I = 3/2 = J , ` = 1, p = +). The position, M∆, of such an elastic resonance is identified with the
phase-shift crossing 90◦. This means the tangent terms in Eq. (3.39) blow up and can only be canceled by a
singularity in Vγγ . Near the resonance position the K-matrix takes the form
KP33 ≈ M∆Γ∆k(s−M2∆) , (3.41)
where Γ∆ is the resonance width, and hence the cancellation is achieved when
lim
s→M2∆
[
(s−M∆)V 3/2+γγ
]
= M∆Γ∆ lim
s→M2∆
∣∣TP33γpi ∣∣2. (3.42)
Thus, unitarity provides a stringent relation among the ∆(1232)-resonance parameters occurring in the differ-
ent processes. As a consequence, the ∆(1232)-resonance contribution to polarizabilities is constrained too.
These results apply as well to the multipole amplitudes. In particular, the imaginary parts of the Compton
multipoles, between the one- and two-pion production thresholds, are given by the pion photoproduction
multipoles:
Im f `±EE = k∑c ∣∣E(c)(`±1)∓∣∣2, Im f `±MM = k∑c ∣∣M (c)`± ∣∣2 , (3.43a)
Im f
(`±1)∓
EM = Im f
`±
ME = ∓k∑c Re (E(c)`±M (c)∗`± ) , (3.43b)
where the sum is over the charged piN states, i.e: c = pi0p, pi+n and c = pi0n, pi−p for the proton and neutron
RCS, respectively. As mentioned above, an equivalent result is obtained by summing over the isospin states.
3.6. Expansion in Static vs. Dynamic Polarizabilities
The celebrated LET for RCS [137–139] can be extended to include higher-order terms, parametrized in
terms of polarizabilities [1]. It is customary to separate out the Born contribution by writing
T = TBorn + T , (3.44)
such that TBorn is the Born contribution specified in Appendix A. In the low-energy limit, it yields the classic
LET. The rest (non-Born), T , is expanded in powers of energy with coefficients given by static polarizabilities.
For example, the LEX of the non-Born part of the 6 invariant amplitudes of the decomposition (3.27) goes as
18
Ω @MeVD
0
5
10
15
20
ΑE1 -10
0
10
20
ΒM1
0 50 100 150 200 250 300-5
0
5
10
15
20
25
ΑE2
0 50 100 150 200 250 300
-20
-15
-10
-5
0
ΒM2
Figure 3.3: The scalar dipole and quadrupole dynamic polarizabilities of the proton, in units of 10−4fm3 and
10−4fm5, respectively. The curves are the results of the BχPT calculation of Lensky et al. [54] (red bands),
compared with the results of the DR calculation of Hildebrandt et al. [119] (black dot-dashed) and with the
results of Aleksejevs and Barkanova [142, 143] (green dotted, not shown for the quadrupole polarizabilities).
(in the Breit frame):
αA¯1(ωB, t) = ω
2
B
[
αE1 + βM1 + ω
2
B (αE1ν + βM1ν)
]
+ 12 t
(
βM1 + ω
2
BβM1ν
)
+ ω4B
1
12(αE2 + βM2) +
1
2 t(4ω
2
B + t)
1
12βM2 +O(ω
6
B),
αA¯2(ωB, t) = −ω2B
(
βM1 + ω
2
BβM1ν
)
+ ω4B
1
12(αE2 − βM2)− tω2B 112βM2 +O(ω6B),
αA¯3(ωB, t) = −ω3B
[
γE1E1 + γE1M2 + z (γM1E2 + γM1M1)
]
+O(ω5B),
αA¯4(ωB, t) = ω
3
B (γM1E2 − γM1M1) +O(ω5B),
αA¯5(ωB, t) = ω
3
B γM1M1 +O(ω
5
B),
αA¯6(ωB, t) = ω
3
B γE1M2 +O(ω
5
B).
(3.45)
Certainly, the convergence radius of such a Taylor expansion is limited by the first singularity, which in the
nucleon case is set by the pion-production branch cut (neglecting the small effects from radiative corrections).
An expansion which extends beyond the pion-production threshold is the multipole expansion. The relation
between the two expansions (i.e., polarizability vs. multipole) is as follows.
One can divide out the Born contribution in the multipole amplitudes, f = fBorn + f¯ . The non-Born part of
the multipoles is then used to define the dynamic polarizabilities as [141]:(
αE`(ω)
βM`(ω)
)
=
[`(2`− 1)!!]2
ω2`
[
(`+ 1)f¯ `+EE
MM
(ω) + `f¯ `−EE
MM
(ω)
]
, (3.46a)
γ E`E`
M`M`
(ω) =
2`− 1
ω2`+1
[
f¯ `+EE
MM
(ω)− f¯ `−EE
MM
(ω)
]
, (3.46b)
γE`M(`+1)
M`E(`+1)
(ω) = 22−`
(2`+ 1)!!
ω2`+1
f¯ `+EM
ME
(ω). (3.46c)
Given that the low-energy behavior of the non-Born part of multipoles goes as
f¯ `±EE
MM
∼ ω2`, f¯ `+EM
ME
∼ ω2`+1, (3.47)
the low-energy limit of (3.46a) and (3.46c) is straightforward and corresponds with the static polarizabilities.
The limit of (3.46b) needs more care, but the matching to the static polarizabilities is possible as well [54]. As
an illustration, Fig. 3.3 shows the plots of the scalar dynamic polarizabilities of the proton from Ref. [54].
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3.7. Polarized Observables
Besides the unpolarized differential cross section, given by Eq. (3.9), and the linearly-polarized photon
beam asymmetry Σ3, Eq. (3.16), there is a number of observables that depend on polarization of the (nucleon)
target. Here we only consider the case when the polarizations of the final particles (scattered photon and
recoiled nucleon) are not observed.
We consider the photon, traveling along the z-axis, with a linear polarization and P γT at the angle φ with
respect to the scattering plane xz, and the right-handed circular polarization P γR. The degree of the target
polarization along the x-, y-, z-direction is denoted as Px, Py, Pz respectively. In this case the polarized cross-
section element is given by
dσ = dσunpol.
[
1 + P γTΣ3 cos 2φ+ Px
(
P γRΣ2x + P
γ
TΣ1x sin 2φ
)
+Py
(
Σy + P
γ
TΣ3y cos 2φ
)
+ Pz
(
P γRΣ2z + P
γ
TΣ1z sin 2φ
)]
, (3.48)
where dσunpol. stands for the unpolarized cross section and Σ ’s denote the various asymmetries. This notation
for asymmetries is motivated by Babusci et al. [96]. The conversion to the standard notation adopted in meson
photoproduction (see, e.g., Appendix A of Worden [144]) is as follows:
Σ3 = −Σ, Σ2x = F, Σ1x = −H, Σy = T, Σ3y = −P, Σ2z = −E, Σ1z = G. (3.49)
Similar to Eq. (3.16) for Σ3, we may express these asymmetries in terms of the specific polarized cross
sections and in terms of the helicity amplitudes:5
dσ
dΩcm
Σ2x ≡ 1
2
(
dσRx
dΩcm
− dσ
L
x
dΩcm
)
= Re[Φ4(Φ1 − Φ5)∗ − (Φ2 + Φ6)Φ∗3], (3.50a)
dσ
dΩcm
Σ2z ≡ 1
2
(
dσRz
dΩcm
− dσ
L
z
dΩcm
)
= −12
(|Φ1|2 + |Φ2|2 − |Φ5|2 − |Φ6|2), (3.50b)
dσ
dΩcm
Σ1x ≡ 1
2
(
dσ
pi/4
x
dΩcm
− dσ
−pi/4
x
dΩcm
)
= Im[Φ∗1Φ2 + Φ
∗
5Φ6], (3.50c)
dσ
dΩcm
Σ1z ≡ 1
2
(
dσ
pi/4
z
dΩcm
− dσ
−pi/4
z
dΩcm
)
= − Im[Φ3(Φ1 − Φ5)∗ − (Φ2 + Φ6)Φ∗4], (3.50d)
dσ
dΩcm
Σy ≡ 1
2
(
dσy
dΩcm
− dσ−y
dΩcm
)
= − Im[Φ4(Φ1 + Φ5)∗ + (Φ2 − Φ6)Φ∗3], (3.50e)
dσ
dΩcm
Σ3y ≡ 1
2
(
dσ0y
dΩcm
− dσ
pi/2
y
dΩcm
)
=
dσ
dΩcm
Σ3 + Im[Φ
∗
1Φ2 + 2Φ
∗
3Φ4 − Φ∗5Φ6]. (3.50f)
The superscript on σ indicates here the photon polarization: right (R), left (L) for the circular polarization, or
the value of φ for the linear polarization. The subscript indicates the nucleon spin polarization. The expressions
in terms of the helicity amplitudes assume parity conservation. Terms proportional to the imaginary part are
negligible below the pion-production threshold (because the imaginary part of the amplitudes is suppressed by
an α).
Some of these polarized observables have been measured for the proton RCS, which brings us to the fol-
lowing section.
5Here it is important that, in the center-of-mass frame, the nucleon travels in the −z direction. Hence, its polarization along z-axis
corresponds with helicity −1/2, and so on.
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4. Compton Scattering Experiments
4.1. Low-Energy Expansion of Observables
The CS processes remain to be the only method of accessing the nucleon polarizabilities experimentally.
The nucleon probed by long-wave photons reveals its structure in the manner of a multipole expansion. At
first, one distinguishes the electric charge and magnetic dipole moment, contributions which comprise the low-
energy theorem for CS [138, 139]. Further terms (in multipole or energy expansion) can be described in terms
of polarizabilities, of which αE1 and βM1 play the leading role. For instance, the low-energy expansion (LEX)
of the unpolarized CS cross section, truncated at O(ν2), is given by:
dσ
dΩL
=
dσBorn
dΩL
− νν ′
(
ν ′
ν
)2 2piα
M
[
(αE1 + βM1) (1 + z)
2 + (αE1 − βM1) (1− z)2
]
, (4.1)
where z = cosϑ, and ν (ν ′) is the energy of the incoming (scattered) photon.
The simplicity of the formalism is appealing. However, the region of its applicability is unclear a priori. It
is only clear that the convergence radius of such a LEX is limited by the nearest singularity, which in this case
is at pion production threshold (neglecting the small e.m. corrections). This is illustrated by the dynamical
polarizabilities in Fig. 3.3. Their LEX begins with the static value, which is the value at zero energy (ω = 0).
Clearly, approximating the dynamic polarizabilities by a constant (the static value) only works well at energies
far below the pion-production threshold (ω  mpi).
Figure 4.1: CS cross sections calculated in the Born approx-
imation (solid), the leading-order LEX (dotted) and a dis-
persion model calculation (dashed). Plot reproduced from
MacGibbon et al. [12].
Further insight can be obtained by compar-
ing the LEX of the cross section with experi-
mental data and the results of calculations that
extend beyond the pion threshold. Figure 4.1
shows a calculation of the Born and LEX cross
sections for CS on the proton at fixed angle
and function of beam energy [12]. There is
increased sensitivity to the polarizabilities at
higher incident energies. However, at higher
energies there is also increased sensitivity in
terms of order O(ν3) and higher. The impor-
tance of the higher order terms is indicated by
the dashed curve, which is a dispersion model
calculation valid to all orders in ν, albeit with
unclear model-dependencies. One sees that
above 100 MeV, the lowest-order LEX is not ad-
equate. The higher-order terms may extend its
applicability, but will depend on the spin polar-
izabilities and other, higher-order polarizabili-
ties.
Nonetheless, the LEX is instructive for understanding how the polarizabilities affect the observables. One
can see, for example, that at forward angles the polarizability effect enters as αE1 +βM1, while at the backward
angles as αE1 − βM1. Hence, one can in principle use the angular distribution to disentangle αE1 and βM1.
The leading LEX expressions for CS with linearly polarized photons are obtained by Maximon [145] who
finds [rearranging his Eqs. (19) and (20)]:(
dσ⊥
dΩL
− dσ
Born
⊥
dΩL
)
−
(
dσ||
dΩL
−
dσBorn||
dΩL
)
= −8piα
M
(
ν ′
ν
)2
νν ′ αE1 sin2 ϑ (4.2a)
cos2 ϑ
(
dσ⊥
dΩL
− dσ
Born
⊥
dΩL
)
−
(
dσ||
dΩL
−
dσBorn||
dΩL
)
=
8piα
M
(
ν ′
ν
)2
νν ′ βM1 cosϑ sin2 ϑ (4.2b)
where dσ⊥/dΩL and dσ||/dΩL are the differential cross sections for CS perpendicular and parallel to the plane
of incident photon polarization. By taking weighted differences of σ⊥ and σ||, it is possible to measure βM1
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Table 4.1: Theoretical frameworks used in the analysis of CS cross sections and asymmetries on proton and
nuclear targets.
Target Energy range Theoretical model Reference
Proton 2pi threshold Fixed-t dispersion calculation Drechsel et al. [86]
Proton ∆(1232) region Chiral Lagrangian Gasparyan et al. [91]
Proton ∆(1232) region HBχPT with ∆(1232) McGovern et al. [51]
Proton ∆(1232) region BχPT with ∆(1232) Lensky and Pascalutsa [49]
Deuteron ≈ 130 MeV χEFT Grießhammer et al. [65]
3He ≈ 130 MeV χEFT Shukla et al. [151]
separately from αE1. Hence, in separating the electric and magnetic polarizabilities the beam polarization can
serve as an alternative to the angular distribution.
The issue here is that the cross section differences in parentheses on the left sides of the above equations are
relatively small, at the 10% level compared to the cross sections. To measure polarizabilities with a precision
of ≈ 10% requires measurement of the absolute cross sections σ⊥ and σ|| with uncertainties of ≈ 1%. This is a
severe challenge for CS experiments, both in statistics and systematic errors.
It is much easier in this respect to measure the linear polarization asymmetry,
Σ3 =
dσ|| − dσ⊥
dσ|| + dσ⊥
. (4.3)
The asymmetry measurements do not critically depend on knowing the incident photon flux, target thickness,
and photon and recoil proton detection efficiencies. To O(ν2) this asymmetry depends only on βM1 and is
independent of αE1 [36]:
Σ3 = Σ
Born
3 −
4Mω2B cos θB sin
2 θB
(1 + cos2 θB)2
α−1βM1 (4.4)
where ωB and θB are the photon energy and scattering angle in the Breit (brick-wall) frame, see Eqs. (C.1) and
(C.3) for their relations to invariants. Calculations at NNLO in BχPT indicate that the range of applicability
of Eq. (4.4) is as high as 100 MeV. However, the sensitivity to βM1 in Eq. (4.4) is weak, at the order of
∆Σ3/∆βM1 ≈ 0.02. To measure βM1 at the level of ±0.5 (in the usual units) would require uncertainty in Σ3 to
reach ±0.01. To attain this statistical precision, photon intensities at least an order of magnitude greater than
those available with standard photon tagging techniques would be required.
Nevertheless, the LEX formula (4.4) paves the way for a more sophisticated analysis, awaiting the first data
for Σ3 below the pion production threshold. The LEX formula for the doubly-polarized asymmetries, Σ2x and
Σ2z can be found in Krupina [146].
To summarize, a model-independent extraction of polarizabilities from CS observables based on LEX is
nearly impossible at the existing facilities. On one hand, the sensitivity must be substantial enough for a good
signal at the given level of experimental accuracy, which drives the experiment to higher energy. On the other
hand, at higher energies the LEX applicability is compromised. Therefore, although the LEX gives a valuable
insight on the sensitivity of observables, it has been impractical in quantitative extractions.
A more practical and common approach is to extract polarizabilities by fitting the CS data using a systematic
theoretical framework, such as χPT [48–52, 65, 147, 148] or fixed-t dispersion relations (DRs) [85–87, 149,
150]. Table 4.1 presents a listing of several calculations that have been or could be used for fitting cross section
and asymmetry data from pion threshold up to the ∆(1232) region. By fitting data with several theoretical
models, it is possible to obtain an estimate for the model dependence of the result. This was, for example, the
approach taken by Martel et al. [38] for their analysis of double-polarized CS in the ∆(1232) region.6
6A limitation in fitting large numbers of data points with a fitting program such as MINUIT is that many recursive calls are made to
the subroutine calculating the observable. If the calculation of the observable is based upon numerical integrations, such as the fixed-t
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4.2. Determination of Scalar Polarizabilities
4.2.1. Proton
The first CS measurement of the proton polarizabilities using a tagged photon beam was by Federspiel et
al. [10] at the University of Illinois MUSL-2 microtron. Experiments prior to this used bremsstrahlung beams,
and were limited by systematic errors due to uncertainties in the incident photon energy. The most recent
published results for CS on the proton are by the LEGS group [13], and the TAPS at MAMI setup [17], both in
2001. Their results for αE1 and βM1 are in agreement.
After publication of the LEGS and TAPS results, activity in this area slowed. Then in 2010-2012 new χPT
calculations of CS [49, 65] showed that βM1 is larger than the PDG average of that time, β
(p)
M1 = (1.9 ± 0.5) ×
10−4 fm3 [152], by +1 to +3 of the standard deviations. In 2014 the CS global analysis of McGovern et al. [51]
was included in the PDG average, and the current (2014) PDG values are [71]:
α
(p)
E1 = (11.2± 0.4)× 10−4 fm3, β(p)M1 = (2.5∓ 0.4)× 10−4 fm3. (4.7)
Nevertheless, the uncertainty quoted in the PDG average should still be taken with a grain of salt because the
data sets are not treated consistently: e.g., results from the analysis of specific experiments are averaged with
results from global analyses. The summary plots in Sect. 7 show the real state of affairs for αE1 and βM1 of the
proton, cf. Figs. 7.1 and 7.3 (left panel). It not as certain as the PDG average portrays it. There is certainly a
room for improvement.
The thrust of new proton polarizability measurements is to use linearly polarization as an analyzer to
measure αE1 and βM1 separately, and independently of the Baldin sum rule value for αE1 + βM1. Programs
to measure the proton polarizabilities with linearly polarized photons are currently underway at the Mainz
Microtron (MAMI) and at the High Intensity Gamma-Ray Source (HIGS).
Preliminary data [35] with linearly polarized incident photons have been taken by the A2 collaboration at
the tagged photon facility [153] at MAMI [154]. In this experiment a diamond radiator is used to produce
linearly polarized coherent bremsstrahlung [155] with a peak polarization of approximately 75%. The target
is a 10 cm long liquid hydrogen target, and Compton scattered photons are detected in the Crystal Ball [156]
and TAPS detectors [157], both of which are outfitted with charged particle identification systems [158]. The
Crystal Ball, TAPS, and the charged particle system internal to the Crystal Ball (the PID scintillator array and
MWPC), are shown in Fig. 4.2. The solid angle coverage for Compton-scattered photons is approximately 97%
of 4pi. The incident photon energies for the measurement range from 80 to 140 MeV. Recoil proton detection
DR code of Drechsel et al. [86], then execution times can stretch into days. Martel et al. [38] handled this problem assuming a linear
dependence of the observable on the polarizabilities:
Oi({P}) = Oi({P0}) +
6∑
j=1
∂Oi({P0})
∂Pj
(Pj − P0j), (4.5)
whereOi is the observable, {P} is the set of six polarizabilities (two scalar and four spin polarizabilities), and {P0} is the set of starting
"guesses" for the polarizabilities. The standard expression for χ2 is given by:
χ2 =
Ndata∑
i=1
(Odatai −Oi({P})
σi
)2
+
6∑
j=1
(
P dataj − Pj
σPj
)2
, (4.6)
where the second term in χ2 allows for the possibility of introducing constraints on the polarizabilities (e.g., the sum-rule constraints
on αE1 + βM1 and γ0). Substituting Eqs. (4.5) into (4.6), and setting ∂χ2/∂Pj = 0 leads to a linear equation, Ci = DijPj , with
Ci =
P datai
σ2Pi
+
Ndata∑
j=1
1
σ2j
[
Odataj −Oj({P0}) +
6∑
k=1
∂Oj({P0})
∂Pk
P0k
]∂Oj({P0})
∂Pi
, i = 1, . . . , 6 ,
Dij =
δij
σ2Pi
+
Ndata∑
k=1
1
σ2k
∂Ok({P0})
∂Pi
∂Ok({P0})
∂Pj
, i, j = 1, . . . , 6 .
One can solve it for {P}, as P = D−1C. After the first iteration the substitution {P} → {P0} is made, Oi({P0}), ∂Oi({P0})/∂Pj and
{P} are reevaluated, and the fit repeated until the set {P} differs from {P0} by less than one standard deviation. It was found that
this methodology is very efficient in fitting large data sets with computationally intensive codes.
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Figure 4.2: The Crystal Ball and TAPS detectors at the Mainz microtron MAMI.
is not required because the backgrounds are sufficiently low. The missing mass distribution, shown in Fig. 4.3,
reveals there is relatively little background in the measurement. The goals for this experiment are to obtain
precision measurements of the cross sections dσ⊥ and dσ||, the asymmetry Σ3, and the unpolarized cross section
by running on an amorphous photon radiator.
At HIGS [39] there are plans [40] to take CS data on the proton with linearly polarized photons in 2016.
The incident photon beam at HIGS is exceptionally well suited for a LEX based CS analysis for αE1 and βM1;
energies up to 100 MeV are available, the beam energy is monochromatic with a spread of ≈ 4.5%, photon
intensities on the target are ≈ 107 γ’s/s, and the linear polarization is approximately 100% [159]. Figure 4.4
shows the HINDA NaI array that has been developed for CS experiments. Each module has a 25.4 cm in
diameter and 30.5 cm long NaI core, surrounded by active NaI shields that are 7.5 cm thick and 30.5 cm long.
4.2.2. Neutron
As a “free” neutron target does not exist, there are no truly model-independent means to determine the
neutron’s polarizabilities. Obtaining neutron polarizabilities from the analysis of deuteron CS data requires
accurate effective-field theory calculations. The favored approach is to use elastic scattering data, not quasi-free
d(γ, γ′n)p data, because (i) the elastic process is theoretically less complicated than the quasi-free scattering,
and treatable through effective-field theory calculations, and (ii) elastic scattering has a larger cross section
and greater sensitivity to the polarizabilities than the quasi-free process. The latter point can be understood by
noting that for CS on a free neutron there is no Thomson term in the scattering amplitude, because the neutron
is neutral, and the polarizability effect goes as O(ν4). For elastic scattering there is a Thomson term, because
the deuteron is charged, and the polarizability effect goes as O(ν2). The disadvantage of elastic scattering is
that it places a premium on the utilization of large NaI detectors with sufficient energy resolution to resolve
elastic and inelastic scattering. Furthermore, the elastic scattering is sensitive to the isoscalar polarizabilities,
and the proton contribution must be subtracted.
Until recently there has been a paucity of CS data on the deuteron. For example, the analysis of Grießham-
mer et al. [65] was based on three data sets with a total of 37 data points. The focus of new studies has been
to stage experiments that can obtain relatively high statistics with wide kinematic coverage, utilize large NaI
detectors for optimal energy resolution, and to use targets with A > 2. In this section recent progress in this
area is outlined.
New data from Lund has recently been published for elastic CS on the deuteron [15], nearly doubling the
effective number of world data points and extending the energy range by 20 MeV to higher energies. The
large-volume, segmented NaI(Tl) detectors, BUNI, CATS, and DIANA were used to detect Compton-scattered
photons in the experiment. These detectors are composed of a NaI(Tl) core surrounded by optically isolated,
annular NaI(Tl) segments. The cores of the BUNI and CATS detectors each measures 26.7 cm in diameter, while
the core of the DIANA detector measures 48.0 cm. The depth of all three detectors is greater than 20 radiation
lengths. The annular segments are 11 cm thick on the BUNI and CATS detectors and 4 cm thick on the DIANA
detector. Figures 7.2 and 7.3 (right panel) show the present state of affairs for αE1 and βM1 of the neutron.
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Figure 4.4: Diagram of the HINDA NaI array at HIGS.
There are compelling reasons to consider CS on Z > 1 nuclei as an attractive route to the neutron polariz-
abilities; the Thomson cross section goes at Z2, and there is a better ratio of elastic to incoherent scattering for
A > 2. As a test of the effective interaction theories used to analyze the data, it is also important to demon-
strate that polarizabilities obtained from deuterium are in agreement with results from other nuclei. Figure 4.5
shows the results of a NLO χEFT calculation without ∆(1232) degrees of freedom at 60 MeV (left panel) and
120 MeV (right panel) for CS on 3He. The curves show appreciable sensitivity to the neutron polarizabilities,
especially at the higher energy.
There are plans [160] to measure elastic CS on 3He and 4He with an active, gaseous helium target using
the Crystal Ball and TAPS detectors at the Mainz microtron MAMI. The operating principle of the target is that
ionizing particles produce UV scintillation light in the helium, and by the addition of small amounts of N2 as a
wavelength shifter, and a photo-detector coupled to the target cell, the target can operate as a detector. Elastic
scattering is separated from incoherent processes by detecting the recoil helium nucleus in coincidence with
the Compton-scattered photon. Development of this target is in progress, and test runs are anticipated in 2016.
4.3. Determination of Proton Spin Polarizabilities
Compared to the situation for the proton scalar polarizabilities, relatively little is known experimentally
about the spin polarizabilities. Prior to the advent of single-polarized and double-polarized CS asymmetry
measurements, only two linear combinations of the polarizabilities were known. One combination is the for-
ward spin polarizability:
γ0 = −γE1E1 − γE1M2 − γM1M1 − γM1E2, (4.8)
fixed by the GTT sum rule (5.24). The results of the GTT sum rule evaluation are summarized in Table 5.2.
The other combination is the backward spin polarizability γpi:
γpi = −γE1E1 − γE1M2 + γM1M1 + γM1E2. (4.9)
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Figure 4.5: Sensitivity of the differential cross sections for CS on 3He in the c.m. frame at NLO in χEFT without
explicit ∆(1232) [151] at 60 MeV (left panel) and 120 MeV (right panel). Solid (black) curve: central value
αnE1 = 12.2; long-dashed (blue): α
n
E1 − 4; dot-dashed (red): αnE1 − 2; dotted (magenta): αnE1 + 2; dashed
(green): αnE1 + 4; in units of 10
−4 fm3. Plots reproduced from Shukla et al. [151].
The forward (backward) spin polarizability, according to its name, appears in the spin-dependent CS am-
plitude at forward (backward) kinematics. More specifically, in both kinematics the CS amplitude splits into a
spin-independent and spin-dependent part, i.e.:
1
8piM
T (ν, ϑ = 0) = f(ν) ε′∗ · ε+ g(ν) iσ · ε′∗ × ε, (4.10a)
1
8piM
T (ν, ϑ = pi) =
1√
1 + 2ν/M
[
f˜(ν) ε′∗ · ε+ g˜(ν) iσ · ε′∗ × ε
]
, (4.10b)
and the low-energy expansion for the scalar amplitudes goes as follows [96]:
f(ν) = −Z
2α
M
+ (αE1 + βM1)ν
2 +O(ν4), (4.11a)
g(ν) = − ακ
2
2M2
ν + γ0ν
3 +O(ν5), (4.11b)
f˜(ν) =
(
1 +
ν
M
)[
− Z
2α
M
+ (αE1 − βM1) ν
2
1 + 2ν/M
+ . . .
]
, (4.11c)
g˜(ν) =
[− 12κ2 + (Z + κ)2] ανM2 + γpi ν31 + 2ν/M + . . . (4.11d)
Hence, γ0 and γpi appear at O(ν3) in the LEX of the spin-flip amplitude at, respectively, the forward and
backward scattering angle.
Figure 4.6 shows the sensitivity of backward angle CS cross sections in the ∆(1232) region to γpi. The most
widely accepted value for γpi is actually an average of three measurements at MAMI performed with different
detector configurations: TAPS [17], LARA [18, 19], and SENECA [20]. All three of the measurements agree
within their statistical and systematic errors, and the average value is [20]:
γpi = (8.0± 1.8)× 10−4 fm4, (4.12)
where the error includes statistical and estimated model uncertainties. Here we use the standard convention
of excluding the t-channel pi0-pole contribution7. The latter is evaluated as (e.g., Ref. [161]):
γpi
0pole
pi = −
2αgA
(2pifpi)2m2pi0
= (−46.04± 0.16)× 10−4 fm4. (4.13)
7In the literature the result with the pi0-pole excluded is sometimes referred to as γ¯pi (see, e.g., Ref. [13]).
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The pi0-pole contribution is also excluded from each of the spin polarizabilities: γE1E1, γM1M1, γE1M2 and
γM1E2 [96]. However, this contribution cannot affect γ0 and other forward polarizabilities, because the pi0-pole
diagram vanishes in the forward direction.
The LEGS result [13],
γpi =
(
18.81± 2.27 stat+syst +
[
+2.24
−2.10
]
model
)× 10−4 fm4, (4.14)
is in disagreement with the Mainz result, despite the good agreement between LEGS and Olmos de León et al.
[17] for αE1 and βM1. As seen in Fig. 4.6, the main cause for this disagreement is the discrepancy between
measured cross sections at backward angles at energies above pion threshold. Figure 7.5 summarizes the
results for the backward spin polarizability of the proton.
Figure 4.6: Differential cross section of the proton RCS for
the center-of-mass angle of 135◦ in the ∆(1232) region [20].
The curves correspond to different values of γpi, which here
include the t-channel pi0-pole contribution. Plot reproduced
from Camen et al. [20].
Figure 4.7: CS configuration for the LEGS detec-
tors.
Single and double-polarized CS asymmetries have sensitivity to the spin polarizabilities [87, 146]. Measure-
ments of this type provide essentially the only means by which the four lowest order spin polarizabilities γE1E1,
γM1M1, γE1M2 and γM1E2 can be individually separated. The linear polarization asymmetry Σ3 in the ∆(1232)
region was measured at LEGS [13], and a new program of single and double polarized CS measurements is
currently underway at MAMI [37].
4.3.1. Linearly Polarized Photons
The linear polarization asymmetry, Σ3, is defined in Eq. (4.3), see also Eq. (3.16). The first measurements
of this asymmetry were by the LEGS collaboration [13] in the ∆(1232) region, see Fig. 4.8. Their experimental
setup, shown in Fig. 4.7, is fairly typical of CS experiments in the ∆(1232) region, where the Compton photon
is detected in a NaI detector, and the recoil proton is detected in a spectrometer arm specifically designed for
recoil detection. Detecting the recoil proton is necessary to suppress background from pi0 → γγ; the ratio of
pi0 photoproduction to CS in the ∆(1232) region is approximately 100:1. In the LEGS measurement precision
wire chambers are used to define the trajectory of the proton, and time-of-flight over 4 m and energy loss in
scintillator paddles are used to establish particle type and momentum.
In the LEGS analysis two spin polarizability combinations are fit to their data:
γ13 ≡ −γE1E1 + γE1M2 =
(
3.94± 0.53 stat+syst +
[
+0.20
−0.18
]
model
)× 10−4 fm4, (4.15a)
γ14 ≡ −γE1E1 − γE1M2 − 2γM1M1 = −
(
2.20± 0.27 stat+syst +
[
+0.05
−0.09
]
model
)× 10−4 fm4. (4.15b)
New data for the Σ3 asymmetry in the ∆(1232) region have recently been taken by the Mainz A2 collabora-
tion at the microtron MAMI using the Crystal Ball and TAPS detectors [162]. In this experiment pi0 events are
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Figure 4.8: The CS beam asymmetry Σ3 as function of the c.m. angle at different values of the beam energy
Eγ . The experimental data are from LEGS [13] (open diamonds) and MAMI [162] (cyan squares). The bands
represent the NNLO BχPT result of Lensky et al. [54]. The blue dashed lines represent their calculation with
only the nucleon-, pion-, and Delta-pole graphs included (chiral loops are switched off).
suppressed by making use of the hermeticity of the detector, requiring that only one neutral and one charged
track are present in the event. Additional background suppression is provided by imposing a co-planarity and
opening angle cut of 15◦ on the direction of the recoil proton relative to the momentum transfer direction q
defined by the incident and final photons. A missing mass distribution with cuts applied is shown in Fig. 4.9
for an incident photon energy of 277 MeV. In contrast to the missing mass distribution shown in Fig. 4.3, CS
experiments in the ∆(1232) region typically have prominent background due to γp → pi0p. For the Mainz
analysis a conservative cut is placed on the missing mass distribution to limit pi0 background to the few percent
level.
4.3.2. Circularly Polarized Photons and Transversely Polarized Target
The relevant double-polarized CS asymmetry is defined as
Σ2x =
dσRx − dσLx
dσRx + dσ
L
x
, (4.16)
where dσR(L)x is the differential cross section for transverse target polarization in the x-direction, and for right
(left) circularly polarized photons. Data for the Σ2x asymmetry in the ∆(1232) region have recently been
published by the Mainz A2 collaboration [38]. Figure 4.10 shows the expected sensitivity of Σ2x to the spin
polarizabilities. The left figure shows significant sensitivity to γE1E1, and the right figure shows little sensitivity
to γM1M1. Based on measurements of Σ2x at angles ϑ ≈ 90◦, it is possible to uniquely identify γE1E1 [163].
The target for this experiment was a frozen spin butanol target [164], approximately 2 cm long, where the
protons in the butanol are polarized by dynamic nuclear polarization [165]. Proton polarizations were typically
90% with relaxation times on the order of 1000 hours. To remove systematic effects, the direction of polarization
was reversed several times, typically once per week of experiment running time. To remove backgrounds from
interactions of the photon beam with the material of the cryostat and non-hydrogen nucleons in the butanol
target and He bath, separate data were taken using a carbon foam target, POCOFoam [166], with density
0.55 g/cm3 inserted into the cryostat. The density of the carbon foam was such that a cylinder of identical
geometric size to the butanol target provided a close approximation to the number of non-hydrogen nucleons
in the butanol target, allowing for a simple 1:1 subtraction accounting only for differences in luminosity.
Event selection is similar to that described for the Mainz Σ3 analysis. Even with the exclusivity selection,
accidental subtraction, and opening angle requirement, backgrounds persist into the missing-mass spectrum,
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Figure 4.9: Missing mass distribution for the Mainz Σ3 experiment for incident photon energy 277 ± 10 MeV,
and 90◦ − 100◦. The blue histogram is data, the green curve shows the simulated response for CS, the black
curve is a simulation of γp → pi0p events that satisfy the exclusivity requirements for CS, and the red curve is
the sum of simulated CS and pi0 background. Plot courtesy of Cristina Collicott.
similar if not worse than those shown in Fig. 4.9. Typically these backgrounds are from pi0 events, where a low-
energy decay photon escaped detection by passing up or down the beam-line, or through the gap between the
CB and TAPS. An estimate of the pi0 background was made by measuring the rate of good pi0 events where both
decay photons are detected, but one of the photons is detected in a detector region adjacent to a region with
reduced or zero acceptance. The subtraction of backgrounds is done separately for each helicity state, as the
pi0 backgrounds themselves result in non-zero asymmetries. After removing the background contributions, the
final missing-mass distribution is shown in Fig. 4.11. A simulation of the CS lineshape shows good agreement
between data and calculation for the Compton peak. A relatively conservative integration limit of 940 MeV was
used in the analysis.
Table 4.2: Predictions for proton spin polarizabilities compared with experimental extractions (in units of
10−4 fm4).
O(p4)b O(
3) O(p4)a K-matrix HDPV DR Lχ HBχPT BχPT Experiment
[167] [168] [169] [89] [97] [96] [91] [51] [54]
γE1E1 −1.9 −5.4 −1.3 −4.8 −4.3 −5.6 −3.7 −1.1± 1.8 th −3.3± 0.8 −3.5± 1.2 [38]
γM1M1 0.4 1.4 3.3 3.5 2.9 3.8 2.5 2.2± 0.5± 0.7 th 2.9± 1.5 3.16± 0.85 [38]
γE1M2 0.7 1.0 0.2 −1.8 −0.02 −0.7 1.2 −0.4± 0.4 th 0.2± 0.2 −0.7± 1.2 [38]
γM1E2 1.9 1.0 1.8 1.1 2.2 2.9 1.2 1.9± 0.4 th 1.1± 0.3 1.99± 0.29 [38]
γ0 −1.1 1.9 −3.9 2.0 −0.8 −0.4 −1.2 −2.6 −0.9± 1.4 −.90± .08± .11 [170]
γpi 3.5 6.8 6.1 11.2 9.4 13.0 6.1 5.6 7.2± 1.7 8.0± 1.8 [20]
The measured asymmetries are plotted in Fig. 4.12. The curves are from the fixed-t DR model of Pasquini
et al. [87] for values of γE1E1 ranging from8 −6.3 to −2.3, but with γM1M1 fixed at 2.9 [97]. The width of each
band represents the propagated errors using αE1 = 12.16 ± 0.58 and βM1 = 1.66 ± 0.69, as well as γ0 and γpi
from Table 4.2, combined in quadrature. The curves graphically demonstrate the sensitivity of the asymmetries
to γE1E1, showing a preferred solution of γE1E1 ≈ −4.3± 1.5.
Martel et al. [38] performed a global analysis of single and double-polarized CS data in the ∆(1232) region
8Whenever the units are omitted, it is understood that the scalar (spin) polarizabilities are measured in units of 10−4 fm3 (fm4).
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Figure 4.10: The asymmetry Σ2x for Eγ = 290 MeV. The curves are from a dispersion theory calculation [87]
with αE1, βM1, γ0, and γpi held fixed at their experimental values. The left plot has γM1M1 fixed at 2.9, and the
red, black, and blue bands are for γE1E1 equal to −3.3, −4.3, and −5.3, respectively. The width of each band
represents the propagated errors from αE1, βM1, γ0, and γpi combined in quadrature. The right plot has γE1E1
fixed at −4.3, and the red, black, and blue bands are for γM1M1 equal to 3.9, 2.9, and 1.9, respectively (in units
of 10−4fm4). Plot courtesy of Phil Martel.
[13, 38] using the DR model of Pasquini et al. [87], and the NNLO BχPT calculation of Lensky and Pascalutsa
[49] amended with some higher-order LECs which are then fitted to the data. Only Σ3 asymmetry points
below double-pion photoproduction threshold were used in the analysis. In the fitting procedure, αE1 − βM1,
αE1 + βM1, γE1E1, γM1M1, γ0, and γpi were fitted to the asymmetry data sets, and to known constraints on
αE1 +βM1, αE1−βM1, γ0, and γpi. The constraint αE1−βM1 = (7.6±0.9)×10−4 fm3 is taken from the analysis
of Ref. [65].
Table 4.3: Results from fitting Σ2x and Σ3 asymmetries using either a dispersion model calculation (Disp) [87]
or a BχPT calculation [49]. Spin polarizabilities are given in units of 10−4 fm4.
Σ2x [38] Σ3 [13] Model γE1E1 γM1M1
X Disp −4.6± 1.6 −7± 11
X Disp −1.4± 1.7 3.20± 0.85
X X Disp −3.5± 1.2 3.16± 0.85
X X BχPT −2.6± 0.8 2.7± 0.5
Table 4.3 shows results from data fitting. The first two columns give the data sets used for fitting, the third
column shows the model used, and the fourth and fifth columns show the results for γE1E1 and γM1M1. The
first data row confirms the graphical analysis of Figures 4.10 and 4.12, that the Σ2x data prefer a solution
γE1E1 ≈ −4.6× 10−4 fm4, and the data by themselves have little predictive power for γM1M1. The second data
row confirms the graphical analysis of Fig. 4.8, that the Σ3 data have reasonable sensitivity to γM1M1, and
markedly less sensitivity to γE1E1. The third row shows the results from the combined fit of Σ2x and Σ3 data
using the dispersion model [87], and the fourth row shows the combined fit using the BχPT calculation [49].
Within the uncertainties, the results for γE1E1 and γM1M1 from the two model fits are in agreement, indicating
that the model dependence of the polarizability fitting is comparable to, or smaller than, the statistical errors.
The last column of Table 4.2 displays the results of Martel et al. [38] for all four spin polarizabilities,
obtained from the combined analysis of Σ2x, Σ3 using the DR model of Pasquini et al. [87]. The empirical
results for γ0 and γpi shown therein have also been used in the analysis of Martel et al. [38]. There is a generally
good agreement between the extracted spin polarizabilities and the χPT calculations [51, 52] shown in the
table. The other calculations lack an uncertainty estimate, which makes them harder to judge. Nevertheless,
it is rather clear from the table that the fixed-t dispersive framework [87, 97] and causal K-matrix modeling
[89, 91] agree rather well with the experiment as well.
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Figure 4.11: Missing-mass spectrum after removal
of backgrounds for Eγ = 273 − 303 MeV, and
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Figure 4.12: Σ2x for Eγ = 273 − 303 MeV. The curves
are from a dispersion theory calculation [87] with αE1,
βM1, γ0, and γpi held fixed at their experimental values,
and γM1M1 fixed at 2.9 [97]. From bottom to top, the
green, blue, brown, red and magenta bands are for γE1E1
equal to −6.3, −5.3, −4.3, −3.3, and −2.3, respectively.
The width of each band represents the propagated errors
from αE1, βM1, γ0, and γpi combined in quadrature. Plot
courtesy of Phil Martel.
4.3.3. Circularly Polarized Photons and Longitudinally Polarized Target
We finally consider the following double-polarized CS asymmetry:
Σ2z =
dσRz − dσLz
dσRz + dσ
L
z
, (4.17)
where dσR(L)z is the differential cross section for right (left) circularly polarized photons to scatter from a
nucleon target polarized in the incident beam direction. Note that the value of Σ2z at the zero scattering angle
is well-known from the sum rules for the forward CS amplitudes, see Sect. 5.6.
Figure 4.13 shows the sensitivity of Σ2z to the spin polarizabilities. The definition of the curves is identical
to that of Fig. 4.10. The left panel shows little sensitivity to γE1E1, while the right panel shows significant
sensitivity to γM1M1. A measurement of Σ2z will thus compliment the information obtained from the Σ2x
asymmetry. Data taking on the Σ2z asymmetry started at MAMI in 2014, and continued in 2015.
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Figure 4.13: The asymmetry Σ2z for Eγ = 290 MeV. The curves are explained in Fig. 4.10. Plot courtesy of
Phil Martel.
4.4. Virtual Compton Scattering
Although the electric, magnetic and even the spin polarizabilities of the proton are now known with rea-
sonable accuracy from CS experiments, relatively little is known about the distribution of polarizability density
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Figure 4.14: The photon electroproduction process giving access to the VCS amplitude.
inside the nucleon. To measure a polarizability density it is necessary to use the VCS reaction [171], where the
incident photon is virtual. The VCS reaction is sensitive to the generalized electric and magnetic polarizabilities
αE1(Q
2) and βM1(Q2).9
4.4.1. Response Functions and Generalized Polarizabilities
The relationship between VCS cross sections and the polarizabilities is most easily seen in the LEX of the
unpolarized VCS cross section [171]:
d5σV CS = d5σBH+Born + |q′|ΦΨ0(|q|, , θ, φ) +O(|q′|2), (4.18)
where |q|(|q′|) is the absolute value of the incident (final) photon three-momentum in the photon-nucleon c.m.
frame,  is the photon polarization-transfer parameter, θ(φ) is the c.m. polar (azimuthal) angle for the outgoing
photon, and Φ is a phase space factor. Note that d5σBH+Born is the cross section for the Bethe-Heitler + Born
amplitudes only, i.e., no polarizability information is contained, and it is exactly calculable from QED and the
nucleon form factors (FF). The Bethe-Heitler and Born diagrams for the VCS reaction are shown in Fig. 4.14.
The polarizabilities enter the cross section expansion at order O(|q′|) through the term Ψ0, given by [66]:
Ψ0(|q|, , θ, φ) = V1
[
PLL(|q|)− PTT (|q|)

]
+ V2
√
(1 + )PLT (|q|), (4.19)
where P ’s are the response functions of unpolarized VCS, and V ’s are functions of kinematical variables, the
-dependence is written out explicitly. In the limit of |q| → 0, PLL ∝ αE1, PTT ∝ γE1M2, and PLT ∝ βM1.
Therefore, response function PLL(|q|) is proportional to αE1(Q2), PLT (|q|) is proportional to βM1(Q2) plus a
spin polarizability term, and PTT (|q|) is proportional to spin polarizabilities.
There have been two analysis techniques utilized to obtain the response functions PLL(|q|) − PTT (|q|)/
and PLT (|q|) from VCS cross sections. The first technique is the LEX, cf. Eqs. (4.18) and (4.19). In the LEX
analysis, the response functions are fitted to the θ, φ and |q′| dependence of VCS cross sections at fixed |q|
and . To find the generalized polarizabilities αE1(Q2) and βM1(Q2), a theoretical calculation of PTT and the
spin polarizability contributions to PLT must be utilized, and the predictions subtracted from the experimental
results for PLL − PTT / and PLT . VCS experiments have generally operated in kinematic regions where the
spin polarizability contributions are small, but not negligible. For example, in the kinematics of the MIT-Bates
VCS experiment [14], it is estimated that the spin polarizability contribution to PLL − PTT / is 8%, and the
contribution to PLT is 31% [174, 175].
The second technique uses the VCS dispersion model [61]. In this analysis, the VCS amplitudes obtained
from the MAID γ∗p→ piN multipoles [176] are held fixed, and the two unconstrained asymptotic contributions
to the VCS amplitudes are fit to experimental data at fixed Q2. For data fitting, a dipole ansatz has traditionally
9Note that the connection between the scalar GPs (i.e., the VCS polarizabilities discussed in this section), and the VVCS polariz-
abilities (e.g., the generalized Baldin sum rule of (5.34)) is not known at finite Q2. A low-Q relation for some of the spin GPs exists,
cf. Eq. (5.45). Alternative expansions of VVCS and VCS in generalized polarizabilities were proposed in Refs. [172] and [173].
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Figure 4.15: VCS response functions from: [14],
Mainz 2000 [21], Mainz 2008 [22], and JLab [23].
RCS points correspond with the older values for po-
larizabilities [62]. The solid curves are O(p3) HBχPT
calculation [175] with  = 0.9. The dashed curve is
a dispersion-model fit [61] to the RCS and MIT-Bates
data points. Plot courtesy of Helene Fonvieille.
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been used [61] to parametrize the asymptotic contributions:
αE1(Q
2)− αpiNE1 (Q2) =
αE1 − αpiNE1
(1 +Q2/Λ2α)
2
, (4.20a)
βM1(Q
2)− βpiNM1(Q2) =
βM1 − βpiNM1
(1 +Q2/Λ2β)
2
. (4.20b)
In the first equation, αE1 is the experimental electric polarizability from RCS, αpiNE1 is the calculated piN contri-
bution to the electric polarizability at Q2 = 0 , and αpiNE1 (Q
2) is the calculated piN contribution to the electric
polarizability at finite Q2. The definitions are the same for the magnetic polarizability. The only free param-
eters in Eq. (4.20) are Λα and Λβ. The advantage of parameterizing the generalized polarizabilities this way
is that once the parameters Λα and Λβ are fixed from fitting VCS cross sections, the formalism has predictive
power for the response functions and generalized polarizabilities at other Q2 values, provided of course the
dipole assumption in Eq. (4.20) is valid. Once the parameters Λα and Λβ are determined, the generalized
polarizabilities are calculated from Eq. (4.20), and the response functions PLL − PTT / and PLT are found by
summing the asymptotic terms with calculated spin polarizability contributions.
The VCS response functions PLL(|q|)−PTT (|q|)/ and PLT (|q|) are plotted in Fig. 4.15 for the three lowest
Q2 VCS experiments: MIT-Bates [14], Mainz [21] [22], and JLab [177]. The dashed curves in Fig. 4.15 are the
dispersion model calculations assuming the dipole choice of Eq. (4.20), and the fitted values for Λα and Λβ that
by construction make the dispersion calculations go directly through the RCS and JLab data points. As shown
in Fig. 4.15, the dipole ansatz of Eq. (4.20) allows for a unified description of all low-Q2 VCS response function
measurements, with the exception of the Mainz PLL − PTT /, and to a lesser extent PLT , measurements at
Q2 = 0.33 GeV2.
The generalized polarizabilities αE1(Q2) and βM1(Q2) are shown in Fig. 4.16. The dashed curves in the
figures are from the dispersion model calculation using the same Λα and Λβ as shown in Fig. 4.15. Similar to
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the situation shown in Fig. 4.15, the dipole assumption of Eq. (4.20) also allows for a unified description of all
low-Q2 polarizability measurements, with the exception of the Mainz measurements at Q2 = 0.33 GeV2.
The piN contribution to the electric polarizability is positive at low Q, but quickly decreases and crosses
0 at Q2 ≈ 0.1 GeV2. Having a negative contribution to electric polarizability is not unphysical. A negative
electric polarizability occurs in a class of materials known as ferroelectrics, where the internal electric field of
the material is stronger than the applied external field. The piN contribution to the magnetic polarizability
is paramagnetic (positive) in HBχPT, as discussed in Sect. 2.4. The asymptotic contribution is diamagnetic
(negative) and mimics the effect of the LECs.
4.4.2. Radial Distribution of the Electric Dipole Polarizability
Figure 4.17: The induced polarization of the pro-
ton for a transverse electric field. White denotes
positive induced polarization, and black denotes
negative induced polarization. The upper panel
is for the dispersion fit for αE1(Q2) shown in
Fig. 4.16. The lower panel is for αE1(Q2) adjusted
to fit the Mainz data. Plot courtesy of Marc Van-
derhaeghen.
The mean-square electric polarizability radius, defined
as
〈r2〉αE1 = −
6
αE1
dαE1(Q
2)
dQ2
∣∣∣∣
Q2=0
, (4.21)
was extracted for the proton by Bourgeois et al. [14] using
the DR fit to the MIT-Bates data. Their result,
〈r2〉αE1 =
(
2.02 +
[
+0.39
−0.59
])
fm2, (4.22)
where the error is statistical only, is in good agreement with
the HBχPT prediction [178] of 1.7 fm2.
The mean-square polarizability radius is thus signifi-
cantly larger than the proton mean-square charge radius
(which is about 0.77 fm2) demonstrating the dominance of
mesonic effects in the electric polarizability. The additional
e.m. vertex in the polarizability diagram relative to the FF
diagram increases the range of the interaction by approxi-
mately a factor of two as compared to the charge FF. Also of
interest is the uncertainty principle estimate for the mean
square radius of the pion cloud, 〈r2〉 ≈ (1/mpi)2 = 2 fm2,
which is in better agreement with 〈r2〉αE1 .
As seen in Fig. 4.16, there is poor agreement at Q2 =
0.33 GeV2 between the measured values of αE1(Q2) and
the dispersion model fit to the RCS and MIT-Bates data
points. This discrepancy has been analyzed by Gorchtein
et al. [179] using a light-front interpretation of the gen-
eralized polarizabilities. This formalism provides a way
to calculate deformations of the quark charge densities
when an external e.m. field is applied. They found that
adding a Gaussian term to Eq. (4.20) to improve agree-
ment with data at Q2 = 0.33 GeV2, also gives the proton
a pronounced structure in its induced polarization at large
transverse distances, 0.5 to 1 fm. This is vividly shown in
Fig. 4.17, where the bottom panel shows the effect of ad-
justing αE1(Q2) to fit the Mainz data points. Clearly, addi-
tional VCS data in the low to intermediate Q2 region 0.06
to 0.5 GeV2 are needed to confirm this prediction. New
VCS data have recently been taken by the Mainz A1 collaboration at Q2 ≈ 0.1, 0.2 and 0.5 GeV2, and this data
are currently under analysis [180].
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Lepton universality test in the photoproduction of e e+ versus µ µ+ pairs on a proton target
Vladyslav Pauk and Marc Vanderhaeghen
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Johannes Gutenberg-Universita¨t, D-55099 Mainz, Germany
(Dated: March 5, 2015)
In view of the significantly different proton charge radius extracted from muonic hydrogen Lamb shift mea-
surements as compared to electronic hydrogen spectroscopy or electron scattering experiments, we study in this
work the photoproduction of a lepton pair on a proton target in the limit of very small momentum transfer as a
way to provide a test of the lepton universality when extracting the proton charge form factor. By detecting the
recoiling proton in the  p ! l l+p reaction, we show that a measurement of a ratio of e e+ + µ µ+ over
e e+ cross sections with a relative precision of around 2 %, would allow for a test to distinguish between the
two different proton charge radii currently extracted from muonic and electronic observables.
Recent extractions of the proton charge radius from muonic
hydrogen Lamb shift measurements [1, 2] are in strong con-
tradiction, by around 7 standard deviations, with the values
obtained from energy level shifts in electronic hydrogen [3]
or from electron-proton elastic scattering experiments [4, 5].
This so-called ”proton radius puzzle” has triggered a large ac-
tivity and is the subject of intense debate, see e.g. [6–8] for
recent reviews, and references therein. One important ele-
ment in this puzzle is that the proton charge radius extrac-
tions from both electron scattering and electronic hydrogen
spectroscopy seem to be in agreement with each other. Fur-
thermore, the theory to extract the proton radius from hydro-
gen spectroscopy has been scrutinized and improved in recent
years and seems to be well under control, see [9] for a recent
review. Lepton universality requires the same radius to en-
ter in the electronic and muonic observables. If the different
charge radius extractions cannot be explained by overlooked
corrections, it would point to a violation of electron-muon
universality. Several scenarios of new, beyond the Standard
Model, physics have been proposed by invoking new particles
which couple to muons and protons, but much weaker to elec-
trons, see e.g. [10–14]. Such models would also lead to large
loop corrections to the muon’s anomalous magnetic moment,
(g 2)µ, which presently displays a 3  deviation between ex-
periment and its Standard Model prediction, see e.g. [15] for
a recent update. Explaining both the (g 2)µ discrepancy and
the proton radius puzzle by new particles coupling mainly to
muons seems an attractive perspective. It does however re-
quire a significant fine-tuning, especially for larger values of
the conjectured new particle masses, see e.g. [8] for a re-
cent review. To further test the electron-muon universality, it
has been proposed by theMUon proton Scattering Experiment
(MUSE) [16] to make a simultaneous measurement of both µp
and ep elastic scattering. The MUSE experiment aims to test
the proton charge form factor extractions from µp versus ep
scattering, by a comparison of absolute cross section measure-
ments, with a required precision on each absolute cross sec-
tion at the level of 1 %. Besides the plans to measure µp elas-
tic scattering, several new experiments are underway to extend
the ep scattering to lower momentum transfer values, down to
10 4 GeV2, and to cross-check its systematics [17, 18].
In this work, we present a complementary cross-check in
this field through a comparison of the photo-production of
e e+ versus µ µ+ pairs on a proton target. The photo-
production of a lepton pair is a well studied process, see e.g.
Ref. [19] for an older review. In the present work, we show
that by detecting the recoiling proton in the  p ! l l+p re-
action, a measurement of the ratio of the e e+ cross section
below µ µ+ threshold versus the e e+ + µ µ+ cross sec-
tion sum above µ µ+ threshold with a relative precision of
around 2 % would allow to distinguish between the different
proton charge radius extractions from muonic and electronic
observables. Furthermore, we show that the linear photon po-
larization asymmetry has a discriminatory power between the
e e+ and µ µ+ channels in the µ µ+ threshold region.
p’p
k
l −
l +
p’p
k
l −
l +
FIG. 1: Bethe-Heitler mechanism to the  p! l l+p process, where
the four-momenta of the external particles are: k for the photon,
p(p0) for initial (final) protons, and l , l+ for the lepton pair.
We will consider the lepton pair production on a proton
target,  p ! l l+p, in the limit of very small momentum
transfer, defined as t = (p   p0)2, with four-momenta as in-
dicated on Fig. 1. Furthermore, we will use in the following
the Mandelstam invariant s = (k+ p)2 = M2+2ME  , with
M the proton mass and E  the photon lab energy, as well
as the squared invariant mass of the lepton pair, defined as
M2ll ⌘ (l  + l+)2. In the limit of small  t, the Bethe-Heitler
(BH) mechanism, shown in Fig. 1 totally dominates the cross
section of the  p! l l+p reaction. As the momentum trans-
fer t is the argument appearing in the form factor (FF) in the
BH process, a measurement of the cross section in this kine-
matic regime will allow to access the proton electric FF GEp
at small spacelike momentum transfer, with a very small con-
tribution of the proton magnetic FF GMp. As the differential
cross section for the BH process is strongly peaked for lep-
tons emitted in the incoming photon direction, and as we aim
to maximize the BH contribution in this work in order to ac-
cessGEp, we will study the  p! l l+p process when (only)
detecting the recoiling proton’s momentum and angle, thus ef-
fectively integrating over the large lepton peak regions. The
lab momentum of the proton is in one-to-one relation with
the momentum transfer t: |~p 0|lab = 2Mp⌧(1 + ⌧), with
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Figure 4.18: Bethe-Heitler process in dilepton photo-
production, γp→ l−l+p.
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Figure 4.19: The differential cross-section of e+e−
photoproduction off the proton as a function of the
photon beam energy for forward-recoil kinematics.
4.5. Timelike Compton Scattering
The process of dil pton photoproduction rom protons by cosmic microwave background radiation, γp →
p`+`−, is one of the main mechanisms for deplet on of cosmic-ray energy in the universe. It is dominated
by the Bethe-Heitler (BH) process, Fig. 4.18, which can be accurately calculated from QED alone. In certain
kinematics, however, the nuclear component—represented by timelike VCS—dominates. Until now there has
been only one lab-based experiment dedicated to dilepton photoproduction off the proton [181]. Conducted in
the 70s, it aimed to measure the forward CS amplitude f(ν) at ν ≈ 2.2 GeV, and to verify the Kramers-Kronig
relation for the proton, cf. Sect. 5.6. Recently, Pauk and Vanderhaeghen [182] made a proposal to study the
ratio between photoproduction of e− + a d µ−µ+ pairs on a proton target in the limit of very small momentum
transfer. This measurement would serv as a test of lepton universality and is of interest to the proton-radius
puzzle.
Without distinguishing electrons from positrons, the cross-section element (for the e+e− photoproduction)
can be written as an incoherent sum of BH and VCS cross-sections, the interference terms drop out because of
the charge-conjugation symmetry:
dσ = dσBH + dσVCS . (4.23)
In this case VCS can be accessed only in the regions where the BH mechanism is suppressed. In the
distribution over the solid angle of the recoil proton, Ωr, the leading contribution to BH is given by the two
diagrams shown in Fig. 4.18, which are known to cancel in the forward kinematics [183]. That is to say that
dσBH/dΩr is smallest when ϑr = 0, where for pointlike proton it takes a particularly simple form:
dσBH
dΩr
(ν, ϑr = 0) =
α3
8pi4ν4
{[
4m2e + ν
2
]
K
(√
1− 4m2e
ν2
)
− 2ν2E
(√
1− 4m2e
ν2
)}
, (4.24)
with E and K being the elliptic integrals, and me the electron mass. On the other hand, if we neglect for a
moment the momentum-transfer dependence of the VCS process, the VCS cross section factorizes into the RCS
cross section and a factor responsible for the pair production:
dσ
dΩr dMee
=
dσRCS
dΩr
α
3piM2ee
√
1− 4m
2
e
M2ee
(
1 +
2m2e
M2ee
)[(
1 +
M2ee
2Mν
)2
− M
2
ee(M
2 + 2Mν)
M2ν2
]3/2
, (4.25)
where Mee is the invariant mass of the lepton pair.
The resulting angular distributions for BH and VCS, as well as their sum, are shown as functions of photon
energy in Fig. 4.19. The figure clearly shows that for beam energies above 200 MeV the CS off proton is the
dominant mechanism. Any substantial deviation from these predictions can be interpreted as the timelike
momentum-transfer dependence of the Compton process, and hence attributed to the aforementioned effects
of the timelike e.m. structure of the nucleon.
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5. Sum Rules
The fundamental relation between light absorption and scattering, encompassed for example in the cele-
brated Kramers–Kronig relation, is manifested in a variety of model-independent relations. They allow us to
express certain linear combinations of polarizabilities in terms of weighted energy integrals of total photoab-
sorption cross sections, or equivalently, in terms of the moments of structure functions [2, 61, 63, 184]. They
all are derived from the analyticity, unitarity and symmetry properties of the forward CS amplitude, depicted
in Fig. 5.1. In general, the photons are virtual, with spacelike virtuality q2 < 0. The corresponding amplitude
is then referred to as the forward doubly-virtual Compton scattering (VVCS) amplitude. In what follows we
consider its properties, sketch the derivation of the sum rules, and discuss their empirical consequences.
Figure 5.1: Forward Compton scattering: N(p) + γ(q)→ N(p) + γ(q), with either real or virtual photons.
5.1. Forward Doubly-Virtual Compton Scattering Amplitude
In the forward kinematics (t = 0), the Lorentz structure of the VVCS amplitude is decomposed in four
independent tensor forms:
Tµν(q, p) =
(
−gµν + q
µqν
q2
)
T1(ν,Q
2) +
1
M2
(
pµ − p · q
q2
qµ
)(
pν − p · q
q2
qν
)
T2(ν,Q
2)
− 1
M
γµναqα S1(ν,Q
2)− 1
M2
(
γµνq2 + qµγναqα − qνγµαqα
)
S2(ν,Q
2), (5.1)
with T1,2 the spin-independent and S1,2 the spin-dependent invariant amplitudes, functions of ν = (s− u)/4M
and Q2 = −q2. This decomposition is explicitly gauge invariant and splits into symmetric and antisymmetric
parts,
Tµν = TµνS + T
µν
A , (5.2)
which, respectively, do not and do depend on the nucleon spin. Given that the vector indices are to be contracted
with either the polarization vector, satisfying q · ε = 0, or with another gauge-invariant tensor, the terms
containing qµ or qν can be omitted, hence,10
TµνS (q, p) = −gµν T1(ν,Q2) +
pµpν
M2
T2(ν,Q
2), (5.3a)
TµνA (q, p) = −
1
M
γµναqα S1(ν,Q
2) +
Q2
M2
γµνS2(ν,Q
2). (5.3b)
One immediate observation is that the symmetry under photon crossing translates into the following conditions,
for real ν:
T1(−ν,Q2) = T1(ν,Q2), T2(−ν,Q2) = T2(ν,Q2), (5.4a)
S1(−ν,Q2) = S1(ν,Q2), S2(−ν,Q2) = −S2(ν,Q2). (5.4b)
10It is customary to write the spin-dependent amplitude with the help of the nucleon spin four-vector sα, satisfying s2 = −1 and
s · p = 0:
TµνA (q, p) =
i
M
µναβ qαsβ S1(ν,Q
2) +
i
M3
µναβ qα(p · q sβ − s · q pβ)S2(ν,Q2).
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Hence, S2 is odd with respect to the sign reflection of ν, the other amplitudes are even. We will often consider
the combination νS2, such that it has the same crossing properties as the other amplitudes.
The Born contribution to these amplitudes is well known (cf. Appendix A) and given by [61]:
TBorn1 (ν,Q
2) =
4piα
M
{
Q4
[
F1(Q
2) + F2(Q
2)
]2
Q4 − 4M2ν2 − F
2
1 (Q
2)
}
, (5.5a)
TBorn2 (ν,Q
2) =
16piαMQ2
Q4 − 4M2ν2
{
F 21 (Q
2) +
Q2
4M2
F 22 (Q
2)
}
, (5.5b)
SBorn1 (ν,Q
2) =
2piα
M
{
4M2Q2
[
F1(Q
2) + F2(Q
2)
]
F1(Q
2)
Q4 − 4M2ν2 − F
2
2 (Q
2)
}
, (5.5c)
SBorn2 (ν,Q
2) = − 8piαM
2ν
Q4 − 4M2ν2
[
F1(Q
2) + F2(Q
2)
]
F2(Q
2) , (5.5d)
where F1 and F2 are the elastic Dirac and Pauli FFs of the nucleon, which are normalized to F1(0) = Z and
F2(0) = κ. Introducing the Bjorken variable, x = Q2/2Mν, we recall that the physical region in electron
scattering corresponds with x ∈ [0, 1]. Obviously the Born graphs exhibit the pole at ν = Q2/2M ≡ νel, or
equivalently x = 1. This nucleon-pole part of the Born contribution is isolated below, see Eq. (5.13). The
non-Born part of the full amplitudes will be denoted as T i, Si.
5.2. Unitarity and Relation to Structure Functions
The optical theorem relates the absorptive parts of the forward VVCS amplitudes to the nucleon structure
functions11, or equivalently, to the cross sections of virtual-photon absorption γ∗N → X:12
ImT1(ν,Q
2) =
4pi2α
M
f1(x,Q
2) = ν σT (ν,Q
2), (5.6a)
ImT2(ν,Q
2) =
4pi2α
ν
f2(x,Q
2) =
Q2ν
ν2 +Q2
[σT + σL] (ν,Q
2), (5.6b)
ImS1(ν,Q
2) =
4pi2α
ν
g1(x,Q
2) =
Mν2
ν2 +Q2
[
Q
ν
σLT + σTT
]
(ν,Q2), (5.6c)
ImS2(ν,Q
2) =
4pi2αM
ν2
g2(x,Q
2) =
M2ν
ν2 +Q2
[
ν
Q
σLT − σTT
]
(ν,Q2), (5.6d)
where the cross sections are defined as: σT = 1/2 (σ1/2 + σ3/2) and σTT = 1/2 (σ1/2 − σ3/2) for transversely
polarized photons, and σL = 1/2 (σ1/2 + σ−1/2) for longitudinal photons, where the subscript on the right-hand
side (rhs) indicates the total helicity of the γ∗N state. The cross section σLT corresponds with a simultaneous
helicity change of the photon (from longitudinal to transverse) and the nucleon (spin-flip) such that the total
helicity is conserved. These unitarity relations hold in the physical region, where the Bjorken variable is
confined to the unit interval.
Figure 5.2 illustrates the photoabsorption process. The structure functions describing the purely elastic
scattering, shown in the left panel, are given in terms of the elastic FFs:
f el1 (x,Q
2) =
1
2
G2M (Q
2) δ(1− x), (5.7a)
f el2 (x,Q
2) =
1
1 + τ
[
G2E(Q
2) + τG2M (Q
2)
]
δ(1− x), (5.7b)
gel1 (x,Q
2) =
1
2
F1(Q
2)GM (Q
2) δ(1− x), (5.7c)
gel2 (x,Q
2) = −τ
2
F2(Q
2)GM (Q
2) δ(1− x), (5.7d)
11The unpolarized structure functions f1 and f2 are the standard F1 and F2. However, the latter notation is reserved here for the
Dirac and Pauli FFs respectively.
12The flux factor for virtual photons which goes into these cross sections is rather arbitrary, cf. [61] for common choices. Our
expressions correspond to the flux factor choice K = ν. Expressions in terms of the structure functions are not affected by the choice
of the flux factor.
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Figure 5.2: (a) ‘Elastic’ and (b) ‘inelastic’ part of the photoabsorption cross section. (a) is related to the ‘pole’
contribution, whereas (b) is related to the ‘non-pole’ contribution.
where τ = Q2/4M2, and the electric and magnetic Sachs FFs are linearly related to the Dirac and Pauli FFs as:
GE(Q
2) = F1(Q
2)− τF2(Q2), GM (Q2) = F1(Q2) + F2(Q2). (5.8)
Furthermore, δ(x) is the Dirac delta-function, such that
δ(1− x) = νel δ(ν − νel), with νel ≡ 2Mτ. (5.9)
In the limit, Q2 → ∞, fixed x, the structure functions are related to the parton distribution functions. We
are, however, interested in the limit where Q and ν are small. In this case the VVCS amplitudes can on one
hand be expanded in terms of polarizabilities and e.m. radii, and on the other in terms of moments of structure
functions. This expansion and the resulting relations between the static e.m. properties of the nucleon and the
moments of structure functions will be discussed further below. Before that, we need to establish the dispersion
relations (DRs) for the forward VVCS amplitudes.
5.3. Analyticity and Dispersion Relations
We next consider the analytic structure of the VVCS amplitudes Ti and Si in the complex plane of ν. We have
already seen that the Born contribution contains the nucleon pole at the kinematics of elastic scattering, ν = νel.
The inelastic processes are manifested in the branch cuts, starting at the first particle-production threshold ν0
and extending to infinity. Due to crossing symmetry, the analytic structure for negative real ν is similar. In any
case, the physical singularities are confined to the real axis. Elsewhere in the complex plane the amplitudes
are analytic (or, holomorphic) functions. The latter requirement is inferred by micro-causality, a fundamental
postulate of special relativity which states that all the signals propagate strictly within the light-cone.
For the subsequent discussion it is important that the VVCS amplitudes do not have a pole in the limit
Q2 → 0, then ν → 0. Such a pole can only come from the nucleon propagator entering the Born contribution.
From Eq. (5.5) we see that the pole is absent from all the amplitudes except S2. We therefore will write down
the DR for νS2, which is pole free for real photons.
These analytic properties, together with the crossing symmetry conditions from Eq. (5.4), are well-known
to result in the following DRs (cf. Appendix B for the derivation):
Ti(ν,Q
2) =
2
pi
ˆ ∞
νel
dν ′
ν ′ ImTi(ν ′, Q2)
ν ′ 2 − ν2 − i0+ , (5.10a)
S1(ν,Q
2) =
2
pi
ˆ ∞
νel
dν ′
ν ′ ImS1(ν ′, Q2)
ν ′ 2 − ν2 − i0+ , (5.10b)
νS2(ν,Q
2) =
2
pi
ˆ ∞
νel
dν ′
ν ′ 2 ImS2(ν ′, Q2)
ν ′ 2 − ν2 − i0+ , (5.10c)
where 0+ is an infinitesimally small positive number. As emphasized in the derivation of these relations, they
are only valid provided the “good” behavior of these amplitudes for large ν. It turns out that for T1 the above
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unsubtracted DR is not warranted and at least one subtraction is required. We postpone a detailed discussion
of this issue till Sect. 5.4 and Sect. 5.5 while continuing to deal here with the unsubtracted DR.
Substituting the unitarity relations, Eq. (5.6), into Eq. (5.10) we have:13
T1(ν,Q
2) =
8piα
M
ˆ 1
0
dx
x
f1(x,Q
2)
1− x2(ν/νel)2 − i0+ =
2
pi
ˆ ∞
νel
dν ′
ν ′ 2σT (ν ′, Q2)
ν ′ 2 − ν2 − i0+ , (5.12a)
T2(ν,Q
2) =
16piαM
Q2
ˆ 1
0
dx
f2(x,Q
2)
1− x2(ν/νel)2 − i0+ =
2Q2
pi
ˆ ∞
νel
dν ′
ν ′ 2[σT + σL](ν ′, Q2)
(ν ′ 2 +Q2)(ν ′ 2 − ν2 − i0+) , (5.12b)
S1(ν,Q
2) =
16piαM
Q2
ˆ 1
0
dx
g1(x,Q
2)
1− x2(ν/νel)2 − i0+ =
2M
pi
ˆ ∞
νel
dν ′
ν ′ 3
[Q
ν′σLT + σTT
]
(ν ′, Q2)
(ν ′ 2 +Q2)(ν ′ 2 − ν2 − i0+) , (5.12c)
νS2(ν,Q
2) =
16piαM2
Q2
ˆ 1
0
dx
g2(x,Q
2)
1− x2(ν/νel)2 − i0+ =
2M2
pi
ˆ ∞
νel
dν ′
ν ′ 3
[
ν′
QσLT − σTT
]
(ν ′, Q2)
(ν ′ 2 +Q2)(ν ′ 2 − ν2 − i0+) . (5.12d)
Substituting here the elastic structure functions, Eq. (5.7), we obtain the nucleon-pole contribution:
T pole1 (ν,Q
2) =
4piα
M
ν2elG
2
M (Q
2)
ν2el − ν2 − i0+
, (5.13a)
T pole2 (ν,Q
2) =
8piα νel
ν2el − ν2 − i0+
G2E(Q
2) + τG2M (Q
2)
1 + τ
, (5.13b)
Spole1 (ν,Q
2) =
4piα νel
ν2el − ν2 − i0+
F1(Q
2)GM (Q
2) , (5.13c)
[νS2]
pole (ν,Q2) = − 2piα ν
2
el
ν2el − ν2 − i0+
F2(Q
2)GM (Q
2) . (5.13d)
These pole terms vanish in the limit Q2 → 0, then ν → 0, as required.
We are now in a position to derive the various sum rules arising from low-energy and/or low-momentum
expansion of the CS amplitudes. The above DRs clearly show that the expansion in energy ν is an expansion in
the moments of structure functions. For example, the Burkhardt-Cottingham (BC) sum rule [185] arises from
taking the low-energy limit, ν → 0, of the relation (5.12d) for νS2:
0 =
ˆ 1
0
dx g2(x, Q
2), (5.14)
valid for any Q2 > 0. Note that, although the unitarity relations are valid in the physical region only, the DRs
can be valid outside of the physical region. The photon virtuality must nevertheless be spacelike, Q2 > 0, in
order to exclude the particle production off the external photons.
Subtracting the DR (5.12d) at ν = 0, and using the BC sum rule, we obtain:
S2(ν,Q
2) =
64piαM4ν
Q6
ˆ 1
0
dx
x2g2(x,Q
2)
1− x2(ν/νel)2 − i0+ =
2M2ν
pi
ˆ ∞
νel
dν ′
ν ′
[
ν′
QσLT − σTT
]
(ν ′, Q2)
(ν ′ 2 +Q2)(ν ′ 2 − ν2 − i0+) . (5.15)
This expression could be obtained immediately by writing the DR for S2, rather than νS2, but then we would
not have established the BC sum rule. Substituting in here the elastic g2, we find that the pole and Born part
of S2 coincide, see Eq. (C.5).
13Using that, with x = νel/ν, νel = Q
2
/2M, the change of the integration variable from ν to x goes as:
ˆ ∞
νel
dν
νn
f(ν,Q2) =
(
2M
Q2
)n−1ˆ 1
0
dxxn−2f(x,Q2). (5.11)
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5.4. Sum Rules for Real Photons
We start with considering the model-independent of (5.12) for the case of Q2 = 0. The amplitudes T2 and
S2 drop out, and so do the cross sections containing longitudinal photons. We thus have:
T1(ν, 0) =
2
pi
ˆ ∞
0
dν ′
ν ′ 2σT (ν ′)
ν ′ 2 − ν2 − i0+ , (5.16a)
S1(ν, 0) =
2M
pi
ˆ ∞
0
dν ′
ν ′ σTT (ν ′)
ν ′ 2 − ν2 − i0+ . (5.16b)
The cross sections σT and σTT are, respectively, the unpolarized and helicity-difference photoabsorption cross
sections: 1/2 (σ1/2 ± σ3/2). The amplitudes T1(ν, 0) and S1(ν, 0) are (up to overall factors) identical to the RCS
amplitudes A1(ν, 0) and A3(ν, 0) introduced in Sect. 3, and hence the above DRs apply to the latter amplitudes
too.
The low-energy expansion of the amplitudes goes as:
1
4pi
T1(ν, 0) = −Z
2α
M
+ (αE1 + βM1)ν
2 +
[
αE1ν + βM1ν + 1/12 (αE2 + βM2)
]
ν4 +O(ν6), (5.17a)
1
4pi
S1(ν, 0) = −ακ
2
2M
+Mγ0ν
2 +Mγ¯0ν
4 +O(ν6), (5.17b)
where the O(ν0) terms represent the low-energy theorem (LET) [138, 139]; the scalar polarizabilities αE
and βM are introduced in Sect. 2; the forward spin polarizabilities γ0, γ¯0 are linear combinations of spin
polarizabilities, e.g.:
γ0 = −(γE1E1 + γM1M1 + γE1M2 + γM1E2). (5.18)
The rhs of Eq. (5.16) can also be Taylor expanded in ν2 and each term matched to the low-energy expansion
of the amplitude on the left-hand side (lhs). We however run immediately into the following difficulty. At ν = 0
(the 0th order in ν), the relation for T1 yields an apparently wrong result:
−Z2α/M = (2/pi)
ˆ ∞
0
dν σT (ν). (5.19)
The lhs is negative definite whereas the rhs is positive definite. The empirical knowledge of the photoabsorption
cross section for the nucleon shows in addition that the integral on the rhs diverges. This invalidates the
unsubtracted DR for T1. A common choice is to make a subtraction at ν = 0, and use the LET to obtain:
T1(ν, 0) = −4piZ
2α
M
+
2ν2
pi
ˆ ∞
0
dν ′
σT (ν
′)
ν ′ 2 − ν2 − i0+ . (5.20)
The integral now converges and its evaluation for the proton will be discussed in Sect. 5.6.
Matching the low-energy expansion of T1 at O(ν2), one obtains the Baldin sum rule [2]:
αE1 + βM1 =
1
2pi2
ˆ ∞
0
dν
σT (ν)
ν2
. (5.21)
At O(ν4), we obtain a sum rule for a linear combination of the energy slope of the dipole polarizabilities (αE1ν ,
βM1ν) and the quadrupole polarizabilities (αE2, βM2) [60]:
αE1ν + βM1ν + 1/12 (αE2 + βM2) =
1
2pi2
ˆ ∞
0
dν
σT (ν)
ν4
, (5.22)
referred to as the 4th-order Baldin sum rule.
Considering the low-energy expansion of S1, at the 0th order one obtains the celebrated Gerasimov-Drell-
Hearn (GDH) sum rule [186–188]:
α
M2
κ2 = − 1
pi2
ˆ ∞
0
dν
σTT (ν)
ν
, (5.23)
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which expresses the anomalous magnetic moment κ in terms of an energy-weighted integral of the helicity-
difference photoabsorption cross section. This is probably the best studied sum rule. It directly demonstrates
the idea of expressing a purely quantum effect, which is the anomalous magnetic moment, in terms of a
classical quantity, which is the cross section. The perturbative verifications of the GDH sum rule in QED and
other quantum field theories provide further insight into quantum dynamics (see, e.g., Refs. [189–193]).
At O(ν2) one arrives at the forward spin polarizability (FSP) sum rule, also referred to as the Gell-Mann,
Goldberger and Thirring (GGT) sum rule [184]:
γ0 =
1
2pi2
ˆ ∞
0
dν
σTT (ν)
ν3
, (5.24)
while at O(ν4) one obtains the higher-order FSP sum rule [170]:
γ¯0 =
1
2pi2
ˆ ∞
0
dν
σTT (ν)
ν5
. (5.25)
The numerical evaluation of these sum rules based on empirical photoabsorption cross sections is discussed
in Sect. 5.6.
5.5. Relations at Finite Q
The main idea in the derivation of sum rules is to use the unitarity relations in combination with the
DRs, Eq. (5.12), and then expand the left- and right-hand sides in the photon energy ν and the virtuality Q2.
In so doing, one expresses the static e.m. properties of the nucleon (e.g., magnetic moment, charge radius,
polarizabilities), which appear as coefficients in the low-momentum expansion of the VVCS amplitudes, in
terms of the moments of its structure functions. In what follows, we derive a number of such sum rules and
relations for the spin-independent and spin-dependent properties of the nucleon.
5.5.1. Spin-Independent Relations
As we have established, for Q2 = 0 the convergence properties of the T1 amplitude are such that its DR
requires one subtraction. It is customary to choose ν = 0 as the subtraction point, leading to:
T1(ν,Q
2) = T1(0, 0) +
2
pi
{ˆ ∞
νel
dν ′
ν ′ ImT1(ν ′, Q2)
ν ′ 2 − ν2 − i0+ −
ˆ ∞
0
dν ′
ImT1(ν
′, 0)
ν ′ − i0+
}
. (5.26)
The subtraction term, in accordance with the classic LET of Low [138], Gell-Mann and Goldberger [139], is
given by the Thomson term:
T1(0, 0) = −4piZ2α/M, (5.27)
while the rest of the amplitude T1(ν,Q2) could completely be determined by an integral of ImT1 = (4pi2α/M)f1.
That would be quite remarkable, because we could calculate T1(0, Q2) and then for instance take its non-Born
piece which goes as:
T 1(0, Q
2) = 4piβM1Q
2 +O(Q4), (5.28)
and extract the magnetic polarizability. In other words, we could have a sum rule for βM1 and for αE1 sepa-
rately, rather than together as in the Baldin sum rule.
Unfortunately, this appears to be not possible, as the DR requires a subtraction at each Q2, cf. [194–196].
In this case T1(0, Q2) is an unknown subtraction function, and the corresponding DR reads:
T1(ν,Q
2) = T1(0, Q
2) +
2ν2
pi
ˆ ∞
νel
dν ′
ImT1(ν
′, Q2)
ν ′(ν ′ 2 − ν2 − i0+) ,
= T1(0, Q
2) +
32piαMν2
Q4
ˆ 1
0
dx
x f1(x,Q
2)
1− x2(ν/νel)2 − i0+ , (5.29)
= T1(0, Q
2) +
2ν2
pi
ˆ ∞
νel
dν ′
σT (ν
′, Q2)
ν ′ 2 − ν2 − i0+ .
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For the other spin-independent amplitude we shall continue to use the unsubtracted DR of Eq. (5.12b).
In the real-photon limit, an immediate observation is that
∂
∂Q2
T2(ν,Q
2)
∣∣∣
Q2=0
=
T1(ν, 0)− T1(0, 0)
ν2
=
2
pi
ˆ ∞
0
dν ′
σT (ν
′)
ν ′ 2 − ν2 − i0+ . (5.30)
For finite Q, the pole part of the amplitudes, T polei in Eq. (5.13), satisfies the DR with the elastic part of the
structure functions. We therefore consider just the non-pole parts and their determination from the inelastic
structure functions.
The low-energy, low-momentum expansion of the spin-independent amplitudes is given by:
1
4pi
[
T1 − T pole1
]
(ν,Q2) = − Z
2α
M
+
(
Zα
3M
〈r2〉1 + βM1
)
Q2 + (αE1 + βM1) ν
2
+
[
αE1ν + βM1ν + 1/12 (αE2 + βM2)
]
ν4 + . . . , (5.31a)
1
4pi
[
T2 − T pole2
]
(ν,Q2) = (αE1 + βM1)Q
2 +
[
αE1ν + βM1ν + 1/12 (αE2 + βM2)
]
Q2ν2 + . . . . (5.31b)
where, in case of T1, the Thomson term and the Dirac radius 〈r2〉1 = −6 d/dQ2 F1(Q2)|Q2=0, come from the
non-pole part of the Born contribution.
The fact that the same combination of polarizabilities enters in both amplitudes follows from Eq. (5.30).
We thus see for instance that the Baldin sum rule can equivalently be written as:
αE1 + βM1 = lim
Q2→0
8αM
Q4
ˆ x0
0
dxx f1(x,Q
2) = lim
Q2→0
4αM
Q4
ˆ x0
0
dx f2(x,Q
2), (5.32)
where x0 is the inelastic threshold. At the next order in ν2, we have the 4th-order sum rule:
αE1ν+βM1ν+1/12 (αE2+βM2) = lim
Q2→0
32αM3
Q6
ˆ x0
0
dxx3 f1(x,Q
2) = lim
Q2→0
16αM3
Q6
ˆ x0
0
dxx2 f2(x,Q
2). (5.33)
These sum rules can be generalized to finite Q, and the usual choice is to do that using f1. For instance, the
generalization of the Baldin sum rule reads [61]:
αE1(Q
2) + βM1(Q
2) =
8αM
Q4
ˆ x0
0
dxx f1(x,Q
2). (5.34)
It was evaluated in Ref. [197], and more recently in Refs. [57, 58] using an improved empirical parametrization
of the structure function f1.
In general, the relation in Eq. (5.30) implies that the longitudinal structure function:
fL(x,Q
2) = −2xf1(x,Q2) + f2(x,Q2), (5.35)
which is known to vanish for asymptotically large Q2 (Callan–Gross relation), also vanishes for low Q2, and its
moments go as: limQ2→0Q−4−2n
´
dxx2n fL(x,Q
2) = 0.
It is natural to consider the combination, f˜L ≡ fL + (2Mx/Q)2f2 = Q2σL(ν,Q2)/4pi2α, and define a
longitudinal polarizability as:14
αL(Q
2) =
4αM
Q6
ˆ x0
0
dx f˜L(x,Q
2) =
1
2pi2
ˆ ∞
ν0
dν
σL(ν,Q
2)
Q2ν2
. (5.36)
At low Q2 this quantity is easily described in BχPT, but not in HBχPT, cf. [34, Fig. 3]. As all the quantities
involving the longitudinal polarization, it is fairly insensitive to the ∆(1232)-resonance excitation.
14This definition differs from the original one [61] by a factor 1/Q2, and as the result, αL(0) is not vanishing here.
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5.5.2. Spin-Dependent Relations
The sum rule derivation for the spin-dependent amplitudes proceeds in the same steps. As noted earlier,
the DR for νS2 in the limit ν → 0 leads to the BC sum rule [185], see Eq. (5.14). This sum rule implies the
following relation between the elastic and inelastic part of S2:
I2(Q
2) ≡ 2M
2
Q2
ˆ x0
0
dx g2(x,Q
2) =
1
4
F2(Q
2)GM (Q
2). (5.37)
We next consider the simultaneous expansion of the non-pole parts in ν and Q2 [59, 198]:
1
4pi
[
S1 − Spole1
]
(ν,Q2) =
α
2M
κ2
[
−1 + 1
3
Q2〈r2〉2
]
+Mγ0 ν
2 + M Q2
{
γE1M2
−3Mα[P ′(M1,M1)1(0) + P ′(L1,L1)1(0)]}+O(ν4, ν2Q2, Q4), (5.38a)
ν
4pi
[
S2 − Spole2
]
(ν, 0) = −M2ν2
{
γ0 + γE1E1
−3Mα[P ′(M1,M1)1(0)− P ′(L1,L1)1(0)]}+O(ν4), (5.38b)
where κ is the nucleon anomalous magnetic moment; 〈r2〉2 = −6/κ d/dQ2 F2(Q2)|Q2=0 is the mean-square
Pauli radius; γE1M2 and γE1E1 are the spin polarizabilities; γ0 is the forward spin polarizability; and P s are
the generalized polarizabilities (GPs) coming from the VCS, see Eq. (5.46) below. In case of S1, the first
term originates from the difference between the Born and pole amplitudes, whereas polarizabilities affect the
non-Born part of the amplitudes only.
On the rhs of the DRs for S1 and S2 we have an expansion in terms of moments of the spin structure
functions g1 and g2. The 0th moment of g1 is related to the generalized GDH integrals:
I1(Q
2) =
2M2
Q2
ˆ x0
0
dx g1(x,Q
2), (5.39a)
IA(Q
2) =
2M2
Q2
ˆ x0
0
dx gTT (x,Q
2) =
M2
4pi2α
ˆ ∞
ν0
dν
ν
σTT (ν,Q
2), (5.39b)
with gTT = g1 − (4M2x2/Q2)g2. In the limit, Q→ 0, ν → 0, they yield the GDH sum rule of (5.23):
−14κ2 = I1(0) = IA(0). (5.40)
The 2nd moments appear in the following generalization of the forward spin polarizabilities [61]:
γ0(Q
2) =
16αM2
Q6
ˆ x0
0
dxx2 gTT (x,Q
2) =
1
2pi2
ˆ ∞
0
dν
ν3
σTT (ν,Q
2), (5.41)
δLT (Q
2) =
16αM2
Q6
ˆ x0
0
dxx2[g1 + g2](x,Q
2) =
1
2pi2
ˆ ∞
0
dν
ν2Q
σLT (ν,Q
2), (5.42)
which evidently satisfy the following relations at Q2 = 0:
γ0 = lim
Q2→0
16αM2
Q6
ˆ x0
0
dxx2 g1(x,Q
2), (5.43)
δLT = γ0 + lim
Q2→0
16αM2
Q6
ˆ x0
0
dxx2 g2 (x, Q
2). (5.44)
The first of these is simply the GTT sum rule given in Eq. (5.24). At large Q2, where the Wandzura–Wilczek
relation [199] [quoted in Eq. (6.45) below] is applicable and the elastic contributions can be neglected, one
can show that [61]: δLT (Q2) = 13γ0(Q
2).
From the Q2 term in the expansion of S1, and the ν2 term in the expansion of S2, one obtains the following
relations involving the GPs [59]:
αI ′1(0) =
1
12ακ
2〈r2〉2 + 12M2γE1M2 − 32αM3
[
P ′(M1,M1)1(0) + P ′(L1,L1)1(0)
]
, (5.45a)
δLT = −γE1E1 + 3αM
[
P ′(M1,M1)1(0)− P ′(L1,L1)1(0)]. (5.45b)
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The momentum derivatives of the GPs are given by:
P ′ (M1,M1)1(0)± P ′ (L1,L1)1(0) ≡ d
dq2
[
P (M1,M1)1(q2)± P (L1,L1)1(q2)
]
q2=0
, (5.46)
with q2 being the initial photon c.m. three-momentum squared. The superscript indicates the multipolarities,
L1(M1) denoting electric (magnetic) dipole transitions of the initial and final photons, and ‘1’ implies that
these transitions involve the spin-flip of the nucleon, cf. [66, 171]. An empirical implication of these relations,
in the context of the so-called “δLT -puzzle", is briefly considered in Sect. 7.
Another combination of the 2nd moments of spin structure functions, i.e.:
d¯2(Q
2) =
ˆ x0
0
dxx2
[
3g2(x,Q
2) + 2g1(x,Q
2)
]
, (5.47)
is of interest in connection to the concept of color polarizability [200]. In terms of the above-introduced
quantities it reads:
d¯2(Q
2) =
Q4
8M4
{
M2Q2
α
δLT (Q
2) +
[
I1(Q
2)− IA(Q2)
]}
, (5.48)
and goes as Q6 for low Q.
5.6. Empirical Evaluations of Sum Rules
Recall that the forward RCS is described by two scalar amplitudes, denoted here [and in Eq. (4.10a)] as:
f(ν) ≡ T1(ν, 0)
4pi
=
√
s
2M
(
Φ1 + Φ5
)∣∣
θ=0
, g(ν) ≡ νS1(ν, 0)
4piM
=
√
s
2M
(
Φ1 − Φ5
)∣∣
θ=0
, (5.49)
Figure 5.3: Amplitude f(ν) for the proton obtained from Eq. (5.50a) using different fits of the total photoab-
sorption cross section [17, 60, 201, 202] (fit I & II refer to the results of Ref. [60]). The experimental point is
from DESY [181].
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Figure 5.4: Spin-dependent amplitude g(ν) obtained from Eq. (5.50b). The lower panel shows also the BχPT
predictions for this amplitude [49, 54].
where the helicity amplitudes Φi are introduced in Sect. 3.2. The corresponding DRs, Eqs. (5.20) and (5.16b),
read then as follows:
f(ν) = −Z
2α
M
+
ν2
2pi2
ˆ ∞
0
dν ′
σT (ν
′)
ν ′ 2 − ν2 − i0+ , (5.50a)
g(ν) =
ν
2pi2
ˆ ∞
0
dν ′
ν ′σTT (ν ′)
ν ′ 2 − ν2 − i0+ . (5.50b)
Therefore, given the total unpolarized cross section σT and the helicity-difference cross-section σTT , the for-
ward CS can be completely determined. The cross sections for the proton are fairly well known. Their most
recent fits and the evaluation of the integrals are performed by Gryniuk et al. [60]. The corresponding results
for the amplitudes are displayed in Fig. 5.3 and Fig. 5.4. The first figure shows also the results of previous eval-
uations and an experimental point from the DESY 1973 experiment [181]. In the second figure the upper panel
shows the fit to Im g together with the corresponding result for the real part. The lower panel shows a compar-
ison of these results with a BχPT calculation at lower energy. Given these amplitudes, one can determine the
two non-vanishing (in the forward limit) observables:
dσ
dΩL
θ=0
= |f |2 + |g|2, Σ2z θ=0= −fg
∗ + f∗g
|f |2 + |g|2 . (5.51)
The obtained Σ2z [203], compared with the BχPT predictions, demonstrates the importance of chiral dynamics
in this observable, cf. [54, Fig. 16].
One can also evaluate the various sum rules presented in Sect. 5.4. Evaluations of the sum rules deriving
from f(ν) (i.e., Baldin sum rule, etc.) are gathered in Table 5.1 for the proton and neutron, respectively. These
results are summarized and compared to the state-of-art χPT results in Figures 7.1 and 7.2.
Damashek and Gilman [201] initiated a study of the high-energy behavior of the amplitude f(ν) for the
proton. In addition to the Regge prediction, they found a constant contribution comparable in sign and mag-
nitude to the Thomson term: −α/M ' −3.03µb GeV. This extra constant is assumed to correspond to a
45
fixed J = 0 Regge pole (αi(t) = 0) [204, 205], originating from local photon interactions with the constituent
quarks. Based on newer photoabsorption data, Gorchtein et al. [206] have obtained a significantly smaller
value f(∞) = (−0.72± 0.35)µb GeV.
Recently, Gasser et al. [29] have made a sum rule determination of the proton-neutron difference (isovector
combination) of the electric dipole polarizability:
α
(p−n)
E1 = −1.7(4)× 10−4 fm3. (5.52)
Their calculation is based on a Reggeon dominance assumption, which means there is no fixed pole in the
isovector CS amplitude. It could be that the fixed pole, which is likely to be present for the proton, is canceled
exactly by the one of the neutron. However, this is yet to be verified. The fact that the above value is in
agreement with the empirical information on the isovector polarizability is certainly encouraging.
Table 5.1: Empirical evaluation of spin-independent sum rules for the proton and neutron.
Baldin SR 4th-order SR 6th-order SR Re f(ν = 2.2 GeV)
[10−4 fm3] [10−4 fm5] [10−4 fm7] [µb GeV]
Proton Neutron Proton Neutron Proton Proton
Gryniuk et al. [60] 14.00± 0.20 6.04± 0.03 4.39± 0.03 −10.18
Armstrong et al. [202] −10.8
Damashek and Gilman [201] 14.2± 0.3
Schröder [207] 14.7± 0.7 13.3± 0.7 6.4 5.6
Babusci et al. [208] 13.69± 0.14 14.40± 0.66
Levchuk and L’vov [209] 14.0(3 . . . 5) 15.2± 0.4
Olmos de León et al. [17] 13.8± 0.4 −10.5
MAID (pi channel) [210] 11.63 13.28
SAID (pi channel) [211] 11.5 12.9
Alvensleben et al. [181] −12.3± 2.4
Table 5.2: Empirical evaluation of the GDH and GTT sum rules for the proton and neutron.
GDH SR [µb] γ0 [10−4 fm4]
Proton Neutron Proton Neutron
Sum rule value (lhs) 205 233
GDH-Coll. [212–215] 212± 17 225 −1.01± 0.13
Gryniuk et al. [203] 204.5± 9.4 −0.93± 0.06
Pasquini et al. [170] 210± 15 −0.90± 0.14
Babusci et al. [96] −1.5 −0.4
Schumacher and Levchuk [216] −0.58± 0.20 0.38± 0.22
MAID (pi channel) [210] −165.65 −132.32 −0.730 −0.005
SAID (pi channel) [211] −187 −137 −0.85 −0.08
The evaluations of the GDH and GTT sum rules, deriving from g(ν), are presented in Table 5.2 and Fig. 7.4.
These results became largely possible due to the GDH-Collaboration data for the helicity-difference photoab-
sorption cross section, in the region from 0.2 to 2.9 GeV [212, 214, 217, 218].
For the proton, the running GDH integral,
IGDHrun (νmax) =
ˆ νmax
ν0
dν
ν
[
σ3/2(ν)− σ1/2(ν)
]
, (5.53)
with ν0 being the lowest particle-production threshold, effectively set by the pion-production threshold νpi =
mpi + (m
2
pi +Q
2)/(2M), evaluates to [212]:
IGDHrun (2.9 GeV) = 226± 5 stat ± 12 syst µb, (5.54)
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where the unmeasured low-energy region is covered by MAID [210] and SAID [211] analyses. The extrapolated
result,
IGDHrun (∞) = 212± 6 stat ± 16 syst µb, (5.55)
is in agreement with the GDH sum rule value (obtained by substituting the proton anomalous magnetic
moment): 205µb. The negative contribution to the integrand at higher energies is supported by a Regge
parametrization of the polarized data, as well as by fits of deep-inelastic scattering (DIS) data [219, 220].
The neutron cross section is extracted from the difference of deuteron and proton cross sections, see Aren-
hovel [221] for critical discussion. Presently, the GDH integral for the neutron is estimated to be 225µb, which
compares well to the sum rule value of 233µb. Table 5.2 summarizes the GDH sum rule results for the proton
and neutron.
In future, one would like to measure the neutron cross sections based on 3He targets. Since the proton spins
are paired in the ground state, a polarized 3He target is a good alternative to the non-existent free neutron
target. The neutron spin structure is quite similar to the one of 3He. Therefore, in contrast to deuterium,
the magnetic moment of 3He is comparable to that of the neutron, with the GDH integral equal to: −496µb.
Below the pion-production threshold, the dominant channels are the two- and three-body breakup reactions:
3 ~He (~γ,n) d and 3 ~He (~γ,n) pp. The latter has been experimentally accessed at HIGS [222]. At MAMI, the
helicity-dependent total inclusive 3He cross section is measured with circularly polarized photons in the energy
range: 200 < ν < 500 MeV [223]. An estimate of the GDH sum rule for the neutron based on 3He experiments
has not yet been done.
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6. Proton Structure in (Muonic) Hydrogen
An exciting development in the field of nucleon structure has come recently from atomic physics. The
CREMA collaboration discovery of the 2P − 2S transitions in muonic hydrogen (µH) has led to a precision
measurement of the proton charge radius [24, 25]. The resulting value is an order of magnitude more precise
than that from hydrogen spectroscopy (H) or electron-proton (ep) scattering. It also turned out to be sub-
stantially (7σ) different from the CODATA value [224], which had been the standard value based on H and
ep scattering. The latter discrepancy is known as the proton-radius puzzle (see Sect. 7.3 for more details and
references).
In this section we examine the proton structure effects in hydrogen-like atoms. While all the following
formulae are applicable to both H and µH, the numerics will only be worked out for µH. As far as proton
structure is concerned, all the effects are much more pronounced in µH.15 The proton charge radius, for
example, is the second largest contribution to the µH Lamb shift (after the vacuum polarization due to the
electron loop in QED), cf. Fig. 6.1.
The proton structure effects are naturally divided into two categories:
(i) Finite-size (or ‘elastic’) effects, i.e., the effect of the elastic FFs, GE and GM .
(ii) Polarizability16 (or ‘inelastic’) effects, which basically is everything else.17
Assuming the proton e.m. structure is confined within a femtometer radius, the finite-size effects can be
expanded in the moments of charge and magnetization distributions, ρE(r) and ρM (r), which are the Fourier
transforms of the elastic FFs GE and GM , respectively. To O(α5), the finite-size effects in the hydrogen Lamb
shift and hyperfine splitting (HFS) are found as (omitting recoil) [225]:
ELS ≡ E(2P1/2)− E(2S1/2) = −
Zα
12a3
[
R2E − (2a)−1R3F
]
+O(α6), (6.1a)
EHFS(nS) ≡ E(nSF=11/2 )− E(nSF=01/2 ) = EF (nS)
[
1− 2a−1RZ
]
+O(α6), (6.1b)
where a = 1/(Zαmr) is the Bohr radius, Z is the nuclear charge (Z = 1 for the proton), EF is the Fermi energy
of the nS-level:
EF (nS) =
8Zα
3a3
1 + κ
mM
1
n3
, (6.2)
and the radii are defined as follows (for other notations, see Sect. 1.1):
 Charge radius (shorthand for the root-mean-square (rms) radius of the charge distribution):
RE =
√
〈r2〉E , 〈r2〉E ≡
ˆ
dr r2ρE(r) = −6 d
dQ2
GE(Q
2)
∣∣∣
Q2=0
; (6.3a)
 Friar radius (or, the 3rd Zemach moment):
RF =
3
√
〈r3〉E(2), 〈r3〉E(2) ≡
48
pi
ˆ ∞
0
dQ
Q4
[
G2E(Q
2)− 1 + 13R2E Q2
]
; (6.3b)
 Zemach radius:
RZ ≡ − 4
pi
ˆ ∞
0
dQ
Q2
[
GE(Q
2)GM (Q
2)
1 + κ
− 1
]
. (6.3c)
A derivation of these formulae will be given in Sect. 6.2.
The proton polarizability effects begin to contribute at order (Zα)5m4r . The usual way of calculating these
effects is through the two-photon exchange (TPE) diagram, see Sect. 6.3. The elastic effects beyond the charge
radius (i.e., the contributions of Friar and Zemach radii), together with some recoil corrections, are sometimes
referred to as the ’elastic TPE’. Therefore the TPE effect is split into the ‘elastic’ and ‘polarizability’ contribution
(see, e.g., Fig. 6.1).
15 In layman’s terms, because the Bohr radius of µH is about 200 times smaller than that of H, the muon comes much closer to
the proton, thus having a “better view” (or, more precisely, spending considerably more time “inside the proton”, thus “feeling” less
Coulomb attraction).
16In the literature polarizability is sometimes called polarization. We prefer to reserve the latter for the proton spin polarization.
17In exceptional cases, ‘inelastic’ may refer to only a part of the polarizability effect, as explained in Sect. 6.4.1.
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Figure 6.1: The budget of the µH Lamb shift [226].
The TPE is displayed in blue; we give estimates for
the elastic and polarizability contributions (unfilled
bars), as well as for the total TPE contribution (solid
bar). The proton radius discrepancy (shown in red)
amounts to 0.31 meV. The theoretical uncertainty is
estimated as 0.0025 meV, cf. Eq. (6.6a).
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Fig. 1. 2S and 2P energy levels. The measured transitions ⌫t [9] and ⌫s [71] are indicated together with the Lamb shift, fine
and hyperfine splittings, and finite-size effects. The main figure is drawn to scale. The inset zooms in on the 2P states. Here, the
mixing of the 2P (F = 1) levels shifts them by±  (see Eq. (7)).
2S-HFS is challenging because of the following:
• All corrections are mixed as ↵x (Z↵)y (m/M)z r tE.• There are large finite-size and recoil (m/M ⇡ 1/9) corrections.
• One cannot develop the calculation in a systematic way, such as in g   2 for free particles.
• Widely different scales are involved: the masses, the three-momenta, and the kinetic energies of
the constituents.
• Different authors use different terminologies for identical terms.
• Differentmethods are being used: Schrödinger equation+ Breit corrections versus Dirac equation,
Grotch- versus Breit-type recoil corrections, all-order versus perturbative in (Z↵) and finite-size,
non-relativistic QED (NRQED), etc.
In this study, we summarize all known terms included in the Lamb shift and the 2S-HFS predictions
which are used in [71] to determine the proton charge radius and the Zemach radius. The majority
of these terms can be found in the works of Pachucki [10,11], Borie [12], and Martynenko [72,73].
These earlier works have been reviewed in Eides et al. [74,75]. After the publication of [9], a number of
authors have revisited the theory inmuonic hydrogen, e.g. Jentschura [76,77], Karshenboim et al. [78],
and Borie [79]. Note that the arXiv version 1103.1772v6 of Borie’s article [79] contains corrections to
the published version, which is why we refer to ‘‘Borie-v6’’ here. In addition, Indelicato [80] checked
and improved many of the relevant terms by performing numerical integration of the Dirac equation
with finite-size Coulomb and Uehling potentials. Carroll et al. started a similar effort [81].
2. The experimental Lamb shift and 2S-HFS
The 2S and 2P energy levels inmuonic hydrogen are presented in Fig. 1. Because themeasurements
of the Lamb shift involve only n = 2 states, the main term of the binding energy (632 eV given by the
Bohr structure) drops out and the results do not depend on the Rydberg constant.
The 2S–2P splitting arises from relativistic, hyperfine, radiative, recoil, and nuclear structure
effects. The Lamb shift is dominated by the one-loop electron–positron vacuum polarization of
205 meV. The experimental uncertainty of the Lamb shift is of relative order ur ⇡ 10 5. Thus, the
various contributions to the Lamb shift should be calculated to better than⇠0.001 meV to be able to
exploit the full experimental accuracy.
Figure 6.2: 2S and 2P energy levels in µH. The two
mea ured transition frequencies, νt [24] and νs [25],
are indicated together with the Lamb shift, fine and
hyperfine structure, and finite-size effects. The main
figure is drawn to scale. The inset zooms in on the
2P states. Here, the mixing of the 2PF=1-levels shifts
them by ±δ. Plot courtesy of Aldo Antognini.
6.1. Charge and Zemach Radii from Muonic Hydrogen
Figure 6.2 shows the n = 2 energy-level scheme of µH and the measured transitions, i.e.:
hνt = E(2P
F=2
3/2 )− E(2SF=11/2 ), (6.4a)
hνs = E(2P
F=1
3/2 )− E(2SF=01/2 ). (6.4b)
The obtained experimental values for the Lamb shift and the HFS [24, 25, 226],
EexpLS = 1/4hνs + 3/4hνt − EFS(2P )− 1/8EHFS(2P3/2)− 1/4 δ = 202.3706(23) meV, (6.5a)
EexpHFS(2S) = hνs − hνt + EHFS(2P3/2)− δ = 22.8089(51) m V, (6.5b)
thus rely on the theoretical calculation of the fine and hyperfine splittings of the 2P -levels [227]:
 2P fine structure splitting: EFS(2P ) = 8.352082 meV,
 2P3/2 hyperfine structure splitting: EHFS(2P3/2) = 3.392588 meV,
 2PF=1 level mixing: δ = 0.14456 meV.
Furthermore, the extraction of charge and Zemach radii from µH relies on t following theoretical descrip-
tion of the (2P − 2S) Lamb shift and the 2S HFS [226] (in units of meV):
EthLS = 206.0336(15)− 5.2275(10) (RE/fm)2 + ETPELS , with ETPELS = 0.0332(20), (6.6a)
EthHFS(2S) = 22.9763(15)− 0.1621(10) (RZ/fm) + EpolHFS(2S) , with EpolHFS(2S) = 0.0080(26), (6.6b)
where ETPELS contains the Friar radius, recoil finite-size effects, and the polarizability effects; E
pol
HFS(2S) is the
HFS polarizability effect only. The precise numerical values of these TPE effects will be considered in Sect. 6.4.
For review of the QED effects we refer to Refs. [225, 228, 229].
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Fitting the theory to experiment thus allows one to extract both the proton charge radius: RE = 0.84087(39) fm,
and the Zemach radius: RZ = 1.082(37) fm.18 One caveat here, as pointed out by Karshenboim [232, 233], is
that this extraction relies on the Friar radius obtained from empirical FFs, which in turn have a different RE
than extracted from the µH Lamb shift. This issue will be discussed in Sect. 6.2.2.
6.2. Finite-Size Effects by Dispersive Technique
Figure 6.3: One-
photon exchange
graph with nucleon
FFs, giving rise to
FSE.
The usual derivation of the finite-size effects (FSE) is done in terms of the charge
and magnetization densities (see, e.g., Friar [234]), which makes it difficult to derive
the relativistic corrections. We choose a different path [235] and derive the Breit
potential from the manifestly Lorentz-invariant expression for the Feynman diagram of
Fig. 6.3, with the e.m. vertex of the nucleus given by:19
Γµ = ZeγµF1(Q
2)− Ze
2M
γµνqνF2(Q
2). (6.7)
The Dirac and Pauli FFs are then assumed to fulfill the once-subtracted DRs:(
F1(Q
2)
F2(Q
2)
)
=
(
1
κ
)
− Q
2
pi
ˆ ∞
t0
dt
t(t+Q2)
Im
(
F1(t)
F2(t)
)
, (6.8)
with t0 being the lowest particle-production threshold. The use of the DRs makes the
rest of the derivation to be very much analogous to Schwinger’s method of calculating the Uehling (vacuum
polarization) effect [236]. The Breit potential for the Uehling effect was considered in, e.g., Refs. [228, 237].
At leading order (in 1/c) we obtain the following terms for the Breit potential in momentum space:
VeFF(Q) = 4Zα
ˆ ∞
t0
dt
t
ImGE(t)
t+Q2
, (6.9a)
V l=0mFF(Q) =
4piZα
3mM
[
F (F + 1)− 32
]{
1 + κ− Q
2
pi
ˆ ∞
t0
dt
t
ImGM (t)
t+Q2
}
, (6.9b)
where the magnetic (spin-dependent) part is only given for the S-states (l = 0). The imaginary part (discon-
tinuity along the branch cuts) of the electric and magnetic Sachs FFs is straightforwardly related to the one of
Dirac and Pauli FFs:
ImGE(t) = ImF1(t) +
t
(2M)2
ImF2(t), (6.10a)
ImGM (t) = ImF1(t) + ImF2(t). (6.10b)
The potential in coordinate space is obtained via Fourier transform,
V (r) =
4pi
(2pi)3r
ˆ ∞
0
dQQV (Q) sinQr, (6.11)
with the following result:
VeFF(r) =
Zα
pir
ˆ ∞
t0
dt
t
e−r
√
t ImGE(t), (6.12a)
V l=0mFF(r) =
4piZα
3mM
[
F (F + 1)− 32
]
(1 + κ) ρM (r), (6.12b)
18The first µH measurement [24] had only determined νt, and hence needed theory input for the 2S HFS too: EHFS(2S) =
22.8148(78) meV [230] (using RZ = 1.022 fm [231]).
19Here we introduce the e.m. FFs of a spin-1/2 nucleus. For hydrogen they are of course identical to the proton FFs. The Compton
scattering formalism of the previous sections is applicable to spin-1/2 nuclei with Z > 1, provided we replace the FFs as: Fi → ZFi,
and set F1(0) = 1, F2(0) = κ, rather than Z, κ of the nucleon case. Likewise, we replace the structure functions: fi → Z2fi, gi → Z2gi.
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where the magnetization density ρM (the Fourier transform of GM) is a Laplace-type of transform of ImGM :
ρM (r) =
1
(2pi)2 r
ˆ ∞
t0
dt
ImGM (t)
1 + κ
e−r
√
t. (6.13)
The latter definition shows explicitly that a spherically symmetric density is a Lorentz invariant quantity. An
analogous definition, but in terms of ImGE , applies to the charge density ρE(r).
The FF effect can now be worked out using time-independent perturbation theory. For example, the energy
shift of the nl-level due to a spherically symmetric correction Vδ(r) to the Coulomb potential VC(r) = −Zα/r
is to 1st order given by:
E
〈δ〉
nl ≡ 〈nlm|Vδ |nlm〉 =
1
2pi2
ˆ ∞
0
dQQ2wnl(Q)Vδ(Q) =
ˆ ∞
0
dr r2R2nl(r)Vδ(r), (6.14)
where the momentum-space expression contains the convolution of the momentum-space wave functions,
wnl(Q) =
ˆ
dpϕ∗nlm(p+Q)ϕnlm(p), (6.15)
while the coordinate-space one contains the radial wave functions Rnl(r). The explicit forms of the wave
functions can be found in, e.g., Bethe and Salpeter [238]. For completeness we give here the expressions for
1S, 2S, and 2P states:
R10(r) =
2
a3/2
e−r/a,
R20(r) =
1√
2 a3/2
(
1− r
2a
)
e−r/2a,
R21(r) =
1√
3 (2a)3/2
r
a
e−r/2a,
w1S(Q) =
16(
4 + (aQ)2
)2 ,
w2S(Q) =
(
1− (aQ)2)(1− 2(aQ)2)(
1 + (aQ)2
)4 ,
w2P (Q) =
1− (aQ)2(
1 + (aQ)2
)4 .
(6.16)
For the following discussions it is useful to note the asymptotic behavior of w for large Q:
wnS(Q)
Q→∞
=
16pi
aQ4
φ2n, (6.17)
where φn = 1/
√
pia3n3 is the coordinate-space wave function at the origin, r = 0.
6.2.1. Lamb Shift
Consider first the correction due to the electric FF (GE), as given by Eq. (6.12a). At 1st order, it yields the
following correction to the 2P − 2S Lamb shift:
E
〈eFF〉
LS = −
Zα
2pia3
ˆ ∞
t0
dt
ImGE(t)
(
√
t+ Zαmr)4
, (6.18a)
= −piZα
3a3
ˆ ∞
0
dr r4e−r/aρE(r), (6.18b)
= − Zα
12a3
∞∑
k=0
(−Zαmr)k
k!
〈rk+2〉E = −(Zα)
4m3r
12
(
〈r2〉E − Zαmr〈r3〉E
)
+ . . . , (6.18c)
where in the last steps we have expanded in the moments of the charge distribution:
〈rN 〉E ≡ 4pi
ˆ ∞
0
dr rN+2ρE(r) =
(N + 1)!
pi
ˆ ∞
t0
dt
ImGE(t)
tN/2+1
. (6.19)
One should keep in mind though that the expansion in moments is not necessarily convergent. For instance,
Eq. (6.18a) tells us that the expansion is applicable when the nearest particle-production threshold is well
above the inverse Bohr radius, i.e.: Zαmr 
√
t0.
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Incidentally, one of the early proposals for solving the proton-radius puzzle [239] does not work out pre-
cisely because the expansion in moments is not applicable for the choice of ρE proposed therein. The fine-tuning
of ρE affected mainly the region r > a, enhancing the Friar radius by almost a factor of 3, and thus achieving
a huge impact on the Lamb shift, according to Eq. (6.1a). On the other hand, according to the exact formula
(6.18b), the region above the Bohr radius makes a negligible impact on the Lamb shift, which was verified
explicitly by us [235] for the model of Ref. [239].
It is also useful to have an expression in terms of GE itself:
E
〈eFF〉
LS = −
2Zα
pi
ˆ ∞
0
dQw2P−2S(Q)GE(Q2), with w2P−2S(Q) = 2(Zαmr)4Q2
(Zαmr)
2 −Q2
[(Zαmr)2 +Q2]
4 . (6.20)
Using the expression for the weighting function, w, in terms of the wave functions, cf. Eq. (6.15), it is easy to
see that for GE(Q2) = const the effect vanishes. That is, the charge normalization drops out. Note also that
this FF effect is still of O(α4), despite the O(α5) overall prefactor. The naive expansion of w in α does not work,
as the resulting integral is infrared divergent. As seen below more explicitly, this infrared enhancement yields
in the end the correct charge radius contribution of O(α4).
To complete the derivation of the standard formulae for the FSE in the Lamb shift to O(α5), we take
the potential to the 2nd order in perturbation theory. The 2nd-order contribution at O(α5) comes from the
continuum states only and amounts to:
E
〈eFF〉〈eFF〉
LS =
Zα
a4
2
pi
ˆ ∞
0
dQ
Q4
[
GE(Q
2)− 1
]2
+O(α6) = − Zα
12a4
[
〈r3〉E − 1
2
〈r3〉E(2)
]
+O(α6). (6.21)
Adding this result to theO(α5) term from the 1st order, Eq. (6.18c), we can see that the 2nd-order effect replaces
the 3rd charge radius 〈r3〉E by the 3rd Zemach moment 〈r3〉E(2), resulting in Eq. (6.1a).
6.2.2. Consistency of the Charge Radius Extraction
The consistency problem, recently addressed by Karshenboim [232], is basically that in order to compute
the Friar radius (6.3b), and hence its contribution to the Lamb shift (6.1a), one must know the charge radius RE ,
which in turn needs to be extracted from the Lamb shift. Presently the µH extraction of RE uses as input the
value of RF obtained from the empirical FF, which has a different RE . This obviously is not consistent and
leads to a systematic uncertainty.
To see the origin of this problem, let us examine the exact (unexpanded in moments) FSE to 2nd order in
perturbation theory:
EFSELS ≡ E〈eFF〉LS + E〈eFF〉〈eFF〉LS = −
Zα
pi
ˆ ∞
0
dQw2P−2S(Q)G2E(Q
2), (6.22)
where the weighting function is given in Eq. (6.20). This form clearly shows that the Lamb shift is a functional
of the FF. Ideally, one needs to find GE which fits the ep and atomic data simultaneously. This, however, has
not yet been realized.
Figure 6.4: Poles of w2l, and the con-
tour in the complex Q plane.
Let us evaluate the integral by the residue method. For this we
consider the complex Q plane, Fig. 6.4. The poles of w(Q) are at
Q = ±iZαmr. (6.23)
The singularities of GE(Q2) also lie on the imaginary axis, since it
obeys the DR of the type (6.8), see Eq. (C.6). The integrand is even in
Q and hence we may extend the integration to negative Q. We then
close the contour in the upper half-plane, use the residue theorem,
and neglect the integral over the big semicircle to arrive at
ˆ ∞
0
dQw(Q)G2E(Q
2) = piiRes
[
w(Q)G2E(Q
2)
]
Q=iZαmr
+ . . . , (6.24)
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where the dots stand for the residue of GE poles. Those can be computed using the DR or an explicit anzatz
(e.g., an empirical parametrization) for GE . When using the DR of (C.6) one simply obtains the Friar radius
contribution written in terms of ImGE , cf. Eq. (C.9).
The residue over the pole of w evaluates to:
Res[w(Q) g(Q2)]Q=iZαmr = i(Zαmr)
3
[
1/4 g′(Q2) +Q2g′′(Q2) + 1/3Q4g′′′(Q2)
]
Q2=−(Zαmr)2 , (6.25)
where we have introduced for a moment g ≡ G2E , and the primes denote the derivatives over Q2. Obviously,
the first term dominates (lowest in α) and yields the usual R2E contribution of O((Zα)
4m3r), cf. Eq. (6.1a).
It is interesting to observe that Eq. (6.25) is only dependent on the derivatives of GE , and thus does not
involve any of the odd moments, which are integrals of GE , see Eq. (C.8). The contribution of odd moments,
and in particular the one of the Friar radius, comes from the singularities of GE . Thus, the consistency problem
in question is absent if the rms charge radius and the poles of GE are uncorrelated. We, however, are not aware
at the moment of an empirical parametrization in which the charge radius and the poles are not correlated.
Quite the opposite, the correlation is usually strong. The simplest example is provided by the dipole form,
GE(Q
2) = (1 + Q2/Λ2)−2. Both the radius and the pole positions are given by the mass parameter Λ: the
radius is 12/Λ2, while the pole is at Q = ±iΛ. An empirical parametrization with weak correlation between
the value of G′E(0) and the position of its poles would be preferred from this point of view.
General constraints on the FF parametrizations have recently been discussed at length by Sick et al. [240–
243]. One finds in particular that certain parametrizations have unphysical poles which result in weird charge
or magnetization distributions. To take the advantage of studying the r-space simultaneously, it has been
suggested to parametrize the FF in a basis with analytic Fourier transform, e.g., with a sum of Gaussians. It
would be interesting to see if these kind of parametrizations lead to weaker correlation between the rms radius
and the FF poles.
6.2.3. Hyperfine Splitting
The HFS, introduced in Eq. (6.1b), receives at first only the magnetic contribution:
E
〈mFF〉
HFS (nS) =
4Zα
3pimM
ˆ ∞
0
dQQ2wnS(Q)GM (Q
2), (6.26a)
=
8piZα
3mM
(1 + κ)
ˆ ∞
0
dr r2R2n0(r) ρM (r), (6.26b)
where wnS is given by Eq. (6.15). Setting in this expression GM = 1 + κ, or equivalently ρM (r) = δ(r)/4pir2,
yields the Fermi energy, EF (nS), given in Eq. (6.2). Here, the expansion in α works straightforwardly (we can
expand under the integrals), and we obtain:
E
〈mFF〉
HFS (nS)
EF (nS)
= 1− 2
a
〈r〉M +O(α2), (6.27)
where the first moment of ρM (r) can equivalently be written as:
〈r〉M = − 4
pi
ˆ ∞
0
dQ
Q2
[
GM (Q
2)
1 + κ
− 1
]
. (6.28)
At the 2nd order in perturbation theory, we obtain the interference between the potentials of the electric
and magnetic term:
E
〈eFF〉〈mFF〉
HFS (nS)
EF (nS)
=
8
api
ˆ ∞
0
dQ
Q2
[
GE(Q
2)− 1] GM (Q2)
1 + κ
+O(α2). (6.29)
Adding up the 1st- and 2nd-order contributions, we obtain the well-known FSE in the HFS given by Eq. (6.1b).
Taking V l=0mFF to 2
nd order gives rise to E〈mFF〉〈mFF〉, which is a higher-order recoil effect. This, and some
other, recoil effects are treated more properly within the approach we consider next.
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(a) (b)
Figure 6.5: (a) TPE diagram in forward kinematics: the horizontal lines correspond to the lepton and the
proton (bold), where the ‘blob’ represents all possible excitations. (b) Elastic contribution to the TPE. The
crossed diagrams are not drawn.
6.3. Structure Effects through Two-Photon Exchange
Having obtained the standard FSE of (6.1) using the Breit potential, we consider here a different approach.
We consider the correction, to the Coulomb potential, due to the TPE, see Fig. 6.5 (a). A great advantage
of this approach is that one can access the inelastic effects of the proton structure [244, 245]. On the other
hand, it is less systematic and cannot be used without matching to a systematic expansion. We shall only use
it to 1st-order perturbation theory and match the elastic part, Fig. 6.5 (b), with the FSE derived from the Breit
potential.
Let us note right away that the TPE contains an iteration of the Coulomb potential present in the wave
functions. However, we need not to worry about the double-counting. The Coulomb interaction by itself is
harmless, as it gives no contribution to the Lamb shift or HFS.
To O(α5) it will be sufficient to evaluate the TPE amplitude at zero energy (p · ` = mM) and momentum
transfer (t = 0). The resulting amplitude yields a constant potential in momentum space, which of course
translates to a δ-function potential in coordinate space. The energy shift is thus proportional to the wave-
function at the origin, and hence only the S-levels are affected.
The forward TPE amplitude is a one-loop integral involving the doubly-virtual Compton scattering (VVCS)
amplitude. The latter has been discussed in Sect. 5. According to Eq. (5.1), its tensor structure decomposes into
a symmetric, spin-independent part parametrized by the scalar amplitudes T1,2(ν,Q2), and an antisymmetric,
spin-dependent part parametrized by S1,2(ν,Q2). The HFS obviously depends on the latter, while the Lamb
shift depends on the former.
More specifically, the shift of the nS-level is given by:
∆E(nS) = 8piαmφ2n
1
i
ˆ ∞
−∞
dν
2pi
ˆ
dq
(2pi)3
(
Q2 − 2ν2)T1(ν,Q2)− (Q2 + ν2)T2(ν,Q2)
Q4(Q4 − 4m2ν2) , (6.30)
with φ2n = 1/(pin
3a3) the wave function squared at the origin, and ν = q0, Q2 = q2 − q20. The correction to the
HFS is given by:
EHFS(nS)
EF (nS)
=
4m
µ
1
i
ˆ ∞
−∞
dν
2pi
ˆ
dq
(2pi)3
1
Q4 − 4m2ν2
{(
2Q2 − ν2)
Q2
S1(ν,Q
2) + 3
ν
M
S2(ν,Q
2)
}
. (6.31)
To proceed further, one performs a Wick rotation, i.e. changes the integration over q0 to Q0 = −iq0. Note
that this is only possible at vanishing external energy (threshold) of lepton-proton scattering. At finite energy
one needs to take care of the poles moving across the imaginary q0 axis (see, e.g., Ref. [246]).
After the Wick rotation, the integration four-momentum is Euclidean and we can evaluate it in hyperspher-
ical coordinates,
Qµ = Q(cosχ, sinχ sin θ cosϕ, sinχ sin θ sinϕ, sinχ cos θ).
The integrals over θ and ϕ can be done right away, yielding a factor of 4pi. The integral over ν = iQ cosχ
can be done after substituting the DRs for the VVCS amplitudes, Eq. (5.12). Introducing the “lepton velocity”
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vl =
√
1 + 4m2/Q2, we obtain the following expression for the S-level shift:
∆E(nS) =
16(Zα)2m
M
φ2n
ˆ ∞
0
dQ
Q3
ˆ 1
0
dx
1
vl +
√
1 + x2τ−1
×
{
f1(x,Q
2)
x
− f2(x,Q
2)
2τ
+
1
(1 + vl)(1 +
√
1 + x2τ−1)
(
2f1(x,Q
2)
x
+
f2(x,Q
2)
2τ
)}
, (6.32)
and the HFS:
EHFS(nS)
EF (nS)
=
16ZαmM
pi(1 + κ)
ˆ ∞
0
dQ
Q3
ˆ 1
0
dx
1
vl +
√
1 + x2τ−1
×
{[
1 +
1
2(vl + 1)(1 +
√
1 + x2τ−1)
]
2g1(x,Q
2) + 3g2(x,Q
2)
}
. (6.33)
These are the master formulae containing all the structure effects to O(α5). One ought to be careful though
in matching the contribution of the elastic structure functions (5.7) to the standard FSE of (6.1). In the non-
relativistic (heavy-mass) limit we obtain:20
∆Eel(nS) = −16(Zα)2mr φ2n
ˆ ∞
0
dQ
Q4
G2E(Q
2), (6.34a)
EelHFS(nS) =
64(Zα)2mr
3mM
φ2n
ˆ ∞
0
dQ
Q2
GM (Q
2)GE(Q
2). (6.34b)
The correct matching is achieved by regularizing the infrared divergencies with the convoluted wave functions,
i.e., w(Q) in Eq. (6.15). For example, to obtain the charge radius contribution to the 2P − 2S Lamb shift one
should replace φ2n in Eq. (6.34a) with: −aw2P−2S(Q)Q4/16pi. For the HFS, the replacement in Eq. (6.34b) is:
φ2n → awnS(Q)Q4/16pi, yielding the correct Fermi energy and Zemach radius contributions. The infrared-safe
contributions, such as the recoil and polarizability corrections, need no regularization. In what follows we only
consider those kind of effects.
6.4. Empirical Evaluations
6.4.1. Lamb Shift
The O(α5) effects of proton structure in the Lamb shift are usually divided into the effect of (i) the Friar
radius, (ii) finite-size recoil, and (iii) polarizabilities. The first two are sometimes combined into (i’) the ‘elastic’
TPE contribution. The ‘polarizability’ effect is often split between (ii’) the ‘inelastic’ TPE and (iii’) a ‘subtraction’
term, i.e., the contribution of T 1(0, Q2).
The elastic and inelastic TPE contributions are well-constrained by the available empirical information on,
respectively, the proton FFs and unpolarized structure functions, whereas the subtraction contribution must be
modeled. It certainly helps to know that
lim
Q2→0
T 1(0, Q
2)/Q2 = 4piβM1, (6.35)
but otherwise, the Q2 behavior of this amplitude leaves room to imagination. For example, Pachucki [247] and
later Martynenko [248] use:
T 1(0, Q
2) = 4piβM1Q
2/
(
1 +Q2/Λ2
)4
, (6.36)
with Λ2 = 0.71 GeV2, whereas Carlson and Vanderhaeghen [249] and Birse and McGovern [250] use more
sophisticated forms, inspired by chiral loops. The leading-order [O(p3)] χPT calculation contains a genuine
prediction for the subtraction function, as well as for the whole polarizability effect, see Sect. 6.5 for more
details.
20For the expansion we use, 1/(vl + v) ' Q2(m+M)
(
1−Q2/8mM), [2(vl + 1)(v + 1)]−1 ' Q2/8mM , where v = √1 + τ−1.
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Table 6.1: Summary of available dispersive calculations for the TPE correction to the 2S-level in µH. Energy
shifts are given in µeV, βM1 is given in 10−4 fm3.
Pachucki Martynenko Carlson & Birse & Gorchtein et al. [254]a
[247] [248] Vanderhaeghen [249]b McGovern [250]
βM1 1.56(57)[257] 1.9(5) [258] 3.4(1.2)[147, 148] 3.1(5)[65]
∆Esubt(2S) 1.9 2.3 5.3(1.9) 4.2(1.0) −2.3(4.6)
∆Einel(2S) −13.9 [259, 260] −16.1 −12.7(5)[261, 262] −12.7(5)c −13.0(6) [261–263]
∆Epol(2S) −12(2) −13.8(2.9) −7.4(2.0) −8.5(1.1) −15.3(4.6)
∆Eel(2S) −23.2(1.0)[264]

−27.8[265]
−29.5(1.3)[266]
−30.8[267, 268]
−24.7(1.6)d −24.5(1.2) [265–267]
∆E(2S) −35.2(2.2) −36.9(2.4) −33(2) −39.8(4.8)
aAdjusted values; the original values of Ref. [254], ∆Esubt(2S) = 3.3 and ∆Eel(2S) = −30.1, are based on a different decomposi-
tion into the elastic and polarizability contributions.
bIn this work a separation of the amplitude into ‘pole’ and ‘non-pole’, rather than ‘Born’ and ‘non-Born’, was chosen. It is pointed out
in Ref. [250] that the ‘pole’ decomposition applied in [249] is inconsistent with the standard definition of the magnetic polarizability
used ibidem.
cValue taken from Ref. [249].
dResult taken from Ref. [249] (FF [266]) with reinstated ‘non-pole’ Born piece.
An early study of the electric polarizability effect on the S-level shift in electronic and muonic atoms can
be found in Ref. [251]. That work exploited an unsubtracted DR for the longitudinal amplitude TL(ν,Q2) =
(1 + ν2/Q2)T2(ν,Q
2) − T1(ν,Q2), as introduced in Ref. [252]. As we have discussed in the previous section,
such a DR is not valid for the proton.
A first standard dispersive calculation of the TPE effect was done by Pachucki [247], see also [228, 253].
The most recent updates can be found in Refs. [249, 250]. Presently, the recommended value is that of Birse
and McGovern [250]. A somewhat different dispersive evaluation has recently been done by Gorchtein et al.
[254]. There, the high-energy behavior of the subtraction function is related to the fixed J = 0 Regge pole
[204] through a finite-energy sum rule (see Eq. (29) in Ref. [254]).
Table 6.1 summarizes the dispersive evaluations of the TPE effects in the µH Lamb shift, while the χPT
predictions can be found in Table 6.3. The corresponding ‘polarizability’ and ‘elastic’ TPE results are represented
in the summary plots, see Fig. 7.9 and Fig. 7.10. Table 6.1 also shows the value of the magnetic polarizability
used in the evaluations, since this is the main source of discrepancy among them.
Other frameworks, different from DR and χPT, for calculating the TPE effects in the Lamb shift can be found
in [255] and [256]. The values obtained in these works are generally in agreement with the dispersive results.
For example, Mohr et al. [256] quote:
∆Einel(2S) = −17µeV, ∆Eel(2S) = −20µeV. (6.37)
6.4.2. Hyperfine Splitting
The leading-order HFS is given by the Fermi energy of the nS-level, cf. Eq. (6.2). The full HFS is divided
into the following contributions:21
EHFS(nS) = [1 + ∆QED + ∆weak + ∆structure]EF (nS). (6.38)
We are interested in the proton-structure correction, which is split into three terms: Zemach radius, recoil, and
polarizability contribution,
∆structure = ∆Z + ∆recoil + ∆pol. (6.39)
21A review of polarizability corrections to the hydrogen HFS can be found in Ref. [269, Sect. 3]. A detailed formalism of the
structure-dependent corrections to the 2S HFS in both H and µH is given in Ref. [270], with comments on various conventions.
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All of these can be deduced from Eq. (6.31), and are thus given in terms of the spin-dependent VVCS amplitudes
S1 and S2, which satisfy the DRs of Eqs. (5.12c)22 and (5.15). This means the entire TPE contribution is given
by the spin structure functions g1 and g2. To separate out the polarizability contribution, one can write the DRs
for the non-Born (polarizability) part of the amplitudes only:
S1(ν,Q
2) =
2piZ2α
M
F 22 (Q
2) +
16piZ2αM
Q2
ˆ x0
0
dx
g1(x,Q
2)
1− x2(ν/νel)2 , (6.40a)
νS2(ν,Q
2) =
64piZ2αM4ν2
Q6
ˆ x0
0
dxx2
g2(x,Q
2)
1− x2(ν/νel)2 . (6.40b)
One should not be perplexed by the Pauli FF term, F 22 , appearing in S1. Its purpose is to cancel the elastic
contribution of the GDH integral I1(Q2), such that S1 is indeed proportional to polarizabilities alone.
Let us now specify the decomposition of the structure-dependent correction into the three terms of Eq. (6.39).
The first one is the Zemach contribution [274]:
∆Z =
8Zαmr
pi
ˆ ∞
0
dQ
Q2
[
GE(Q
2)GM (Q
2)
1 + κ
− 1
]
≡ −2ZαmrRZ. (6.41)
The second one is the remaining elastic TPE contribution, which is a recoil-type of correction to the Zemach
term:
∆recoil =
Zα
pi(1 + κ)
ˆ ∞
0
dQ
Q
{
GM (Q
2)
Q2
8mM
vl + v
(
2F1(Q
2) +
F1(Q
2) + 3F2(Q
2)
(vl + 1)(v + 1)
)
− 8mrGM (Q
2)GE(Q
2)
Q
− mF
2
2 (Q
2)
M
5 + 4vl
(1 + vl)2
}
(6.42)
≈ Zαmr
pi(1 + κ)mM
ˆ ∞
0
dQ
[(
3 +
2m
M
)
F1(Q
2) + F2(Q
2)
]
F2(Q
2), with v =
√
1 + τ−1.
Finally, the polarizability contribution is written as:
∆pol =
Zαm
2pi(1 + κ)M
[δ1 + δ2] = ∆1 + ∆2, (6.43a)
with the separate contributions due to g1 and g2 given by:
δ1 = 2
ˆ ∞
0
dQ
Q
(
5 + 4vl
(vl + 1)2
[
4I1(Q
2) + F 22 (Q
2)
]
+
8M2
Q2
ˆ x0
0
dx g1(x,Q
2)
×
{
4
vl +
√
1 + x2τ−1
[
1 +
1
2(vl + 1)(1 +
√
1 + x2τ−1)
]
− 5 + 4vl
(vl + 1)2
})
, (6.43b)
δ2 = 96M
2
ˆ ∞
0
dQ
Q3
ˆ x0
0
dx g2(x,Q
2)
{
1
vl +
√
1 + x2τ−1
− 1
vl + 1
}
. (6.43c)
As emphasized before, our decomposition into ∆recoil and ∆pol corresponds with the decomposition into
the Born and non-Born part. In this way, the decomposition is consistent with Pachucki [228], Carlson et al.
[270], Bodwin and Yennie [275] and different from Martynenko [230], Faustov et al. [231]. In the latter
works, the F 22 term was shared differently between the elastic and polarizability contributions. The conversion
between the two decompositions can be found in Ref. [270].
Let us now consider the numerical results. Early works mainly studied the proton structure corrections to
the ground-state HFS in H [244, 245, 279, 280]. More recent evaluations of the polarizability contribution to
22The validity of the unsubtracted DRs is based on Regge theory [271], see also Refs. [272, 273] for a discussion of the no-subtraction
assumption.
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Table 6.2: Summary of available dispersive calculations for the TPE correction to the 2S HFS of µH.
Reference RZ [fm] ∆Z
[ppm]
∆recoil
[ppm]
∆pol
[ppm]
∆1
[ppm]
∆2
[ppm]
∆structure
[ppm]
E2SHFS [meV]
Carlson et al. [276]a 1.080 −7703 931 351(114) 370(112) −19(19) −6421(140) 22.8146(49) [270]
Faustov et al. [277] 470(104) 518 −48
Martynenko et al. [231] 1.022 −7180 460(80) 514 −58 22.8138(78)
Experiment [25] 1.082(37)b 22.8089(51)
aQED and structure-independent corrections are taken from Martynenko [230]. The Zemach term includes radiative corrections:
∆Z = −2αmrRZ(1 + δradZ ), with δradZ of Refs. [275, 278].
bExtraction based on the recoil and polarizability corrections from Ref. [276] (1st row of the Table).
the H HFS can be found in Refs. [272, 273, 281–283], radiative corrections are calculated in Ref. [278]. The
most recent calculations of the polarizability contribution to the HFS in H are:
Carlson et al. [276] : ∆Hpol = 1.88± 0.64 ppm, (6.44a)
Faustov et al. [277] : ∆Hpol = 2.2± 0.8 ppm. (6.44b)
The available dispersive calculations for the 2S TPE correction to the HFS in µH are listed in Table 6.2 and,
in a more illustrative form, Fig. 7.11. Some of the results are given in terms of the 2S Fermi energy in µH:
EF (2S) = 22.8054 meV.
Most of the calculations show a relatively small effect from g2, see ∆2 in Table 6.2. It seems to be well
within the uncertainty of the g1 contribution (∆1). However, it is important to note here that the spin structure
function g2 of the proton has not been measured experimentally in the low-Q region, relevant to the atomic
calculations. The above evaluations are either modeling g2, or make use of the Wandzura-Wilczek relation
[199] to express it in terms of g1:23
gWW2 (x,Q
2) = −g1(x,Q2) +
ˆ 1
x
dx′
x′
g1(x
′, Q2). (6.45)
The latter relation is for asymptotically large Q2. It is certainly violated for low Q2— it’s only a question of how
badly. The ongoing JLab measurement of proton g2 [284] is extremely important for answering that question.
Information on the structure function g1 is available for momentum-transfers larger than Q2min. ∼ 0.05 GeV2
[285]. Below this threshold, the Q2-integrand of Eq. (6.43b) is interpolated by exploiting the sum rules. In the
case of H, where the electron mass can safely be neglected, the slope of the integrand is fixed by the GDH sum
rule (5.23). In µH the dependence on the muon mass is not negligible, and the GTT sum rule (5.24) proves to
be useful, cf. Carlson et al. [276].
6.5. Chiral EFT Evaluations
Below O(p4), χPT provides a genuine prediction for the TPE effects. At O(p4) there is a number of
low-energy constants (LECs), entering through the effective lepton-lepton-nucleon-nucleon (``NN) coupling,
whose values are presently unknown. Therefore, the predictive power is lost at this order. Here we only con-
sider the "predictive orders", i.e., O(p3) and O(p7/2). These will be called the leading (LO) and next-to-leading
(NLO) order, respectively. 24
6.5.1. Lamb Shift
The leading-order [O(p3)] calculations of the µH Lamb shift have been done in both heavy-baryon (HBχPT)
and baryon (BχPT) frameworks [55, 286]. The diagrams arising in these calculations are shown in Fig. 6.6.
23This relation automatically satisfies the BC sum rule, i.e.,
´ 1
0
dx gWW2 (x,Q
2) = 0, as easily seen via the Fubini rule.
24Technically, the leading order is O(p2), but it is included in the Coulomb interaction.
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Fig. 1 The two-photon
exchange diagrams of elastic
lepton–nucleon scattering
calculated in this work in the
zero-energy (threshold)
kinematics. Diagrams obtained
from these by crossing and
time-reversal symmetry are
included but not drawn
(b) (c)(a)
(d) (e) (f)
(g) (h) (j)
of two scalar amplitudes:
T µν(P, q) = −gµν T1(ν2, Q2)+ P
µPν
M2p
T2(ν2, Q2), (5)
with P the proton 4-momentum, ν = P ·q/Mp, Q2 = −q2,
P2 = M2p. Note that the scalar amplitudes T1,2 are even
functions of both the photon energy ν and the virtuality Q.
Terms proportional to qµ or qν are omitted because they
vanish upon contraction with the lepton tensor.
Going back to the energy shift one obtains [12]:
"EnS = αem φ
2
n
4π3mℓ
1
i
∫
d3q
∞∫
0
dν
× (Q
2 − 2ν2) T1(ν2, Q2)− (Q2 + ν2) T2(ν2, Q2)
Q4[(Q4/4m2ℓ)− ν2]
. (6)
In this work we calculate the functions T1 and T2 by
extending the BχPT calculation of real Compton scatter-
ing [26] to the case of virtual photons. We then split the
amplitudes into the Born (B) and non-Born (NB) pieces:
Ti = T (B)i + T (NB)i . (7)
The Born part is defined in terms of the elastic nucleon form
factors as in, e.g. [13,27]:
T (B)1 =
4παem
Mp
[
Q4(FD(Q2)+FP (Q2))2
Q4−4M2pν2
−F2D(Q2)
]
, (8a)
T (B)2 =
16παem Mp Q2
Q4 − 4M2pν2
[
F2D(Q2)+
Q2
4M2p
F2P (Q2)
]
. (8b)
In our calculation the Born part was separated by subtract-
ing the on-shell γ N N pion loop vertex in the one-particle-
reducible VVCS graphs; see diagrams (b) and (c) in Fig. 1.
Focusing on the O(p3) corrections (i.e., the VVCS amplitude
corresponding to the graphs in Fig. 1) we have explicitly ver-
ified that the resulting NB amplitudes satisfy the dispersive
sum rules [28]:
T (NB)1 (ν
2, Q2)
= T (NB)1 (0, Q2)+
2ν2
π
∞∫
ν0
dν′ σT (ν
′, Q2)
ν′2 − ν2 , (9a)
T (NB)2 (ν
2, Q2)
= 2
π
∞∫
ν0
dν′ ν
′ 2 Q2
ν′2 + Q2
σT (ν
′, Q2)+ σL(ν′, Q2)
ν′2 − ν2 , (9b)
with ν0 = mπ + (m2π + Q2)/(2Mp) the pion-production
threshold, mπ the pion mass, and σT (L) the tree-level cross
section of pion production off the proton induced by trans-
verse (longitudinal) virtual photons, cf. Appendix B. We
hence establish that one is to calculate the ‘elastic’ con-
tribution from the Born part of the VVCS amplitudes and
the ‘polarizability’ contribution from the non-Born part,
in accordance with the procedure advocated by Birse and
McGovern [13].
Substituting the O(p3) NB amplitudes into Eq. (6) we
obtain the following value for the polarizability correction:
"E (pol)2S = −8.16 µeV. (10)
This is quite different from the corresponding HBχPT result
for this effect obtained by Nevado and Pineda [11]:
"E (pol)2S (LO-HBχPT) = −18.45 µeV. (11)
We postpone a detailed discussion of this difference till
Sect. 4.
123
=
Figure 6.6: The TPE diagrams of elastic lepton-nucleon scattering to O(p3) in χPT. Diagrams obtained from
these by crossing and time-reversal symmetry are not drawn.
∆
Figure 6.7: TPE diagram with ∆(1232), represented by the double line.
The LO HBχPT result for the polarizability contribution to the 2S-level shift is well described by the following
simple formula [55]:
∆EpolHBχPT(2S) =
α5m3rgA
4(4pifpi)2
mµ
mpi
(
1− 10G+ 6 ln 2
)
' −16.1 µeV, (6.46)
where G ' 0.9160 is the Catalan constant; other parameters are defined in Sect. 1.1. The LO BχPT result
is somewhat smaller in magnitude, see Table 6.3. This is mainly be ause of th small r valu of th proton
electric polarizability αE1 arising in BχPT at leading order, cf. Sect. 2.4. The pi∆ loops at O(p7/2) are expected
to correct this situation.
At next-to-leading order [O(p7/2)], the diagrams with the ∆(1232)-isobar arise, of which the one in Fig. 6.7
dominates the magnetic polarizability of the proton. In the Lamb shift, however, the magnetic polarizability is
suppressed, and this particular diagram is suppressed too [55].
The calculations including the ∆ have thus far been done in HBχPT only [56]. The resulting NLO polar-
izability contribution is larger in magnitude than the LO, see Table 6.3 and Fig. 7.9. This is simply because in
HBχPT the ∆ gives too large of a correction to th polariza ili ies, cf. Eq. (2.8). On the other hand, the HBχPT
underpredicts the elastic TPE contribution, see Table 6.3 and Fig. 7.10, because the Friar radius comes out to
be smaller than the empirical value. The total value for the TPE effect in HBχPT happens to be in agreement
with the empirical expectations.
Table 6.3: Summary of available χPT calculations for the TPE effect in the 2S-level shift of µH (in µeV).
Nevado & Pineda Alarcón et al. Peset & Pineda
LO HBχPT [286] LO BχPT [55] NLO HBχPT [287]
∆Epol(2S) −18.5(9.3) −8.2(+1.2−2.5) −26.2(10.0)
∆Eel(2S) −10.1(5.1) −8.3(4.3)
6.5.2. Hyperfine Splitting
The LO BχPT calculation of the HFS should in addition to the diagrams in Fig. 6.6 include the neutral-
pion exchange, Fig. 6.8. The latter effect, however, turned out to be consistent with 0, at least for the µH 2S
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π 0
Figure 6.8: Pion-exchange in hydrogen.
HFS [288]:
E
〈pi0〉
HFS(2S) = 0.02± 0.04µeV, (6.47)
where the uncertainty comes from the experimental error of the pi0 → e+e− decay width. In retrospect this is
not so surprising, since the pion-exchange vanishes in the forward kinematics, and as such becomes suppressed
by an additional α.
A substantially larger pion-exchange effect has recently been found in Refs. [289, 290]. The calculation of
Zhou and Pang [289] suffers from a technical mistake, as pointed out in [290]. On the other hand, Huong
et al. [290] neglect the Q2-dependence of the pion coupling to leptons which is not a good approximation for
the reason explained below.25
The non-relativistic limit of the pion-exchange potential reads (for the S-waves):
V l=0pi0 (Q) = −
F (F + 1)− 3/2
3mM
Q2
Q2 +m2pi
gpiNNFpi``(Q
2), (6.48)
where F = 0 or 1 is the eigenvalue of the total angular momentum, mpi is the neutral-pion mass, gpiNN is the
pion-nucleon coupling constant, and Fpi`` is the FF describing the pion coupling to leptons. The latter satisfies
the well-known (once-subtracted) DR [291]:
Fpi``(Q
2) = Fpi``(0)− Q
2
pi
ˆ ∞
0
ds
s
ImFpi``(s)
s+Q2
, with ImFpi``(s) = −α
2m arccosh(
√
s/2m)
2pifpi
√
1− 4m2/s , (6.49)
where fpi is the pion-decay constant, m is the lepton mass. This decomposition into the subtraction constant
and the effect of the 2γ loop is illustrated in Fig. 6.8. The subtraction constant can be extracted from the
experimental value of the pi0 → e+e− decay width, which in terms of the FF is given by:
Γ(pi0 → e+e−) = mpi
8pi
√
1− 4m
2
e
m2pi
∣∣Fpiee(−m2pi)∣∣2. (6.50)
Now, the point is that the FF in Eq. (6.49) does not admit a good Taylor expansion around Q2 = 0, because
of the branch cut starting at 0. Hence, in contrast to the piNN FF, we cannot neglect its Q2-dependence. A
straightforward calculation yields the following result for the HFS effect:
E
〈pi0〉
HFS(nS) = −EF (nS)
gpiNNmr
2pi(1 + κ)mpi
[
F (0) +
α2m
2pi2fpi
I
(
mpi
2m
)]
, (6.51)
where we introduce the following integral,
I(γ) ≡ 2
ˆ ∞
0
dξ
1 + (ξ/γ)
arccos ξ√
1− ξ2 . (6.52)
For H, γ  1, and one can make use of the expansion: I(γ) = 7pi2/12 + ln2(2γ) +O(1/γ). For the more general
situation, γ = sin θ ≥ 0, we have:
I(sin θ) = tan θ [Cl2(2θ)− pi ln tan(θ/2)] , (6.53)
25Note added in proof: The Q2-dependence is taken into account in the revised version of Ref. [290]. Their revised value is in
agreement with Eq. (6.47).
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where Cl2(θ) = −
´ θ
0 dt ln
(
2 sin t/2
)
= i2
[
Li2
(
e−iθ
)− Li2(eiθ)] is the the Clausen integral; Li2(x) is the Eu-
ler dilogarithm. The numerical values for the electron and muon, respectively, are: I(mpi/2me) ' 36.8316,
I(mpi/2mµ) ' 3.4634.
We find that in H and µH alike, there is a large cancellation between the two terms in Eq. (6.51), or equiv-
alently between the two diagrams in Fig. 6.8. The resulting µH value is the one quoted above, in Eq. (6.47).
A preliminary calculation [288] shows that in total the LO BχPT effects amount to the following polariz-
ability contribution to the 2S HFS of µH:
O(p3) : EpolHFS(2S) = 0.87± 0.42µeV. (6.54)
This is about an order of magnitude smaller than the effect obtained in the empirical dispersive calculations,
cf. Table 6.2. However, it can be expected that the ∆-excitation mechanism of Fig. 6.7 can play an important
role here. It remains to be seen whether this NLO effect restores the agreement between the χPT and dispersive
results.
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7. Summary Plots and Conclusions
To summarize and conclude we have compiled the following summary plots surveying the recent results for
nucleon polarizabilities and for their contribution to the 2S-levels of muonic hydrogen.
7.1. Scalar Polarizabilities
Figures 7.1 and 7.2 present the situation for αE1 +βM1 and βM1 of the proton and neutron, respectively. In
the top of the left panels we have the results of the Baldin sum-rule evaluations considered in Table 5.1. The
orange band indicates the weighted-average of these evaluations.
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Figure 7.1: Left panel: sum of the electric and magnetic dipole polarizabilities of the proton. Right panel: the
magnetic dipole polarizability of the proton. The orange band is the weighted average over the Baldin sum
rule evaluations listed in Table 5.1. The DR prediction for β(p)M1 can be found in the review of Schumacher
[62]. “Lensky-Pascalutsa ’15” refers to Ref. [34, 125], whereas “Lensky et al. ’15” refers to Ref. [54]. All other
references and declarations are given in the text.
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Figure 7.2: Left panel: sum of the electric and magnetic dipole polarizabilities of the neutron. Right panel:
the magnetic dipole polarizability of the neutron. The orange band is the weighted average over the Baldin
sum rule evaluations listed in Table 5.1. The experimental results for β(n)M1 are from Refs. [292, 293] and [62].
Other references are given in the text.
It appears that there is a substantial tension in the value of the proton magnetic polarizability, cf. the right
panel of Fig. 7.1. An emerging objective in this area is to reduce the uncertainty on β(p)M1 by approximately 50%
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Figure 7.3: Plot of αE1 versus βM1 for the proton (left panel) and neutron (right panel), respectively. The
orange band is the average over the Baldin sum rule evaluations listed in Table 5.1. References and declarations
are given in the text, cf. also Fig. 7.1 and 7.2.
through a measurement technique that is ideally independent of the Baldin sum rule. The utilization of photon
beams with high intensity and high linear polarization will be a key part of these investigations. Exploratory
measurements are currently underway at HIGS and Mainz.
In the area of the neutron scalar polarizabilities, the recent Lund publication [15] of elastic CS on the
deuteron is an important milestone. For the first time, relatively high statistics and wide kinematic coverage
elastic data are available, and the data are analyzable with state-of-the-art effective-field theory calculations.
With the unfortunate discontinuation of the CS program at Lund, the focus will now likely shift to other labs
and different nuclear targets. At Mainz an experiment to measure elastic CS on 4He is in preparation.
Another graphical representation of the experimental and theoretical results for the dipole polarizabilities,
αE1 and βM1, is shown in Fig. 7.3. The orange band again represents the constraint by the Baldin sum rule. The
light green bands show experimental constraints on the difference of dipole polarizabilities, i.e., αE1− βM1, cf.
Kossert et al. [292, 293] and Zieger et al. [16]. For the proton, other experimental constraints are shown by
black lines: Federspiel et al. [10], MacGibbon et al. [12] and TAPS [17]. The BχPT constraint is from Ref. [54].
The HBχPT constraint is from Ref. [51], in case of the proton, and [65], in case of the neutron. Obviously the
knowledge of the neutron polarizabilities is less precise than for the proton. This is mainly due to the lack of
free neutron targets.
Note that in these plots we have used the most recent PDG values [71]:
α
(p)
E1 = (11.2± 0.4)× 10−4 fm3, β(p)M1 = (2.5∓ 0.4)× 10−4 fm3, (7.1a)
α
(n)
E1 = (11.6± 1.5)× 10−4 fm3, β(n)M1 = (3.7∓ 2.0)× 10−4 fm3. (7.1b)
They differ for the proton from the 2012 and earlier editions by inclusion of the global data fit analysis [51].26
Concerning VCS, what has emerged from the low-Q2 studies, see Fig. 4.16, is interesting and provocative;
there may well be a non-dipole-like structure in αE1(Q2) at Q2 ≈ 0.33 GeV2. If correct, this would indicate that
the proton has a pronounced structure in its induced polarization at large transverse distances, 0.5 to 1 fm, cf.
Fig. 4.17. New data are required to confirm this. The Mainz A1 collaboration have taken VCS data at Q2 ≈ 0.1,
0.2 and 0.5 GeV2, and this data is currently under analysis. Formulating a connection between VCS and VVCS
polarizabilities at finite Q2 is a future task and could be of interest in this context.
26The 2015 PDG online edition has also changed the values for the neutron.
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Figure 7.4: Forward spin polarizability, γ0, of the proton (top panel) and neutron (bottom panel). Shown are
the experimental value from the GDH-Collaboration [214], the DR result of Pasquini et al. [170], the HBχPT
fit of McGovern et al. [51], the BχPT predictions of Lensky et al. [34, 125] and Bernard et al. [33]. All other
references and declarations are given in the text or the Tables 4.2 and 5.2.
7.2. Spin Polarizabilities
The theoretical and experimental results for the proton spin polarizabilities have been presented in Ta-
ble 4.2. Figure 7.4 summarizes the situation for the forward spin polarizability of the proton and neutron. The
sum rule evaluations therein are from Table 5.2. Results for the backward spin polarizability of the proton are
shown in Fig. 7.5.
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Figure 7.5: Backward spin polarizability, γpi, of the pro-
ton. We show the experimental value from Camen [20],
cf. Eq. (4.12), the fixed-t DR result of Babusci et al. [96],
the HBχPT fit of McGovern et al. [51] and the BχPT pre-
diction of Lensky et al. [54].
A milestone in this area has been the recent
Mainz publication of double polarized CS data
for the Σ2x asymmetry, and the global analysis of
CS asymmetry data, leading to the first measure-
ment of all four spin polarizabilities, γE1E1, γM1M1,
γE1M2, and γM1E2, cf. Table 4.2 [38]. At Mainz
new data have been taken on the linear polar-
ization asymmetry Σ3, and the double polariza-
tion asymmetry with longitudinally polarized tar-
get Σ2z.
An attainable goal in this area is to reduce the
uncertainties in spin polarizabilities, currently at
≈ ±1×10−4 fm4, by approximately 50%. Given that
CS count rates for a 2 cm long frozen spin butanol
target are very low compared to a 10 cm liquid hy-
drogen target, long running times on polarized tar-
gets may not be the best approach to drive down er-
rors. Another strategy is to combine a global anal-
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Figure 7.6: Longitudinal-transverse polarizability, δLT , for the proton (left panel) and neutron (right panel),
respectively. We show the BχPT predictions of Lensky et al. [34, 125] and Bernard et al. [33], and a result
from MAID [210].
ysis of the asymmetry data, Σ3, Σ2x and Σ2z, with measurements of backward angle CS cross sections in the
∆(1232) region. Because the Σ2z asymmetry for backward angle CS approaches 1 (see Fig. 4.13), unpolarized
CS preferentially selects one initial target polarization, and there is reasonable sensitivity to the spin polariz-
abilities in the unpolarized cross sections.
Figure 7.7: Spin polarizabilities, γE1E1 versus δLT , for the proton. Results for γE1E1 (horizontal bands) are
from: the experiment of Martel et al. [38] (beige), the BχPT calculation of Lensky et al. [54] (red), and the
fixed-t DR calculation of [96, 97] (purple). Results for δLT (vertical bands) are from: MAID [210] (dashed
line), Lensky et al. [34] (red), and Bernard et al. [33] (gray). The line across is based on the relation of (5.45b)
using the values of GPs from the DR calculation of Pasquini et al. [150].
The longitudinal-transverse polarizability, δLT , and the forward spin polarizability, γ0, deserve a special
attention. Their values at the real-photon point are shown in Fig. 7.6 and 7.4 for the proton and neutron,
respectively. On the theory side, the baryon χPT yields genuine predictions for the spin polarizabilities, cf.
Bernard et al. [33] and Lensky et al. [34, 125]. On the empirical side, we have for instance the results from
the latest version of the MAID partial-wave analysis (MAID’07), which is based on the empirical knowledge
of the single-pion photoproduction cross section σLT . Especially for δ
(p)
LT , one BχPT result is in significant
contradiction with MAID, while the other one is in agreement. The two BχPT calculations are done in different
counting schemes for the ∆-isobar contributions, cf. Sect. 2.4. As result, the 3 calculation includes in addition
the graphs with several ∆-propagators, and in particular the one where the photons couple minimally to the ∆
inside the chiral loop. The latter graph is allegedly making up all the difference [294]. This would mean the
pi∆ channel is extremely important for this quantity and that is why the MAID estimate would be inadequate.
New JLab data [284] for δ(p)LT down to virtualities of 0.02 GeV
2 are currently at a final stage of analysis and will
shed a further light on this “δLT puzzle”. Complementary, as a check one could simply study the effect of this
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graph for the sum of the scalar polarizabilities, αE1 + βM1. There the empirical number is known very well
from the Baldin sum rule. At the moment, however, this discrepancy is an open problem of BχPT and is yet
another reincarnation of the “δLT puzzle”.
Another view of this problem is presented in Fig. 7.7. The vertical lines clearly show the discrepancy in
δLT . The red bands are from the NNLO calculations of Lensky et al. [34, 54] using the δ-expansion. They
are consistent with the DR approach. It would be interesting to see the -expansion result of Bernard et al.
[33] for γE1E1 too, because it seems it would contradict with the empirical results in either the GP’s slope
[cf. Eq. (5.45b)] or γE1E1 itself.
7.3. Status of the Proton-Radius Puzzle
Currently, the value of the proton rms charge radius extracted from H spectroscopy disagrees with the µH
value by nearly five standard deviations:
Sick
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Figure 7.8: Determination of the proton’s elec-
tric and magnetic radii. The shown values are
given in the text. The green lines display the
Bernauer fit with TPE corrections: TPE,a (solid),
TPE,b (dashed). The different uncertainties given
in Ref. [295] are added in quadrature.
 H [224]: RE = 0.8758(77) fm;27
 µH [25, 226]: RE = 0.84087(39) fm.
On the other hand, the elastic electron-proton (ep)
scattering, which is the classic way of accessing the charge
radius, yields conflicting results on the charge and mag-
netic rms radii:
 Sick [241]: RE = 0.886(8) fm, RM = 0.868(24) fm;
 Lorenz et al. [296]: RE = 0.840 [0.828 . . . 0.855] fm,
RM = 0.848 [0.843 . . . 0.854] fm;
 Bernauer et al. [295] (world data):
RE = 0.879(5)stat(4)syst(2)model(4)group fm,
RTPE,aE = 0.876(5)stat(4)syst(2)model(5)group fm,
RTPE,bE = 0.875(5)stat(4)syst(2)model(5)group fm,
RM = 0.777(13)stat(9)syst(5)model(2)group fm,
RTPE,aM = 0.803(13)stat(9)syst(5)model(3)group fm,
RTPE,bM = 0.799(13)stat(9)syst(5)model(3)group fm,
where the superscript refers to the set of applied TPE
corrections: TPE,a [297], TPE,b [298, 299].
The current situation is illustrated in Fig. 7.8. The CODATA 2010 recommended value, which combines the
H and some of the ep scattering results, is [224]:
RE(H + ep) = 0.8775(51) fm, (7.2)
which is in 7σ disagreement with the µH result. This value does not include the interpretation of the ep
scattering data based on dispersive approaches [296, 300, 301].
Further details can be found in dedicated reviews [69, 70]. A nice overview of the current and future
experimental activities called to resolve the puzzle has recently been given by Antognini et al. [302].
7.4. Proton Structure in Muonic Hydrogen
Figures 7.9 and 7.10 display the various results of the dispersive and χPT calculations for the ‘polarizability’
and ‘elastic’ contributions of the TPE correction to the Lamb shift in µH. The corresponding values for the
27Based on H and D spectroscopy. From H alone (neglecting the isotope-shift measurements) RE = 0.8796(56) fm.
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Figure 7.9: Proton polarizability effect in the 2S-level shift of µH.
dispersive calculations are listed in Table 6.1, whereas the BχPT and HBχPT predictions are summarized in
Table 6.3. In Fig. 7.10, we also show the contribution of the Friar radius (3rd Zemach moment) from Jentschura
[303] and Borie [229]. We also quote the result from the bound-state QED approach of Mohr et al. [256], cf.
Eq. (6.37).
Figure 7.9 shows an overall agreement among the dispersive and BχPT calculations of the proton polariz-
ability correction. The dispersive results involve the modeling of the ‘subtraction’ contribution which rely on
the empirical value of proton βM1, cf. Table 6.1, and Eqs. (6.35), (6.36). Given this model dependence, the
agreement with the leading-order BχPT prediction is quite remarkable.
ddd ddd ddd ddd ddd dd dd
ddddddddddd ddddd
dddddddddddddddd
ddddddddddd
dddddddddd
dddddddddddddd
dddddddddddddddddddd
dddddddddddddddd
dddddddddddddddddddddd
ddddddddddddddd
ddddddddddddddddd
ddχddddd
ddddddddddddddddddd
ddχdddddd
dddddddddddddddddd
∆ddd
dddddµddd
Figure 7.10: ‘Elastic’ TPE effect in the 2S-level shift of
µH.
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Figure 7.11: Proton polarizability effect in the 2S HFS
of µH.
Figure 7.10 shows the situation for the ‘elastic’ contribution. Since this contribution is completely de-
termined by empirical FFs, the dispersive calculations agree very well. The bound-state QED approach of
Ref. [256] gives a compatible result. The HBχPT results are not in good agreement with the empirical evalua-
tions because the FFs are not well reproduced in these calculations.
Concerning the HFS, the polarizability corrections to the 2S HFS are summarized in Fig. 7.11. The leading-
order χPT prediction is quoted from Eq. (6.54). It is rather small compared with the dispersive calculations,
which are taken from the ∆pol column of Table 6.2 and converted to µeV (multiplying the number in the
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column with EF (2S)×10−6 ' 0.0228054µeV). Account of the ∆(1232)-resonance excitation in χPT is expected
to improve the agreement. The different dispersive calculations are in agreement with each other and serve as
input for the recent extraction of the proton Zemach radius [25].
Precise calculations of proton structure effects will be required to enable a direct measurement of the µH
ground-state HFS (see, e.g., Sect. 6 of Ref. [304]). The corresponding transition is much narrower than the
observed 2S − 2P transitions, and hence is much harder to find. Quantitative theory guidance will be very
important here. Once found, the HFS transition will greatly amplify the precision of our understanding of the
proton structure in general, and of proton polarizabilities in particular.
Until then, in the words of the title of this paper, the nucleon polarizabilities are taken from Compton
scattering and serve as input to hydrogen atom. We look forward to the times when the reverse is possible.
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Appendix A. Born Contribution in RCS and VVCS amplitudes
For RCS, the Born term is given by the tree-level graphs with the photon coupling to the nucleon charge Ze and the
anomalous magnetic moment κ. The invariant amplitudes of the overcomplete tensor decomposition of Eq. (3.28) are
given by [124]:
A Borni (s, t) =
{
A si (ν, t) +A
s
i (−ν′, t), for i = 1, 2, 8
A si (ν, t)−A si (−ν′, t), for i = 3, . . . , 7,
(A.1)
with A si being the contribution of the s-channel graph:
A s1 (ν, t) = −
1
2M
[
Z2 +
t
4Mν
(Z + κ)2 +
1
2
κ2
(
ν
M
+
t
4M2
)]
,
A s2 (ν, t) =
κ
2M2ν
[
Z +
1
2
κ
(
1− ν
2M
− t
8M2
)]
,
A s3 (ν, t) = A
s
1 (ν, t),
A s4 (ν, t) = −
1
4M2ν
[
(Z + κ)2 +
ν
2M
κ2
]
,
A s5 (ν, t) =
(Z + κ)2
4M2ν
,
A s6 (ν, t) = −
Z(Z + κ)
4M2ν
,
A s7 (ν, t) =
κ2
16M4ν
,
A s8 (ν, t) = −A s4 (ν, t),
(A.2)
Adding it up, we obtain:
A Born1 = −
Z2
M
− (Z + κ)
2ξ20
M(ξ2 − ξ20)
, A Born2 = −
κ2
4M3
+
2M(2Zκ + κ)ξ0 − κ2ξ20
4M3(ξ2 − ξ20)
,
A Born3 = −2Mξ
[
κ2
4M3
+
(Z + κ)2ξ0
2M2(ξ2 − ξ20)
]
= −2MξA Born8 ,
A Born4 = −
(Z + κ)2ξ
2M2(ξ2 − ξ20)
= −A Born5 , A Born6 = −
Z(Z + κ)ξ
2M2(ξ2 − ξ20)
, A Born7 =
κ2ξ
8M4(ξ2 − ξ20)
,
(A.3)
where ξ0 = −q · q′/2M = t/4M and ξ2 − ξ20 = νν′ for real photons.
To obtain the Born contribution to the forward VVCS amplitudes, Eq. (5.5), one may use
T1 = e
2A1, T2 =
e2Q2
ν2
(
A1 +Q
2A2
)
, (A.4a)
S1 =
e2M
ν
[
A3 +Q
2
(
A5 +A6
)]
, S2 = e
2M2
(
A5 +A6
)
, (A.4b)
with ξ = ν and ξ0 = −q2/2M = Q2/2M , and replace
Z → F1(Q2), κ → F2(Q2). (A.5)
Often, the pi0-exchange contribution is considered to be a part of the Born contribution. The only non-vanishing
amplitude for the pi0-exchange graph is:
A
(pi0)
8 = −
(2Z − 1)gA
(2pifpi)2
M
m2pi0 − t
. (A.6)
Appendix B. Derivation of a Dispersion Relation
Consider f(ν), an analytic function in the entire complex ν plane except for the branch cut on the real axis, starting at
ν0 and extending to infinity, as shown in Fig. B.1 (a). In the case when there are left- and right-hand branch cuts, located
symmetrically around ν = 0, corresponding to Fig. B.1 (b), we can assume that
f(ν) = fs(ν)± fs(−ν), (B.1)
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(a) (b)
Figure B.1: Contours in the complex ν plane for (a) a single cut along the positive real axis, and (b) branch
cuts along the positive and negative real axes.
where fs has only the right-hand cut. Hence, for our purpose it is sufficient to only consider the case of Fig. B.1 (a).
The starting point is Cauchy’s formula for analytic functions:
f(ν+) =
1
2pii
˛
C
dξ
f(ξ)
ξ − ν+ , (B.2)
where the contour C avoids the branch cut on the real axis, as seen in Fig. B.1, and ν+ is in the region of analyticity (i.e.,
inside the contour). We choose ν+ = ν + iδ, where ν and δ are real. We will take the limit δ → 0 in the end.
Next, we assume that f drops to zero for all large |ν+|, and it does so sufficiently fast, such that the integral over the
big semicircle can be neglected.28 We are then left with only the integrals around the cut:
f(ν+) = lim
→0+
1
2pii
ˆ ∞
ν0
dξ
[
f(ξ + i)
ξ − ν+ + i −
f(ξ − i)
ξ − ν+ − i
]
, (B.3)
where  is the gap between the contour and the real axis. The integral over the small semicircle around ν0 vanishes in the
limit → 0, since f has no poles at ν0.
Employing the Schwarz reflection principle for analytic functions:
f∗(s) = f(s∗), (B.4)
and substituting ν+ = ν + iδ, we have
f(ν+) = lim
→0+
1
2pii
ˆ ∞
ν0
dξ
[
f(ξ + i)
ξ − ν − i(δ − ) −
f∗(ξ + i)
ξ − ν − i(δ + )
]
. (B.5)
With  < δ, the limit → 0 can now be taken explicitly, since δ takes over the signs of the imaginary parts, hence
f(ν+) =
1
2pii
ˆ ∞
ν0
dξ
f(ξ)− f∗(ξ)
ξ − ν − iδ =
1
pi
ˆ ∞
ν0
dξ
Im f(ξ)
ξ − ν − iδ ,
=
1
pi
ˆ ∞
ν0
dξ
[
ξ − ν
(ξ − ν)2 + δ2 +
iδ
(ξ − ν)2 + δ2
]
Im f(ξ). (B.6)
Taking the limit to the real axis, δ → 0, we obtain the sought DR:
f(ν) = lim
δ→0+
f(ν+) =
1
pi
ˆ ∞
ν0
dξ
Im f(ξ)
ξ − ν − i0+ =
1
pi
 ∞
ν0
dξ
Im f(ξ)
ξ − ν + i Im f(ν). (B.7)
28When this is not the case, we could replace f(ν+) with f(ν+)/νn+, provided we do not introduce another pole by doing that. So, for
small ν+, f should go as νn+. If f does not have any obvious zeros, one can make a subtraction. The subtracted function, by definition,
has a zero at the subtraction point.
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Coming back to the case when f is given as in Eq. (B.1), with fs satisfying the above DR, we then obviously have
f(ν) =
1
pi
ˆ ∞
ν0
dξ
[
1
ξ − ν − i0+ ±
1
ξ + ν − i0+
]
Im fs(ξ) =
2
pi
ˆ ∞
ν0
dξ
{
ξ
ν
}
Im f(ξ)
ξ2 − ν2 − i0+ , (B.8)
where in the last step we have used Im f(ξ) = Im fs(ξ), which is true if ν0 ≥ 0. The situation with negative ν0 is in
principle treatable but is beyond the present scope.
Appendix C. Collection/Index of Formulae
 Kinematical invariants and relations for real Compton scattering (RCS)
η =
M4 − su
M2
, ν =
s−M2
2M
, ν′ =
M2 − u
2M
. (3.14)
ω =
s−M2
2
√
s
=
Mν√
s
, ωB =
s− u
2
√
4M2 − t , B =
1
2
√
4M2 − t. (C.1)
ξ =
s− u
4M
=
ν + ν′
2
=
ωBB
M
, 4ξ2 − t
2
4M2
= η − t = 4νν′. (C.2)
t = 2M(ν′ − ν) = −2νν′(1− cosϑ) = −2ω2(1− cos θ) = −2ω2B(1− cos θB),
dt = 2Mdν′ = (1/pi)ν′ 2dΩL = (1/pi)ω2dΩcm,
cos2(ϑ/2) = η/(4νν′), sin2(ϑ/2) = −t/(4νν′), sinϑ = √−tη/(2νν′),
cos2(θ/2) = η/(2ν)2, sin2(θ/2) = −t/(2ω)2, sin θ = √−tηs/(2Mν2),
cos2(θB/2) = η/(2ξ)
2, sin2(θB/2) = −t/(2ωB)2, sin θB =
√−tη/(2ξωB),
tan(ϑ/2) = (−t/η)1/2 = M/√s tan(θ/2) = M/B tan(θB/2).
(C.3)
 Relations for the forward doubly-virtual Compton scattering (VVCS)
ν = ωB = ξ =
1
2η
1/2 =
s− u
4M
=
s−M2 +Q2
2M
=
Q2
2Mx
=
2Mτ
x
, νel =
Q2
2M
= 2Mτ (C.4)
ˆ ∞
Q2
2M
dν
νn
f(ν,Q2) =
(
2M
Q2
)n−1ˆ 1
0
dxxn−2f(x,Q2) (5.11)
 Elastic structure functions
f el1 (x,Q
2) =
1
2
G2M (Q
2) δ(1− x), (5.7a)
f el2 (x,Q
2) =
1
1 + τ
[
G2E(Q
2) + τG2M (Q
2)
]
δ(1− x), (5.7b)
gel1 (x,Q
2) =
1
2
F1(Q
2)GM (Q
2) δ(1− x), (5.7c)
gel2 (x,Q
2) = −τ
2
F2(Q
2)GM (Q
2) δ(1− x). (5.7d)
 Nucleon-pole and Born contributions to the forward VVCS amplitudes
T pole1 (ν,Q
2) =
4piα
M
ν2elG
2
M (Q
2)
ν2el − ν2 − i0+
= TBorn1 (ν,Q
2) +
4piα
M
F 21 (Q
2), (5.13a)
T pole2 (ν,Q
2) =
8piα νel
ν2el − ν2 − i0+
G2E(Q
2) + τG2M (Q
2)
1 + τ
= TBorn2 (ν,Q
2), (5.13b)
Spole1 (ν,Q
2) =
4piα νel
ν2el − ν2 − i0+
F1(Q
2)GM (Q
2) = SBorn1 (ν,Q
2) +
2piα
M
F 22 (Q
2), (5.13c)
Spole2 (ν,Q
2) = − 2piαν
ν2el − ν2 − i0+
F2(Q
2)GM (Q
2) = SBorn2 (ν,Q
2) . (C.5)
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 Sum rules
Baldin: αE1 + βM1 =
1
2pi2
ˆ ∞
ν0
dν
ν2
σ(ν) (5.21)
4th-order: αE1ν + βM1ν + 1/12 (αE2 + βM2) =
1
2pi2
ˆ ∞
ν0
dν
ν4
σ(ν) (5.22)
Gerasimov–Drell–Hearn (GDH): − α
M2
κ2 =
1
2pi2
ˆ ∞
ν0
dν
ν
[
σ1/2(ν)− σ3/2(ν)
]
(5.23)
Gell-Mann–Goldberger–Thirring (GTT): γ0 =
1
4pi2
ˆ ∞
ν0
dν
ν3
[
σ1/2(ν)− σ3/2(ν)
]
(5.24)
5th-order: γ¯0 =
1
4pi2
ˆ ∞
ν0
dν
ν5
[
σ1/2(ν)− σ3/2(ν)
]
(5.25)
Burkhardt–Cottingham (BC): 0 =
ˆ 1
0
dx g2(x, Q
2) =
τ
2
[
4 I2(Q
2)− F2(Q2)GM (Q2)
]
(5.14)
spin-GP sum:
d
dq2
[
P (M1,M1)1(q2) + P (L1,L1)1(q2)
]
q2=0
=
γE1M2
3αM
− 2
3M3
d
dQ2
[
1
4F
2
2 (Q
2) + I1(Q
2)
]
Q2=0
(5.45a)
spin-GP difference:
d
dq2
[
P (M1,M1)1(q2)− P (L1,L1)1(q2)]
q2=0
=
γE1E1 + δLT
3αM
(5.45b)
 Dispersion relations for the Sachs FFs [for Dirac and Pauli FFs, see Eq. (6.8)](
GE(Q
2)
GM (Q
2)
)
=
(
1
1 + κ
)
− Q
2
pi
ˆ ∞
t0
dt
t(t+Q2)
Im
(
GE(t)
GM (t)
)
. (C.6)
 Moments of the (spherically-symmetric) charge distribution, for any N :
〈rN 〉E ≡ 4pi
ˆ ∞
0
dr rN+2ρE(r) =
Γ(N + 2)
pi
ˆ ∞
t0
dt
ImGE(t)
tN/2+1
, (6.19)
with the normalization 〈r0〉E = 1. Equivalently, for integer N :
〈r2N 〉E = (−1)N (2N + 1)!
N !
G
(N)
E (0), (C.7)
〈r2N−1〉E = (−1)N (2N)! 2
pi
ˆ ∞
0
dQ
Q2N
[
GE(Q
2)−
N−1∑
k=0
Q2k
k!
G
(k)
E (0)
]
,
= (−1)N (2N)! 2
pi
ˆ ∞
0
dQ
Q2N
[
GE(Q
2)−
N−1∑
k=0
(−Q2)k
(2k + 1)!
〈r2k〉E
]
. (C.8)
The moments of the magnetization distribution, 〈rN 〉M , are defined similarly, replacing GE with GM/(1 + κ).
 Friar radius (or, the 3rd Zemach moment of the charge distribution)
RF =
3
√
〈r3〉E(2), 〈r3〉E(2) ≡ 48
pi
ˆ ∞
0
dQ
Q4
[
G2E(Q
2)− 1 + 13R2E Q2
]
, (6.3b)
= 2〈r3〉E + 24
pi2
ˆ ∞
t0
dt
ˆ ∞
t0
dt′
ImGE(t) ImGE(t
′)
(t′t)3/2(
√
t′ +
√
t)
. (C.9)
 Zemach radius
RZ ≡ − 4
pi
ˆ ∞
0
dQ
Q2
[
GE(Q
2)GM (Q
2)
1 + κ
− 1
]
, (6.3c)
= 〈r〉E + 〈r〉M − 2
pi2
ˆ ∞
t0
dt
t
ImGM (t
′)
1 + κ
ˆ ∞
t0
dt′
t′
ImGE(t
′)√
t′ +
√
t
. (C.10)
 Finite-size effects
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a) 2P − 2S Lamb shift:
ELS = −Zα
pi
ˆ ∞
0
dQw2P−2S(Q)G2E(Q
2), (6.22)
= − Zα
12a3
[
R2E − (2a)−1R3F
]
+O(α6). (6.1a)
b) nS hyperfine splitting (HFS):
EHFS(nS) =
4Zα
3pimM
ˆ ∞
0
dQQ2 wnS(Q)GE(Q
2)GM (Q
2), (6.34b)
= EF (nS)
[
1− 2a−1RZ
]
+O(α6), (6.1b)
with the convolution of momentum-space wave functions:
w1S(Q) =
16(
4 + (aQ)2
)2 , w2S(Q) =
(
1− (aQ)2)(1− 2(aQ)2)(
1 + (aQ)2
)4 , w2P−2S(Q) = 2(aQ)2
(
1− (aQ)2)(
1 + (aQ)2
)4 , (6.16)
and the Fermi energy:
EF (nS) =
8Zα
3a3
1 + κ
mM
1
n3
. (6.2)
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