Introduction.
The elementary structure theory for finite Boolean algebras is, for our purposes, summarized in the following theorem, (see [1, p. 163] , or [2, p. 344] ).
(*) If B is a finite Boolean algebra, then it is completely characterized by the number of its elements, a number which must be of the form 2", where n is the number of atoms of B. In this case B is faithfully represented as the Boolean algebra of all subsets of a set with n elements. Moreover, B is a free Boolean algebra if and only if n is itself of the form 2r, in which case B is free on r generators.
In particular, a finitely generated Boolean algebra is finite. Recent work of Halmos, Tarski, and others in algebraic logic has engendered interest in the study of more general systems in which the Boolean structure is augmented by introducing certain additional operators. For instance, a closure algebra A is a Boolean algebra with a unary operator 3: .4->A satisfying the axioms, A monadic algebra is a closure algebra with the additional axiom,
In a monadic algebra 3 is called the quantifier, and its operation quantification. An elementary discussion in [3] shows that (0.1)-(0.5) are equivalent to the axioms: (0.1), (0.2), and (0.6) 3(M 3?) = 3/> A 3q.
The finiteness question, answered above for Boolean and closure algebras, has remained unsettled for monadic algebras, which constitute a kind of. intermediate case.
A monadic algebra A is said to be free on the set of generators GCA if (i) G generates A, and (ii) any map /o of G into a monadic algebra B can be extended to a monadic homomorphism f:A->B. An immediate consequence of this definition is that A is determined up to monadic isomorphism by the cardinality of G. Moreover, any monadic algebra with a generating set of cardinality at most that of G would be a homomorphic image of such an A.
The principal result obtained here is a constructive description of all finitely generated free monadic algebras which, in particular, exhibits their finite cardinalities as a function of the number of free generators.
This, of course, settles the finiteness question raised above. For completeness the construction includes a proof of freeness directly from the definition, and in the process a few mildly interesting results on monadic and Boolean homomorphisms are obtained which have reference to the representation theory developed by Halmos in [3] . 2 We now proceed to define a few terms. If A is a Boolean algebra and p is in A, then p is said to be an atom of A if py^O, and if every subelement of p is either 0 or p. The following notation will also be convenient.
Ii o-= {pi, ■ ■ ■ , pn} is a finite subset of A, we say that a is a partition of p if (i) piApj = 0 for i^j, and (ii) pAJ ■ ■ ■ \Jpn = p. The nonzero elements of <r are evidently distinct, and if p = l they are just the atoms of the Boolean subalgebra of A generated by cr.
1. Monadic forms and formal identities. It will now be convenient to introduce certain formal monadic expressions which will play a role analogous to that of polynomial forms in classical algebra. Let A= {-1, l}, and let En = AX ---XA (n times). For e in En, we denote by e, the ith coordinate of e, and for each i we write El = {e'n\En\ei=l},i=l,
• • • ,n. Regard now the symbols Xi, ---, xn as n ordered monadic variables, let X denote the vector (xi, ■ ■ ■ , x"), 3X the vector (3xi, ■ ■ ■ , 3x"), and, for each such X, let (X) be the least class of finite sequences containing the one-term sequences (xt) and closed under the operations of prefixing 3, infixing A, and suffixing _1. We now define the maps, \X:E»->(X) by \x(e) =Xi'A ■ ■ • Axnn, for all e in En, and
for all e in E", i= 1, • • • , n. We first observe: (1.1) Ifxi, • • • , xn generate a Boolean algebra B, then {Xx(e)|ein En) is a partition of 1 whose nonzero elements are just the atoms of B (see, e.g., [2, p. 344] ).
This apparatus is designed both for abbreviation of some unwieldy notation, and to facilitate the proofs of some useful formal results, to which we now proceed. If A is a monadic algebra, then the range of 3, 3(A), is a Boolean subalgebra of A ([3, Theorem 5]) on which, by (0.4), 3 induces the identity map. We have, therefore, for any e in En, 3(k3x(e)) =A3x(e). Now using this together with (0.6), we obtain for each e in E", 3(p,x,i(e))= 3x,AX3x(e), and so, since ej=l for e in E",
Suppose we consider now a Boolean algebra B generated by the set {x,-, Xi\i=l, ■ ■ ■ ,n], under the assumptions, (i) }xi, • • • , xn\ is a partition of 1, and (ii) Xi^x,-, i=l, ■ ■ ■ , n. By (1.1), the atoms of B are all the nonzero elements of the form,
for d and e in En. By (i), (1.3) can be nonzero only if, for precisely one i, di=l, and, by (ii), it can be nonzero in this case only if also e» = l for the same i. By disjointedness, we may then simply delete the terms xj1, for JT^i, and write the resulting expression as XiAXx(e), where now e must be in E" (and, of course, X=(xi, ■ --, xn)). Now to summarize. Lemma 1. If a Boolean algebra B is generated by the set {x{, xt\i = 1, • • • , n) satisfying (i) and (ii) above, then {xiAXjf(e)|e is in £", i=l, • • • , n} is a partition of 1 containing the atoms of B.
Observe that if B is a monadic algebra, and if Xi = 3Xi, then the resulting partition is just {px,i(e)\e is in E", i = l, ■ ■ ■ , n}. Moreover, in any finite Boolean algebra each element is (uniquely) the supremum of the atoms it contains. Make now the assumption that Corollary 1. Xgx(e) = Vipx,i(e), where the supremum is extended over all ifor which e,= l. We write this Xa?(e) = Vji|e,=ij px,i(e).
Proof. If et is 1, then px,%(e) =x,AX3x(e) ^Xgx(e), and it can be easily checked that the other atoms of B (i.e. pxj(d) where e^dCE") are disjoint from \3x(e).
Corollary
2. x, = Veeisi" px,i(e).
Proof. Apply the same procedure as above.
For convenience we now choose, for each integer r >0, some definite enumeration {ek\k = l, ■ ■ ■ , 2'} of Er, which shall henceforth remain fixed. If A is a monadic algebra generated by elements pi, ■ ■ ■ ,pr, Corollary 3 shows the significance of Theorem 1 (although the latter has other applications in the sequel); in particular, it settles the finiteness question referred to in the introduction. Namely, f(pij) must be either 0 or ti since f(pij) ^f(pi) = ti, an atom (excluding the trivial case /i = 0). By disjointedness, at most one pn can map into ti and, moreover, at least one of them must if we are to have f(p/) equal to ti and not 0; this special element corresponds to the pni above.
Corollary 4. A homomorphism of a finite Boolean algebra A maps the atoms of A one-to-one onto a partition of 1, and conversely, any such map on the atoms of A extends uniquely to a Boolean homomorphism.
We are now prepared to prove an extension theorem which is essential in the construction in III. Let A and B be monadic algebras It remains only to show that / extends our original /o. Now pj = VVe.E/Xi>(e*), and tj= WeE/Xr(e*). It therefore suffices to show that f(kP(ek)) =~KT(ek), k = l, ■ ■ ■ , n. By Corollary 2, where X is replaced here by \P and XT successively, we have Xp(ek) = VeeEknp\p,k(e) and Xr(e*) = VeeEk" P\T.k(e), and hence, /(Xp(6*)) = V f(nxp,k(e)) = V txxT,k(e) = XT(e*).
We digress here a moment to recall a result in [3 ] that will be used several times in the sequel. A Boolean subalgebra B of a Boolean algebra A is said to be relatively complete in A if for every p in A the set B(p) = {q\qCB, q^p} has an infimum, l\B(p), in 5. In particular, any finite, or, more generally, complete subalgebra B is always relatively complete. Let Q be the set of all quantifiers on A, and let R be the set of all relatively complete subalgebras of A. (**) For/and g above, f(Q) =R, g(R)=Q, andf=g~K Thus, ii A is a monadic algebra and p is in A, then 3p = /\{q\qC 3(A), p^q}, and so 3 is clearly order preserving. In particular, if A is finite, then 3 maps each atom of A onto that unique atom of 3(A) above it. In general, when 3(A) is finite, 3 maps an element onto the supremum of those atoms of 3(A) that the given element intersects nontrivially.
To resume, we shall now use Lemma 2 again to obtain a result bearing on Halmos' representation theory in [3] . If A is a monadic algebra a constant, c:A^>A, is an idempotent endomorphism such that c(A) = 3(A). Then c is said to be a witness for p in A if cp = 3p, and we call A rich if every pm A has a witness. Halmos proves his representation theorem ([3, Theorem 12]) directly only for rich monadic algebras, so it is of some interest to know whether certain classes of monadic algebras are rich. He gives reference to an example of a monadic algebra with no constants at all. and therefore no t, may be omitted in this supremum. Finally, then,
Before proceeding to the main result I might remark that many of the results of this section extend with no essential change in technique to complete atomic algebras. Moreover, using a generalization of the above methods, where the notion of atom is replaced by that of maximal filter, one can prove that any monadic algebra A which is a countable ascending union of monadic subalgebras, An, such that 3(An) is finite for all n, is rich. This class includes, in particular, all A for which 3(^4) is finite, and also, by Corollary 3, all countable^. elements.
We mention, without proof, a few of the properties of this algebra, A. First, B= 3(A) is a Boolean algebra with 2" -1 atoms (so is not free). Further, for each k = 1, • • • , n there are Cn,k atoms of B which contain precisely k atoms of A. Therefore, by Theorem 3, A has N(A) = JjLi kCn* constants.
As a final remark, we might state the characterization of finite monadic algebras analogous to that given for Boolean algebras at the outset of this paper. Proof. Let Si, ■ ■ ■ , Sk be k disjoint sets such that Si has «,• elements, and let B be the monadic algebra of all subsets of 5 = SiU • ■ ■ VJSic, where the quantifier is that induced by the Boolean subalgebra generated by {Si, ■ • • , Sk}, (see (**)). Now map the set .S (of all the n atoms of B) one-to-one onto the atoms of A in such a way that St maps onto the atoms of A below the ith atom of 3(^4). By Corollary 4, this map defines a Boolean homomorphism from B to A which, by (**) again is monadic. This monadic homomorphism is also evidently one-to-one and onto, so the proof is complete.
