Introduction
Communication skills are considered to be a core proficiency and are crucial to professionalism in medical practice, including successful outcomes in patient care [1] . Most medical schools include communication skills training in their undergraduate curricula. However, training alone does not guarantee better learning. One way of further enhancing study is to organize summative assessments because these are known to "drive learning" [2] . To assess students' skills, reliable and valid assessment procedures are needed that are suited to the stage of training. In this context, the objective structured clinical examination (OSCE) has become popular in the assessment of clinical performance in a wide range of settings [3, 4] . Only a few studies within the OSCE literature have focused on how best to teach and assess communication skills with respect to surgical education in undergraduates. Published examples typically focus on delivering "bad news" to patients [5] . Indeed, a surgery-specific communication OSCE was established in the context of end-of-life communication training during surgical clerkship [6] or in the context of formative assessment of postgraduate clinical training involving six surgical scenarios for common communication tasks and interpersonal skills [4] . However, there are no satisfactory reports describing how to implement a quality-assured OSCE centered on undergraduates obtaining informed consent. For medical students in particular, this competency is often regarded as multifaceted and complex, as a properly conducted surgical informed consent process needs to provide patients with the means to authorize an invasive procedure with full comprehension of the relevant information including involved risks. Thus, obtaining informed consent comprises a multitude of educational objectives (the third level of Miller's pyramid, "shows how" [7] ): cognitive and communication skills, as well as professionalism focusing on the specific needs of the patient [8] . Of note, medical students need to practice relevant clinical skills up to a routine level under supervision. In this context, the OSCE format appears the most suitable to assess the multitude of combined learning objectives associated with the task of obtaining informed consent. The OSCE provides important elements of quality assurance (metrics), as both examiners and simulated patients (SPs) can be trained and virtual clinical scenarios enable reproducibility [9, 10] .
The educational environment in surgery is known to be plagued by interfering clinical duties (e.g., theatre schedules, emergencies). Therefore, a video-recorded OSCE (VOSCE) with time-shifted rating may prove to be an efficient substitute for real-time live assessment. Of course, filming is not an entirely novel concept in this context. Vivekananda-Schmidt et al. [11] implemented a VOSCE to assess musculoskeletal examination skills in undergraduate students. Video recording of a communication session was recently reported as a means of assessing students during the preclinical phase [12, 13] .
In our study, we considered the filming element of the VOSCE as being indispensable to the appraisal of an entire semester cohort. Our aim was to develop and implement a single-station VOSCE during the fifth year of a German medical school centered on obtaining informed consent. Our study outlines the feasibility of the VOSCE in undergraduate education in surgery and comments on the benefits of timeshifted rating by means of video. The format of an OSCE was used for high-stakes testing, as it was essential to demonstrate quality assurance allowing fair and rigorous decision making with respect to candidates. In particular, we compared student performance in the three scenarios and analyzed the reliability and internal consistency of the checklists. For further improvements in quality, we investigated the extent of agreement between two trained raters, the background of one of whom lay outside the field of surgery.
Methods

Setting and participants
We designed a cross-sectional study with data acquisition from a summative examination. The study ran during the 5 weeks teaching module "Operative Medicine" during the summer semester of the fifth year (academic year 2010/2011) of the degree of human medicine at the University Medical Centre Goettingen, Germany (UMG). Like most German medical schools, the UMG offers a 6 years curriculum comprising two preclinical and three clinical years, followed by a practical year. The clinical curriculum is modular in structure; the sequence of modules is identical for all students. During the module Operative Medicine, knowledge and skills are recapitulated in various surgical specialties (visceral, orthopedic/ trauma, and thorax/heart/lung) through emphasis on clinical decision making and patient management. In preparation (longitudinal curriculum), students are required to take a course in communication skills (with SPs) at the beginning of the third year. Furthermore, they also attend a 1 week clinical skills in surgery block during the fourth year, which includes teaching during patient encounters on the ward. All 155 students enrolled in the teaching module participated. The average age was 25.7 AE 2.1 years. A total of 53.8% of the participating students were females and 46.2% were males. Following consultation with the University Ethics Committee, approval was not required for this type of educational study. Written consent was obtained from the students for the filming and for use of the data within the framework of the current study.
Students were requested to form pairs with a partner of their choice to prepare for and undergo the examination. Following a specific introductory lecture on the legal aspects of informed consent, as well as on the specific content and course of events, students prepared with information on all Students were provided with a manual including the consent forms, technical information on the procedures, and textbook summaries of the subjects involved. During selfstudy as officially allocated time (6 hours on their timetable), students reviewed this information and had to consider the structure and course of the patient interview, including communication skills and content related to the clinical cases and procedures. Students were also asked to practice obtaining informed consent from their peers prior to examination.
SPs and scenarios
The SPs were selected from a group of professional actors who regularly perform for medical training purposes. Written consent was obtained from the SPs for the filming, following which they were specifically trained using the three scenarios developed for the VOSCE. They were prepared with five relevant questions to ensure interaction with the medical students during assessment. Content validity was addressed by having the SP scenarios, roles, and checklists for rating written by an experienced surgeon trained in medical education issues and familiar with the "Goettingen Catalogue of Learning Objectives" [14] .
Examination
The VOSCE was carried out in the style of an OSCE consisting of one station only. The VOSCE took place on five dates during the teaching module (every Thursday afternoon); student pairs were allocated randomly. Each student pair had to hand in one video for assessment, 78 videos in total were collected as data files and finally assessed by both raters. On their day of examination, the student pairs were informed of the clinical scenario and then went on to obtain informed consent from a SP. The student pairs were given 30 minutes to perform two interviews (one each) with each interview lasting no longer than 10 minutes. These interviews were recorded on a tripod-mounted digital video camera equipped with an external microphone. Following initial instruction by student peers, the camera was operated by the candidates themselves. The interviews were recorded to digital media, and files were transferred to an external hard drive. The two students then moved on to another room, viewed their videos, discussed their performance on peer level, and finally selected one filmed interview for final assessment.
Checklists
Participants were allocated to the three checklists randomly. We recorded background data on informed consent talks, which students might have performed during voluntary clerkships, to ensure that there were no confounders among the three checklists. Each checklist comprised a total of 26 items. Part A (communication) assessed verbal and nonverbal skills and comprised seven items for global rating on a 6-point Likert scale, on which 6 is excellent and 1 is unsatisfactory. Part B (content) specified the indication for surgery, choice of procedure, general and specific risks, and postoperative treatment/follow-up. Part B included two items as described for Part A and 17 items on a binary scale (2 or 1 for "done" or "not done", respectively). The scores of individual items were summed; the weighting of Part A (maximum of 42 points) to Part B (maximum of 46 points) was set as 3:7 (Part A ¼ 30% and Part B ¼ 70%). For scoring and visualization of data, absolute scores were converted into percentages. The total minimum percentage pass rate was set to 70%.
Raters
Examination performance was determined by two independent raters. Both raters were third-year residents. Rater 1 was a surgical resident in specialty training in general and visceral surgery. Rater 2 was a qualified dentist with three years of clinical experience. Both raters had no prior experience in scoring OSCEs but had been given instructions and training prior to the examination. All candidates had their chosen film assessed by both raters individually. Rater assessment took place out of normal working hours, for which the raters received financial compensation.
Statistical analysis
Statistical testing was performed using IBM SPSS Statistics version 19. Absolute score point values were converted to percentage scores. Means, medians, standard deviation, and confidence intervals were calculated for the scores. A sample size of 24e28 videos per checklist was considered mandatory for descriptive statistics. Item analysis within classic test theory relies on two statistics: the P-value (item difficulty) and the r-value (item discrimination). Item difficulty was defined as proportion on a scale of 0e1 of students answering the item correctly, the value 1 indicating that all candidates were successful on the item. The item discrimination, otherwise referred to as corrected itemetotal correlation, is a useful measure of item quality whenever the purpose of a test is to produce a spread of scores, reflecting differences in student performance. It indicates the extent to which success on an item corresponds to success on the whole test [15, 16] .
Cronbach's a was used as a measure of internal consistency, that is, how closely related a set of items are as a group. In other terms, Cronbach's a is a function of the extent to which items in a test have high commonalities and thus low uniqueness [17] . A "high" value of alpha is often used as evidence that the items measure an underlying (or latent) construct [18] .
Any association between the individual scoring by each rater was assessed by intraclass correlation coefficient (ICC) and Pearson contingency coefficient (PCC). ICC is used for quantitative measurements made on units that are organized into groups. It describes how strongly units in the same group resemble each other [19] . PCC is a measure of the linear correlation (dependence) between two variables X and Y, giving a value between þ1 and À1 inclusive, where 1 is total positive j o u r n a l o f s u r g i c a l r e s e a r c h 1 9 1 ( 2 0 1 4 ) 6 4 e7 3 correlation, 0 is no correlation, and À1 is total negative correlation [20] .
One-way analysis of variance (ANOVA) and Scheffé 's method were performed to analyze variance among the checklists. ANOVA provides a statistical test of whether the means of several groups are equal, and therefore generalizes the t-test to more than two groups [21] . Scheffé 's method is a test for adjusting significance levels in a linear regression analysis to account for multiple comparisons [22] .
Results
Evaluation of checklists and items
Internal consistency was assessed for each checklist and their respective parts (Table 1 ). In our study, the reliability (Cronbach's a) of the individual checklists ranged from 0.565e0.605 for total values. It must be stressed that these values are high for a single-station design. The highly homogeneous nature of student performance in Part A led to a low reliability in all three checklists (0.201e0.384). In contrast, student performance in Part B proved much more heterogeneous. As a direct result, Part B was determined to be more reliable than Part A, with increased reliability ranging from moderate to substantial (0.583e0.623).
As Part B of the checklists assessed the content of the informed consent interview, descriptive statistics of checklist items were determined in more detail. Item difficulty (P) and item discrimination (r) of scoring were evaluated (Table 2 ). Statistical analysis demonstrated that all the three checklists had good quality. A desirable item difficulty (P ¼ 0.4e0.8) was determined for most items (47%, 63%, and 58% of the appendectomy, cholecystectomy, and hernia repair checklist, respectively). The item discrimination (r > 0.2) was fair to high in 89%, 84%, and 68%, respectively. Combining these two criteria, the items "diagnosis/indication," "choice of procedure," and "injury to neighboring organs" on the appendectomy checklist contributed to the high quality of the checklist. On the cholecystectomy checklist, the items "conversion to open surgery," "scarring," "adhesions/bowel obstruction," "incisional hernia," and "aerodermectasia" fulfilled these criteria. The hernia repair checklist even contained seven items attributing to the high quality: "diagnosis/indication," "thrombosis/embolism," "scarring," "incisional hernia," "injury/constriction of inguinal nerves," "chronic inguinal pain," and "return to normal diet/ambulation." Our evaluation of single items enabled the assessment of student performance on the level of specific learning objectives. On the cholecystectomy checklist, for example, the item "conversion to open surgery" was of good quality, with 71% of students explaining the content of this item correctly to the SPs (item difficulty 0.71) and with an item discrimination of 0.253 (classified as "fair" to distinguish between knowledgeable students and those who are not). In contrast, the item "positioning injury" was of poor quality with only 17% of student explanations proving correct as well as a low discrimination (0.038), implying that candidates performing well in the rest of the test performed poorly on this item and vice versa. A negative discrimination index indicates that the item is measuring something other than the rest of test (e.g., "extending the scope of surgery" with r ¼ À0.117).
Student performance
Students performed well in the VOSCE with total mean scores of 88.9% (AE4.6%), individual results ranging from 76.6%e98.4% (Fig. 1A ). There were no ceiling effects (right shift ¼ core limitation at the top of a scale as indication of a relatively easy test) or floor effects (left shift ¼ difficult examination). On comparison of the three checklists, the total mean scores were 91.0% (AE4.0%), 88.4% (AE4.4%), and 87.0% (AE4.7%) for the appendectomy, cholecystectomy, and hernia repair checklist, respectively (Fig. 1B) . One-way ANOVA demonstrated that total scoring was different in the three checklists (P < 0.05). Therefore, Scheffé 's method was performed to compare the individual checklists with each other. The cholecystectomy and hernia repair checklists were similar in total scoring (mean absolute difference in percentage points 1.2 AE standard error 0.96; P > 0.05). However, the appendectomy checklist was apparently easier than the cholecystectomy (2.65 AE 0.94; P < 0.05) and also easier than the hernia repair checklist (3.8 AE 0.92; P < 0.05). Altogether, the mean absolute differences were very low (<3.8). The statistical results can possibly be attributed to the very high similarity of all checklists and only a relative small and almost negligible difference when compared with the hernia repair checklist. In fact, this result seems to be more a calculative effect owing to the homogenous distribution of data and therefore may not reflect any relevance to the assessment instrument. When referring to Figure 1B , which depicts student performance in the three checklists, it is obvious that the total mean scores and standard deviation were closely related and mostly overlapping.
Interrater agreement
Total scoring between both raters was similar among the three checklists. Mean total performance scores of the participants were 92.8 AE 4.4% and 89.2 AE 3.9% for the appendectomy, 89.1 AE 5.3% and 87.6 AE 4.0% for the cholecystectomy, and 87.9 AE 5.4% and 86.2 AE 4.5% for the hernia repair checklist (raters 1 and 2, respectively). The rating pattern of the two examiners is indicated in Figure 2 . Although the median performance scores were similar, there was a tendency that the 
level of rating was slightly higher on all three checklists for rater 1 (surgical resident) when compared with rater 2 (dental resident). There was agreement in the utilization of the scale, with a greater dispersion on the hernia repair checklist. Table 3 documents the correlation between both raters. The mean absolute differences (percentage points) were 3.63, 1.49, and 1.63 for the appendectomy, cholecystectomy, and hernia repair checklist, respectively. We found overall strong agreement on total scoring (ICC, 0.78). It is worth noting that Fleiss [23, 24] considered an ICC value of >0.75 as excellent, between 0.4 and 0.75 as fair to good, and <0.4 as poor. Therefore, agreement was excellent for the appendectomy checklist (coefficients 0.83 and 0.84) and still on a very high level for the cholecystectomy (0.73 and 0.76) and hernia repair (0.76 and 0.77) checklists. PCC scores were also found to be very high with a total value of 0.80.
Calculation of time to rate videos
The videos were evaluated by the two raters during five selfdetermined sessions of paid overtime. In general, each rater assessed 8e10 videos in a row then took a short break lasting around 5e10 minutes. On examination, students interacted in pairs with SPs and had a total of 30 minutes to record two informed consent interviews, one of which the candidate pair then had to select for final assessment. Each of the 78 videos was approximately 10 minutes in length. Rating and marking on the checklists lasted on average 12 minutes per video. Thus, a total time of approximately 16 hours per rater was deemed necessary to assess the performance of the entire semester cohort.
Discussion
"Assessing the assessment" is vital, as the delivery of (V)OSCEs is complex and resource intensive. Any implementation or modification should be evaluated carefully to allow for quality assurance and check for feasibility in the local teaching environment. Thus, strategies may have to be developed on how best to implement standardization, which is known to affect the overall reliability of an OSCE positively. Well-designed checklists, video recording, and professional raters (as in trained and financially compensated) may enhance the overall quality of the OSCE.
Establishment of a reliable and high-quality scoring system for raters
In terms of the technical quality of the rating instruments, all three checklists demonstrated sound internal consistency with reasonably strong agreement on item difficulty and item discrimination as an indication of the high quality of all three checklists. In other terms, the checklists were of adequate Fig. 1 e Distribution (frequency) of relative total scores as mean of both raters indicates a bell curve (A). Mean total scores ± 2 3 standard deviation for the three checklists (B). Fig. 2 e Box plot diagram of total scores in the three checklists to visualize rating patterns of the two raters. The bottom and top of the box mark the 25th and 75th percentile, respectively, and the middle dark line in the box indicates the median (50th percentile). The whiskers mark 1.5 times the interquartile range (IQR), circles mark outliers as 1.5e3 times, and stars mark outliers as >3 times IQR. difficulty and differentiated well between respectable/good and weak student performance.
However, we were also able to identify a few checklist items with poor evaluation characteristics. We determined the following items to be of low difficulty (P < 0.4) combined with poor discrimination values (r < 0.2): "positioning injury" on the cholecystectomy and hernia repair checklists, "extending the scope of surgery" and "choice of procedure" on the cholecystectomy checklist, and "postoperative impairment" on the hernia repair checklist. The rationale behind this observation may be viewed from a teaching perspective. All these items are highly relevant in day-to-day surgical practice; however, it seems that practical experience is probably undervalued in the teaching context. This will have implications for teaching in the near future. After revisiting the curricular mapping of learning objectives, we will have to emphasize these points and ensure that students understand the operative concepts behind these procedures.
Total reliability of the VOSCE ranged from 0.565e0.605 for the individual checklists. These values were in line with recent literature. Following an evidence-based OSCE, which was also performed as a single station, Cronbach's a was 0.58 and considered as acceptable [25] . In general, the evaluation of student performance is not based on single but on multiple assessment sessions, elements, or methods. In accordance, the assessment of clinical skills is commonly performed within the context of a multistation OSCE, and in this case, Cronbach's a should at least overstep 0.6 [11] or better still reach at least 0.7 [25] . Therefore, we may extrapolate our results to a mini-OSCE round by combining all the three checklists. Thus, a theoretical total reliability of >0.9 could be expected and considered as very high (SpearmaneBrown prediction formula ¼ r Â n/(1 þ (n À 1) Â r) [26] .
In our study, interrater agreement was excellent (ICC, 0.78; PCC, 0.80). In the literature, ICC scores ranging from 0.7 (OSCE assessing musculoskeletal ultrasound skills [27] ) to 0.96 (evidence-based medicine OSCE [25] ) have been reported. Two raters with totally different backgrounds (surgical versus dental) were used, yet we were still able to demonstrate strong agreement with one another. This we believe underlines not only the high quality of the checklists but also the overall design of the VOSCE including prior training of the raters. Involving albeit fewer and trained raters may prove to be a strategy to improve reliability considerably and thus increase the quality of an OSCE. Furthermore, we would like to emphasize that raters from a field other of surgery can still prove suited to the task of subject-specific skills and knowledge assessment.
Content validity was assured by an experienced surgeon, who developed the clinical scenarios, the roles of the SPs, and the checklists incorporating feedback from peer experts. However, student performance was not validated by comparing mean scoring of student cohorts from different educational levels (construct validity).
4.2.
Benefits of video recording and time-shifted rating of student performance
The implementation of a VOSCE has considerable potential advantages for faculty members, educational coordinators, and candidates alike [28] . The classical OSCE carries a massive organizational burden associated with the necessity to guarantee and document the attendance of SPs and students. More importantly, the management of a large number of physician assessors with varying degrees of clinical and educational experience is a particular hurdle [11] . Not only must a predefined number of raters be in one place at one time despite concurrent clinical duties, ideally they should also have completed some skills training in assessment. In this context, implementing a VOSCE may be considered as an attractive alternative because the rating can occur outside of clinical normal working hours. However, shifting assessment duties into preferably financially compensated overtime has to be discussed carefully. In the context of the teaching module "Operative Medicine", the time-shifted rating of student performance appeared to be the only solution to implement a practical clinical examination for the entire semester cohort. Moreover, it is generally accepted that such financial or time compensation can have a marked positive effect on the quality of the rating. Finally, this assessment method offers a substantial reduction in the administrative workload, as timeshifted rating does not necessarily require many raters.
From the perspective of raters, fatigue during the selfdetermined assessment sessions could also be reduced or even prevented [29] . The very nature of rating a video allows for breaks according to personal needs or preference. A positive consequence of this is a potential improvement in rating consistency [11] . From the student perspective, archived videos of their performance may be placed in an electronic portfolio [30] . Such a portfolio enables targeted feedback and may act as a personal guide throughout their degree course by highlighting knowledge gaps to both themselves and teaching staff.
The actual time required purely for time-shifted rating is not necessarily any shorter when compared with real-time live rating. However, in terms of logistics, time-shifted rating based on videos is a lot easier, as it is simply performed in series with no transition time or any additional time including disturbances. As an additional pilot within the context of this study, both raters reviewed 12 videos (four videos per checklist) chosen randomly 1 week after completion of the 
examination and re-rated them at a higher playback speed (1.2Â). Preliminary data (not shown) demonstrated that the scores after re-rating were highly consistent with the primary scores, suggesting that the assessment time required could possibly be reduced. A direct and positive consequence of this would be a reduction in personnel costs involved [31, 32] . Further studies using a crossover design will have to elucidate whether accelerated playback and/or other technical refinements may contribute further to greater time savings and improve rating convenience. Assessment of the videos with the help of electronic checklists enabling the fast selection of item and anchors or even an embedded digital rating tool using language recognition software will be evaluated in due course.
Limitations
Several limitations of our study should be mentioned. We did not investigate the students' attitude or viewpoint on video recording in this study. We may have to assume that student performance was in some way influenced by the process of being filmed. However, it is nowadays reasonable to accept that students on average are well aware of the benefit arising from the implementation of new technologies. Generally speaking, video recording is accepted as an approved tool to receive feedback, self-reflect on performance, and improve the accuracy of self-assessment [33, 34] . Although the teaching module itself and subsequent summative examination is compulsory, consent to filming was not obligatory. Even so, the entire semester cohort participated in our study and appreciated the assurance of confidentiality and safe storage of the video material on providing their consent for the use thereof in our study. Although all participating students were in the same semester (fifth year), we cannot exclude confounders such as differences in socioeconomic and educational background, as well as prior medical training or experience. As the entire semester cohort had to undergo examination, it was legally impossible to exclude students with previous training such as paramedic, nursing, or physiotherapy. However, this well reflects the genuine challenge that educators and examiners are confronted with: a heterogeneous population of students. It is perhaps worth restating at this point that we chose a random distribution of students to the three checklists to minimize effects from confounders.
Another limitation lies in the fact that the examination was a simulation as opposed to a real patient encounter. This limits the generalizability of our findings with respect to clinical context. Although students took the task of obtaining informed consent seriously, the scenario itself was still artificial. On review of the videos, it was noticeable that a number of students appeared to execute a memorized list of informed consent items as a monologue rather than a dialogue with the SP. It may well be the case that at least a proportion of candidates were influenced by the examination conditions to such an extent as to lose empathy with the SP.
Another limitation may lie in the fact that we only had two raters to assess the videos. Although we were able to demonstrate very strong interrater agreement, the generalizability of that finding remains limited. When recruiting, our aim was to select raters willing to assess the complete number of 78 videos during paid overtime. Following publication of the position advertisement, only two candidates qualified.
4.4.
Utility of the study
The utility framework proposed by van der Vleuten [2] can be used to evaluate the value of assessment tools within a given curriculum. The formula to determine the utility (U ) comprises five variables, those being reliability (R), validity (V), educational impact (E ), acceptability (A), and cost (C ). Reliability was reasonably high given the setting of a singlestation VOSCE. Demonstration of validity was limited; however, the checklists were developed properly by an expert. Educational impact was high, as students were engaged in successful learning, as demonstrated by high average total performance scores. Acceptability was not a focus of the study. However, the VOSCE has been established as a routine summative assessment tool for the last 3 years. Costeffectiveness of the VOSCE was a critical component as it is for any other form of practical clinical assessment. The raters received financial compensation (16 hours); however, this cost was effectively covered by reductions in administration costs. Moreover, implementation of high-stake OSCE stations into a multistation course may provide the opportunity to reduce the overall number of stations while retaining the high degree of internal consistency and decreasing costs. The utility of the VOSCE is a multiplicative function of the above-mentioned variables. In our study, we demonstrated an approach to simplify the organization of an OSCE while guaranteeing high-quality measures for assessment. In doing so, we believe that the overall utility has not been jeopardized.
Conclusion
VOSCE is a feasible, objective, and reliable alternative to traditional live scoring in surgical education. In view of the German National Competency-based Catalogue of Learning Objectives [35] , which will be published in due course, the development of standardized tools for the assessment of competencies and skills in surgery is becoming an essential element in the evaluation of undergraduate students [36] . Further research could explore to a greater extent the educational impact of VOSCE, for example, by investigating whether it generates stimuli to address the specific learning needs of the individual student. We also need to consider whether the narrative feedback given by SPs from their perspective may further enhance the acceptance of the VOSCE, as there are currently no means of direct interaction between raters and students possible. feasibility and quality of the video-recorded objective structured clinical examination. They also express their gratitude for the financial support from the Office of the Dean of Studies (intramural funding of innovative teaching projects).
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