Abstract. We propose a convex-concave programming approach for the labelled weighted graph matching problem. The convex-concave programming formulation is obtained by rewriting the graph matching problem as a least-square problem on the set of permutation matrices and relaxing it to two different optimization problems: a quadratic convex and a quadratic concave optimization problem on the set of doubly stochastic matrices. The concave relaxation has the same global minimum as the initial graph matching problem, but the search for its global minimum is aslo a complex combinatorial problem. We therefore construct an approximation of the concave problem solution by following a solution path of the convex-concave problem obtained by linear interpolation of the convex and concave formulations, starting from the convex relaxation. The algorithm is compared with some of the best performing graph matching methods on three datasets: simulated graphs, QAPLib and handwritten chinese characters.
Introduction
The graph matching problem consists in finding a correspondence between vertices of two given graphs which is optimal in a certain sense 1 . This problem plays a very important role in various fields of pattern recognition like optical character recognition [1] , image analysis (2D and 3D) [2, 3] , or bioinformatics [4] .
Because of the combinatorial nature of the problem, it is very hard to solve it exactly for large graphs; however some methods based on incomplete enumeration may be applied to search for an exact optimal solution in the case of small or sparse graphs. An alternative is to use approximate algorithms which are supposed to be much more scalable, but only find an approximate solution. This group is represented by two classes of methods: spectral methods [5, 6, 2, 7] and methods which work directly with graph adjacency matrices and typically involve a relaxation of the discrete optimization problem [8, 9, 10, 3] .
An interesting instance of the graph matching problem is the matching of labeled graphs. If there is also a similarity measure between labels, then we search a correspondence which matches not only the structures of the graphs but also vertices with similar labels. Some widely used approaches only use the information about similarities between graph labels [11] , some try to combine information on graph structures and vertex similarities [10, 4] . We do not discuss here the various graph matching algorithms, a good review of graph matching algorithms may be found in [12] .
In this article, we propose an approximate methods for labeled weighted graph matching. This method is based on a formulation of the labeled graph matching problem as a quadratic assignment problem (QAP) over the set of permutation matrices, where the quadratic term encodes the structural compatibility and an additional linear term encodes vertex compatibilities. We propose two relaxations of this problem, resulting in one quadratic convex and one quadratic concave optimization problem on the set of doubly stochastic matrices. While the concave relaxation has the same global minimum as the initial QAP, it also does not have an efficient optimization algorithm. We find a local minimum of this problem by following a solution path of a family of convex-concave optimization problems, obtained by linearly interpolating the convex and concave relaxations. Starting from the convex formulation with a unique local (and global) minimum, the solution path leads to a local optimum of the concave relaxation. We perform an extensive comparison of this PATH algorithm with several state-of-the-art matching methods on small simulated graphs and various QAP benchmarks, and show that it consistently provides state-of-the-art performances while scaling to graphs of up to a few thousands vertices for a modern computer. We further illustrate the use of the algorithm on the matching of handwritten chinese characters. Additional simulations may be found in [13] .
Problem Description
A graph G = (V, E) of size N is defined by a finite set of vertices V = {1, . . . , N} and a set of edges E ⊂ V × V . We consider weighted undirected graphs with no self-loop, i.e., all edges (i, j) have an associated positive real value w(i, j) = w(j, i) and w(i, i) = 0 ∀i, j ∈ V . Each such graph can be equivalently represented by a symmetric adjacency matrix A where A ij = w(i, j). Given two graphs G and H with the same number of vertices N 2 , the problem of matching G and H consists in finding a correspondence between vertices of G and vertices of H which aligns G and H in some optimal way. The correspondence between vertices may be defined by a permutation matrix P , P ij is equal to 1 if the i-th vertex of G is matched to the j-th vertex of H, and 0 otherwise. After applying the permutation defined by P to the vertices of H we obtain a new graph isomorphic to H which we denote by P (H). The adjacency matrix of the permuted graph, A P (H) , is simply obtained from A H by the equality A P (H) = P A H P T . In order to assess whether a permutation P defines a good matching between the vertices of G and those of H, a quality criterion must be defined. We focus in this paper on measuring the discrepancy between the graphs after matching of edges which are present in one graph and not in the other one:
where ||.|| F is the Frobenius matrix norm. Therefore, the problem of graph matching can be reformulated as the problem of minimization of F (P ) over the set of permutation matrices. An interesting generalization of the graph matching problem is the problem of labeled graph matching. Here each graph has associated labels to all its vertices and the objective is to find an alignment that fits well graph labels and graph structures at the same time. If we let C ij denote the cost of fitness between i-th vertex of G and j-th vertex of H then the matching problem based only on label comparison can be formulated as follows
A natural way of unifying of (2) and (1) is a linear combination
In the next section we describe our new algorithm which is based on the technique of convex-concave relaxation of the initial problem (1).
Convex-Concave Relaxation
The criterion of graph matching problem we consider is (1). Since permutation matrices are also orthogonal matrices, we can rewrite F (P ) on P as follows:
The graph matching problem is then the problem of minimizing F 0 (P ) over P, which we call GM: GM: min
A first relaxation of GM is obtained by expanding the convex quadratic function F 0 (P ) on the set of doubly stochastic matrices D:
The QCV problem may be solved in polynomial time (this is a convex quadratic minimization problem) by the Frank-Wolfe algorithm [14] , but the optimal value usually does not belong to the set of the extreme points of D so we have to use the approximation: arg min P F (P ) ≈ Π P arg min D F (P ). The projection Π P may be made by the Hungarian algorithm in O(N 3 ), but the problem is that if arg min D F (P ) is far from P then the approximation quality may be poor.
We now present a second relaxation of GM, resulting in a concave minimization problem. For that purpose, let us introduce the diagonal degree matrix D of an adjacency matrix A, which is the diagonal matrix with entries
A having only nonnegative entries, it is well-known that the Laplacian matrix is positive semidefinite [15] . We can now rewrite F (P ) as follows:
After some transformations F 0 (P ) may be rewritten as
where we introduced the matrix 2 and we used ⊗ to denote the Kronecker product of two matrices. Let denote F 1 (P ) the function defined in (7) expanded on D. Since graph Laplacian matrices are positive semidefinite, the matrix L H ⊗ L G is also positive semidefinite as a Kronecker product of two symmetric positive semi-definite matrices [16] . Therefore the function F 1 (P ) is concave on D, and we obtain a concave relaxation of the graph matching problem:
QCC: min
Interestingly, the global minimum of a concave function is necessarily at one of the extreme points of the convex set where it is minimized, so the minimum of F 1 (P ) on D is in fact in P. At this point, we have obtained two relaxations of GM as optimization problems on D: the first one is the convex minimization problem QCV (6), which can be solved efficiently but leads to a solution in D that must then be projected onto P, and the other is the concave minimization problem QCC (8) which can not be solved efficiently but has the same solution as the initial combinatorial problem GM. We propose to approximately solve QCC by tracking a path of local minima over D of a sequence of functions that linearly interpolate between F 0 (P ) := F (P ) and F 1 (P ), namely:
, F λ is a quadratic function. We recover the convex function F 0 for λ = 0, and the concave function F 1 for λ = 1. Our method searches sequentially local minima of F λ , where λ moves from 0 to 1. More precisely, we start at λ = 0, and find the unique local minimum of F 0 (which is in this case its unique global minimum) by any classical QP solver. Then, iteratively, we find a local minimum of F λ+dλ given a local minimum of F λ by performing a local optimization of F λ+dλ starting from the local minimum of F λ , using for example the Frank-Wolfe algorithm. Repeating this iterative process for dλ small enough we obtain a path of solutions P * (λ), where P * (0) = arg min P ∈D F 0 (P ) and P * (λ) is a local minimum of F λ for all λ ∈ [0, 1]. Noting that any local minimum of the convex function F 1 on D is in P, we finally output P * (1) ∈ P as an approximate solution of GM. The pseudo-code for this PATH algorithm is presented below.
Of course, in spite of these justifications the PATH algorithm only gives an approximation of the global minimum in the general case. For a more detailed analysis, see [13] . If we match two labeled graphs, then we may increase the performance of our method by using information on pairwise similarities between their nodes:
The advantage of the last formulation is that F α λ (P ) is just F λ (P ) with an additional linear term. Therefore we can use the same algorithm for F α λ (P ) optimization that we have used before for F λ (P ).
Results
Synthetic examples. In this section we compare the proposed algorithm with some classical methods on the example of artificially generated graphs. Our choice of random graph types is based on [17] . Each type of random graphs is defined by the distribution function of node degree, we consider three distributions: binomial (bin), exponential (exp) and power law (pow). If we are interested in isomorphic graph matching then we compare just the initial graph and its randomly permuted copy. To test the matching of non-isomorphic graphs, we add randomly σ n N E edges to the initial graph and to its permitted copy, where N E is the number of edges in the original graph, and σ n is the noise level.
The first series of experiments are experiments on small size graphs (N=8), here we are interested in comparison of PATH algorithm, QCV approach (6), Umeyama spectral algorithm "U" [5] , a linear programming approach LP [8] and exhaustive search OPT which is feasible for the small size graphs. The results are presented on the top line in Figure 1 . The second row of Figure 1 results of experiments on large graphs (N=100). In all cases PATH algorithm works much better than all other algorithms. Note, that the application of solution path is useful (PATH algorithms works much better than QCV). A very remarkable thing is that PATH solution is very close to the global minimum. The third row presents the algorithm complexity (i.e the time of computing time as a function of graph size), U algorithm is known to be one of the fastest graph matching algorithm, PATH and QCV show the same order of complexity (slope of the corresponding curves ≈ 3), complexity of LP is O(N 7 ). All results are coherent with theoretical values of algorithm complexities.
QAP benchmark library.
The problem of graph matching may be considered as a particular case of the quadratic assignment problem (QAP). [10] proposed the QPB graph matching algorithm and tested it on matrices from the QAP benchmark library (see [18] ), as well as graduated assignment algorithm GRAD [9] and Umeyama. Results of PATH application to the same matrices are presented in the table (1) . PATH outperforms QPB, GRAD and U almost in all cases.
Recognition of handwritten chinese characters. Another example that we consider in this paper is the problem of handwritten chinese character recognition from the ETL9B database. We use a score of optimal matching as a similarity measure in KNN for character classification. Here we compare the performance of four methods: linear support vector machine (SVM), SVM with gaussian kernel, KNN based on score of shape context matching and K-nearest neighbor (KNN) based on score of graph matching. As score we use just the value of the objective function (9) in the optimal point. We have selected three chinese characters which are the most difficult to distinguish. Examples of these characters as well as examples of extracted graphs are presented in Figure 2 . In SVM based algorithms we use directly the values of image pixels (so each image is represented by a binary vector), in graph matching algorithm we use binary adjacency matrices of extracted graphs and shape context matrices (see [11] ). Our data set consist of 50 exemplars (images) of each class. To compare different methods we use the cross validation error (five folds). Complete results may be found in Figure 2 .
Conclusion
We have presented the PATH algorithm, a new method for graph matching based on convex-concave relaxations of the initial integer programming problem. It obtained very promising results in all experiments against state-of-the-art methods, and has the same empirical complexity as the fastest graph matching algorithms. It furthermore allows to easily integrate the information on label similarities. In future works it will be interesting to investigate other choices of convex and concave relaxations, and to generalize the approach to directed grephs, i.e., asymmetric adjacency matrices, which could provide new methods for the general QAP.
