Let n be a positive, even integer and let K n (F ) denote the subspace of skew-symmetric matrices of Mn(F ), the full matrix algebra with coefficients in a field F. A theorem of Kostant states that K n (F) satisfies the (2n − 2)-fold standard identity s 2n−2 . In this paper we refine this result by showing that s 2n−2 may be written non-trivially as the sum of two polynomial identities of K n (F).
Theorem 1 [1] . 
(F ).
The object of this paper is to provide a refinement of a later theorem due to Kostant:
Theorem 2 [7] . For n even, s 2n−2 is a polynomial identity for K n (F ).
This result shows that the Amitsur-Levitzki results may be improved when one considers only the skew-symmetric matrices, K n (F ). Kostant made use of cohomology theory to obtain the original result. Using graph-theoretical methods, Rowen [10] recovered Kostant's result and extended it to all n's. He also showed that K n (F ) does not satisfy s 2n−3 . In a later paper [12] Rowen returned to the even case and used the Pfaffian to give a more elementary proof. Shortly afterwards, Kostant also returned to the even case [8] . He gave yet another proof of the above theorem, this as a special case of a theorem concerning representations of Lie algebras.
In this paper we follow Rowen's elementary technique and obtain a refinement of Kostant's original result. We show that for n even, the polynomial identity s 2n−2 for K n (F ) is in fact a non-trivial sum (the summands are not scalar multiples of each other) of two distinct identities for K n (F ) . From this result we see that the uniqueness results obtained by Amitsur and Levitski do not carry over to the skew case: s 2n is the unique multilinear polynomial of minimal degree for M n (F ), but s 2n−2 does not have this property as an identity for K n (F ) .
To state the result, we introduce some notation: 
Example 1. Under this notation we have
Example 2. Let n = 10. The action of φ on an expression involving commutators:
Calculations of this form are performed frequently in the proof below. Now we may state our main result: 
with sum
To prove this result we will need the generic minimal equation for symmetric elements of M n with respect to the symplectic involution (see [6, Chapter VI] ). Suppose n = 2m, m a positive integer, and consider the map x → Bx t B −1 on M n with B ∈ K n , invertible. This map is an involution of symplectic type as may be seen by computing the dimension of the space of symmetric elements. Now note that for B ∈ K n , the element BB is symmetric with respect to this involution, and it may be shown (see [11, Chapter 2] ) that, as it is symmetric, it satisfies a generic minimal equation of the form
where μ k is obtained inductively by
and where tr denotes the usual trace of a matrix. Finally, using a Zariski topology argument, the condition that B is invertible may be removed. This equation is analogous to the characteristic polynomial for elements of M n , the essential difference being that it's derivation makes use of the Pfaffian in place of the determinant.
Though the proof of Theorem 1 is entirely mathematical, computer calculations performed on both HPCVL (High Performance Computing Virtual Laboratory) and Mathematica were essential to its formulation. The main result of this paper will be part of a Ph.D. thesis written at the University of Ottawa under the direction of Michel Racine.
Proof of Theorem 1
It suffices to prove the case char(F ) = 0: having proven this special case, we may, in arbitrary characteristic, conclude that the polynomials vanish for all substitutions taken from the standard basis of K n (F ) {e ij − e ji : 1 i < j 2m}. 
We begin by multilinearizing the generic minimal equation in the usual fashion to obtain
where the second sum has q u ∈ Q and is over all tuples u = (u 1 , . . . , u j ) such that u 1 + · · · + u j = k, for all k = 1, 2, . . . , m, and all permutations π, σ of (1, 2, . . . , m).
In GM(B 1 , . . . , B 2m ), we will call the first sum GM 1 (B 1 , . . . , B 2m ) and the second sum GM 2 (B 1 , . . . , B 2m ). We will make use of vector dot products to simplify our notation. In particular we put a = (A 1 , A 2 , . . . , A 4m−2 ), and, for example, write for A 1 − A 2 as the dot product
We wish to show that
for some nonzero λ ∈ Z. We start with GM 1 , the trace-free part (underlining those factors that are permuted by π).
Sample calculation: 
(Note: Here there are m − 2 commutators permuted by π and m commutators permuted by σ .)
and we have
and this is (0) above. We now turn our attention to the terms involving traces. Consider
and
Our goal is to show that φ(( * ) − m−1 m ( * * )) = 0. For quick reference we restate GM 2 :
The following remarks will simplify our calculations.
(1) When all variables are specialized to skew elements, A t i = A 4m−2+1−i :
Now as the trace-free part of (0) may be written, for m odd:
and for m even:
we see that it is a sum of skews and hence skew itself. It therefore suffices to break ( * ) − m−1 m ( * * ) into components and show that each component is mapped by φ to either zero or a symmetric element (in characteristic 0 the sum of a skew element and a symmetric element equalling 0 implies that both elements are zero).
(2) We divide ( * ) − m−1 m ( * * ) into three components: terms involving more than two trace factors, terms involving two trace factors, and terms involving one trace factor. We will see that terms making up the first two components are individually sent by φ to zero or a symmetric element. Thus the coefficients q u only come into play when we consider the last component, and until that step we leave them out.
Consider a term in ( * ) or ( * * ) that has more than two trace factors. One of these 3 or more traces must contain only commutators; therefore, φ sends this term to an expression that may be written as a sum whose terms all have the trace of an even-ordered standard polynomial as a factor. The trace of an even-ordered standard polynomial is 0 (when variables are specialized to elements of K n , see Lemma 1), so we see that terms in ( * ) or ( * * ) involving 3 or more trace factors are sent to 0 by φ.
Next consider terms in ( * ) or ( * * ) involving exactly two trace factors. By the preceding argument, we need only consider those terms that have the y in one trace and the x 1 in the other trace. A given term of this form is precisely two traces multiplied by an even number of commutators, but degree 0 (mod 4) standard polynomials are symmetric (with respect to the transpose involution and when variables are specialized to elements of K n , see Lemma 2), so we see that φ maps this term to a symmetric element (a sum, each term being some coefficient in traces multiplied by a degree 0 (mod 4) standard polynomial).
We now consider terms involving just one trace factor. If both y and x 1 are outside the trace, then the trace will involve only commutators and thus this term will be sent to 0 by φ. If y is in the trace, and x 1 is out, then the term is a trace multiplied by an odd number of commutators and x 1 . But degree 3 (mod 4) standard polynomials are symmetric (Lemma 2), so φ maps a term of this form to a symmetric element. If both y and x 1 are in the trace, then there are an even number of commutators outside the trace, and terms of this form are again mapped by φ to symmetric elements (Lemma 2). Therefore we need only consider terms in which the trace contains x 1 but not y. Now consider terms in ( * * ) that match this form (note that they have the same q u coefficient as those in ( * )). Again, they will all come from the first or second sum in ( * * ), but not both, and in this they will follow the terms in ( * ) (i.e. if ( * )'s contributing terms all came from ( * )'s first sum, then ( * * )'s contributing terms will all come from ( * * ) ' This completes the proof of (0).
Example: m = 3
In this example we show that
is a polynomial identity for K 6 . This will be accomplished by following the general case and proving that
for some nonzero λ ∈ Z.
Again we have the multilinearized version of our generic minimal equation:
where the second sum is over all tuples u = (u 1 , . . . , u j ) such that u 1 + · · · + u j = k, all k = 1, 2, 3, and all permutations π, σ of (1, 2, 3). We will call the first sum GM 1 (B 1 , . . . , B 6 ) and the second sum GM 2 (B 1 , . . . , B 6 ).
We start with the GM 1 (trace-free) part (for emphasis, we have underlined those factors that are permuted by π ). 
and here the 3! is appearing because we have three non-underlined commutators being permuted by σ .
Now we turn our attention to the terms involving traces. Consider
We need to show that
This will be accomplished by considering components of ( * ) − 2 3 ( * * ), and showing that they are either zero or symmetric under φ.
The terms in the expressions ( * ) and ( * * ) have one, two, or three trace factors. For terms involving three trace factors, one of the traces contains only commutators, and we have seen that terms of this type are mapped to zero by φ. So we move on to terms involving two trace factors, and in ( * ) these take the form
When we apply φ, terms involving traces of even-ordered standard polynomials will be 0. Thus, we need only consider those terms that have the y in one trace and the x 1 in the other trace:
But every term here is mapped by φ to a sum whose terms are of the form
where the s i 's, i = 2, 3, 4 are standard polynomials of degree i. So these terms are mapped by φ to symmetric elements. A similar argument shows that the two-traced terms in ( * * ) are mapped to symmetric elements, and thus the two-traced component of ( * ) − 2 3 ( * * ) is mapped to a symmetric element.
We now consider terms involving just one trace factor. In ( * ) these take the form
Now if, in a term, y and x 1 are both outside of the trace, then φ maps this term to 0 since the trace will contain only commutators. If x 1 is outside and y is inside, then φ applied to this term gives a symmetric element (degree 3 (mod 4) standard polynomials are symmetric), which we may ignore. If a term has both y and x 1 inside the trace, this is again mapped by φ to a symmetric element since degree 0 (mod 4) standard polynomials are symmetric. So the only terms in ( * ) surviving are those involving a single trace that contains x 1 , but not y.
A similar argument shows that, in ( * * ) as well, we need only consider terms involving a single trace (x 1 in, y out), so we see that the only surviving terms in ( * ) − 2 3 ( * * ) are those involving a single trace that contains x 1 , but not y.
In ( * ), these terms are
In ( * * ), these terms are
We count and cancel under φ. In ( * 1 ), we see that there are (2!) 3 terms in each sum (y is fixed, x 1 must stay in the trace, so there are 3 possible transpositions), and in ( * * 1 ) there are 3! × 2! terms in each sum. So in φ(( * ) − 2 3 ( * * )) the corresponding sums cancel. In the sums appearing in ( * 2 ) and ( * * 2 ), y can be in two different positions. In ( * 2 ) each sum has (2!) 2 
Remarks
(1) Let (A, * ) be an algebra over F with involution. Amitsur [2] introduced the notion of a * -polynomial, an element
Such a polynomial is a * -identity for (A, * ) if p(a 1 , . . . , a n , a * 1 , . . . , a * n ) = 0 for all substitutions a 1 , . . . , a n ∈ A. If 1 2 ∈ F , then x and x * are linear combinations of x + x * and x − x * , and we may consider * -polynomials as polynomials in "skew" and "symmetric" variables.
There are several open questions concerning * -identities for (M n (F ), t). Prominent among them is the question of minimal degree; namely, for a given n, what is the minimal degree for a * -identity satisfied by (M n (F ), t)? It has been shown in [4] to be > n, but a full answer has only been found in a few cases. For example, when only symmetric variables are considered (i.e. PIs for H n (F )), the minimal degree has been shown to be 2n [13] , and a full treatment of the minimal degree polynomials is given in [9] . As another example, D'Amour and Racine have determined the minimal identities of (M n (F ), t) for n < 5 [3] . The results for these small n did not lead the authors to make a conjecture as to the minimal degree for the general case.
Kostant and Rowen's results show that the minimal degree is no more than 2n − 2, and thus far this is all that one can say; however, the results of D'Amour and Racine, combined with extensive computations in degrees 5 and 6, lead us to believe that the minimal degree is 2n − 2 for n odd, and 2n − 3 for n even. In particular, when only skew variables are considered, we believe s 2n−2 is a PI of minimal degree for n odd, but not for n even as we have observed, computationally, families of PI's for K n , n even, of degree 2n − 3.
(2) Let n be a positive integer, and put In this paper we have shown that t 2n−2 is an identity for K n , n even; however, the case of n odd does not appear to follow the same pattern: in K 5 one can check that 3) The polynomial t n (and hence r m ) first appeared in [9] as an identity for symmetric matrices. Namely, the authors were able to show that t 2n is a PI of minimal degree for H n (F ) and also that, under some mild conditions (one needs n > 3 and also a slight restriction on characteristic), any homogeneous PI of degree 2n for H n (F ) is a consequence of t 2n .
Multilinear PIs of degree k for any subspace of an algebra form an S k -module under the action which permutes the variables, and thus one can compute the character of these representations (see [5, Chapter 2.4] ) . The authors in [9] note that the polynomial t 2n generates an S 2n -module with character [2, 1 2n−2 ] + [1 2n ].
Computations performed on K 4 , K 5 , and K 6 lead us to believe that the skew case will not be as simple as the symmetric case handled in [9] . As in the symmetric case r m generates an S 4m−2 -module of dimension 4m − 2 with character [2, 1 4m−4 ] + [1 4m−2 ]. This space contains r m , but is otherwise not exhaustive. In fact, for m = 2, 3, our computations have found PIs of K 2m of degree 4m − 2 alternating in all but one variable (like r m ) which do not lie in the S 4m−2 -module generated by r m .
