Abstract. Let Jn ⊂ [1, n], n = 1, 2, . . . be increasing sets of mutually coprime numbers. Under reasonable conditions on the coefficient sequence {c j n } n,j , we show that lim T →∞
are, by the Bohr correspondance principle, independent identically distributed Steinhaus random variables. As the flow T t z = (p it 1 z 1 , p it 2 z 2 , . . .) is uniquely ergodic, it follows from Birkhoff's theorem that one can use a version of Khintchine's inequality for Steinhaus random variables to estimate their L 1 -norm. By Theorem 1 in König [5] , for 0 < α < ∞,
up the application of a suitable version of the central limit theorem for independent complex-valued random variables.
We obtain the following result which is even more precise in the simple case considered above. Theorem 1.1. For n = 1, 2, . . ., let J n ⊂ [1, n] be a set of mutually coprime numbers, and assume that #(J n ) ↑ ∞ with n. Let {c j n , j ∈ J n }, n ≥ 1 be real numbers. Assume that the two following conditions are satisfied,
when n tends to infinity. Remark 1.2. Condition (1) imposes restrictions. In the simplest case when J n = P ∩ [1, n], where P is the set of all primes and c j n = j −α , condition (1) holds only if α < 1/2, and condition (2) trivially holds.
Proof.
The proof of Theorem 1.1 uses Bohr's correspondance. Recall some classical facts. Let z j = e 2iπtj denotes the j-th coordinate on the polycircle T ∞ . Bohr's correspondance is the mapping As T t is uniquely ergodic, it follows from Birkhoff's theorem that for polynomials
Our approach for proving Theorem 1.1 is indirect. We will use the central limit theorem, and more precisely the lemma below.
Let
. . be independent R 2 -valued random vectors with mean vectors µ j = 0 and covariance matrices
The lemma above shows that under the CLT, the ratio T n 1 / T n 2 tends to a positive limit.
where Γ is regular. Then
Proof. By Cauchy-Schwarz's inequality, next Tchebycheff's inequality
Let g = g 1 + ig 2 . Let ε > 0 and choose M so that
It follows from the assumption made that for all reals t,
Now, M being fixed, by the dominated convergence theorem
as n tends to infinity. So that
for n large enough. Therefore
Proof of Theorem 1.1. Let r = r n = π(n). Let j ∈ J n , j = p
Notice that X j,1 n , X j,2 n = 0, X j,1 n 2 2 = X j,2 n 2 2 = 1/2, and consequently
Consider the arrays
, we deduce from assumption (2) that
as n tends to infinity, so that (Y 
Then, (a) For (i), the sum vanishes as soon as B n ≥ max j∈Jn (c j n ) 2 /ε 2 , which is true for n ≥ n ε by assumption (2) . (b) By centering, for n ≥ 1,
so that, (iii) holds with d i ≡ 1/2. Hence,
Using the lemma above, we deduce that
3. Additionnal Results.
Recall that D(it) = N n=1 n −it and that we have noted
Elementary approachs allow to already estimate quite well the norms D r , 0 < r < 2. This is the purpose of this section. We actually don't know whether these can be refined and permit to provide more precise results, but their utilization here is certainly not optimal. The study of the case r = 1 is known to be very difficult, and a central result is naturally Helson's estimate [3] 
As ( [7] , (3.10)), n≤x
, this yields
For the proof of Proposition 3.1, we need the following lemma. 
Proof of Proposition 3.1. Lemma 3.2 with F (t) = N n=1 n −it gives for 0 < r < 2,
By Theorem 1 p.128 of [6] , for all N > 0, T > 0,
for some real θ with |θ| ≤ 1. And by Lemma 3.3,
By reporting, we get for
Hence, it follows that
, for all 0 < r < 2.
Remark 3.4. Consider the general Dirichlet sums N n=1 a n n −it . Then, similarly,
Indeed, writing N n=1 a n n −it 2 = N n,ν=1 a n a ν (νn) 
