This paper establishes the geometric rigidity of certain holomorphic correspondences in the family (w − c) q = z p , whose post-critical set is finite in any bounded domain of C. In spite of being rigid on the sphere, such correspondences are Jstable by means of holomorphic motions when viewed as maps of C 2 . The key idea is the association of a conformal iterated function system to the return branches near the critical point, giving a global description of the post-critical set. We also show that Julia sets of any perturbation of such correspondences are obtained as α limit sets of typical points, establishing the hyperbolicity of these correspondences.
Introduction
In this paper we study some topics related to hyperbolicity, rigidity, conformal iterated function systems and quasi-conformal deformations in the family of holomorphic correspondences f c : z → w given by
where p > q. This family is a generalisation of the quadratic family. If p and q are relatively prime and β = p/q, then f c (z) = z β + c, where z β = exp β log(z).
Post-critical set and rigidity. Post-critically finite rational maps are well known to be rigid: if f and g are rational maps, and the critical points of f and g are pre-periodic, then any conjugacy between f and g can be deformed to a conformal conjugacy, except when f and g are double-covered by an endomorphism of a torus.
In the case of a holomorphic correspondence f, we use f * to denote the union of all possible mixed iterates of f . If the full orbit f * (0) of the critical point is finite, then it is possible to lift the dynamics of f onĈ − f * (0) to its universal cover, obtaining a fractional linear map on H (the upper half-plane) which gives a complete description of the dynamics of f ; see (Bullett 1992 ) for a detailed account. If f * (0) is finite and, in addition, every point of f * (0) is a critical value of either f or f −1 , then f is said to be strongly critically finite. Remarkably, there are only eleven (nontrivial) quadratic correspondences satisfying this condition, and they are all related to regular solids (Bullett 1992) . The analysis of the postcritical set of f c also plays a key role in the determination of the dynamical properties of f c (see Theorem D) . The first instance is:
Theorem A For any c ∈ C and any rational β > 1, every attracting cycle of f c attracts a forward orbit of the critical point.
In the quadratic family, the post-critically finite rigidity is related to a special coding of the hyperbolic components of the interior of the Mandelbrot set M. Every hyperbolic component U of the interior of M has a centre, corresponding to a post-critically finite f c determined by the unique c ∈ U such that f c (z) = z 2 + c has an attracting cycle with multiplier λ = 0. See (Douady & Hubbard 1984 , Douady & Hubbard 1985 . Every centre is thus determined by a solution of f n c (0) = 0. Since f n c (0) is a polynomial in c, the equation f n c (0) = 0 is rather restrictive and gives only a finite set of solutions. However, the period n is not fixed, and by collecting all possible solutions of f n c (0) = 0 we obtain a coding of infinitely many components of the interior of M.
Rigidity in the family f c (z) = z 2 + c coexists with enough flexibility so that every map in the same hyperbolic component is J-quasi-conformally conjugate to the map at its centre, see (Mañé, Sad & Sullivan 1983) . (We are going to show a somewhat similar result for f c , see Theorems B and C).
Following the same principle, we say that c is a centre for the family f c if only finitely many forward orbits of 0 return to 0 and the others are discarded to the basin of infinity. A formal definition requires the definition of filled Julia set K c , consisting of every z with at least one bounded forward orbit under f c . The restriction of f c to K c is denoted by g c . We say that c is a centre if g n c (0) = 0, for some n > 0. In particular, if there is only one infinite forward orbit of 0 under g c and this orbit is necessarily a cycle, then c is a simple centre. Examples of simple centres are abundant. For example, if a d−1 = −1 and d > 1, then a is a simple centre of (w − a) 2 = z 2d .
Indeed, 0 → a → a d + a = 0 and 0 → a → −a d + a = 2a are the only finite orbits of length 2. Notice that every orbit of a point z with |z| ≥ 2 is attracted to infinity (see Lemma 2.1). Since |2a| = 2, we conclude that g 2 a (0) = {0}, and a is a simple centre. This simple construction provides infinitely many examples of simple centres. Figure 1 displays the Julia set of (w + 1) 2 = z 4 , corresponding to the simple centre a = −1. This Julia set moves holomorphically (Theorem C), and the dynamics of f a on J a is structurally stable when viewed as a map of C 2 (Remark C.1). Globally, f a is rigid and cannot be deformed even topologically:
Theorem B (Geometric rigidity)
The dual Julia set J * c is finite at every simple centre a. In contrast, J
Remark C.1 (Structural stability in C
2 ) Theorem C and has a counterpart in C 2 , as explained in (Siqueira & Smania 2017 , Theorem 2.1). Indeed, for every c in the parameterisation domain U of the branched motion h there corresponds a family of holomorphic maps f c : V → C 2 , where V is an open subset of C 2 . The closure of periodic points of f c is denoted by J(f c ). The dynamics of f c on J c is a factor of f c : J(f c ) → J(f c ).
The sets J(f c ) are related by a holomorphic motion h :
is a topological conjugacy, this construction in dimension 2 reveals that f c is structurally stable on J c when viewed as a map of C 2 , at every parameter in M β .
Carpets. The definition of M β as a connectedness locus only makes sense if every filled Julia set is either connected or totally disconnected. This seems to be the case for every β > 1, and when p is prime, we have a technical proof confirming this speculation. In the quadratic family, filled Julia sets are either full (i.e., a connected compact set of the plane whose complement in the Riemann sphere is connected) or a Cantor set. For general β > 1, the filled Julia set is often not full. This yields a new class of filled Julia sets named Carpets, which necessarily present infinitely many holes. Cantor sets occur in C−M β , and we conjecture that K c is a Carpet, for every c in M β − M β,0 . By Theorem C, Carpets and Cantor sets corresponding to points in the complement of M β,0 (such as those of Figure 2 ) move holomorphically and can be lifted to structurally stable holomorphic maps of C 2 .
If q 2 < p, Carpets are not likely to occur. Indeed, we shall prove in (Siqueira 2017 ) that J c starts as a solenoid of zero Lebesgue measure for c close to zero. It is possible to find Julia sets with positive measure in the quadratic family (Buff & Chéritat 2010) , but this is a very difficult task since every hyperbolic Julia set of a quadratic map has Hausdorff dimension strictly less than 2. If q 2 > p, particularly when β is very close to 1, Carpets are abundant. This should provide infinitely many examples of hyperbolic Julia sets with positive Lebesgue measure.
Hyperbolic correspondences. Hyperbolic quadratic maps are remarkably simple: the dynamics is expanding and chaotic on the Julia set and predictable on the Fatou set F c , in the sense that there is at most one finite attracting cycle, and the omega limit set ω(z, f c ) of any point z in F c is an attracting cycle. In spite of this enormous simplicity, it is conjectured that most quadratic maps are hyperbolic, see (Bullett, Lomonaco & Siqueira 2017 ) for a discussion of the Fatou conjecture and its implications in the the dynamics of holomorphic correspondences. (Chaos, in this paper, means sensitive dependence on initial conditions. In particular, every locally eventually onto map f : X → X of a metric space is chaotic). Hyperbolicity can defined in many other contexts. Concerning finitely generated holomorphic families of rational semigroups
satisfying certain conditions, Sumi has proved that if G a is hyperbolic, then the Julia set J(G c ) moves holomorphically at c = a and G c is hyperbolic, for every c in a neighbourhood of a (Sumi 1998) .
We say that the correspondence f c is hyperbolic if
Recall that for a non-elementary Kleinian group Γ, there are several equivalent definitions of its limit set Λ(Γ) : it is the complement of its domain of discontinuity Ω(Γ), and also the closure of repelling fixed points; moreover, Λ(Γ) is the set of accumulation points of any full orbit under Γ.
The foundations for a systematic study of regular and limit sets of general holomorphic correspondences are given in (Bullett & Penrose 2001) . The generalisations of the various equivalent definitions of Λ(Γ) are no longer equivalent in the larger category of holomorphic correspondences. It is possible to give a general definition of regular domain, being the regular domain of the family of matings in (Bullett & Penrose 1994) one particular example. A notion of equicontinuity set for a correspondence is also introduced in (Bullett & Penrose 2001 ), but we ignore whether this definition of equicontinuity yields the Fatou setĈ − J c , as defined in this paper.
However, J c satisfies at least two of the equivalent definitions of the Julia set of a rational function: it is the closure of repelling periodic cycles, and for every c in M β , backward orbits of any point in C − P c accumulate on J c . In this case, the set of accumulation points of the post-critical set P c is either a single point set or a Cantor set, and f c expands the hyperbolic metric of C − P c . The correspondence f c is also chaotic on J c , as explained by Theorem 3.4.
By Theorem 3.1, if z ∈ C − P c , then for any open set U ⊃ J c , there is n > 0 such that f −n c (z) ⊂ U. In particular, J c is backward invariant, and backward iterates of any point in J c are dense in J c . This is the basis of the algorithm used to generate Figure 1 .
Theorem D (Hyperbolicity)
For every c ∈ M β , the correspondence f c is hyperbolic.
A simple consequence of Theorem D is that f c has no wandering domains when c ∈ M β . Indeed, every component of the Fatou set is eventually mapped into a single cycle of components. The general question -that is, an equivalent form of Sullivan's no wandering Theorem (Sullivan 1985) -remains open for the family f c .
We also thank Shaun Bullett, Sylvain Bonnot, Christopher Penrose, and Luna Lomonaco for conversations concerning some parts of this work.
Approximately one-fourth of this paper originated from (Siqueira 2015) ; other parts have been previously announced (without proofs) in (Bullett et al. 2017 ).
Notation and terminology.
A subset A of the plane is backward invariant under f c if f
where the integers 1 ≤ q < p are fixed. Let β = p/q. f c sends every point z to the set f c (z) consisting of q elements (except when z = 0). A limit point of a sequence (z i ) is any limit of a subsequence of (z i ). If every neighbourhood of a point z contains a point of A which is not z, then z is an accumulation point of A. |f c (z)| > r means that |w| > r whenever w ∈ f c (z). By a multifunction we mean any multivalued map. {|z| < r} is a short version of {z ∈ C : |z| < r}. Similarly, {|f c (z)| ≥ r} is the set of all z such that |w| ≥ r, for any w in f c (z).
B(z, r) = {w ∈ C : |w − z| < r} and B r = {|z| < r}. By a region we mean any nonempty subset of C which is open and connected. iff means if, and only if. R denotes a particular escaping radius, and B R = {|z| < R}, see page 6. A B iff there is a compact set E such that A ⊂ E ⊂ B.
The Julia J c is the closure of repelling cycles of f c ; the dual Julia set J * c is the closure of attracting cycles of f c ; a hyperbolic attractor is any Λ ⊂ C such that f c (Λ) = Λ and Λ supports an attracting conformal metric; a hyperbolic repeller is any Λ ⊂ C such that f −1 c (Λ) = Λ and Λ supports an expanding conformal metric, see (Siqueira & Smania 2017, page 3109) for detailed definitions of such objects.
A sequence
c (z i ), for every i. Sometimes we use z fc − → w to indicate w ∈ f c (z). By convention, z → w also means w ∈ f c (z). In this way, a backward orbit is often denoted by z n → z n−1 → · · · → z 1 → z 0 . CIFS means conformal iterated function system. A univalent function is any single valued, injective and holomorphic map defined in a region. A branch of f c is any holomorphic map ϕ such that ϕ(z) ∈ f c (z), for every z. A univalent branch is a branch which is univalent. A disk is any simply connected region of the plane conformally isomorphic to D. (Every simply connected subset of C avoiding two points of C has this property). The logarithm log(z) is a multivalued map. Since
for every simply connected D avoiding 0 there are q univalent branches ϕ j :
. If this union is pairwise disjoint, D is said to be a univalent disk. The polar coordinates form of f c is (r, θ) → (r β , βθ)+c, and transforms sectors at 0 to sectors at c.
where d is the Euclidean metric. F c,d denotes a system of branches (page 8), and A c,d denotes a critical system (page 8). The omega limit set ω(z, g c ) is defined on page 10. The alpha limit set α(z, f c ) is defined on page 14. We have used hyperlinks in blue. How to read this article: most motivations are in the introduction. For the remaining sections, the style is shorter and honest. The definitions and statements are selfcontained, making it possible to read definitions first, compare statements with the analogies of the introduction, and finally check technical proofs.
Geometric rigidity
The basin of infinity. Fix λ = 1.1. Given c ∈ C, the equation x p q − λx − |c| = 0 has at most two solutions in x. Let x 0 be the greatest solution. Any R > x 0 is, by definition, an escaping radius of f c .
Lemma 2.1 (Escaping radius)
The escaping radius R can be chosen locally constant at every c ∈ C. If |z| > R, then any forward orbit
Consequently, (z i ) converges exponentially fast to ∞, and
where
Proof. Let R be an escaping radius of f c . If w is an image of z under f c and |z| > R, then |w| ≥ |w − c| − |c| = |z| p/q − |c| > λ|z|.
As a corollary, the filled Julia set
is nonempty. This definition is independent of R. Due to Lemma 2.2, a point belongs to K c iff it has at least one bounded forward orbit. Since f
Lemma 2.2 (Choice) Suppose z ∈ A and, for every n > 0, there is a forward orbit
Then there is infinite forward orbit of z in A.
(Similarly for backward orbits).
Proof. Use the fact that every point has at most q images to find repeated terms and extract an infinite orbit out infinitely many finite orbits.
Connectedness locus. It follows from (
Hence every point in K c has one infinite forward orbit in K c and g c = f c | Kc is a well defined multifunction
We let M β be the subset of the parameter space such that the filled Julia set K c is connected, and M β,0 = {c ∈ C : 0 ∈ K c }. For the quadratic family, both sets are equal to the Mandelbrot set and M 2 − M 2,0 is empty. (This is not always the case for general rational exponents β > 1, specially when β is very close to 1).
Theorem 2.1 For any β > 1, the set M β,0 is contained in the connectedness locus M β .
The following lemma will be used frequently.
Proof. The union of connected sets with a point in common is also connected.
Proof of Theorem 2.1. If 0 ∈ K c , then c has a bounded forward orbit and, in particular, c is in R m,c = f 
Recurrence
A parameter c is a centre if g n c (0) = {0}, for some n > 0. In particular, if there is only one infinite forward orbit of 0 under g c and this orbit is necessarily a cycle, then c is a simple centre.
and c in a neighbourhood V of a, this cycle determines a sequence of maps
Definition 2.1 (System of branches) We say that a sequence (2.
is an escaping region; in other words R n,c is connected and
(There is a strong recurrence principle underlying Definition 2.1 which is perhaps best understood geometrically.) Any sequence (2.2) which is a system of branches will be denoted by F c or F c,d . In contrast, any sequence (2.2) satisfying (a)-(c) for which 0 ∈ D n,c is denoted by A c . We say that A c is a critical system if there is an escaping region R n,c = f −n c (B R ), which means that R n,c is connected (notice that since R n,c is contained in K c , this region contains every D i,c ) and the action of f c on every D i,c satisfies (2.3).
Remark 2.1 (Existence of critical systems)
If c = a is a simple centre, we can take the interval (0, d 0 ) sufficiently small such that every sequence (2.2) is critical. By keeping d fixed, any perturbation of A a is still a critical system A c , for every c sufficiently close to a. (An analogous reasoning is presented with more details in the proof of Theorem 2.2).
The coexistence of systems of branches and critical systems are by no means contradictory if we allow different values of c and d. Indeed:
Theorem 2.2 (System of branches) If a is a simple centre and V is sufficiently small in (2.2): for every
The fact d c → 0 is very important: since 0 ∈ D n,a , for d fixed we can always choose V such that 0 ∈ D n,c , for every c ∈ V. This is the case of critical systems. 
this branch is non-constant, hence open). We may assume |g c (z)| ≤ C 0 , for every c ∈ V and z ∈ D 1,c . Notice that D 1,c = {|z − c| < d β }. By the mean value inequality for g c , it follows that D n,c is contained
Main argument. We shall prove that there is a neighbourhood V 1 of a such that, for every c in
open sector S 2π/p of angle 2π/p and vertex 0. By expressing f c in polar coordinates, this implies that D n,c is univalent and
which completes the main argument.
Escaping region. We now show that if V 1 is sufficiently small, then for any c in V 1 −{a} 
, which is an escaping region by Lemma 2.3.
For a system of branches F c and a critical system A c given by disks D i,c , we define
Notice that 0 ∈ dom(A c ), and dom (F c ) excludes the critical point.
Conformal iterated function systems.
In view of Theorem 2.2, for every c = a sufficiently close to a simple centre a there corresponds a system of branches F c given by (2.2). Since D n,c is simply connected and 0 ∈ D n,c , there are q holomorphic maps
, for every 0 < k ≤ q, by the Schwarz-Pick Lemma each f k is a contraction of the hyperbolic metric, and {f k } q 1 defines a CIFS on D n,c , without overlaps, whose limit set is a Cantor set
where H is the Hutchinson operator given by
and so it makes sense to define
as the limit set of F c . This synthetic definition can be justified dynamically by (2.7) and (2.8).
By definition, a point z * ∈ ω(z, g c ) iff there is a forward orbit under g c starting at z which has a subsequence converging to z * . If we allow only orbits under F c , then we obtain ω Fc (z). It turns out that if z ∈ dom(F c ), then any forward orbit of z under g c is also an orbit under F c , and
(2.7)
The system F c induces a CIFS not only on D n,c , but also on every D i,c . If Λ i denotes the limit set of the CIFS induced on D i,c , then
We say that A attracts a forward orbit (z i ) if the set of limit points of (z i ) is A. The following result relates a local property (recurrence near zero) to a globally defined object. 
is a hyperbolic attractor for g c .
Proof. We have Λ 0 = h(Σ q ), where Σ q = {1, . . . , q} N0 and
for any sequence k = (k j ) in Σ q . Give Σ q the product topology. Periodic points of the left shift σ on Σ q are in dense in Σ q , and h maps a periodic k into a periodic z ∈ Λ 0 , for then h(σk
an attracting periodic point of f c . Since h : Σ q → Λ 0 is continuous and surjective, Λ 0 is contained in J * c . In general, Λ i ⊂ J * c , for every i. By (2.8), we conclude Λ(F c ) ⊂ J * c . Now we are going to show that attracting cycles attract a forward orbit of the critical point. Let · · · → z k → · · · → z 1 → z 0 be an attracting cycle of f c of period k (thus z k = z 0 ; this backward indexation will save a bulky notation later on). Suppose this cycle does not attract any orbit of the critical point, and that no element of this cycle is 0. We shall use the following well known consequence of analytic continuation:
If U is simply connected and c ∈ U, then for any w 0 ∈ U and z 0 in f By a repeated application of this fact, we construct a sequence of conformal isomorphisms
where each B j is disk containing z j and the maps φ j satisfy the following extension property: B (k+1)n+j ⊃ B kn+j and φ (k+1)n+j restricted to B kn+j is φ kn+j . This construction is possible because at each step j, we have c ∈ B j . Hence the family of disks B j avoid {0, c, ∞} (notice: c = 0 because there is no system of branches for the centre c = 0). It follows that B * = ∞ j=0 B jn is a nested union of disks; hence B * is also a simply connected set avoiding {0, c, ∞}. There is a conformal isomorphism φ :
for every j. In particular, g * has an attracting fixed point at z 0 .
Since the map φ : B * → B * is conformally conjugate to a rotation of the unit disk, the existence of an attracting fixed point yields a contradiction. Hence the cycle must attract at least one orbit of the critical point. In other words, every attracting cycle is contained in ω(0, g c ).
It is clear from g c (dom(F c )) ⊂ dom(F c ) that g c (Λ(F c )) = Λ(F c ) and that g c attracts a conformal metric defined on a neighbourhood of J * c = Λ(F c ). In other words, J * c is a hyperbolic attractor for g c .
The preceding result and Theorem 2.2 establish the geometric rigidity of dual Julia sets near simple centres. X → X induces a CIFS on X whose limit set we denote by Λ 0 . The construction here is almost identical to the one given by a system of branches in (2.5). If we denote Λ = 10) for every z in dom(A c ). Again, the proof is essentially the same given for (2.6), (2.7) and Theorem 2.3. (The only difference is that D is no longer a univalent disk; notice that D n,c is univalent for F c , and this was used only for proving that the limit set is a Cantor set.) Proof. Consider a critical system A c,d given by a sequence 2.2. By Remark 2.1, there is d 0 and a neighbourhood V 0 of a such that A c,d0 is well defined for every c ∈ V 0 . Moreover, given d < d 0 , we can choose another neighbourhood
Theorem 2.4 If a is a simple centre, then there is
According to the preceding paragraph, for this d 1 there is a neighbourhood V 1 ⊂ V 0 of a such that A c,d1 is well defined for every c ∈ V 1 . Notice that the sequence 2.2 defining A c,d1 is a restriction of the one determined by A c,d0 . In this way, we may suppose c = a is the only zero of f :
Fix c ∈ V 1 − {a}. We shall prove that ω(z, g c ) = J * c . From the previous assumptions we have δ = |f (c)| > 0 and 12) for every z ∈ B d1 . (Since g c (z) is a set, the true meaning of (2.12) is: if we replace g c (z) by any w ∈ g c (z), then (2.12) holds). It follows that g c maps B d1 into a subset of the ball B(f (c), r) of radius r = λd 1 . Hence g n c (B d1 ) is contained in B r1 , where r 1 = δ + λd. Using induction, g kn c (B d1 ) is contained in the ball B r k where
. By Lemma 2.3, X is connected. Therefore X is a hyperbolic Riemann surface in the conditions of Remark 2.2, from which Theorem 2.4 follows with V = V 1 .
Corollary 2.4.1 If A c,d is critical system in the conditions of Theorem 2.4, then for every open set
Proof. Follows from the proof of Theorem 2.4, the compactness of J * c , and the definition of CIFS. (For example, if a CIFS is represented by finitely many maps f k : X → X, then any high iterate H n (X) is an approximation of the limit set, where
is the Hutchinson operator).
Post-critical set. The post-critical set of f c is
We have f c (P c ) ⊂ P c , and C − P c is backward invariant under f c .
The set of accumulation points of P c is denoted by P c . Therefore z ∈ P c iff there is a sequence z i = z in P c converging to z.
If c is a simple centre and P c ⊂ K c , then P c = ∅. If c is a simple centre and P c ⊂ K c , then P c = {∞}. If c = a is sufficiently close to a simple centre a and P c ⊂ K c , then P c = J * c is a Cantor set. If c = a is sufficiently close to a simple centre a and P c ⊂ K c , then P c consists of J * c and copies of Cantor sets converging to ∞. It turns out that P c is a Cantor set containing ∞ in this case.
If c ∈ M β,0 , then by Lemma 2.2 there is n > 0 such that f n c (0) ⊂ C − B R and P c = {∞}.
From now on we shall write (H) to denote the following hypothesis:
(H) the parameter c is sufficiently close to a simple centre, or c ∈ M β,0 .
Theorem 2.5 (Hyperbolic metric) If c = 0 satisfies (H), then C − P c is a hyperbolic
Riemann surface and f c expands the hyperbolic metric of C − P c . Hence,
13)
for any forward holomorphic branch ϕ : U → C − P c , where d is the distance function associated with the hyperbolic metric of C − P c .
For c = 0 the Riemann surface is not hyperbolic:
Proof. A key role is played by Schwarz-Pick Lemma. The first step is to show that C − P c is connected and f −1 c (P c ) P c . If c = a is a simple centre, then P a contains {0, a}, and a = 0. Since a is a simple centre, the set of accumulation points P a is either empty or {∞}. Hence C − P a is connected and its complement inĈ contains at least three points. We conclude that C − P a is a hyperbolic Riemann surface.
If c = a is close to a simple centre, then P c is a Cantor set, and therefore C − P c is connected. (Notice that the complement of the Cantor set P c is a nested union of open and connected sets, hence connected. Alternatively, one can appeal to Schoenflies Theorem and reduce the proof to any particular Cantor set (for example, the Cantor ternary set, which clearly does not disconnect the plane). According to Schoenflies Theorem, any homeomorphism between plane Cantor sets can be extended to C).
If c ∈ M β,0 or c is a simple centre, then clearly C − P c is connected. Since c = 0, in all cases P c has at least 2 points and C − P c is hyperbolic. Our second claim is f c (P c ) which is has a bounded orbit enclosed by dom(F c ). In particular, 0 ∈ K c . Since P c ∩ K c ⊂ dom(F c ) and dom(F c ) avoids 0, we conclude that 0 is not in P c . Hence f −1 c (P c ) P c in this case.
Case 2: c = a is a simple centre. Suppose for a moment that f −1 a (P a ) = P a . Recall that p ≥ 2 and q ≥ 1. Every z = a has at least two pre-images and C = P c ∩ K c is a cycle containing 0. This implies f −1 c (C) = C. The cycle C must contain at least two points; thus C = {a} ∪ C 1 , where card(C 1 ) = N ≥ 1 and every element of C 1 has at least two images in C. Since there is only one orbit of 0 under f a , different points x, y in C determine disjoint sets f −1 a (x) and f −1 a (y) contained in C. Therefore
which is a contradiction. Therefore, f −1 a (P a ) P a . Case 3: c ∈ M β,0 . Similarly, it suffices to show that 0 is not in P c . Since any bounded part of P c is finite, if 0 ∈ P c , then 0 ∈ f i c (0) for some i > 0. Hence 0 ∈ P c implies the existence of a cycle containing 0, which contradicts the fact 0 ∈ K c . Expansion of the hyperbolic metric (2.13). Suppose c is either close to a simple centre or c ∈ M β,0 . Consider the Riemann surface
The two projections π 1 (z, w) = z and π 2 (z, w) = w define holomorphic maps on X. Since π 2 omits at least 2 points of C, it follows that X is hyperbolic. Since π 2 : X → C − P c is a covering map, it is an isometry (by Schwarz Lemma). On the other hand,
Hence π 1 is a strict contraction with respect to the hyperbolic metrics of X and C − P c . Every holomorphic branch ϕ : U → C − P c of f c is also a branch of π 2 • π −1 1 ; therefore ϕ is an expansion of the hyperbolic metric of C − P c .
Stability and hyperbolicity
A point z * belongs to α(z, f c ) if z * is a limit point of a backward orbit of z under f c . The main goal of this section is to prove the following theorem, which explains how to generate plots of J c .
Theorem 3.1 If c satisfies (H)
, then J c is a hyperbolic repeller for f c , and J * c is a hyperbolic attractor for g c . If z ∈ C − P c , then
and for any open set U ⊃ J c there is
It follows from (3.1) that backward orbits are dense in J c . The proof of Theorem 3.1 will be given in sequence of lemmas. Proof. If the statement f n c (0) ⊂ U is not true for every n > 0, then by Lemma 2.2 there is a forward orbit of 0 contained in C − U, contradicting the fact that every orbit of 0 converges to ∞ when c ∈ M β,0 . The dual Julia set is empty because any attracting cycle attracts a bounded orbit of the critical point (Theorem 2.3).
Lemma 3.3 For any parameter c satisfying (H) there is a region D c such that
f −1 c (D c ) ⊂ D c and J c ⊂ D c C − P c .
Moreover, for any bounded set
First suppose c is sufficiently close to a simple centre a. There is a critical system A c with an escaping domain R n,c = f
Let A C − P c be a bounded set, and D c = R n,c − dom(A c ). We want to show that a backward iterate of A is eventually contained in D c . Since A ⊂ B r , for some r, there is k 0 such that f −k0 c (A) B R . If we let k 1 = k 0 + n, then
and there is nothing to prove. Otherwise, let
(In the second equation above, we have used the fact that A 1 is contained in the escaping region R n,c and dom(A c ) is forward invariant under g c ). Inductively, we obtain a sequence of sets E k ⊂ dom(A c ) such that
As it turns out, if E k is nonempty, then there is an orbit z k → · · · → z 1 → z in dom(A c ) with z ∈ A 1 . If k > j 0 , then z ∈ U ; and since U is disjoint from A 1 , it follows that Proof of Theorem 3.1. Suppose c satisfies (H) and let z ∈ C−P c . We are going to show that α(z, f c ) is contained in J c . If z * is in α(z, f c ) and z nj → z * , in view of Lemma 3.3, we may suppose z n ∈ D c for n ≥ n 1 . Consider the distance function d given by the hyperbolic metric of C − P c (Theorem 2.5). Given > 0, there λ < 1 such that every branch ϕ :
with z ∈ D c contract distances by λ. Since z nj → z * , we may suppose z n1 and z n2 are contained in B(z * , /4) and λ n2−n1 < 1/4. Since B(z n1 , ) ⊂ C − P c , there is a backward orbit
where every ϕ j is a conformal isomorphism and z j ∈ U j . It follows that U j is contained in B(z j , λ j−n1 ), and so U n2 is contained in B(z n2 , /4) ⊂ B(z n1 , 3 /4).
Hence U n2 U n1 , and by the Banach fixed point Theorem, there is a fixed point of ϕ n2 • · · · • ϕ n1+1 in U n2 , which necessarily comes from a repelling cycle of f c . Since U n2 ⊂ B(z n2 , /4) ⊂ B(z * , /2) and is arbitrary, we conclude that z * ∈ J c . Claim: α(z, f c ) ⊂ D c is closed and independent of z ∈ C − P c . Since P c is either a single point set or a Cantor set (see page 13), for every two points z and w in C − P c there is a simply connected set U ⊂ C − P c such that z, w ∈ U. Given a backward orbit · · · z n → · · · z 1 → z we construct a sequence
where each ϕ i : U i → U i−1 is a conformal isomorphism, and also univalent branch of f c with z ∈ U i . This sequence also produces a backward orbit · · · w n → · · · → w 1 → w with ϕ i (w i ) = w i−1 . By Lemma 3.3, there is n 0 and λ < 1 such that U n ⊂ D c and
for every n > n 0 . Hence every limit lim z nj is in α(w, f c ); and since (z n ) is arbitrary, we conclude: α(z, f c ) ⊂ α(w, f c ). The same argument may be used to prove the other inclusion. Hence α(w, f c ) = α(z, f c ).
In order to prove that α(z, f c ) is closed, let x = lim x n , where x n is a sequence in
Inductively, we construct a backward orbit (z n ) of z such that d(z nj , x j ) < j , from which we conclude that x ∈ α(z, f c ). In other words, α(z, f c ) is closed. We shall prove that f −1 c (α(z, f c )) = α(z, f c ). Let x be in α(z, f c ) and n → 0. Notice that x ∈ D c ⊂ C − P c . Any pre-image of x is determined by a univalent branch ϕ of f −1 c at x. We are going to show that ϕ(x) ∈ α(z, f c ). There is a backward orbit
there is another backward orbit z n2 → · · · → ϕ(z n1 ) → z n1 with |x − z n2 | < 2 . In this way, we construct a backward orbit (z k ) such that |z nj − x| < j and z nj +1 = ϕ(z nj ). By taking limits, we conclude that ϕ(x) belongs to α(z, f c ). This proves that f
For the other inclusion it suffices to show that any ζ in α(z, f c ) has at least one image in α(z, f c ). Indeed, let · · · z n → · · · → z 1 → z be a backward orbit with z n → ζ, n ∈ N 1 , for some infinite set N 1 ⊂ N. Since ζ ∈ D c , we have ζ = 0 and there are q univalent branches ϕ 1 , · · · , ϕ q at ζ. For every n ∈ N 1 there is k n ∈ {1, · · · , q} such that ϕ kn (z n ) = z n−1 . The sequence k n , n ∈ N 1 has an element that repeats infinitely many times, say k 1 = k n , for every n ∈ N 2 ⊂ N 1 . Hence ϕ k1 (z n ) = z n−1 for every n ∈ N 2 . We conclude that
We now show that J c ⊂ α(z, f c ). This will complete the proof that
is a hyperbolic repeller.
Let z 0 → · · · → z n = z 0 be a repelling cycle. Then
for every i. Hence α(z, f c ) contains all repelling cycles. Since α(z, f c ) is closed, it contains J c . The proof that J * c is a hyperbolic attractor was given in Theorem 2.3. Let U be an open set containing J c and z ∈ C − P c . If there is no n > 0 such that f −n c (z) ⊂ U, then for every n there is backward orbit z n → · · · → z 1 → z outside U. From Lemma 2.2 we extract an infinite backward orbit of z outside U, with a limit point in C − J c , contradicting J c = α(z, f c ).
Corollary 3.1.1 Suppose the parameter c satisfies (H). For any D c in the conditions of Lemma 3.3 we have
In particular, if w has an infinite bounded forward orbit contained in a compact set
Since z * is a limit point, there is n > n 0 such that z n ∈ U and λ n−n0 diam(D c ) < .
Now let
be a backward orbit of U given by conformal isomorphisms ϕ i : U i → U i+1 , with z i ∈ U i . Every ϕ i is univalent branch of f c . The sequence (3.3) determines a backward orbit w 0 → · · · → w n−1 → w n = w of w. Since J c is backward invariant (Theorem 3.1), every point of
is an infinite forward orbit contained in a compact set E ⊂ C−J * c . Since every z i has a bounded orbit, it follows that z i ∈ K c , for every i. In particular,
, for every n > 0. For the case where c is sufficiently close to a simple centre and dom(A c ) is well defined, no point of (z i ) can be in dom(A c ), for if some z n is in dom(A c ), then there is a subsequence converging to a point of J * c (see Theorem 2.4), contradicting the fact that z i never escapes E.
Recall from the proof of Theorem 3.3 that Proof. If c is not in M β,0 , then
Let U be a neighbourhood of ∞ and z ∈Ĉ − J c . Any sufficiently small U 1 ⊂ U containing ∞ is forward invariant. If no f n c (z) is contained in U 1 , then for every n there corresponds a finite forward orbit of z outside U 1 having length n. From Lemma 2.2 we extract an infinite forward orbit of z which is outside U 1 . In particular, z has a bounded orbit and z ∈ K c = J c (a contradiction).
Hyperbolicity.
The extended dual Julia set of f c is J Proof. Since J * c is contained in dom(A c ) ⊂ K c (see Theorem 3.1), it follows that J * c is contained in the interior of K c . Since J c is contained in the complement of dom(A c ),
c be an open set and z ∈ K c − J c . We are going to show that there is n > 0 such that g n c (z) ⊂ U. There is a g c -forward invariant U 1 ⊂ U containing J * c . It suffices to show that g n c (z) ⊂ U 1 , for some n > 0. If no g n c (z) is contained in U 1 , then for every n there is a finite forward orbit z 0 → · · · → z n of g c with z n ∈ U 1 . Since U 1 is g c -forward invariant, the whole sequence is outside U 1 . Using Lemma 2.2, we extract an infinite forward orbit (z i ) under g c which is in C − U 1 . Since (z i ) is an orbit of g c , we have z i ∈ K c , for every i. Thus (z i ) is an infinite forward orbit contained in the compact set E = K c − U 1 , and by Lemma 3.1.1, we have {z i } ⊂ J c , which is a contraction, since z = z 0 is in K c − J c .
Corollary 3.3.1 f c is hyperbolic at every parameter c satisfying (H).
Proof. Since any forward orbit converges exponentially fast to ∞ onĈ − K c , the corollary is a consequence of Theorems 3.3 and 3.2.
Sensitive dependence on initial conditions
The Julia set J(f ) of a rational function f :Ĉ →Ĉ satisfies the following property: for any U open set intersecting J, there is n > 0 such that
In general, any mapping g : X → X from a topological space that eventually maps every open set U onto the whole space, g n (U ) = X, is called locally eventually onto, or LEO. This property implies sensitive dependence on initial conditions, leading to a very precise characterisation of chaos: no matter how close we choose two initial states x 0 and x 1 for the system g, there will always be future states g n (x 0 ) and g n (x 1 ) which are very different. In any practical situation where the evaluation of x 0 depends on approximate data, LEO systems are unpredictable (no matter what meaning we give to the word unpredictable).
It is the purpose of this section to prove a similar result for the Julia set of f c when c satisfies (H).
If Λ is a hyperbolic repeller of f c , then the restriction f c | Λ : Λ → Λ is well defined (since every point of Λ has at least one image in Λ). We say that Λ is LEO, or locally eventually onto, if for every open set U intersecting Λ, there is n > 0 such that
Since the complement of a hyperbolic repeller is forward invariant under f c , it follows that (3.4) is equivalent to f n c (U ) ⊃ Λ.
Theorem 3.4 J c is a LEO hyperbolic repeller at every parameter c satisfying (H).
Proof. Let U be an open set meeting J c . Let d c denote the distance function obtained from the hyperbolic metric of C − P c . If z ∈ J c ∩ U, then there is δ > 0 such that the ball B of radius δ and centre z with respect to d c is contained in U. Consider a forward orbit z → z 1 → · · · under f c such that z i ∈ J c , for every i. (This is possible because every point of J c has at least one image in J c ). Since the sequence (z n ) is bounded, there is z * ∈ J c which is the limit of a subsequence of (z n ). For every x ∈ J c , we have {x, z * } ⊂ C − P c . Since the set of accumulation points P c is either a single point set or a Cantor set, there is a simply connected set
. According to Lemma 3.3, there is a backward invariant set D c C − P c such that J c ⊂ D c . There is also a constant λ < 1 such that every univalent branch of f −1 c defined on a subset of D c contracts the hyperbolic metric by the factor λ.
Let n 0 be such that
where diam c denotes diameter with respect to
Clearly, z * belongs to X, and there is n 1 > 2n 0 such that z n1 ∈ X. Every V xi ⊂ C − P c determines a sequence of disks
where each ϕ j,i : U j−1,i → U j,i is a conformal isomorphism (and also a branch of f c ), z j ∈ U j,i , and ϕ j,i sends z j−1 to z j . (This is possible because z n1 ∈ V xi ). In particular, z ∈ U 0,i , for every i.
Let
and since i U 0,i is nonempty,
It turns out that W ⊂ B ⊂ U, and
In other words, J c is a LEO hyperbolic repeller.
Since every LEO hyperbolic repeller of f c is contained in the Julia set (Siqueira & Smania 2017, Theorem 4. 3), Theorem 3.4 reveals that there is essentially only one hyperbolic repeller Λ of f c when c satisfies (H), namely: Λ = J c .
Holomorphic motions
Holomorphic motions are essential in the study of quasi-conformal deformations of Julia sets of rational functions. For holomorphic correspondences on the plane and holomorphic maps in higher dimensions this technique fails and we need a new definition which allows branches. This leads to the definition of branched holomorphic motion originally introduced by Dujardin and Lyubich (Dujardin & Lyubich 2015) for dissipative polynomial automorphisms of C 2 . The following definition is an adaptation for holomorphic correspondences given in (Siqueira & Smania 2017) .
where F is a family of holomorphic functions f : U → C and G f is the graph of f. The motion is said to be normal if F is normal. A Proof of Theorem of 3.5
Step 2: prove (A.1) for c 0 close to a simple centre. Let a be a simple centre. Using Remark 2.1 we construct four critical systems A i c , with 1 ≤ i ≤ 4, parameterised in a neighbourhood U of a, such that According to Step 1, there is a neighbourhood
R m+1,c0 . In view of
Step 1, we may reduce V 3 so that R n+2,c ⊂ R n+1,c0 , for every c in V 3 . It turns out that
Step 3 where d e denotes the Euclidean distance. Using Theorem 2.5 and a compactness argument, we find λ < 1 such that, for any c ∈ V and any holomorphic branch ϕ : U → C of f be a backward orbit of a point z ∈ K. Notice that α(z, f c0 ) = J c0 . There is a f cbackward orbit of z which is -close to (A.12). Indeed, since J c0 is a hyperbolic repeller (Theorem 3.1), there is a f c0 -backward invariant neighbourhood U c0 ⊂ E of J c0 . By Theorem 3.1, there is n 0 such that z n is in U c0 , for every n ≥ n 0 . Every point z i of (A.12) is the centre of a ball B i of radius 2 /C 1 , which is contained in (E) 2 0 because of (A.8) and < 0 . Hence B i ⊂ C − P c0 and there is univalent branch ϕ i of f −1 c0 defined on B i sending z i to z i+1 . By (A.10), ϕ i (B i ) ⊂ B i+1 . We are going to define a backward orbit · · · → ζ n+i fc − → · · · → ζ n+1 fc − → ζ n , such that that d c0 (ζ j , z j ) < /C 1 , for every j ≥ n. Let ζ n = z n . By (A.7) and (A.11), ζ n − c + c 0 is in the domain of ϕ n and we set ζ n+1 = ϕ n (ζ n − c + c 0 ). Notice that ζ n is an image of ζ n+1 under f c . (In general, if ϕ is branch of f −1 c0 , then z → ϕ(z − c + c 0 ) is a branch of f −1 c ). Since any ϕ i contract distances by λ on (E) 2 0 , from (A.11) we have d c0 (ζ n+1 , z n+1 ) < λd c0 (ζ n − c + c 0 , ζ n ) ≤ λC|c − c 0 | < /C 1 .
By the triangle inequality and (A.7),
Thus, it makes sense to define ζ n+2 = ϕ n+1 (ζ n+1 − c + c 0 ). Using induction, we construct a pre-orbit ζ j such that d c0 (ζ n+i , z n+i ) < λC|c − c 0 | + λ 2 C|c − c 0 | + · · · + λ i C|c − c 0 | < /C 1 .
It follows that every limit of a subsequence of (z j ) is /C 1 -close to a limit of a subsequence of (ζ j ) (with respect to d c0 ). Since (z j ) is arbitrary, and taking into account that α(z, f c0 ) = J c0 and α(ζ n , f c ) = J c , we conclude that
Starting with c instead of c 0 , the same argument can be applied to construct pre-orbits under f c0 from backward orbits under f c . In the same way, we obtain J c ⊂ (J c0 ) . As explained before, this establishes the continuity of c → J c .
