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Abstract—In this paper, we discuss the scientific outcomes of the
2015 data fusion contest organized by the Image Analysis and Data
Fusion Technical Committee (IADF TC) of the IEEE Geoscience
and Remote Sensing Society (IEEE GRSS). As for previous years,
the IADF TC organized a data fusion contest aiming at fostering
new ideas and solutions for multisource studies. The 2015 edi-
tion of the contest proposed a multiresolution and multisensorial
challenge involving extremely high-resolution RGB images and a
three-dimensional (3-D) LiDAR point cloud. The competition was
framed in two parallel tracks, considering 2-D and 3-D products,
respectively. In this paper, we discuss the scientific results obtained
by the winners of the 2-D contest, which studied either the comple-
mentarity of RGB and LiDAR with deep neural networks (winning
team) or provided a comprehensive benchmarking evaluation of
new classification strategies for extremely high-resolution multi-
modal data (runner-up team). The data and the previously undis-
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closed ground truth will remain available for the community and
can be obtained at http://www.grss-ieee.org/community/technical-
committees/data-fusion/2015-ieee-grss-data-fusion-contest/. The
3-D part of the contest is discussed in the Part-B paper [1].
Index Terms—Deep neural networks, extremely high spatial
resolution, image analysis and data fusion (IADF), landcover
classification, LiDAR, multiresolution-, multisource-, multimodal-
data fusion.
I. INTRODUCTION TO THE 2015 CONTEST
THE current development of Earth observation (EO)technologies, encompassing satellite missions, airborne
acquisitions, drones, and unmanned aerial vehicles (UAV) is
providing remote sensing scientists and practitioners with more
and more opportunities to collect data of the Earth’s surface for
multiple global, regional, and local applications. These data
can differ substantially in their physical natures (e.g., opti-
cal, thermal, radar, or laser observations), spatial resolutions
(from a few centimeters to some kilometers using aerial and
geostationary platforms, respectively), spectral resolutions
(from panchromatic to hyperspectral imagery), and temporal
resolutions (from a few minutes with geostationary systems to
hours or days with constellations of near-polar satellites, and to
on-demand acquisition with UAVs) [2].
In this framework, the capability to jointly benefit from those
images critically depends on the development of accurate data
fusion algorithms that effectively model the complementary
information conveyed by distinct data sources [3]–[5]. Mul-
tisensor [6]–[8], multitemporal [9]–[11], and multiresolution
[12]–[14] fusion techniques for remote sensing data have been
researched for long, and are currently more and more relevant
as they need to keep pace with the opportunities provided by
these new data and the methodological challenges they raise [5].
It is in this framework that the IEEE Geoscience and Remote
Sensing Society (IEEE GRSS) Image Analysis and Data Fusion
Technical Committee (IADF TC1) organizes an annual Data
Fusion Contest, in which a dataset is released free of charge to
the international community along with a data fusion competi-
tion [7], [9], [12], [15]–[18]. This paper is the first of a two-part
manuscript that aims at presenting and critically discussing the
scientific outcomes of the 2015 edition of the Contest.
The 2015 Contest released to the international community
of remote sensing an image dataset involving multiresolution
1http://www.grss-ieee.org/community/technical-committees/data-fusion/
and multisensor imagery, extremely high spatial resolutions,
and three-dimensional (3-D) information. The dataset was com-
posed of an RGB orthophoto and of a LiDAR point cloud ac-
quired over an urban and harbor area in Zeebruges, Belgium
(see Section II).
Given the relevance of this dataset for the modeling and ex-
traction of both 2-D and 3-D thematic results, the Contest was
framed as two independent and parallel competitions. The 2-D
Contest was focused on multisource fusion for the generation
of 2-D products at extremely high spatial resolution. The 3-D
Contest explored the synergistic use of 3-D point cloud and 2-D
RGB data for 3-D analysis.
In either case, participating teams submitted original open-
topicmanuscripts summarizing their idea and the analysis on the
dataset provided. All submissions were evaluated and ranked by
anAward Committee, composed of the organizers of the Contest
and of several present and past Chairs and Cochairs of IADF
TC, on the basis of scientific contribution, methodological ap-
proaches, experimental discussion, and quality of presentation.
Consistently with the two-track structure, four papers were
awarded (two per track) and were presented during the IGARSS
2015 conference inMilan. According to the different applicative
and methodological problems addressed by the two tracks, their
outcomes are now discussed in two articles, a Part A (this paper)
on the 2-D contest and a Part B [1] on the 3-D Contest. Each
paper is coauthored by the winning teams of each competition,
along with the Contest organizers. For the 2015 edition of the
data fusion contest, track 2-D, the papers awarded were:
1) 1st Place: “Shared feature representations of LiDAR and
optical images: Trading sparsity for semantic discrimi-
nation,” by Manuel Campos-Taberner, Adriana Romero,
Carlo Gatta, and Gustau Camps-Valls from the Univer-
sity of Vale`ncia, the Universitat de Barcelona, and the
Universitat Auto`noma de Barcelona (Spain) [19].
2) 2nd Place: “Benchmarking classification of Earth-
observation data: From learning explicit features to con-
volutional networks” by Adrien Lagrange, Bertrand Le
Saux, Anne Beaupere, Alexandre Boulch, Adrien Chan-
Hon-Tong, Stephane Herbin, Hicham Randrianarivo, and
Marin Ferecatu from the Onera Paris and the CNAM
(France) [20].
The remainder of Part A is as follows: Section II provides a
detailed description of the dataset. Then, the overall set of sub-
missions is presented in Section III. The approaches proposed by
the first- and second-ranking teams are presented in Sections IV
and V, respectively. Finally, a discussion of these two ap-
proaches is presented in Section VI. Overall conclusion on the
2015 Data Fusion Contest can be found in Part B [1].
II. DATASET
The 2015 Contest involved two datasets acquired simultane-
ously by passive and active sensors (see Fig. 1). Both datasets
were acquired on March 13, 2011, using an airborne platform
flying at an altitude of 300 m over the harbor area of Zeebruges,
Belgium (51.33◦N, 3.20◦E). The Department of Communica-
tion, Information, Systems and Sensors (CISS) of the Belgian
Fig. 1. Examples of details of the 3-D point cloud along with the correspond-
ing portions of the orthophoto data. RGB details are oriented consistently with
Fig. 2. Point cloud details have been oriented manually to enhance their visual
display. Color bars indicate height in the point clouds.
Royal Military Academy (RMA) provided the dataset and
evaluated its accuracy while the service provider acquired and
preprocessed the data.
The passive dataset is a 5-cm-resolution RGB orthophoto
acquired in the visible wavelength range (see Fig. 2). The active
source is a LiDAR system that acquired the data using repe-
tition rate, angle, and frequency of 125 kHz, 20◦, and 49 Hz,
respectively. The laser repetition rate refers to the number of
times per second a scanning device samples its field of view,
the angle indicates the field of view, and the frequency refers
to the number of emitted pulses per second. For obtaining a
digital surface model (DSM) with a point spacing of 10 cm, the
area of interest was scanned several times in different directions
with a high-density point cloud rate of 65 pts/m2 . The scanning
mode was “last, first, and intermediate.” Multiple returns are
capable of detecting the elevations of several objects within the
laser footprint of an outgoing laser pulse. The first returned laser
pulse is the most significant return and is generally associated
with the highest feature in the landscape like a treetop or the top
of a building. The intermediate returns, in general, are used for
vegetation structure, and the last return for bare-Earth terrain
models. This scan mode was used to filter the cloud points and
to facilitate the creation of the DSM. Indirect georeferencing
using a large set of well-distributed ground control points was
selected as the method for coregistration due to its accuracy and
robustness against interior orientation parameters biases [21].
This procedure completed the georeferencing obtained using
the LiDAR system’s GPS and the inertial navigation system on
board the aircraft. Both the raw 3-D point cloud (see Fig. 1) and
the DSM (see Fig. 3) were distributed to the community.
This dataset corresponded to the finest spatial resolution ad-
dressed so far by the IEEE GRSS Data Fusion Contests, and
made for a very challenging image analysis and fusion com-
petition. The large data volume was possibly time consuming
and expensive to process, but the highly detailed information
allowed the users to provide results resembling a real-world
situation. Nevertheless, this rich dataset demanded the innova-
tion and the adaptation of many numerical tools for registration
and for obtaining the relation between the target geometry, the
measured scattering, and the corresponding height and target-
scattering properties in the 2-D and the 3-D dimensions.
Fig. 2. Seven tiles of the RGB dataset (RGB) of the Data Fusion Contest 2015. The data can be freely downloaded on http://www.grss-
ieee.org/community/technical-committees/data-fusion/2015-ieee-grss-data-fusion-contest/
Fig. 3. Seven tiles of the DSM issued from the LiDAR point cloud of the Data Fusion Contest 2015. The data can be freely downloaded on http://www.grss-
ieee.org/community/technical-committees/data-fusion/2015-ieee-grss-data-fusion-contest/
III. DISCUSSION OF THE 2-D CONTEST: THE SUBMISSIONS
Twenty papers were submitted to the 2-D contest. We ob-
served a large variety in the topics considered in themanuscripts,
as well as in the processing approaches presented. Below we
discuss these two aspects separately.
A. Addressed Topics
Fig. 4(a) summarizes the topics tackled by the participants.
Even though general 2-D classificationwas themost represented
topic, several teams developed specific strategies for the data
at hand. We observed a wide, almost uniform, distribution of
the topics, ranging from traditional image processing tasks
(2-D image classification, feature extraction) to image-specific
detection tasks (container, vessels, or vehicle detection). On one
hand, the large number of submissions on 2-D classification was
an expected result because this topic is a customary one in the
tradition of Data Fusion Contests and is of great prominence
in the IADF TC community. On the other hand, the variety of
addressed topics was also an interesting outcome and confirmed
the choice of an open-topic competition with the considered
extremely high-resolution dataset.
B. Proposed Processing Approaches
Fig. 4(b) details the spread of the processing approaches
proposed by the participants. Many approaches were based
on expert or ad hoc systems with manual thresholding and
Fig. 4. Summary of the 20 submissions to the 2-D contest by topics (a) and approaches considered (b).
hand-crafted task-specific features. These approaches were
characterized by relatively simple and highly customized de-
cision rules aimed at given thematic classes or target objects
and applied to case-specific elevation, vegetation index, shape,
etc., features. From the viewpoint of applications, the large num-
ber of submissions of this category matches the prominence of
classification and object detection among the addressed prob-
lems and the focus on the extraction of specific characteristics
of the imaged urban and port area. From a methodological per-
spective, these techniques privileged the precision of the results
and focused on the best parametrization of simple approaches
to solve specialized detection or discrimination tasks.
A second group of submissions regarded the proposal and
validation of novel methods to use the new type of data
released. In this respect, several learning approaches, en-
compassing supervised Bayesian, kernel, deep, and ensemble
methods, unsupervised clustering and segmentation, and semi-
interactive active learning were considered. This category of
submissions is consistent with the aforementioned focus on
classification problems and with the relevance of the related
methodologies within the IADF TC community. Nonetheless,
it is worth noting that the submitted algorithms ranged from
rather consolidated approaches to recent topical solutions based
on kernel methods and deep neural networks. These solutions
were proposed to investigate the nature and complementarity
of the data and perform classification or detection. In this case,
the focus was in the study of the adequateness of the approach
for this type of data in general purpose classification/clustering
tasks. Furthermore, most of the aforementioned learning
methods were combined with spatial modeling and feature ex-
traction techniques, including histograms of oriented gradients
(HOGs), mathematical morphology, region-based or object-
based processing, and texture analysis. This was an expected
outcome due to extremely high spatial resolution of the input
data.
A third and last group can be mentioned, that includes uncon-
ventional strategies, at least with respect to the past Data Fusion
Contests: Solutions based on agent modeling or saliency detec-
tion, which are relatively popular in other research areas (e.g.,
financial modeling and visual color analysis) but not frequently
explored in remote sensing, were also received. These submis-
sions suggested that new avenues were also explored beyond
the two former (and more traditional) ones.
IV. SHARED FEATURE REPRESENTATIONS OF LIDAR AND
OPTICAL IMAGES: TRADING SPARSITY FOR SEMANTIC
DISCRIMINATION
This section presents the results obtained by the winning team
of the 2-D contest and is an extension of [19]. The work fo-
cuses on an indirect approach via unsupervised spatial–spectral
feature extraction with the aim of studying the level of com-
plementary information conveyed by extremely high resolution
LiDAR and optical images. For this purpose, the study used an
unsupervised convolutional neural network (CNN) [22] trained
to enforce both population (PS) and lifetime sparsity (LS) in the
(joint, shared) feature representation. The obtained results re-
vealed that the RGB+LiDAR representation is no longer sparse,
and the derived basis functions merge color and elevation yield-
ing a set ofmore expressive colored edge filters. The joint feature
representation is also more discriminative when used for clus-
tering and topological data visualization.
A. Motivation
Image fusion of optical and LiDAR images is currently a
successful and active field [23]–[28]. Intuition and physics tell
us that bothmodalities represent objects in the scenes in different
semantic ways: color versus altitude, or passive radiance versus
active return intensity. But, is there a fundamental justification
for this in statistical terms?
Answering such question directly would imply measuring
mutual information between data modalities. However, the
involved random variables (i.e., RGB and LiDAR imagery)
are multidimensional, they do have spatial structure, and
do reveal distinctive spatial–spectral feature relations. An
indirect pathway was followed here: To analyze spatial–
spectral feature representations with CNNs using RGB, Li-
DAR, and the RGB+LiDAR shared representation. Such feature
representations were studied in terms of sparsity, compactness,
topological visualization, and discrimination capabilities.
The statistical properties of very high-resolution (VHR) and
multispectral images raise important difficulties for automatic
analysis, because of the high spatial and spectral redundancy,
and their potentially nonlinear nature.2 Beyond these well-
known data characteristics, we should highlight that spatial and
spectral redundancy also suggest that the acquired signal may
be better described in sparse representation spaces, as recently
reported in [31] and [30]. Seeking for sparsity may in turn be
beneficial to deal with the increasing amount of data due to im-
provements in spatial resolution. Learning expressive spatial–
spectral features from images in an efficient way is, thus, of
paramount relevance. Moreover, learning such features in an
unsupervised fashion is an even more important issue.
In recent years, dictionary learning has emerged as an effi-
cient way to learn sparse image features in unsupervised set-
tings, which are eventually used for image classification and
object recognition: Discriminative dictionaries have been pro-
posed for spatial–spectral sparse-representation for image clas-
sification [32], [33], sparse bag-of-words codes for automatic
target detection [34], and unsupervised learning of sparse fea-
tures for aerial image classification [35]. Most of these methods
describe the input images in sparse representation spaces but do
not take advantage of the highly nonlinear nature of CNNs archi-
tectures. In this study, the use of unsupervised feature learning
with CNNs was introduced with the goal of studying the statis-
tical properties of joint RGB+LiDAR representation spaces.
B. Unsupervised Feature Learning With Convolutional
Networks
CNNs ([36], [37]) are nonlinear models that capture spatial–
local interactions and provide hierarchical representations of
the input data. CNNs consist of successive representation layers
stacked together, such that the output of a layer is used as input
to the following layer. In our case, the input to the first layer is
the RGB and/or LiDAR imagery. Each layer of a CNN is pa-
rameterized by a set of learnable weights and biases, where the
weights constitute a set of linear filters. The output of each layer
is obtained by 1) convolving the input with the linear filters and
adding a bias term to allow shifting the obtained results; 2) ap-
plying a point-wise nonlinearity, e.g., the logistic function; and
3) performing a pooling operation, e.g., a nonoverlapping 2 × 2
sliding window computing the maximum of its input (called
max-pooling). The rationale of these three parts is 1) to provide
a simple local feature extraction; 2) to modify the result in a
nonlinear way to allow the CNN architecture to learn nonlinear
representations of the data; and 3) to reduce the computational
cost and provide a certain local translational invariance.
Although most of the recent success of CNNs relies on train-
ing them in a supervised fashion [36], [37]; significant effort
has been devoted to propose unsupervised algorithms to extract
2Factors such as multiscattering in the acquisition process, heterogeneities
at subpixel level, as well as atmospheric and geometric distortions lead to
distinct nonlinear feature relations, since pixels lie in high-dimensional curved
manifolds [29], [30].
general meaningful feature representations. A successful way to
train CNN architectures in an unsupervised way is by means of
greedy layer-wise pretraining [38], [39], where each layer of the
network is trained in isolation, following an unsupervised cri-
terion. After pretraining, the weights and biases of the network
are set to a potentially good local minima. Many state-of-the-art
unsupervised criteria follow sparsity constraints [40]. Sparsity
is usually defined in terms of population sparsity (PS) and/or
lifetime sparsity (LS). PS ensures that only a small subset of
features are active per sample, providing a simple interpretation
of the data. LS ensures that each feature is active for a small
amount of samples, avoiding the presence of “dead” features,
i.e., those features that do not activate much.
Among state-of-the-art unsupervised methods seeking spar-
sity, orthogonal matching pursuit (OMP-k) [40] trains a set of
filters by iteratively selecting a feature to be made nonzero
with the objective of minimizing the residual reconstruction er-
ror. This is done until at most k features have been selected,
thus, achieving a sparse representation of the data in terms of
PS. Sparse autoencoders train the filters by minimizing the re-
construction error while ensuring similar activation statistics
through all training samples among all outputs, thus, achieving
a sparse representation of the data in terms of LS.
In this paper, we use the enforcing population and lifetime
sparsity (EPLS) algorithm [22] to train convolutional networks.
The algorithm iteratively builds a sparse target and optimizes
for that specific sparse target to learn the filters of one layer. The
sparse target is designed such that it represents each sample with
one “hot code” and uniformly distributes the feature activations
over the samples, achieving both PS and LS in the feature rep-
resentation. Fig. 5 summarizes the steps of the method in [22].
Essentially, given amatrix of input patches to train layer l,Hl−1 ,
we need to: 1) compute the output of the patchesHl by applying
the learned weights and biases to the input, and subsequently
the nonlinearity; 2) call the EPLS algorithm to generate a sparse
targetTl from the output of the layer, such that it ensures PS and
LS; and 3) optimize the parameters of the layer (weights and
biases) by minimizing the L2 norm of the difference between
the layer’s output and the EPLS sparse target
θl∗ = arg min
θ l
||Hl −Tl ||22 . (1)
The optimization is performed by means of an out-of-the-box
minibatch stochastic gradient descent with adaptive learning
rates [41]. From now on, we use the superscript b to refer to
the data related to a minibatch, e.g., the output of a layerHl ∈
R
N×N lh will now be Hl,b ∈ RN b ×N lh , where Nb < N is the
number of patches in a minibatch.
Even though the EPLS algorithm can be effectively used in
combination with deep CNN architectures, as in [42], we here
restrict ourselves to single layer CNNs for the sake of inter-
pretability. The CNN training by means of EPLS is computa-
tionally very efficient and leads to sparse representations of the
input data. Here, we train single layer CNNs on RGB, LiDAR,
and RGB+LiDAR input spaces and analyze the resulting hid-
den and shared representations, see Fig. 6. Note that the shared
Fig. 5. Illustration of how EPLS generates the output target matrix. The processing flow in the proposed algorithm is as follows: The outputs of a CNN layer
is Hl = σ(Hl−1W l + bl ), where Hl−1 is the input feature map to the lth layer; θl = {W l , bl} is the set of learnable parameters (weights and biases) of
the layer, and σ(·) is the point-wise nonlinearity. The input of the first layer is the input data (e.g., a multispectral image), i.e., H0 = I, where I ∈ RN ×N 0h is
the input image, N is the sample size (patch pixels), and N 0h is the number of spectral channels (bands). The output of the layer l is then sparse-coded via the(unsupervised) EPLS algorithm to yield a sparse target, and the L2 norm of the difference between the layer’s output and the EPLS sparse target computed, and
used to fit network filters.
Fig. 6. Considered independent (a) RGB and (b) LiDAR representations,
along with the (c) shared RGB+LiDAR representation.
RGB+LiDAR representation is made of nonlinear spatial and
spectral combinations of input RGB and LiDAR features.
C. Results and Discussion
In this section, we analyze the information content captured
by a CNN trained to enforce sparsity in the three scenarios:
RGB, LiDAR, and joint RGB+LiDAR. We report on: 1) the LS
and PS scores, analyzed as a measure of compactness of the
representations; 2) the learned representations, visualized in a
topological space; 3) the discriminative power of the extracted
features when used for image segmentation.
1) Experimental Setup: We consider tile #3 (see Figs. 2
and 3), for which 100 000 image patches of size 10 × 10
were extracted. A total number of 30 000 images patches were
used for training the networks. In all the three situations, the
CNNs were trained using a maximum of NH = 1000 hidden
nodes. For all the architectures, several symmetric receptive
fields (RFs) (of sizes 3 × 3 and 5 × 5, 7 × 7, 10 × 10 pixels)
were tried. The networks were trained on contrast-normalized
image patches by means of EPLS [22] with logistic non-
linearity. The sparse features were retrieved by applying the
network parameters with natural encoding (i.e., with the lo-
gistic nonlinearity) and polarity split. Polarity splitting takes
into account the positive and negative components of a code
(weights) and hence doubles the number of outputs and is usu-
ally applied to the output layer of the network. The interested
Fig. 7. Lifetime and population sparsity for RGB, LiDAR, and RGB+LiDAR
as a function of the receptive field RF (top) and the number of hidden neurons
(NH , bottom).
reader may find an implementation of the EPLS algorithm in
http://www.cvc.uab.es/People/aromero/EPLS.html.
2) On the Sparsity of the Learned Representations: After
training the CNNs in the three situations, both the LS and the
PS were studied (see Fig. 7). One can see that by adding LiDAR
to RGB, LS is increased, independently of the RF (i.e., the
size of the convolution window) used. Note that the lower the
value of LS, the closer to the objective of maintaining similar
mean activation among outputs. The learned representation is,
thus, no longer sparse, which suggests that RGB and LiDAR
carry orthogonal information and, thus, it is more difficult to
obtain a compact representation. Similar trends were obtained
when varying NH , but only for high values, say NH > 100,
which can be due to the poor representation in general obtained
for low values of NH (big errors, results not shown). On the
Fig. 8. Learned bases by the convolutional net using EPLS for RGB, LiDAR,
and RGB+LiDAR (top), and the corresponding topological representations via
projection on the first two ISOMAP components (bottom).
contrary, by adding LiDAR to RGB, PS is reduced for any RF
and NH value. The same reasoning as before holds here. PS
captures that a small subset of outputs are very active at the
same time. This does not happen when merging RGB+LiDAR
because these features convey complementary information and
hence many features activate simultaneously.
3) On the Topology of the Learned Representations: Fig. 8
shows the bases learned by the convolutional net using EPLS
for RGB, LiDAR, and RGB+LiDAR (top), and the correspond-
ing topological representations via projection on the first two
ISOMAP components (bottom). The neighborhood was inten-
tionally fixed to c = 1 in ISOMAP’s epsilon distance for the
sake of simplicity in the visualization of the representations. The
EPLS algorithm applied to VHR RGB images [see Fig. 8(a)]
learns not only common bases such as oriented edges/ridges in
many directions and colors, but also corner detectors, tribanded
colored filters, center surrounds, and Laplacian of Gaussians
among others [22]. This suggests that enforcing LS helps
the system to learn a set of complex and rich bases. On the
other hand, the learned LiDAR bases [see Fig. 8(b)] are edge
detectors related to “changes in height” of the objects, e.g.,
containers-versus-ground, roof-versus-ground, ground-versus-
sea, roofs, train rails versus ground in the image. When com-
bining RGB+LiDAR [see Fig. 8(c)], the learned bases inherit
properties of both modalities, resembling altitude-colored de-
tectors.
For the projections onto the first two ISOMAP components,
we can see that RGB bases scatter twofold [see Fig. 8(d)]:
A color-predominant diagonal on top of a typical edges and
triband grayscale textures.Higher frequency (both grayscale and
colored) lie far from the subspace center. In the LiDAR case [see
Fig. 8(e)], the scatter is much simpler: Low frequencies in the
center and height edges surrounding the center of the subspace.
When RGB and LiDAR are combined [see Fig. 8(f)], color
and texture clusters are disentangled, but height edges become
Fig. 9. (a) Clustering maps obtained using k-means on top of the CNN fea-
tures. (b) Cluster quality indices as a function of the number of clusters k.
slightly more colored, and again high-frequency patterns lie far
from the mean.
4) On the Discriminative Power of the Representations: An
alternative way to analyze the extracted features and their com-
plementarity is to use them for clustering. The standard k-means
was run on top of the extracted features for different degrees
of granularity, k = 2, . . . , 20. Fig. 9(a) shows the classifica-
tion maps for k = 10. It should be noted that RGB dominates
many clusters in the joint/shared representation. Nevertheless,
the RGB+LiDARmap shows new emerging groups of semantic
clusters, e.g., harbor cranes close the sea. Some other clusters
are just inherited from the individual LiDAR solution, e.g., big
buildings with constant height. The quality of clustering solu-
tions is a controversial issue and many techniques exist in the
literature to evaluate clustering solutions. The general idea in all
of them is to favor compact and distant clusters. Fig. 9(b) shows
two quality indices: the Davies–Bouldin [43] and the Dunn [44]
validity indices as a function of k (similar results were obtained
for the R2 and the Calinski–Harabasz [45] indices, not shown).
Results suggest that the joint representation leads to similar so-
lutions to those obtained with RGB alone, yet resemble more
semantically expressive.
5) Discussion: The expressive power and richfulness of fea-
tures extracted fromRGB, LiDAR, and RGB+LiDARwere ana-
lyzed using state-of-the-art unsupervised learning. In particular,
this study used a recently presented unsupervised CNN that
aims to learn feature representations that are sparse. This dis-
tinct characteristic of the algorithm has revealed very useful
in semantic segmentation of images. However, in our experi-
ments, the combination of RGB and LiDAR has given rise to
a feature representation that is no longer sparse according to
different sparsity scores, thus, suggesting that RGB and LiDAR
convey “orthogonal” and complementary pieces of informa-
tion. Beyond the focus on sparsity, we also payed attention to
the induced topological spaces through ISOMAP embeddings.
The analysis again revealed interesting complementarity: RGB
combined with LiDAR leads to more semantic representations
in which color and altitude are combined to better object de-
scription. The obtained joint feature representation suggests a
kind of semantic extraction. The orthogonality in information
does not only come out in terms of lack of sparse solutions,
but also in terms of discrimination, as it was studied through
image segmentation, where more expressive and semantic maps
emerge.
V. BENCHMARKING CLASSIFICATION OF EO DATA: FROM
LEARNING EXPLICIT FEATURES TO CONVOLUTIONAL
NETWORKS
This section presents the results obtained by the runner-up
team of the 2-D contest and is an extension of [20]. The paper
focuses on a wide benchmarking effort of different state-of-
the-art classification approaches and in the design of a fair and
challenging validation setting for supervised classification at
extremely high spatial resolution.
A. Motivation
The study of urban areas using EO is relevant for several ap-
plications, going from urban management to flows monitoring,
and in the meantime raises great challenges: Numerous and di-
verse semantic classes, occlusions or bizarre geometries due to
either the acquisition angle or the orthorectification. Semantic
labeling consists of automatically building maps of geolocal-
ized semantic classes. It evolves along with the resolution of
the images and the availability of labeled data. The contribu-
tion of the resolution is straightforward: With more details, new
potential semantic classes can be distinguished in the images,
from roads and urban areas to buildings and trees. Image de-
scription evolved from textures to complex features that allow
object modeling [46], [47]. Numerous statistical methods were
developed for multiclass urban classification [48], [49]. A re-
cent trend is to use very large labeled sets to train deep networks
[50], for example based on convolutional networks [51].
Despite these impressive advances, semantic labeling still
faces unsolved problems: Which method is best suited for a
given class? Is it possible to build a classifier which is generic
enough to handle a large variety of labels? Indeed, semantic
classes may have really diverse structures, from large, loose
areas (i.e., vegetation areas) to rigid, structured objects (such as
cars, street furniture, etc.). With the advent of VHR images, the
latter becomes more and more frequent.
The VHR multisensor dataset provided in the framework of
the 2015 IEEE GRSS Data Fusion Contest provides us with
a large variety of semantic classes. In this study, we use it as
the benchmark needed by the EO community for rigorously
assessing and comparing the various approaches that coex-
ist. For this purpose, we built up a ground truth with eight
classes (see Section V-B). We implemented and tested various
approaches ranging from expert and sensor-based baselines to
powerful machine-learning approaches, aiming at both pixel-
wise and object-wise classification (see Section V-C). Their
respective performances are then evaluated and compared (see
TABLE I
GROUND TRUTH CLASSES FOR SEMANTIC LABELING (WITH CLASS
PROPORTION AND NUMBER OF PIXELS OVER THE ENTIRE DATASET)
Section V-D), then showing which ones are best suited for some
specific applications and which ones could be used for generic
purposes.
B. Benchmark
We manually built a ground truth (see Fig. 10) with the se-
mantic labels summarized in Table I. To this aim, we processed
carefully the labeling following image analysis procedures and
we cross validated the ground truth among different people to
detect annotation errors and improve accuracy (see Fig 11 for
a visual assessment). Given its geographic situation, Zeebruges
provides a wide range of semantic classes of interest (in bold
face in the following). Standard urban classes like buildings,
vegetation (that we divided in low vegetation and trees) and
impervious surfaces (mainly roads) can be found. But the har-
bor part of the town also offers water, vessels, and industrial
installations (such as cranes and containers), the latter being
mainly gathered in the clutter category. Given the exceptionally
good resolution, we were also able to define two object-oriented
classes: cars and boats.
For the evaluation, we performed cross validation on the
dataset to assess the various methods. We retained tiles {3, 5, 7}
for training and tiles {4, 6} for testing. These tiles are chosen in
order to ensure a good representation of all classes in both sets:
For example, tile 5 is the most representative of the semantic
classes with harbor and residential areas, while tile 4 contains
a harbor zone and tile 6 contains a large residential area (see
Fig. 2).
Pixel-wise classification is evaluated using the confusion ma-
trices obtained for each image. We count (for each class or over
the test set) the number of true positive pixels tp, the number of
false positives fp, the number of false negatives (or miss) fn.
We then derive different standardmeasures for each class: preci-
sion (= tp/(tp+ fp)), recall (= tp/(tp+ fn)), and the F1-score
(= 2 · Precision · Recall/(Precision+ Recall)). We also com-
pute the overall accuracy (= (tp+ tn)(total number of pixels) ) and Cohen’s
Kappa.
C. Algorithms and Baselines
We tested several approaches for classification, from hand-
crafted heuristics to learning algorithms based on raw data or
Fig. 10. Seven tiles of the ground truth built for the Data Fusion Contest 2015. To obtain the full resolution ground truth, please download the dataset on
http://www.grss-ieee.org/community/technical-committees/data-fusion/2015-ieee-grss-data-fusion-contest/
Fig. 11. (left) Zooms on the ground truth (defined in Table I) superimposed to the orthoimage: It shows a good covering and matching borders. Best viewed in
color. (right) Zooms to compare the original DSM and the precise DSM (d+ ) with respect to the RGB data. The precise DSM shows trees and cars that do not
appear in the DSM provided with the Data Fusion Contest. For the sake of visibility, the DSM height range [40 m; 65 m] is mapped to the full range of image
dynamics [0; 255].
carefully designed image descriptors. In the following, we refer
to RGB as the three visible channels from the optical camera
(see Fig. 2) and to d as the height provided in the DSM (see
Fig. 3).
1) Expert Baselines: When possible, we built label-specific
baselines. Most of them were single-channel filters
on RGBd data. The water classifier checked if d <
45.4m. The building classifier checked if d > 50.5m.
The road classifier (for impervious surfaces) searched
for gray pixels below a given depth: max(R,G,B) −
min(R,G,B) < 6 and d < 52m. Assuming that most
LiDAR systems for land observation have near-infrared
(NIR) wavelengths, we projected the intensity from the
LiDAR point cloud to create pseudo-NIR images. We
then computed the normalized difference vegetation in-
dex using (NIR− R)/(NIR+ R) and fixed the threshold
at 0.6.
2) Support-Vector Machine (SVM) on Raw Data:As a simple
baseline, we trained a SVM. Various inputs were consid-
ered (and scaled to the [−1 : 1] range per channel for
normalization): the RGB values of the optical dataset,
RGBd values by adding the DSM, and RGBdI values,
where “I” stands for the pseudoinfrared derived from the
LiDAR intensities. One SVM was trained for each class
in a one-versus-all manner, using a radial basis function
(RBF) kernel with internal parameters optimized by grid
search. To keep the computational costs low, classifica-
tion was performed on the averaged value of superpixels
computed using an efficient graph-based segmentation al-
gorithm [52] whose parameters were chosen to optimize
the RGB/SVM classification accuracy (this segmentation
was then kept in the following steps).
3) SVM on Complex Features:We tested two approaches for
high-level feature extraction:
a) In the spatial–spectral domain: patches (16 × 16 or
32 × 32) were extracted with a half-patch step, in-
dexed with HOGs implemented as in [53] and given
the dominant label. We then trained several RBF-
kernel SVMs in one-versus-all set-ups with optimal
parameters found by grid search. At classification,
we applied the classifier using a standard sliding
window approach (same patch size and step) and
smoothed the resulting map.
Fig. 12. Comparison of classification maps for tile #4 (first row) and #6 (second row), with respect to the ground truth ( GT): (experts/obj.) experts and object
classifiers combined on a single map, (RGBdI) superpixels classified by SVM with RBF kernel, (HOG32/SVM) HOG features with RBF-SVM, (HSVDGr)
features computed on superpixels and classified with linear SVM, (RGB Caffe), (RGB VGG) and ( RGBd VGG) CNN-features with linear SVM.
b) Using multisource information: superpixels were
computed on the image, then described by hue–
saturation–value (HSV) histograms combined with
both the averaged value and the averaged gradient
of the DSM. The classifier was learned by a linear
SVM.
4) Object-Based Detectors: We also tested two methods for
object-oriented detection:
a) Discriminatively trained model mixtures (DtMM)
[54] built on discriminatively trained part models
[53] to propose efficient object detectors for remote
sensing. The model of an object category consists of
a mixture of discriminative models trained on visu-
ally homogeneous data: object samples are clustered
on the basis of the visual appearance and for each
cluster a linear SVM is trained on HOGs computed
on these samples using a hard-mining procedure. In
this benchmark, we used DtMM to detect cars.
b) The second object detector was based on self-
organizing maps (SOM): At first, using training
images only, SOMs were used to generate image
segmentations according to color. Then, we built a
correspondence table between semantic labels of the
ground truth and the SOM classes, on the basis of
the semantic, major mode for each SOM class. Fi-
nally, test images were processed through the previ-
ously learned SOM, and semantic labels were given
to pixels using both the SOM output and the cor-
respondence table. This was efficient when a good
correspondence could be found between the seman-
tic class and the color partition, which was the case
for manmade, brightly colored objects like boats.
5) CNNs and SVM: In recent years, CNN have achieved the
best performances on various benchmarks (e.g., everyday-
image classification [55]). It also has been experimented
that the outputs of the intermediate layers of these deep
networks could be efficiently used as features to be used
in related tasks [56]. In this benchmark study, we use the
AlexNet CNN model [57] as a reference. We compare
three different implementations which are either replica-
tions of AlexNet or small variants. All networks have been
trained on ImageNet [58] and we use the feature vector
preceding the soft-max classification as input for a linear
SVM(chosen for optimization issues and time constraints,
but also for being less prone to overfitting). To ensure re-
producibility, we make sure every network can be clearly
identified in their respective article:
a) VGG (5 convolutional-layer network named fast
network in [59]),
b) OverFeat (6 convolutional layers, also identified as
fast network in [60]) and
c) Caffe (5 convolutional layers, standard AlexNet
replication in [55]).
We generated features on 231 ∗ 231 patches extracted
from the training images by a sliding window approach
(step of 32 pixels) and trained a linear SVM with respect
to the eight classes. At testing, the same sliding window
was used, and the resulting label was given to the central
32 ∗ 32 square of the patch. This allowed to include con-
text informationwhile labeling only pixels where the class
was the most likely. Moreover, we tested the contribution
of LiDAR. We applied VGG to the DSM, and trained a
linear SVM over the concatenated output of RGB and
depth networks. We used either the given DSM (RGBd)
or a more precise DSM (RGBd+ ) obtained by projecting
heights from the LiDAR point-cloud the xy plane for in-
stant, unaveraged sensing (see Fig 11). Finally, we trained
from scratch a complete AlexNet CNN with its softmax
layer (using Caffe implementation) on RGBd+ data.
D. Results and Analysis
Fig. 12 illustrates the classification maps along with the
ground truth, while Table II summarizes the performance mea-
sures for each class and overall. The use of superpixels in-
troduced spatial constraints that were visually rewarding on
classification maps, especially in dense urban environment (see
Fig. 12). Multisource information (marked with a⋆ in Table II)
was a key to success: The best approaches combined the image
and the DSM. Working on images only, deep neural networks
were solid candidates for building generic EO data classifiers.
In Table II, they often outperformed the other baselines and
B (in bold)
obtained consistent results over all the eight labels. These re-
sults suggest that, at least for the considered data, transferring
learning from large everyday-image sets to generic datasets (as
performed here for most of the competitors) is possible and
more efficient than commonly used approaches. However, com-
pletely retraining a CNNwas even better, as shown in last row of
Table II: the end-to-end trained CNN obtained the best F1-
measure for 6 out of 8 classes, and an overall correct classifica-
tion rate of 83.32%. Finally, old recipes were still competitive
on specific challenges (see Table II): NIR information proved
to be crucial for classifying vegetation, while depth and col-
orimetry were meaningful for buildings and water, respectively.
Moreover, object-oriented methods (i.e., those that incorporate
shape structure or color a priori) performed well on small ob-
jects. Since objects like cars and boats did not count for much in
the overall pixel proportion (see Table I), the overall pixel-wise
evaluation did not do justice to these methods: The techniques
performing well on the large classes resulted in better overall
scores. Nevertheless, methods focusing on objects were highly
effective on these classes and may have a high interest in some
critical detection applications.
Summarizing, several contributions were made possible by
the additional ground truth for semantic labeling we built. We
tested various state-of-the-art approaches for urban classifica-
tion. The main outcomes were that: 1) multisource combination
is highly relevant for some specific urban classes; 2) as a generic
all-purpose classifier, deep convolutional networks obtained sig-
nificantly good performances; 3) transfer of learning on how to
extract features from large generic-purpose image sets was a
simple and highly effective approach to build EO data classi-
fiers; and 4) despite this last point, training specific networks
to the data being considered still payed off and led to the best
results.
VI. DISCUSSION OF THE 2-D CONTEST: THEWINNERS
The two winning teams awarded considered two complemen-
tary aspects of the extremely high-resolution data challenge: un-
derstanding data complementarity in pure statistical terms, and
benchmarking what can be done with the most recent image
analysis and data fusion techniques.
1) The winning team (see Section IV) used cutting edge
methodology, used sparse training of CNNs to analyze
what was complementary and necessary in the data pro-
vided. Importantly, the networks were trained in an unsu-
pervised way, so feature relations emerged from the data,
without being guided by a particular set of application-
specific thematic classes. They showed the structure of
the data manifold and how it was organized in terms of
color, texture, and LiDAR features, such as height. Fol-
lowing recent computer vision momentum [61], [62], they
provided understanding on data properties by analyzing
the structure and information content of the convolutional
filters of the network. The data proved their statistical
complementarity and confirmed the need for a data fusion
strategy.
2) The runner-up team (see Section V) provided a substantial
effort in implementing many recent and successful tech-
nologies, some well known in remote sensing (SVM) and
others coming from computer vision (DPM and CNNs).
These methods are starting to be considered in the remote
sensing community, and the demonstration of their
efficiency for this new and challenging type of data was
a welcomed result, obtained by a thorough experimental
design (including a fair tile training/test splitting), ground
truthing, and model optimization. The results proved
the efficiency of new strategies based on convolutional
networks (even when simply using pretrained networks,
as in [63]–[65]) and call for new developments towards
the establishment of remote-sensing-specific CNN
architectures [66]. This effort also established a relevant
experimental benchmark for the supervised classifica-
tion of extremely high-resolution data. Following this
benchmark, the ground truth has been made available
(http://www.grss-ieee.org/community/technical-com
mittees/data-fusion/2015-ieee-grss-data-fusion-contest/).
Possible future extensions of this benchmarking effort
may involve further multisensor or multiresolution
classifiers as well as decision-level fusion techniques.
VII. CONCLUSION OF PART A
In this paper, we present the Data Fusion Contest 2015 orga-
nized by the Image Analysis and Data Fusion Technical Com-
mittee of the IEEE GRSS. In Part A, we presented the dataset
and then discussed the scientific results of the winners of the
2-D contest. We invite the reader to continue to the Part B of the
paper [1] for the discussion of the scientific outcome of the 3-D
contest and a global discussion of the 2015 competition.
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