In wireless networks such as those based on IEEE 802.11, packet losses due to fading and interference are often misinterpreted as indications of congestion, causing unnecessary decrease in the data sending rate due to congestion control at higher layer protocols. For delay-constrained applications such as video teleconferencing, packet losses may result in excessive artifacts or freeze in the decoded video. We propose a simple and yet effective mechanism to detect and reduce channel-caused packet losses by adjusting the retry limit parameter of the IEEE 802.11 protocol. Since retry limit is left configurable in the IEEE 802.11 standard, and does not require cross-layer coordination, our scheme can be easily implemented and incrementally deployed. Experimental results of applying the proposed scheme to a WebRTCbased realtime video communication prototype show significant performance gain compared to the case where retry limit is configured statically.
INTRODUCTION
Wi-Fi (IEEE 802.11) networks have been widely deployed and the adoption is still fast growing. However, in realtime video applications, such as video teleconferencing over Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. MMSys '15, March 18 -20, 2015 Fig. 1 , where the video sender transmits encoded video data to the video receiver for decoding and playback. Standard video codecs (such as H.264 and VP8) exploit the spatial and temporal redundancy in uncompressed video to achieve a high compression ratio, which, however, makes compressed video very sensitive to transmission errors. Packet losses due to transmission errors often lead to serious video quality degradation, like artifacts in the decoded video, which affects not only the current frame, but also subsequent frames because of error propagation resulted from the use of prediction from previous frames. Some error concealment techniques can help stop error propagation, for example frame copy that is used in WebRTC [20] where a frame that cannot be correctly decoded is replaced by the last correctly decoded frame. This however causes video freezes. Application layer Forward Error Correction (FEC) is a commonly used scheme for error protection. However, it introduces extra complexity, overhead and delay, which is undesirable to applications with stringent delay constraints like video teleconferencing. In section 2, we will investigate the efficiency problem when FEC is used in our WebRTCbased testbench. One straightforward and preferable solution is to develop a lightweight mechanism to reduce packet losses caused by channel errors, which is the focus of this paper.
In wireless networks, path loss, shadowing, fading and interference cause packet losses. Packet losses due to these reasons are classified as channel-caused losses. Note that such packet losses, which occur when the distance between a wireless station and an Access Point (AP) increases or when obstacles move temporarily between the station and the AP, are very frequent in Wi-Fi networks. When the channel is heavily loaded with traffic from multiple contending stations, and the available bandwidth shared by all stations is not enough to accommodate all incoming traffic, the network is congested. If congestion persists, packet losses due to buffer overflow will occur. In a congested network with many active contending stations, collision induced packet losses may also increase significantly. Packet losses due to these reasons are classified as congestion-caused losses.
In this paper, we exploit the fact that packet losses on a Wi-Fi link can be inferred by not receiving a positive acknowledgement (ACK) packet after reaching the retry limit. We propose that if the packet loss is channel-caused, the MAC layer grants more transmit opportunities by temporarily increasing the retry limit. If the packet loss is congestioncaused, the MAC layer does nothing in order not to conceal the packet loss from higher layer's congestion control algorithms. Our approach implicitly assist existing congestion control mechanisms at higher layers. The dominant transport layer protocols are TCP and UDP. TCP is known for using congestion control. Video traffic accounts for a significant share of UDP traffic and congestion control at the RTP layer is recommended [17] and generally implemented in the newer video telephony systems such as WebRTC [20] . For widely used higher-layer congestion control mechanisms, packet losses are interpreted as indications of congestion which is not always correct especially in a wireless environment, and this may lead to unnecessary reduction in the data sending rate. To mitigate this problem, it is important to reduce channel-caused losses, which requires reliable differentiation between channel-caused losses and congestioncaused losses which in turn necessitates another task of this paper: congestion detection in a Wi-Fi network.
Congestion detection in wireless networks has been extensively studied [1] . However, most of the proposed protocols make use of the detection results in order to perform congestion control [2] [8] or rate adaptation [9] [12] at the MAC layer. In [10] , congestion status is part of the objective function for optimizing Packet-level FEC (PFEC) and packet scheduling. In [11] , the TCP sender generates and sends a special Resource Discovery (RD) packet which travels a round trip and brings back information on the endto-end capacity to help the sender adjust the sending window size accordingly. In [13] , the authors propose to adapt the backoff window size to the current network contention level. In [14] , a joint adaptation of link rate and backoff contention window is proposed to improve the performance of 802.11 multi-rate network. In contrast to the aforementioned prior work, in this paper we leave the job of congestion control up to upper layers, like the transport layer or the RTP layer, and make use of the detection results in a very different way, which is adapting the retry limit to the congestion level in the wireless channel to indirectly assist congestion control mechanisms at higher layers.
The retry limit optimization has also been extensively studied in the literature. Representative work includes [16] [26] [27] [28] [29] [30] . In [28] , the authors propose adjusting the retry limit according to the MAC layer data rate. However, in Wi-Fi a higher data rate does not necessarily indicate better channel quality which often implies low likelihood of channel-caused losses because hidden terminal interference may still exist or the MAC layer rate adaptation algorithm may try a higher data rate that the current channel condition cannot sustain in order to potentially improve the overall throughput. Even though these mechanisms are shown to be effective since they require either major modifications in the already well-established IEEE 802.11 standard or cross-layer signaling, their applicability is limited. Moreover, most of those prior work uses simulation to validate the proposed solutions. Our solution is implemented in a real testbench that allows for a more realistic evaluation and demonstration.
The main contributions of this paper are:
• We propose a real-time, light-weight and passive congestion detection algorithm which relates the excess data rate with the available MAC-layer capacity and uses only local information within the MAC layer.
• We propose a mathematical expression to quantitatively calculate the congestion level and propose an analytical model to gain valuable insights.
• We design and implement our algorithms in a real WebRTC-based testbench, allowing us to carry out a more realistic evaluation and to demonstrate the practicality.
• Experimental results confirm that our approach can significantly improve the receiver side's video quality of experience by dramatically reducing video freezes or increasing the video bit rate.
• Besides RTP-layer congestion control based applications, our scheme may also help TCP based applications. The rest of the paper is organized as follows. In Section 2 we introduce the problems confronting WebRTC-based video telephony through experiments and explain the motivation of our work. We discuss the design and implementation details of our solution in Section 3. We also propose an analytical model in Section 3 to gain insight of our proposed scheme. In Section 4 we present our prototype testbench and evaluate our proposed scheme. Finally, we conclude in Section 5.
PROBLEM ANALYSIS AND MOTIVA-TION
We develop a testbench shown in Fig. 10 to perform experiments and identify the problems that we are about to solve.
Background of WebRTC
WebRTC uses the Google Congestion Control (GCC) algorithm [32] to perform congestion control, which is composed of two parts: the receiver-side controller computes the rate Ar and sends it to the sender; the sender-side controller computes the target sending bit rate As that cannot exceed Ar. Specifically the sender-side controller updates the maximum allowable sending rate As(t k ) every time t k the k-th RTCP report message carrying a fraction of lost packets f l (t k ) arrives at the sender. Usually but not always, the RTCP report message also includes a Receiver Estimated Maximum Bitrate (REMB) message carrying an REMB value Ar. Note that the fraction of lost packets f l (t k ) is calculated before FEC recovery is applied (if FEC is turned on). As described in [24] , the RTCP reports include the fraction of lost packets f l (t k ) observed by the receiver, while REMB is based on the average delay jitter calculated by the receiver. The sender uses f l (t k ) to compute the sending rate As(t k ), measured in kbps, according to the following 
where X(t k ) is the TCP friendly rate control (TFRC) rate [25] . The logic behind Eq.1 is: 1) when the fraction of lost packets is considered low (0.02 ≤ f l (t k ) ≤ 0.1), the data sending rate is kept constant, 2) if the fraction of lost packets is considered high (f l (t k ) > 0.1), the data sending rate is multiplicatively decreased (it is configured that the rate will not be decreased more than once in the last (0.3 + RTT) seconds, where RTT is the round trip time reported by the receiver), but not below X(t k ), 3) when the fraction lost is considered negligible (f l (t k ) < 0.02), the rate is adjusted to be 108% of the minimal value of As in the last Δ second (Δ is pre-configured as 1 by default). After As(t k ) is computed from Eq.1, the value of As(t k ) is further updated as As(t k ) ← min(As(t k ), the last received Ar), to ensure that As(t k ) never exceeds the last received value of Ar carried in the REMB message. WebRTC utilizes both proactive and reactive packet loss mitigation methods [23] . The proactive method used by WebRTC is packet-level FEC. FEC adds redundancy to achieve packet loss mitigation. In Section 2.3, we will explain the efficiency problem caused by the use of FEC. However, if not using FEC, the reactive packet loss mitigation method alone is not sufficient to mitigate packet losses. In Section 2.4, we will explain what is the reactive packet loss mitigation method used in WebRTC and why it is not good enough. Next we introduce the motivation of our proposed scheme as a better solution in Section 2.5.
Experimental setup
In this paper, all experimental results are collected by running emulations with the testbench and experimental setup described in Section 4.1 and 4.2 and are the average of 10 emulation runs so that we can do a fair comparison on the experimental results before and after using our proposed scheme.
Lower received video bit rate due to packet losses
In WebRTC, the application-layer FEC adapts the redundancy to the packet loss rate. Given the same target sending bit rate As calculated in Section 2.1, the higher the fraction of lost packets f l (t k ) reported, the higher the portion of As will be assigned to transmit FEC redundant packets, leaving a smaller portion of As for sending native video packets and consequently a lower received video bit rate, hence a lower video quality. As shown in Fig. 2 , we define the received video bit rate as the arrival bit rate to the video decoder, which equals to the total size of complete compressed video frames received by the decoder per second. Due to packet losses in the end-to-end network, the video receiver relies on FEC to recover missing native video packets and fill the gap in the Jitter buffer. When all packets of a video frame arrive at the Jitter buffer, the video frame is sent to the decoder.
By following Section 2.2, we do experiments with FEC turned on or off, and get results in Fig. 3 , where (a) shows the target bit rate As calculated at the video sender and (b) shows the received video bit rate at the video receiver. From  Fig. 3 Due to the efficiency problem explained above, extra complexity and delay of FEC, in some commercialized WebRTC products, like Chrome browser, FEC in WebRTC is disabled. In the next Section 2.4, we will show that however, turning off FEC will bring about another problem.
Video freezes due to packet losses
As explained in Section 2.1, WebRTC uses both proactive and reactive packet loss mitigation methods. The proactive method is application-level FEC. The reactive approach is based on an end-to-end feedback to request RTP layer retransmissions from the video sender, which is ineffective in the case of large round-trip-time (RTT). In our testbench setup where there is a 300 ms Internet delay, when packet loss happens on the Wi-Fi link from STA A to AP, the receiver has to wait 600 ms (RTT may range from 50 ms up to 700 ms [31] ) before a retransmission from the sender can be received, and this will make the playout buffer delay insufficient to conceal the packet loss. As a result, with the default error concealment technique of WebRTC, a type of frame copy where the video freezes at the last perfectly recovered frame until the lost frame is recovered, excessive video freezes will appear in the decoded video. Fig. 4 shows the video freezes in a single experiment when FEC is turned off or on, where the freeze duration is calculated by subtracting the time when the next frame is actually displayed from the original scheduled time of the next frame. A significant percentage of the video freezes are close to 600 ms (not exactly 600 ms due to the dynamic value of the playout buffer delay) as shown in Fig. 4 because application layer retransmissions (the reactive approach described above) rely on end-to-end feedback which takes about an RTT (600ms in the experiment). If application layer retransmissions also get lost, the actual video freezes can be multiple times of one RTT. Although the use of FEC can significantly reduce the video freezes, as shown earlier, it can significantly reduce the received video bit rate.
Motivation
In summary, channel-caused packet losses on an edge WiFi link at the video sender (such as the link from STA A to AP in Fig. 10 ) poses a dilemma to WebRTC. If FEC is turned on, the almost 70% overhead can lead to lower video quality at the video receiver; if FEC is turned off, like some commercial products do, excessive video freezes would happen at the video receiver if the RTT is not negligible.
Supposing the differentiation between channel-caused losses and congestion-caused losses has already been perfectly done (we will present an imperfect but effective algorithm in Section 3.1), there are two candidate solutions based on our analysis:
1. (cross-layer early feedback) The MAC layer of the video sender detects a packet loss by not successfully receiving a positive acknowledgement within the maximum allowed number of retransmissions. On behalf of the video receiver, inside the video sender the MAC layer sends a spoofed negative acknowledgement(NACK) to RTP layer to trigger an RTP layer retransmission in time, which effectively reduces the RTT and makes the receiver possibly unaffected by the packet loss. 2. (local only approach) the MAC layer adaptation grants the packet which will experience an imminent loss (i.e., the packet is about to be discarded and considered as lost by a higher-layer protocol after reaching the retry limit) higher priority or more opportunities to prevent the loss. The first solution relies on deep packet inspection of the lost packet in order to find the associated sequence number so that the spoofed NACK can include the sequence number and tell the video sender which packet gets lost. However, if Transport Layer Security (TLS) is used at the application layer for security, deep packet inspection becomes essentially impossible because TLS encrypts the entire payload. Moreover, to our best knowledge Secure Real-time Transport Protocol (SRTP) profile is enabled by default in WebRTC. Every incoming packet has to be successfully decrypted before being further processed. Since the encryption key is hard to get at the MAC layer, the MAC layer cannot generate an encrypted NACK that is understandable to the RTP sender, making the cross-layer feedback infeasible.
The second solution, unlike EDCA in 802.11e, which depends on the type of the packets (e.g., voice vs. video) and grant different priorities to different Access Categories, ignores the type of the packets and treats every packet equally to avoid relying on cross layer assistance. The rationale is that in the case of non-congestion, network resource anyway is under-utilized, granting more transmission opportunities only utilizes otherwise wasted network bandwidth. This solution is the one we use in this paper. There are still some challenges, like how to guarantee fairness in contention, how to avoid incurring congestion if granting too many opportunities, and how to make sure higher priority or more opportunities indeed prevent loss. We will answer these questions partly as follows and partly in Section 3.2.
Basically, we have two paramters to do MAC layer adaptation: Retry limit and contention window (CW). The duration of CW is used for resolving contention when several stations are competing to access the same channel. So a change in the CW of a STA means a change in the medium access priority, which affects fairness and is undesirable for other stations that do not use our mechanism. In contrast, changing the retry limit does not affect each single contention and we can still maintain equal channel access success probabilities. In a lightly loaded network, increased retransmissions can better utilize the network resources; in a heavily loaded network, the packet loss is classified as contention-caused loss, and retry limit will not be increased. Regarding change in the retry limit, there are open challenges, which will be discussed in section 3.2.
SYSTEM DESIGN AND IMPLEMENTA-TION

Congestion detection
In IEEE 802.11 wireless networks, congestion may be defined as a state where the shared wireless medium is close to being fully utilized by the stations, under certain channel conditions and/or external interference [18] . Unlike wired networks, where throughput degradation is indicative of congestion, in wireless networks throughput degradation can occur due to a lossy channel, increased packet collisions during congestion or external interference. In addition, throughput of a wireless link is also directly influenced by the rate adaptation algorithm through its choice of the transmission data rate. If a lower data rate is in use, the throughput for a given time interval will be lower than that with a higher data rate.
For these reasons, several studies have proposed the use of medium utilization as a measure of congestion in the wireless medium [18] [19] , where the authors show that medium utilization can be used to classify network state as uncongested, moderately congested, and highly congested. However, it is not easy to find a threshold value of channel uti-lization to clearly identify congested and uncongested cases. Also, obtaining an accurate channel utilization from realtime measurements is a challenge. So in this paper we propose another metric other than channel utilization to detect congestion.
In this paper, we design, implement and evaluate a realtime, light-weight and passive congestion detection technique along with a retry limit adaptation algorithm for WiFi networks based on only local information.
Congestion metric
For each Wi-Fi station, a single queue is typically used for traffic with the same priority (called an access category in 802.11e), and the queue length at any time instant t0 is given by:
where Ar(t) is the data arrival rate from the IP layer at time t; Deliv(t) is the delivery rate (number of successfully delivered bits per unit time), determined by the available shared bandwidth; Disc(t) is the discard rate (due to reaching the retry limit), determined by the retry limit, the random backoff time and the channel occupancy by contending peers. From a quantitative perspective, a congested network is defined as one of which the aggregate data arrival rate is persistently higher than the network capacity. Similarly, a congested Wi-Fi station can be defined as one of which the data arrival rate is more than the share of bandwidth available to that station, i.e., t 0 0 (Ar(t) − Deliv(t))dt is greater than a positive threshold. From Eq. (2), we note that the queue length does not fully characterize congestion, as a successfully delivered packet is treated the same way as a discarded packet. Now we consider how to get the average transmit delay of a discarded MPDU, say, T D, and then use its reciprocal 1/T D to obtain an upper bound on Disc(t). Here the transmit delay is defined to be the time interval from the time the MPDU reaching the head of its MAC queue for transmission, to the time an acknowledgement for this packet is received or discarded upon reaching its retry limit. In other words, the queueing delay due to waiting for the service of previous packets to be completed is not included. As specified in the 802.11 standard, upon a packet loss, the Wi-Fi station randomly chooses a backoff time and retransmits the packet after the backoff time expires. However, other contending stations may occupy the channel during the backoff time and force the backoff timer to freeze until the channel is sensed idle again after a DIFS/AIFS period. Therefore, the actual length of the backoff period can be much longer than the original randomly picked backoff time. Borrowing the concept of conditional collision probability and the equation from [15] and [16] , and assuming that the channel is occupied by other contending stations with a constant and independent probability p at each time slot, it can be shown that the average transmit delay of a discarded MPDU is:
where ST ime is the transmission time for sending an L-byte long packet. p is the conditional collision probability [15] . R is the retry limit with a default value 7 (including the first transmission and maximum 6 retransmissions). L is the length of a packet. Assume that the PHY data rate = 65 Mbps, L = 1224 bytes, ACK = 76 bytes, PLCP overhead = 40 us, aSlotTime = 9 us, aSIFSTime = 16 us, and aDIFSTime = 34 us. Then T(1224) = 0.09 ms + 0.16 ms = 0.25 ms.
In a legacy network with CWmin = 15 and CWmax = 1023, assuming p = 0.1, we have T D(7, 1224) = 36.175ms. In an EDCA network, for the video AC with CWmin = 7 and CWmax = 15, assuming p = 0.1, we have T D(7, 1224) = 3.399ms.
Apparently, a packet of the video access category in an EDCA netowrk (3.399ms) takes much less time before being discarded than the time (36.175ms) taken by a packet in legacy network. As a result, by the upper bound Disc(t) ≤ 1/T D(R, L), the Disc(t) in Eq.(2) could take a larger value that is non-negligible in an EDCA network. The observation inspired us to find a better congestion metric other than the queue length to make our mechanism work in a broad range of networks. To accommodate this purpose, we define the excess data rate as follows:
where
is the total amount of arrival data (size of MSDU) in bits and Delivτ (t)is the total amount of successfully delivered data (measured in bits) during the time period [t−τ, t), where τ is the sampling interval. To eliminate short-term fluctuation, a sliding time window w is introduced, which represents the number of time intervals (each of τ long) so that all statistics falling in and only in the time period [t − wτ, t) contribute to the calculation of EDR w τ (t). τ determines the update granularity, and w determines the update smoothness. For example, if τ = 0.1, w = 10, EDR Given the same excess data rate, different networks may experience different levels of congestion because the available bandwidth may be different. To manifest the severity of congestion, we divide excess data rate by the estimated MAC layer capacity to get the congestion level
where the estimated MAC layer capacity MC w τ (t) is given by
Where T D(ri, Li) is the transmit delay for the i-th transmitted packet. i stands for the i-th packet and ri is the number of transmissions (including the first transmission and the subsequent retransmissions) that the i-th packet performes. Li is the packet length of the i-th packet. The rationale behind Eq. (6) is: assuming during the most recent time window (t − wτ , t), a station transmits N fresh (excluding retransmissions) packets, the available MAC layer capacity for this station is estimated as the total successfully delivered data (measured in bits) divided by the total amount of transmit delay experienced.
Evaluation of the congestion metric
We propose to calculate the value of Eq.(5) in realtime to detect the congestion level in the network. As shown in Eq.(5), the ratio of EDR The reason for observation a is that the sample size is too small(small number of packets, and very short time duration) at the beginning, and we will explain later that this will not affect the correctness of Eq.(5). We explain observation b using the theorem shown below. Since an RTP layer video packet is typically much bigger than the Maximum Transmission Unit (MTU) size of the Ethernet, it is usually fragmented into multiple IP packets, all of which have approximately the same size as the MTU size, except the last one which carries the remainder. Thus, in the theorem below we assume that every packet at the MAC layer has the same length. 
Theorem 1. (MAC layer capacity estimation) Given that every packet has the same length, i.e., Li = L, for all i, T D(R, L) > τ b , where R is the retry limit and τ b is the busy time interval of the hidden terminal traffic as shown in Fig. 6, in a Wi-Fi network with no competing traffic, we have: (i) MC w τ (t) monotonically increasing with Ar(t) but slower than Ar(t); (ii) MC w τ (t) is bounded as follows:
Ar(t)/(Ar(t) + ρC) C MC
where λ is the packet arrival rate in the Poisson traffic model.
Proof. Part (i):
Since there is no cross traffic, collision with hidden terminal traffic is the only reason for transmission failure. The assumption that T D(R, L) > τ b means that the transmit delay of one packet is so big that all subsequent packets are forced to be transmitted in an idle time interval as shown in Fig. 6 . Therefore there is at most one packet that will be transmitted during a busy time interval of the hidden terminal within each hidden terminal traffic arrival time interval T htt (in Fig. 6 ). Assuming M (M 1) fresh MPDUs (excluding retransmissions) are transmitted over the network within one T htt , the aggregate transmit delay is given by
where T D(r1, L) means that the first fresh MPDU is possibly transmitted during a busy time interval, and the number of retry count is r1 (r1 ∈ [1, 7] , assume retry limit is 7.) which depends on at which time instant the packet arrives in a busy time period. Each of the other (M − 1) packets which must arrive during an idle time period, only needs to be transmitted once (T D (1, L) ), where 1 stands for only one transmission will be taken for each one of the (M − 1) pack-
ets. Since T D(r1, L) is usually much bigger than T D(1, L)
due to the exponential growth of the contention window (CW) of successive retransmissions,
would increase as M increases but at a pace slower than M . Now going back to Eq.(6), as all M packets gets delivered (the first one may be delayed but finally falls within an idle interval and also goes through), the total delivered bits Deliv(t) grow at the same speed of M . By Eq.(6), the MC w τ (t) monotonically increases but at a pace (in percentage per unit time) slower than Ar(t) does, where Ar(t) is the total amount of data in the M packets. (10) can be relaxed and simplified to
Part (ii): Considering a time interval (t − wτ, t) longer than a single
Considering Eq. (11) and Eq. (6), and noting that Ar is the total number of bits arriving during time duration (t − wτ, t) at an average arriving rate Ar(t), so by replacing Ar w τ (t) with wτ Ar(t), we get Eq.(7). When the arrival rate is very small(Ar(t) ρC), we get the lower bound Ar(t)/ρ, and when the arrival rate is large (Ar(t) ρC), the upper bound gets closer to C and the range in Eq. (7) becomes tighter. Part (iii): As we explained earlier, within each hidden terminal traffic arrival time interval T htt , only the transmit delay of the first packet possibly gets affected, so we calculate the expected delay of each first packet. As shown in Fig. 7 , the busy time interval is divided into K small intervals, each of equal length τ b /K. If there is at least 1 packet arriving during the first time interval, then the delay will be approximately (1 − 1/K)τ b while the probability that this event happens is P rob(N1 1), where the random variable N1 means the number of packets that arrive in the first small interval. If there is at least 1 packet arriving in the second time interval but there is no packet arriving before the second time interval, then the delay will be approximately (1 − 2/K)τ b while the probability that this event happens is P rob(N2 1)P rob(N1 = 0). Similarly, if there is at least 1 packet arriving in the i-th interval but there is no packet arriving before the i-th interval, then the delay will be approximately (1 − i/K)τ b while the probability that this event happens is given by
The average delay of these first packets is given by
where λ is the packet arrival rate in the Poisson traffic model. If there is no packet arriving before the K-th interval, then the delay (1 − K/K)τ b will be zero. And this is why the summation excludes K in Eq. (14) . As K → ∞, our approximation becomes arbitrarily accurate, and by the L'Hopital's Rule we get the actual average transmit delay,
, now we can rewrite the total transmit delay In the above proof, we use the technique of subdividing a time interval into K smaller ones, and then taking the limit K → ∞. Similar techniques have been used elsewhere, for example, [34, p. 7] .
We now look at whether our experimental results match the above theorem. In the experiment, the hidden terminal traffic consists of only UDP-based video packets, each of the same length (1224 bytes) at the MAC layer, with constant frame rate and constant frame size. So the T htt and τ b in Fig. 7 are constant and take values 0.033s and 0.01075s, respectively. According to Eq.(3), a packet discarded after the retry limit takes T D(7, 1224) = 10.894ms (R = 7 and L = 1224), where p = 0 is used because the interference from the hidden terminal traffic cannot be heard and the backoff timer will not freeze. Since τ b = 0.01075s < 10.894ms, the condition in Theorem 1, T D(R, L) > τ b , is satisfied. However, packets from WebRTC do not have the same length because audio packets usually are much shorter than video packets, which does not meet the assumption that every packet has the same length L in Theorem 1. So we use the average packet size as the value for L. As the sending rate As gradually increases according to Eq.(1), the average packet size is expected to increase as well because video packets account for an increasing portion of the total packets. Since MAC layer capacity C in the theorem refers to the MSDU throughput, The explanation above allows us to draw the theoretically estimated MAC layer capacity as a function of arrival rate according to Eq. (8), and compare the theoretical results with the experimental results in Fig. 9 , where we only take the data falling in the time window [0, 140 sec] of Fig. 5 because there is no competing traffic during this time window. As Fig. 9 shows, the two results match well, even though WebRTC traffic is not memoryless and does not follow the Poisson traffic model. Note that for the same value of the arrival rate, the estimated MAC layer capacity may be different because the total number of packets and averaged packet size may be different. Fig. 8(c) shows the congestion level CL(t) as a function of time t, which is the ratio of the EDR 10 0.1 (t) shown in Fig. 8  (a) to the estimate of the MAC layer capacity MC 10 0.1 (t) shown in Fig. 8 (b) . Before congestion happens and the network is lightly loaded, the estimate of MAC layer capacity does not accurately manifest the true MAC layer capacity. But this inaccuracy does not lead to inaccurate congestion detection because the excess data rate EDR 10 0.1 (t) is zero most of the time, and the congestion level CL(t) is close to zero regardless of the value of the estimate of the MAC layer capacity. At time 240 seconds, when congestion happens, the estimate of the MAC layer capacity sharply decreases and the excess data rate increases dramatically, resulting in a clear jump in the value of congestion level CL(t). This significant jump allows an easy threshold to be set to do congestion detection.
Challenges in adjusting the Retry Limit
It is important to find a good compromise for value of the the retry limit, because:
1. The random backoff period in a noisy channel or a heavily loaded channel can be quite different (due to backoff timer freeze), so excessive retransmissions in heavily loaded channel make performance worse. According to Eq.(3), in a lightly loaded channel, assuming p = 0, we have T D(7, 1224) = 10.894ms; in a heavily loaded channel,assuming p = 0.9, we have T D(7, 1224) = 1.75ms + 236.93ms = 238.68ms. If a packet takes 238.68 ms to transmit, then the transmit time for a video frame (which usually includes multiple packets) can be hundreds of milliseconds, which is much longer than a typical inter-frame interval. Even worse, delay in transmitting the current packets will introduce delays to subsequent packets, causing more and more delay, that is, the delay is cumulative. 2. Excessive retransmissions also reduce the drainage speed of the MAC layer buffer and increase the probability of buffer overflow. 3. Excessive retransmissions also make a packet's delay larger such that the packet may miss the decoding deadline at the receiver, making all retransmissions of that packet a waste of network resources. 4. Insufficient retransmissions not just add extra traffic at the MAC layer but also leave the packet loss problem unresolved. In our design, the retry limit is not increased in the case of congestion, so problem 1 does not happen. Our approach checks the value of CL(t) in Eq. (5) before performing each extra retransmission. If the buffer gradually builds up, this means that the value of excess data rate in Eq.(4) is consistently positive while the output of Eq.(5) remains below the predefined threshold. In this case, our algorithm checks the available buffer size to avoid buffer overflow so problem 2 does not happen. Regarding 3 and 4, we will show in section 4 that they rarely happen.
In this paper, we propose that in the case where a channelcaused packet loss happens, the value of the retry limit is raised so that granting more retransmissions to that packet can bring significant performance gain. However, finding an optimal value of the retry limit is not our focus(left for future work).
Congestion aware MAC layer adaptation algorithm
We now present the details of the algorithms discussed earlier. Algorithm 1 runs periodically in the background to collect the total amount of arrived data, the total amount of delivered data and the total transmit delay within the most recent time interval τ . Algorithm 1 also makes sure that the three lists in Eq. (5) contain the newest data within the time window wτ . Algorithm 2 calculates the current congestion level CL(t) and is called as needed. Algorithm 3 determines whether the retry limit will be increased or not, and it is called before each retransmission. If the MPDU is a retransmission and has reached the default retry limit, the algorithm will check if any of the three conditions is satisfied: the network is congested, the available buffer size is too small or the predefined extended retry limit is about to be exceeded. If yes, this retransmission will be given up; if not, this retransmission will be performed. Note that the predefined extended retry limit is configurable. 
EXPERIMENTAL EVALUATION
In this section, we evaluate how our congestion-aware MAC layer adaptation scheme could improve WebRTCbased video teleconferencing over Wi-Fi. Specifically the goal of our evaluation is to show (a) less fluctuations and decrease in the sending rate at the video sender and (b) less video freezes at the video receiver can be achieved, by applying our adaptation scheme to reduce channel-caused packet losses.
Testbench setup
As shown in Fig. 10 Traffic definition: All three types of traffic (WebRTC, cross traffic and hidden terminal traffic) are UDP-based video traffic, but some differences are there. Hidden terminal traffic uses constant bit rate after it gets started. Cross traffic also uses constant bit rate for easier control but the rates are different in different time periods in order to create different levels of congestion. WebRTC starts from a minimum target bit rate (50 kbps) and then gradually evolves as explained in Section 2.1. The default maximum target bit rate is around 4 Mbps. The target bit rate goes into the video encoder which generates a final video bit rate generally not higher than the target bit rate. Another difference is that cross traffic and hidden terminal traffic do not perform congestion control but WebRTC uses GCC (refer to Section 2.1 for more detail) for congestion control. 
Experimental setup
We combine different network conditions (hidden terminal traffic, competing traffic with both high and medium load) and carry out a large number of experiments, each lasting 400 seconds. The hidden terminal traffic starts at the beginning (0 second) until the end of each experiment. Competing traffic is active within two time periods, [180 sec, 210 sec] and [240 sec, 250 sec], where the former time period has competing traffic of medium load and the latter has competing traffic of high load.
Improved video bit rate
As explained in Section 2.1, the video sender of WebRTC uses loss-based FEC. If we could reduce the number of packet losses, we expect to see fewer FEC redundant packets being sent out, which results in a higher video bit rate from the video sender. In Fig. 11 (b) where FEC is turned on, we are able to confirm the expected improvement which is around 40%. In Fig. 11 (a) where FEC is turned off, we can still see some gain because the target bit rate As is higher if our approach is used, which is shown in Fig. 12 (a) .
Improved target sending rate
Our approach reduces packet losses so that the fraction of lost packets f l (t k ) reported is smaller. According to Eq.(1), target bit rate As will be smooth and increase steadily, and this can be seen In Fig. 12 (a) and Fig. 12 (b) . When the network is congested, our approach is able to detect the congestion and does not increase the retry limit, so that the fraction of loss f l (t k ) increases, allowing WebRTC's congestion control algorithm to be aware of the congestion status and properly reduce the value of As to mitigate the conges- Fig. 13 shows that the total amount of video freezes is significantly reduced by using our approach when FEC is turned off. When the value of Rex increases, more transmission opportunities are granted for each packet and consequently more channel-caused packet losses can be reduced, which in turn results in less video freezes at the video receiver. The use of FEC can also significantly reduce video freezes but at the cost of sending a lower video bit rate and generally lower quality video due to its high overhead, and FEC typically is disabled in commercial WebRTC product as explained in Section 2.4. Comparing Fig. 13 (d) with Fig. 4 (b) , we see that when a higher value of Rex is used, our approach performs as well as FEC in terms of reducing video freezes, but does not have the high overhead problem which is explained in Section 2.3.
Reduced Video freezes
Impact on competing traffic
So far, we have shown that our proposed scheme indeed improves WebRTC-based video telephony over Wi-Fi. In this section, we investigate whether our scheme would affect the performance of competing traffic that does not use our approach. Fig. 14 shows the aggregate throughput of the 8 competing stations named CMP STA in Fig. 10 . Since WebRTC behaves differently when FEC is turned off or on, we evaluate our scheme in both cases and present the results in Fig. 14  (a) and (b) , respectively. As shown in Fig. 14 , the aggregate throughput of the 8 competing stations does not change appreciably when our approach is used or not, even with different values of the parameter Rex. This result agrees with our expectation. Changing the retry limit does not change the success probability for each single contention so that the fairness in contention among different stations is maintained. When the network is not congested, more retransmissions lead to the use of otherwise wasted network resources, and the cross traffic is not being hurt because net- work capacity is enough to accommodate all traffic. When the network is congested, our scheme can detect congestion and does not increase the default retry limit in order to not conceal the packet losses so that the high-layer congestion control algorithm could properly reduce the target sending rate to relieve the network congestion.
CONCLUSIONS
In this paper, we present a congestion-aware MAC layer adaptation algorithm to improve video teleconferencing over Wi-Fi. Inspired by the fact that the bottleneck of an endto-end connection usually happens on the 'last-mile' wireless link, we investigate possible negative impacts when packet losses occur on the video sender's local Wi-Fi link. We develop a WebRTC-based video teleconferencing testbench which allows us to do more realistic investigations than simulation based evaluation. We confirm that packet losses on an edge Wi-Fi link may cause serious degradation to the receiver's quality of experience. Hence we propose a MAClayer adaptation algorithm to reduce the channel-caused packet losses. We also propose a lightweight and passive congestion detection algorithm to distinguish channel-caused and congestion-caused packet losses. As most current applications (such as TCP or RTCP based applications) rely on the packet loss rate to do congestion control, our proposed MAC layer adaptation algorithm helps a higher-layer congestion control algorithm avoid unnecessary reduction in the data sending rate, but leaves congestion-caused losses intact. Experimental results confirm that our approach significantly and accurately reduces channel-caused losses so as to improve the video quality, and does not adversely impact the performance of competing traffic.
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