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Head Pose Estimation (HPE) is currently a growing research field, mainly 
because of the proliferation of human-computer interfaces (HCI) in the last 
decade. It offers a wide variety of applications, including driver assistance 
systems, pose-invariant face recognition, human behavior analysis, or popular 
HCI applications such as gaze estimation systems. HCIs show an increasing 
tendency to integrate HPE as another bridge for interaction, since it is a rich form 
of communication. For instance, gaze tracking systems suffer in unconstrained 
environments because they are very sensitive to head motion, and HPE has 
become a key point for successful gaze estimation. This thesis thus aims to 
contribute to the development of robust and accurate HPE methods based on 
2D tracking of the face in videos. 
With the idea of achieving a better understanding of every aspect of the HPE 
process, a complete framework has been created in the first part of the thesis as a 
pillar to sustain the rest of the work. This framework consists of both simulation 
and realistic environments for HPE algorithm analysis. It includes the recording 
of two head pose databases of videos, one with synthetically generated heads and 
the other one with real subjects. They have proven to be extremely useful tools 
for the purpose, and therefore we expect to make them available for the whole 
scientific community. 
The problem of 3D face reconstruction using only 2D images from the videos 
has received special attention. A whole chapter has been devoted to the study and 
comparison of different single-view and multi-view based reconstruction methods 
in a controlled simulation environment. This has allowed us to isolate the 3D 
model fitting problem, thus drawing several conclusions regarding the influence 
of this critical part in a HPE system. 
With the aim of achieving a wider impact with this thesis, the pose estimation 






generalizable to any kind of 3D object are proposed. Starting from a basic pose 
estimation approach (2D tracking & POSIT), different alternatives have been 
developed to improve performance. On the one hand, a tracking accuracy index 
(TAI) calculation method has been proposed, based on invariant shape metrics 
obtained from interlandmark relationships. This allows us to apply weights that 
compensate for 2D tracking inaccuracies and optimize the 3D pose estimation. 
On the other hand, outlier detection and outlier correction methods that aim to 
improve the 2D tracking itself have been proposed, addressing the typical drifting 
problem of point-tracking systems, and hence improving the 3D pose estimation 
further. These global methods have then been specifically adapted to HPE and 
evaluated using two head pose databases: our real database, which reflects the 
expected performance in current technological conditions, and the BU database, a 
widely referenced older database that allows an extensive comparison with other 
state-of-the-art HPE methods. 
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The aim of this introductory chapter is to present the framework in 
which the thesis is defined. Section 1.1 is focused on the motivations of the thesis 
through an exhaustive review of the state of the art of head pose estimation. 
General objectives of the thesis are covered in Section 1.2 and, finally, a summary 
of the structure of the work is provided in Section 1.3. 
 
1.1. Motivation and State of the Art 
People have always been able to provide and receive information from 
the movements of the head (i.e. position and orientation variations), which are a 
nonverbal form of communication that very often accompanies the speech. The 
interpretation of these head movements is crucial for understanding the 
intentions of other people in everyday human interactions, since the head pose 
gives direct information of people’s attention target. In a computer vision 
framework, head pose estimation (HPE) is understood as the calculation of the 
head position and orientation with respect to the camera in front of which the 
person is located. This must be accomplished using the two-dimensional images 
obtained from that camera. Full orientation in 3D is determined by six degrees of 
freedom, namely the three rotation angles (roll, yaw, pitch) and the three 
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Coordinate System (WCS) (see Fig. 1.1). HPE systems usually provide the 
transformation that needs to be applied to the head reference system in order to 
align it with the camera, which typically concurs with the WCS.  
HPE offers a wide range of applications that covers human-computer 
interaction (HCI), human behavior analysis, driver assistance systems, pose-
invariant face recognition, or several biomedical engineering tasks, amongst 
others. There is a great amount of information contained in head gestures, such 
as people facing each other when engaging discussions, nodding when they agree 
or understand, shifting the head towards a specific direction when they switch the 
target of attention and there is an object of interest around, and much more. HPE 
is a rich form of communication and, according to the scientific community, it 
will probably become another bridge for the interaction between humans and 
computers [1]. It is, for instance, a key point for different applications in the 
biomedical engineering framework. Long-duration nuclear-medicine brain-
imaging techniques, such as positron emission tomography (PET), suffer from 
quality loss due to patient movement, and image correction can be achieved 
through HPE [2]. In transcranial magnetic stimulation (TMS), a very specific 
brain region is stimulated through a robotic arm in a non-invasive way, and 
inaccuracies in the area location may lead to serious consequences. HPE is often 
used to correct the arm position when the patient moves involuntarily [3].  
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HCI has experienced an important rise in the past decade due to its 
multidisciplinary nature and its application in a vast number of fields, such as 
assistive technologies, artificial intelligence or control of mobile devices. Lately, 
research on HCI has focused on developing control methods without the need of 
touch, such as hand gesture recognition [4], [5], head tracking [6]–[8], or gaze 
estimation [7], [9], [10], among others. HCI based on eye-control is rapidly 
evolving and has a great potential, mainly due to the enormous spread of mobile 
devices [11]. In fact, gaze tracking is currently one of the most popular HCI 
methods, with many applications in healthcare, mostly when neurological 
impairments are involved and it is not possible to ask for user cooperation. Gaze 
tracking systems suffer in unconstrained environments because they are very 
sensitive to head motion, and HPE has become a key point for successful gaze 
estimation [12]. Head movement compensation techniques, without knowing the 
head pose, have been largely studied with different success [13]–[15]. However, it 
has already been demonstrated that the head pose is as important as the eye 
location in order to determine the gaze direction [16], and gaze tracking and HPE 
are often combined in the search for better gaze estimation accuracy without 
constraining user movements, which also increases the application range [17]–
[19]. Moreover, when the eyes are not visible for some reason, such as shadowing 
or people wearing glasses, the head pose gives a good estimate of the gaze 
direction. And, of course, when doing gaze estimation in low resolution images, 
in which the irises are not represented in great detail, it becomes of critical 
importance to have an accurate HPE system that provides additional and very 
valuable information.  
These observations are nowadays widely accepted by the scientific 
community, but a long way has been walked along since the first observations of 
this problem were made: in 1824, the British chemist and natural philosopher 
William Hyde Wollaston showed what today is known as the Wollaston illusion 
[20]. In the drawing (Fig. 1.2), two heads are observed in different poses, and the 
gaze is perceived in different directions in spite of the eyes being drawn in exactly 
the same configuration in both images. If the heads were removed from the 
drawing, both pairs of eyes would be seen identical and gazing at an 
approximately frontal direction. This gave the first notion of the head pose 
strongly affecting the perception of the gaze direction. It is therefore evident that 
an eye tracker should be complemented by a head pose estimator in order to be 
able to reproduce the human gaze perception, assuming this one is an accurate 




CHAPTER 1 – INTRODUCTION 
An ideal head pose estimator would provide results totally independent 
from any conditions altering the images, such as lighting changes, distortion, 
noise or facial expressions. This is usually very complicated to achieve, and that is 
why different approaches have been taken to the problem, each of them with 
their strengths and weaknesses, and therefore more or less suitable depending on 
the requirements of the application for which the system is intended. At one end, 
we find systems oriented to getting a coarse head pose estimate, usually from a 
discrete set of poses, sometimes just discerning a frontal pose from a non-frontal 
one, or a head moving to the left from a head moving to the right. The range of 
applications of this kind of systems may be more limited, but there are cases 
where a simpler head pose estimator like this satisfies the requirements and is the 
best suited option. At the other end, we find head pose estimators measuring a 
continuous pose in different degrees of freedom (DOF), typically three 
translations and three rotations. Moreover, applications in which not only the 
head pose is measured, but also different facial expressions are recognized and 
integrated in the system adding more DOFs have been significantly growing in 
the past few years. 
As described in [1], the existing HPE methods can be classified based on 
the conceptual approach they use. Some of these approaches are usually oriented 
to getting a coarse head pose estimate, such as appearance templates or detector 
arrays. Other approaches provide a coarser or finer estimate depending on their 
specific implementation, such as nonlinear regression methods or manifold 
embedding methods. And some others are typically intended for a finer HPE, 
such as flexible models, geometric methods, tracking methods, or hybrid methods 
Figure 1.2. Wollaston illusion, drawn in 1824. The two heads are in different poses, 
and the gaze is perceived in different directions in spite of the eyes being drawn in 
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that combine some of the former in an attempt to take advantage of the strengths 
of each.  
Methods based on appearance templates usually try to find the best 
match between the input image and a set of templates corresponding to a discrete 
set of poses. These methods are usually simple to implement and more templates 
can be added at any point, incrementing the range of poses covered and adapting 
to changes in conditions. For example, Niyogi and Freeman [21] calculated the 
mean squared error over a sliding window in order to find the most similar 
template and assign its labeled pose to the current image. The main limitation of 
these systems comes from the differences in appearance that are not due to the 
head pose, such as physiognomic differences between users or facial expressions. 
Some attempts have been made to overcome these limitations, including some 
post-processing steps such as a convolution with a Gabor wavelet to emphasize 
the horizontal or vertical distribution of facial features from the nose or mouth 
[22].  
Detector arrays are based on using a series of face detectors, each of 
them typically trained to detect a discrete pose. A classic example would be the 
method developed by Huang et al. [23], where they implemented three support 
vector machines (SVM) to distinguish three discrete yaws. Detector arrays can 
overcome the problem of appearance changes not due to the pose variation with 
an appropriate training, but they are not well suited for real time applications, 
precisely due to the amount of training necessary. In fact, they are usually limited 
to just one DOF and less than 12 detectors, which limits significantly their range 
of application. The larger the number of detectors is, the harder it is for a training 
sample to be positive in the corresponding detector and negative in all the rest. 
Some work was carried out to deal with this issue by Rowley et al. in [24], where 
they proposed using multiple networks with a router classifier determining the 
input pose first and then picking a single detector to support or discard the 
decision, but this technique was only tested for roll (in-plane) rotation.  
Methods based on appearance templates or detector arrays are always 
intended for coarse HPE, thus meaning that their accuracy is never high and the 
error may often be above 10°, depending on the number of templates or 
detectors employed. 
Non-linear regression methods consist in finding a functional mapping 
between features observed in the image and the corresponding head pose. Some 
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regressors (SVR), to find a head pose from data of reduced dimensionality after 
applying principal component analysis (PCA) as in [25], localized gradient 
orientation histograms as in [26], or from previously detected facial features as in 
[27]. Han et al. recently proposed incorporating image abstraction to HPE [28], 
creating binary images with the most important features of the face. They then 
applied local directional quaternary patterns (LDQP) to get a better 
representation for pose classification. However, the most widely employed 
regression tool in the literature for HPE has been neural networks, in many 
different configurations. The most basic one consists in a multilayer perceptron 
(MLP), with as many hidden layers as desired, that is usually trained by a 
supervised learning technique that back-propagates the error through the cells to 
set the configuration of weights in the network. Some approaches have worked 
on having a discrete pose at each output node of the network [29]–[31], which 
leads to a coarse estimation of the pose, whereas other approaches have tried to 
achieve a finer estimation by having one DOF at each output node [32]–[34]. 
More recently, Zhang et al. combined a fuzzy c-means algorithm to extract 
clustering centers for previously detected facial points with neural networks to 
integrate HPE in a driver assistance system [35]. Another recent approach was 
proposed in [36], where Guo et al. employed tensor learning models for 
regression in a supervised learning framework, generalizing well-known regression 
schemes to tensor-based regression. Errors of non-linear regression methods 
usually range between 5-10°, and the implemented approaches are consequently 
intended for finer or coarser HPE depending on their accuracy. 
Manifold embedding methods work by creating a low-dimensional 
continuous manifold structure from the high-dimensional image space. This 
manifold must be constrained by the possible head pose variations and an 
embedding technique is necessary in order to project new samples onto the 
manifold. The head pose can then be recovered for new face images by applying 
regression in the embedded space or using embedded template matching. Typical 
manifold learning techniques include locally linear embedding (LLE) [37], 
isometric feature mapping (Isomap) [38] and Laplacian eigenmaps (LE) [39]. In 
[40], Raytchev et al. described a nonlinear pose image expression technique for an 
Isomap manifold, in order to embed new data samples into the manifold. 
Techniques for embedding new samples for LLE and LE manifolds have been 
harder to achieve. In [41], Fu & Huang proposed embedding new samples by 
approximating LLE with locally embedded analysis (LEA). They built a 
neighborhood weight graph under LLE through graph embedded linearization 
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preserving projections (LPP) as a linearized version of LE manifolds for visual 
recognition.  
One of the main problems when working with manifold embedding 
methods is that they usually operate in an unsupervised fashion and therefore 
ignore the pose labels that are usually available during training. Therefore, 
manifolds are not built only for pose, but also for appearance variation (identity, 
lighting…), making it more difficult to recover the pose correctly for new image 
samples. Balasubramanian et al. [43], [44] proposed a solution based on biased 
manifold embedding (BME), in which they used a distance metric biased toward 
samples with smaller pose difference. Head pose label information was used 
before obtaining the low-dimensional embedding, and a generalized regression 
neural network was applied to learn the nonlinear mapping. This method showed 
better performance for HPE than Isomap, LLE or LE. Recently, Wang et al. [45] 
proposed a supervised sparse manifold regression (SSMR), in which they 
combined a supervised graph Laplacian regularization for better describing the 
dominant features while effectively preserving the local structure, and a sparse 
regression to recover the head pose. A similar approach was adopted in [46], 
where the supervised manifold learning was divided in three stages: neighborhood 
construction, graph weight computation and projection learning. HPE accuracy 
of these manifold embedding methods vary among approaches intended for finer 
of coarser estimation, but is usually in a similar range as non-linear regression 
methods (i.e. 5-10° of average error). 
Methods based on flexible models are based on fitting nonrigid models 
to match the facial configuration of the subject in the image. The model is usually 
defined by a set of facial features that are iteratively deformed until the best 
match is achieved according to a previous training. The most widespread nonrigid 
model fitting techniques are active shape models (ASM) and active appearance 
models (AAM), techniques introduced by Cootes et al. [47]–[50] more than a 
decade ago and very popular today. These methods are based on a previous 
learning stage using a training image set in which key segmentation features have 
been annotated. ASM learns the statistical behavior of the object shape and the 
appearance of the neighborhood of each landmark, whereas AAM learns textures 
in the regions between landmarks in addition to the object shape. The training 
samples are images where the object has already been segmented. Segmentation 
consists in defining the shape of interest through the placement of several 
landmarks distributed along it, each of them defining a unique point of 




CHAPTER 1 – INTRODUCTION 
AAM learn the patterns of variability of the object and are able to automatically 
locate the landmarks. While ASM only works with shape constraints, AAM 
models also the texture of the object, creating a combined model from the 
coupled relationship between shape and texture [51]. PCA is usually applied to 
the training data in order to reduce its dimensionality and obtain the modes that 
best describe the observed variation.  
Once the statistical model has been generated from a training set, a 
fitting can be achieved for each new input image: a coarse estimate of the face 
location is typically used to initialize the algorithm, and it then iteratively adjusts 
the appearance parameters by comparing the rendered model and minimizing the 
distance to the image observation, until the rendered shape converges to the 
image feature locations. Simple approaches have tried to estimate the pose with a 
single DOF by mapping those parameters to, for example, a yaw estimate using 
linear regression [52]. More sophisticated approaches have worked on developing 
a combined 2D+3D AAM in order to determine the 2D facial feature locations 
and the 3D head pose simultaneously. In [53], Xiao et al. built the corresponding 
3D shape modes of a 2D AAM by employing a nonrigid structure from motion 
(SfM) algorithm and then used these modes to constrain the 2D AAM fitting 
process and generate only instances observed by the 3D modes. SfM can also be 
used to directly estimate the 3D shape and the pose difference between frames in 
an image sequence [54]. Saragih et al. [55] adopted a deformable model fitting 
strategy in which they imposed joint motion constraints over facial landmarks in 
order to introduce regularization and avoid degenerate solutions. Very recently, 
Vicente et al. [56] applied a supervised descent method (SDM) for fitting a 
parameterized appearance model (PAM), which showed to be more efficient than 
usual fitting methods, and the head pose was obtained along the optimization 
process.  
Methods based on flexible models have shown to be considerably 
accurate, usually reporting HPE errors between 3-5°. However, there is a lot of 
uncertainty about their performance in low resolution far-field imagery due to the 
difficulty in achieving good fitting and precise image feature location in those 
conditions. Besides, the sensitivity to the model initialization is always inherent to 
these methods and it is not easy to obtain appropriate model parameters to re-
initialize the fitting when it has previously failed. In order to overcome these 
problems, Sung et al. [57] proposed combining AAMs with a cylindrical head 
model (CHM) and using the global pose parameters given by the latter to help the 
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the pose by a CHM fitting algorithm, back-projecting the 2D AAM fitted points 
to the cylinder, transforming it to the calculated pose, and re-projecting them 
onto the image plane to obtain the AAM parameters as fitting initialization. They 
showed that combining the AAM with the CHM effectively strengthens the 
former in terms of pose estimation. As an alternative, An & Chung [58] modeled 
the face as a 3D ellipsoid and employed least-squares minimization to find 
motion parameters, assuming a first order approximation of the rotation to 
linearize the pose estimation problem. These methods have also reported HPE 
errors between 3-5° for low resolution far-field imagery. 
Geometric methods are based on using the cues that human perception 
uses to estimate the head pose according to psychophysical studies, such as the 
location of the facial features with respect to the face contour, the orientation of 
the nose contour in the image plane, or that of the line of the mouth. These 
methods are simpler and significantly faster, but they usually provide worse HPE 
results and present more restrictions. One of their main disadvantages is the need 
of a very accurate detection of particular facial points, which is always hard to 
achieve and sometimes even impossible, mostly when working with low 
resolution far-field images. Differences among most approaches of this group rely 
on the set of facial points selected and the geometrical characteristics assumed for 
the 2D-3D relation that gives the head pose. As an example, Wang and Sung [59] 
automatically detected the four corners of the eyes and the corners of the mouth 
in the image, drawing three lines (inner corners of the eyes, outer corners, and 
corners of the mouth). The vanishing point of the three lines in the image plane 
was calculated using least squares and the 3D pose was calculated assuming the 
ratios between lines were known, applying a Gaussian mixture model to account 
for the differences between subjects and minimize the back-projection error. In 
[60], Gee and Cipolla used the outer corners of the eyes, the corners of the mouth 
and the tip of the nose, drawing a symmetry axis between midpoints of the eyes’ 
line and mouth’s line to calculate the 3D angle of the nose and determine the 
facial direction. In [61], Sun and Yin identified two clusters of inner eye corners 
from a 3D facial mesh model without texture and detected the nose tip with the 
aid of a facial reference plane, creating a symmetry plane and estimating the 3D 
pose from it. Dahmane et al. also exploited the bilateral face symmetry in order to 
estimate the head pose [62]. Recently, another approach [63] has been proposed 
in which the relationship between eyes’ area and whole frontal face’s area was 
used to obtain the pivot point in which head rotation is originated, and the 
relative position of certain facial features detected in the image with respect to the 
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calculated the head pose from the relative position of the eyes and mouth corners 
with respect to the nose. All these approaches are simple to implement, fast to 
run, and very useful in certain applications. Nevertheless, in general, it is 
recommended to combine this kind of techniques with other type of methods in 
order to obtain a more robust estimator. 
Tracking methods rely on a prior knowledge of the starting pose of a 
sequence of images in which the head and its pose are to be tracked. Using that 
information, these methods are able to estimate the incremental head pose that 
accounts for the variation in the image observation, and typically show a high 
accuracy. Temporal continuity and smooth motion are usually assumed, and the 
estimator is often initialized from a frontal position with respect to the camera. 
Some basic approaches approximate the face by a planar surface and estimate the 
pose using least squares to find the best affine transformation that fits the image 
observation [65]. Recently, some works have started to use more complex feature 
descriptors to match points between frames. Scale-invariant feature transform 
(SIFT) [66] is currently the most employed descriptor that extracts distinctive 
invariant features from the image and performs a matching between different 
views of the object. These techniques have been used with the goal of accounting 
for large head movements, and combined with a RANSAC-based registration 
algorithm to detect outliers and estimate the pose [67]. Prasad and Aravind [68] 
combined SIFT matching with a parameterized face mask, the CANDIDE-3 
model in its updated version [69], to fit the deformable model onto the observed 
image, also in a RANSAC configuration to avoid the outliers from SIFT, and 
applied the POSIT (Pose from Orthography and Scaling by Iterations) algorithm 
[70] to recover the head pose, reporting a high accuracy. Jang and Kanade [71] 
combined SIFT matching with a CHM and stored those features dynamically at 
certain reference poses to strengthen the pose estimation against occlusions and 
point drifting. Other approaches use this kind of feature matching just as an 
initialization to later refine the tracking with more accurate techniques. In [72], 
Malciu and Prêteux applied a simple block matching to initialize the pose 
estimation and account for large displacements, then using optical flow and an 
adjusted ellipsoidal model in an iterative configuration of 2D/3D matching to 
reach an optimal pose estimate.  
Some efforts have also been made to overcome problems derived from 
illumination changes during tracking, which sometimes causes effects such as 
partial shadowing. A similarity metric learned from edge-density features 




CHAPTER 1 – INTRODUCTION 
 
Using a CHM and its texture map image, the registration error in varying 
illumination conditions can be modeled as a linear combination of texture 
warping templates and orthogonal illumination templates, and minimized 
applying weighted least squares to achieve an stable tracking of the head [74].  
One of the main problems of tracking-based approaches is the 
accumulated error that may appear as the appearance model updates, also known 
as drifting. In [75], Xiao et al. used templates of the head image and the 
corresponding head pose that were dynamically updated along the tracking, which 
was performed using iteratively re-weighted least squares (IRLS). When a new 
image was found to be in a pose close to that in one of the templates, the image 
was re-registered to the template to minimize error accumulation. Particle filters 
based on the appearance of the head have also been largely used in the literature 
to improve the tracking by maximizing the posterior probability using a motion 
history model. Once the head dynamics have previously been modeled, virtual 
views of the head can be rendered and compared with the current observation in 
order to update the weights of the particle filter. Several works have employed 
this kind of approach for tracking-based HPE [76]–[79]. Kalman filters have also 
been introduced in tracking-based approaches, trying to use information from 
predicted head poses in order to improve the tracking itself [80]. Recently, Wang 
et al. [81] developed a method based on keypoint matching, learning keypoint 
descriptors invariant to different viewpoints, nonrigid deformations and 
illumination changes. Color information was used in order to eliminate keypoints 
lying outside the face, and optical flow applied in order to remove motion jitter. 
Even more recently, Tran et al. [82] trained their method using synthetic data 
generated using a parametric 3D model and manually annotated facial landmarks, 
applying SIFT descriptors to learn an appearance model. Tracking was then 
performed and the head pose estimated using posterior probability, updating the 
tracking model through SVM. This work was further developed in [83], adding 
recovery capacity when tracking is lost. These tracking-based HPE methods are 
among the most accurate and have typically reported average errors between 2-4°. 
Finally, hybrid methods are those that result from different 
combinations of the techniques described above. The basic idea behind hybrid 
implementations is to take advantage of the strengths of the methods that are 
combined and use them to overcome the limitations of each other, leading to a 
more accurate and robust head pose estimator. A usual approach consists in 
applying a static estimator to initialize the pose and then pass this information to 
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not fast or accurate enough for a continuous tracking, but can provide a good 
enough initialization for one of the tracking-based methods, whose limitation is 
often the need of an initial pose estimate, or a reinitialization when drifting 
problems arise. PCA can be applied for appearance learning and template 
matching online, and optical flow constraints for 3D head motion estimation [84]. 
PCA embedded skin-tone and edge-based detection was combined with a multi-
state continuous density hidden Markov model in [85], and PCA template 
matching with stereo tracking to get view-based appearance models in [86], what 
was called the adaptive view-based appearance model (AVAM). This work was 
further developed by the same authors in [87], where they introduced the 
generalized AVAM (GAVAM) model, where three estimators were combined: a 
differential tracker using the previous and current frame, a keyframe-based 
approach using the current frame and a set of selected frames, and finally a static 
head pose estimator using just the current frame. 
Point tracking methods and geometry-based methods are one of the 
most recurrent combinations in the literature. Early approaches include the one 
by Horprasert et al. [88], where five facial points were tracked across frames and 
symmetry of the eyes and anthropometric statistics were applied to recover the 
head pose. Hu et al. [89] obtained an initial estimate of the pose by analyzing the 
asymmetry of facial components in the image and then tracked the face using a 
geometrical model. Stereo-based tracking can also be combined with facial 
geometry, as in [90]. Recently, Chun & Kim [91] proposed an optical flow facial 
feature tracking framework with template matching with the initial features to 
avoid losing track, and created 3D vectors from the 2D points to geometrically 
estimate the head pose. 
Hybrid methods can also be understood as those who apply different 
techniques for face tracking, getting an output from each of them to then 
transform these results in a single head pose estimate. These outputs may be 
complete head pose estimates or some intermediate cues. The key point of these 
methods resides in fusing the information in an intelligent way so that the final 
HPE becomes more robust or accurate, or both. An interesting approach in this 
direction was presented by Sherrah and Gong [92], where they fused similarity-to-
prototype measures and skin colour information based on the estimation of 
covariance from observations. The fused information was introduced in terms of 
constraints to the head tracker to get the head pose. A more recent approach was 
presented by Valenti et al. [19], [93], where head pose and eye location 
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was carried out by implementing the tracking-based method presented by Xiao et 
al. [75]. Although the final goal was to achieve an accurate gaze direction estimate, 
the HPE was corrected in the process using the information obtained from the 
transformation matrix generated by the found eye location. Lefevre & Odobez 
[94] worked with two facial point sets, one randomly picked and the other one 
previously trained, and a deformable 3D model for both. An appearance model 
was trained for the second set, and tracking performed on both. Best HPE results 
were achieved by the hybrid method using both sets, where the adaptive features 
provided accuracy whereas trained features provided stability, both combined into 
a maximum likelihood framework. A very recent approach was presented by 
Asteriadis et al. [95], where they combined local features with appearance 
information, fusing them in a common framework. Local information flow was 
obtained using distance vector fields (DVF) as feature tracker [96], whereas 
holistic appearance information was obtained through the use of convolutional 
neural networks (CNNs). 
Hybrid methods are currently the most popular ones because of their 
versatility and the possibility of improving the typical accuracy-robustness 
tradeoff. Current accuracy of these methods is also in the range of 2-4° 
depending on the image conditions.  
 
1.2. Objectives 
According to what has been said so far, the general purpose of this 
thesis is to propose new techniques that contribute to the development of head 
pose estimation methods, focusing the efforts on achieving improvements for 
techniques based on image feature tracking. In particular, the objectives of this 
work are the following: 
 To summarize the state-of-the-art of the main HPE techniques 
employed so far in the literature. Mainly, this analysis has been focused on 
techniques oriented to getting a continuous head pose estimate over a sequence 
of frames. 
 To build a framework for this thesis, consisting of different tools for the 
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framework will give us criteria to choose or discard different options for 
implementation. 
 To develop and evaluate various face reconstruction techniques, 
establishing a reliable method to recover a 3D head model from 2D image 
observations. 
 To implement an accurate and fully-automatic head pose estimator 
based on 2D facial feature tracking. The system has to be able to automatically 
detect and track facial points across an image sequence, build and fit a 3D head 
model based on the 2D observations, and provide a head pose estimate for every 
frame. 
 Those objectives describe the aim of this work regarding the specific 
task of head pose estimation. However, this thesis aims to achieve a wider impact 
by addressing the problem from a more general perspective. In this sense, the 
following additional objectives are defined: 
 To design solutions to overcome the typical drifting problem present on 
general 2D feature tracking systems, consisting in the accumulation of error as the 
system loses track. 
 To build a bridge between the 2D image and 3D object spaces, with the 
goal of considering mutual cues so that the 2D appearance is used to improve the 
3D reconstruction and vice versa. 
 To develop techniques for the specific task of head pose estimation that 
can be generalized to any kind of 3D object tracking.  
By fulfilling the described objectives, this thesis tries to contribute to the 
development of accurate and robust head pose estimation methods, which are 
one of the most important trends in computer vision due to the huge 
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is oriented to developing techniques applicable not only to head pose estimation, 
but to generic object tracking. 
 
1.3. Structure of the Thesis 
This thesis is organized in five chapters, being the first one the present 
introductory chapter. It has been focused on explaining the motivations of this 
work, along with an overview of the state of the art of HPE techniques. Besides, 
the objectives of the thesis have been established. The following paragraphs 
provide a summary of the other four chapters of this work. 
Chapter 2 presents a specific framework that has been developed to 
support the rest of the thesis. First, a head pose database of videos has been 
recorded in order to establish a reference for head pose estimation evaluation and 
replace out of date databases. Second, a simulation environment has been 
designed and implemented, which allows us to perform experiments in 
completely controlled conditions and study different parts of a head pose 
estimator independently. Finally, a generic 3D object pose estimation algorithm 
has been characterized using the simulation tools developed, in order to show its 
performance and study its suitability for the specific task of HPE. This chapter is 
particularly relevant for this thesis, as the techniques proposed in the next 
chapters are going to rely on this framework for drawing conclusions. 
Chapter 3 covers the topic of 3D face reconstruction, designing and 
studying different model fitting methods with the aim of building an accurate 
head model based on 2D observations. The proposed methods will be tested on 
the simulation environment of Chapter 2, since it presents an important 
advantage: the real full 3D head model is available, which gives us a ground truth 
for comparison. Moreover, the simulator allows us to study the model fitting 
problem in an independent way, without head tracking issues affecting the results. 
By having the performance of the proposed reconstruction methods compared, 
the most suitable one to be integrated in a full head pose estimator can be chosen. 
Chapter 4 is focused on the pose estimation topic. It is first addressed as 
a generic object pose estimation problem. The basic approach to generate a pose 
estimate from 2D observations and a reconstructed 3D model of the object is 
described, followed by some methods to improve the estimate. On the one hand, 
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enhanced by introducing weights in the point correspondences. On the other 
hand, a method to calculate a 2D tracking accuracy index for each image point is 
proposed, through some novel invariant shape metrics. This index can then be 
used to obtain the weights to apply in the pose estimation algorithm. The method 
is then naturally extended to perform outlier detection. Moreover, an outlier 
correction technique is proposed to enhance both the 2D feature tracking and 3D 
pose estimation. The specific problem of HPE is then addressed. First, 2D facial 
point detection and tracking methods are proposed and evaluated. Then, all the 
improvements proposed before for generic pose estimation are adapted to HPE, 
describing the particularities and proposing specific solutions. To close the 
chapter, the proposed methods are evaluated for HPE using the head pose 
database of videos described in Chapter 2, as well as another widespread database 
that allows carrying out a comparison with other state of the art HPE methods. 
Finally, Chapter 5 provides a compilation of the most significant results 
and general conclusions of this thesis. Besides, future research lines related to this 
work are proposed and briefly analyzed. 
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This chapter presents various tools that have been developed during this 
thesis in order to build a framework that will be fundamental for the experimental 
part of the thesis, as it will be evident in the following chapters. In order to 
evaluate and compare different head pose estimation (HPE) systems, ground 
truth data is necessary. The term ground truth refers to the absolute truth of 
something and, in the context of this thesis, will refer to the real position and 
orientation of the head with respect to the camera when we speak of a 3D ground 
truth, or the real image position of facial features when we speak of a 2D ground 
truth. The 3D ground truth can be used to evaluate the HPE accuracy of the 
method, whereas the 2D ground truth is useful to assess the accuracy of facial 
feature detection and tracking across images. Moreover, methods based on a 
previous training usually require annotated faces in different poses. This 
annotation is usually carried out manually, becoming a tedious but necessary task 
to provide a good learning to the method.  
Getting accurate ground truths and labeled faces is a very challenging 
task, and various efforts have been made in this chapter to address these issues. 
In Section 2.1, a new head pose database of videos is presented, the ‘UPNA head 
pose database’ [1]. To the best of our knowledge, no modern databases oriented 
to tracking-based HPE methods are available in the literature and, hence, there is 
an evident need for a new database, recorded in current technological conditions 
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truth. This database has been recorded with the aid of ten subjects and is public 
for research purposes.  
There are many sources of noise when real videos are recorded to build 
a head pose database with real users. Since it is not possible to characterize each 
noise independently from the others using such a database, a simulation 
environment for HPE has also been developed in this thesis and is presented in 
Section 2.2. The idea consists in creating a totally controlled environment in 
which several types of head tracking and pose estimation experiments can be 
carried out and where each source of error can be manipulated at free will. This is 
a very useful tool that allows us to study the impact of different type of errors in 
HPE. This part has concluded with the creation of a synthetic head pose 
database, consisting of ten virtual users mimicking the head movements 
contained in the database described in Section 2.1. This synthetic head pose 
database is also public for research purposes. 
Finally, a characterization of the basic pose estimation algorithm 
employed in this thesis, the POSIT algorithm, is presented in Section 2.3. POSIT 
is a generic object pose estimation method based on projection geometry and it is 
one of the fundamentals on which this work stands. As such, a preliminary 
analysis of its sensitivity to a variety of HPE noise sources is carried out in this 
section in order to study its feasibility for the task proposed in this thesis and set a 
starting point for accuracy in HPE. The study has been carried out in the 
controlled simulation environment described in Section 2.2. 
 
 UPNA Head Pose Database [1] 2.1
HPE methods based on a continuous head tracking and pose estimation 
need databases of videos with ground truth data for every frame in order to assess 
their performance. The most widespread database for this purpose is the Boston 
University Headtracking Database (BU database) [2]. This database was presented 
in the year 2000, and consists of 45 video sequences of 5 different subjects under 
uniform illumination conditions recorded with a Sony Handy-cam on a tripod at 
30 frames per second. Each image sequence is 200 frames long and the frame size 
is 320×240 pixels. Each subject appears in 9 videos, in which they carry out free 
movements combining translations and rotations along the three spatial axes. 
Head rotation ranges go up to ±30 degrees, and head pose ground truth is 




CHAPTER 2 – FRAMEWORK 
 
magnetic tracker system [3], with the transmitter attached to the user’s head. The 
nominal accuracy of the magnetic device was of 0.1 inches for position and 0.5 
degrees for rotation. However, La Cascia et al. reported in their article [2] a lower 
accuracy due to metal devices interfering with the transmitted data. This noise is 
visually perceptible if we represent the ground truth against time for any video of 
the database, as shown in Fig. 2.1. Another inconvenient of this database is the 
unavailability of camera calibration data, such as focal length, optical center or 
distortion characterization. 
In this thesis, a new database of videos for head pose estimation is 
presented with the goal of establishing a new framework for HPE algorithm 
validation, replacing out of date frameworks. It incorporates an automatic facial 
annotation system, designed also as part of this thesis, that enables us to label 
each video frame. A commercial magnetic sensor-transmitter system has been 
employed in order to obtain the head pose ground truth. There are several 
sources of noise during the recording process, e.g. nominal accuracy of the 
magnetic head tracker, slight movements of the headband with the sensor worn 
by the user, estimation of the camera – transmitter transformation matrix, or 
Figure 2.1:  Two example ground truths of rotation around one of the axes taken 
from the BU Headtracking Database. The noise is visually perceptible in both curves, 
producing peaks and sharp variations of a few degrees during the recording. 
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annotation of faces in 3D, and every measure has been taken in order to minimize 
these errors. However, it is not possible to get completely free of them and head 
tracking and pose estimation performed on this database will show an estimation 
error that will contain, to some extent, the noise produced by the sources 
described above. 
This database presents three main contributions. First, significantly 
higher resolution and image quality can be obtained with current commercial web 
cameras compared to the BU database published in 2000. The use of a webcam is 
justified by the will of establishing a typical resolution and image quality in 
commercial user platforms, such as desktop and laptop computers, tablets, and 
other mobile devices.  
Second, we have carefully designed a calibration method to align the 
camera and the transmitter reference systems, thus providing very reliable head 
pose ground truth and calibration parameters. Thanks to the thorough 
calibration, the noise in the head pose ground truth of our database is 
significantly lower compared to the BU database (see Fig. 2.2), which will allow 
Figure 2.2:  Two example ground truths of rotation around one of the axes taken 
from the UPNA Head Pose Database that has been built in this thesis. The noise is 
significantly lower in our ground truth than in BU’s ground truth, as it can be 
observed by comparing this image with Fig. 2.1. 
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more reliable error estimations in this thesis as well as for future HPE works. 
Besides, all calibration parameters are available with our database (camera, pose 
data acquisition, and transformation matrices between camera – transmitter – 
sensor). 
The third important contribution is that we have designed an automatic 
facial annotation method that allows us to provide 2D ground truth data 
containing the image position of several facial landmarks in every frame, thus 
avoiding the need of tedious manual annotation. Labeled datasets of training 
images are required for many applications, such as statistical approaches for 
building non-rigid deformable models. Active Shape Models (ASM) [4], Active 
Appearance Models (AAM) [5], [6] and 3D Morphable Models (3DMM) [7] are 
the most well-known examples of this family, and they all rely on the annotation 
of dozens or hundreds of corresponding landmarks across training images. When 
the annotation is done manually, in addition to the temporal cost of the task, the 
fact that the face is mainly characterized by edge structures makes it difficult to 
annotate the same landmarks consistently. In the case of the database presented 
here, as it will be better described in following sections, there are 36.000 frames in 
total, adding up all the users and videos. The task of manually annotating one 
face, following the 54-point model that will be presented later, takes 5 minutes in 
average to a trained observer. The annotation of the complete database would 
thus take 375 workdays for one person, which shows the value of the designed 
automatic annotation method. 
The following subsections describe the database in further detail, paying 
special attention to the camera – transmitter – sensor system calibration and the 
automatic facial feature annotation procedure. A characterization of the error 
both in 2D and 3D introduced by these procedures is also presented. 
2.1.1 General Description 
The database consists of a set of 120 videos, corresponding to 10 
different subjects (6 males and 4 females) and 12 videos each. Every set of 12 
videos is composed of 6 guided-movement sequences and 6 free-movement 
sequences. In the guided sequences, the user follows a specific pattern of 
movement: three pure translations (X, Y, Z) and three pure rotations (roll, yaw, 
pitch). In the free sequences, the user moves the head at free will combining 
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Video 1: pure translation along the X axis 
Video 2: pure translation along the Y axis 
Video 3: pure translation along the Z axis 
Video 4: pure rotation around the Z axis (roll) 
Video 5: pure rotation around the Y axis (yaw) 
Video 6: pure rotation around the X axis (pitch) 
Videos 7-12: free rotations and translations 
 In order to provide the database with more uniformity, it has been 
considered convenient that every video begins and ends with the head in a frontal 
position, at a working distance from the camera (55-60cm). Movement ranges 
include translations going up to more than 200mm in any axis from the starting 
point, and rotations up to 30°. Fig. 2.3 shows four example frames taken from the 
database, with different subjects in different poses.  
2.1.2 Hardware 
The videos have been acquired using a commercial web camera, a 
Logitech HD Pro C920. It allows a maximum resolution, without interpolation, 
of 1920×1080 for static image acquisition, and of 1280×720 for video acquisition 
at 30 frames per second.  
The 3D head position and orientation has been obtained using a “Flock 
of Birds” real-time motion tracking system [3], the 3D Guidance TrakSTAR 
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model from Ascension Technology Corporation. It consists of a transmitter that 
tracks the position of up to four magnetic sensors at a rate of 240Hz. Two of the 
sensors have been used for building the database: one is attached to the user’s 
head during the video recording, whereas the other one is used to annotate the 
3D position of the facial landmarks before the recordings, as explained in Section 
2.1.5. 
Two rigid plastic pieces have been designed and printed in 3D for 
handling the sensors with high precision (see Fig. 2.4). Both have a specific 
compartment with the exact dimensions of the sensor, so this can fit in and 
minimize undesired fluctuations that could affect the accuracy of the 
measurements. One is attached to a plastic headband that is adjusted to the user’s 
head, whereas the other piece, with a blunt point end, is used as a 3D marker to 
annotate facial landmarks. 
Controlled illumination for the recordings has been achieved using three 
quartz halogen lights and two diffusers. 
2.1.3 Calibration Procedure 
The whole system needs to be calibrated in order to obtain the position 
and orientation of the sensors with respect to the camera at every moment. The 
flock of birds gives their position with respect to the transmitter, which has a 
reference system totally independent from the camera’s reference system. We 
need to know the transformation between the camera and the transmitter 
Figure 2.4:  3D-printed plastic pieces for accurate sensor handling. (a) Marker with a 
blunt point end to annotate facial landmarks in 3D, with a compartment for the 
sensor. (b) Piece with a groove to be attached to the headband and with a 
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reference systems in order to have a correspondence between the acquired images 
and the head pose recorded by the transmitter-sensor. In addition to this, we also 
need to synchronize in time both devices, so that we know what sensor data 
corresponds to what frame acquired by the webcam. This is achieved by 
transforming both to absolute times with a unique reference, and interpolating 
the sensor data to calculate the pose that corresponds to the exact timestamp of 
the camera. 
Fig. 2.5 shows the complete calibration system where the different 
elements are indicated with letters for clarity in notation. Each element has its 
own reference system, and M’s are the transformation matrices between systems. 
As an example, 𝐌𝐌𝐓𝐓𝐓𝐓 refers to the 3D position and orientation of the transmitter 
(T) with respect to the camera (C). Transformation matrices are 4×4 and of the 
form: 
Figure 2.5:  Complete calibration system. A calibration grid (G) with a sensor (S0) 
attached to it in a specific location is used as an intermediate step that allows us to 
establish a final relationship between the transmitter (T) and the camera (C). 
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𝐌𝐌 = �𝐑𝐑 𝑡𝑡0 1� 
where 𝐑𝐑 is the 3×3 rotation matrix, 𝑡𝑡 the 3×1 translation vector, and the last row 
completes a square matrix in homogenous coordinates. 
There is no way of establishing a direct path between the camera and the 
transmitter, so a calibration grid with a sensor attached to it is used as an 
intermediate step (elements G and S0 in Fig. 2.5). The grid contains 28 squares of 
30×30mm. Taking pictures of the grid in different positions and orientations with 
respect to the camera, intrinsic and extrinsic camera parameters can be accurately 
determined using the Matlab Camera Calibration Toolbox [8]. Intrinsic parameters 
(i.e. focal length, principal point, lens distortion coefficients) characterize the 
camera according to its fabrication, whereas extrinsic parameters make reference 
to the spatial position and orientation of the grid (G) with respect to the camera 
(C) for each of the pictures. These parameters can be used to determine the 
transformation matrices 𝐌𝐌𝐓𝐓𝐂𝐂𝐢𝐢  and 𝐌𝐌𝐂𝐂𝐓𝐓𝐢𝐢  between the camera and the calibration 
grid. We use the superscript i to show there are multiple positions of the grid and 
to make reference to each one of them. Attaching the sensor to the grid in a 
specific and known position and orientation, and knowing the reference systems 
of both elements, transformation matrices 𝐌𝐌𝐒𝐒𝟎𝟎𝐂𝐂 and 𝐌𝐌𝐂𝐂𝐒𝐒𝟎𝟎 between them can 
also be obtained, which are independent from the specific images. Furthermore, 
by acquiring data of the sensor position and orientation with respect to the 
transmitter, transformation matrices 𝐌𝐌𝐓𝐓𝐒𝐒𝟎𝟎
𝐢𝐢  and 𝐌𝐌𝐒𝐒𝟎𝟎𝐓𝐓
𝐢𝐢  are determined for each 
image. Using all the matrices above, the path transmitter – sensor – calibration grid – 
camera is built, and the matrices 𝐌𝐌𝐓𝐓𝐓𝐓 and 𝐌𝐌𝐓𝐓𝐓𝐓 for the direct transformation 
between the camera and the transmitter are calculated as follows (see Fig. 2.5): 
MTC = 1𝑁𝑁�MGCi ∙ MS0G ∙ MTS0i𝑁𝑁
𝑖𝑖=1
 
MCT = 1𝑁𝑁�MS0Ti ∙ MGS0 ∙ MCGi𝑁𝑁
𝑖𝑖=1
 
where N is the total number of grid positions recorded, and thus the total number 
of images used in the calibration. 
Each of the described stages introduces some amount of error in the 
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1920×1080 pixels. The inaccuracy in the estimation of the pair (𝐌𝐌𝐓𝐓𝐂𝐂𝐢𝐢 , 𝐌𝐌𝐂𝐂𝐓𝐓𝐢𝐢 ) can 
be minimized by controlling the illumination during the image acquisition and 
obtaining pictures of the best possible quality, with sufficient position and 
orientation variety of the calibration grid. The number of images used for 
calibration is directly related to this last factor. The stability of the camera’s 
intrinsic parameters with respect to the number of calibration images has been 
studied, showing that they tend to stabilize from 30 images on [9]. The inaccuracy 
in the estimation of the pair (𝐌𝐌𝐓𝐓𝐒𝐒𝟎𝟎
𝐢𝐢 , 𝐌𝐌𝐒𝐒𝟎𝟎𝐓𝐓𝐢𝐢 ) can in turn be minimized by reducing 
the distance between the sensor and the transmitter as much as possible, as well 
as by isolating both elements from any metallic device. For this purpose, the 
transmitter has been hung from the ceiling using a non-metallic structure and 
placing it above the calibration grid. 
Taking all the above into account, it is assumed that the main calibration 
inaccuracy is due to the (𝐌𝐌𝐒𝐒𝟎𝟎𝐂𝐂, 𝐌𝐌𝐂𝐂𝐒𝐒𝟎𝟎) pair estimation. This transformation matrix 
has been theoretically determined, since the sensor is attached to the calibration 
grid in an a priori known position and orientation. This is a critical step, since the 
placement of the sensor is manually done on a space drawn next to the grid, thus 
resulting in possible inaccuracies on the theoretically determined matrices. In 
order to minimize this error, an optimization process has been performed [9]. 
The idea of this process is as follows: knowing the structure of the grid and the 
pair (𝐌𝐌𝐒𝐒𝟎𝟎𝐂𝐂, 𝐌𝐌𝐂𝐂𝐒𝐒𝟎𝟎), the 3D points that define the corners of the grid can be 
projected onto the image plane using the estimated 𝐌𝐌𝐓𝐓𝐓𝐓 and the intrinsic 
parameters of the camera. The real location of these points in the image is in turn 
obtained using the automatic corner detection from the camera calibration 
toolbox. The 2D projection error can therefore be calculated at every step of the 
optimization process. This process will iteratively search for the rotation and 
translation in (𝐌𝐌𝐒𝐒𝟎𝟎𝐂𝐂, 𝐌𝐌𝐂𝐂𝐒𝐒𝟎𝟎) that minimize the sum of projection errors for all the 
calibration images. An estimation of the resulting error will be presented later. 
2.1.4 Recording Setup 
Once the setup has been calibrated, the recording of the videos is 
accomplished. Fig. 2.6 shows a layout of the recording setup, in which 
illumination elements are shown, as well as camera, transmitter and user position 
arrangement. A classical diffuse front illumination has been used, with a back 
light for background filling. The user is sit in front of the camera wearing a 
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The users have been asked to begin every video sequence in a frontal 
position and end it in the same position. They have had the aid of acoustic signals 
giving them timing information, so they can finish the corresponding movement 
and go back to the initial position just before the recording ends. 
2.1.5 Automatic Facial Annotation 
We propose a model of 54 facial landmarks to characterize the face, 
distributed along the eyebrows, eyelids, nose, lips, and jaw (see Fig. 2.7). In order 
to avoid the considerable effort of manually annotating the landmarks in each 
frame, we have designed an automatic annotation procedure, based on subject-
specific 3D facial annotation and a subsequent projection onto the image plane. 
For this task, we use two sensors (S1 and S2), each of them with its corresponding 
reference system, independent from that of the calibration sensor S0. 
Since the sensor attached to the headband (S1 in Fig. 2.8) moves jointly 
with the head, if we knew the coordinates of the facial landmarks in the reference 
Figure 2.6:  Recording setup showing all the elements involved in the recording of 
the videos. S1 is attached to the user with a headband and S2 is mounted on a marker 
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system of that sensor S1, we could project the facial features onto each frame 
according to the transformation matrices calculated in Section 2.1.3. For this 
purpose, the second sensor (S2) has been used. The TrakSTAR device gives us the 
position and orientation of both sensors with respect to the transmitter (𝐌𝐌𝐒𝐒𝟏𝟏𝐓𝐓 
and 𝐌𝐌𝐒𝐒𝟐𝟐𝐓𝐓); thus, we can obtain the position and orientation of S2 with respect to 
S1 with an easy transformation, as shown in Fig. 2.8. 𝐌𝐌𝐒𝐒𝟐𝟐𝐒𝐒𝟏𝟏 represents the 
coordinates of S2 in the reference system of S1, and is calculated as: MS2S1 = MTS1 ∙ MS2T 
S2 is mounted on the plastic marker designed for the annotation task, as 
described in Section 2.1.2. Once the headband with S1 has been firmly attached to 
the user’s head, the 54 facial landmarks are annotated in 3D. The user is asked to 
keep a neutral expression during the annotation process as well as during the 
recording, for the 2D annotations to be as accurate as possible. The marker is 
held on each landmark for one second, so that 240 samples are recorded and 
averaged to minimize the inaccuracy due to the inevitable unsteadiness of the 
Figure 2.7:  Model of 54 facial landmarks automatically annotated for the presented 
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hand. A picture showing a moment of this annotation process is shown in Fig. 
2.9.  
Since the marker dimensions are known, the tip of the marker is known 
and constant with respect to S2. However, due to small tolerances in the 
fabrication process of the marker, there is some uncertainty in the tip’s location. 
In order to eliminate it, a simple optimization has been performed. Given a fixed 
spatial point with respect to the transmitter, P in Fig. 2.8, the tip of the marker is 
placed on it and the marker is moved in all directions while the tip stays still, 
recording sensor-transmitter data for a few seconds. Every point of the marker is 
in constant movement in S2’s reference system except for the tip during this 
recording. Thus, the optimization looks for the coordinates of a point P with 
respect to the moving sensor for which the variability with respect to the 
transmitter during the sequence is minimal.  
Figure 2.8:  Diagram of the 3D facial annotation system. Sensor S1 is placed on a 
headband attached to the head. Sensor S2 is mounted on a marker. The marker’s point 
is placed on the facial landmarks and S2 records their position with respect to the 
transmitter (T). With an easy transformation, we can obtain their position with respect 
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Having annotated the 54 facial landmarks in 3D, we can use the 
transformation above (𝐌𝐌𝐒𝐒𝟐𝟐𝐒𝐒𝟏𝟏) to obtain the coordinates of the 3D facial points in 
the reference system of S1. Assuming S1 stays still with respect to the head during 
the recording (the headband is used for that purpose), the location of the 3D 
facial landmarks with respect to S1 is known at all times and they can be projected 
onto the image according to 𝐌𝐌𝐓𝐓𝐓𝐓, as shown in Fig. 2.10. Furthermore, since there 
may be slight movements of the headband with respect to the head during the 
recording process, another 3D facial landmark annotation has been performed at 
the end of the session of each user. The final 3D point set for each video has 
been calculated as an optimal linear combination of the initial and final annotated 
faces.  
2.1.6 Structure and Content 
As it has already been said, the database is publicly available for research 
purposes. It contains 120 videos corresponding to 10 different subjects, as 
mentioned above. The videos are provided in MPEG-4 format, recoded with a 
loss of approximately 1% with respect to the original recording. This way, the 
complete database occupies 200MB, instead of the 100GB that took up the 
original one, making it more manageable for researchers that want to download it.  
Figure 2.9:  Picture showing a moment of the process of annotation of the 54 3D 
facial landmarks, using the fabricated marker with sensor S2 mounted on it. The user is 
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The videos have a resolution of 1280×720 pixels, and have been 
acquired at 30 frames per second. Every video is 10 seconds long, containing 300 
frames. Each video is associated with three ground truth text files. One contains 
the 2D projections (in pixels) of the annotated 3D facial points, what we will call 
the 2D ground truth. The other two contain the head pose with respect to the 
camera or what we will call the 3D ground truth. Translations are given in 
millimeters and rotations in degrees. The difference between the two 3D ground 
truths is that one contains the originally acquired head pose, whereas the other 
one contains the equivalent ground truth beginning with ‘0-rotation’. Basically, it 
is the original 3D ground truth transformed to get an exact zero rotation for the 
three angles in the first frame, assuming that the user is placed perfectly frontal 
with respect to the camera at the beginning of each video. This transformation is 
done by multiplying the inverse rotation matrix of the initial pose to the pose of 
each frame. Getting an exact zero initial rotation is not feasible during the 
recordings, in the original 3D ground truth, and applying this small 
transformation to every video is equivalent to moving the headband slightly at the 
beginning of each video so that the sensor gives an exact zero rotation for the 
initial frame. This transformation has been applied because every video ideally 
begins with a frontal face (see Section 2.1.1), and this assumption may be 
Figure 2.10:  54 facial points projected onto the image. They have previously been 
annotated in 3D while the user was wearing the headband. Thus the location of the 
3D facial landmarks with respect to S1 is known at all times and they can be projected 
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important in some applications, where it may affect the estimation results, so it 
has been considered interesting to provide the zeroed 3D ground truth together 
with the original one. The deviation from the zero-rotation of the original 3D 
ground truth can be numerically measured as the mean absolute initial rotation. It 
is of 0.83°, 0.86° and 1.05° for roll, yaw and pitch respectively, which makes 0.91° 
in average. 
The real 3D model of the subject annotated for each video is also 
provided in the database. The 3D facial points are referenced to the sensor S1’s 
origin.   
The database has been organized by user. The video files, 2D and 3D 
ground truth files, and 3D model files of each user are contained in a separate 
folder. The database is publicly available for research purposes at 
http://gi4e.unavarra.es/databases/hpdb/. A leaderboard has also been created in 
the webpage so that HPE algorithms tested with the UPNA database can be 
sorted according to their results. Researchers can upload a text file with their head 
pose estimation for the complete database. They will automatically get their 
results against the 3D ground truth and see their position with respect to 
algorithms registered by other researchers. If they want their method to appear in 
the leaderboard permanently, they can submit the results and register the 
algorithm.  
 
Table 2.1:  Comparison between the UPNA database and the BU database. 
Features Our database BU database 
No. of users 10 5 
No. of videos per user 12 9 
No. of frames per video 300 200 
Video resolution 1280×720 320×240 
Type of movements Free/Guided Free 
Camera calibration parameters Provided Not provided 
3D head models Provided Not provided 
3D ground truth Provided Provided 
2D ground truth Provided Not provided 
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The database’s most important features are summarized in Table 2.1, 
where a comparison against the BU database [16] is carried out, since the latter 
has been a reference for evaluation of head pose estimation methods in videos for 
the last 15 years. 
2.1.7 Error Characterization 
The error in the automatic facial annotation has been characterized both 
in 2D and 3D [9]. The 2D projection error has been estimated using the 
calibration grid. The 16 corners of the grid have been annotated in 3D with the 
marker described in Section 2.1.2. 50 images of the calibration grid in different 
poses have been acquired with a resolution of 1920×1080 pixels, as in a typical 
calibration procedure. The 3D corners are then projected onto each image as in 
Section 2.1.5, and this projection is compared against the corners automatically 
detected in the image by the Matlab Camera Calibration Toolbox. The projection 
error has been calculated as the mean Euclidean distance between the projected 
point-cloud and the detected one. 
This projection has been performed before and after the optimization of 
the pair (𝐌𝐌𝐒𝐒𝟎𝟎𝐂𝐂, 𝐌𝐌𝐂𝐂𝐒𝐒𝟎𝟎), described at the end of Section 2.1.3, in order to observe 
the accuracy improvement given by this optimization during the calibration 
process. The mean projection error for the 50 images was of 8.88 pixels before 
the optimization and of 1.31 pixels after the optimization; therefore, the 
optimization process reduces the error in more than 85% of its value. 
The 3D error of the annotation procedure has also been measured. A 
mannequin head with a realistic face appearance has been used for this purpose. 
On the one hand, the mannequin face has been annotated in 3D following the 
procedure described in Section 2.1.5. On the other hand, the whole head has 
been scanned with a 3D laser scanner, resulting in a dense point cloud [10]. After 
a manual pre-registration of both point sets, the 54 landmark set has been 
registered to the dense point cloud using an Iterative Closest Point (ICP) 
algorithm. The distance between both point clouds after registration has then 
been measured. For each landmark, the closest point in the dense cloud has been 
found, and the resulting distances have been averaged. This average distance 
between the annotated face and the scanned head represents the 3D error of the 
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 Simulation Environment 2.2
Traditionally, HPE methods have been trained or evaluated using images 
or video sequences of real people performing a variety of head movements. The 
problem with those environments is that it is impossible to control all the 
variables affecting the image and pose data acquisition or the labeling process for 
training. We have designed a simulation environment that allows us to create 
virtual images or videos for HPE, in which all those variables are controlled by 
the user and can be set in different manners depending on the goal of the study. 
The main advantage of this virtual environment is that it can be made completely 
noise-free, or with the exact amount of noise desired for each variable. Moreover, 
new video sequences can be created at any moment if new requirements are 
considered for the application and new studies want to be carried out, without the 
need of real subjects for the videos and the tedious task of setting up a new 
recording session. 
This section is divided in two subsections. First, the simulator tool is 
described, specifying the control parameters that allow the user to define and 
build a specific sequence for HPE. Second, a synthetic database of videos for 
HPE is presented, which has been created with the simulator tool described next. 
2.2.1 Simulator Tool 
This tool has been fully developed in Matlab and can be divided in three 
main modules: the design of the simulation, where parameters that characterize 
the different variables of the simulation are specified according to the desired 
output; the building of the simulation, where the previously defined parameters 
are used to generate the output as specified; and, finally, a head pose estimation 
module where the generated simulation can be processed with the POSIT 
algorithm (see Section 2.3 for algorithm description) and the results are obtained. 
These modules have been designed to be run sequentially and will be described in 
detail in the following lines. 
2.2.1.1 Simulation Designing 
In this first step, the whole simulation is defined by setting different 
parameters that determine the output according to the needs of the user. The 
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 Head model: the simulator incorporates a generative 3D shape and 
texture model, the Basel Face Model (BFM) [11]. It is a publicly available 3D 
morphable face model that can generate face images at any pose and under any 
illumination. The model was built based on training data obtained from the 3D 
scans of 200 subjects, 100 females and 100 males between 8 and 62 years old, 
most of them Caucasian. All the scans contained a neutral facial expression and 
were registered using an Optimal Step Nonrigid ICP Algorithm [12] to ensure 
optimized anatomical point correspondences between faces. The faces were 
parameterized as triangular meshes after registration, resulting in 53.490 vertices 
described by a coordinate vector (𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖 , 𝑧𝑧𝑖𝑖)𝑇𝑇 ∈ ℝ3 with an associated colour (𝑟𝑟𝑖𝑖 ,𝑔𝑔𝑖𝑖 , 𝑏𝑏𝑖𝑖)𝑇𝑇 ∈ [0,1]3. Principal component analysis (PCA) was then applied to 
create an orthonormal basis of 199 principal components of texture and shape, 
which allows us to generate new observations as linear combinations of those 
components. It is thus a face generator in which, just by assigning the PCA 
coefficients for the principal components of shape and texture, we can create new 
faces at any moment. Note that, if all coefficients are set to 0, the mean face of 
the PCA is obtained (Fig. 2.11). 
The simulator is thus able to create new users from a meta-database of 3D 
faces. Besides, a certain set of facial points can be passed to the simulator so that 
their projection on the image plane is stored. Since there is an accurate anatomical 
correspondence between the vertices of the generated faces, those facial points 
can be stored as vertex indexes and will correspond to the same anatomical 
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location in any generated face. This allows us to obtain a 2D ground truth for any 
facial point set of interest for any video sequence generated with the simulator, 
which is very useful for training purposes or for point tracking algorithm 
evaluation. 
 Camera parameters: we can set most of the parameters that define the 
image or video that would produce a real camera: the image resolution, the frame 
rate and the intrinsic camera parameters (i.e. focal length, principal point, radial 
and tangential distortion, and skew). The images or videos the simulator will 
produce will correspond to what a camera of those characteristics would acquire. 
 Motion: the motion parameters define the head movements that will 
compose the created video. We can define the length of the sequence as a 
number of frames (we have already defined the frame rate), and the head 
movements in the 6 DOF (i.e. translation in X, Y, Z; roll, yaw, and pitch) that will 
determine the head pose in each of the frames. 
 Occlusion handling: the defined ranges of movement (translation and 
rotation) and facial point set of interest determine the occlusions that will take 
place during the image sequence. Certain poses result in occluded parts of the 
face and this will be calculated for each frame during the building part described 
next. When a 3D facial point is occluded, the simulator offers three ways of 
handling it: 1) the real 2D projection of the point on the image plane is stored in 
the output even if it is not visible; 2) the closest visible point in the model is 
obtained and projected on the image, storing this 2D point in the output; 3) no 
projection is stored in the output. Option 2 is an approximation of a behavior 
often observed in real tracking: as the point starts to get occluded, the tracking 
drifts to another point in the neighborhood with a similar appearance, which we 
are approximating as the closest visible point in 3D. An example of this is shown 
in Fig. 2.12a, in which four points turn out to be occluded and their 
approximation by the closest visible point in the model is also shown. 
Summarizing, in the simulation designing stage we choose the way occluded 
points are going to be handled during the building. 
 Noise: we can add noise to the 2D projections of the model points in 
order to simulate a non-ideal tracking. We apply a normally distributed random 
noise of mean zero to each 2D point in two possible ways: 1) same variance is 
used for all the points to generate the noisy observations; 2) the variance of the 
random noise applied to each point P is proportional to the angle formed by the 
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that goes from the camera to P. The model is previously transformed to the pose 
that corresponds to the current frame. Option 2 means that facial points lying on 
parts of the face that “point” towards the camera will suffer from less tracking 
noise than those that lie on parts that point elsewhere. An of this second option 
example image is shown in Fig. 2.12b, where both the noisy and noise-free 2D 
points are represented. This is actually a similar approach to the one taken for the 
occlusion handling; instead of having a binary output (occluded/not occluded) 
and adding noise when the point is occluded (by approximating the point by the 
closest visible one), the noise is gradually incremented as the normal of the 
surface moves away from the line of sight of the camera and gets closer to an 
occlusion. If no noise is added, the ideal projections are obtained. 
 Output mode: we can define whether we want a complete video, with 
the shape and texture model projected for each frame, to be created, or we just 
want to store the projection of the point set of interest without creating an actual 
video, which makes the building significantly faster. We can also set the 
compression format for the video if we choose to create it. 
 
Figure 2.12:  Examples representing the occlusion handling and tracking noise. (a) 
Occlusion handling: visible points (green), occluded ideal projections (red) and 
approximation by the closest visible point in the model (blue). (b) Tracking noise: ideal 
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2.2.1.2 Simulation Building 
This step consists in running the simulation according to the parameters 
defined in the previous step. The head model is generated based on the model 
parameters, and transformed in each frame with the corresponding rotation and 
translation. 
The simulator also calculates for each video frame which part of the 
model is visible and which is not, applying the Hidden Point Removal (HPR) 
algorithm [13]. It consists in transforming a point cloud according to the 
viewpoint and extracting the points that reside on the convex hull, which leads to 
determining the visible points in the cloud. Each of the points of interest 
previously indicated to the simulator is then flagged as ‘occluded’ or ‘not 
occluded’ for each frame. When a point is occluded, the closest visible point of 
the model is obtained if this option has been set on in the simulation design. 
The model is then projected onto the image plane using the shape and 
texture information in the corresponding pose. The point set of interest indicated 
in the previous step is stored separately, and it goes through a post-processing 
stage after projection. First, occlusions are handled. Occluded points are managed 
according to the option selected in the previous step. Points that go out of the 
field of view are also eliminated.  After that, 2D noise is added to the point set in 
case it has been specified so in the simulation design.  
Using all the previous information, the output of the simulation is 
generated: a video file is created (if specified) and all the parameters that define 
the simulation and the point set of interest are stored in mat files.  
2.2.1.3 Head Pose Estimation 
The simulator tool also incorporates a head pose estimation module 
based on the POSIT algorithm for generic object pose estimation described in 
Section 2.3. The main advantage of having this part also integrated in the 
simulator is that the processing of the simulation output is straightforward: 2D 
image points (noisy or not depending on the specifications) and 3D model points 
are passed onto the algorithm to get a head pose estimate, and HPE error is 
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2.2.2 Synthetic Head Pose Database [14] 
Using the tool described above, a complete database of videos for HPE 
has been created. This database is publicly available for research purposes in our 
group’s webpage, i.e. http://gi4e.unavarra.es/. The basic idea behind this has 
been to recreate the database presented in Section 2.1, taking advantage of the 
simulator tool and the possibility to control every variable in play.  
Similarly to the UPNA Head Pose Database, the synthetic database of 
videos consists of 120 videos of 10 different users. The first 5 users have been 
created using the head generator described in Section 2.2.1.1, assigning random 
coefficients to the principal axes in the PCA basis of the BFM. A large set of 
heads have been created using random shape and texture PCA coefficients from a 
Gaussian distribution with mean zero and standard deviation one, from which the 
5 users have been visually selected in order to include a certain variety among the 
faces regarding the gender, size, age, and facial appearance in general. The last 5 
users in the database have been selected from the 10 example scans provided 
along with the BFM in the webpage [15]. These scans have also been registered 
but have not been included in the training set of the morphable model, and are 
not therefore exactly reproducible by a certain set of PCA coefficients. 
With the aim of having realistic head movements recreated in the 
synthetic head pose database, the ground truth of the UPNA Head Pose 
Database has been used. The synthetic heads are thus reproducing the exact pose 
variations of the real users. This allows us to assure certain realism in the 
synthetic database; rotations and translations at a constant speed were originally 
tried, and the visual effect was that of a robotic movement. Moreover, by copying 
the ground truth of the real database, we assure the same translation and rotation 
ranges are represented, and the resultant synthetic database will be of a similar 
difficulty for HPE algorithm testing.  
12 videos per user have been thus generated, which include 6 guided-
movement sequences and 6 free-movement sequences. The videos have been 
generated with a 1280×720 pixel resolution, at 30 frames per second, and stored 
in MPEG-4 format. Four example frames from the database are shown in Fig. 
2.13. If we compare these example frames with the ones from the UPNA head 
pose database (Fig. 2.3), we can observe that the heads have similar proportions 
in the image, the appearance of the synthetic faces resembles reasonably that of a 
real face, and the main difference resides on the background, inexistent for the 
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A set of 43 facial points of interest has been defined as shown in Fig. 
2.14, distributed along the eyebrows, eyelids, nose and mouth. These 3D 
landmarks have been annotated in the BFM and then projected onto each frame 
of the database and stored as the 2D ground truth. 
Figure 2.14:  The 43-point model used for face annotation in the synthetic database. 
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As a result, the synthetic database provides the 120 videos with their 
corresponding 3D ground truth for HPE, 2D ground truth with ideal noise-free 
projections, the complete 3D head model of each user, and ideal camera 
parameters with which the videos have been generated. 
 
 POSIT Algorithm 2.3
POSIT stands for ‘pose from orthography and scaling with iterations’. 
The algorithm was published by Daniel F. DeMenthon and Larry S. Davis in 
1995 [16] as a generic object pose estimation method that could be written in 25 
lines of code using Mathematica software. It is now a widely used method for 
estimating 3D object poses in space from 2D image observations. A translation 
vector t and a rotation matrix R are obtained from the algorithm, and they 
determine the transformation from the head coordinate system to the camera 
coordinate system. Roll, yaw, and pitch angles can then be computed from R.  
This method has been considered a priori fit for the purpose of this 
thesis: it is fast, there are public implementations in C++ or Matlab among 
others, and it estimates the pose of any object from 2D images without the need 
of an initial pose estimate. This subsection first describes the algorithm in more 
detail for a better understanding of the pose estimation problem solving, and then 
presents a thorough experimental study that has been carried out in order to 
characterize the algorithm performance in different conditions. This study will 
help us determine its suitability for the specific task laid out in this work. 
2.3.1  Algorithm Description 
The POSIT algorithm can find the pose of any object from a set of at 
least four non-coplanar point correspondences between a 3D model of the object 
and a 2D image. It is thus assumed that at least four points of the object can be 
detected in the image and matched to their corresponding 3D points in the 
model, whose relative geometry is supposed to be known. The method is based 
on assuming a weak perspective model for an initial pose estimation, in which the 
points from the object are projected onto the image plane as scaled orthographic 
projections (SOP). Therefore, the weak perspective model is an approximation of 
the “true” perspective projection that considers all the model points to be on the 
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POSIT consists of two steps:  the first one is defined as the pose from 
orthography and scaling (POS), an algorithm that uses the weak perspective 
projection to build a linear equation system whose solution leads to a rotation 
matrix and a translation vector representing the object pose that accounts for the 
image observation. This step is followed by an iterative process (IT) in which a 
scale factor for each point is calculated so that the originally found SOP is 
enhanced, meaning that it resembles the perspective projection in the best 
possible way. This is achieved by shifting the points of the object, in the pose 
calculated in the previous iteration, to the lines of sight, which is where they 
would be if the pose was correct. POS is then applied again to the corrected 
projections at each iteration, until a condition is satisfied: either a maximum 
number of iterations is reached, or convergence is achieved (i.e. the 2D difference 
between the previous and the current projections, averaged across all 2D 
correspondences, is smaller than a threshold). 
Figure 2.15:  Illustration of the weak perspective model. Perspective projection (pi) 
and scaled orthographic projection (pi’) of a 3D head point Xi.  The camera or 
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2.3.2 Algorithm Characterization 
The aim of the study that is presented in this section is to analyze the 
suitability of the POSIT algorithm for the specific task of HPE. For this purpose, 
we have decided to carry out three independent tests that show the performance 
of the algorithm against three parameters: the number of 2D-3D point 
correspondences, the image resolution, and the distance from the head to the 
camera. These parameters have been studied because they can be chosen by the 
user when defining the setup for HPE, and will usually depend on the target 
application. All of them have been studied under perfect 2D tracking conditions 
and assuming an ideal 3D model with exact 2D-3D correspondences is known. 
This is the way of getting a HPE error that will be intrinsic to the POSIT 
algorithm and just dependent on the application setup. How model inaccuracies 
affect POSIT will be studied in Chapter 3, and how tracking inaccuracies do, in 
Chapter 4. 
Getting back to the setup parameters, the image resolution directly 
depends on the camera, which in turn depends on the application and, 
sometimes, on the characteristics of the device that integrates it. There will 
definitely be differences between a small camera integrated in a smartphone or 
tablet, an independent camera connected to a powerful desktop computer, or a 
driver assistance camera, for instance. Exactly the same reasoning can be applied 
to the distance from the head to the camera. The number of 2D-3D 
correspondences, however, usually depends on the feature detection and tracking 
algorithm. Some methods use fixed point meshes, whereas others adapt the 
number of points to the imaging conditions. In any case, from the state of the art 
review presented in the previous chapter, we can assume that a number between 
four or five and a few tens of facial features make up the typical range. 
2.3.2.1 Number of 2D-3D Point Correspondences 
This study has been carried out using the synthetic head pose database 
presented in Section 2.2.2. Based on the 43-point facial model defined in Fig. 
2.14, ten different subsets of points have been defined, ranging from 4 to 43 
points, as shown in Fig. 2.16. Starting from 4 points (outer eye corners and 
mouth corners), which is the minimum required by POSIT, more points have 
been gradually added until completing the 43-point shape. The criteria followed 
to define the subsets have been to keep as much symmetry as possible and always 
have most part of the face represented. The four points lying on the nasal septum 
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more, which may be beneficial for POSIT according to the previous algorithm 
description. 
Experimental results are shown in Fig. 2.17. As it could be expected 
from an intuitive point of view, the more point correspondences provided, the 
more accurate POSIT is. The case of using just 4 points is special and that is why 
it is not shown in the chart. Using just those points, the algorithm does not 
converge, and it is thus not able to provide a pose estimate, in 68% of the frames 
of the database. Moreover, when it does converge, the pose estimate is 
completely senseless in most cases, showing an average error of 211mm in 
translation and 41º in rotation. It is then evident that the outer corners of the eyes 
and corners of the mouth are not an appropriate set of points for running 
POSIT, either because the number of correspondences is too little, or the points 
are too coplanar in 3D to achieve accurate and converging pose estimates. For 
the rest of the cases, translation accuracy is in the range of tenths of millimeters, 
whereas rotation accuracy is in the range of hundreths of degrees. There is a 
significant improvement from using the 6-point model to the 8-point one, and 
the accuracy then increases more smoothly as more features are added to the 
model. The four points on the nasal septum, even though they are the least 
Figure 2.16:  Different subsets of points defined for the study of the influence of the 
number of 2D-3D correspondences in POSIT. a) 4 points; b) 6 points; c) 8 points; d) 
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coplanar of all the facial points defined by the model, do not seem to make a 
significant improvement (the translation estimate even gets slightly worse). 
Looking at these results, the 12-point model has been chosen as the 
reference model for the rest of this thesis. Working with more points would a 
priori give better accuracy in HPE, but the presented results have been obtained 
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in perfect tracking conditions. In real videos, 2D feature tracking algorithms are 
prone to some amount of error, and they usually perform best when the selected 
points are the most characteristic ones, which typically means choosing well-
defined corners. The 12-point model consists of the inner and outer corners of 
the eyebrows and eyes, the corners of the mouth, and the corners defined by the 
eye nostrils and wings, as seen in Fig. 2.16e. Adding more points implies including 
points that, instead of being corners, are located on contours defined by the 
mouth, nose, eyes or eyebrows (see Fig. 2.16f-j). For tracking algorithms, these 
points usually perform slightly worse than specific corners because the point may 
drift along the contour during tracking, due to the appearance similarity of image 
patches along it. The 12-point model is also used in the rest of the experiments 
presented in this section. 
2.3.2.2 Image Resolution 
This study has been carried out on the synthetic head pose database, 
generating 2D ground truths for different image resolutions using integer pixel 
precision. All the selected resolutions correspond to a 16:9 aspect ratio, and they 
range from the 480×234 pixels of some touchscreen mobile phones to the 
1920×1080 of Full HD. The aim of the study is to show the influence of the 
image resolution in POSIT HPE accuracy, assuming no subpixel accuracy is 
available.  
The results of the experiment are provided in Fig. 2.18. The charts show 
a clear tendency: the higher the image resolution, the better accuracy in HPE 
given by POSIT. Nevertheless, the improvement is more significant in lower 
resolutions and the curve seems to flatten when the highest resolutions are 
approached, where the real 2D projections are better approximated by integer 
pixels. Translation errors range from 1.3mm of error for a 480×234 pixel 
resolution to 0.5mm of error for Full HD. Rotation errors on the other hand 
range from 0.5º of error for the smallest resolution to 0.12º for 1920×1080. For a 
1280×720 video resolution, such as the one from the UPNA Head Pose 
Database presented in Section 2.1, translation and rotation average errors are 
approximately 0.6mm and 0.2°. This is the best HPE accuracy that could be 
expected from POSIT if 2D feature tracking is carried out using an algorithm 
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2.3.2.3 Distance to Camera 
The aim of this study is to analyze the effect of the distance from the 
head to the camera in the POSIT accuracy. For this purpose, specific image 
sequences have been created in the simulation environment, using always the 
mean shape of the BFM. Different translations in the Z axis, the optical axis, 
from the camera to the head have been set up, ranging from 20cm to 80cm at 
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5cm steps. For each distance, 1.125 head poses have been generated and 
projected onto the image, by varying the other two translations (X and Y) and the 
three rotations (roll, yaw and pitch). More specifically, a grid of 9 positions has 
been defined for each Z by setting X and Y translations at -10cm, 0cm, and 10cm 
from the optical axis. In each position, each of the angles has been set to five 
values: -30º, -15º, 0º, 15º and 30º. In summary, X and Y translations taking 3 
different values each, and roll, yaw and pitch taking 5 different values each, adds 
up to 1.125 poses defined for each Z distance in the study. This amount and 
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variety of poses assures a good representation of POSIT performance against the 
distance between the head and the camera. 
The results of the study are presented in Fig. 2.19. It is observed that, as 
the head is positioned further from the camera, the POSIT accuracy tends to 
decrease. The most likely explanation for this behavior is that, being the head 
always the same, the further it is from the camera the more coplanar the 12 points 
are seen with respect to the distance between the camera and the head. That is, 
the depth difference between the 3D model points becomes relatively smaller as 
the distance to the camera grows, therefore increasing the relative coplanarity 
between the points. This would make the first iteration of POSIT, the pose from 
orthography and scaling (POS), achieve a more accurate pose estimate as the head 
goes further from the camera, since the scaled orthographic projection would 
resemble more the “real” perspective projection. But precisely because of the 
iterative nature of POSIT, which consists in correcting these projections in each 
iteration in order to improve the pose estimate until a convergence is reached, the 
algorithm is able to achieve more accurate estimates when the head is closer to 
the camera. In these conditions, the relative coplanarity is reduced and the initial 
estimate given by POS can be further corrected in the iterative process, whereas 
having a higher relative coplanarity can make the POSIT converge faster, even in 
the first estimate given by POS, which does not assure a greater accuracy. This 
behavior is in accordance with the results obtained by DeMenthon & Davis in 
[16] for synthetic images of a cube and a tetrahedron.  
The typical working distance when sitting in front of a computer is 
between 55cm and 60cm. Fig. 2.19 shows that, using the 12-point model 
described earlier, a top accuracy of around 0.15mm for translation and 0.04º for 
rotation could be expected at that distance, in perfect tracking conditions, if 
POSIT is used for HPE. This accuracy limit is considered reasonable for typical 
HPE applications, and therefore the POSIT algorithm is considered suitable for 
the purpose of this thesis. The next chapters research into different parts of the 
HPE process, but always rely on applying POSIT to the 2D-3D correspondences 
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3D Face Reconstruction 
 
 
Due to the increasing and varied demands of computer vision and 
computer graphics applications, there has been a significant effort in developing 
reliable 3D object reconstruction methods in the last decade. Recovering the 3D 
structure of the face based on 2D images is especially important in many 
scenarios, since the face is currently one of the main channels of interaction. This 
chapter first reviews the most important publications in this field in Section 3.1. 
Different methods for recovering a sparse 3D shape (i.e. the 12-point model 
described in the previous chapter), suitable for HPE applications, are then 
proposed and described in detail in Section 3.2. All the methods are evaluated and 
compared among them on the same framework in Section 3.3 in order to find the 
most suitable one for HPE. Finally, a method for recovering a dense full-head 3D 
model from the sparse 3D shape is proposed and evaluated in Section 3.4. 
Conclusions for the whole chapter are summarized in Section 3.5. 
  
 Related Work 3.1
The face is an important channel of communication and this is the main 
reason why modeling 3D faces has been an important topic for the computer 
vision research community. It presents many applications, such as pose-invariant 
face recognition [1]–[3], age-invariant face recognition [4], facial expression 
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generation [7], surgical simulation or model-based image coding [8], among 
others. It is thus of maximum importance in many computer vision face related 
applications to be able to build a generic 3D model valid in situations that are not 
part of the training. The model should be general enough to face illumination 
problems, different users, or facial expressions.  
Possibly the most accurate way to obtain the 3D model of a specific face 
is to use special hardware or multi-camera systems, such as 3D laser scanners, 
structured light or stereo cameras [9]. The problem with this kind of approaches 
is the high cost of the devices and the complicated setup required in order to 
obtain the model. They usually require a tightly controlled environment, which 
limits their applicability. Moreover, there are cases where laser-scan based 
reconstruction cannot be performed, such as plastic surgery assistance. If a 
person’s face has been damaged in an accident and requires plastic surgery, face 
reconstruction is often needed in order to assist the surgery. However, laser-scan 
based reconstruction is not a feasible approach, since the reconstruction has to be 
made from photos from before the accident. This is a clear case where 3D face 
reconstruction has to be performed using only information from 2D images. 
There are different approaches for 3D face reconstruction from 2D 
images, such as shape-from-shading (SFS), parameterized appearance models 
(PAM), or structure-from-motion (SfM). SFS tries to recover the shape by 
exploring the shading information in the image, such as the intensity and its 
derivatives. It is usually based on using reflectance models, such as the 
Lambertian model or the specular reflectance model, to characterize the depth in 
the image by the intensity variations. The SFS estimates the direction of the 
illumination in the 2D image to generate a 3D surface. This approach was 
introduced by Horn [10] in 1970, and several attempts have been made to recover 
the shape from shading information in 2D images ever since [11]–[16]. 
Nevertheless, the skin has a very complex appearance to be modeled by shading, 
and these approaches have generally failed to achieve successful reconstruction 
results [12]. 
One of the most popular tools to model the shape and appearance of 
faces in images are PAMs, which are based on building a statistical model of 
shape and appearance from training sets of labeled data. PAMs encompass 
different techniques, such as eigentracking [17], [18], active shape models (ASMs) 
[19], [20], active appearance models (AAMs) [8], [21]–[25], active orientation 
models (AOMs) [26], or 3D morphable models (3DMMs) [2], [6], [27]–[29]. 
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in which key segmentation features have been annotated. ASM learns the 
statistical behavior of the face shape and the appearance of the neighborhood of 
each landmark, whereas AAM learns textures in the regions between landmarks in 
addition to the face shape, creating a combined model from the coupled 
relationship between shape and texture. PCA is usually applied to the training 
data in order to reduce its dimensionality and obtain the modes that best describe 
the observed variation. First studies with AAMs showed that the method was 
only efficient when working with frontal faces, because the appearance change 
due to 3D head pose was too large to be modeled properly [21], [23]. Later, 
Cootes et al. proposed a view-based AAM to deal with this issue [30], consisting 
of different appearance models for a set of discrete poses. The problem is that 
the amount of training images needed is largely increased and accuracy issues arise 
when the input pose differs from the set of poses used in the training. AOMs 
have been recently introduced and they follow the scope of AAMs, but instead of 
texture they use gradient orientations to build the model, and they incorporate an 
improved cost function, showing a better generalization to unseen identities. 
While ASMs, AAMs and AOMs normally estimate 3D information just 
from 2D images, 3DMMs are usually built offline using directly 3D data obtained 
from 3D scanners or depth cameras in order to represent facial texture, shape, 
illumination and camera geometry with a large number of model parameters. 
Therefore, one of the main differences between ASM/AAM/AOMs and 3DMMs 
is that the formers’ shape component is 2D whereas the latter’s is 3D. 3DMMs 
are a promising approach because of their representational power, but they also 
show several drawbacks. First, as mentioned before, most of the times the model 
is built using expensive equipment (3D laser scans) that require complex setups. 
Second, 3D face databases are needed, and there are currently a limited number 
of them. Moreover, most of them show a lack of variability of facial expressions. 
And third, correspondences between models have to be found and all the training 
samples have to be registered between them, which is a complex procedure and 
very prone to errors.   
When a new 2D image is given to a fitting algorithm using a 3DMM, it 
tries to find the parameters of the model that minimize the difference between 
the 2D image synthesized from the 3DMM and the 2D image received. The 
process is usually iterated until an optimal result is obtained. A complete 3D face 
can then be reconstructed applying the optimal parameters to the 3DMM. 
Nevertheless, the computational cost of the process is often very high due to the 




CHAPTER 3 – 3D FACE RECONSTRUCTION 
the number of parameters to optimize being large often leads to local minima in 
the optimization process, which means that the resulting face is very close to the 
face used to initialize the process, typically the mean face of the 3DMM [31], [32]. 
Some works have focused on reducing the complexity of the morphable model in 
order to accelerate the fitting process. The original 3DMM is simplified by 
representing only the facial shape as described in [4], [33]–[35].  
AAMs and 3DMMs have also been combined in some works in the 
literature, in an attempt to take advantage of the strengths of each and make up 
for the shortcomings. In [36], Faggian & Paplinski presented a fast method for 
fitting a 3DMM. AAMs were used to linearize the non-linear optimization 
problem of 3DMM fitting, which accelerated the typically slow process while 
preserving the representational power of the morphable model. Heo and Savvides 
[37] recently proposed a method to generate a 3DMM from 2D images, avoiding 
the need of high-cost equipment and complex setups to acquire the 3D data. 
They applied AAMs in order to extract facial shapes across different poses and 
then combined the 2D shapes to reconstruct a sparse 3D model that was then 
converted to a dense 3DMM using a subdivision algorithm. An average 3D 
depth-map was used to modify the resulting model in order to assure that a 
realistic facial structure was preserved. In [38], Xiao et al. presented what they 
called “Combined 2D+3D AAM” as an alternative to 3DMMs, trying to match 
their representational power while profiting from the fitting speed of the AAMs. 
The idea was to build a non-rigid 3D face model combining SfM and a fast 2D 
AAM facial feature tracker [24]. The 2D AAM was used to model the 3D 
phenomenon of faces moving across pose. The SfM algorithm was used to 
construct the corresponding 3D shape modes of the 2D AAM, and then these 
modes were used to constrain the AAM so that it would only generate model 
instances that could also be generated through the 3D modes, avoiding 
impossible shapes. The model construction was therefore performed just from 
2D images, avoiding the more complex process of generating a 3DMM from 
range data. 
SfM is a very common approach to reconstruct the 3D structure of a 
face when multiple frames of an image sequence are available and thus different 
views of the same head can be used, and it has been largely studied in the last 
fifteen years [39]–[62]. Typically, a certain set of 2D facial points is localized in all 
the frames so that their 3D shape can be recovered after applying SfM, which is 
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approach defined in the previous lines, but it encompasses multiple algorithms 
that have been proposed in the past few years.  
The first approach to SfM was made by Tomasi & Kanade in the early 
90’s in [39], where they proposed a robust factorization algorithm to recover a 
shape matrix and a motion matrix from an orthographic camera, using singular 
value decomposition (SVD). This work has been a starting point for other studies 
that have developed the technique to deal with non-rigid structures [42], [43], 
[50], [51], [55] or missing data [40], [45], [59], [61]. 
In one of the first works that considered the 3D object as non-rigid [42], 
the observed shapes were modeled as linear combinations of a few basic shapes 
that defined the principal deformation modes. Working under a weak perspective 
camera model, the method factorized the 3D shape and motion of the object 
using the rank constraints in the camera rotation matrices. Later, Torresani et al. 
[55] assumed a Gaussian prior for the shape coefficients and an expectation-
maximization (EM) algorithm was applied to solve the optimization. Recently, 
Akhter et al. [60] proposed a dual approach that represented the 3D structure as 
an evolving structure in the trajectory space, which allowed defining an object-
independent basis. Instead, the evolving 3D structure was represented as a linear 
combination of basic trajectories. Moreover, instead of applying PCA to build the 
object independent basis, they proposed using the discrete cosine transform 
(DCT) in order to reduce the number of unknowns and increase the stability of 
the estimation.  
Among possible factorization algorithms to recover the shape and 
motion of 3D structures in SfM, EM [45], [46], [55], alternated least squares 
(ALS) [40], [44], [52] and nonlinear least squares (NLS) are possibly the ones that 
have proven to be the most effective. One of the main focuses in these works has 
been to deal with noisy data, which means working with tracking inconsistencies 
or missing data. In these situations, SVD is known to be inefficient and not able 
to achieve good reconstruction, and the cited papers have tried to incorporate 
other techniques with the goal of extending SfM to cases with missing data or 
inaccurate 2D tracking. The work by Torresani et al. [44] was one of the first to 
address this issue, and they presented very promising results using an alternation 
approach. Koo & Lam [57] proposed a reconstruction method based on the 
similarity-transform that dealt with any pose variation in the face images at a high 
computational cost. To reduce this cost, later Sun et al. [62] introduced the NLS 
model in a similar optimization framework to estimate the depth values of the 
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conversion matrix (SCM) to estimate the true location of the 2D points in the 
presence of self-occlusions, as an alternative to be incorporated in general SfM 
methods. Buchanan & Fitzgibbon [47], [49] showed that second-order 
optimization converged in a more reliable way than ALS, but realized that 
minimizing the reprojection error was not enough to achieve reliable 
reconstructions. There emerged the idea of the need of establishing constraints to 
the object deformation based on the prior knowledge of the 3D structure, and 
finding ways to smartly use this information. 
Several works have focused on the constraints applied in the recovery of 
the shape, showing that the rank constraints originally proposed by Bregler [42] 
were not sufficient in order to accurately reconstruct the object. Brand [43] 
introduced some extra constraints that forced the deformation of the object 
relative to the mean shape, the starting point in the optimization, to be small. 
Later, Xiao et al. [51] worked on the constraints applied to the shape basis, 
proposing some extra ones that allowed them to achieve better reconstruction 
results. The basic assumption under this proposal was that there were as many 
image frames as basis shapes, where these shapes were known to be independent, 
and this number was estimated along the process. Nevertheless, later on Brand 
[50] showed that this algorithm is not valid in the presence of noisy data or when 
the number of basis shapes is not correctly estimated. 
Although the idea of finding suitable constraints that assure a 
meaningful reconstruction of the 3D shape seems promising, there are scenarios 
where this deformation is inherently unconstrained. This is often the case when 
working with 2D features from monocular image frames. In these scenarios, 
several approaches have been made in order to avoid degenerate shape 
configurations using prior knowledge of the 3D structure, such as the one by 
Torresani et al. mentioned before [46], [55], where they applied EM and assumed 
Gaussian priors over the deformation parameters. In [48], Del Bue et al. 
proposed a factorization method that focused on some priors over the rigid 
component of the object, specifically applying them on some of the shape points 
that were considered more rigid than the rest. Olsen &  Bartoli [53] developed a 
factorization method that assumed temporal smoothness and continuous 
variation in the reconstruction of the 3D structure. In [56], Del Bue proposed 
incorporating prior knowledge of the feasible 3D shape configurations and using 
this information as a regularization term for the rigid component of the 
deformable object. He introduced this prior into an intermediate affine solution 
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proposed an incremental SfM approach that incorporated a similar prior on the 
feasible 3D shape configurations into the final Euclidean linear basis 
reconstruction, which provided the method with more robustness to noise, 
missing data and degenerate solutions. 
One of the main differences between the three general techniques 
mentioned so far (i.e. SFS, 3DMMs and SfM) is that SFS and 3DMMs generate 
dense 3D point clouds, whereas SfM generally produces a sparse 3D 
representation, that is, a reduced set of 3D facial features representing the face. 
This characteristic makes SfM a better approach for real-time applications, such 
as HPE, because much less information is handled. However, some applications 
such as face recognition, usually achieve better results using dense 3D 
representations, since having information about a larger amount of facial points 
becomes critical. 
Generic elastic models (GEMs) are another interesting approach to 
reconstruct 3D shapes from 2D observations that has recently been introduced 
Figure 3.1:  The 12-point model defined for the 3D face reconstruction methods 
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and seems very promising [63], [64]. The underlying assumption in GEMs is that 
depth information in a face (the Z component) is not significantly discriminative 
among different individuals, at least from the same ethnic group [63]. This means 
that, if the faces of different individuals are correctly aligned, the depths of any 
correspondent facial points are not very different among faces. Therefore, the 
depths of a set of facial points could be approximated by another person’s depths 
if they are known, or by the depths of the same anatomical points obtained from 
a generic 3D face model. The GEM is thus adjusted by elastically deforming the 
chosen generic depth map according to the (X,Y) positions of the points in an 
input frontal image of the face. The main advantages of GEMs are that they can 
generate the 3D shape from a single input image and that they entail very low 
computational expense. It is still unclear whether the GEM’s assumption about 
depths and all its implications are a valid approach in any scenario. For instance, it 
is derived from it that depth information in faces is not significantly 
discriminative for modeling 2D pose variability. 
This thesis is mainly devoted to contribute to HPE methods, in which 
there are often real-time requirements and the 3D face reconstruction is usually 
carried out from video sequences containing different views of the head. That is 
why SfM or GEMs result of more interest than SFS or 3DMMs for our purpose, 
and will thus receive more attention in the following section. 
 
 Proposed Reconstruction Methods 3.2
This section aims to describe the different face reconstruction methods 
that are proposed in this thesis. All of the approaches recover a 3D shape only 
based on 2D observations. Some of them only require a frontal view of the face, 
whereas others make use of different poses in the search for more accurate 
reconstructions. All of them are presented based on the 12-point model defined 
in the previous chapter and shown in Fig. 3.1, and they will be evaluated and 
compared between them in Section 3.3. For the moment, an exhaustive 
description of each of the methods is presented in the following lines. 
3.2.1 Cylindrical Head Model  
The first reconstruction method proposed is based on using a cylindrical 
head model (CHM). This has been a classical approach in the literature for HPE 
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cylinder. Once the coordinates of the facial points on the XY plane are 
determined, the depths in the Z axis are given by the corresponding points in the 
cylindrical surface. We propose obtaining the X and Y coordinates of the 3D 
shape by back-projecting the 2D observations from a frontal view of the face, as 
shown in Fig. 3.2. The image plane (πi) and object plane (πo) are represented 
parallel to each other. Two example image facial feature points (p1 and p2) are 
back-projected to the object plane generating P1 and P2, 3D points at the same 
depth. The specific depth of each point is then obtained by orthographically 
projecting them onto the cylinder surface, generating the 3D corresponding 
points in the CHM (P1’ and P2’).   
Figure 3.2:  Scheme of 3D face reconstruction from 2D images using the CHM. Two 
example image facial feature points are back-projected to the object plane, and final 
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In this configuration, the camera and object coordinate systems are 
aligned and image and model coordinates in the XY plane can be related by 
simple scaling factors if we assume there is no distortion. In those conditions, 
image and object coordinates are expressed by the following equations defining a 
basic pinhole camera model 
 𝑥𝑥 = 𝑓𝑓𝑓𝑓
𝑍𝑍0
𝑋𝑋       ,          𝑦𝑦 = 𝑓𝑓𝑓𝑓
𝑍𝑍0
𝑌𝑌 (3.1) 
where 𝑓𝑓𝑓𝑓 is the focal length of the camera and 𝑍𝑍0 the distance from the camera 
to the object. The term 𝑓𝑓𝑓𝑓
𝑍𝑍0
 is thus a scaling factor expressed in 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
𝑚𝑚𝑚𝑚
 that relates the 
image and object coordinate systems. In order to know the exact distance from 
the face to the camera for a given frontal view, we would need to know the exact 
dimensions of the face, which is not possible unless a 3D scan of the user’s head 
is available. We propose an alternative that consists in assuming certain global 
fixed dimensions for the head, obtained from an average head calculated from the 
3D scans of 200 users, i.e. the mean shape of the BFM already mentioned in this 
thesis [69]. This is equivalent to setting the distance 𝑍𝑍0 at which the object plane 
(πo) is located in Fig. 3.2, which in turn determines the cutting points for the 
back-projection lines (P1 and P2 in that figure). The fixed dimensions that will 
give us the scale are the distance between the outer corners of the eyes for a 
horizontal scale factor, and the distance from one of the outer eye corners to one 
of the mouth corners for a vertical scale factor. Let’s denote 𝒙𝒙𝑓𝑓 = �𝑥𝑥𝑓𝑓 ,𝑦𝑦𝑓𝑓� and 
𝑿𝑿𝑓𝑓 = �𝑋𝑋𝑓𝑓 ,𝑌𝑌𝑓𝑓 ,𝑍𝑍𝑓𝑓� the image and model coordinates of the 2D and 3D 
corresponding facial feature points defined in Fig. 3.1, with 𝑓𝑓 = 1 … 12. Both 
external eye corners (𝒙𝒙5 and 𝒙𝒙8 in the image, and 𝑿𝑿5 and 𝑿𝑿8 in the model) and 
one of the mouth corners (𝒙𝒙11 in the image and 𝑿𝑿11 in the model) are used as 
reference points to find the horizontal and vertical scaling factors (𝑠𝑠ℎ , 𝑠𝑠𝑣𝑣). 
Having manually annotated 𝑿𝑿5, 𝑿𝑿8 and 𝑿𝑿11 in the mean shape of the BFM, the 
scaling factors for a given frontal view of the head can be calculated as   
 𝑠𝑠ℎ = |𝑋𝑋5 − 𝑋𝑋8||𝑥𝑥5 − 𝑥𝑥8|       ,       𝑠𝑠𝑣𝑣 = |𝑌𝑌5 − 𝑌𝑌11||𝑦𝑦5 − 𝑦𝑦11| (3.2) 
The twelve 2D image points are then translated so that their origin is set 
at the right eye’s external corner, by subtracting 𝒙𝒙5 to every one of them. The X 
and Y coordinates in the object reference system for any facial point f are then 
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 �𝑋𝑋𝑓𝑓 ,𝑌𝑌𝑓𝑓� = �𝑋𝑋5 + 𝑠𝑠ℎ𝑥𝑥𝑓𝑓,  𝑌𝑌5 + 𝑠𝑠𝑣𝑣𝑦𝑦𝑓𝑓� (3.3) 
The depth for each point is then found by making the point lie on the 
cylinder surface. The dimensions of the cylinder have been previously defined by 
adjusting a general cylinder, with its axis aligned with the vertical Y axis, to the 
BFM [69], a 3DMM described in the previous chapter. This is done by finding the 
cylinder that minimizes the distance from each of the 53.490 vertices of the mean 
shape of the BFM to the surface of the cylinder, as shown in Fig. 3.3. The depth 
of the reconstructed 3D shape points is then easily found using the following 
equation 
 𝑍𝑍𝑓𝑓 = �𝑟𝑟2 − 𝑋𝑋𝑓𝑓2 (3.4) 
where r is the radius of the adjusted cylinder. Note that 𝑌𝑌𝑓𝑓 does not appear in the 
equation, since the cylinder is aligned with the Y axis. 
The process just described for obtaining the cylinder implies using a 3D 
morphable face model (the BFM) because we have chosen to do so in order to 
set the cylinder dimensions. However, it should be noted that any cylinder could 
be defined, with reasonable dimensions so that it approximates a human head, 
Figure 3.3:  Top-view of the cylinder adjusted to the 53.490 vertices of the BFM by 
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and this 3D face reconstruction method would not require having any 3DMM 
stored in advance. 
3.2.2 Generic 3D Morphable Face Model 
The second approach presented consists in using a generic 3D 
morphable face model to approximate any input face, specifically the mean shape 
of the BFM. The resultant 3D shape is obtained simply by annotating the 12 
facial points of interest in the mean shape of the BFM (the reader can refer to 
Fig. 3.1 to see it). The main difference of this approach with respect to the CHM 
is that the depths of the 3D points follow a ‘human’ pattern instead of a 
cylindrical surface. However, in this case the X and Y components of the 3D 
shape are not obtained based on the back-projections of 2D observations, but are 
fixed generic coordinates applied to any user. In other words, this approach does 
not consist in recovering a 3D model from image observations, but in using the 
same 3D shape belonging to a generic 3DMM for modeling any user’s face.  
3.2.3 Scaling Approach 
The scaling approach is based on applying scaling factors to the 12-point 
3D shape of the generic 3DMM presented above. The scales will be calculated 
based on 2D observations. First, a simpler approach based on calculating the 
aspect ratio between X and Y spatial components is described. Then, a more 
complex approach based on obtaining independent scale factors for the three 
spatial components, including Z, is presented.  
3.2.3.1 Aspect Ratio 
The aspect ratio between X and Y spatial components can be obtained 
from a single frontal view of the face. Using the same three facial feature points 
as reference as for the CHM approach (i.e. outer corners of the eyes and one 
corners of the mouth), annotated both in 2D in the image and in 3D in the BFM, 
a vertical and a horizontal scaling factor (𝑠𝑠𝑣𝑣 and 𝑠𝑠ℎ) can be calculated for a given 
frontal view of the head using equation (3.2). In order to keep the same global 
dimensions as the BFM, thus making just an aspect ratio adjustment, the scaling 
factors are normalized as 
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The X and Y components of the mean shape of the BFM are then 
scaled as 
 𝑋𝑋𝑓𝑓𝑠𝑠𝑓𝑓 = 𝑋𝑋𝑓𝑓 ∙ 𝑠𝑠ℎ′      ,       𝑌𝑌𝑓𝑓𝑠𝑠𝑓𝑓 = 𝑌𝑌𝑓𝑓 ∙ 𝑠𝑠𝑣𝑣′ (3.6) 
where 𝑋𝑋𝑓𝑓𝑠𝑠𝑓𝑓 and 𝑌𝑌𝑓𝑓𝑠𝑠𝑓𝑓  are the new scaled X and Y spatial components of a given 
feature point (𝑋𝑋𝑓𝑓 ,𝑌𝑌𝑓𝑓). Note that the 𝑍𝑍𝑓𝑓 components of the 3D shape remain 
unaltered and are those of the generic shape of the BFM.  
3.2.3.2 Full Scaling 
This approach consists in finding an optimal independent scale factor 
for the three spatial components (i.e. X, Y, Z) of the 3D shape of the generic 
BFM. Just a frontal view of the face was necessary in the previous scaling 
approach to find the aspect ratio for the XY plane, since this plane is parallel to 
the image plane in those conditions. Nevertheless, multiple views of the head in 
different poses are necessary in order to find an optimal scale for the out-of-plane 
Z component.  
Taking this into account, a multiple-view optimization framework is 
proposed in Algorithm 1, in which the 3D shape points 𝑿𝑿𝑓𝑓 are iteratively adjusted 
until an optimal 3D model 𝑿𝑿�𝑓𝑓 is reached. The 3D shape is initialized using the 
annotated mean shape of the BFM. At each iteration of the optimization process, 
the POSIT algorithm is first applied to recover the pose using the current 3D 
shape points 𝑿𝑿𝑓𝑓𝑝𝑝  and their correspondent 2D observations in the image 𝒙𝒙𝑓𝑓 for all 
the views of the face. Then, using the estimated pose, the 3D shape is projected 
onto each training image and the 2D projections 𝒙𝒙𝑓𝑓′ are compared with the real 
2D corresponding points in terms of average Euclidean distance 
 𝑚𝑚 = 𝐸𝐸𝐸𝐸𝑓𝑓𝐸𝐸𝐸𝐸𝐸𝐸𝑠𝑠𝐸𝐸�𝒙𝒙𝒇𝒇,𝒙𝒙𝒇𝒇′� = 1𝐹𝐹���𝑥𝑥𝑓𝑓 − 𝑥𝑥𝑓𝑓′�2 + �𝑦𝑦𝑓𝑓 − 𝑦𝑦𝑓𝑓′�2𝐹𝐹
𝑓𝑓=1
 (3.7) 
where 𝐹𝐹 is 12, the total number of facial feature points. The metric 𝑚𝑚 is thus an 
image error metric that represents the convergence of the method. The 3D shape 
is iteratively adjusted until the distance between the 2D projections and the real 
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This optimization scheme will be used for other multiple-view based 3D 
face reconstruction approaches proposed in this thesis, as it will be explained 
later. The 3D shape will be modified according to the deformation proposed in 
each approach, in an unconstrained nonlinear optimization framework following 
the Nelder-Mead simplex method [70]. In this case, an independent scaling factor 
for each spatial component is calculated at each iteration of the optimization 
framework, and the resultant 3D model points are calculated as 
 𝑋𝑋𝑓𝑓𝑠𝑠𝑓𝑓 = 𝑋𝑋𝑓𝑓 ∙ 𝑠𝑠𝑝𝑝      ,       𝑌𝑌𝑓𝑓𝑠𝑠𝑓𝑓 = 𝑌𝑌𝑓𝑓 ∙ 𝑠𝑠𝑦𝑦      ,       𝑍𝑍𝑓𝑓𝑠𝑠𝑓𝑓 = 𝑍𝑍𝑓𝑓 ∙ 𝑠𝑠𝑧𝑧 (3.8) 
where 𝑠𝑠𝑝𝑝 , 𝑠𝑠𝑦𝑦  and 𝑠𝑠𝑧𝑧 are the scaling factors for the X, Y and Z spatial dimensions 
respectively, and 𝑋𝑋𝑓𝑓, 𝑌𝑌𝑓𝑓 and 𝑍𝑍𝑓𝑓 are the spatial components of each annotated 3D 
feature point f of the mean shape of the BFM. 
3.2.4 PCA-Based Model Fitting 
The PCA-based approach uses a parametric face model defined on a 
PCA basis in order to adjust the parameters so that an error metric is minimized 
based on the 2D observations. In order to achieve a better fitting, the multi-view 
optimization framework described in Algorithm 1 will be adopted. First, the 
parametric face model is explained, and then a regularization term to constrain 
the model deformation and avoid degenerate solutions is presented. Preliminary 
experimental results showing the performance of both approaches with respect to 
Algorithm 1  Multi-view based 3D model fitting optimization framework 
1: Input:  �𝑿𝑿𝑓𝑓: �𝑋𝑋𝑓𝑓 ,𝑌𝑌𝑓𝑓 ,𝑍𝑍𝑓𝑓��𝑓𝑓=112 , �𝒙𝒙𝑓𝑓: �𝑥𝑥𝑓𝑓 , 𝑦𝑦𝑓𝑓��𝑓𝑓=112  
2: Initialize image error  𝑚𝑚 = ∞ 
3: repeat until  𝑚𝑚 < 𝜀𝜀 
4: Modify 𝑿𝑿𝑓𝑓𝑝𝑝 , being 𝐸𝐸 the current iteration 
5: Estimate the head pose using POSIT with 𝒙𝒙𝑓𝑓 and 𝑿𝑿𝑓𝑓𝑝𝑝  
6: Calculate 𝒙𝒙𝑓𝑓′ by projecting 𝑿𝑿𝑓𝑓𝑝𝑝  in the estimated pose 
7: Image error:  𝑚𝑚 = 𝐸𝐸𝐸𝐸𝑓𝑓𝐸𝐸𝐸𝐸𝐸𝐸𝑠𝑠𝐸𝐸�𝒙𝒙𝑓𝑓,𝒙𝒙𝑓𝑓′�  
8: end repeat until 
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the number of modes of the PCA used in the optimization are presented and 
discussed. 
3.2.4.1 Parametric Face Model 
The BFM, i.e. the 3DMM presented by Paysan et al. in 2009 [69], is a 
parametric face model built based on training data obtained from the 3D scans of 
200 subjects, 100 females and 100 males between 8 and 62 years old, most of 
them Caucasian. All the scans contained a neutral facial expression and were 
registered to ensure an optimized anatomical point correspondence between 
faces. The faces were parameterized as triangular meshes after registration, 
resulting in 𝑚𝑚 =53,490 vertices described by a shape vector (𝑥𝑥𝑝𝑝 ,𝑦𝑦𝑝𝑝 , 𝑧𝑧𝑝𝑝)𝑇𝑇 ∈ ℝ3 
with an associated texture vector (𝑟𝑟𝑝𝑝 ,𝑔𝑔𝑝𝑝 , 𝑏𝑏𝑝𝑝)𝑇𝑇 ∈ [0,1]3, where 𝐸𝐸 = 1 …𝑚𝑚. PCA 
was then applied to the data in order to create an orthonormal basis of 𝑚𝑚 =199 
principal components of texture and shape that make up a parametric face model 
ℳ{𝑠𝑠,𝑡𝑡} that consist of 
 ℳ𝑠𝑠 = (𝝁𝝁𝑠𝑠,𝝈𝝈𝑠𝑠,𝑼𝑼𝑠𝑠)      ,       ℳ𝑡𝑡 = (𝝁𝝁𝑡𝑡,𝝈𝝈𝑡𝑡 ,𝑼𝑼𝑡𝑡) (3.9) 
where 𝝁𝝁{𝑠𝑠,𝑡𝑡} ∈ ℝ3𝑚𝑚 are the mean, 𝝈𝝈{𝑠𝑠,𝑡𝑡} ∈ ℝ𝑛𝑛−1 are the standard deviations, and 
𝑼𝑼{𝑠𝑠,𝑡𝑡} = [𝒖𝒖1, … ,𝒖𝒖𝑛𝑛] ∈ ℝ3𝑚𝑚×𝑛𝑛−1 are the orthonormal basis of principle 
components of shape (s) and texture (t). Any face in the PCA basis can then be 
represented as a linear combination of the principal components  
 𝒔𝒔(𝜶𝜶) =  𝝁𝝁𝑠𝑠 + 𝑼𝑼𝑠𝑠 𝑑𝑑𝐸𝐸𝑚𝑚𝑔𝑔(𝝈𝝈𝑠𝑠)𝜶𝜶 
𝒕𝒕(𝜷𝜷) =  𝝁𝝁𝑡𝑡 + 𝑼𝑼𝑡𝑡 𝑑𝑑𝐸𝐸𝑚𝑚𝑔𝑔(𝝈𝝈𝑡𝑡)𝜷𝜷 (3.10) 
where 𝜶𝜶 = [𝛼𝛼1, … ,𝛼𝛼𝑛𝑛] is a vector of 𝑚𝑚 coefficients that define the shape and 
𝜷𝜷 = [𝛽𝛽1, … ,𝛽𝛽𝑛𝑛] a vector of 𝑚𝑚 coefficients that define the texture. By varying 
those coefficients, all the possible faces in the PCA subspace can be obtained. 
 The PCA-based model fitting to recover a 3D shape of the face is thus 
carried out by introducing 𝜶𝜶 = [𝛼𝛼1, … ,𝛼𝛼𝐿𝐿] coefficients in the optimization 
process described in Algorithm 1, being 𝐿𝐿 ∈ [1,𝑚𝑚] the number of principal 
components used in the deformation. PCA analysis is useful because it sorts the 
principal components based on their associated eigenvalues, and thus based on 
the amount of variance they model. Therefore the reconstruction can be made 
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shape 𝒔𝒔(𝜶𝜶) in equation (3.10) contains the 53,490 vertices that define the 
complete head model. Since there is an exact anatomical correspondence between 
the vertices from any face generated in the PCA subspace, the twelve facial 
feature points of interest 𝑿𝑿𝑓𝑓 can be annotated as vector indexes and easily 
recovered for any set of 𝛼𝛼 coefficients. The optimal coefficients 𝜶𝜶� that achieve 
the final 3D shape 𝑿𝑿�𝑓𝑓 are then found following the scheme laid out in Algorithm 
1, and the final shape is recovered as 
 𝑿𝑿�𝑓𝑓 = 𝝁𝝁𝑿𝑿 + 𝑼𝑼𝑿𝑿 𝑑𝑑𝐸𝐸𝑚𝑚𝑔𝑔(𝝈𝝈𝑿𝑿)𝜶𝜶� (3.11) 
3.2.4.2 Regularization Term 
The problem with 3D face reconstruction methods that are based on 
deforming the model on a PCA basis is that they can produce degenerate 
solutions (i.e. shape configurations considered impossible for real faces) if the 
deformation is totally unconstrained. Degenerate solutions are usually linked to 
high 𝛼𝛼 values, since the resultant model differs more from the average 
configuration, for which all 𝛼𝛼’s are 0. Therefore, we propose introducing a 
regularization term based on the shape coefficients in the optimization 
framework in order to constrain the model deformation and assure feasible shape 
configurations. This term is introduced in the calculation of the Euclidean error 
metric that will be minimized during the optimization 
 𝑚𝑚 = 1
𝐹𝐹
���𝑥𝑥𝑓𝑓 − 𝑥𝑥𝑓𝑓′�













𝑝𝑝=1  is the regularization term, being 𝑚𝑚 a constant that controls the 
level of regularization introduced. A high value of 𝑚𝑚 will result in a recovered 3D 
model close to the mean shape of the BFM, whereas a small 𝑚𝑚 will approximate 
the unconstrained fitting described in Section 3.2.4.1. Note that the sum of 
squares of the coefficients in the regularization term is averaged so that the 
number of principal components used in the deformation does not affect the 
error. The specific optimization scheme is detailed in Algorithm 2.  
3.2.4.3 Preliminary Experimental Results 
The PCA-based model fitting approach has been presented with the 
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Besides, the orthonormal basis of the BFM consists of 199 principal components, 
from which a certain number 𝐿𝐿 ∈ [1,199] will be used for the reconstruction. 
Obviously, the more modes introduced in the reconstruction, the longer the 
optimization of the coefficients will be, since each coefficient is a parameter to 
optimize. In order to analyze the influence in the reconstruction accuracy of both 
the number of modes optimized and the use or not of regularization, a 
preliminary study has been carried out and is presented here. The objective of the 
study is to select the best configuration for the PCA-based fitting approach, 
which will be the one used for the performance comparison carried out in Section 
3.3. These preliminary results have been obtained on the synthetic head pose 
database presented in Chapter 2, using 90 random frames per user for face 
reconstruction and the complete database for evaluation. The specific framework 
is the same as the one employed for the evaluation of the rest of the methods 
and, instead of giving details here, it will be thoroughly described in Section 3.3.1. 
Results are presented in Fig. 3.4. Average rotation and translation HPE 
errors have been obtained on the synthetic database using POSIT with the 2D 
ground truth and the reconstructed 3D shape. Model fitting errors have been 
obtained as the point-to-point average Euclidean distance between the 3D shapes 
of the reconstructed model and the real head. These errors have been calculated 
for the raw reconstructed shape, and for the reconstructed shape optimally 
registered to the real model using Procrustes analysis, which gives optimal 
Algorithm 2  Multi-view PCA-based ‘regularized’ model fitting optimization framework 
1: Input:  𝜶𝜶 = 0, �𝒙𝒙𝑓𝑓: �𝑥𝑥𝑓𝑓 , 𝑦𝑦𝑓𝑓��𝑓𝑓=112  
2: Initialize image error  𝑚𝑚 = ∞ 
3: repeat until  𝑚𝑚 < 𝜀𝜀 
4: Modify 𝜶𝜶𝑝𝑝 , being 𝐸𝐸 the current iteration 
5: Obtain  𝑿𝑿𝑓𝑓𝑝𝑝 = 𝝁𝝁𝑿𝑿 + 𝑼𝑼𝑿𝑿 𝑑𝑑𝐸𝐸𝑚𝑚𝑔𝑔(𝝈𝝈𝑿𝑿)𝜶𝜶𝑝𝑝 
6: Estimate the head pose using POSIT with 𝒙𝒙𝑓𝑓 and 𝑿𝑿𝑓𝑓𝑝𝑝  
7: Calculate 𝒙𝒙𝑓𝑓′ by projecting 𝑿𝑿𝑓𝑓𝑝𝑝  in the estimated pose 
8: Image error:  𝑚𝑚 = 𝐸𝐸𝐸𝐸𝑓𝑓𝐸𝐸𝐸𝐸𝐸𝐸𝑠𝑠𝐸𝐸�𝒙𝒙𝑓𝑓,𝒙𝒙𝑓𝑓′� + 𝑚𝑚 1𝐿𝐿 ∑ 𝛼𝛼𝑝𝑝2𝐿𝐿𝑝𝑝=1   
9: end repeat until 
10: Obtain the optimal shape  𝑿𝑿�𝑓𝑓 = 𝝁𝝁𝑿𝑿 + 𝑼𝑼𝑿𝑿 𝑑𝑑𝐸𝐸𝑚𝑚𝑔𝑔(𝝈𝝈𝑿𝑿)𝜶𝜶� 
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alignment between shapes by adjusting rotation, translation and scale. Besides, the 
average value of the optimal 𝜶𝜶 coefficients that represent the shape has been 
calculated. Finally, the computation time employed in the face reconstruction has 
been estimated. 
3.2.4.4 Discussion 
Two clear tendencies are observed in the results presented in Fig. 3.4. 
On the one hand, the more principal components used for the reconstruction, the 
more accurate results are obtained. On the other hand, results are generally better 
when the regularization term is introduced in the optimization process, especially 
when few principal components are used for the deformation. 
Figure 3.4:  Results for the preliminary study of the PCA-based model fitting, 
analyzing the performance of the method using regularization (red curve) and without 
using it (blue curve) against the number of principal components used in the face 
reconstruction. (a) Rotation average error; (b) Translation average error; (c) Point to 
point 3D model error; (d) Point to point 3D model error after registration of the 
reconstructed shape with the real 3D shape; (e) Average value of the 𝜶𝜶 coefficients 
that define the shape; (f) Average computation time per reconstructed face. 
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When the regularization term is introduced in the optimization, the error 
curves are quite stable regardless the number of principal components used. 
However, when no regularization is used in the optimization, all the error curves 
show a significant drop in the 10-50 number of modes range, and stabilize when 
75 or more modes are used, showing a performance similar to the regularized 
fitting for this last range. The average value of the coefficients that multiply the 
principal components in the PCA basis confirms this behavior, since it remains 
stable slightly under 1 for the whole range when regularization is employed, 
whereas it goes up to five times that value when only ten modes and no 
regularization are applied. This is a clear indicator of a degenerate solution in the 
3D face reconstruction because it has to be noted that the synthetic faces have 
been generated with random coefficients normally distributed with zero mean and 
unitary variance, as explained in detail in Chapter 2. Model fitting error is 
significantly reduced when the reconstructed faces are registered to the real 
synthetic ones, and the difference between regularized and non-regularized fitting 
is smaller. The same behavior in the mentioned ranges is still observed, but in a 
smaller scale. However, it is likely that registration is partially correcting model 
fitting error, especially when this one is bigger, as in the case of using few modes 
and no regularization. Finally, it can be observed that the computation time 
employed in the face reconstruction increases linearly with the number of modes 
optimized, and the regularization term does not seem to affect this time. 
It is important to note that in this study face reconstruction has been 
carried out in perfect tracking conditions (i.e. using the 2D ground truth of the 
database). It is likely that the regularization term becomes more important in 
noisy tracking conditions, since inaccurate 2D observations may easier lead to 
degenerate face reconstructions. 
Considering all the above, we can draw two main conclusions: 1) it is 
beneficial to introduce a regularization term that constrains the deformation in 
the PCA-based model fitting approach; 2) both the 3D fitting error and the HPE 
error are reduced as more principal components are optimized, at the cost of 
linearly incrementing the face reconstruction time. Therefore, a compromise has 
to be found, and the choice should be made based on the requirements of the 
target application. In our case, we will choose the regularized fitting using 75 
modes for the performance comparison with the rest of the methods that will be 
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3.2.5 Back-Projection-Based Fitting 
This model fitting approach is based on the back projection framework 
described for the CHM in Section 3.2.1. The X and Y components of the 3D 
shape points are similarly obtained by back-projection from a frontal view of the 
face using equations (3.2) and (3.3). However, instead of approximating the depth 
components to a cylindrical surface as in the CHM, three different approaches 
using the BFM for the calculation of the Z spatial components are proposed in 
the following subsections. 
3.2.5.1 Generic Depths 
The most basic approach for obtaining depth components for the 3D 
shape points consists in assigning a generic depth map obtained from the mean 
shape of the BFM. The same anatomical twelve 3D facial points have previously 
been annotated in the generic morphable model, and the depths of these points 
are used for the 3D face reconstruction of any new user. This approach is 
basically a GEM [63], [64], as described in Section 3.1, where the face 
reconstruction is achieved by elastically deforming the chosen generic depth map 
according to the 2D (x,y) positions of the points in an input frontal image of the 
face. 
3.2.5.2 Depth Interpolation 
Another approach consists in assigning the depths based on the 
intersection points between the back-projections of the 2D image observations 
and the 3D generic model (the BFM). This is an interesting approach when the 
anatomical corresponding points of the 2D observations are unknown; using just 
a frontal image, the image points are back-projected to a generic 3D model and 
the depths for the corresponding 3D shape points are obtained as the depths at 
which the back-projection lines intersect with the 3D surface of the model. 
As it has been said, X and Y coordinates are obtained using equations 
(3.2) and (3.3). Let us denote {𝑿𝑿𝑝𝑝}𝑝𝑝=1𝑚𝑚  the whole 3D mesh of the generic 3D 
model, with 𝑚𝑚=53,490 in the case of the BFM. The previously obtained X and Y 
spatial coordinates do not necessarily match those of any model point from the 
3D mesh, so Z must be interpolated. The K 3D points {𝑿𝑿𝑘𝑘}𝑘𝑘=1𝐾𝐾  with the smallest 
Euclidean distance to the back-projection line are obtained from the model, and 
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 𝑍𝑍𝑓𝑓 = ∑ 1𝑑𝑑𝑘𝑘 𝑍𝑍𝑘𝑘𝐾𝐾𝑘𝑘=1
∑ 1𝑑𝑑𝑘𝑘𝐾𝐾𝑘𝑘=1  (3.13) 
where 𝑑𝑑𝑘𝑘 is the Euclidean distance from 𝑿𝑿𝑘𝑘 to the �𝑋𝑋𝑓𝑓 ,𝑌𝑌𝑓𝑓� back-projection 3D 
line for each feature f. K has been set to 9 in our method based on preliminary 
experiments, where it has also been observed that the value of this parameter has 
a small impact and is not critical for the performance of the method. 
3.2.5.3 Depth from Different Views 
The last approach proposed to estimate the depths of the points in 
back-projection based fitting consists in using the multi-view based optimization 
framework from Algorithm 1. The X and Y spatial components have previously 
been obtained by back-projection using a frontal view of the face. However, an 
accurate estimation of point depths is hard to obtain from frontal views, where 
the Z axis of the model is aligned with the optical axis of the camera and 
therefore depth information is lost. Using different views of the face produced by 
out-of-plane rotations, we can assume that a more accurate estimation of face 
depths can be achieved. The optimization scheme from Algorithm 1 is in this 
case applied by iteratively modifying the Z components of the twelve facial points 
while X and Y coordinates are fixed (previously obtained by back-projection), 
until optimal depths that minimize the reprojection error are found. The initial 
depth values for the optimization loop are the generic depths from Section 
3.2.5.1, obtained from the mean shape of the BFM. 
3.2.6 Bundle Adjustment 
Bundle adjustment (BA) is a popular technique usually employed as the 
final step of many 3D object projective reconstruction algorithms in computer 
vision [71]. It uses an image sequence that depicts a set of 3D points of the object 
from different viewpoints in order to refine in an optimal way both the 3D 
structure that describes the scene geometry and the extrinsic and intrinsic camera 
parameters that describe the relative motion and optical characteristics 
respectively. The name of the method describes the process of adjusting the 
bundle of rays between the 3D points in the object and the optical center of the 
camera in the different positions. The optimization is carried out by minimizing 




CHAPTER 3 – 3D FACE RECONSTRUCTION 
non-linear least squares algorithms, from which Levenberg-Marquardt (LM) is 
considered to be the most successful one. 
BA is usually employed as a final step of any reconstruction algorithm 
because it requires a good initialization in order to provide accurate results. 
Moreover, it can be a large minimization problem due to the amount of 
parameters to optimize. Nevertheless, it is a widely used algorithm because it can 
effectively handle missing data and always provides a true maximum likelihood 
estimate. Among the different implementations that have been proposed for BA, 
possibly the most standard method for optimizing SfM problems in computer 
vision is the sparse bundle adjustment (SBA). The sparse implementation makes 
special emphasis on flexibility and performance efficiency by applying a specific 
variant of the LM algorithm that takes advantage of the sparse block structure of 
the problem, which basically consists in the lack of interaction among parameters 
for different 3D points and cameras. This results in a significant reduction of the 
computational cost of the reconstruction. 
We have chosen to implement the SBA [72] approach for the 3D face 
reconstruction problem. This algorithm also requires multiple views of the same 
face in order to build the 3D model. Since BA is usually employed as a final 
refinement method for 3D reconstructions, we need to provide it with an initial 
face model and pose estimation for the different views. In order to design a 
generic method, the mean shape of the BFM will be used to initialize the BA 
fitting of any input face, and initial pose estimates of every view will be achieved 
using POSIT with the mean shape of the BFM. 
3.2.7 Free Deformations 
Free deformations lay out a non-rigid model that is adjusted according 
to the 2D observations of corresponding points. We refer to this approach as 
‘free deformations’ because it is not based on back-projections from a frontal 
view, does not treat the model as a rigid one like the scaling approach, the 
deformation is not constrained by an orthonormal subspace like in the PCA 
approach, and deformation is not guided by a specific algorithm like in the BA 
approach. We present three different approaches in this category. The first one 
clusters the facial points based on the facial region they belong to according to 
heights in the face, and deforms these clusters along the vertical axis; the second 
one starts from a generic face and only adjusts the depth components; the third 
one considers every facial point independent and freely deforms them to find the 
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use of different views of the head to fit the model, following the framework laid 
out in Algorithm 1. 
3.2.7.1 Region-Based Deformation 
There are two important motives that have led to proposing this region-
based deformation in the manner it will be explained right after. On the one 
hand, we know that human faces show a significant symmetry with respect to the 
vertical axis in the XY plane, which may lead us to think that finding an accurate 
fitting for the 3D model points along the X axis is not very important, since 
image variations of symmetric points due to pose changes can compensate each 
other in terms of estimating the rotation correctly. On the other hand, theory of 
GEMs [63], [64] claims that depth information in a face (the Z component) is not 
significantly discriminative among different individuals and a generic depth map 
can be used to model any face.  
Based on those two assumptions, we propose a region-based 
deformation that deforms the face along the Y spatial component. The facial 
points are clustered according to their vertical height in the face: points in the 
eyebrows, points in the eyes, points in the nose and points in the mouth are the 
Figure 3.5:  Region-based deformation. Relative heights, H1, H2 and H3, between 
eyebrows cluster (yellow), eyes cluster (red), nose cluster (green) and mouth cluster 
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four clusters. Starting from the generic BFM and assuming the height of one of 
the groups is fixed, three relative heights need to be adjusted based on the 2D 
observations, as shown in Fig. 3.5. The relative heights are measured averaging 
the height of all the points in each of the clusters. The multi-view based 
optimization framework from Algorithm 1 is thus initialized with the generic 
heights of the mean shape of the BFM, and the resulting 3D shape is 
reconstructed at each iteration by adjusting each point’s height based on the 
variation of the relative height of its cluster. As already explained, X and Z spatial 
components of the facial points are always those of the generic model. 
3.2.7.2 Depth Fitting  
The depth fitting approach consists in just deforming the depths of the 
points, leaving X and Y components unaltered. This is the opposite approach as 
the one proposed by GEMs. The latter claims that depth information in a face is 
not significantly discriminative among different individuals and a generic depth 
map can be used to model any face. However, it is still unclear whether the 
GEM’s assumption about depths and all its implications are a valid approach in 
any scenario since, for instance, it is derived from it that depth information in 
faces is not significantly discriminative for modeling image appearance variation 
due to 3D pose changes.  
In order to analyze the validity of this assumption, we propose the 
opposite approach, in which X and Y components are assumed not to be 
discriminative among individuals and are approximated by a generic face model, 
i.e. the mean shape of the BFM. The depths of the facial points are fitted to the 
2D observations using the multi-view optimization framework described in 
Algorithm 1. 
3.2.7.3 Fully-Free Deformation 
Finally, a fully-free deformation is proposed, in which each spatial 
component of each facial point is assumed to be completely independent. This 
means that each point can vary freely during the fitting process. The model is 
built based on the multi-view optimization framework from Algorithm 1. The 
mean shape of the BFM is used to initialize the fitting, and X, Y and Z 
components of all the facial points are iteratively adjusted until the reprojection 
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This method is similar to BA in Section 3.2.6, in which all the points are 
also adjusted independently. The main conceptual difference between both 
methods is that, whereas the fully-free deformation considers multiple head poses 
on a single camera, the BA addresses the problem as a single head viewed from 
different cameras. In addition to that, the fully-free deformation follows 
Algorithm 1 for a reprojection error minimization based on the Nelder-Mead 
simplex method [70], whereas BA works with a LM minimization scheme. 
 
 Fitting Results 3.3
This section is devoted to presenting the fitting results of each of the 
approaches described, and provides a performance comparison. First, the 
framework on which the 3D face reconstruction has been carried out and model 
fitting methods have been evaluated and compared is described. Then, the results 
are presented and discussed in order to find the most suitable face reconstruction 
method. 
3.3.1 Framework 
All the model fitting approaches presented in the previous section have 
been evaluated in the same conditions. The synthetic head pose database 
presented in Chapter 2 has been used for face reconstruction and evaluation, 
since it is a controlled environment in which all the variables are manipulated at 
free will. The advantages of using this environment are thus numerous: 1) the real 
3D faces are available as ground truth for measuring the reconstruction error; 2) 
the exact anatomical corresponding points among faces are known; 3) noise-free 
3D ground truth for HPE evaluation is available; 4) noise-free 2D image ground 
truth for face reconstruction is available, avoiding tracking errors affecting the 
face reconstruction performance evaluation; 5) ideal camera parameters are 
known so that they do not affect the evaluation either; 6) the database contains 
36,000 total frames, 3,600 per user, a number large enough for good evaluation of 
model fitting approaches. 
Model fitting approaches using back-projection from frontal views (i.e. 
Sections 3.2.1, 3.2.3.1 and 3.2.5) make use of the initial frame of the twelve videos 
available for each user. It is important to remind that the head pose ground truth 
in the synthetic database copies the one in the UPNA real database presented in 
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slightly from a complete frontal view of the face. In order to compensate for this 
misalignment, the calculated back-projections are averaged across all the initial 
frames for each face. This procedure is in accordance with a real application 
needing a frontal view of the user for face reconstruction, where the user would 
be asked to try to stay still facing the camera for a certain amount of time, while 
all the frames acquired were averaged in order to obtain a more robust result. 
In the case of multi-view based fitting approaches (i.e. Sections 3.2.3.2, 
3.2.4, 3.2.5.3, 3.2.6 and 3.2.7), one frame per second from each video (excluding 
pure-translation videos) has been selected for the reconstruction, adding up to 90 
frames per face and assuring a certain variety of head poses. Exactly the same 
video frames have thus been used for reconstruction in all the multi-view based 
methods, which guarantees a fair performance comparison.  
The twelve facial points of interest have been annotated in 3D in all the 
synthetic faces, since the exact anatomical correspondences between faces are 
known and therefore also their exact 2D projections in each frame of the 
database. These real 3D shapes can thus be compared with the reconstructed 
shapes in order to obtain a 3D reconstruction error. Besides, HPE for the 
complete database has been carried out using POSIT with the reconstructed 3D 
shapes and the 2D ground truth, in order to analyze the impact of face 
reconstruction in the subsequent HPE output. Errors for HPE are obtained by 
comparing these estimations with the 3D ground truth of the database. 
Using the 2D ground truth for both the face reconstruction and the 
subsequent HPE implies that the reconstruction methods are evaluated and 
compared in perfect tracking conditions. This is an interesting way of comparing 
model fitting approaches because we avoid other variables affecting the 
reconstruction. However, it has also been considered of interest to study their 
performance in noisy environments. For this purpose, Gaussian noise of zero 
mean and selected values of standard deviation has been introduced in the 2D 
ground truth simulating tracking inaccuracies for both the face reconstruction and 
the subsequent HPE. The tracking noise is intended to affect both coordinates of 
the 2D images and thus follows a bivariate normal distribution, whose probability 
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where 𝜇𝜇𝑝𝑝 and 𝜇𝜇𝑦𝑦 are the mean of the two image coordinates, 𝜎𝜎𝑝𝑝 and 𝜎𝜎𝑦𝑦 the 
standard deviations and 𝜌𝜌 is the correlation value between both dimensions. 
Assuming they are uncorrelated, and making 𝜇𝜇𝑝𝑝 = 𝜇𝜇𝑦𝑦 = 0 and 𝜎𝜎𝑝𝑝 = 𝜎𝜎𝑦𝑦 = 𝜎𝜎, the 
PDF results in 
 𝑓𝑓(𝑥𝑥, 𝑦𝑦) = 12𝜋𝜋𝜎𝜎 𝑚𝑚−𝑝𝑝2+𝑦𝑦22𝜎𝜎2  (3.15) 
 The expected value of a measurable function of 𝑥𝑥 and 𝑦𝑦, 𝜙𝜙(𝑥𝑥,𝑦𝑦), is 
defined as 
 𝐸𝐸[𝜙𝜙(𝑥𝑥, 𝑦𝑦)] = � 𝜙𝜙(𝑥𝑥, 𝑦𝑦)𝑓𝑓(𝑥𝑥,𝑦𝑦)𝑑𝑑𝑥𝑥𝑑𝑑𝑦𝑦∞
−∞
 (3.16) 
 We can then calculate the relation between the standard deviation 𝜎𝜎 of 
the random noise applied to the 2D ground truth and the average tracking error 
we may expect, measured as the average Euclidean distance between the 2D 
ground truth and the noisy 2D points. The measurable function is then in this 
case the Euclidean distance 𝜙𝜙(𝑥𝑥, 𝑦𝑦) = �𝑥𝑥2 + 𝑦𝑦2, and equation (3.16) can be 
rewritten as 
 𝐸𝐸[𝜙𝜙(𝑥𝑥, 𝑦𝑦)] = � �𝑥𝑥2 + 𝑦𝑦2 12𝜋𝜋𝜎𝜎 𝑚𝑚−𝑝𝑝2+𝑦𝑦22𝜎𝜎2 𝑑𝑑𝑥𝑥𝑑𝑑𝑦𝑦∞
−∞
 (3.17) 
 Solving equation (3.17), we obtain that 
 𝐸𝐸[𝜙𝜙(𝑥𝑥, 𝑦𝑦)] = 𝜎𝜎�𝜋𝜋2 (3.18) 
where 𝐸𝐸[𝜙𝜙(𝑥𝑥, 𝑦𝑦)] is the expected tracking error if we introduce a 2D random 
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 Using all the above, the model fitting methods that perform best in 
perfect tracking conditions have been selected and tested in noisy tracking 
conditions, specifically for noise levels (average Euclidean error) of 1, 2, 3 and 4 
pixels. These noise levels have been applied to every frame of the synthetic 
database, creating a sort of ‘noisy databases’, where the selected model fitting 
approaches have been evaluated following the same procedure as for the perfect 
tracking database. Results using the real 3D model have been included as 
reference in the performance comparison. 
3.3.2 Results and Discussion 
First of all, it should be clarified that, in some tables and figures of this 
section, a code to identify each model fitting approach is used in order to save 
space. This code refers to the subsection, inside Section 3.2, in which the 
approach has been described (e.g. full deformation approach is described in 
Section 3.2.7.3 so it is referenced with the code ‘7.3’). Note that the real 3D 
model is shown as reference among the approaches with the code ‘0’.  
This section is divided in two parts: first, fitting results in perfect 
tracking conditions for all the methods proposed will be presented and discussed. 
Then, the methods that show the best performance will be selected and their 
performance in noisy tracking conditions will be presented and discussed. 
3.3.2.1 Perfect Tracking Conditions 
Model fitting 3D errors for all the reconstruction approaches proposed 
are presented in Table 3.1 and Fig. 3.6. The fitting approaches in the bar chart are 
identified by their codes. The first error shown corresponds to the reconstructed 
3D face directly compared to the real 3D model, whereas the second error results 
from comparing the shapes after registration through Procrustes analysis. 
Procrustes analysis has been applied in order to obtain the translation, rotation 
and scale that best adjusts the reconstructed shape to the real one. The aim of this 
process is to have a comparison metric that only depends on the 3D relative 
position of the points in the face. That is, a comparison of the internal 
configuration of the reconstructed and real 3D shapes, after errors due to 
difference between origins, misalignment of the coordinate systems, or global 
scale are corrected. 
In general, results comparing registered and non-registered 
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to the registration process. Non-registered errors are mainly around 4-5mm and 
registered ones around 3mm. There are, however, a few cases where this 
improvement is still greater: the full-scaling approach (3.2), the PCA-based 
approach (4), BA (6) and the fully-free deformation (7.3). The last three actually 
achieve the best fitting results among all the methods after registration, especially 
Table 3.1:  Model fitting 3D errors, measured as point-to-point Euclidean distance for 
the 12-point facial feature model. Errors for the reconstructed shapes with and without 
registration to the real 3D shape are shown. 
 
Fitting Approach Fitting Error (mm) 
Non-registered Registered 
0. Real model 0,00 ± 0,00 0,00 ± 0,00 
1. Cylindrical model 7,17 ± 3,17 5,79 ± 3,43 
2. Generic BFM 4,81 ± 2,32 3,10 ± 1,53 
3.1. Scaled – aspect ratio 5,03 ± 2,26 3,40 ± 1,48 
3.2. Scaled – full-scaling 6,15 ± 2,78 2,85 ± 1,14 
4. PCA-based 4,58 ± 2,01 1,56 ± 1,08 
5.1. Back-proj. – generic depths 4,62 ± 2,41 2,94 ± 1,56 
5.2. Back-proj. – depth interpolation 4,57 ± 2,36 2,78 ± 1,58 
5.3. Back-proj. – multiple view 4,17 ± 1,90 2,48 ± 0,94 
6. Bundle adjustment 2,76 ± 1,09 0,00 ± 0,00 
7.1. Free def. – region-based 4,73 ± 2,31 2,95 ± 1,34 
7.2. Free def. – depth fitting 4,90 ± 1,92 3,15 ± 1,10 
7.3. Free def. – fully-free 4,28 ± 1,81 1,37 ± 0,53 
 
Figure 3.6:  Bar chart of the model fitting 3D errors. Errors for the reconstructed 
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BA, which practically reaches a null error, meaning that the internal configuration 
of the reconstructed shape is identical to the real model.  
The full-scaling approach probably adjusts the scales to reach the best 
internal configuration that accounts for the 2D observations at the expense of 
suffering from a poor global scale. This statement is supported by translation and 
rotation errors in Table 3.2 – Fig. 3.7 and Table 3.3 – Fig. 3.8 respectively. While 
3D fitting and translation errors of the full-scaling approach are quite high in 
comparison with other methods, rotation error is the 5th from the 13 total 
approaches proposed. The global scale of the reconstruction will clearly affect the 
3D fitting error and the translation error in HPE, whereas it may have no effect 
on the rotation error. Let’s explain this with a simple example. Imagine having a 
downscaled version of a real face. Any 2D observation of the real face can be 
accounted for using the downscaled version, just by posing it closer to the 
camera. Finding the global scale of the model based only on 2D observations is in 
fact a great challenge, since there will always be an indetermination. This problem 
is nowadays overcome using devices such as depth cameras (e.g. Kinect), 
currently at competitive prices, which makes them more and more employed for 
this kind of applications. 
It should also be pointed out that approaches based on multi-view 
optimization (3.2, 4, 5.3, 6, 7.1, 7.2, and 7.3) perform generally better than 
approaches based on a single view of the face (1, 3.1, 5.1 and 5.2). The CHM 
approach (1) is actually the worst method in all the comparison metrics, which 
leads us to conclude that approximating the face by a cylindrical surface is not a 
good approach. In the case of using a generic face, the BFM (2), it shows a 
performance far from the best but also better than the worst approaches to a 
certain extent. It seems an interesting approach because it will always provide a 
stable performance in any environment, it does not require a model fitting 
process, and the results may be acceptable depending on the target application. 
The importance of depth estimation of 3D points is also an issue worth 
discussing. It has already been mentioned in this work, in Section 3.1, that GEMs 
[63], [64] claim that depth information in a face is not significantly discriminative 
among different individuals and, consequently, the depths of a set of facial points 
could be approximated by the depths of the same anatomical points obtained 
from a generic 3D face model. In order to assess this statement, we should pay 
attention to some of the methods presented. The approach 5.1, back-projection 
based fitting using generic depths, is purely a GEM approach, whereas the 
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actually be considered as the opposite approach. It is interesting to note that, 
whereas the GEM achieves similar but slightly better 3D model fitting results, the 
opposite approach shows a significantly better performance when using the 
reconstructed shape for HPE. This leads us to claim, answering a question posed 
by the recent GEM approaches, that, by using an elastically deformed generic 
depth map, we cannot reliably account for 2D variations due to 3D pose changes. 
The significance of accurately estimating depths is also supported by the poor 
Table 3.2:  Translation errors for the proposed model fitting approaches. 
 
Fitting Approach Translation Error (mm) 
TX TY TZ Avg 
0. Real model 0,11 0,04 0,89 0,35 ± 0,21 
1. Cylindrical model 10,24 8,29 3,75 7,42 ± 5,73 
2. Generic BFM 6,90 5,78 2,96 5,21 ± 4,06 
3.1. Scaled – aspect ratio 7,21 5,81 3,00 5,34 ± 4,17 
3.2. Scaled – full-scaling 9,13 6,09 3,93 6,38 ± 5,17 
4. PCA-based 7,97 5,60 2,82 5,46 ± 4,34 
5.1. Back-proj. – generic depths 8,13 6,15 3,64 5,97 ± 4,74 
5.2. Back-proj. – depth interpolation 6,26 4,66 3,48 4,80 ± 3,82 
5.3. Back-proj. – multiple view 6,82 4,24 3,13 4,73 ± 3,78 
6. Bundle adjustment 3,11 2,11 1,39 2,20 ± 1,73 
7.1. Free def. – region-based 6,76 5,66 2,85 5,09 ± 3,96 
7.2. Free def. – depth fitting 4,23 2,43 2,68 3,11 ± 2,50 
7.3. Free def. – fully-free 4,80 3,59 2,45 3,61 ± 2,83 
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results shown by the CHM, which not only uses a generic depth map but 
approximates a human face surface by a cylinder. In fact, approaches 2 and 5.1 
use the same X and Y coordinates in the built shape, and only differ in the 
depths’ approximation (cylinder or human). Another result supporting this claim 
is the comparison between the back-projection based fitting methods (5.1, 5.2 
and 5.3). The first approach uses a generic depth map (5.1) and achieves the 
worst results among the three. The second approach (5.2) interpolates the depths 
Table 3.3:  Rotation errors for the proposed model fitting approaches. 
 
Fitting Approach Rotation Error (°) 
Roll Yaw Pitch Avg 
0. Real model 0,02 0,07 0,02 0,04 ± 0,03 
1. Cylindrical model 0,23 1,19 0,98 0,80 ± 0,61 
2. Generic BFM 0,16 0,94 0,75 0,62 ± 0,48 
3.1. Scaled – aspect ratio 0,16 0,95 0,75 0,62 ± 0,49 
3.2. Scaled – full-scaling 0,15 0,51 0,34 0,33 ± 0,27 
4. PCA-based 0,10 0,55 0,39 0,35 ± 0,27 
5.1. Back-proj. – generic depths 0,24 0,98 0,75 0,66 ± 0,52 
5.2. Back-proj. – depth interpolation 0,24 0,86 0,63 0,57 ± 0,45 
5.3. Back-proj. – multiple view 0,22 0,51 0,27 0,33 ± 0,26 
6. Bundle adjustment 0,03 0,09 0,04 0,05 ± 0,04 
7.1. Free def. – region-based 0,16 0,93 0,74 0,61 ± 0,48 
7.2. Free def. – depth fitting 0,14 0,27 0,18 0,20 ± 0,16 
7.3. Free def. – fully-free 0,07 0,36 0,24 0,23 ± 0,18 
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Table 3.4:  Computation time for the proposed model fitting approaches. 
 
Fitting Approach Computation Time (s) 
0. Real model 0,00 
1. Cylindrical model 0,00 
2. Generic BFM 0,04 
3.1. Scaled – aspect ratio 0,00 
3.2. Scaled – full-scaling 10,29 
4. PCA-based 1204,20 
5.1. Back-proj. – generic depths 0,00 
5.2. Back-proj. – depth interpolation 0,03 
5.3. Back-proj. – multiple view 73,09 
6. Bundle adjustment 28,17 
7.1. Free def. – region-based 10,71 
7.2. Free def. – depth fitting 56,63 
7.3. Free def. – fully-free 583,82 
 
Figure 3.9:  Bar chart of computation time for the proposed model fitting approaches. 
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from a generic depth map based on the back-projections, and shows a slight 
improvement in performance. The third approach (5.3), however, calculates the 
depth through a multi-view based optimization process, fitting the depth of each 
of the 3D points. While the improvement in 3D fitting error and translation error 
is also slight, it is clearly more noticeable in rotation error. Therefore, an accurate 
estimation of point depths seems to be critical for achieving good rotation 
estimation in HPE. 
Average reconstruction times have also been calculated and are shown in 
Table 3.4 and Fig. 3.9. The reconstruction has been performed using Matlab on 
an IntelCore i5 PC with 6GB of RAM. The first thing to point out is that the 
PCA-based reconstruction is, by far, the slowest one, followed by the fully-free 
deformation. The two approaches are in the range of several minutes (20 and 10 
approximately), whereas the rest of the approaches are in the range of seconds. 
Remember that our PCA-based method optimizes 75 of the 199 principal 
components of the BFM. The computation time could be reduced by half 
optimizing only 35-40 modes (remember the linear tendency in Fig. 3.4f). 
However, that would be at the expense of losing accuracy in both reconstruction 
and HPE. In any case, the PCA-based model fitting method does not seem a 
suitable option, because it cannot reach competitive results with a reasonable 
reconstruction time.  
Apart from the two slowest methods mentioned, it should be noticed 
that, among the rest, single-view based methods reconstruct the face significantly 
faster (in the range of milliseconds) than multiple-view based methods (in the 
range of seconds), as it could be expected. This is, nevertheless, at the expense of 
losing accuracy, especially in rotation estimation. Single-view based methods can 
thus be a suitable option when reconstruction time requirements are critical for 
the application and accuracy requirements are looser. 
The best compromise is achieved, without doubt, by the BA. It is by far 
the most accurate model fitting method and employs in average 28 seconds to 
reconstruct each face. Besides, we can observe that its inherent problem of the 
need of a good initialization is overcome using the generic BFM for the initial 
estimate. BA is followed in performance by the fully-free deformation and the 
depth fitting using generic X and Y components, although the former presents 
the problem of the long reconstruction time required, and the latter does not 
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3.3.2.2 Noisy Tracking Conditions 
Based on the results described above, the following methods have been 
included in the performance comparison in noisy tracking conditions: the real 3D 
model (0), the mean shape of the BFM (2), the full scaling approach (3.2), the 
back-projection with multi-view depth fitting approach (5.3), BA (6), depth fitting 
with generic X and Y components (7.2), and the fully-free deformation (7.3). The 
first two have been selected as references: the real model, and a generic model 
that does not depend on the input face. They do not go under any deformation 
and thus are not affected by the tracking noise. The rest of the methods have 
been selected in order to have all the main groups of approaches represented, 
choosing the most accurate option from each. The CHM has been discarded 
because of its poor accuracy results, and the PCA-based method because of its 
large computation time. All in all, the methods included in this subsection are 
possibly the best options for any application. 
Model fitting error in 3D has been measured again for non-registered 
(Fig. 3.10a) and registered (Fig. 3.10b) reconstructed 3D shapes, in different 
tracking noise level conditions. The first noise level in the figures, a 0-pixel noise, 
corresponds to the perfect tracking setup presented in the previous section. The 
real 3D shape shows obviously a null fitting error for any noise level. The generic 
model, the mean shape of the BFM, shows a constant error independent from the 
tracking noise because it is not really a reconstruction, but a fixed generic model, 
therefore completely robust against noise.  
Regarding the rest of the methods, when their reconstruction is not 
registered to the real model, the fitting error does not always show a clear 
tendency against tracking noise (Fig. 3.10a). There seems to be an ascending 
tendency of the error in the case of the free deformations (7.2 and 7.3), a more 
notorious one in the case of the back-projection with multi-view depth fitting 
approach (5.3), and no tendency in the full-scaling approach (3.2) and the BA (6). 
However, this is once again likely to be due to a global scaling factor, since a clear 
tendency is observed when looking at the fitting errors after registering the 
reconstructed faces to the real ones (Fig. 3.10b). In this figure, every fitting 
method shows a poorer reconstruction as the noise in the 2D observations 
increases. The problem of not knowing the global scale of the face cannot be 
solved using only 2D views of the face, and it clearly masks fitting errors due to 
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In general, we can observe that the BA clearly obtains the best fitting 
results under any noise level (always under 1mm after registration and around 
3mm without), followed by the fully-free deformation. The latter obtains similar 
results as the generic BFM for the highest noise level. The full-scaling approach 
seems only valid after registration, but still does not show a significant 
improvement from using the generic BFM and even performs worse in high 
noise conditions. Approach 5.3 is also outperformed by the generic model after 
Figure 3.10:  Model fitting 3D errors when tracking noise is present in the 
reconstruction. (a) Non-registered reconstruction. (b) Reconstruction registered to the 
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2-pixel noise, and the case of method 7.2 is special because it achieves a worse 
fitting than the generic model for any noise level. This is striking because it 
should be reminded that approach 7.2 uses generic X and Y components and 
only fits the depths based on multiple 2D views of the face. We will get back to 
this later in this discussion. 
Figure 3.11:  Incremental HPE error when tracking noise is present in the 
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Using the reconstructed faces, HPE is carried out on the whole database 
and translation (Fig. 3.11a) and rotation (Fig. 3.11b) errors are presented. It is 
important to remember that the noise, of the corresponding level, is present both 
in the 3D shape reconstruction process and the subsequent HPE evaluation. 
Both HPE errors (translation and rotation) show a clear difference between the 
performance of the real 3D model and the rest, which becomes more and more 
significant as the noise level increases. When no noise is present, the HPE 
performance of the different methods can be compared, as it has been done in 
the previous section. Nevertheless, in the presence of noise, the curves tend to 
overlap and their differences become indistinguishable. 
There are two main reasons that explain this observation: 1) the lack of 
registration of the reconstructed face; 2) the tracking noise affecting the 
calculation of the relative HPE error. Let’s explain this in detail. We have seen 
that not having the reference of the real 3D face in order to register the 
reconstructed shape affects significantly the fitting error, especially due to the 
global scaling factor. This will also affect the estimation of translation in HPE. 
There can also be a misalignment between the coordinate system of the real 
model and the coordinate system of the reconstructed shape, which will affect the 
estimation of rotation in HPE. This ignorance of the real model, with which the 
ground truth for HPE has been obtained, is why pose estimation errors are 
usually measured relatively, in an incremental way from frame to frame, and not 
in an absolute way. And, in this case, the relative HPE error has been obtained by 
aligning the estimation and the ground truth for the initial frame of each video 
sequence in the database (we will discuss further the meaning of this in the next 
chapter). The problem is that, when noise is present in the 2D points, the 
estimation used in the calculation of the transformation for misalignment 
correction will be incorrect. This effect is more evident as the noise level 
increases. Moreover, the fact that the noise is of random nature enhances the 
effect, since the noisy 2D configuration of the initial frame is totally independent 
from the noisy 2D configurations of the rest of the frames. This last inconvenient 
is partially avoided in real tracking situations, because tracking errors usually show 
a drifting effect, more similar to an offset, that may be compensated to some 
extent by measuring incremental errors. 
In order to prove all the above, two paths have been followed regarding 
HPE error calculation: 1) carry out HPE after registering the reconstructed 3D 
shape to the real face; 2) perform a noise-free alignment to calculate the relative 
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shapes are shown in Fig. 3.12. As already explained, registration through 
Procrustes analysis allows us to obtain a reconstructed 3D shape that only differs 
from the real one in its internal configuration, but not in global scale, translation 
or rotation. This way, a perfect alignment between HPE estimation and ground 
truth reference systems is achieved, and HPE errors will only be due to 
differences in that internal configuration of the 3D points. Fig. 3.12 shows that 
the differences between the different approaches are now clearer, and the 
Figure 3.12:  HPE error when tracking noise is present in the reconstruction and 
subsequent HPE evaluation, previous registration of the reconstructed 3D shapes to 
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difference with respect to HPE results using the real model is significantly 
reduced. In fact, the registered BA model shows very similar results to the real 
model, showing just a slightly worse performance as the noise level increases. 
Approach 7.3 is the next best one, although the difference with respect to the BA 
and the real model is more significant, and it is followed closely by approach 7.2. 
The generic BFM and the full-scaling approach show quite similar results, the 
scaling deformation proving useful for rotation estimation but slightly worsening 
translation estimation. 
It is still true that the curves tend to converge toward the same HPE 
accuracy level as the tracking noise increases. This leads us to conclude that the 
HPE error caused by tracking inaccuracies prevails over the HPE error 
introduced by 3D model inaccuracies. The curve of approach 5.3, however, 
clearly diverges from the rest, the HPE error increasing faster as the noise level is 
incremented. This a priori strange behavior has a simple explanation: it is the only 
method in this comparison that is based on a back-projection of 2D points from 
a frontal view of the face (to estimate the X and Y coordinates of the 3D points). 
As the noise in 2D increases, these back-projections will become more inaccurate, 
leading to a poor reconstruction. Since the rest of the methods in this comparison 
are based on multiple views of the face, they will be able to compensate to some 
extent the increasing noise level and will therefore be less affected by it. 
In order to show the effect of the global scale of the model in HPE, 
registration through Procrustes analysis without the scaling factor has also been 
carried out between the reconstructed shapes and the real models. Results are 
shown in Fig. 3.13. It can be observed that rotation errors remain unaffected by 
the global scale, whereas it results critical for translation estimation. Translation 
error is in this case totally dominated by the global scale and not by the 2D noise 
level. 
Finally, HPE results after noise-free alignment between estimation and 
ground truth are shown in Fig. 3.14. The face reconstruction and HPE processes 
are carried out similarly, using the noisy image sets from each noise level, but the 
transformation to align the estimation and ground truth of head pose for the 
initial frame of each sequence has been calculated using noise-free 2D point sets. 
This approach is very interesting because it is quite in accordance with reality: we 
do not need to know the real 3D model, since there is no registration of the 
reconstructed shape, but we assume that we have a noise-free initial detection of 
the facial points in each image sequence. This could be implemented in a real 
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while several frames were acquired and the detected points averaged in order to 
obtain a stable and noise free estimation. The transformation matrix that aligns 
the estimation and ground truth would then be calculated and applied to any 
subsequent frame of the sequence, which could of course contain noisy tracked 
points, as in the case of the simulation with the noisy datasets presented here. 
Figure 3.13:  HPE error when tracking noise is present in the reconstruction and 
subsequent HPE evaluation, previous registration of the reconstructed 3D shapes to 
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These results are quite in accordance with the ones obtained after 
registering the reconstructed faces to the real ones. Regarding the rotation, using 
a generic model is the worst option for low noise levels but, as the noise increases 
and the rotation error with it, all the curves tend to converge to a same accuracy 
level. That is, the tracking noise tends to prevail over 3D model inaccuracies. This 
is even true for the case of using the real 3D model. The BA is once again the 
Figure 3.14:  Incremental HPE error when tracking noise is present in the 
reconstruction and subsequent HPE evaluation, after noise-free alignment of the 
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best option, at least for low tracking noise, where the curves are more 
distinguishable. Regarding the translation, we can observe also a convergence 
tendency between the different fitting approaches as the noise increases, but this 
time the real model remains over 2mm ahead of the rest in accuracy. This 
behavior is probably due to global scaling, which cannot be totally corrected 
through the noise-free alignment, at least not as well as through registration of 
3D shapes. This is also evident for the full-scaling approach, which shows the 
poorest performance for translation estimation, worse than the generic model, 
which keeps the global scale closer to the real one. The last thing worth 
mentioning is that approach 5.3, based on back-projections with multi-view depth 
fitting, improves its performance compared to results after registration. The most 
likely reason is that the noise-free alignment is able to compensate for the noisy 
back-projections regarding the HPE better than the registration of the 3D shapes. 
The inaccurate back-projections will produce a systematic HPE error that may at 
least partially be corrected by the transformation calculated using noise-free 2D 
points. 
 
 Full 3D Face Reconstruction 3.4
We present in this section a method to recover a dense full-head 3D 
model from the sparse 3D shape reconstructed through one of the approaches 
presented above. The full reconstruction is then evaluated and the results are 
discussed. 
3.4.1 Methods 
The parametric face model presented in Section 3.2.4 consists of 53,490 
vertices representing a dense 3D shape of the head, described by equation (3.10). 
We could therefore follow a similar PCA-based fitting approach in order to adjust 
the dense 3D mesh to a sparse reconstruction. The procedure is as follows: 
1) BA is used to reconstruct a sparse 3D shape of 12 points, as described in 
Section 3.2.6. This approach is selected among all because it achieves the best 
sparse reconstruction according to Fig. 3.6, almost perfect after registration to the 
real 3D shape. 
2) Following equation (3.11), the optimal coefficients 𝜶𝜶� that best adjust the 




CHAPTER 3 – 3D FACE RECONSTRUCTION 
is important to note that this optimization process minimizes the distance 
between both point clouds in 3D, as opposed to the 2D minimization of 
projections carried out in Section 3.2. A regularization term may be introduced in 
order to constrain the shape deformation as in equation (3.12), resulting in a 3D 
Euclidean error metric 𝑚𝑚 defined as 
 𝑚𝑚 = 1
𝐹𝐹
���𝑥𝑥𝑓𝑓 − 𝑥𝑥𝑓𝑓′�









3) The optimal coefficients 𝜶𝜶� resulting from the optimization are 
introduced in equation (3.10) to recover the dense 3D shape 𝒔𝒔(𝜶𝜶� ). Note that just 
the shape is recovered and not the texture, since no texture information is being 
used. 
The reconstructed dense 3D shape may then be compared with the 
complete real model of each synthetic user in order to compute full-head 3D 
reconstruction errors. 
3.4.2 Results and Discussion 
Table 3.5 presents the 3D errors measured as the average point-to-point 
Euclidean distance between the reconstructed dense 3D mesh and the real face 
for each of the users in the synthetic database, with and without the regularization 
term constraining the deformation. The reconstructions and the real faces can 
also be visually compared in Fig. 3.15a (no regularization) and Fig. 3.15b 
(regularization). Note that, since no texture information is available, all the faces 
are represented with the mean texture of the PCA. 
Regarding the 3D error quantification, it is observed that better results 
are obtained when the reconstruction is constrained through a regularization term 
in the optimization, leading to a 3.62mm average error against the 4.47mm 
average error when no regularization is applied. There is some difference among 
users as well: users 1 and 8 have the worst reconstruction error, whereas users 2, 
5, 6 and 7 achieve the best reconstructions. 
If we look at the figures, we can visually observe the differences among 
users, although it is not easy to match the visual impression with the quantitative 
errors obtained in the table. In general, we can observe that regularized 
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Table 3.5:  Full-head reconstruction errors for regularized and non-
regularized optimization processes. 
 
User Full-Head Reconstruction Error (mm) 
Non-regularized Regularized 
1 7,48 6,26 
2 2,77 2,70 
3 4,50 3,59 
4 4,54 3,25 
5 3,21 2,24 
6 2,67 2,58 
7 3,35 2,82 
8 7,39 5,18 
9 3,58 3,39 
10 5,15 4,14 
Avg 4,47 ± 2.07 3,62 ± 1.66 
 
Figure 3.15:  Comparison of full-head reconstructions and real faces. (a) Non-
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homogeneous, whereas non-regularized reconstructions lead to more 
heterogeneous faces, sometimes possibly visually more recognizable because of 
the over-deformations, with the inherent risk of resulting in degenerate solutions 
(user 3 is an example of this). 
All in all, it seems that 12 points are too few to give rise to accurate full-
head reconstructions, since a lot of facial information is missing. However, it is 
interesting to see that, in some cases, even with only 12 points a reasonably 
recognizable full-head reconstruction can be achieved. 
 
 Concluding Remarks 3.5
This chapter addresses the problem of 3D face reconstruction based on 
2D images, which is a necessary step for HPE. Different model fitting 
approaches have been proposed and described, some of them based on a single 
view of the face and some others making use of multiple views in different poses. 
All of them have been evaluated on the same framework, specifically on the 
synthetic database created on a completely controlled environment and presented 
in the previous chapter. This allows us to control all the variables affecting the 
face reconstruction, and provides us with the real 3D faces generated together 
with the database, which gives us a reference for fitting evaluation. All the 
methods have been evaluated and compared over two metrics: the 3D fitting 
error itself, measured as point-to-point Euclidean distance to the real face, and 
the HPE error obtained when using the reconstructed 3D shape with the POSIT 
algorithm. All the approaches have been evaluated both in noise-free 2D tracking 
conditions and in noisy tracking conditions, for different noise levels. 
Regarding the evaluation results, several conclusions can be drawn: 
 The global scale of the face significantly affects the fitting error, and this 
is something that cannot be corrected based only on 2D observations. 
 Multi-view based reconstructions perform better than single-view 
reconstructions in terms of accuracy, although it is at the expense of 
computational cost. 
 Accurate estimation of relative depths in the 3D shape seems critical to 
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 The global scaling indetermination affects mainly translation estimation 
in HPE. 
 As the 2D tracking noise increases, its effect on the HPE error tends to 
prevail over the effect of the inaccuracies in the reconstructed 3D model. 
 In the presence of noisy 2D tracking, it is of critical importance for the 
HPE performance to obtain an alignment between the estimation and the ground 
truth. This can be achieved in two ways: 1) by registering the reconstructed shape 
to the real face (not possible in real situations); 2) by calculating a transformation 
for HPE based on a noise-free image frame (which can be achieved with a good 
initial detection of facial points in real situations). 
 BA is the fitting method that obtains the best results in all the tests 
carried out. 
A method to obtain the reconstruction of the full face based on the 12-
point model has also been developed with promising results, although 12 points 
seem too few to reliably model the whole face. 
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This chapter focuses on the topic of 3D pose estimation based on 2D 
point tracking and proposes several contributions to enhance the performance 
based on using combined information from 2D and 3D. It is addressed as a 
problem of generic object pose estimation, in order to show that the methods and 
improvements proposed in this work are valid not only for HPE but for any 
object for which an approximate 3D model is available. We believe this is an 
important added value of this thesis, even though the original main goal has been 
to contribute to HPE methods. Section 4.1 presents the basic approach for 
estimating the pose of an object using the POSIT algorithm. Section 4.2 proposes 
and validates the novel ‘weighted POSIT’ (wPOSIT) algorithm, a modification of 
the original POSIT algorithm that aims to enhance its performance by applying 
weights to the 2D-3D point correspondences based on the tracking accuracy. 
Section 4.3 develops a method to obtain a tracking accuracy index (TAI) that can 
be used for weight calculation in the wPOSIT algorithm, based on two invariant 
shape metrics that we propose. Section 4.4 addresses the problem of outlier 
detection and correction in 2D images using combined information from 2D and 
3D. Finally, Section 4.5 is focused on applying the presented methods to the 
specific problem of HPE, describing the adaptations proposed and evaluating 2D 
tracking and 3D HPE results on two different head pose databases of videos. 
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 Basic Approach 4.1
This chapter is going to present various methods and improvements 
oriented to obtaining more accurate 2D tracking and 3D pose estimation, all of 
them based on using the POSIT algorithm [1] already presented in this thesis. We 
will thus call the “basic approach” to applying POSIT, using a set of 2D-3D 
correspondent points that describe the shape of the object, in order to obtain its 
3D pose in a sequence of images. We will define 𝒙𝒙𝑖𝑖
𝑝𝑝 = �𝑥𝑥𝑖𝑖𝑝𝑝,𝑦𝑦𝑖𝑖𝑝𝑝� the set of 2D 
points in the sequence, with 𝑖𝑖 = 1 …𝑁𝑁 frames, and 𝑿𝑿𝑝𝑝 = (𝑋𝑋𝑝𝑝,𝑌𝑌𝑝𝑝,𝑍𝑍𝑝𝑝) the set of 
corresponding 3D points in the model, with 𝑝𝑝 = 1 …𝑃𝑃 the number of point 
correspondences that describe the shape. 
The set of 3D points will be obtained through a 3D shape 
reconstruction algorithm based on the 2D observations from different frames, 
what is called in the literature structure from motion (SfM). SfM includes 
methods such as the ones described in Chapter 3. While the 3D point set is fixed 
for the object once the reconstruction has been performed, the corresponding 2D 
points must be obtained for each video frame for which the pose of the object is 
going to be estimated. This is usually achieved by an initial 2D feature point 
detection, typically using a frontal view of the object, followed by a 2D tracking 
that updates the location of the detected features in the image according to the 
object motion. The tracked 2D points and the previously reconstructed 3D points 
are therefore passed to the POSIT algorithm in order to determine the 3D 
rotation and translation that define the pose of the object in every frame of an 
image sequence, i.e. (𝑹𝑹𝑖𝑖 ,𝑻𝑻𝑖𝑖) with 𝑖𝑖 = 1 …𝑁𝑁. 
One of the main conclusions drawn from the previous chapter has been 
that inaccurate 2D tracking leads to 3D pose estimation errors, and that 2D 
feature location errors actually prevail over 3D model inaccuracies in the resultant 
pose, showing a more significant contribution to the error. It is thus of critical 
importance to find solutions that either correct the 2D tracking or at least 
compensate to the possible extent the effect that inaccurate image feature 
location causes in the 3D pose estimation. These are the main issues that are 
going to be addressed in the next sections and for which different solutions are 
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 Weighted POSIT 4.2
This section presents a novel variant of the POSIT algorithm, what we 
call the ‘weighted POSIT’ (wPOSIT). The idea is to improve the performance of 
the algorithm through the introduction of weights applied to the point 
correspondences. The proposed method will be evaluated using a simulated 
environment that has been built for this purpose. 
4.2.1 Algorithm Description 
The wPOSIT is a modified version of the POSIT algorithm, in which a 
certain weight is applied to each 2D-3D point correspondence. The manner in 
which these weights are applied consists in repeating each point as many times as 
its weight indicates. That is, the list of 2D-3D point correspondences passed to 
the POSIT algorithm contains repeated points according to the weights assigned. 
Therefore, the weights are integer numbers and the maximum weight is a 
parameter of the algorithm that, in turn, determines the number of weight levels 
available. 
The optimal way to determine the weight of a point in a certain frame 
would be to calculate a tracking accuracy index (TAI), which should indicate the 
accuracy with which the point has been located in that frame; the more accurately 
the point has been tracked, the higher the weight that should be applied, and vice 
versa. Obtaining a TAI for each point in every frame is a challenging task that will 
be addressed in Section 4.3. For the moment, we will assume that this index has 
already been obtained and we will apply ideal weights to the points in order to 
assess the performance of the wPOSIT against the basic approach (i.e. the non-
weighted version of POSIT). 
4.2.2 Simulation Results 
The evaluation of the wPOSIT has been carried out with the aid of the 
simulator tool described in Chapter 2. Therefore, the simulation to assess the 
validity of wPOSIT has been performed in the specific environment of HPE. 
Similarly to what has been done in Section 3.3.1 of Chapter 3, Gaussian noise of 
mean zero and selected values of standard deviation has been applied to the 2D 
ground truth of the synthetic database presented in Chapter 2 to generate a set of 
noisy databases, simulating noisy tracking. The PDF of this noise is described by 
equation (3.15) from Chapter 3. Using equation (3.18), the standard deviation 
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Euclidean distance from the noisy 2D observations to the ideal ones, takes round 
values ranging from 0 to 8 pixels for the different noisy databases generated. The 
image resolution of these synthetic databases is 1280×720 pixels. The 0-8 pixel 
range has been selected based on preliminary experimentation, which has shown 
us that errors between 3-7 pixels seem typical for that resolution when using 
some of the most standard 2D tracking methods, such as Lucas-Kanade [2], 
IntraFace [3], ASM [4] or AAM [5]. 
Using the ideal 3D model of each user in the synthetic database and the 
corresponding 2D projections in each frame, POSIT and wPOSIT have been 
applied to all the noisy databases generated, including the noise-free database, in 
order to obtain HPE errors for comparison. The weight of each point in each 
frame has been calculated using a linear function that relates it to the distance 
from the noisy point to its ideal location in the image, assigning the lowest weight 
(i.e. 1) to the maximum observed distance in the database, and the highest weight 
when the distance is zero. It has been observed in preliminary experiments that 
the number of weight levels has an almost negligible impact on the pose 
estimation accuracy for a wide range of levels (10-100). Hence, the number of 
weight levels has been set to 50 in this experiment. 
The comparison between POSIT and wPOSIT is shown in Fig. 4.1. As 
it could be expected, the average HPE error (translation and rotation) of both 
approaches is identical for the noise-free database, since the 2D points are ideal 
and thus the same weight is applied to any point in the database, which makes 
wPOSIT perform as a non-weighted POSIT. This error is also identical to the 
one presented in Chapter 3 for ideal 2D-3D correspondences, i.e. 0.35mm in 
translation and 0.04° in rotation. It is also observed that, as the tracking noise 
increases, HPE errors for both methods increase, and so does the absolute 
difference between them. In fact, if we measure the enhancement provided by 
wPOSIT with respect to POSIT as a ratio, we obtain an approximately stable 
10% HPE accuracy improvement for any tracking noise level. 
We can conclude from the presented experiment that, if we are able to 
ideally estimate how accurately a point is being tracked in a sequence, we can 
improve our pose estimation accuracy by a 10% if we apply wPOSIT instead of 
the non-weighted POSIT. Therefore, it has been shown that wPOSIT is a valid 
and very interesting contribution to pose estimation methods.  
However, there is an important consideration that should be made 
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approximated the 2D tracking noise as a Gaussian noise affecting all the points 
equally. This means that there may be several frames where many points in the 
shape are inaccurately tracked and, although weights are distributed in the best 
possible way to compensate for the effect of those tracking errors in the pose 
Figure 4.1:  POSIT and wPOSIT performance comparison. Average HPE 
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estimation, most of the points may receive a middle-range weight and the 
performance of wPOSIT may not differ much from POSIT for those frames. 
Nevertheless, tracking error in real situations may not be accurately described by a 
Gaussian distribution. When all the points are being accurately tracked except one 
or two that have hooked up to a static point in the image, due for instance to a 
partial occlusion of that part of the shape, the improvement provided by the 
wPOSIT may be magnified. HPE given by POSIT would suffer considerably in 
that situation, since a few points would present a very high tracking noise, but 
wPOSIT would be able to maximize its performance by applying a very high 
weight to most of the points and a very low weight to the few ones that have lost 
track. 
 
 Tracking Accuracy Index (TAI) 4.3
This section presents a method to obtain a TAI based on the use of two 
invariant shape metrics and their associated tolerance models. In order to ensure 
the feasibility of the method, object shape and pose independency must be 
achieved. Hence, methods to overcome these problems are also proposed. 
Finally, the weight calculation using the TAI is described for wPOSIT.  
4.3.1 Invariant Shape Metrics 
The proposed method is based on using interlandmark relationships to 
analyze the 2D geometrical configuration of the tracked points for each 
videoframe. This idea was introduced by Lekadir et al. in [6], where the ratio of 
interlandmark distances in triplets of points was defined as an invariant shape 
metric. In this thesis, we propose two complementary shape metrics (r and s) to 
characterize the geometrical configuration of the 2D features tracked in the 
object. These metrics are defined for each triplet of 2D points (𝑝𝑝𝑗𝑗 , 𝑝𝑝𝑘𝑘, 𝑝𝑝𝑙𝑙) as 
 𝑟𝑟𝑗𝑗𝑘𝑘𝑙𝑙 = 𝑑𝑑𝑗𝑗𝑘𝑘
𝑑𝑑𝑘𝑘𝑙𝑙
           ,              𝑠𝑠𝑗𝑗𝑘𝑘𝑙𝑙 = 𝜃𝜃(𝚥𝚥𝚥𝚥���⃗ , 𝚥𝚥𝑘𝑘���⃗ ) (4.1) 
where 𝑑𝑑𝑗𝑗𝑘𝑘and 𝑑𝑑𝑘𝑘𝑙𝑙 represent the Euclidean distance from 𝑝𝑝𝑗𝑗 to 𝑝𝑝𝑘𝑘 and from 𝑝𝑝𝑘𝑘 
to 𝑝𝑝𝑙𝑙 respectively, and 𝜃𝜃(𝚥𝚥𝚥𝚥���⃗ , 𝚥𝚥𝑘𝑘���⃗ ) is the angle formed by two vectors, one going 
from 𝑝𝑝𝑗𝑗 to 𝑝𝑝𝑘𝑘 and the other one from 𝑝𝑝𝑘𝑘 to 𝑝𝑝𝑙𝑙 . In fact, six shape metrics are 
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advantage of using these two shape metrics is that they are complementary, in the 
sense that any 2D point that drifts from its original position in the image 
produces a change in at least one of the two metrics.  
Fig. 4.2 shows this complementarity: fixing two points of a certain 
triplet, (-1,0) and (1,0) in the figure, for each value of 𝑟𝑟 there is a contour along 
which the third point of the triplet may drift while keeping 𝑟𝑟 constant. This 
means that there is a possibility of a point drifting along a specific contour in the 
object during the tracking so that this drifting would go undetected for the first 
shape metric. An analogous behavior is observed for the metric 𝑠𝑠, as shown also 
in Fig. 4.2. However, the contours that keep each metric constant are different 
and intersect only in two specific points in the image. Therefore, there does not 
exist any contour along which a point may drift and go undetected for both shape 
metrics, and it is very unlikely that the tracking error will consist in a point 
Figure 4.2:  Complementarity of the shape metrics r and s. Two fixed points, (-1,0) and 
(1,0) are represented, and around them a set of contours where the third point of the 
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jumping from one intersection of the corresponding contours to the other 
intersection, which would be the only possibility where the two shape metrics 
would not detect a tracking inaccuracy. 
These metrics thus describe the relative geometrical configuration of the 
2D points detected in the object, and therefore each point can be analyzed from 
its relative position with respect to other points in the shape. This information is 
very useful because it can be managed with the aim of distinguishing the points 
that are inaccurately located in the shape from those that have been tracked 
correctly. However, getting to that point is not straightforward, since each metric 
is making reference to three image points and there is no way of saying which one 
or which ones are incorrect just from the metric value. Moreover, these metrics 
show the advantage of being invariant to 2D scaling, rotation or translation, but 
they are not invariant to 3D pose changes in the object and neither to differences 
in appearance of objects of the same kind. The latter is easier to explain with an 
example: if we are working with facial features, and we define a triplet consisting 
for instance of two eye corners and the nose tip, both shape metrics may have 
different values for different persons even if the tracking is perfect, just due to 
differences in their facial appearance. This is true even if we are approximating 
the two persons with one generic 3D face model. Same reasoning is applicable for 
any object we aim to track, such as cars of different models, planes, buildings, etc. 
The following sections describe the solutions proposed to overcome 
these issues and achieve a full invariability of the shape metrics, which is one of 
the main challenges of the proposed method. 
4.3.2 Pose Normalization 
In order to make the shape metrics invariant with respect to the 3D 
pose of the object, thus minimizing the 2D appearance difference due to pose 
changes, the tracked 2D points are pose-normalized to a reference pose, usually a 
frontal view of the object. The process of pose normalization can be observed in 
Fig. 4.3, illustrated for the specific example of face tracking and head pose 
normalization. It consists in simulating a camera rotation and translation in order 
to get a frontal view of the face. First, the 3D pose of the object is estimated 
using POSIT and all the tracked points that define the object shape. In the 
example in the figure, the estimated pose consists in the transformation between 
the head (XM,YM,ZM) and the camera (Xi,Yi,Zi) coordinate systems, being the 
camera in its actual position (before the pose-normalization). Using that 
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the calculated pose, and the intersection between the back-projection line and the 
Z-plane corresponding to the depth of the original model point (πZ plane in Fig. 
4.3) is obtained as the current 3D object point being tracked in the image. Finally, 
this new 3D point is reprojected to a camera located just in front of the object 
according to the calculated pose (image plane πref in Fig. 4.3). In the example in 
the figure, an inaccurately tracked (pi’) and ideally tracked (pi) corner of the eye is 
shown, thus two image representations (one correct and one incorrect) of the 
same anatomical point. For the inaccurate image point, the back-projection line is 
drawn and the intersection with the πZ plane is shown (P’). The πZ plane 
corresponds to the depth of the ideal model point P in the head coordinate 
system (XM,YM,ZM), which is the 3D model point corresponding to the ideally 
tracked point pi. Both image points in the original camera plane, i.e. pi and pi’ in 
the πi camera plane, give place to two different image points in the calculated 
frontal view, i.e. pref and pref’ in the πref camera plane. The distance in the new Z 
axis (Zref in Fig. 4.3) at which the frontal camera is located is irrelevant since both 
shape metrics are scale invariant in 2D. The new image points represent the pose-
normalized appearance of the tracked features. Note in the example in the figure 
Figure 4.3:  Illustration of the pose normalization process. Original camera (Xi,Yi,Zi) 
and pose-normalized camera (Xref,Yref,Zref) are represented, together with the image 
projections of a correctly-tracked point P and a wrongly-tracked point P’ from the 3D 
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that the pose-normalized reprojections of the ideally tracked point (pref) and the 
inaccurately tracked point (pref’) keep being representative of the tracking error 
committed, but the difference between both points will only be due to the 2D 
tracking error and not to the instantaneous 3D pose of the head, if we assume an 
ideal pose estimation. In reality, this is not possible and the error in the 3D pose 
estimation will inevitably affect to some length the pose normalization process 
and the resulting 2D points, making impossible to achieve a full pose 
independency. Nonetheless, it will be later shown in the results section that this 
error is acceptable and overall the method performs well, overcoming the 3D 
pose dependency problem.  
4.3.3 Object Independency 
Object independency refers to the fact that the shape metrics should not 
depend on the specific appearance of the current object, which may not be 
identical to another object of the same kind. This is also easily understood with 
the example of faces, where metrics described by the same anatomical points will 
differ from one person to another just due to differences in their facial 
configuration (eye separation, mouth width…). In order to overcome this 
problem, the initial frame of the sequence to track is chosen as a reference 
template. The assumption made here is that our initial 2D feature point detection 
is correct and can therefore be used as a reference for comparison. The initial 
configuration of the points is then taken as ‘ideal’ for that object, and r and s 
metric values in every frame can be compared with that reference template, using 
the following comparison metrics: 




   𝑖𝑖𝑖𝑖 𝑟𝑟𝑖𝑖 < 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟                   ,                 𝑐𝑐𝑠𝑠𝑖𝑖 = 𝑠𝑠𝑖𝑖 − 𝑠𝑠𝑟𝑟𝑟𝑟𝑟𝑟 (4.2) 
being 𝑟𝑟𝑖𝑖 and 𝑠𝑠𝑖𝑖 the shape metrics calculated for the ith frame as defined in 
equation (4.1), and 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  and 𝑠𝑠𝑟𝑟𝑟𝑟𝑟𝑟  the same metrics calculated for the reference 
frame (1st frame). The superscript that refers to the point number shown in 
equation (4.1) is not shown in equation (4.2) for simplicity in notation. The 
comparison metric 𝑐𝑐𝑟𝑟𝑖𝑖  is defined in two sections in order to get two symmetric 
ranges for the values of the metric, i.e. (-∞,-1) and [1, ∞).  
 The metrics for every frame in the sequence, 𝑟𝑟𝑖𝑖 and 𝑠𝑠𝑖𝑖 , are obtained 




CHAPTER 4 – POSE ESTIMATION 
 
using the frontal view of the tracked points so that 2D differences due to 3D 
pose variations are avoided, as described in the previous section. This is also done 
with the metrics for the first frame, 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  and 𝑠𝑠𝑟𝑟𝑟𝑟𝑟𝑟 . Working with the comparison 
metrics defined in equation (4.2) instead of the absolute metrics defined in 
equation (4.1) allows us to compare the interlandmark configuration of the 
current frame with the interlandmark configuration of the initial frame that is 
taken as reference. This comparison can be carried out whatever the 3D pose 
difference between both frames is, since the 2D shape points have previously 
been pose-normalized. And measuring the relative differences between both 
interlandmark configurations (as is done in equation (4.2)) assures that 
appearance differences between different objects of the same kind are not 
affecting the measure. Therefore, we can claim that, through the described 
process, we obtain two invariant shape metrics (i.e. 𝑐𝑐𝑟𝑟𝑖𝑖  and 𝑐𝑐𝑠𝑠𝑖𝑖) that only depend 
on the accuracy with which the feature points in the object are being tracked. 
Note that, in perfect tracking conditions, 𝑐𝑐𝑟𝑟𝑖𝑖 = 1 and 𝑐𝑐𝑠𝑠𝑖𝑖 = 0 for any triplet of 
points. 
4.3.4 Tolerance Model 
Each landmark is now associated with two sets of invariant shape 
metrics for each frame. The main idea behind the calculation of a TAI is that an 
inaccurately tracked point will cause metrics calculated from triplets that include 
that point to be invalid. In order to tell whether a certain metric value is accepted 
or not, tolerance intervals (𝑇𝑇) that characterize a valid model have to be calculated 
in what is usually called tolerance analysis [7]. Extreme values of the metrics can 
then be detected if they fall outside the statistically determined tolerance intervals, 
usually calculated from training samples.  
If we denote F the cumulative distribution function of a metric 𝑐𝑐, being 
𝑐𝑐 the generic notation for the metrics 𝑐𝑐𝑟𝑟 and 𝑐𝑐𝑠𝑠 for a certain triplet of points, we 
can define its corresponding statistical tolerance interval 𝑇𝑇 = [𝑐𝑐𝐿𝐿 , 𝑐𝑐𝐻𝐻] as a two-
sided interval with 𝛽𝛽-content and 𝛾𝛾-confidence if 
 𝑃𝑃[𝐹𝐹(𝑐𝑐𝐻𝐻) − 𝐹𝐹(𝑐𝑐𝐿𝐿) ≥ 𝛽𝛽] = 𝛾𝛾 (4.3) 
The meaning of this equation is that at least a proportion 𝛽𝛽 of the total 
population lies in the interval [𝑐𝑐𝐿𝐿 , 𝑐𝑐𝐻𝐻] with a confidence coefficient equal to 𝛾𝛾. 
According to [8], if we assume that the metric 𝑐𝑐 follows a Gaussian distribution, 
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 𝑇𝑇 = [𝜇𝜇𝑐𝑐 − 𝚥𝚥2𝜎𝜎𝑐𝑐 , 𝜇𝜇𝑐𝑐 + 𝚥𝚥2𝜎𝜎𝑐𝑐] (4.4) 
where 𝜇𝜇𝑐𝑐 and 𝜎𝜎𝑐𝑐 are the mean and standard deviation of the distribution 
respectively, and 𝚥𝚥2 is the two-sided tolerance factor that can be approximated 
using the following equation according to [9]  
 𝚥𝚥2 = 𝑧𝑧(1−𝛽𝛽)/2��1 + 1𝑁𝑁� 𝑁𝑁 − 1𝜒𝜒𝛾𝛾,𝑁𝑁−12  (4.5) 
where N is the sample size, z(1−β)/2 the upper (1 − β)/2 quantile of the 
standard normal distribution and χγ,N−12  the lower γ quantile of the chi-squared 
distribution with 𝑁𝑁 − 1 degrees of freedom. 
Even though a Gaussian distribution of the samples is known, or often 
assumed, in many applications, there are cases where this could be a bad 
approach and it is better to use non-parametric tolerance intervals. According to 
[10], these should be calculated from the smallest and largest observation in the 
training set 
  𝑇𝑇 = [𝑚𝑚𝑖𝑖𝑚𝑚(𝑐𝑐),𝑚𝑚𝑚𝑚𝑥𝑥(𝑐𝑐)] (4.6) 
Note that each triplet of points in the shape (𝑗𝑗, 𝚥𝚥, 𝑘𝑘) gives room to two 
different shape metrics (𝑐𝑐𝑟𝑟𝑗𝑗𝑘𝑘𝑙𝑙  and 𝑐𝑐𝑠𝑠𝑗𝑗𝑘𝑘𝑙𝑙), and these will in turn have their own 
tolerance intervals associated (𝑇𝑇𝑐𝑐𝑟𝑟
𝑗𝑗𝑘𝑘𝑙𝑙  and 𝑇𝑇𝑐𝑐𝑐𝑐
𝑗𝑗𝑘𝑘𝑙𝑙). 
4.3.5 Weight Calculation 
Once the tolerance model has been built, two steps are followed in order 
to measure the dissimilarity of a point with the model. First, a likelihood measure 
𝑖𝑖𝑐𝑐 is obtained for each metric. Typically, this measure is defined as binary, being 1 
when the metric lies inside the tolerance interval and 0 otherwise 
 𝑖𝑖𝑐𝑐�𝑐𝑐𝑗𝑗𝑘𝑘𝑙𝑙� = � 1,     𝑖𝑖𝑖𝑖 𝑐𝑐𝑗𝑗𝑘𝑘𝑙𝑙 ∈ 𝑇𝑇𝑗𝑗𝑘𝑘𝑙𝑙0,      𝑒𝑒𝑘𝑘𝑠𝑠𝑒𝑒𝑒𝑒ℎ𝑒𝑒𝑟𝑟𝑒𝑒   (4.7) 
In our case, and according to how the comparison metrics have been 
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linear function with values going from 1 to 0 inside the tolerance interval, being 1 









𝑐𝑐𝑟𝑟𝐻𝐻 − 1 ,        𝑖𝑖𝑖𝑖 1 ≤ 𝑐𝑐𝑟𝑟 ≤ 𝑐𝑐𝑟𝑟𝐻𝐻
𝑐𝑐𝑟𝑟𝐿𝐿 − 𝑐𝑐𝑟𝑟
𝑐𝑐𝑟𝑟𝐿𝐿 + 1 ,      𝑖𝑖𝑖𝑖 − 1 > 𝑐𝑐𝑟𝑟 ≥  𝑐𝑐𝑟𝑟𝐿𝐿  0,                     𝑒𝑒𝑘𝑘𝑠𝑠𝑒𝑒𝑒𝑒ℎ𝑒𝑒𝑟𝑟𝑒𝑒







 1 − 𝑐𝑐𝑠𝑠
𝑐𝑐𝑠𝑠𝐻𝐻
,        𝑖𝑖𝑖𝑖 0 ≤ 𝑐𝑐𝑠𝑠 ≤ 𝑐𝑐𝑠𝑠𝐻𝐻1 − 𝑐𝑐𝑠𝑠
𝑐𝑐𝑠𝑠𝐿𝐿
,        𝑖𝑖𝑖𝑖 0 > 𝑐𝑐𝑠𝑠 ≥  𝑐𝑐𝑠𝑠𝐿𝐿  0,                     𝑒𝑒𝑘𝑘𝑠𝑠𝑒𝑒𝑒𝑒ℎ𝑒𝑒𝑟𝑟𝑒𝑒
                  (4.9) 
where tolerance intervals corresponding to both metrics are defined for each 
triplet as 𝑇𝑇𝑐𝑐𝑟𝑟 = [𝑐𝑐𝑟𝑟𝐿𝐿 , 𝑐𝑐𝑟𝑟𝐻𝐻] and 𝑇𝑇𝑐𝑐𝑐𝑐 = [𝑐𝑐𝑠𝑠𝐿𝐿 , 𝑐𝑐𝑠𝑠𝐻𝐻]. Note that the superscript ‘𝑗𝑗𝚥𝚥𝑘𝑘’ 
corresponding to each triplet is not shown in the equations for clarity of notation. 
When a metric falls outside of the tolerance, it is not straightforward to 
identify which point in the triplet is the cause, but we can calculate the likelihood 
𝑖𝑖𝑝𝑝 of each point to be an inlier by adding up the contributions of all the metrics 
associated to the point: 
 𝑖𝑖𝑝𝑝�𝑝𝑝𝑗𝑗� = 1𝑁𝑁𝑗𝑗�𝑖𝑖𝑐𝑐(
𝑘𝑘,𝑙𝑙 𝑐𝑐𝑗𝑗𝑘𝑘𝑙𝑙)𝑖𝑖𝑐𝑐(𝑐𝑐𝑘𝑘𝑙𝑙𝑗𝑗)𝑖𝑖𝑐𝑐(𝑐𝑐𝑙𝑙𝑗𝑗𝑘𝑘) (4.10) 
where 𝑁𝑁𝑗𝑗 is the number of triplets in which the point 𝑝𝑝𝑗𝑗 is present. Here again 
we use a general notation for both metrics, but we will actually obtain two 
likelihood measures (𝑖𝑖𝑟𝑟𝑝𝑝 and 𝑖𝑖𝑠𝑠𝑝𝑝) applying equation (4.10) to the two metrics. 
The two likelihood measures are averaged to get the final 𝑖𝑖𝑝𝑝 for every landmark.  
This process is carried out for each frame in the video sequence, and 
hence the likelihood measure can be written as 𝑖𝑖𝑖𝑖
𝑝𝑝, where 𝑖𝑖 = 1 …𝑁𝑁 frames and 
𝑝𝑝 = 1 …𝑃𝑃 points defining the shape of the object. In fact, 𝑖𝑖𝑖𝑖𝑝𝑝 is the TAI we were 
looking for from the beginning, ranging from 1, when the point is perfectly 
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This TAI can easily be transformed into a point weight for wPOSIT by 
applying weights proportional to the TAI value, knowing that the minimum 
weight (i.e. 1) must correspond to a TAI of 0, and the maximum weight 𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚  
(i.e. the number of weight levels we want to use) to a TAI of 1. Weights are thus 
obtained from TAIs through the following equation: 
 𝑒𝑒𝑝𝑝 = 𝑟𝑟𝑟𝑟𝑟𝑟𝑚𝑚𝑑𝑑(1 + (𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚 − 1) ∙ 𝑖𝑖𝑝𝑝) (4.11) 
Note that the result of the equation is rounded in order to obtain integer 
weights, because it must be reminded that weights are applied in wPOSIT by 
point repetition. 
The complete wPOSIT method developed in this thesis, including the 




Algorithm 4.1  wPOSIT 
1: Input:  𝑿𝑿
𝑝𝑝: (𝑋𝑋𝑝𝑝,𝑌𝑌𝑝𝑝,𝑍𝑍𝑝𝑝),  𝒙𝒙𝑖𝑖𝑝𝑝: �𝑥𝑥𝑖𝑖𝑝𝑝,𝑦𝑦𝑖𝑖𝑝𝑝�;  𝑝𝑝 = 1 …𝑃𝑃 points,  𝑖𝑖 = 1 …𝑁𝑁 frames. We denote 
them as 𝑿𝑿 (𝑃𝑃 × 3 matrix) and 𝒙𝒙𝑖𝑖 (𝑃𝑃 × 2 matrix) for simplicity.  
2: Process initial frame (we denote it as ref for ‘reference’): 
3: Apply POSIT:  �𝑹𝑹𝑟𝑟𝑟𝑟𝑟𝑟 ,𝑻𝑻𝑟𝑟𝑟𝑟𝑟𝑟� = 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇�𝑿𝑿,𝒙𝒙𝑟𝑟𝑟𝑟𝑟𝑟� 
4: Pose-normalized image points:  𝒙𝒙�𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑃𝑃𝑟𝑟𝑠𝑠𝑒𝑒𝑁𝑁𝑟𝑟𝑟𝑟𝑚𝑚�𝑹𝑹𝑟𝑟𝑟𝑟𝑟𝑟 ,𝑻𝑻𝑟𝑟𝑟𝑟𝑟𝑟 ,𝒙𝒙𝑟𝑟𝑟𝑟𝑟𝑟� 
5: Calculate 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 and 𝑠𝑠𝑟𝑟𝑟𝑟𝑟𝑟 invariant shape metrics from 𝒙𝒙�𝑟𝑟𝑟𝑟𝑟𝑟 
6: for 𝑖𝑖 = 2 → 𝑁𝑁 do (process rest of frames) 
7: Apply POSIT:  (𝑹𝑹𝑖𝑖 ,𝑻𝑻𝑖𝑖) = 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇(𝑿𝑿,𝒙𝒙𝑖𝑖) 
8: Pose-normalized image points:  𝒙𝒙�𝑖𝑖 = 𝑃𝑃𝑟𝑟𝑠𝑠𝑒𝑒𝑁𝑁𝑟𝑟𝑟𝑟𝑚𝑚(𝑹𝑹𝑖𝑖,𝑻𝑻𝑖𝑖 ,𝒙𝒙𝑖𝑖) 
9: Calculate 𝑟𝑟𝑖𝑖 and 𝑠𝑠𝑖𝑖 invariant shape metrics from 𝒙𝒙�𝑖𝑖 
10: Obtain comparison metrics:  𝑐𝑐𝑟𝑟𝑖𝑖 = 𝑖𝑖�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,𝑟𝑟𝑖𝑖� and 𝑐𝑐𝑠𝑠𝑖𝑖 = 𝑖𝑖�𝑠𝑠𝑟𝑟𝑟𝑟𝑟𝑟 , 𝑠𝑠𝑖𝑖�  
11: Tolerance analysis to obtain TAI:  𝑖𝑖𝑖𝑖 = 𝑇𝑇𝑟𝑟𝑘𝑘𝑇𝑇𝑚𝑚𝑚𝑚𝑘𝑘𝑦𝑦𝑠𝑠𝑖𝑖𝑠𝑠(𝑐𝑐𝑟𝑟𝑖𝑖 , 𝑐𝑐𝑠𝑠𝑖𝑖)  
12: Calculate weights: 𝑒𝑒𝑖𝑖 = 𝑊𝑊𝑒𝑒𝑖𝑖𝑊𝑊ℎ𝑡𝑡𝑡𝑡𝑚𝑚𝑘𝑘𝑐𝑐(𝑖𝑖𝑖𝑖)  
13: Apply wPOSIT:  (𝑹𝑹𝑖𝑖′ ,𝑻𝑻𝑖𝑖′) = 𝑒𝑒𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇(𝑿𝑿,𝒙𝒙𝑖𝑖 ,𝑒𝑒𝑖𝑖) 
14: end for 
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 Outlier Detection and Correction 4.4
While in the previous section we have explained how to obtain weights 
to apply wPOSIT, so that poorly tracked points have lower weight in the 3D pose 
estimation than accurately tracked ones, this section aims to go one step further 
and detect and eliminate outliers in the 2D shape tracked in each frame. 
Moreover, a method to correct these outliers is presented, aiming to improve the 
2D tracking performance and hence the subsequent 3D pose estimation. Both 
outlier handling methods are combined with wPOSIT and are actually an 
extension of Algorithm 4.1. 
4.4.1 Outlier Detection (OD) 
Outlier detection (OD) can be carried out after the TAI calculation 
presented in the previous section. We need to set a threshold 𝜆𝜆 for the TAI below 
which a point will be considered a potential outlier. This condition would then be 
defined by the following equation 
 𝑖𝑖𝑝𝑝�𝑝𝑝𝑗𝑗� < 𝜆𝜆 (4.12) 
The process of OD is described in detail in Algorithm 4.2. In fact, OD 
is combined with the wPOSIT method described in Algorithm 4.1, and lines 12-
24 of Algorithm 4.2 correspond to the OD module in the whole wPOSIT+OD 
method. After TAI calculation for all the feature points in a certain frame, the 
point with the minimum TAI is compared with the threshold 𝜆𝜆. If equation (4.12) 
is satisfied, the point is considered a potential outlier and undergoes the final 
checking process that will confirm or discard it as an actual outlier. This process 
can be divided in three steps: first, the TAIs are recalculated using only the 
metrics 𝑐𝑐𝑟𝑟 and 𝑐𝑐𝑠𝑠 of triplets that do not include the potential outlier, and new 
weights are calculated from these TAIs for the 2D point set in which the outlier is 
not included; then, wPOSIT is applied with the new weights to obtain a pose 
estimation that is supposed to be more accurate since the outlier has been 
excluded from the calculation, and this new pose estimation is used to repeat the 
steps of pose normalization, new metrics’ calculation and final TAIs estimation 
(without the outlier once again); finally, these new TAIs are compared with the 
original ones (excluding the outlier) and, if the average value of the new TAIs 
exceeds the average value of the old ones, the outlier is confirmed. If this final 
condition is met, it means that the metrics in which the outlier was involved were 
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reasonable indicative of a point being an outlier. This OD loop is iteratively 
repeated until no more outliers are detected, checking the lowest TAI among the 
new ones against the threshold at each iteration. Once the outlier-free 2D-3D 
correspondences have been determined and the final TAIs have been calculated, 
wPOSIT is applied in order to obtain the definitive pose for the current frame. 
 
Algorithm 4.2  wPOSIT+OD 
1: Input:  𝑿𝑿
𝑝𝑝: (𝑋𝑋𝑝𝑝,𝑌𝑌𝑝𝑝,𝑍𝑍𝑝𝑝),  𝒙𝒙𝑖𝑖𝑝𝑝: �𝑥𝑥𝑖𝑖𝑝𝑝,𝑦𝑦𝑖𝑖𝑝𝑝�;  𝑝𝑝 = 1 …𝑃𝑃 points,  𝑖𝑖 = 1 …𝑁𝑁 frames. We denote 
them as 𝑿𝑿 (𝑃𝑃 × 3 matrix) and 𝒙𝒙𝑖𝑖 (𝑃𝑃 × 2 matrix) for simplicity.  
2: Process initial frame (we denote it as ref for ‘reference’): 
3: Apply POSIT:  �𝑹𝑹𝑟𝑟𝑟𝑟𝑟𝑟 ,𝑻𝑻𝑟𝑟𝑟𝑟𝑟𝑟� = 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇�𝑿𝑿,𝒙𝒙𝑟𝑟𝑟𝑟𝑟𝑟� 
4: Pose-normalized image points:  𝒙𝒙�𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑃𝑃𝑟𝑟𝑠𝑠𝑒𝑒𝑁𝑁𝑟𝑟𝑟𝑟𝑚𝑚�𝑹𝑹𝑟𝑟𝑟𝑟𝑟𝑟 ,𝑻𝑻𝑟𝑟𝑟𝑟𝑟𝑟 ,𝒙𝒙𝑟𝑟𝑟𝑟𝑟𝑟� 
5: Calculate 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 and 𝑠𝑠𝑟𝑟𝑟𝑟𝑟𝑟 invariant shape metrics from 𝒙𝒙�𝑟𝑟𝑟𝑟𝑟𝑟 
6: for 𝑖𝑖 = 2 → 𝑁𝑁 do (process rest of frames) 
7: Apply POSIT:  (𝑹𝑹𝑖𝑖 ,𝑻𝑻𝑖𝑖) = 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇(𝑿𝑿,𝒙𝒙𝑖𝑖) 
8: Pose-normalized image points:  𝒙𝒙�𝑖𝑖 = 𝑃𝑃𝑟𝑟𝑠𝑠𝑒𝑒𝑁𝑁𝑟𝑟𝑟𝑟𝑚𝑚(𝑹𝑹𝑖𝑖,𝑻𝑻𝑖𝑖 ,𝒙𝒙𝑖𝑖) 
9: Calculate 𝑟𝑟𝑖𝑖 and 𝑠𝑠𝑖𝑖 invariant shape metrics from 𝒙𝒙�𝑖𝑖 
10: Obtain comparison metrics:  𝑐𝑐𝑟𝑟𝑖𝑖 = 𝑖𝑖�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,𝑟𝑟𝑖𝑖� and 𝑐𝑐𝑠𝑠𝑖𝑖 = 𝑖𝑖�𝑠𝑠𝑟𝑟𝑟𝑟𝑟𝑟 , 𝑠𝑠𝑖𝑖�  
11: Tolerance analysis to obtain TAI:  𝑖𝑖𝑖𝑖 = 𝑇𝑇𝑟𝑟𝑘𝑘𝑇𝑇𝑚𝑚𝑚𝑚𝑘𝑘𝑦𝑦𝑠𝑠𝑖𝑖𝑠𝑠(𝑐𝑐𝑟𝑟𝑖𝑖 , 𝑐𝑐𝑠𝑠𝑖𝑖)  
12: while (𝑚𝑚𝑖𝑖𝑚𝑚(𝑖𝑖𝑖𝑖) < 𝜆𝜆) do  
13: Repeat steps 9-11 without outlier and obtain 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂 
14: Calculate weights without outlier:  𝑒𝑒𝑖𝑖𝑂𝑂𝑂𝑂 = 𝑊𝑊𝑒𝑒𝑖𝑖𝑊𝑊ℎ𝑡𝑡𝑡𝑡𝑚𝑚𝑘𝑘𝑐𝑐(𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂)   
15: Apply wPOSIT without outlier:  (𝑹𝑹𝑖𝑖𝑂𝑂𝑂𝑂,𝑻𝑻𝑖𝑖𝑂𝑂𝑂𝑂) = 𝑒𝑒𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇(𝑿𝑿𝑂𝑂𝑂𝑂,𝒙𝒙𝑖𝑖𝑂𝑂𝑂𝑂,𝑒𝑒𝑖𝑖𝑂𝑂𝑂𝑂) 
16: Pose-normalized image points:  𝒙𝒙�𝑖𝑖𝑂𝑂𝑂𝑂 = 𝑃𝑃𝑟𝑟𝑠𝑠𝑒𝑒𝑁𝑁𝑟𝑟𝑟𝑟𝑚𝑚(𝑹𝑹𝑖𝑖𝑂𝑂𝑂𝑂,𝑻𝑻𝑖𝑖𝑂𝑂𝑂𝑂,𝒙𝒙𝑖𝑖𝑂𝑂𝑂𝑂) 
17: Repeat steps 9-11 with 𝒙𝒙�𝑖𝑖𝑂𝑂𝑂𝑂 and obtain the final 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂 
18: if �𝑚𝑚𝑒𝑒𝑚𝑚𝑚𝑚(𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂) > 𝑚𝑚𝑒𝑒𝑚𝑚𝑚𝑚(𝑖𝑖𝑖𝑖)� then 
19: Confirm and eliminate outlier. Update  𝑖𝑖𝑖𝑖 = 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂,  𝒙𝒙𝑖𝑖 = 𝒙𝒙𝑖𝑖𝑂𝑂𝑂𝑂 
20: else  
21: Break while loop 
22: end if 
23: end while   
24: Calculate final weights: 𝑒𝑒𝑖𝑖 = 𝑊𝑊𝑒𝑒𝑖𝑖𝑊𝑊ℎ𝑡𝑡𝑡𝑡𝑚𝑚𝑘𝑘𝑐𝑐(𝑖𝑖𝑖𝑖)  
25: Apply wPOSIT:  (𝑹𝑹𝑖𝑖′ ,𝑻𝑻𝑖𝑖′) = 𝑒𝑒𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇(𝑿𝑿,𝒙𝒙𝑖𝑖 ,𝑒𝑒𝑖𝑖) 
26: end for 
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4.4.2 Outlier Correction (OC) 
As a final contribution, we present a method for outlier correction (OC). 
Once outliers have been detected in a certain frame, an alternative to just 
removing them is to try to readjust them to their correct image position. For this 
to be done, there is usually a need for some kind of reference template on which 
we can rely to calculate the ideal image position of the detected outlier. 
The process of OC is described in detail in Algorithm 4.3. The OC 
module is actually integrated in the wPOSIT+OD method described in 
Algorithm 4.2, to give place to the final wPOSIT+OD+OC method. Lines 16-24 
in Algorithm 4.3 correspond to the OC module integrated in the complete 
algorithm. Once a potential outlier is detected, new TAIs are obtained excluding 
the outlier, giving place to new weights and a new pose after applying wPOSIT 
without the outlier. Using this as initialization, an iterative OC process is carried 
out. The estimated pose, initially obtained without the outlier (OD) but calculated 
using the corrected point in subsequent iterations (OC), is used to calculate the 
ideal 2D image position of the detected outlier. This is done through a pose 
denormalization process. Let’s explain this in detail: we have previously obtained 
a reference template of the 2D shape in a frontal view by pose-normalizing the 
2D points detected in the initial frame. This reference is supposed to be the ideal 
tracking and the calculated TAIs measure the 2D tracking performance with 
respect to that reference. Therefore, we can apply an inverse process of pose 
denormalization to that template and obtain the corresponding 2D projection of 
any of the reference points in the desired pose. This process is illustrated in Fig. 
4.4.  
The convergence of the iterative process is assessed by measuring the 
Euclidean 2D distance between the corrected outlier and its image position in the 
previous iteration. Once this distance is smaller than a chosen threshold, we 
assume that convergence has been reached and the final corrected image position 
for the outlier is obtained. This final image is pose-normalized with the last 
estimated 3D pose and the process to obtain the final TAIs is followed. Similarly 
to the OD method described in the previous section, if the new TAIs, calculated 
with the corrected outlier, exceed in average the old ones, previous to the outlier 
correction, the outlier is confirmed and the correction accepted. This OC loop is 
iteratively repeated until no more outliers are detected, checking the lowest TAI 
among the new ones against the threshold at each iteration. Once the outlier-
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Algorithm 4.3  wPOSIT+OD+OC 
1: Input:  𝑿𝑿
𝑝𝑝: (𝑋𝑋𝑝𝑝,𝑌𝑌𝑝𝑝,𝑍𝑍𝑝𝑝),  𝒙𝒙𝑖𝑖𝑝𝑝: �𝑥𝑥𝑖𝑖𝑝𝑝,𝑦𝑦𝑖𝑖𝑝𝑝�;  𝑝𝑝 = 1 …𝑃𝑃 points,  𝑖𝑖 = 1 …𝑁𝑁 frames. We denote 
them as 𝑿𝑿 (𝑃𝑃 × 3 matrix) and 𝒙𝒙𝑖𝑖 (𝑃𝑃 × 2 matrix) for simplicity.  
2: Process initial frame (we denote it as ref for ‘reference’): 
3: Apply POSIT:  �𝑹𝑹𝑟𝑟𝑟𝑟𝑟𝑟 ,𝑻𝑻𝑟𝑟𝑟𝑟𝑟𝑟� = 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇�𝑿𝑿,𝒙𝒙𝑟𝑟𝑟𝑟𝑟𝑟� 
4: Pose-normalized image points:  𝒙𝒙�𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑃𝑃𝑟𝑟𝑠𝑠𝑒𝑒𝑁𝑁𝑟𝑟𝑟𝑟𝑚𝑚�𝑹𝑹𝑟𝑟𝑟𝑟𝑟𝑟 ,𝑻𝑻𝑟𝑟𝑟𝑟𝑟𝑟 ,𝒙𝒙𝑟𝑟𝑟𝑟𝑟𝑟� 
5: Calculate 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 and 𝑠𝑠𝑟𝑟𝑟𝑟𝑟𝑟 invariant shape metrics from 𝒙𝒙�𝑟𝑟𝑟𝑟𝑟𝑟 
6: for 𝑖𝑖 = 2 → 𝑁𝑁 do (process rest of frames) 
7: Apply POSIT:  (𝑹𝑹𝑖𝑖 ,𝑻𝑻𝑖𝑖) = 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇(𝑿𝑿,𝒙𝒙𝑖𝑖) 
8: Pose-normalized image points:  𝒙𝒙�𝑖𝑖 = 𝑃𝑃𝑟𝑟𝑠𝑠𝑒𝑒𝑁𝑁𝑟𝑟𝑟𝑟𝑚𝑚(𝑹𝑹𝑖𝑖,𝑻𝑻𝑖𝑖 ,𝒙𝒙𝑖𝑖) 
9: Calculate 𝑟𝑟𝑖𝑖 and 𝑠𝑠𝑖𝑖 invariant shape metrics from 𝒙𝒙�𝑖𝑖 
10: Obtain comparison metrics:  𝑐𝑐𝑟𝑟𝑖𝑖 = 𝑖𝑖�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,𝑟𝑟𝑖𝑖� and 𝑐𝑐𝑠𝑠𝑖𝑖 = 𝑖𝑖�𝑠𝑠𝑟𝑟𝑟𝑟𝑟𝑟 , 𝑠𝑠𝑖𝑖�  
11: Tolerance analysis to obtain TAI:  𝑖𝑖𝑖𝑖 = 𝑇𝑇𝑟𝑟𝑘𝑘𝑇𝑇𝑚𝑚𝑚𝑚𝑘𝑘𝑦𝑦𝑠𝑠𝑖𝑖𝑠𝑠(𝑐𝑐𝑟𝑟𝑖𝑖 , 𝑐𝑐𝑠𝑠𝑖𝑖)  
12: while (𝑚𝑚𝑖𝑖𝑚𝑚(𝑖𝑖𝑖𝑖) < 𝜆𝜆) do  
13: Repeat steps 9-11 without outlier and obtain 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂 
14: Calculate weights without outlier:  𝑒𝑒𝑖𝑖𝑂𝑂𝑂𝑂 = 𝑊𝑊𝑒𝑒𝑖𝑖𝑊𝑊ℎ𝑡𝑡𝑡𝑡𝑚𝑚𝑘𝑘𝑐𝑐(𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂)   
15: Apply wPOSIT without outlier:  (𝑹𝑹𝑖𝑖𝑂𝑂𝑂𝑂,𝑻𝑻𝑖𝑖𝑂𝑂𝑂𝑂) = 𝑒𝑒𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇(𝑿𝑿𝑂𝑂𝑂𝑂,𝒙𝒙𝑖𝑖𝑂𝑂𝑂𝑂,𝑒𝑒𝑖𝑖𝑂𝑂𝑂𝑂) 
16: Initialize:  (𝑹𝑹𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂 ,𝑻𝑻𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂 ) = (𝑹𝑹𝑖𝑖𝑂𝑂𝑂𝑂,𝑻𝑻𝑖𝑖𝑂𝑂𝑂𝑂),  𝑑𝑑𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂 = ∞ 
17: while (𝑑𝑑𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂 < 𝜀𝜀) and (𝑖𝑖𝑡𝑡𝑒𝑒𝑟𝑟 ≤ 𝑀𝑀𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟) do 
18: Outlier correction:  𝒙𝒙𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂 = 𝑃𝑃𝑟𝑟𝑠𝑠𝑒𝑒𝑃𝑃𝑒𝑒𝑚𝑚𝑟𝑟𝑟𝑟𝑚𝑚�𝑹𝑹𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂 ,𝑻𝑻𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂 ,𝒙𝒙𝑖𝑖𝑂𝑂𝑂𝑂,𝒙𝒙�𝑟𝑟𝑟𝑟𝑟𝑟� 
19: Pose-normalized image points:  𝒙𝒙�𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂 = 𝑃𝑃𝑟𝑟𝑠𝑠𝑒𝑒𝑁𝑁𝑟𝑟𝑟𝑟𝑚𝑚(𝑹𝑹𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂 ,𝑻𝑻𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂 ,𝒙𝒙𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂 ) 
20: Repeat steps 9-11 with 𝒙𝒙�𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂  and obtain 𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂  
21: Calculate weights for OC:  𝑒𝑒𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂 = 𝑊𝑊𝑒𝑒𝑖𝑖𝑊𝑊ℎ𝑡𝑡𝑡𝑡𝑚𝑚𝑘𝑘𝑐𝑐(𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂 )   
22: Update pose with OC:  (𝑹𝑹𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂 ,𝑻𝑻𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂 ) = 𝑒𝑒𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇(𝑿𝑿,𝒙𝒙𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂 ,𝑒𝑒𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂 ) 
23: Update convergence metric:  𝑑𝑑𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂 = 𝐸𝐸𝑟𝑟𝑐𝑐𝑘𝑘𝑃𝑃𝑖𝑖𝑠𝑠𝑡𝑡(𝒙𝒙𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂 ,𝒙𝒙𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟−1𝑂𝑂𝑂𝑂 ) 
24: end while   
25: if �𝑚𝑚𝑒𝑒𝑚𝑚𝑚𝑚(𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂) > 𝑚𝑚𝑒𝑒𝑚𝑚𝑚𝑚(𝑖𝑖𝑖𝑖)� then 
26: Confirm and correct outlier. Update  𝑖𝑖𝑖𝑖 = 𝑖𝑖𝑖𝑖𝑂𝑂𝑂𝑂 ,  𝒙𝒙𝑖𝑖 = 𝒙𝒙𝑖𝑖𝑂𝑂𝑂𝑂 
27: else  
28: Break while loop 
29: end if 
30: end while   
31: Calculate final weights: 𝑒𝑒𝑖𝑖 = 𝑊𝑊𝑒𝑒𝑖𝑖𝑊𝑊ℎ𝑡𝑡𝑡𝑡𝑚𝑚𝑘𝑘𝑐𝑐(𝑖𝑖𝑖𝑖)  
32: Apply wPOSIT:  (𝑹𝑹𝑖𝑖′ ,𝑻𝑻𝑖𝑖′) = 𝑒𝑒𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇(𝑿𝑿,𝒙𝒙𝑖𝑖 ,𝑒𝑒𝑖𝑖) 
33: end for 
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 been calculated, final weights are calculated and wPOSIT is applied in order to 
obtain the definitive pose for the current frame. 
 
  Application to HPE 4.5
As it has already been mentioned, all the methods presented in the 
previous section are devoted to enhancing the 2D tracking and 3D pose 
estimation of any object for which an approximate 3D model is available. 
However, since this thesis is framed in the specific context of HPE, this section 
aims to adapt the presented methods for the task and evaluate them in real 
conditions. Moreover, our research group works with a wider goal of developing 
gaze estimation methods for low resolution images, a task for which HPE is 
considered a necessary step, as it has already been stated in the introductory 
chapter of this thesis. 
Figure 4.4:  Illustration of the pose denormalization process. An image point from the 
reference template (pref) in the frontal-view coordinate system (Xref,Yref,Zref) is back-
projected to the model (XM,YM,ZM) and reprojected to the image plane in the current 





CHAPTER 4 – POSE ESTIMATION 
The process of performing HPE in a video sequence could be divided in 
different steps according to what has been explained in this thesis so far: 1) 2D 
facial feature point detection and tracking; 2) calculation of corresponding 3D 
points in the model; 3) 3D pose estimation using POSIT algorithm; and 4) 2D 
tracking and 3D pose estimation enhancement based on TAI calculation, 
wPOSIT application, and OD and OC processes. This section addresses the 
application of all these steps; first, facial feature detection and tracking is 
described; then, the 2D tracking and 3D pose enhancement methods described in 
previous sections are adapted to the specific task of HPE. The calculation of a 
3D shape from 2D observations has already been addressed in detail in Chapter 
3. The POSIT algorithm has already been described and characterized in Chapter 
2. 
4.5.1 2D Facial Feature Detection and Tracking 
First of all, for HPE to be carried out in real videos, 2D facial feature 
point detection and tracking has to be performed. Various state-of-the-art 
approaches for this purpose are described and discussed in this subsection, and 
the approach adopted for our method is presented. Nonetheless, all the 2D 
tracking approaches presented here will be combined with POSIT in order to get 
a HPE performance that will be included in a comparison in Section 4.5.3.  
4.5.1.1 IntraFace 
IntraFace (IF) refers to a publicly available facial feature detection 
method developed by Xiong & De La Torre at the Carnegie Mellon University in 
2013 [3], and recently enhanced by the same authors in [11]. 
Algorithm Description 
IF is a supervised descent method (SDM) that detects a set of facial 
feature points distributed along the face based on previous training. Non-linear 
optimization methods are largely used in computer vision problems, typically 2nd 
order descent methods, due to their robustness. However, IF is based on applying 
a SDM for minimizing a non-linear least squares (NLS) function. A sequence of 
generic descent directions minimizing the function is learned in a supervised 
manner during training, and this sequence is then applied to detect the facial 
points in new input images by driving the optimization search. Xiong & De La 
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optimization schemes, i.e. the possibility of the function not being analytically 
differentiable, and the expensive computation of the Jacobians and Hessians. 
More recently, an extension of the SDM has been proposed by the same 
authors [11], called Global SDM (GSDM). Depending on the objective function, 
standard SDM may find several local minima in a small neighborhood and 
therefore average conflicting gradient directions, which could result in a poor 
performance. GSDM extends the standard approach by dividing the search space 
into different regions containing similar gradient directions, which solves the 
previous problem and provides a more efficient minimization process. 
Implementation 
The IF version based on the standard SDM is publicly available for 
research purposes at http://www.humansensing.cs.cmu.edu/intraface/. We have 
downloaded the Matlab implementation of IF, which detects 49 facial feature 
points. This point-set includes the interior part of the lips, which we have 
excluded in our experiments, resulting in the 43-point model shown in Fig. 4.5. IF 
is initialized at each frame using the detection resulting from the previous frame, 
assuming a small motion between frames. In order to provide the method with a 
Figure 4.5:  The 43-point model for the IF tracking algorithm we have implemented. 
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coarse estimate of the face position in the initial frame of each video sequence, 
thus avoiding misdetections, the classical face detector introduced by Viola & 
Jones [12] has been used. 
4.5.1.2 Appearance-Based Methods 
“Appearance-based methods” refers to the popular ASM [4], [13] and 
AAM [5], [14]–[19] techniques introduced by Cootes et al. more than a decade 
ago that are based on statistical models of shape and appearance. They can be 
applied to static images in order to segment a set of key feature points defining 
the object of interest, in this case the face. 
Algorithm Description 
ASM and AAM are based on a previous learning stage using a training 
image set in which key segmentation features have been annotated. ASM learns 
the statistical behavior of the object shape and the appearance of the 
neighborhood of each landmark, whereas AAM learns textures in the regions 
between landmarks in addition to the object shape. 
The training samples are images where the object has already been 
segmented. Segmentation consists in defining the shape of interest through the 
placement of several landmarks distributed along it. Each landmark must define a 
unique point of correspondence between all the shapes, so they must be placed 
carefully. Using these training samples, ASM and AAM learn the patterns of 
variability of the object and are able to automatically locate the landmarks. While 
ASM only works with shape constraints, AAM models also the texture of the 
object, creating a combined model from the coupled relationship between shape 
and texture. 
Principal Component Analysis (PCA) is usually applied to the training 
data in order to reduce its dimensionality and obtain the modes that best describe 
the observed variation. Using this technique, any shape instance can be described 
with the following equation: 
 𝒙𝒙 = 𝒙𝒙� + 𝑷𝑷𝑷𝑷 (4.13) 
where 𝐱𝐱� is the mean shape, 𝐛𝐛 = (𝑏𝑏1, 𝑏𝑏2, … , 𝑏𝑏𝑖𝑖)𝑇𝑇  is a t-dimensional vector 
containing the set of parameters that define the statistical shape and appearance 
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covariance matrix, which are associated to the t highest eigenvalues. The number 
of modes to retain (t) is usually chosen as the proportion 𝑖𝑖𝑣𝑣 (typically 95%-98%) 
of the total variance observed in the training we wish the model to explain. The 
total variance exhibited in the training is defined as the sum of all the eigenvalues 
𝜆𝜆𝑖𝑖 . Thus t is calculated as the minimum integer that satisfies ∑ 𝜆𝜆𝑖𝑖𝑖𝑖𝑖𝑖=1 ≥ 𝑖𝑖𝑣𝑣 ∑ 𝜆𝜆𝑖𝑖∀𝑖𝑖 . 
In ASM, the appearance model of each landmark is usually built using 
fixed-size grey profiles normal to the boundary defined by the shape and centered 
in the landmark itself. In order to reduce the effect of global intensity changes, 
the normalized first order derivative of the grey level profile is used. In AAM, on 
the other hand, the landmarks are triangulated and the texture contained in each 
triangle area is modeled. 
Implementation 
For ASM, a Matlab implementation based on the work by Cerrolaza et 
al. [20] has been chosen. The algorithm works at multiple resolutions, looking for 
the learned shape gradually from a coarser resolution to the finest possible 
resolution. In the case of AAM, the compositional gradient descent method 
introduced by Amberg et al. [21] has been chosen in order to achieve the best 
fitting. 
Both algorithms have been trained to perform an automatic detection of 
a 54-landmark model that composes the face shape for each input image. This 
model is defined in Fig. 4.6. The training has been carried out using the 
automatically labelled faces from the UPNA Head Pose Database [22] described 
in Chapter 2.  
The initialization of the algorithm, consisting in an initial estimation of 
the landmarks’ location, is usually critical to achieve a good fitting. In this work, 
both methods are initialized at each frame using the detection resulting from the 
previous frame, assuming a small motion between frames. To get a coarse 
estimate of the face position in the initial frame of each video sequence, the 
classical face detector introduced by Viola & Jones [12] is used. 
4.5.1.3 Optical Flow 
The term optical flow refers to the apparent motion of objects, edges and 
surfaces in an image due to the relative motion between the camera and the 
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computer vision was introduced by Lucas & Kanade in 1981 [2], and it can be 
applied to track a previously detected set of characteristic image points along a 
sequence in time. 
Algorithm Description 
The Lucas-Kanade algorithm is a Gauss-Newton gradient descent non-
linear optimization algorithm that is based on the assumption that the 
displacement of the image contents between two instants close in time is small 
(small motion), and that this displacement is constant for all the pixels within a 
neighborhood (spatial coherence). This neighborhood is defined in practice as an 
integration window in which the match for the point from the previous image 
frame is looked for in the current one. Those assumptions are reasonable to make 
in head tracking, making the Lucas-Kanade algorithm a priori suitable for the 
task. 
The algorithm works by searching for the point that minimizes a residual 
function. Let’s consider two consecutive image frames, 𝑃𝑃 and 𝐽𝐽, where the points 
Figure 4.6:  The 54-point model defined for the ASM and AAM methods that we 
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𝒖𝒖 = �𝑟𝑟𝑚𝑚,𝑟𝑟𝑦𝑦� and 𝒗𝒗 = �𝑣𝑣𝑚𝑚 , 𝑣𝑣𝑦𝑦� are a match, such that 𝑃𝑃(𝒖𝒖) and 𝐽𝐽(𝒗𝒗) correspond 
to the same 3D point in the face. The points 𝒖𝒖 and 𝒗𝒗 are related by the 2D 
velocity vector 𝒅𝒅 = �𝑑𝑑𝑚𝑚,𝑑𝑑𝑦𝑦�, such that 𝒗𝒗 = 𝒖𝒖 + 𝒅𝒅 = �𝑟𝑟𝑚𝑚 + 𝑑𝑑𝑚𝑚 ,𝑟𝑟𝑦𝑦 + 𝑑𝑑𝑦𝑦�. Since 
the similarity between points in both images is measured as brightness constancy, 
this similarity has to be defined in a 2D neighborhood sense in order to overcome 
the aperture problem, which basically consists in the difficulty of determining the 
motion direction of a point lying on a visual edge in the image. The 
neighborhood is defined using an integration window of width 2𝑒𝑒𝑚𝑚 + 1 and 
height 2𝑒𝑒𝑦𝑦 + 1, and the velocity vector that determines the new position of a 
tracked point is defined as the one that minimizes the following residual function: 





Even though the spatial coherence assumption is helpful when tracking 
low-texture points or points on edges, the Lucas-Kanade method performs best 
when the tracked points are characteristic features, which usually means being 
corners. The size of the integration window is a parameter of the algorithm that 
presents a tradeoff between accuracy and robustness; a small window may help 
accurately detecting small motions, whereas a large window deals better with large 
displacements. One of the main advantages of the Lucas-Kanade algorithm is that 
it is a general-purpose method able to track any kind of object without the need 
of specific training. 
Implementation 
In order to overcome the tradeoff problem, the most typical 
implementation of the Lucas-Kanade method is the pyramidal scheme [23]. It 
consists in a coarse-to-fine registration, in which the original image is 
downsampled to lower resolutions building a pyramid in which each level 
corresponds to one image resolution. This way, the algorithm is recursively 
applied at each level, starting from the coarser resolution in which larger 
displacements can be detected using the same integration window. The outcome 
of each level is used as an initial guess for the next level, increasing the accuracy 
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Different implementations of the pyramidal Lucas-Kanade method are 
available, such as a C++ implementation in the OpenCV libraries or a Matlab 
implementation recently included in the Computer Vision System Toolbox.  
4.5.1.4 Proposed Method 
We have chosen to implement Lucas-Kanade as the 2D tracking method 
for our HPE system. The main reason for this choice is that this tracking method 
is universal for any kind of 3D object, whereas IF has only been trained for faces 
and ASM and AAM also require a specific training for each kind of object, which 
is a time-consuming task, often tedious because of the difficulty of finding 
labelled datasets. Besides, the enhancement methods based on TAI calculation 
presented earlier have been shown to be valid for any kind of object to track, 
which makes them more interesting to be combined with a universal tracking 
method. Moreover, the Lucas-Kanade method treats each point as an 
independent entity, whereas IF or ASM/AAM work with point meshes that 
deform jointly, keeping a high degree of coherence in interlandmark relations. 
Therefore, the enhancement methods based on TAI calculation seem to be better 
suited for Lucas-Kanade, where it is more likely to find isolated outliers. 
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However, as described earlier, Lucas-Kanade is a method that needs an 
initial set of 2D points to start tracking. We have chosen to carry out this 
initialization by applying ASM to the initial frame of each video sequence. As 
already stated in Chapters 2 and 3, we are going to work with the 12-facial-point 
model shown in Fig. 4.7. Note that this 12-point model is part of the 54-point 
model detected by our ASM implementation and shown in Fig. 4.6.  
4.5.2 Tracking Accuracy Index (TAI) 
This section details the adaptation of the methods based on TAI 
calculation presented earlier to the specific problem of HPE. The process of 
obtaining a 3D point set that models the head has already been described in 
Chapter 3, and is carried out using the algorithm of Bundle Adjustment (BA), 
since it is the reconstruction method that performs best according to the results 
presented in that chapter. The tracking of the corresponding 2D points in the 
image sequence is carried out using Lucas-Kanade, as stated in the previous 
subsection.  
4.5.2.1 Invariant Shape Metrics 
The two invariant shape metrics defined in equation (4.1) are calculated 
for all the triplets of points available from the 2D points given by Lucas-Kanade 
in each video frame. Since we have chosen to use the 12-point model presented 
earlier, we will have 12!
3!9! = 220 different triplets of points. Three different 𝑟𝑟 
metrics and 𝑠𝑠 metrics are obtained from each triplet (i.e. indexes ordered as 𝑗𝑗𝚥𝚥𝑘𝑘, 
𝚥𝚥𝑘𝑘𝑗𝑗 or 𝑘𝑘𝑗𝑗𝚥𝚥), which results in 660 𝑟𝑟 and 𝑠𝑠 shape metrics. This, on the other hand, 
results in each of the 12 points being included in or represented by 165 triplets, 
and thus being described by 165 𝑟𝑟 metrics and 165 𝑠𝑠 metrics. 
4.5.2.2 Pose Normalization 
Every frame in an image sequence is pose-normalized to a frontal 
position through the process described in Section 4.3.2. Using the 2D points 
given by Lucas-Kanade and their corresponding 3D points, POSIT is applied to 
obtain the current pose of the head with respect to the camera, with which the 
pose-normalized appearance of the tracked points is obtained. By doing this, the 
2D facial appearance changes in the image due to the current 3D head pose are 
overcome. The two shape metrics are calculated once the face has been pose-
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4.5.2.3 Subject Independency 
As explained in Section 4.3.3, subject independency is achieved by using 
the initial frame of the sequence as template and comparing the metrics obtained 
in any subsequent frame with the template metrics. This way, appearance 
variations due to anatomical differences between subjects do not have any effect 
on the shape metrics.  
Facial points in the initial frame are detected using ASM and the initial 
head pose estimated using POSIT. These points are then pose-normalized in 
order to build the template for comparison for the whole sequence, which thus 
consists of a frontal view of the facial points initially detected for the current 
subject. The ASM detection is assumed to be correct, and thus the template for 
comparison is assumed to be the pose-normalized appearance that the facial point 
set of any frame should have if it is being tracked accurately. 
4.5.2.4 Tolerance Model 
The tolerance model for HPE has been built with the aid of the UPNA 
Head Pose Database that contains a large set of automatically annotated faces 
[22]. Non-parametric tolerance intervals have been calculated using this set 
according to equation (4.6). Since the labelled faces represent the ideal tracking, 
we can obtain the training samples by following the full procedure of pose 
normalization and comparison–shape–metrics calculation using the automatically 
annotated 2D points in the database. Being the tracking ideal, the 2D error in the 
pose-normalized points will just be due to inaccuracies in the 3D model, which 
has previously been obtained through BA. Actually, this model reconstruction 
error leads to a HPE error, as it has been seen in Chapter 3, which in turn leads 
to inaccuracies in the pose normalization and in the resulting 2D observations 
that correspond to the frontal view of the face. Therefore, we are able to build 
the tolerance model in perfect tracking conditions and we can assume that any 
sample that lies outside these intervals corresponds to inaccurate 2D tracking. 
All in all, we have made use of a large dataset (36.000 frames) of labelled 
training faces to calculate non-parametric tolerance intervals for the two 
comparison shape metrics for every combination of triplets of points with the 12-
point model, i.e. 660 intervals 𝑇𝑇𝑐𝑐𝑟𝑟
𝑗𝑗𝑘𝑘𝑙𝑙  and 𝑇𝑇𝑐𝑐𝑐𝑐
𝑗𝑗𝑘𝑘𝑙𝑙 , as defined in Section 4.3.4. Actually, 
the tolerance intervals have been calculated separately for each of the ten subjects 
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Fig. 4.8 shows the resultant tolerance model, represented as boxplots 
showing the high and low limits of the tolerance intervals of the comparison 
metrics (𝑐𝑐𝑟𝑟𝑗𝑗𝑘𝑘𝑙𝑙 and 𝑐𝑐𝑠𝑠𝑗𝑗𝑘𝑘𝑙𝑙) for each of the twelve facial points. That is to say that, 
for each facial point, the 165 tolerance intervals in which that point is involved, 
defined as 𝑇𝑇𝑐𝑐
𝑗𝑗𝑘𝑘𝑙𝑙 = �𝑚𝑚𝑖𝑖𝑚𝑚�𝑐𝑐𝑗𝑗𝑘𝑘𝑙𝑙�, 𝑚𝑚𝑚𝑚𝑥𝑥�𝑐𝑐𝑗𝑗𝑘𝑘𝑙𝑙��, and corresponding to each comparison 
metric, are represented. Note that each interval is represented three times in the 
boxplot, one for each point of the triplet to which that tolerance interval 
corresponds. This can be noticed looking at the largest tolerance intervals, 
represented by the most extreme high and low limits in the boxplot. 
4.5.2.5 Weight Calculation 
Using this tolerance model, the TAI 𝑖𝑖𝑖𝑖
𝑝𝑝 of each point 𝑝𝑝 in each frame 𝑖𝑖 
can be obtained for the 12-point model following equations (4.8), (4.9) and (4.10). 
As described in Section 4.3.5, the TAI consists of two contributions (i.e. 𝑖𝑖𝑟𝑟 and 






















































High tolerance limits of 𝒄𝒄𝒄𝒄𝒋𝒋𝒋𝒋𝒋𝒋  High tolerance limits of 𝒄𝒄𝒄𝒄𝒋𝒋𝒋𝒋𝒋𝒋  
Low tolerance limits of 𝒄𝒄𝒄𝒄𝒋𝒋𝒋𝒋𝒋𝒋  Low tolerance limits of 𝒄𝒄𝒄𝒄𝒋𝒋𝒋𝒋𝒋𝒋  
Figure 4.8:  Boxplot showing the obtained tolerance model for 𝑐𝑐𝑟𝑟 and 𝑐𝑐𝑠𝑠 comparison 
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contributions of 165 metrics (i.e. 𝑐𝑐𝑟𝑟𝑗𝑗𝑘𝑘𝑙𝑙  and 𝑐𝑐𝑠𝑠𝑗𝑗𝑘𝑘𝑙𝑙) from all the triplets in which 
the point is involved.  
We have developed a method to rank the metrics associated to each 
point according to their sensitivity to the tracking and HPE accuracy. This 
ranking allows us to select only a certain number of metrics for the calculation of 
the TAI of each point by choosing the most sensitive ones to tracking and HPE 
inaccuracies. This is especially useful when very large numbers of metrics are 
available, since the calculation may be time consuming and over-fitting problems 
may also arise. The 12-point model chosen in this work gives rise to 660 total 
metrics (165 per point), but note that, for instance, a 20-point model would result 
in 3.420 total metrics (513 per point), and a 50-point model would generate 
58.800 total metrics (3.528 per point). Hence, the method that is going to be 
presented may be especially necessary when working with this kind of face 
characterization models.  
The ranking method can be divided in two parts, resulting in two 
independent metric orders that are eventually combined in order to obtain the 
final ranking. The first part tries to account for the 2D tracking inaccuracy effect. 
For this purpose, the pose-normalized faces used for building the tolerance 
model as described in the previous subsection are taken to build the group of 
inliers, i.e. the group of metrics corresponding to accurately tracked points. 
Having those pose-normalized faces as reference, the group of outliers is built by 
taking a window around each of the points, which represents inaccurately-tracked 
points. It is also possible to be less restrictive by choosing a small inner window 
around each point to build the group of inliers and a bigger outer window to 
build the group of outliers. We can then calculate the intersection between inlier 
and outlier metrics, and rank the metrics from the one with the smallest average 
intersection (i.e. more sensitivity to tracking inaccuracies) to the one with the 
highest intersection (i.e. less sensitivity to tracking inaccuracies). The second part, 
on the other hand, tries to account for the effect of HPE inaccuracies on the 
pose-normalized faces. As it has been described earlier, errors in the 3D model 
reconstruction result in HPE inaccuracies, which in turn lead to errors in the 
pose-normalized 2D facial points. By looking at the variance of the metric values 
calculated from these pose-normalized faces, we can rank the metrics from less 
sensitive to HPE errors (smaller variance) to more sensitive (bigger variance). We 
can thus build a final ranking of metrics that accounts for their sensitivity to both 
2D tracking and 3D HPE inaccuracies by combining the two rankings and 
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work with the first 100 metrics in the ranking for each point, based on 
preliminary experimental results. 
Once the TAI for each point in each video frame has been calculated 
following the procedure described, weights for wPOSIT are obtained using 
equation (4.11).  
4.5.2.6 Outlier Detection (OD) and Correction (OC) 
OD and OC can be applied to head tracking and pose estimation as 
described in Algorithms 4.2 and 4.3 without any particular modification. When 
applying OD, it must be taken into account that POSIT needs at least four point 
correspondences in order to estimate a 3D pose, so there is a limit in the number 
of outliers that can be detected in one particular frame. Regarding OC, the pose 
denormalization process is applied as described in Section 4.4.2 with the aid of 
the 3D face model reconstructed using BA and the 2D points detected by ASM 
for the initial frame of the video sequence.   
4.5.3 Results and Discussion 
Final results for the HPE methods introduced in this chapter are 
presented in this section. For the evaluation of the methods, two head pose 
databases of videos have been employed: the BU Headtracking Database [24] and 
the UPNA Head Pose Database [22]. The former contains 45 videos of 200 
frames of 5 users performing free head movements, whereas the latter contains 
120 videos of 300 frames of 10 users performing both guided and free movement 
sequences. HPE results have been evaluated in both databases. In addition to 
that, the UPNA database also contains a 2D ground truth (see Chapter 2), which 
allows us to evaluate 2D tracking performance. On the other hand, the BU 
database has been widely used for evaluation of HPE methods in the last decade, 
which gives us the opportunity to compare our methods with the state of the art. 
The methods proposed in this thesis give room to four different HPE 
approaches that are going to be referred to as: 1) the basic approach; 2) wPOSIT; 
3) wPOSIT+OD; 4) wPOSIT+OD+OC. The basic approach applies POSIT to 
the tracked points, as described in Section 4.1. wPOSIT is described in Algorithm 
4.1 and consists in calculating a TAI in order to assign weights to POSIT. 
wPOSIT+OD integrates an iterative outlier detection module together with the 
wPOSIT method, as described in Algorithm 4.2. Finally, wPOSIT+OD+OC is 
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to the previous method. These four approaches are evaluated in this section, both 
for 2D tracking accuracy and 3D HPE accuracy. Besides those methods, the 
ASM, AAM and IF 2D tracking methods presented in Section 4.5.1 are included 
as reference in a performance comparison, combined with POSIT in order to 
obtain additional HPE results. In addition to that, various state-of-the-art HPE 
algorithms that have reported results for the BU database are also included in the 
comparison. 
4.5.3.1 Tracking Results 
2D facial point tracking results for the UPNA Head Pose Database are 
shown in Tables 4.1 and 4.2. Table 4.1 presents an exhaustive comparison 
between the four methods introduced in this chapter, whereas Table 4.2 presents 
an accuracy comparison between these four approaches and two state-of-the-art 
methods used as reference. The 2D facial point tracking accuracy is measured as 
the average Euclidean distance between the tracked points and the 2D ground 
truth provided with the database, which was obtained through an automatic facial 
annotation method described in Chapter 2. No tracking results are shown for the 
BU Headtracking Database because no such 2D ground truth is available for 
those image sequences.  
Table 4.1 shows a detailed comparison between the approaches 
proposed in this thesis, in which the errors have been measured for all the frames 
(AF) in the database, on the one hand, and for frames in which at least one outlier 
has been detected (OF), on the other hand. The proportion of frames with at 
least one outlier is also shown (OF/AF). This proportion depends on the 
parameters of the algorithm, especially the threshold for outlier detection. These 
parameters have been optimally adjusted in preliminary experimentation, and it 
results in 23,52% of the frames in the database containing at least one outlier 
according to our OD module. The basic approach is the reference for 
comparison because it is the tracking given by Lucas-Kanade for the 12 facial 
points. The wPOSIT approach gives the same 2D tracking results as the basic 
approach, since it affects the 3D HPE by giving weights to the tracked points 
based on the TAI, but does not alter the tracked 2D points themselves. The OD 
approach eliminates outliers in each frame independently, so the tracking error is 
obtained by averaging the deviation of the remaining inliers with respect to the 
2D ground truth. The OD+OC approach corrects those outliers, which means 
that the tracking error is obtained with the 12 points in every frame once the 
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It is observed that the basic approach obtains an error of around 4 pixels 
for all frames, and 6.8 pixels for only those frames with at least one outlier, for a 
1280×720 video resolution. This error is reduced to 3.70 and 5.44 pixels with 
OD+OC, and even further to 3.56 and 4.83 pixels with just OD. This shows that 
the outliers are indeed correctly detected, because removing them or correcting 
them actually reduces the 2D tracking error. The fact that the OD approach 
achieves better results than the more promising OD+OC approach implies that, 
even if the OC is working (it improves accuracy with respect to the basic 
approach), the corrected outliers are still slightly less accurate than the rest of the 
points (the inliers), and therefore the average error increases slightly with respect 
to the approach where the outliers are simply removed. However, it is important 
to note that this does not necessarily mean that the same behavior is to be 
expected in HPE, where the number of points available for the pose estimation 
Table 4.1:  2D head tracking accuracy results for the UPNA database (1280×720 
resolution). An exhaustive comparison between the four approaches presented in this 
thesis is shown, including errors for all frames (AF) and only for frames in which at 
least one outlier is detected (OF). The 2D error is measured as the average Euclidean 
distance between the tracked points and the 2D ground truth. The accuracy gain given 
by each method with respect to the basic approach is also shown, as well as the 
proportion of frames with at least one outlier. 
  
Method 
Tracking Error (px) Gain Obtained (%) 
OF/AF (%) 
AF OF AF OF 
Basic Approach 4,03 6,83 - - - 
wPOSIT 4,03 6,83 - - - 
wPOSIT+OD 3,56 4,83 11,69 29,28 23,52 
wPOSIT+OD+OC 3,70 5,44 8,14 20,38 23,52 
  
Table 4.2:  2D head tracking accuracy results for the UPNA 
database. Comparison between the proposed approaches and 
state-of-the-art tracking methods for all frames in the database. 
   Method Tracking Error (px) 
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has certain significance, whereas it does not have any effect on the average 2D 
tracking error calculation. This point will be further developed in the next section. 
In terms of the accuracy gain given by the enhanced approaches, it is 
observed that the OD and OD+OC methods achieve a 11.69% and 8.14% 
tracking accuracy improvement respectively if the 36.000 frames of the database 
are taken into account, and a 29.28% and 20.38% improvement if we compare 
the tracking only for frames where outliers have been detected. All in all, we can 
expect a tracking accuracy improvement of more than 10% using the OD module 
in normal 2D tracking conditions, and an accuracy improvement of up to 30% in 
noisy tracking conditions (all frames containing at least one outlier). 
Table 4.2 presents a comparison of our methods’ performance against 
two other state-of-the-art 2D tracking methods, i.e. ASM and AAM. IF has not 
been included in this comparison, since the facial points detected by the 
algorithm do not exactly correspond anatomically with the annotated 2D ground 
truth for the UPNA Head Pose Database. ASM and AAM have been trained and 
evaluated with images from our database on a leave one out basis. The comparison 
shows that our tracking approaches clearly outperform both ASM and AAM, 
which are more than 2 pixels less accurate than our best option, i.e. 
wPOSIT+OD. ASM and AAM are widely accepted methods for tracking 
purposes in computer vision applications, and show good performance if they are 
correctly trained and initialized, which we have achieved through the leave one 
out scheme and the Viola-Jones face detector respectively. Therefore, Table 4.2 
shows the validity of the approaches presented in this thesis for 2D face tracking 
and the results seem encouraging for the goal of performing HPE, which will be 
studied in detail in the next section. 
4.5.3.2 HPE Results 
HPE results for both the UPNA Head Pose Database and the BU 
Headtracking Database are presented in this section. We will mainly focus on 
rotation errors, since that is what most methods in the literature report. However, 
translation errors will also be briefly introduced at the end of this section. 
Regarding rotation errors, Table 4.3 and Table 4.4 present an exhaustive 
comparison between the four HPE methods proposed in this chapter for the 
UPNA and BU database respectively, whereas Table 4.6 and Table 4.7 present a 
HPE accuracy comparison between these four approaches and other methods of 
reference in the literature for the UPNA and BU database respectively. A 
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shown in Table 4.5, and translation errors for the UPNA database are presented 
in Table 4.8. 
Three different HPE rotation errors have been obtained, namely est-gt, 
est0-gt and est0-gt0. The first error, est-gt, is calculated as the average of the absolute 
difference between the estimation and the 3D ground truth across all the video 
frames in the database. The second error, est0-gt, is calculated as the mean 
absolute difference between the 3D ground truth and a zeroed estimation. This 
estimation consists in calculating the transformation that needs to be applied to 
the pose in the initial frame of each video in order to get a zero rotation, which is 
given by the inverse of the rotation matrix estimated in the initial frame. This 
transformation is then applied to the rest of the frames of the video. The third 
error, est0-gt0, is given by the mean absolute difference between the zeroed 
estimation and the zeroed 3D ground truth, obtained by applying the same 
transformation process to the original 3D ground truth.  
The original est-gt compares the raw estimation given by our method 
with the original ground truth. The zeroed estimation (est0) is as valid as the non-
zeroed one, since no ground truth data is used for the transformation, meaning 
that the transformation can be performed in any real situation where no ground 
truth is available. Of course, it only makes sense when an initial frontal face can 
be assumed, which is often the case (as in the UPNA and BU databases). 
Although the initial rotation given by the 3D ground truth will not be exactly 
zero, it has been observed that the inaccuracy of the reconstructed 3D head 
model introduces a systematic pose estimation error bigger than the deviation 
from zero of the initial 3D ground truth. We know this HPE error in the initial 
frame to be mostly due to the 3D head model inaccuracy because the 2D 
landmark detection in the initial frontal face has been observed to be highly 
accurate, giving a 2D average error for the UPNA database of 2.32 pixels. 
Learning the transformation that zeroes the estimation in the first frame allows 
applying the correction in the rest of the video. HPE results in Tables 4.3 and 4.4 
show that this transformation indeed helps correcting partly the systematic error 
introduced by the inaccuracy of the reconstructed 3D head model, since the HPE 
error is considerably reduced in all cases. The third error aligns the estimation and 
the 3D ground truth at the beginning of each video by applying a transformation 
that zeroes both. This can be defined as a differential HPE error, which is the one 
that best describes the performance of a head pose estimator in a real application, 
where we have an estimation method and no ground truth. In such a situation, 
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by the user. This should be done in a previous calibration step, where the user 
would be asked to face the camera in order to set the frontal reference position, 
acquiring the head pose given by the estimator at that moment. This result would 
then be used to calculate the transformation that will be applied to every frame 
after, therefore setting the zero and what we consider the exact frontal pose. 
From that moment on, the accuracy of the head pose estimator will be defined 
Figure 4.9:  Visual HPE results on one of the videos from the UPNA database. Four 
different frames are shown on top, with the tracked points superimposed to the image 
and the three spatial axes representing the estimated pose on top of the head. 
Instantaneous average HPE errors are also shown. Below, estimation and ground truth 
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just by the differential pose estimation, since the absolute pose has been 
calibrated by the user.  
Fig. 4.9 and Fig. 4.10 show visual results on the UPNA and BU database 
respectively. Four frames corresponding to four different instants in one of the 
videos of each database can be observed in each of the figures, with the tracked 
points superimposed to the face and the three spatial axes representing the 
estimated head pose on top of the head. The three rotation curves are shown 
below in both figures, where the estimated angle and the ground truth have been 
plotted for comparison. Both example videos contain large head rotations along 
the three axes and show in a visual manner the accuracy of the presented method 
in 2D tracking and 3D HPE. 
Table 4.3 and Table 4.4 show a detailed comparison between the 
approaches proposed in this thesis for the UPNA and BU database respectively, 
in which HPE errors have been measured for all the frames (AF) in the database, 
on the one hand, and for frames in which at least one outlier has been detected 
(OF), on the other hand. The proportion of frames with at least one outlier is also 
shown (OF/AF). The basic approach is the reference for comparison, and the 
gain given by each of the other approaches for AF and OF is presented in order 
to assess the improvement achieved through the enhancements proposed. This 
gain has been calculated for the differential HPE error in all cases, since it is the 
error that represents best the real performance of the algorithm. 
In the case of the UPNA database, we observe a clear improvement as 
we go from one method to the next, and the behavior is similar for the three 
HPE errors. Looking at the differential error, we see that we start from average 
errors of 1.30º and 2.67º for AF and OF respectively with the basic approach, and 
improve to 1.21º and 2.30º when we apply weights with wPOSIT, 1.18º and 2.18º 
when we use the OD module and, finally, 1.13º and 1.97º when we incorporate 
the OC module and use the complete method. The proportion of frames in 
which at least one outlier has been detected is the same as for the tracking results 
presented in the previous section, i.e. 23.52%. Note that, regarding the 2D 
tracking results, we have previously observed that the wPOSIT+OD method 
obtains a higher accuracy than the wPOSIT+OD+OC method. However, as we 
have stated before, the number of points available for the pose calculation is 
important, and we can observe that correcting the outliers indeed leads to a more 
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In terms of gain with respect to the basic approach, implementing the 
TAI estimation and weight application to POSIT gives an improvement of 7.42% 
and 13.73% for AF and OF respectively, incorporating an OD method results in 
an improvement of 9.69% and 18.44%, and using the full wPOSIT+OD+OC 
method we achieve the highest accuracy gain with 13.38% and 26.09%. These 
Figure 4.10:  Visual HPE results on one of the videos from the BU database. Four 
different frames are shown on top, with the tracked points superimposed to the image 
and the three spatial axes representing the estimated pose on top of the head. 
Instantaneous average HPE errors are also shown. Below, estimation and ground truth 
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numbers demonstrate the validity of the approaches proposed, leading to an 
improvement of almost 15% in normal tracking conditions and over 25% in noisy 
tracking conditions (all the frames contain outliers) with respect to the basic 
approach presented. In absolute terms, a differential HPE error slightly over 1° is 
obtained with the complete approach, which we consider a significantly high 
accuracy that shows the success of the proposed methods.  
A visual example of the effect of the OC module is shown in Fig. 4.11, 
in which an example frame from one of the videos in the UPNA database is 
shown. The tracked inlier points are represented in green, the detected outliers 
are shown in red, and their corresponding positions after OC are shown in blue. 
The HPE error for that specific frame given by each of the approaches using 
their corresponding point configuration is also shown on the top-left of the image 
(i.e. the basic approach and the wPOSIT approach make use of both green and 
red points, the wPOSIT+OD approach makes use of just green points, and the 
wPOSIT+OD+OC approach makes use of green and blue points). 
Figure 4.11:  Visual example of the effect of the OC module on a frame from the 
UPNA database. Inliers are represented in green, the outlier detected by the OD 
module in red, and the corrected point estimated by the OC module in blue. 
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HPE Error – UPNA Head Pose Database 
METHOD Error 
All frames (AF) Outlier frames (OF) Gain Obtained (%) OF/AF 
(%) Roll (°) Yaw (°) Pitch (°) Avg (°) Roll (°) Yaw (°) Pitch (°) Avg (°) AF OF 
Basic Approach 
est-gt 1,35 2,42 5,83 3,20 2,01 4,21 6,12 4,11 
- - - est0-gt 1,19 1,99 2,02 1,73 1,84 3,84 2,96 2,88 
est0-gt0 0,70 1,57 1,64 1,30 1,53 3,69 2,78 2,67 
wPOSIT 
est-gt 1,32 2,32 5,74 3,13 1,87 3,71 5,86 3,81 
7,42 13,73 - est0-gt 1,16 1,87 1,92 1,65 1,69 3,29 2,64 2,54 
est0-gt0 0,67 1,42 1,53 1,21 1,37 3,08 2,45 2,30 
wPOSIT+OD 
est-gt 1,28 2,18 5,71 3,06 1,71 3,10 5,71 3,51 
9,69 18,44 23,52 est0-gt 1,11 1,77 1,96 1,61 1,49 2,86 2,80 2,38 
est0-gt0 0,63 1,33 1,58 1,18 1,20 2,71 2,62 2,18 
wPOSIT+OD+OC 
est-gt 1,26 2,13 5,69 3,03 1,62 2,91 5,63 3,39 
13,38 26,09 23,52 est0-gt 1,09 1,71 1,90 1,57 1,41 2,60 2,56 2,19 
est0-gt0 0,61 1,27 1,52 1,13 1,10 2,43 2,38 1,97 
 
Table 4.3:  HPE results for the UPNA database. An exhaustive comparison between the four approaches presented in this thesis is shown, 
including errors for all frames (AF) and only for frames in which at least one outlier is detected (OF). The three different HPE errors 
introduced in the thesis are included in the comparison. The accuracy gain given by each method with respect to the basic approach is also 

















HPE Error – BU Headtracking Database 
METHOD Error 
All frames (AF) Outlier frames (OF) Gain Obtained (%) OF/AF 
(%) Roll (°) Yaw (°) Pitch (°) Avg (°) Roll (°) Yaw (°) Pitch (°) Avg (°) AF OF 
Basic Approach 
est-gt 3,38 3,97 7,81 5,05 4,14 10,12 8,14 7,47 
- - - est0-gt 1,94 3,58 3,05 2,86 3,09 10,02 5,24 6,11 
est0-gt0 1,96 3,63 2,97 2,85 3,10 10,40 5,24 6,25 
wPOSIT 
est-gt 3,31 3,83 7,70 4,95 3,89 9,43 7,60 6,97 
4,91 9,76 - est0-gt 1,84 3,37 2,94 2,72 2,78 9,11 4,64 5,51 
est0-gt0 1,87 3,41 2,85 2,71 2,82 9,44 4,64 5,64 
wPOSIT+OD 
est-gt 3,27 3,66 7,68 4,87 3,45 7,46 7,30 6,07 
8,07 25,60 8,70 est0-gt 1,82 3,20 2,89 2,64 2,53 7,10 4,08 4,57 
est0-gt0 1,85 3,23 2,80 2,62 2,56 7,35 4,05 4,65 
wPOSIT+OD+OC 
est-gt 3,30 3,68 7,64 4,87 3,76 7,71 6,90 6,12 
7,37 22,88 8,70 est0-gt 1,84 3,21 2,90 2,65 2,79 7,31 4,18 4,76 
est0-gt0 1,87 3,24 2,80 2,64 2,80 7,60 4,06 4,82 
 
Table 4.4:  HPE results for the BU database. An exhaustive comparison between the four approaches presented in this thesis is shown, 
including errors for all frames (AF) and only for frames in which at least one outlier is detected (OF). The three different HPE errors 
introduced in the thesis are included in the comparison. The accuracy gain given by each method with respect to the basic approach is also 
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Quite a similar behavior to the one described for the UPNA database 
can be observed in the results for the BU database shown in Table 4.4, with slight 
differences. The most noteworthy one is that using the OC module does not 
improve further the performance of the wPOSIT+OD method, but slightly 
worsens it (i.e. 2.62º vs 2.64º in average for the differential error). This a priori 
unexpected behavior can be explained by the low quality of the videos and the 
inherent difficulty of tracking. A good outlier correction depends on a good 2D 
estimation of the rest of the points so that the 3D pose can be reasonably well 
estimated despite the wrongly tracked point and the corrected location of the 
outlier can be calculated with accuracy, thus enhancing the HPE. This is probably 
the scenario of many of the frames that contain outliers in the UPNA database, 
where the video resolution is higher (1280×720 vs 320×240) and the image 
acquisition conditions are better. However, the lower quality of videos in the BU 
database may possibly cause a worse global tracking, with the whole 2D point set 
less accurately estimated. This idea is enforced by the fact that we have a HPE 
average error more than twice as high as for the UPNA database (2.62º vs 1.13º). 
In those conditions, it may often be a better option to remove a detected outlier 
instead of trying to correct it, since inaccuracies in the tracking of the rest of the 
points and the subsequent pose estimation may lead to a poor outlier correction. 
Nevertheless, the complete HPE method (including OC) still performs far better 
than just the wPOSIT algorithm, which suggests that OC is working reasonably 
well even if it does not improve the wPOSIT+OD option. 
Looking again at the differential error, the basic approach presents 
average errors of 2.85º and 6.25º for AF and OF respectively, wPOSIT reduces 
the errors to 2.71º and 5.64º, wPOSIT+OD achieves the best performance with 
2.62º and 4.65º, and wPOSIT+OD+OC achieves slightly worse results with 2.64º 
and 4.82º. In terms of gain with respect to the basic approach, implementing the 
TAI estimation and wPOSIT gives an improvement of 4.91% and 9.76% for AF 
and OF respectively, incorporating an OD method results in an improvement of 
8.07% and 25.60%, and incorporating the final OC module we achieve an 
improvement of 7.37% and 22.88%. Although the absolute errors are more than 
twice as high as those obtained for the UPNA database, the results in terms of 
gain given by each approach are comparable. The proportion of frames in which 
at least one outlier has been detected is of 8.70%, lower than for the UPNA 
database. This is due to the lower quality of the videos and the consequent poorer 
tracking; a less accurate global tracking makes it more difficult for the OD 
method to isolate specific outliers, since many frames will present a globally noisy 
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In these conditions, the parameters of the algorithm are adjusted so that the OD 
module is less sensitive, resulting in only 8.70% of the frames containing outliers. 
We can also observe in both databases that, regarding the three rotation 
angles, roll is clearly the most accurately estimated one, followed by yaw and pitch 
in the UPNA database, and pitch and yaw in the BU database. Roll estimation 
typically gives better results, since it consists in an in-plane rotation (i.e. rotation 
along a plane parallel to the image plane), whereas yaw and pitch are out-of-plane 
rotations which, on the one hand, may easier cause partial occlusions that affect 
the tracking and, on the other hand, make the estimation more dependent on the 
reliability of the reconstructed 3D model. 
Processing times for the four HPE methods are presented in Table 4.5 
in order to show the computational cost of each approach. The times have been 
measured as the average time employed to process each frame of the UPNA 
database. The processing is performed using Matlab on an IntelCore i5 PC with 
6GB of RAM. The basic approach works at almost 24FPS, and the frame rate 
decreases progressively, down to 20-21FPS for the complete wPOSIT+OD+OC 
approach. The computational cost of the enhancements proposed is thus small, 
and we have observed that the 2D feature tracking Lucas-Kanade algorithm takes 
most of the time of processing (41,60ms per frame in average). The complete 
HPE system works almost real-time in Matlab, and thus it should be 
straightforward to obtain a C++ version of the algorithm for real-time video 
processing. Therefore, these results show the feasibility of the methods proposed 
in terms of computational cost. 
Table 4.5:  HPE computation time results of the four approaches over the UPNA 
database, given as average values per frame. 
  
HPE Computation Time Comparison 
METHOD Processing time (ms/frame) Frame rate (FPS) 
Basic Approach 41,85 23,89 
wPOSIT 44,45 22,50 
wPOSIT+OD 47,12 21,22 
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Another issue worth mentioning is that, in order to estimate the head 
pose for the BU database, we need to determine the intrinsic camera parameters 
in advance. POSIT requires the focal length and principal point of the camera in 
order to produce a head pose estimate, and these parameters are not given with 
the BU database, which was one of the reasons for the creation of the new 
UPNA database. There are multiple possibilities for the estimation of these 
parameters. We have chosen to use a simple method for the focal length 
estimation, and to assume the ideal case in which the image center is the principal 
point. The method for the estimation of the focal length consists in a simple 
iterative minimization process: we project the 12 facial points of the generic BFM 
(see Chapter 3) on the first frame of each video, using the head pose ground truth 
and a certain focal length in the projection function, and we measure the distance 
from these projections to manual annotations of the same facial points in the 
image. The final error is calculated as an average of these distances. The focal 
length is thus adjusted in each iteration until this error is minimized. The size of 
the projected 3D head has a determinant effect on the focal length estimation 
and, since we have no way of determining the real dimensions of the heads in the 
BU database, it seems fair to use an average 3D head model for this purpose (i.e. 
the generic BFM). The resultant focal length for the BU database, obtained 
through the process described, is 485 pixels. 
Nevertheless, it must be pointed out that moderate variations in the 
focal length have little effect on the estimation of the head rotation, and therefore 
the accuracy in the focal length estimation is not critical (it is of course for head 
translation estimation). We have tested this on both the UPNA and BU databases 
by varying the focal length around the optimal value and measuring its effect on 
the estimated head rotation. In both cases, variations of ±20% in the focal length 
produce an increase of 0.05° in the average head rotation error for the whole 
database. This is an important result to take into account when comparing HPE 
methods that require calibrated images with others that do not, since it means our 
method worsens its performance very little when camera calibration parameters 
are not available and must be calculated from the images, which involves a certain 
estimation error. 
Table 4.6 shows a comparison of our four methods with other 
algorithms of reference that we have implemented and tested in the UPNA 
database. The comparison is carried out for the est0-gt0 differential HPE error in 
order to show the performance that would be expected from each method in a 
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the literature that report results for it yet. Therefore, the reference methods 
included in the comparison result from combining the different 2D-tracking 
state-of-the-art algorithms described in Section 4.5.1 with POSIT, so that a 3D 
head pose is obtained in the output. These tracking methods are IF, ASM and 
AAM. Besides, the IF implementation described in Section 4.5.1.1 provides its 
own pose estimation through a process of fitting a 3D model to the 2D 
observations, and this result has also been included in the comparison. IF is an 
uncalibrated HPE method, meaning it does not require the camera parameters in 
order to produce a head pose estimate, but estimates them from the images. 
However, as we have stated above, moderate variations in the focal length 
(±20%) cause a very small increase in the HPE error (+0.05°), reinforcing the 
idea of a direct comparison of IF’s own pose estimation with the rest of the 
methods in Table 4.6. 
The table shows that our four proposals beat any of the appearance-
based methods (ASM or AAM) combined with POSIT, as well as IF’s own 
estimation, by a difference of between 0.5° and 1° in the case of our full method 
(wPOSIT+OD+OC). The HPE comparison results for the ASM and AAM are 
in accordance with the 2D tracking results presented in the previous section, 
showing that a less accurate tracking leads to a poorer HPE. The best HPE is 
Table 4.6:  HPE results for the UPNA database. Comparison between the four 
approaches proposed in this thesis and other reference methods. The differential HPE 
error is shown in all cases. 
  
HPE Comparison – UPNA Head Pose Database 
METHOD 
Error (°) 
Roll Yaw Pitch Avg 
Basic Approach 0,70 1,57 1,64 1,30 
wPOSIT 0,67 1,42 1,53 1,21 
wPOSIT+OD 0,63 1,33 1,58 1,18 
wPOSIT+OD+OC 0,61 1,27 1,52 1,13 
ASM + POSIT 0,88 2,50 2,77 2,05 
AAM + POSIT 1,04 1,63 2,19 1,62 
IF + POSIT 0,45 0,94 1,39 0,93 
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achieved by the combination of IF’s 2D tracking with POSIT, showing a high 
accuracy with an average error of 0.93°, 0.2° better than the proposed method. 
However, our method presents some advantages over IF; while the latter has 
been specifically trained for face tracking, our method can be applied to any kind 
of 3D object without the need of training, which provides an enormous flexibility 
and ease of use. Besides, training processes are very time consuming and require 
labelled samples, which is usually a tedious task and may condition the 
performance of the algorithm if the labels do not accurately correspond with each 
other.  
Table 4.7 compares our methods with the state of the art on the BU 
database, for which many articles in the literature have reported HPE results and 
thus allow a consistent comparison. Some of these methods make use of camera 
calibration parameters for HPE and some do not and, as it has already been 
mentioned, these parameters are not given for the BU database and must be 
estimated from images. However, the little effect that focal length variations have 
over HPE errors makes this comparison fair. We have also included results 
obtained by combining IF with POSIT, as well as IF’s own pose estimation. ASM 
and AAM have been excluded from the comparison because they show a very 
poor performance on the BU database. The reason is that we have trained them 
using the automatic annotations from the UPNA database, and these training 
images show very different characteristics if compared with the BU database 
videos, which causes the ASM and AAM to provide inaccurate detections in 
many frames. Most important state-of-the-art HPE methods, developed mainly in 
the last decade, have been included in Table 4.7, showing that our method is the 
most accurate one among all. The wPOSIT+OD implementation provides the 
best results (2.62° average error), followed by the wPOSIT+OD+OC 
implementation (2.64°). Combining IF with POSIT gives the third best result  
(2.70°), almost identical to our wPOSIT implementation without outlier handling 
(2.71°). This confirms the good tracking given by IF, as shown earlier for the 
UPNA database, although it does not get better results than our method for the 
noisier BU database. The fifth best result is obtained by Wang et al. [25] (2.77°), 
with a method that learns keypoints that are invariant to head pose, facial 
expression and lighting changes, performs keypoint matching and finally solves a 
set of 3D-2D correspondences for the best 3D pose. This result is followed 
closely by the method of Xiao et al. [26] (2.80°), in which templates of the head 
image and the corresponding 3D pose were dynamically updated along the 
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Table 4.7:  HPE results for the BU database. Comparison between the four 
approaches proposed in this thesis and other reference methods. The differential HPE 
error is shown in all cases. 
  
HPE Comparison – BU Headtracking Database 
METHOD 
Error (°) 
Roll Yaw Pitch Avg 
wPOSIT+OD 1,85 3,23 2,80 2,62 
wPOSIT+OD+OC 1,87 3,24 2,80 2,64 
IF + POSIT 1,76 3,25 3,10 2,70 
wPOSIT 1,87 3,41 2,85 2,71 
Wang et al. 2012 [25] 1,86 3,75 2,69 2,77 
Xiao et al. 2002 [26] 1,40 3,80 3,20 2,80 
Basic Approach 1,96 3,63 2,97 2,85 
Lefèvre & Odobez 2009 [27] 2,00 4,40 3,30 3,23 
Prasad & Aravind 2010 [28] 3,60 3,80 2,50 3,30 
IF pose  2,02 3,85 4,06 3,31 
Jang & Kanade 2008 [29] 2,10 4,60 3,70 3,47 
Asteriadis et al. 2014 [30] 2,61 4,29 3,74 3,55 
An & Chung 2008 [31] 2,83 3,95 3,96 3,58 
Choi & Kim 2008 [32] 2,82 4,04 3,92 3,59 
Morency et al. 2008 [33] 2,91 4,97 3,67 3,85 
Saragih et al. 2011 [34] 2,60 4,30 4,80 3,90 
Tran et al. 2013 [35] 2,40 5,40 3,90 3,90 
Tran et al. 2015 [36] 2,20 5,00 4,50 3,90 
Mbouna et al. 2013 [37] 3,78 3,94 4,83 4,18 
Cheung & Peng 2015 [38] 2,69 4,53 5,48 4,23 
Vicente et al. 2015 [39] 3,20 4,30 6,20 4,57 
Sung et al. 2008 [40] 3,10 5,40 5,60 4,70 
Guo et al. 2012 [41] 5,30 4,90 4,80 5,00 
Valenti et al. 2009 [42] 4,20 6,60 6,40 5,73 
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the templates in order to minimize error accumulation. Our basic approach 
follows in the ranking, with 2.85° in average. The rest of the methods from the 
literature obtain average errors above 3°, which shows to a greater extent the 
validity and accuracy of the methods presented in this thesis. 
Translation results for the UPNA database are shown in Table 4.8. 
Translation estimation may be difficult to evaluate and results have to be analyzed 
carefully. The reason is that it has to be taken into account what spatial point in 
the object is the reference for which the position with respect to the camera is 
measured. Whereas rotation is independent from the origin at which the object 
coordinate system is located, translation is not. In the case of the UPNA 
database, the 3D ground truth is acquired with a sensor located on the top of the 
head of the user. However, the 3D head model reconstructed from the 2D 
observations through BA has the origin of the coordinate system approximately 
at the level of the nose, inside the head. This makes measuring absolute 
translation values unfeasible. Therefore, following the same procedure as for 
rotation evaluation, translation estimation and ground truth are aligned for the 
initial frame of each video sequence, and thus the differential error is measured. 
Table 4.8 shows that our complete method (wPOSIT+OD+OC) achieves a 
translation error of 11.08mm, significantly lower than the errors given by ASM or 
AAM combined with POSIT (22.40mm and 17.07mm respectively), and slightly 
Table 4.8:  HPE translation results for the UPNA database. Comparison between the 
four approaches proposed in this thesis and other reference methods. The differential 
HPE translation error is shown in all cases. 
  
HPE Translation Results – UPNA Head Pose Database 
METHOD 
Error (mm) 
Tx Ty Tz Avg 
Basic Approach 14,92 16,68 6,56 12,72 
wPOSIT 13,54 15,52 6,08 11,71 
wPOSIT+OD 12,81 15,60 6,18 11,53 
wPOSIT+OD+OC 11,99 15,24 6,00 11,08 
ASM + POSIT 26,51 27,61 13,09 22,40 
AAM + POSIT 19,95 22,02 9,24 17,07 
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higher than the performance achieved by IF and POSIT (9.97mm in average). If 
we measure the gain given by each of our approaches with respect to the basic 
approach, we obtain 7.95%, 9.38% and 12.94% for wPOSIT, wPOSIT+OD and 
wPOSIT+OD+OC respectively for all the frames in the database, values that are 
comparable to those shown in the rotation error analysis. 
 
 Concluding Remarks 4.6
This chapter presents a global approach to the pose estimation problem, 
meaning that it is applicable to any kind of 3D object for which an approximate 
3D model is available. Four different methods have been proposed: the basic 
approach, wPOSIT, wPOSIT+OD, and wPOSIT+OD+OC. Starting from the 
basic approach (2D tracking & POSIT), the weighted POSIT (wPOSIT) 
algorithm has been proposed, showing in a simulation environment that applying 
weights based on the current tracking accuracy of each point enhances the 3D 
pose estimation. Relying on this result, a method to calculate a tracking accuracy 
index (TAI) in real applications has been developed based on the proposal of two 
invariant shape metrics. The invariability is achieved by making the metrics 
independent from the specific shape configuration of the object (e.g. independent 
from the anatomical differences of different people), and by making them 
unaffected by object appearance variations in the image due to 3D pose changes. 
A tolerance model for the shape metrics has also been built in order to classify 
them as corresponding to a good or bad tracking, with which a TAI can be 
calculated and used to apply weights to POSIT. This method has been further 
developed to include an iterative outlier detection (OD) module based on 
thresholding, and an outlier correction (OC) module based on an accurate initial 
detection of 2D features and a pose denormalization process.  
These global methods have then been adapted to the specific problem 
of HPE, including the implementation, analysis and discussion of different 
reference 2D facial feature detection and tracking algorithms necessary for the 
task. Two different databases of videos for HPE have been used for the 
evaluation of the proposed approaches: 1) the UPNA Head Pose Database, 
developed during this thesis and presented in Chapter 2, an extensive database of 
videos recorded with a commercial webcam in current technological conditions 
that, besides, provides a 2D ground truth for point tracking evaluation; 2) the BU 




CHAPTER 4 – POSE ESTIMATION 
noisier 3D ground truth, but with the advantage of being a widely referenced 
database for which many HPE articles in the literature have reported their results 
and thus allow an extensive performance comparison. Several conclusions can be 
drawn from this evaluation: 
 Our best method achieves a 2D-tracking accuracy of 3.7 pixels for a 
1280×720 video resolution and a 3D HPE accuracy of 1.13° for the UPNA 
database. These results represent the expected performance with a current 
commercial webcam. 
 Each of the proposed approaches has proven to enhance the previous 
one, showing the validity of all the proposals. For the BU database, the 
performance with and without the OC module (wPOSIT+OD vs 
wPOSIT+OD+OC) is similar due to the poor quality of the videos. With current 
means, the OC module provides an extra accuracy gain and proves its value. 
 The computational cost added by the proposed enhancements for the 
HPE system is low, and the methods presented in this work are well suited for 
real-time operation.  
 The full approach (wPOSIT+OD+OC) achieves an accuracy gain, when 
compared with the basic approach, of almost 15% in normal tracking conditions, 
and over 25% in noisy tracking conditions. 
 Our method clearly outperforms other methods of reference, widely 
accepted in the literature, such as ASM and AAM, both in 2D tracking and HPE 
when they are combined with POSIT. It also outperforms IF regarding the 
estimation of the 3D pose, and obtains comparable results to those given by the 
combination of IF’s 2D tracking and POSIT (slightly worse in the UPNA 
database and slightly better in the BU database). IF is a very promising patent-
pending face tracking method published in 2013, based on supervised learning; 
however, our method does not require any training and can besides be 
generalized for any 3D object tracking application. 
 An extensive HPE accuracy comparison has been provided for the BU 
database, in which 19 works of reference in the literature have been included. Our 
method outperforms all of them, with an average error of 2.62°. Only two of the 
other 19 approaches obtain an accuracy below 3°, which shows to a greater extent 
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Conclusions and 
Future Work  
 
 
This Chapter summarizes the most significant results and conclusions 
reported throughout this thesis. The aim of Section 5.1 is to provide a 
compilation of the main contributions to verify the fulfillment of the objectives 
proposed in Chapter 1. Furthermore, future research trends related to this work 
are proposed and briefly analyzed in Section 5.2. 
 
5.1 Conclusions 
Most of the work carried out in this Ph.D. thesis has been based on 
researching techniques to contribute to the development of accurate and robust 
head pose estimation (HPE) methods. This was motivated by the proliferation of 
human-computer interfaces (HCI) and the growing integration of HPE in this 
kind of systems, which builds another bridge for the interaction between humans 
and computers. In the following paragraphs, general conclusions drawn from this 
thesis are presented, following the structure of the document. 
Different tools have been developed and presented in Chapter 2 in 
order to build an essential experimental framework for this thesis. It consists of a 
novel head pose database of videos of real subjects (UPNA Head Pose Database), 
and a complete simulation environment, including a synthetic head pose database 
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HPE, and its usefulness has been shown along the thesis: the 3D ground truth 
has been used for the assessment of HPE methods, the annotated 3D faces 
provide an ideal 3D model of each user for 3D face reconstruction evaluation, 
and the 2D ground truth landmarks have been used for face-tracking algorithm 
training and evaluation. The simulator tool, on the other hand, provides a totally 
controlled environment in which different sources of HPE error may be studied 
independently, and the synthetic database has become a very valuable tool for 3D 
face reconstruction experiments in 2D-tracking noise-controlled conditions. 
Furthermore, the simulation environment has made a thorough analysis of 
POSIT algorithm possible, showing its feasibility for the task of HPE. 
The problem of 3D face reconstruction based on just 2D images has 
been addressed in Chapter 3. Various single-view and multiple-view based 
reconstruction methods have been compared over noisy and noise-free versions 
of the synthetic head pose database using two quantitative metrics: 1) the 3D 
fitting error, measured as point-to-point Euclidean distance from the 
reconstruction to the real face, and 2) the HPE error obtained by using the 
reconstructed face in the POSIT algorithm. This extensive study has led to, on 
the one hand, selecting the bundle adjustment (BA) method as the preferred 
reconstruction algorithm for our task and, on the other hand, drawing some 
interesting general conclusions: 1) there is an indetermination in the 3D model 
fitting process caused by the fact that the global scale of the head cannot be 
determined from just 2D observations; 2) multi-view approaches perform better 
than single-view ones, in great measure because determining the relative depths of 
the face with accuracy is critical for HPE; 3) as 2D tracking noise increases, its 
effect on the HPE error tends to prevail over the effect of the inaccuracies of the 
3D face reconstruction; 4) in the presence of noisy 2D tracking, it is of critical 
importance for HPE performance to obtain an alignment between the estimation 
and the ground truth; in a real application, this turns into finding a corrective 
transformation for a noise-free (or low-noise) reference frame. 
Finally, pose estimation has been addressed in Chapter 4 using a global 
approach, meaning that it is applicable to any object for which an approximate 
3D model is available. We believe that developing methods that are generalizable 
to any kind of object gives added value to this Ph.D. thesis. Starting from a basic 
pose estimation approach (2D tracking & POSIT), different alternatives have 
been developed to improve performance. On the one hand, a tracking accuracy 
index (TAI) calculation method has been proposed, based on invariant shape 
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weighted version of POSIT (wPOSIT), which compensates for 2D tracking 
inaccuracies by optimizing the 3D pose estimation. On the other hand, outlier 
detection and outlier correction methods that aim to improve the 2D tracking 
itself have been proposed, addressing the typical drifting problem of point-tracking 
systems, and hence improving the 3D pose estimation further. These global 
methods have then been specifically adapted to HPE and evaluated using two 
head pose databases: the UPNA database, which reflects the expected 
performance in current technological conditions, and the BU database, a widely 
referenced older database that allows an extensive comparison with other state-
of-the-art HPE methods. The evaluation has shown that, by implementing our 
method for head tracking, we may expect a 2D-tracking accuracy under 4 pixels 
(1280×720 video resolution) and a 3D HPE accuracy slightly over 1° with current 
commercial webcams. The proposed enhancements lead to an accuracy 
improvement of between 15% and 25% with respect to the basic approach, 
depending on the amount of tracking noise present in the video, and our method 
outperforms the rest of the state-of-the-art HPE algorithms when compared in 
accuracy over the BU database. 
 
5.2 Future Work 
While the objectives specified in the introductory chapter have been 
successfully met, the work developed in this thesis opens new lines of research in 
the short and mid-term. Various possibilities are described in the following lines. 
One of the most important applications of HPE is its integration in HCI 
systems, and more specifically in gaze tracking devices. As described in the 
introductory chapter of this work, gaze tracking systems suffer in unconstrained 
environments because of their sensitivity to head motion, and HPE provides 
critical information when doing gaze estimation in low resolution images as well. 
Since this is currently one of the main lines of research of our group, it would be 
very interesting to carry through the integration of the HPE methods developed 
in this thesis in a low-resolution gaze estimation system. Moreover, it would be 
desirable to design a system with a bidirectional information channel, in the sense 
that the HPE and the iris detection and gaze estimation modules make use of 
mutual cues in order to improve their performance. HPE provides very useful 
information for iris position determination and the consequent gaze estimation, 
and at the same time the latter may provide cues that improve further the HPE 
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The experiments performed regarding the 3D face reconstruction 
problem also open an interesting line of work. Many approaches have been 
studied for the reconstruction of a sparse 3D model, and promising results have 
been obtained for the reconstruction of the whole head from the sparse point 
cloud, although it has been observed that a higher number of points is required in 
order to achieve an accurate dense model. An interesting procedure would be to 
rely on a sparse set of points with known 2D-3D correspondences and build a 
dense point cloud of unknown correspondences around, making use of this dense 
cloud in order to perform a full-head 3D reconstruction and recover a complete 
model of the person in front of the camera. This seems a feasible implementation 
and is likely to achieve more accurate full-head reconstructions. 
Finally, in terms of application, it would be interesting to study the 
integration of the presented HPE methods in mobile devices, such as 
smartphones, tablets, etc. New problems may arise due to differences in the 
imaging conditions, such as shorter distance from the head to the camera, lower 
resolution cameras, rapid background changes, or severe illumination variations 
among others. These new challenges would probably require an adaptation of the 
HPE methods, and the achieved accuracy would determine their range of 
application. Furthermore, since the presented tracking and pose estimation 
methods are global for any kind of 3D object, it would be interesting to develop 
new applications beyond HPE. For instance, interactive 3D reconstructions of 
tourist attractions, such as historical buildings, could be achieved from different 
2D views acquired with the camera of a mobile device of a person visiting the 
place.  
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