Descent and the Koszul duality for locally constant factorization
  algebras by Matsuoka, Takuo
ar
X
iv
:1
31
2.
25
62
v3
  [
ma
th.
AT
]  
24
 Ja
n 2
01
4
DESCENT AND THE KOSZUL DUALITY FOR LOCALLY
CONSTANT FACTORISATION ALGEBRAS
MATSUOKA, TAKUO
Abstract. Generalising Jacob Lurie’s idea on the relation between the Verdier
duality and the iterated loop space theory, we study the Koszul duality for lo-
cally constant factorisation algebras. We formulate an analogue of Lurie’s
“nonabelian Poincare´ duality” theorem (which is closely related to earlier re-
sults of Graeme Segal, of Dusa McDuff, and of Paolo Salvatore) in a symmetric
monoidal stable infinity category carefully, using John Francis’ notion of exci-
sion. Its proof is done by first studying the Koszul duality for En-algebras in
detail. As a consequence, we obtain a Verdier type equivalence for factorisation
algebras by a Koszul duality construction.
At a foundational level, we study descent properties of Lurie’s topological
chiral homology. We prove that this homology theory satisfies descent for a
factorising cover, as defined by Kevin Costello and Owen Gwilliam. We also
obtain a generalisation of Lurie’s approach to this homology theory, which
leads to a product formula for the infinity category of factorisation algebras,
and its twisted generalisation.
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0. Introduction
0.0. Factorisation algebra. Factorisation algebras on manifolds are the counter-
parts on manifolds of chiral algebras introduced by Beilinson–Drinfeld on algebraic
curves [2]. One motivation for studying factorization algebras comes from their
central role played in quantum field theory (generalising the role of chiral algebras
for conformal field theory). Namely, observables of a quantum (or a classical) field
theory form a factorisation algebra, and this is the structure in terms of which one
can rigorously understand quantisation of a physical theory (in perturbative sense)
[6], analogously to the deformation quantisation of the classical mechanics [13].
Factorisation algebras are closely related to field theories as functors on a cobor-
dism category, as introduced by Atiyah [0] and Segal [21]. We study locally constant
factorisation algebras, which correspond to topological field theories.
A locally constant factorisation algebra on the manifold Rn is equivalent to what
is known as an En-algebra, first introduced in iterated loop space theory [3]. E1-
algebra is an associative algebra, and an En-algebra can be inductively defined as
an En−1-algebra with an additional structure of an associative algebra commuting
with the En−1-structure. A locally constant factorisation algebra can be considered
as a global version of an En-algebra in a way analogous to how a chiral algebra
is a global version of a vertex operator algebra. In particular, from any locally
constant factorisation algebra on an n-dimensional manifold, one obtains an En-
algebra around any point by restricting the algebra to an open ball around the
point. This En-algebra is canonical up to a change of framing at the point, and
can be thought of as a local form of the factorisation algebra.
There is an issue that the notion of an En-algebra degenerates (unless n ≤ 1) to
that of a commutative algebra in a category whose higher homotopical structure
is degenerate. Moreover, the kind of theory we aim to establish (the theory of the
Koszul duality) fails in such a setting even for associative algebras. These issues
force us to work in a homotopical setting. In order to work in such a setting, we
use the convenient language of higher category theory. (For the main body, note
our conventions stated in Section 1, which do not apply in this introduction.)
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In this work, we study from the point of view that a factorisation algebra is a
generalisation of a sheaf on a manifold (the term “locally constant” comes from
this point of view). It takes values in a symmetric monoidal infinity category. A
prealgebra on a manifoldM is a covariant functor A on the poset of open subsets of
M , for which we have A(U⊔V ) ≃ A(U)⊗A(V ) for disjoint open subsets U, V ⊂M ,
in a coherent way. (Covariance is chosen for consistency of the terminology with the
intuition.) A is a factorisation algebra if it satisfies a suitable gluing condition
generalising that of a sheaf. Indeed, a locally constant cosheaf is a locally constant
factorisation algebra with respect to the monoidal structure given by the coproduct.
The gluing condition of the factorisation algebra of observables of a physical
theory reflects locality of the theory. In Atiyah–Segal framework, the same prop-
erty corresponds to possibility of extending the functor on cobordisms to higher
codimensional manifolds. A theory is fully extended if it is extended to highest
codimensional manifolds, namely, to points. The cobordism hypothesis of Baez–
Dolan [1], proved in a much strengthened form by Hopkins–Lurie and Lurie [15],
states that a fully extended topological field theory (on framed manifolds) is com-
pletely determined by its value for a point. Analogously, but in a simpler way, a
factorisation algebra which is systematically defined on all (framed) manifolds, is
determined by the En-algebra which appear as its local form [9].
A sheaf is defined by its sections. One is often more interested in the derived
sections, or the cohomology. Since we work in a homotopical setting for factorisation
algebras, the sections we consider for an algebra are always the ‘derived’ ones. Thus,
study of factorisation algebra can be considered as study of a kind of homology
theory. This homology theory, for locally constant algebras, was defined by Lurie
[16], and was called topological chiral homology. Following Francis and Costello (who
works with not necessarily locally constant algebras), we also call it factorisation
homology.
It turns out that this homology theory behaves very nicely in an symmetric
monoidal infinity category in which the monoidal multiplication functor preserves
sifted homotopy colimits variablewise, but that this assumption on sifted colimits
is essential. We shall come back to this point shortly.
0.1. Koszul duality for factorisation algebras. Lurie has discovered what he
calls the “nonabelian Poincare´ duality” theorem [16]. (According to him, closely
related results were earlier obtained by Segal [20], McDuff [17] and Salvatore [19].)
Classically, the Poincare´ duality theorem concerns a locally constant sheaf of abelian
groups, or more generally of “stable” (in homotopical sense) objects such as chain
complexes or spectra, on a manifold. Lurie’s theorem states that a form of the
theorem also holds with unstable coefficients, rather than stable or abelian coef-
ficients. By “unstable coefficients”, we mean the coefficients in a locally constant
sheaf of spaces. One formulation of the classical Poincare´ duality theorem is that
the compactly supported cohomology of the sheaf is a homology theory, namely,
forms a cosheaf. Lurie’s discovery is that the suitable homology theory for un-
stable coefficients is the topological chiral homology, which generalises the cosheaf
homology. This homology theory determines a locally constant factorisation alge-
bra, rather than a cosheaf. The following is a formulation of Lurie’s theorem using
the language of factorisation algebras (and sheaves).
Theorem 0.0 (Lurie). Let M be a manifold of dimension n. Let E be a locally
constant sheaf of spaces on M . If every stalk of E has connectivity at least n, then
the (locally constant) prealgebra E+ of spaces on M defined by E+(U) = Γc(U,E),
the compactly supported cohomology, is a factorisation algebra.
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He notes that the stalk of E+ is the n-fold loop space of the stalk of E, and
the structure of a (pre)algebra of E+ globalises the En-algebra structure which
characterises n-fold loop spaces in the iterated loop space theory. As a consequence,
the theorem leads to a globalisation of the iterated loop space theory in the form of
an equivalence between suitable infinity categories of sheaves and of factorisation
algebras. This is an unstable counterpart of the Verdier duality theorem expressed
as an equivalence between sheaves and cosheaves valued in a stable infinity category.
Iterated loop space theory is an instance of the Koszul duality [10] for En-
algebras, and locally constant factorisation algebras globalise En-algebras. This
motivates one to consider the Koszul duality for factorisation algebras, and look
for a generalisation of the Poincare´ and the Verdier theorems in this context.
For this purpose, we have defined compactly supported factorisation homology.
Given a locally constant factorisation algebra A on a manifold M , we denote the
compactly supported homology on an open submanifold U by
∫ c
U
A. The association
A+ : U 7→
∫ c
U A is then a precoalgebra on M . The question then is how close A
+ is
to a factorisation coalgebra.
Unfortunately, there arises a problem very soon. Namely, we have mentioned
that it is an essential assumption that the monoidal multiplication functors preserve
sifted homotopy colimits variable-wise, when one works with factorisation algebras.
Even though this condition is satisfied often in practice, if we would like to also
consider factorisation coalgebras, then we would need the monoidal operations to
also preserve sifted homotopy limits. This is a very strong constraint, even though
it is satisfied in Lurie’s context.
One of the principal aims of the present work is to remove this constraint in some
other contexts which arise in practice, at least for the purpose of generalising Lurie’s
work. In this direction, we have obtained quite satisfactory results by restricting
our attention to algebras which are complete with respect to a suitable filtration.
We have shown that many algebras which arise in practice are of this kind (after
some natural procedure of completion, if necessary).
We have done this by first establishing a very good local theory in a complete
filtered context, and then by showing that the global results follows from this good
local theory. Let us overview those steps.
0.2. Koszul duality for complete En-algebras. The local theory is the theory
of the Koszul duality for En-algebras, where n is a finite non-negative integer.
Our setting is as follows. Let A be a symmetric monoidal infinity category. We
assume that it has a filtration (Definition 5.9, note the conventions stated in Section
1) which is compatible with the symmetric monoidal structure in a suitable way.
Primary examples are the category of filtered objects in a reasonable symmetric
monoidal infinity category (Section 6.2), and a symmetric monoidal stable infinity
category with a compatible t-structure [16] (satisfying a mild technical condition,
see Definition 5.28, Remark 5.29). Another family of examples is given by functor
categories admitting the Goodwillie calculus [11], where the filtration is given by
the degree of excisiveness (Example 5.11). Indeed, we also assume that A is stable
in the sense defined by Lurie [16]. However, our monoidal structure is not the direct
sum (which does not have the kind of compatibility with the filtration we need),
but is like the (derived) tensor product of chain complexes, and the smash product
of spectra, so our context is “nonabelian”. We further assume that A is complete
with respect to the filtration in a suitable sense. The mentioned examples admit
completion, and in these examples, the categoryA we indeed work in is the category
of complete objects in any of the mentioned categories, with completed symmetric
monoidal structure. These categories satisfy a few further technical assumptions
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we need, which we shall not state here. (The theorems we state in this introduction
shall be given references to their precise formulation in the main body. In order to
understand the formulation correctly, the reader should note our conventions stated
in Section 1.)
In such a complete filtered infinity category A, any algebra comes with a nat-
ural filtration with respect to which it is complete. In the mentioned examples,
the towers associated to the filtration are the canonical (or “defining”) tower, the
Postnikov tower, and the Taylor tower, and the objects we deal with are the limits
of the towers. We have established the Koszul duality for En-algebras in A which
is positively filtered. The corresponding restriction on the filtration of coalgebras
is given by the condition we call copositivity (Definition 7.17). The theorem is
as follows. (The associative case of the following is Theorem 7.16. The En-case
follows from iteration of Theorem 7.9 and Lemma 7.14. Note the conventions stated
in Section 1. The theorem can be considered as the local instance of Theorem 0.4
below, but see the proof of this, Theorem 7.29, in Section 7.3. )
Theorem 0.1. Let A be as above. Then the constructions of Koszul duals give
inverse equivalences
AlgEn(A)+
∼
←→ CoalgEn(A)+
between the infinity category of positive augmented En-algebras and copositive aug-
mented En-coalgebras in A.
We have also shown that the Koszul duality further has the Morita theoretic
functoriality. To explain what this is, in [15], Lurie has outlined a generalisation
of the Morita category for En-algebras. By collecting suitable versions of bimod-
ules, one obtains an infinity (n + 1)-category Algn(A) of En-algebras, bimodules,
etc. in A, generalising the 2-category of associative algebras and bimodules. In
order to make the construction work, one usually assumes that the monoidal multi-
plication functors preserve geometric realisations variablewise. However, unless the
monoidal multiplication also preserve totalisations, one cannot have both algebraic
and coalgebraic versions of this in the same way. We have shown that in the kind
of complete filtered category we work in, the construction works for both positive
augmented algebras and copositive augmented coalgebras. Let us denote the infin-
ity (n+ 1)-categories we obtain by Alg+n (A) and Coalg
+
n (A) respectively. We have
shown the following.
Theorem 0.2 (Theorem 7.21). Let A be as above. Then for every n, the construc-
tion of the Koszul dual define a symmetric monoidal functor
( )! : Alg+n (A) −→ Coalg
+
n (A).
It is an equivalence with inverse given by the Koszul duality construction.
0.3. The Poincare´ and the Verdier theorems. For obtaining global results
from the local theory thus established, a breakthrough was the discovery by Francis
of the notion of excision [8, 9]. Excision is concerned with what happens to the
value of a prealgebra when a manifold is glued as in the composition in a cobordism
category. Namely, let A be a prealgebra on a manifold M , and suppose an open
submanifold U is cut into two pieces V and W along a codimension 1 submanifold
N whose normal bundle is trivialised. Then one finds an E1-algebra, which we shall
denote by A(N), by restrictingA to a tubular neighbourhood ofN (diffeomorphic to
N ×R1 by the trivialisation) and then pushing it down to R1. One finds that A(V )
and A(W ) are right and left modules respectively over A(N), and the excision
property requires that the canonical map
A(V )⊗A(N) A(W ) −→ A(U)
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be an equivalence in every such situation (where the tensor product should be
understood as “derived”, if there is also an underived, i.e., not sufficiently invariant,
tensor product).
Francis proved that excision property characterises topological chiral homology,
and have applied this theorem to give a simple proof of Lurie’s nonabelian Poincare´
duality theorem [8, 9]. The excision property gives a convenient way to compute
topological chiral homology.
Influenced by this work, we formulate the Poincare´ duality theorem in our con-
text using excision, and in this form, the theorem holds if the local theory is good
enough. We say that an augmented locally constant factorisation algebra on an
n-dimensional manifold is positive if it is locally so as an En-algebra.
Theorem 0.3 (Theorem 7.29). Let A be a positive augmented locally constant
factorisation algebra on M , valued in A as in the previous section. Then the pre-
coalgebra A+ defined by A+(U) =
∫ c
U
A, satisfies excision.
This leads to the Koszul duality for factorisation algebras, as a Verdier type
equivalence of categories. Let AlgM (A)+ (resp. CoalgM (A)+) denote the infinity
category of positive (resp. copositive) augmented prealgebras (resp. precoalgebras)
on M which is locally constant in a suitable sense, and satisfies excision.
Theorem 0.4 (Theorem 7.31). Let A be as above. Then the functor
( )+ : AlgM (A)+ −→ CoalgM (A)+
is an equivalence.
In order to show the ubiquity of algebras to which our Poincare´ duality theorem
applies, we have shown that any augmented factorisation algebra (taking values in
a reasonable symmetric monoidal stable infinity category) comes with a canonical
positive filtration (Proposition 7.40). It follows that the Poincare´ theorem holds
for its completion (Corollary 7.41).
0.4. Descent properties of factorisation algebras. At a more foundational
level, we have studied descent properties of factorisation algebras. One motivation
was to formulate and prove Francis’ theorem on excision in our setting, in the form
we needed. We have studied quite in depth, motivated partly by applications to be
discussed in the next section. In the following, we assume that the target category
A of prealgebras is a symmetric monoidal infinity category which is closed under
sifted homotopy colimits, and that the monoidal multiplication functors preserve
sifted homotopy colimits variable-wise.
Specifically, we have developed descent properties of locally constant factorisa-
tion algebras for covers, and for bases of topology. Our first result (Theorem 2.12,
note the conventions stated in Section 1) proves (as a particular case, see Example
2.10) that topological chiral homology satisfies descent for a factorising cover in
the sense of Costello–Gwilliam [6]. Therefore, this connects the ‘Cˇech’ approach
of Costello–Gwilliam to factorisation homology, to Lurie’s approach, which is anal-
ogous to the singular approach to the local coefficient (co)homology. (Costello–
Gwilliam in fact considered not necessarily locally constant algebras.) This, com-
bined with ideas of Francis, lead to a proof of a version of Francis’ theorem [9] (The-
orem 3.34 below). This theorem can be considered as giving an Eilenberg–Steenrod
approach to factorisation homology, and one concludes from these theorems that
all three approaches are equivalent.
As an application of Theorem 3.34, we have obtained an improvement (Theorem
4.8) of the nonabelian Poincare´ duality theorem in the context opposite to Lurie’s.
Its proof is given by noting that a familiar argument from the proof of Gromov’s
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h-principle applies here. There seems to be no similar improvement in the context
of Lurie (Remark 4.10).
Moreover, we have generalised Lurie’s approach to factorisation homology in the
following way. Namely, his definition of topological chiral homology uses the basis
Disk(M) for the topology of a manifold M , consisting of open subdisks. He also
uses disjoint unions of disks, which give another basis Disj(M) of M . This latter
basis has a nice property in the spirit of Costello–Gwilliam, which we might call
here factorisingness. Lurie’s definition is stated in terms of the pair Disk(M)→
Disj(M).
In Theorem 2.28, we have given a sufficient condition for a pair E1 → E of
bases to define the same notion of a locally constant factorisation algebra, when
it replaces the pair Disk(M) → Disj(M) in Lurie’s definition. Even though the
theorem is slightly technical, the sufficient condition we have found is easy to check
in practice. For example, it is quite easy to check whether we can find a suitable
E1 if E is a factorising basis of M , closed under disjoint union in M , and consists
of open submanifolds homeomorphic to disjoint unions of disks.
Thus, this theorem is useful, and in particular leads to the following, as well as
applications to be discussed in the next section. Let us denote by AlgM (A), the
infinity category of locally constant factorisation algebras on a manifold M .
Theorem 0.5 (Theorem 2.42). The association M 7→ AlgM (A) (which is con-
travariantly functorial in open embeddings) is a sheaf of infinity categories.
It follows that there is a notion of a locally constant factorisation algebra on an
orbifold.
0.5. Twisted product formula. As an application of our investigation of the
descent properties of factorisation algebras, we have obtained the following basic
theorem. In the special case where the manifolds are the Euclidean spaces, we
recover a classical theorem of Dunn [7]. (See Remark 0.8 below for the precise
relation to his theorem.)
Theorem 0.6 (Theorem 3.14). Let B, F be manifolds. Then, the restriction
functor
AlgF×B(A) −→ AlgB(AlgF (A))
is an equivalence.
Remark 0.7. If one swaps the factors of B × F , then on the side of algebras, one
recovers the canonical equivalence AlgB(AlgF ) ≃ AlgF (AlgB).
Remark 0.8. Dunn in fact obtains an equivalence at the level of operads [7]. In
particular, in his case, the equivalence of algebras holds without any assumption
on the target category. Even though our theorem applies to any manifold, the
equivalence in this generality has been proved only at the level of the category of
algebras since our proof depends on the property of the target category for the
algebras.
Another slight difference with Dunn’s result is that he considers Boardman–
Vogt’s little cubes operad [3] instead of factorisation algebras on a Euclidean space.
We can use Theorem 2.28 once again to show that the difference is not essential.
See Remark 3.16 for the details.
We have also obtained a natural generalisation of this, where the product is re-
placed by a fibre bundle (a ‘twisted’ product). In this case, the algebras on the
right hand side needs to be twisted. Namely, it should take values in an algebra
of categories on B. Once we allow this twisting, it is natural to consider further
twisting for algebras. Namely, we consider algebras on the total space E of a fibre
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bundle taking values in a locally constant factorisation algebra A of categories on
E. For such A, we have defined an algebra AlgE/B(A) of categories on the base
manifold B, which is a twisted version of AlgF in the previous theorem. The follow-
ing generalisation of the previous theorem follows from (the infinity 2-categorical
generalisations of) the previous theorem and the descent results.
Theorem 0.9 (Theorem 3.21). For a locally constant factorisation algebra A on
E of infinity categories, there is a natural equivalence
AlgE(A) ≃ AlgB(AlgE/B(A))
of infinity categories, given by a suitable ‘restriction’ functor.
Remark 0.10. For this theorem, no assumption on sifted colimits are needed for
A. If A is instead a single fixed symmetric monoidal category, there is actually a
slight difference between an algebra in A (for which Theorem 0.6 may fail without
assumption on sifted colimits), and an algebra taking values in the ‘constant’ alge-
bra at A (to which Theorem 0.9 always applies). The assumption on sifted colimits
simply ensures equivalence of these two notions of an algebra.
0.6. Outline. Section 1 is for introducing conventions which are used throughout
the main body.
In Section 2, we review Lurie’s definitions and results, and discuss descent
properties of factorisation algebras.
In Section 3, we discuss the product formula, as well as excision.
In Section 4, we formulate the Poincare´ duality for a factorisation algebra as a
relation between the compactly supported factorisation homology and the Koszul
dual of the factorisation algebra. We also investigate this for factorisation algebras
in the situation opposite to Lurie’s. This is another situation where problem about
sifted limits does not arise.
In Sections 5 and 6, we establish basic notions and facts on symmetric monoidal
filtered stable categories.
In Section 7, we develop the theory of Koszul duality for complete En-algebras,
and prove the Poincare´ duality theorem for complete factorisation algebras. We
compare the cases of (globally) constant algebras of this theorem, with an implica-
tion of Theorem 0.2 on topological field theories. We also discuss particular algebras
to which the theorem applies, including one which is of interest from quantum field
theory in Costello–Gwilliam’s framework [6] (see Theorem 7.47 for the result).
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his extremely patient guidance and continuous encouragement. My contribution
through this work to the subject of factorization algebra can be understood as
technical work of combining the ideas and work of the pioneers such as Jacob Lurie,
John Francis, and Kevin Costello. I am grateful to those people for their work, and
for making their ideas accessible. I would like to express my thanks to John Francis
for detailed comments on earlier drafts of this work, as well as for explaining to
me the relation between the Poincare´ duality theorems in Lurie’s context and in its
opposite context. I am also grateful to Owen Gwilliam, Josh Shadlen, and Justin
Thomas for interesting conversations, from which I benefited greatly.
1. Terminology and notations
By a 1-category, we always mean an infinity 1-category. We often call a 1-
category (namely an infinity 1-category) simply a category. A category with
discrete sets of morphisms (namely, a “category” in the more traditional sense) will
be called (1, 1)-category, or a discrete category.
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In fact, all categorical and algebraic terms will be used in infinity (1-) categor-
ical sense without further notice. Namely, categorical terms are used in the sense
enriched in the infinity 1-category of spaces, or equivalently, of infinity groupoids,
and algebraic terms are used freely in the sense generalised in accordance with the
enriched categorical structures.
For example, for an integer n, by an n-category (resp. infinity category), we
mean an infinity n-category (resp. infinity infinity category). We also consider
multicategories. By default, multimaps in our multicategories will form a space
with all higher homotopies allowed. Namely, our “multicategories” are “infinity
operads” in the terminology of Lurie’s book [16].
We use the following notations for over and under categories. Namely, if C is a
category and x is an object of C, then we denote the category of objects C lying
over x, i.e., equipped with a map to x, by C/x. We denote the under category for
x, in other words, ((Cop)/x)
op, by Cx/.
More generally, if a category D is equipped with a functor to C, then we define
D/x := D×C C/x, and similarly for Dx/. Note here that C/x is mapping to C by the
functor which forgets the structure map to x. Note that the notation is abusive
in that the name of the functor D → C is dropped from it. In order to avoid this
abuse from causing any confusion, we shall use this notation only when the functor
D → C that we are considering is clear from the context.
By the lax colimit of a diagram of categories indexed by a category C, we mean
the Grothendieck construction. We choose the variance of the laxness so the lax
colimit projects to C, to make it an op-fibration over C, rather than a fibration
over Cop. (In particular, if C = Dop, so the functor is contravariant on D, then
the familiar fibred category over D is the op-lax colimit over C for us.) In fact, we
can choose the variance for lax limits, so this lax colimit generalises to that in any
2-category.
2. Descent properties of factorisation algebras
In this section, we introduce the notion of a locally constant factorisation algebra
following Lurie (although he did not use this particular term), and then investigate
its descent properties. This will be a study of the descent properties of Lurie’s
“topological chiral homology”.
Many notions and notations we introduce in this section are from Lurie’s book
“Higher Algebra” [16], which has an index and an index for notations.
2.0. Locally constant factorisation algebra. Given a manifoldM , let us denote
by Open(M) the poset of open submanifolds of M . It (considered as a category
where a map is an inclusion) has a partially defined symmetric monoidal structure
given by disjoint union in M .
Definition 2.0. Let A be a symmetric monoidal category. Then a prefactori-
sation algebra (or just a “prealgebra”) on M (valued) in A, is a symmetric
monoidal functor Open(M)→ A.
We say that a prealgebra is locally constant if A takes every inclusion D →֒ D′
between disks inM (namely, open submanifolds which is homeomorphic to an open
disk), to an equivalence A(D)
∼
−→ A(D′).
The category of locally constant prealgebras on M in A will be denoted by
PreAlgM (A).
Let M be a manifold. Let n denote its dimension. Then, following Lurie, we de-
note by Disk(M), the poset consisting of open submanifolds U ⊂M homeomorphic
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to an open disk of dimension n (by an unspecified homeomorphism). This poset has
a structure of a symmetric multicategory where a multimap is a disjoint inclusion
in M , so for every fixed source and target, the space of multimaps is either empty
or contractible.
Recall that given symmetric multicategories A, B, an algebra on B in A is a
morphism B → A of symmetric multicategories.
The following is a notion equivalent to an algebra over Lurie’s multicategory EM
from [16]. See Theorem 5.2.4.9 there, also restated here as Theorem 2.13. Another
equivalent notion has a natural name, and we use that name. All notions and
equivalence between them will be reviewed below.
Definition 2.1. Let A be a symmetric monoidal category. Then a locally con-
stant factorisation algebra (or just a “(locally constant) algebra”, often in this
work) on M valued in A, is an algebra on Disk(M) in A whose underlying functor
(of “colours”) inverts any map in Disk(M) (which is an inclusion of a single disk
into another). The category of locally constant algebras onM in A will be denoted
by AlgM (A).
Remark 2.2. This definition makes sense for A just a symmetric multicategory,
but for comparison with other notions, it is convenient to have A to be symmetric
monoidal.
Following Lurie, let us denote by Disj(M) the poset of open submanifolds U ⊂M
homeomorphic (by an unspecified homeomorphism) to the disjoint union of a finite
number of disks. It has a partially defined monoidal structure given by the disjoint
union in M . There is a functor Disk(M) → Disj(M) of multicategories, so a
symmetric monoidal functor A : Disj(M)→ A to a symmetric monoidal category A
restricts to a morphism Disk(M)→ A of symmetric multicategories. Moreover, any
morphism Disk(M) → A with A symmetric monoidal category extends uniquely
to a symmetric monoidal functor Disj(M)→ A. Namely, an algebra on M can be
also described as a symmetric monoidal functor Disj(M)→ A.
Remark 2.3. Again, this is still true if the monoidal structure of A is only partially
defined, but this is not an important point for us.
Note that there is a (necessarily symmetric) monoidal embedding Disj(M) →֒
Open(M). Given a functor Disj(M)→ A, one has its left Kan extension Open(M)→
A at least if A has colimits.
If the monoidal multiplication in A distributes over colimits, then the Kan ex-
tension Open(M) → A of a symmetric monoidal functor Disj(M) → A becomes
symmetric monoidal in a unique way, so its restriction to Disj(M) becomes the
original symmetric monoidal functor. In fact, Lurie proves that relevant colimits
here can be described as sifted colimits (see Propositions 2.14 and 2.15 below).
Therefore, it sufficed to consider just sifted colimits.
To summarise, if the target category A has sifted colimits, and the monoidal
multiplication in A distributes over sifted colimits (equivalently, sifted colimits are
preserved by the monoidal multiplication), then we have a functor AlgM (A) →
PreAlgM (A) given by left Kan extension. This functor is clearly fully faithful, and
it is left adjoint to the functor given by restriction through the functor Disk(M)→
Open(M) of symmetric multicategories. In this way, AlgM (A) is a right localisation
of the category of locally constant prealgebras.
Within the category of locally constant prealgebras, the algebras can be char-
acterised as those prealgebras which, as a functor, is the left Kan extension of
its restriction to Disj(M). We often identify AlgM with this right localised full
subcategory of PreAlgM .
The following is basic.
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Example 2.4 (See also Francis’ [9]). Let A be a category closed under small col-
imits, and let us consider it as a symmetric monoidal category under the Cartesian
coproduct. This symmetric monoidal multiplication A ×A → A takes colimits in
A×A to colimits in the target, so sifted colimits are preserved variablewise, so the
arguments above applies to this symmetric monoidal structure.
In this case, any functor Disj(M) → A has a unique lax symmetric monoidal
structure, and this structure is strong monoidal if and only if the functor is the left
Kan extension (in the canonical way) from its restriction to Disk(M).
It follows that a locally constant algebra in A with respect to the Cartesian
coproduct, is the same thing as a locally constant cosheaf in A.
Dually, if A is closed under limits, then locally constant algebra in Aop with
respect to the Cartesian product of A, is the same thing as a locally constant sheaf
valued in A.
2.1. Assumption on the target category. From now on, in this section, we as-
sume that the target categoryA of prealgebras has sifted colimits, and the monoidal
multiplication functor onA preserves sifted colimits variable-wise. Equivalently, the
monoidal multiplication should preserve sifted colimits for all the variables at the
same time.
2.2. Descent for factorising covers. Note our assumption just stated.
For a prealgebra on M , being the Kan extension of its restriction to disjoint
union of disks is a kind of descent property. We shall observe a more general
descent satisfied by a locally constant algebra.
Definition 2.5. Let C be a category and let χ : C → Open(M) be a functor.
For i ∈ C, denote χ(i) also by Ui within this definition. We shall call this data
a factorising cover which is nice in Lurie’s sense, or briefly, factorising l-
nice cover, of M if for any non-empty finite subset x ⊂ M , the full subcategory
Cx := {i ∈ C | x ⊂ Ui} of C has contractible classifying space.
Remark 2.6. The definition is inspired by the definition of a factorising cover
by Costello–Gwilliam [6], and a condition introduced by Lurie for his generalised
Seifert–van Kampen theorem [16, Appendix]. “Nice” is Lurie’s description of a
cover satisfying his conditions, where he does not intend this to be a part of his
terminology. However, we borrow this word “nice” and make it our term for the
notion above, for unfortunate lack of creativity for a better name.
Example 2.7. If M is empty, then any cover of M , including the one indexed by
the empty category, is factorising l-nice.
Example 2.8. The inclusion Disj(M)→ Open(M) determines a factorising l-nice
cover.
Example 2.9. Consider a cover ofM by a filtered (or “directed”) inductive system
of open submanifolds of M . Then this cover is factorising l-nice.
Example 2.10. Suppose given an open cover U = {Us}s∈S of M indexed by a
set S. For simplicity, assume that this cover is closed under taking finite disjoint
union. If this is not satisfied, replace S by the set of finite subsets T of S for which
Ut are pairwise disjoint for t ∈ T . (For example, if M = ∅, then we are excluding
the empty cover indexed by S = ∅.)
Denote by ∆/S the category of combinatorial simplices whose vertices are labeled
by elements of S. Namely, its objects are finite non-empty ordinal I equipped with
a set map s : I → S. Then the cover determines a functor χ : (∆/S)
op → Open(M)
by
(I, s : I → S) 7−→ Us :=
⋂
i∈I
Us(i).
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In Costello–Gwilliam’s terminology, the cover U is factorising if for this χ, the
category (∆/S)
op
x is non-empty for every finite subset x ⊂M (equivalently if there
is i ∈ S for which x ⊂ Ui).
It is immediate to see that χ determines a factorising l-nice cover if (and only
if) the cover is factorising in Costello–Gwilliam’s sense.
Given a prealgebra A on M , the descent complex for U of Costello–Gwilliam is
equivalent to colim(∆/S)op A.
Remark 2.11. In the previous example, one can integrate the functor χ over labels
to have a functor ∆op → Open(M), namely a simplicial object of Open(M). A
prealgebra A valued in a category A sends (after being extended by continuity for
colimits) this simplicial object to a simplicial object in A, and the descent complex,
which was written as the colimit over (∆/S)
op above, is then just the geometric
realisation of the resulting simplicial object in A.
Thus, it is natural to start from just a simplicial object, and then the relevant
notion is that of a hypercover. We will not use this notion, and will not discuss
it. However, it is not difficult to give a sufficient condition for when a hypercover
determines a factorising l-nice cover.
The following generalises the Kan extension property from the values for disjoint
union of disks.
Theorem 2.12. Let A be a locally constant algebra onM (in a symmetric monoidal
category A satisfying our conditions stated in Section 2.1). Then for any factorising
l-nice cover determined by χ : C → Open(M), the map A(M) ← colimC Aχ is an
equivalence.
For the proof, we need another description of locally constant algebras, due to
Lurie. We shall give the proof after we give the description in Section 2.3.
2.3. Isotopy invariance. Let M be a manifold, and let n be its dimension.
Let EM be the multicategory (i.e., an “infinity operad”) introduced by Lurie. Its
objects are the open submanifolds of M homeomorphic to a disk of dimension n.
The space of multimaps {Ui}i∈S → V is that formed by an embedding f :
∐
i Ui →֒
V together with an isotopy on each Ui from the defining inclusion Ui →֒ M to
f : Ui →֒M .
It is immediate from this description that the underlying category (the category
of “colours”) of EM is a groupoid equivalent to (the fundamental infinity groupoid
of) the space naturally formed by its objects.
Consider the obvious morphism Disk(M)→ EM of multicategories.
Theorem 2.13 (Lurie, Theorem 5.2.4.9 of [16]). Restriction through the morphism
Disk(M) → EM induces a fully faithful functor between the categories of algebras
on these multicategories. The essential image of the functor consists precisely of
the locally constant algebras on M .
In particular, a locally constant algebra on M extends uniquely (up to a con-
tractible space) to an algebra on EM .
The property of an algebra on disks that it extends to EM , can be understood
as isotopy invariance (where the way to be invariant can be specified functorially)
of the functor. By the above theorem, this property is equivalent to being locally
constant.
Let D(M) be as defined by Lurie (Definition 5.3.2.11 of [16]). Its objects are
open submanifolds ofM which are homeomorphic to a finite disjoint union of disks.
The space of maps U → V is the space formed by embeddings f : U →֒ V together
with an isotopy from the defining inclusion U →֒M to f : U →֒M .
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Disjoint union in M cannot be made into a partial monoidal structure on D(M)
since the isotopies we used in defining a morphism in D(M), was required to be
isotopies on the whole U , not just on each of its components. However, D(M) can
be extended to a symmetric partial monoidal category which has the same objects
but where the mentioned restriction on the maps is discarded. Let us denote this
partial monoidal category by EM . The composite EM → D(M) → EM then has a
canonical structure as a map of multicategories, and we can try to extend A to a
symmetric monoidal functor on EM .
To see that this is possible, let us further try discarding the restriction on the
objects. Namely, an object of EM is an object of D(M), which can be considered
as a disjoint family of disks in M , but we can instead include any family of disks
(and define morphisms in the same way as in EM ). The result is the symmetric
monoidal category freely generated from EM . Therefore, an algebra A on EM
can be extended to a symmetric monoidal functor on the free symmetric monoidal
category, and then be restricted to EM through the symmetric monoidal inclusion.
This symmetric monoidal functor on EM , as an algebra on a multicategory, extends
the algebra A on EM .
Moreover, there is a commutative square
Disk(M) −−−−→ EMy y
Disj(M) −−−−→ D(M)
which, with the functor D(M)→ EM , factorises a square
Disk(M) −−−−→ EMy y
Disj(M) −−−−→ EM .
where the bottom functor underlies a symmetric monoidal functor. It follows
that, by restricting to D(M) (the underlying functor of) the described symmetric
monoidal functor on EM extending A, one gets a functor on D(M) which extends
both (the underlying functor of) A on EM , and (the underlying functor of) the sym-
metric monoidal functor on Disj(M) uniquely extended from the algebra A|Disk(M)
on Disk(M).
Proposition 2.14 (Lurie, Proposition 5.3.2.13 (1) of [16]). The functor Disj(M)→
D(M) is cofinal.
That is, for a functor defined on D(M), its colimit over D(M) gives the colimit
of the restriction of the same functor to Disj(M).
Proposition 2.15 (Lurie, Proposition 5.3.2.15 of [16]). The category D(M) is
sifted.
Corollary 2.16. Let A be a locally constant algebra on M . Consider it as an
algebra on EM , and then extend its underlying functor to D(M) in the explained
way. Denote the resulting functor on D(M) still by A. Then the map
A(M)←− colim
D(M)
A
is an equivalence.
We can now start a proof of Theorem 2.12. Recall that a functor C → D is cofinal
if for every functor f with domain D, colim f (when this exists) is a colimit of f over
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C (in the canonical way). (Lurie [14] Definition 4.1.1.1, but see also Proposition
4.1.1.8.)
Definition 2.17. Let U be a cover of a manifold M , given by a functor χ : C →
Open(M), i 7→ Ui. Then U is said to be effectively factorising l-nice if the
functor
colim
i
D(Ui) −→ D(M)
is cofinal.
Remark 2.18. By Proposition 2.14, the condition of being an effectively factorising
l-nice cover is equivalent to that the functor
colim
i
Disj(Ui) −→ D(M)
is cofinal.
Theorem 2.13 immediately implies the following.
Lemma 2.19. Let A be a locally constant algebra on M . Then for any effec-
tively factorising l-nice cover determined by χ : C → Open(M), the map A(M) ←
colimC Aχ is an equivalence.
Theorem 2.12 is an immediate consequence of this and the following, ‘factorising’
version of Lurie’s higher homotopical generalisation of the Seifert–van Kampen
theorem. The factorising version is actually a consequence of the original theorem.
Our proof will be similar to the proof of Theorem 5.1 of the paper [4] by Boavida
de Brito–Weiss, and will also use some arguments similar to those from the proofs
of the theorems above of Lurie.
Proposition 2.20. Let M be a manifold. Then every factorising l-nice cover of
M is effectively factorising l-nice.
In the proof, we shall use the following standard fact from basic homotopy theory.
Its proof is included for completeness.
Lemma 2.21. Let G be a groupoid. Then a functor C → G from a 1-category is
cofinal if (and only if) the induced map BC → G is an equivalence.
Proof. Assuming that G = BC, we want to prove that the colimit of any functor
L defined over G is a colimit of L over C. (“Only if” part is trivial since BC is a
colimit of the final diagram over C in the 1-category of groupoids.)
Note that it suffices to consider the case where L is taking values in the opposite
of the category of spaces, since whether an object is a colimit is tested by homming
to another object. Let us conveniently change the variance of C and G, and consider
the limits of a covariant functor L defined on G. Thus, we want to prove that for
G = BC = colimC ∗, colimit taken in the category of groupoids, the induced map
limG L→ limC L is an equivalence.
The crucial fact here is that for any object i of G, L(i) is the homotopy fibre of
the projection colimG L→ G. Namely, L(i) is the space of sections of this map over
the point i.
It follows that limC L is the space of global sections if G = colimC ∗. Thus, we
have proved that limC L is functorially equivalent to a space which is independent
of C as long as the map BC → G is an equivalence. (In particular, this independent
space is identified with limG L through the equivalence obtained in the case where
the functor C → G is an equivalence.) This completes the proof.
Alternatively, one can apply Joyal’s generalisation of Quillen’s Theorem A, al-
though as we have shown, this is not necessary. Again, assuming G = BC, we
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want to show that, for any object x of G, the under category Cx/ has contractible
classifying space.
The point is that, since G is a groupoid, Cx/ coincides with the fibre of the functor
C → G over x. The result is immediate from this since the geometric realisation
functor preserves pull-backs. 
Proof of Proposition 2.20. Suppose that a factorising l-nice cover U of M is given
by a functor χ : C → Open(M), i 7→ Ui. We want to show that the functor
colim
i
D(Ui) −→ D(M)
is cofinal.
Recall that for open U ⊂ M , the category D(U) was a comma category in
the category Man of category of manifolds, in which the space of morphisms is
the space of open embeddings. Namely, let D be the full subcategory of Man
of manifolds whose objects are equivalent to disjoint union of disks of dimension
n, where n = dimM . Then D(U) was the comma category whose object was a
morphism from an object of D to U .
In other words, D(U) = laxcolimD∈D Emb(D,U), where Emb(D,U), the infinity
groupoid of embeddings, is the space of morphisms in Man, and the lax colimit is
taken in the 2-category of categories.
It follows that it suffices to prove for every D ∈ D, the map
laxcolim
i∈C
Emb(D,Ui) −→ Emb(D,M)
is cofinal for every D ∈ D.
In view of Lemma 2.21 above, it suffices to prove that the map
colim
i∈C
Emb(D,Ui) −→ Emb(D,M)
is an equivalence.
Choose a homeomorphism D ≃ S × Rn for a finite set S. In particular, we
have picked a point in each component of D, corresponding to the origin in Rn,
together with a germ of chart at the chosen points. Then, given an embedding
D →֒ U , restriction of it to the germs of charts at the chosen points gives us an
injection S →֒ U together with germs of charts in U at the image of S. This defines
a homotopy equivalence of Emb(D,U) with the space of germs of charts around
distinct points in U , labeled by S.
Furthermore, for any U , this space is fibred over the configuration space Conf(S,U) :=
Emb(S,U)/Aut(S), with fibres equivalent to Germ0(Rn)≀Aut(S), where Germ0(Rn)
is from [16, Notation 5.2.1.9].
Thus it suffices to show that the map
colim
i∈C
Conf(S,Ui) −→ Conf(S,M)
is an equivalence of spaces.
In order to prove this, Lurie’s generalised Seifert–van Kampen theorem implies
that it suffices to prove that for every x ∈ Conf(S,M), the category {i ∈ C | x ∈
Conf(S,Ui)} has contractible classifying space. However, x ∈ Conf(S,Ui) is equiv-
alent to suppx ⊂ Ui, where suppx is the subset of M corresponding to the con-
figuration x, so the required condition is exactly our assumption that the cover is
factorising l-nice. 
2.4. Basic descent. We continue with the assumptions introduced in Section 2.1.
Namely, we assume that the target category A of prealgebras has sifted colimits,
and the monoidal multiplication functors on A preserve sifted colimits (variable-
wise).
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Definition 2.22. Let M be a manifold, and let U be an effectively factorising
l-nice cover of M , given by a functor χ : C → Open(M), i 7→ Ui. We say that U is
an (effectively) factorising l-nice basis for the topology of M , if for every open
V ⊂M , the functor χ : C/V → Open(M)/V = Open(V ) determines an (effectively)
factorising l-nice cover of V .
Remark 2.23. There is an obvious non-factorising version of these notions.
It is immediate to see that a factorising l-nice basis is effectively so as well.
Example 2.24. Disjoint open disks of M form a factorising l-nice basis of M .
We have the following as a corollary of Lemma 2.19, in view of the definition of
an effectively factorising l-nice basis.
Proposition 2.25. Let M be a manifold with an effectively factorising l-nice basis
U . Then any factorisation algebra A, as a functor, is a left Kan extension of its
restriction to U , namely, if the basis is given by a functor χ : C → Open(M), then
A is a Kan extension along χ of Aχ.
In fact, the converse to this is true in the following sense.
Proposition 2.26. Let M be a manifold with an effectively factorising l-nice basis
U . Suppose A is a prealgebra on M , then it is a locally constant factorisation
algebra if (and only if) it satisfies the following.
For any basic (in the basis) open U , the conditions
(0) A is locally constant when restricted to U ,
(1) the map colimDisj(U) A→ A(U) is an equivalence
are satisfied, and
(2) the underlying functor of A is a left Kan extension of its restriction to the
basis.
Theorem 2.27. The association M 7→ AlgM (A) (which is contravariantly func-
torial in open embeddings of codimension 0) satisfies descent for any effectively
factorising l-nice basis.
Proof assuming Proposition. If A is a locally constant factorisation algebra on a
manifold U , then the conditions (0) and (1) of Proposition are satisfied. 
Let us seek for a proof of Proposition. Having Proposition 2.25, the only non-
trivial point of proof would be in showing that A is locally constant. Although
Proposition 2.26 can be proved in a direct manner, we shall deduce it from a
similar theorem in a more specific situation, with weaker looking local constancy
assumption. The weaker assumption is more flexible, and the theorem will turn
out to be useful.
The theorem is as follows. (We shall use its corollary 2.40 for our proof of
Proposition 2.26.)
Theorem 2.28. Let M be a manifold, and let V be an effectively factorising l-nice
basis of M , given by a (necessarily symmetric) monoidal functor ψ : E → Open(M),
i 7→ Vi, from a symmetric partial monoidal category E, landing in fact in Disj(M).
Let E1 be a category mapping to (the underlying category of) E, for which the
hypotheses 2.31 below are satisfied. Then a prealgebra A in A on M is a locally
constant factorisation algebra on M if and only if it satisfies the following.
(0) Aψ sends every morphism in E1 to an equivalence.
(1) The underlying functor of A is a left Kan extension of its restriction Aψ
to the factorising basis.
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In other words, any pair E1 → E satisfying the hypotheses can replace the pair
Disk(M)→ Disj(M) in the definition of a locally constant factorisation algebra.
Remark 2.29. For every U ⊂ M , the section E/U → laxcolimi∈E/U Disj(Vi) to the
canonical functor laxcolimi∈E/U Disj(Vi)→ laxcolimi∈E/U ∗ = E/U , sending i to the
image of the (existing!) terminal object of Disj(Vi) in the colimit, is cofinal.
In particular, the assumption that the basis is effectively factorising l-nice is
equivalent to that the composite
E/U
ψ
−→ Disj(U) −→ D(U)
is cofinal for every U , since this can be written as the composite
E/U −→ colim
i∈E/U
Disj(Vi) −→ D(U).
See Remark 2.18.
We need to introduce some notation to state the hypotheses. Note that, a map
f : D → E in D(M) is an equivalence if and only if the embedding D →֒ E (call it g)
contained as a part of data determining f , is the disjoint union of embeddings of a
single disk into another. That is, if and only if there is a one-to-one correspondence
between the connected components of D and those of E, such that g embeds each
component of D into the corresponding component of E.
Given a finite set S, we denote by DS(M) the category whose objects are families
D = (Ds)s∈S of disks labeled by elements of S, and pairwise disjointly embedded in
M , and a morphism D → E = (Es)s∈S is an equivalence
⊔
S D
∼
−→
⊔
S E in D(M)
which preserves the labels. (Note the difference of this with just maps Ds → Es for
every s ∈ S.) This groupoid is a model for the labeled configuration space of M .
Analogously, let DisjS(M) denote the poset whose objects are families D = (Ds)s∈S
of disks labeled by elements of S, and pairwise disjointly embedded in M , and a
morphism D → E = (Es)s∈S is an inclusion in M such that Ds ⊂ Es for every
s ∈ S. (This is the same as a family of inclusions labeled by s ∈ S.) For example,
if S consists of 1 element, then DisjS = Disk.
DisjS fits into a Cartesian square
(2.30)
DisjS(M) −−−−→ DS(M)y y
Disj(M) −−−−→ D(M).
In particular, it follows from Proposition 2.14 that the functor DisjS(M)→ DS(M)
is cofinal (i.e., identifies DS(M) with the classifying space of DisjS(M)). Note that
DS(M) can be considered as the space of configurations in M of S-labeled points.
The hypotheses on the factorising basis are the following. For a finite set S,
denote by ES the category of S-labeled families of objects of E1 for which the tensor
product over S is defined in E .
Hypothesis 2.31. • ψ1 := ψ|E1 lands in Disk(M).
• ψ1 defines a (non-factorising) effectively l-nice basis. (This is equivalent
here to that ψ1 : (E1)/U → Disk(U) is an equivalence on the classifying
spaces for every open U ⊂ M . See Remark 2.29. BDisk(U) is equivalent
to U .)
• If a finite set S consists of 1 element, then ES is the whole of E1.
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• For every finite set S, the square
(2.32)
ES −−−−→ DisjS(M)
⊗
S
y y⊔S
E
ψ
−−−−→ Disj(M)
is Cartesian.
Remark 2.33. Considering the case where the finite set S consists of 1 element, we
have a Cartesian square
E1
ψ1
−−−−→ Disk(M)y y
E
ψ
−−−−→ Disj(M).
In particular, the functor E1 → E is a full embedding.
Other ES are (non-full) subcategories of E .
Remark 2.34. The consequence of the last condition of the above hypothesis which
will be actually used in the proof will be that for any object D ∈ DS(M), the square
(2.35)
(ES)D/ −−−−→ DisjS(M)D/
⊔
S
y y⊔S
E⊔
S D/
ψ
−−−−→ Disj(M)⊔
S D/
is Cartesian.
This follows from the assumption since the assumption implies that the square
(ES)E/ −−−−→ DisjS(M)E/
⊔
S
y y⊔S
EE/
ψ
−−−−→ Disj(M)E/
is Cartesian for every E ∈ D(M), while the square
(ES)D/ −−−−→ DisjS(M)D/
⊔
S
y y⊔S
(ES)⊔
S D/
ψ
−−−−→ DisjS(M)
⊔
S D/
is always Cartesian for every D ∈ DS(M).
In order to have that the square (2.35) is Cartesian for every D ∈ DS(M), we
do need the full force of the assumption, since if we have that the map (ES)D/ →
[E×Disj(M)DisjS(M)]D/ is an equivalence for everyD ∈ DS(M), then the lax colimit
of this over D ∈ DS(M) will be the original assumption.
The following is a situation where the hypotheses are satisfied.
Example 2.36. Suppose given a (non-factorising) effectively l-nice basis given by
a functor ψ1 : E1 → Open(M), i 7→ Vi. Then we can freely generate a symmetric,
partially monoidal category from E1 by using the partial monoidal structure of
Open(M). Namely, we consider a category E whose objects are pairs consisting of
a finite set S and a family (is)s∈S of objects of E1 for which the open submanifolds
Vis ⊂ M are pairwise disjoint. The symmetric partial monoidal structure on E
is defined in the obvious way, and ψ1 extends to a symmetric monoidal functor
E → Open(M), which we shall denote by ψ.
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In this case, the underlying functor of ψ defines an effectively factorising l-nice
basis of M at least if ψ1 (and so ψ as well) is the inclusion of a full subposet.
If ψ1 lands in Disk(M), then ψ lands in Disj(M), and the square (2.32) is Carte-
sian by our construction of the partial monoidal category E .
Example 2.37. For an example of the previous example, we can take E1 to be the
full subposet of Open(M) consisting of open submanifolds diffeomorphic (rather
than homeomorphic) to a disk. In this case, E is the full subposet of Open(M) con-
sisting of open submanifolds diffeomorphic to the disjoint union of a finite number
of disks.
Remark 2.38. E1 has a structure of a multicategory where for a finite set S, the
space of multimaps i → j for i = (is)s∈S , is, j ∈ E1, is non-empty if and only if
i ∈ ES , and
MultimapE1(i, j) = MapE(
⊗
S
i, j).
A symmetric monoidal functor on E restricts to an algebra on E1, and this gives
an equivalence of categories. We may say that an algebra A on E1 or equivalently,
on E , is locally constant if A inverts all unary maps of E1, and may denote the
category of locally constant algebras by AlglocE1 (A) = Alg
loc
E (A).
Our assumptions gives a functor E1 → Disk1(M) of multicategories, and Theo-
rem 2.28 may be stated as that the induced functor
AlgM (A) −→ Alg
loc
E1 (A)
is an equivalence.
Proof of Theorem 2.28. Necessity follows from the definition of local constancy and
Proposition 2.25.
For sufficiency, it suffices to prove that the given conditions on A imply that the
underlying functor of the restriction of A to Disj(M) extends to D(M). Indeed,
once we have this, then Proposition 2.14 and the effective l-niceness of the basis
imply that, for every open U ⊂ M , the map colimE/U Aψ → colimDisj(U) A is an
equivalence, so A, which is assumed to be a left Kan extension from E , will in fact
be a Kan extension from Disj(M).
In order to extend the underlying functor of A|Disj(M) to D(M), let us show that
the right Kan extension A of A|Disj(M) to D(M) coincides with A on Disj(M). (For
the solution for an issue here, see the remark after the proof.) It actually suffices to
show that the map A(jV )→ A(V ), is an equivalence for every V in the factorising
basis, where j : Disj(M) → D(M) is the functor through which we are comparing
the two categories. Indeed, if D is an arbitrary object of Disj(M), and if we have
equivalences
colim
D(D)
A
∼
←− colim
E/D
Ajψ
∼
−→ colim
E/D
Aψ,
then by the Kan extension assumption on A, we have that the map A(D)→ A(D)
is an equivalence.
In order to prove that the map A(jV ) = limDisj(M)jV/ A → A(V ) is an equiva-
lence, we shall first replace the shape of the diagram over which this limit is taken,
by a coinitial one. Decompose V into a disjoint union
⊔
s∈S ψ(is), S a finite set,
where is ∈ E1 so Us := ψ(is) = ψ1(is) is a disk. Then we shall prove that the
functors (ES)jU/ → DisjS(M)jU/ →֒ Disj(M)jV/, where U = (Us)s∈S ∈ DisjS(M)
(so jV =
⊔
S jU), are coinitial.
The reason why the inclusion DisjS(M)jU/ →֒ Disj(M)jV/ is coinitial is since
this is obviously a left adjoint.
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In order to prove that the functor (ES)jU/ → DisjS(M)jU/ is coinitial, let us
consider an object of DisjS(M)jU/ which, as an object of Disj(M)jV/, is given by
the pair consisting of an object D of Disj(M) and a map f : jV → jD in D(M).
Then, since we are requiring f to be a map in DS(M), D can be written as
a disjoint union
⊔
s∈S Ds of disks, where the embedding part g : V →֒ D of the
data determining f , embeds Us into Ds. With this notation, it follows from def-
initions that the over category
[
(ES)jU/
]
/(D,f)
, which we want to prove has con-
tractible classifying space (here, (D, f) is considered as an object of DisjS(M)jU/),
is equivalent to
∏
s∈S(E1)/Ds,gUs/, where we are considering Ds as an object of
Disk(M) = Disj1(M), and gUs as an object of D1(Ds), the full subcategory of
D(Ds) consisting of disks.
However, the functor ψ1 : (E1)/Ds → D1(Ds) is cofinal by the assumption of effec-
tive l-niceness, so we conclude that (E1)/Ds,gUs/ has contractible classifying space,
which implies that their product
[
(ES)jU/
]
/(D,f)
also has contractible classifying
space. This proves coinitiality of the functor (ES)jU/ → DisjS(M)jU/.
It follows that the map A(jV )→ lim(ES)jU/ Aψ is an equivalence, so in order to
conclude the proof, it suffices to show that the map from this limit to A(V ) is an
equivalence.
To analyse this limit, all the maps which appear in the diagram for this limit
are equivalences since they are induced from (a finite family of) maps of E1, which
Aψ is assumed to invert.
Moreover, the indexing category has contractible classifying space. This follows
from the Cartesian square
(ES)jU/ −−−−→ DS(M)jU/
⊔
S
y y⊔S
EjV/
ψ
−−−−→ D(M)jV/
since the functor jψ : E → D(M) is cofinal, and geometric realisation preserves
pull-backs. 
Remark 2.39. In the proof, we have used the right Kan extension of a functor
taking values in A. However, we do not need to assume existence of limits in A
for the validity of Theorem. Indeed, our purpose for taking the Kan extension was
to show that the prealgebra A was locally constant. In order to prove this in the
described method, A could be fully embedded into a category which has all small
limits (e.g., by the Yoneda embedding), and the right Kan extension could be taken
in this larger category. Note that the monoidal structure of A was not used in this
step of the proof.
Corollary 2.40. Let M be a manifold and let V be an effectively factorising l-nice
basis of M considered in Theorem 2.28, equipped with all the data, and satisfying all
the assumptions. Let U be another effectively factorising l-nice basis of M , given by
a functor χ : C → Open(M), i 7→ Ui. Assume given a factorisation ψ = χι, where
ι : E → C.
Then a prealgebra A (not assumed to be locally constant) on M is a locally
constant factorisation algebra if (and only if) the following are satisfied.
(0) Aψ inverts all morphisms of E1.
(1) The functor Aχ on C is a left Kan extension of its restriction Aψ to E
through ι.
(2) The underlying functor of A is a left Kan extension of its restriction Aχ to
the basis U .
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Proof. A is a left Kan extension of its restriction to the basis V , so the previous
theorem applies. 
Example 2.41. Consider the following discrete category cman. An object is a
compact differentiable manifold with boundary. A map U → V is a smooth map
of codimension 0 which restricts to an embedding U →֒ V , where U and V are the
interior of U and V respectively. cman is a symmetric monoidal category under
disjoint union.
Let M be an object of this category, and let M denote its interior.
Then, in the corollary, we can take U to be given by the map χ : (cman)/M →
Open(M) of partial monoidal posets sending U →M to its restrictionU →֒M while
taking E1 to be the full subposet of (cman)/M consisting of objects whose source
has the diffeomorphism type of the closed disk, and E to be the symmetric partial
monoidal category freely generated by E1. Here, we are considering (cman)/M as
a partial monoidal category under unions which is disjoint in interiors, and are
inducing a structure of symmetric multicategory on E1 from this. E is the full
subposet of (cman)/M generated from E1 by the partial monoidal product.
In other words, a locally constant factorisation algebra on thisM could be defined
as a symmetric monoidal functor on (cman)/M whose underlying functor satisfies
the first two conditions of Corollary. The original notion is recovered by taking
the left Kan extension of the underlying functor, to Open(M), which obtains a
canonical symmetric monoidal structure.
Proof of Proposition 2.26. Define E := laxcolimi∈C Disj(Ui), and let ι : E → C be
the canonical projection and let ψ := χι. Let E1 ⊂ E be laxcolimi∈C Disk(Ui).
It suffices to check that Corollary 2.40 applies.
Firstly, ψ : E → Open(M) defines an effectively factorising l-nice basis of M
since for every open U ⊂ M , the functors Disj(Ui) → E/i for i ∈ C/U , the functor
colimi∈C/U E/i → E/U , and so the composite colimi∈C/U Disj(Ui)→ colimi∈C/U E/i →
E/U , as well as the composite colimi∈C/U Disj(Ui)→ E/U → D(U) are cofinal.
Similarly, ψ1 defines an effectively l-nice basis.
Moreover, for a finite set S, ES = laxcolimi∈C/U DisjS(Ui), and the rest of Hy-
pothesis 2.31 is satisfied. 
Finally, we prove the following from Theorem 2.28.
Theorem 2.42. The presheaf M 7→ AlgM (A) of categories is a sheaf.
Proof. Let a cover of a manifoldM be given by U = (Us)s∈S where S is an indexing
set. Let C := ∆op/S be as in Example 2.10, and define χ : C → Open(M) in the way
described there. We would like to prove that the restriction functor
(2.43) AlgM (A) −→ lim
i∈C
Algχ(i)(A)
is an equivalence. We shall construct an inverse.
For an open disk D ∈ Disk(M), define
CD := {i ∈ C | D ⊂ χ(i)}.
Then this is either empty or has contractible classifying space. Indeed, CD = ∆
op
/SD
,
where SD := {s ∈ S | D ∈ Us}.
We plan to apply Theorem 2.28 to the following pair of basis. Namely, define
E1 to be the full subposet of Disk(M) consisting of disks D such that CD is non-
empty. This gives an l-nice basis ofM . Then define a factorising l-nice basis E as in
Example 2.36. The full inclusion ψ : E →֒ Disj(M) is a map of (symmetric) partial
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monoidal posets, and the pair E1 →֒ E of bases for the topology of M satisfies
Hypothesis 2.31.
Let (Ai)i∈C ∈ limi∈C Algχ(i) be given. Then define B : E1 → A by D 7→
limi∈CD Ai(D), so B(D) is canonically equivalent to Ai(D) for any i ∈ CD. Ex-
tend this uniquely to a symmetric monoidal functor B : E → A. Then the left
Kan extension of the underlying functor E → A through ψ : E → Open(M) of B,
has a symmetric monoidal structure which makes it a locally constant factorisation
algebra by Theorem 2.28.
Moreover, it is immediate that this is inverse to the restriction functor (2.43). 
It follows that there is a notion of a locally constant factorisation algebra on
an orbifold, and locally constant factorisation algebras can be pulled back along a
local diffeomorphism (between orbifolds).
3. Generalisations and applications
3.0. Push-forward. Theorem 2.12 allows us to push forward an algebra along
“locally constant” maps.
Given any map p : X → M of manifolds, the map p−1 : Open(M) → Open(X)
is symmetric monoidal. It follows that any prealgebra on X can be precomposed
with p−1 to give a prealgebra p∗A on M . Namely, we define p∗A := A ◦ p
−1.
We may ask when p∗A is locally constant, whenever A is a locally constant
factorisation algebra. It follows from Theorem 2.13 that a sufficient condition is
that p is locally trivial in the sense that over every component of M , it is the
projection of a fibre bundle. (Note that in this case, p can be considered as giving
a locally constant family of manifolds parametrised by points of M .)
Proposition 3.0. If p : X → M is locally trivial, then for every locally constant
factorisation algebra on A, the locally constant prealgebra p∗A is a factorisation
algebra.
Proof. Given any open submanifold U of M , p−1 maps the factorising l-nice cover
Disj(U) of U to a factorising l-nice cover of p−1U . Therefore, the result follows
from Theorem 2.12 applied to A|p−1U . 
Let us give the push-forward functoriality on the groupoid of locally trivial maps.
By definition, this groupoid is modeled by a Kan complex K• whose k-simplex is a
locally constant family over the standard k-simplex of locally trivial maps. In other
words, a k-simplex is a map p : X ×∆k →M ×∆k over ∆k which is locally trivial.
Note from Theorem 2.13 and Corollary 2.16, that a locally constant algebra A on
X is functorial on the groupoid of open submanifolds of X , which can be modeled
by a Kan complex whose k-simplex is a locally constant family over the standard
k-simplex, of open submanifolds.
Now let p be an k-simplex of K•. Then for every open submanifold U of M , the
projection p−1(U ×∆k)→ ∆k gives a k-simplex of the space of open submanifolds
of X . We obtain the desired functoriality of the push-forward immediately.
3.1. Case of a higher target category. A natural notion of a twisted factori-
sation algebra would be the notion of an algebra taking values in a factorisation
algebra of categories, instead of in a symmetric monoidal category. A twisted al-
gebra in this sense will turn out to be just a map between certain algebras taking
values in the Cartesian symmetric monoidal category Cat of categories (of some
limited size). In particular, the space of twisted algebras is a part of the structure
of a category of AlgM (Cat). However, in order to capture the structure of a cate-
gory (rather than just a space) of twisted algebras, we need to take into account the
structure of a 2-category of AlgM (Cat), coming from the 2-category structure of
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Cat. We can consider algebras in a symmetric monoidal 2-category in general, and
it is in fact natural to consider a symmetric monoidal n-category for any n ≤ ∞.
Definition 3.1. Let A be a symmetric monoidal (infinity) infinity category. Let
M be a manifold. Then a locally constant factorisation algebra on M in A is
an algebra in A over EM .
If A is an n-category, then algebras in A form a n-category.
The first thing to note is that the underlying 1-category of the n-category of
factorisation algebras in A is just the category of algebras in the underlying 1-
category of A.
In order to understand the structure of the n-category of factorisation algebras,
we would like to see that Theorem 2.13 holds in this context, for the n-categories
of algebras. It suffices to set n =∞.
Theorem 3.2. Restriction through the morphism Disk(M)→ EM induces a fully
faithful functor between the (infinity) infinity categories of algebras on these mul-
ticategories, valued in a symmetric monoidal infinity category A. The essential
image of the functor consists precisely of the locally constant algebras on Disk(M).
In order to explain the proof this theorem, let us first review the proof of Theorem
2.13. It follows from Theorem 3.3 and Lemma 3.4 below.
The first theorem is as follows. We shall comment on the undefined terms in it
after we complete the statement.
Theorem 3.3 (A special case of Theorem 2.3.3.23 of [16]). Let C and O be multicat-
egories, and assume that the category of colours of O is a groupoid. Let f : C → O
be a morphism, and assume that it is a weak approximation, and induces a ho-
motopy equivalence on the classifying spaces of the categories of colours. Then, for
every multicategory A, the functor
f∗ : AlgO(A) −→ AlgC(A)
induces an equivalence AlgO(A)
∼
−→ AlglocC (A), where Alg
loc here denotes the cate-
gory of locally constant algebras, and Alg denotes the category of not necessarily
locally constant algebras.
The local constancy here means that the underlying functor of the algebra
inverts all (unary) morphisms between colours. We do not need to explain the
term “weak approximation”, since we just quote the following.
Lemma 3.4 (Lemma 5.2.4.10, 11 of [16]). The assumptions on f of Theorem 3.3
are satisfied by the map Disk(M)→ EM .
Thus, Theorem 2.13 extends to Theorem 3.2 once we prove the following.
Proposition 3.5. Let C and O be multicategories, and let f : C → O be a mor-
phism. Assume that f satisfies the conclusion of Theorem 3.3 (for example, by
satisfying its assumptions). Then the conclusion of the same theorem is true for
any infinity multicategory A, instead of just 1-dimensional A.
Proof. It suffices to prove, for every finite n, the conclusion for n-dimensional A.
We shall do this by induction on n. Since we know that the conclusion is true at
the level of the underlying 1-categories, it suffices to prove that the functor f∗ is
fully faithful.
Thus, suppose n ≥ 2, and let A, B ∈ AlgO(A). We need to recall the Day
convolution. Namely, we construct an (n− 1)-dimensional multicategory which we
shall denote by Map(A,B), equipped with a morphism to O, so that the (n − 1)-
dimensional categoryMapAlgO(A)(A,B), is by definition, the fibre over the universal
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O-algebra id : O → O, of the induced functor AlgO(Map(A,B))→ AlgO(O). (This
is actually a slightly modification of Day’s original construction, which captures
lax, rather than genuine, morphisms of algebras.)
An object of Map(A,B) is a pair (x, ϕ), where x is an object (or a “colour”) in
O (x ∈ O), and ϕ : A(x) → B(x) in A. Given a family (x, ϕ) = ((xs, ϕs))s∈S of
objects indexed by a finite set S, and an object (y, ψ), we define the (n−2)-category
of multimaps by the equaliser diagram
Map((x, ϕ), (y, ψ)) −→ MapO(x, y)
−−→
−−→
MapA(A(x), B(y)),
where the two maps equalised are the composites
MapO(x, y)
B
−→ MapA(B(x), B(y))
ϕ∗
−→ MapA(A(x), B(y))
and
MapO(x, y)
A
−→ MapA(A(x), A(y))
ψ∗
−→ MapA(A(x), B(y)).
For example, a multimap (x, ϕ) → (y, ψ) is a pair (θ, α), where θ : x → y in O,
and α : B(θ)ϕ
∼
−→ ψA(θ) in Map(A(x), B(y)), filling the square
A(x)
ϕ
−−−−→ B(x)
A(θ)
y yB(θ)
A(y)
ψ
−−−−→ B(y).
Note that Map((x, ϕ), (y, ψ)) is indeed an (n − 2)-category since every fibre of
the functor Map((x, ϕ), (y, ψ))→ Map(x, y) is (n− 2)-dimensional, where the base
is 0-dimensional.
The functor Map(A,B)→ O is given on objects by (x, ϕ) 7→ x, and on multimaps
by the projection Map((x, ϕ), (y, ψ))→ Map(x, y).
We shall denote Map(f∗A, f∗B) by MapC(A,B). The following is immediate
from the definitions.
Lemma 3.6. The canonical square of multicategories
MapC(A,B) −−−−→ Cy yf
Map(A,B) −−−−→ O
is Cartesian.
We shall continue with the proof of Proposition. We have already seen that it
suffices to prove that the functor
f∗ : MapAlgO(A)(A,B) −→ MapAlgC(A)(A,B)
is an equivalence. Lemma above implies that the square
AlgC(MapC(A,B)) −−−−→ AlgC(C)y yf∗
AlgC(Map(A,B)) −−−−→ AlgC(O)
is Cartesian.
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From this, and the definition of MapAlgC(A)(A,B), we obtain a Cartesian square
MapAlgC(A)(A,B) AlgC(Map(A,B)) ×AlgC(O) Alg
loc
C (O)
∗ AlglocC (O).
at f
From the inductive hypothesis, we also obtain a Cartesian square
MapAlgO(A)(A,B) Alg
loc
C (Map(A,B))
∗ AlglocC (O).
at f
It follows that the square
MapAlgO(A)(A,B) Alg
loc
C (Map(A,B))
MapAlgC(A)(A,B) AlgC(Map(A,B))×AlgC(O) Alg
loc
C (O)
f∗
is Cartesian.
Since in this square, the vertical map on the right is an inclusion between full
subcategories of AlgC(Map(A,B)), it follows that the vertical map on the left iden-
tifies its source with the full subcategory of its target consisting of those maps of
algebras which, as an algebra in Map(A,B), is locally constant.
The desired result now follows since the definition of a map of algebras implies
that every map of locally constant C-algebras is indeed locally constant in this
sense. 
Definition 3.7. Let A be a symmetric monoidal infinity category. Then a pre-
algebra on a manifold M in A is an algebra over Open(M), in A. We say that a
prealgebra A is locally constant if the restriction of A to a functor on Disk(M)
is locally constant.
Our descent results in the case the target category was a 1-category, described
a locally constant factorisation algebra as a prealgebra satisfying various local con-
stancy and descent properties relative to a factorising cover or basis satisfying
certain hypotheses. Recall that these results depended on cofinality of functors to
D(M). Now we would like to see if same proofs work in the case where the target
category is now a symmetric monoidal infinity category. For example, we have
proved that Theorem 2.13 holds in this context.
However, this is the only non-trivial result, and all of our other proofs work with-
out any change. Namely, all of our descent results hold if our target is a symmet-
ric monoidal infinity category which (or equivalently, whose underlying symmetric
monoidal 1-category) satisfies assumptions of Section 2.1.
Finally, let us generalise Theorem 2.28 to twisted algebras. Thus, let M be a
manifold, and let a basis for the topology of M be given as in Theorem 2.28, by a
symmetric monoidal functor ψ : E → Open(M), i 7→ Vi, equipped with all the data,
and satisfying all the assumptions. In particular, Vi ∈ Disj(M) for every i ∈ E .
Lemma 3.8. For i ∈ E, if the composite
(3.9) E/i −→ E/Vi
ψ
−→ Disj(Vi) −→ D(Vi)
26 MATSUOKA TAKUO
is cofinal, then this functor E/i → D(Vi) is universal among the functors from E/i
which invert maps which are inverted in D(Vi). Namely, for any category C, the
restriction through (3.9),
Fun(D(Vi), C) −→ Fun(E/i, C),
is fully faithful with image consisting of functors E/i → C which invert maps in E/i
inverted in D(Vi).
Remark 3.10. From Remark 2.29, the assumption of the cofinality follows if the first
map E/i → E/Vi of the composition (3.9) is cofinal, e.g., by being an equivalence.
Proof of Lemma. In order to show that the restriction functor is fully faithful, we
may first embed C by a fully faithful functor (e.g. the Yoneda embedding) into a
category which has all small limits in it, and show that the restriction functor is
fully faithful for this larger target category, in place of C. Therefore, we do not lose
generality by assuming that C has all small limits in it, as we shall do.
In this case, an argument similar to the proof of Theorem 2.28 implies that the
restriction functor is the inclusion of a right localisation of Fun(E/i, C). Namely, if
U ∈ D(Vi) is of the form
⊔
s∈S Ds for a family D = (Ds)s∈S of disjoint disks indexed
by a finite set S, so D ∈ DisjS(Vi), then we have ψS : (ES)/i → DisjS(Vi), and the
resulting functor ((ES)/i)D/ → (E/i)U/ is coinitial since it has a right adjoint. It
follows that the right Kan extension of a functor F ∈ Fun(E/i, C) to D(Vi) associates
to U the limit lim((ES)/i)D/ F . The claim follows immediately from this, so we have
proved the fully faithfulness of the restriction functor.
The identification of the image of the embedding is then also immediate. 
Let M be a manifold, and let DisjM denote Disj considered as an algebra of
categories on Disk(M). Then in the 2-category AlgDisk(M)(Cat) of (not necessarily
locally constant) algebras of categories on Disk(M), DisjM corepresents the functor
A 7→ AlgDisk(M)(A).
Similarly, let DM denote D as a (locally constant) algebra on Disk(M). The
obvious functor Disj→ D is a map of algebras. We obtain the following by applying
Lemma to the basis Disj(M) for the topology of M .
Corollary 3.11. Let M be a manifold, and let A be an algebra of categories on
Disk(M). Then the restriction functor
MapAlgDisk(M)(DM ,A) −→ MapAlgDisk(M)(DisjM ,A) = AlgDisk(M)(A)
through the map Disj → D is fully faithful, and the image consists precisely of the
locally constant algebras in A.
More generally, in our current situation as in Theorem 2.28, let DE1 denote the
restriction of DM through the functor ψ : E1 → Disk(M) of multicategories (see
Remark 2.38). Then Lemma 3.8 implies that if the functor (3.9) is cofinal for every
i ∈ E1, then DE1 corepresents the functor A 7→ Alg
loc
E1 (A) on AlgE1(Cat). As a
consequence, we obtain the following, twisted version of Theorem 2.28, from the
2-categorical generalisation of Theorem 2.28 (in the case of the target 2-category
Cat).
Theorem 3.12. Let M be a manifold, and let A be a locally constant factorisation
algebra of categories on M . Then for a basis for the topology of M as in Theorem
2.28, if the functor (3.9) is cofinal for every i ∈ E1, then the restriction functor
AlgM (A) −→ Alg
loc
E1 (A)
is an equivalence.
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Remark 3.13. See Remark 3.10 for a sufficient condition for the assumption here
to be satisfied.
3.2. (Twisted) algebras on a (twisted) product. We shall illustrate applica-
tions of Theorem 2.28 and its generalisation Theorem 3.12.
Fix a target symmetric monoidal category satisfying the assumptions of Section
2.1, and drop the name of this category from the notation.
Theorem 3.14. Let B, F be manifolds. Then, the restriction functor
AlgF×B −→ AlgB(AlgF )
is an equivalence.
Proof. Note that the category AlgF has sifted colimits, and they are preserved by
the tensor product (since these are the same colimits and tensor product on the
underlying objects).
We would like to use Theorem 2.28 onM := F×B. For this purpose, we consider
the following basis for the topology of M .
The basis will be indexed by the symmetric partially monoidal category E to be
defined as follows. The underlying category of E will be as follows. Its objects are
any object D of Disj(M) for which there exists objects D′ of Disj(B) and D′′ of
Disj(F ), such that any component of D is a component of D′ ×D′′ ⊂M .
Morphisms in E shall be just inclusions, so it is a full subposet of Disj(M). We
denote the inclusion by ψ : E →֒ Disj(M). Note that this determines a factorising
l-nice (and hence effectively factorising l-nice by Proposition 2.20) basis of M .
The partial monoidal structure on E will be defined as follows. Namely, for
any finite set S, let Disj(M)(S) denote the full subposet of the Cartesian product
Disj(M)S on which the disjoint union operation to Disj(M) is defined. Then we
define the poset E(S) by the Cartesian square
(3.15)
E(S) Disj(M)(S)
E Disj(M).
⊔
S
ψ
It is canonically a full subposet of ES , and we let it be the domain of definition of
the S-fold monoidal operation of E , where the operation is defined to be the left
vertical map on the square (3.15). Since E is a poset, this determines a partial
monoidal structure on E .
We define the full subposet E1 of E to be the intersection E ∩Disk(M) taken in
Disj(M). (As a full subposet of Disk(M), E1 is Disk(F )×Disk(B).)
For this factorising l-nice basis of M , equipped with auxiliary data required for
Theorem 2.28, we would like to verify that the Hypothesis 2.31 is satisfied. All but
the hypothesis that ψ1 := ψ|E1 : E1 → Open(M) determines an effectively l-nice
basis, are easily verified from the construction. This remaining hypothesis follows
from Lurie’s generalised Seifert–van Kampen Theorem, since it is immediate to see
that ψ1 determines an l-nice basis.
Now Theorem 2.28 implies that the restriction functor AlgM → Alg
loc
E is an
equivalence, where the target is the category of algebras on E which is locally
constant with respect to E1 in the sense that the maps in E1 are all inverted.
However, the restriction functor AlglocE → AlgB(AlgF ) is nearly tautologically
(namely, up to introduction and elimination of the unit objects and the unit oper-
ations as necessary) an equivalence.
This completes the proof. 
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For example, a locally constant factorisation algebra on R2 is the same as an
associative algebra in the category of associative algebras since a locally constant
factorisation algebra on R1 can be directly seen to be the same as an associative
algebra.
Inductively, a locally constant factorisation algebra on Rn is an iterated associa-
tive algebra object.
Remark 3.16. A product manifold M = B × F has another interesting factorising
basis. Namely, there is a factoring basis of M consisting of the disjoint unions of
disks in M of the form D′ × D′′ for disks D′ in B and D′′ in F . As observed in
Example 2.36, Theorem 2.28 applies to the factorising basis freely generated by this
basis. The result we obtain is another description of the category AlgM , namely as
the category of ‘locally constant’ algebras on this factorising basis.
Iterating this, one finds a description of the category of locally constant algebras
on Rn which identifies it essentially with the category of algebras over Boardman–
Vogt’s “little cubes” [3]. Therefore, Theorem 3.14 can be considered as a generali-
sation of a theorem of Dunn [7].
Remark 3.17. Dunn’s theorem actually identifies the En-operad with the n-fold
tensor product of the E1-operad. In particular, unlike our theorem in the case of
Rn, the target category of the algebras need not satisfy our assumptions on sifted
colimits.
Theorem 3.14 identified the algebras on a product manifold. A product of man-
ifolds has a twisted version, namely, a fibre bundle. Accordingly there is a general-
isation of Theorem 3.14 which holds for a fibre bundle. Let us formulate and prove
it.
Let p : E → B be a smooth fibre bundle over a smooth base manifold (i.e., a
map with “locally constant” fibres). Then we construct a locally constant algebra
AlgE/B of categories on B as follows. Given an open disk D ⊂ B, let AlgE/B(D)
be the category AlgEx for the unique (up to a contractible space of choices) point
x ∈ D. Note that the manifold Ex is unambiguously specified by D in the infinity
groupoid of manifolds where the spaces of morphisms are the spaces of diffeomor-
phisms.
An inclusion D →֒ D′ of disks in B induces an equivalence AlgE/B(D) →
AlgE/B(D
′) of symmetric monoidal categories (specified uniquely up to a con-
tractible space of choices). This association becomes an algebra on Disk(B) since
given a disjoint inclusion
⊔
s∈S Ds →֒ D
′ of disks in B, then we have a func-
tor
∏
s∈S AlgE/B(Ds) → AlgE/B(D
′) defined as (the underlying functor of) the
unique symmetric monoidal functor extending the symmetric monoidal functors
AlgE/B(Ds) → AlgE/B(D
′). This defines AlgE/B as a locally constant algebra of
categories on B.
Alternatively, given a diskD ⊂ B, consider a trivialisation of p overD. If F is the
typical fibre in the trivialisation, then we define AlgE/B(D) to be AlgF . A different
trivialisation with typical fibre F ′ specify a diffeomorphism F
∼
−→ F ′ uniquely
up to a contractible space of choices (we will have a family of diffeomorphisms
parametrised by D). Moreover the specified (family of) diffeomorphisms satisfy the
cocycle condition. This eliminates the ambiguity of AlgE/B(D).
With a trivialisation as above fixed, we shall call F the fibre over D of p.
In this approach, the algebra structure of AlgE/B is given by the symmetric
monoidal structure of AlgF . Namely, if a disjoint inclusion
⊔
s∈S Ds →֒ D
′ of disks
in B is given, then a trivialisation of p over D′ restricts to a trivialisation over each
Ds, and then all AlgE/B(Ds) get canonically identified with AlgF = AlgE/B(D
′),
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where F is the fibre over D′ of p with respect to the chosen trivialisation, so the
monoidal operation ⊗S : Alg
S
F → AlgF becomes the desired operation∏
s∈S
AlgE/B(Ds) −→ AlgE/B(D
′).
This is compatible with the structure of symmetric multicategory on Disk(B)
since restriction of trivialisations clearly is.
The relation of this approach to the previous approach is that a trivialisation of
p over a disk D in B, gives an identification of Ex, x ∈ D, with the fibre of p over
D.
Next, we shall construct the “restriction” functor AlgE → AlgB(AlgE/B). Given
an algebra A on E, we shall associate to it an object of AlgB(AlgE/B) denoted by
AE/B as follows.
Given an open disk D ⊂ B, we pick a trivialisation of p over D, and denote by q
the projection p−1D → F with respect to the trivialisation, where F is the fibre of
p over D (with respect to the trivialisation). Then we define AE/B(D) := q∗i
∗A ∈
AlgF = AlgE/B(D), where i : p
−1D →֒ E is the inclusion.
We need to check the well-definedness of this construction. Recall that we iden-
tified different models of the fibre of p over D by comparing the family F ×D over
D, for any one model F , with the family p−1D, by the trivialisation making F be
a model for the fibre over D.
Taking this into account, it is easy to see that, in order to eliminate the ambiguity
of the construction, it suffices to give a path between the maps q×D : p−1D×D →
F ×D and p−1D×D
pr
−→ p−1D ≃ F ×D, through locally trivial maps (maps with
locally constant fibres) p−1D×D → F ×D. Using the trivialisation p−1D ≃ F ×D
again, this is equivalent to giving a path between the two projections F ×D×D →
F ×D through locally trivial maps.
We may instead choose a path between the two projections D2 → D, through
locally trivial maps. We pick an embedding of D into a vector space as an open
convex subdisk, which does not add more information than a choice of a point from
a contractible space. Then we have a path of locally trivial maps D2 → D.
(x, y) 7−→ x+ t(y − x), 0 ≤ t ≤ 1.
This clearly comes as a family over the said contractible space.
Let us now equip this association D 7→ q∗i
∗A with a structure of an algebra over
Disk(B). The construction is similar to the construction of the algebra structure of
AlgE/B, which we have made before. Namely, if we are given an inclusion D →֒ D
′
in B, where D is a disjoint union of disks, then a trivialisation of p over D′ restricts
to a trivialisation of p over D, and thus we can try to construct the desired map
AE/B(D)→ AE/B(D
′) as A[(q|p−1D)
−1(U) = q−1(U) ∩ p−1D →֒ q−1(U)] for disks
U ⊂ F , F the fibre over D′.
It remains to check that this construction is compatible with the construction we
have made to eliminate the ambiguity for the association D 7→ AE/B(D). Again,
assuming that D′ is an open convex subdisk of a vector space, it does no harm to
restrictD to ones which are disjoint unions of open convex subdisks ofD′ (convexity
in the same vector space).
Then the path of locally constant maps (D′)2 → D′ given above restricts to
a similar path on each component of D. This verifies the compatibility of the
constructions.
It follows that the construction above indeed defines an algebraAE/B ∈ AlgB(AlgE/B).
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Proposition 3.18. Let p : E → B be a smooth fibre bundle as above. Then the
restriction functor
AlgE −→ AlgB(AlgE/B)
is an equivalence.
Proof. The functor can be written as
lim
D∈Disj(B)
Algp−1D −→ lim
D∈Disj(B)
AlgD(Algp−1D/D).
Indeed, we can apply Theorem 2.27 to the source, and the target is this limit
essentially by definition.
The given functor is the limit of the restriction functors on D ∈ Disj(B).
However, on each D, the restriction functor can be identified with that in Theo-
rem 3.14 by using the decomposition p−1D = F ×D, where F is the fibre of p over
D. Therefore it is an equivalence by the assertion of the theorem.
It follows that the twisted version of the restriction functor is also an equivalence.

Remark 3.19. From the discussions of Section 3.1, Proposition holds for a higher
target category by the same proof. If the target is an n-category, then the proposi-
tion states that we have an equivalence of n-categories of algebras. In the following,
we shall use the 2-category case.
There is a natural further generalisation of this. Namely, the algebra AlgE/B
can be constructed when the algebra on E is twisted. That is, let A be a locally
constant (pre-)algebra on E of categories. Then, for a disk D ⊂ B, define the
category
AlgE/B(A)(D) := AlgF (AE/B(D)),
where AE/B ∈ AlgB(AlgE/B(Cat)) (where Cat denotes the 2-category of categories
in which A is taking values) is the restriction of A as in the previous proposition,
and F is the fibre of p over D, so AE/B(D) ∈ AlgE/B(Cat)(D) = AlgF (Cat).
Moreover, a restriction functor
(3.20) AlgE(A) −→ AlgB(AlgE/B(A))
can be defined by A 7→ AE/B, where AE/B ∈ AlgB(AlgE/B(A)) associates to a disk
D ⊂ B, the object q∗i
∗A ∈ AlgF (q∗i
∗A) = AlgE/B(A)(D). The algebra structure
is exactly as before.
Theorem 3.21. For a locally constant (pre-)algebra A on E of categories, the
restriction functor (3.20) is an equivalence.
Let us first establish this in the case where the fibre bundle is trivial. A global
choice of a trivialisation leads to simplification of the constructions as well.
Lemma 3.22. Let B, F be manifolds, and let A be an object of AlgB(AlgF (Cat)),
or equivalently, a locally constant algebra of categories on F ×B, by Theorem 3.14.
Then, the restriction functor
AlgF×B(A) −→ AlgB(AlgF (A)),
where AlgF (A) is a locally constant algebra of categories on B, defined by AlgF (A)(D) :=
AlgF (A(D)), is an equivalence.
Proof. Similar to the proof of Theorem 3.14. One simply notes that Theorem 3.12
applies here instead of Theorem 2.28. See Remark 3.13. 
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Proof of Theorem 3.21. The 2-categorical generalisation of Theorem 2.27 implies
that the restriction functor AlgE(Cat) → limD∈Disj(B)Algp−1D(Cat) is an equiva-
lence of 2-categories. From this, one obtains that the restriction functor
AlgE(A) −→ lim
D∈Disj(B)
Algp−1D(A)
is an equivalence.
Similarly, one would like to show that the restriction functor
AlgB(AlgE/B(A)) −→ lim
D∈Disj(B)
AlgD(Algp−1D/D(A))
is an equivalence. However, since it is easy to verify from the definitions, that the
restriction of AlgE/B(A) to D ⊂ B is Algp−1D/D(A), the equivalence also follows
from Theorem 2.27.
By the naturality of the restriction functor, we have reduced the statement to
the case where the base is a disjoint union of disks. In this case the fibre bundle is
trivial on each component, and the statement follows from Lemma. 
Remark 3.23. The results of this section depended only on our descent results from
Section 2. Therefore, by the conclusion of the previous section, all the results
have a version in which the target category is infinite dimensional, and we get an
equivalence of infinity categories of algebras.
3.3. Constructible algebra on a closed interval. We continue with the as-
sumptions introduced in Section 2.1. Namely, we assume that the target category
A of prealgebras has sifted colimits, and the monoidal multiplication functor on A
preserves sifted colimits (variable-wise).
Let I be a closed interval. Let Open(I) be the poset of open subsets of I. As
before, this has a partially defined symmetric monoidal structure given by taking
disjoint union. A prealgebra on I is defined to be a symmetric monoidal functor
on Open(I).
As a manifold with boundary, I has a natural stratification given by ∂I ⊂ I.
We shall define the class of prealgebras on I which we shall call constructible fac-
torisation algebras, where the constructibility is with respect to the mentioned
stratification of I.
Let Disk(I) be the full subcategory of the poset Open(I) consisting of objects of
Disk(I − ∂I) and collars of either point of ∂I. This is a symmetric multicategory
by inclusion of disjoint unions.
Let us say that a functor defined on the underlying poset (of “colours”) of Disk(I)
is constructible if it inverts morphisms from Disk(I−∂I) and morphisms between
collars of points of ∂I.
As before, we define as follows.
Definition 3.24. Let A be a symmetric monoidal category.
Then a prealgebra on I in A is said to be constructible (with respect to the
stratification of I as a manifold with boundary) if its restriction to Disk(I) is con-
structible. Let us denote by PreAlgI(A) the category of constructible prealgebras
on I.
A constructible factorisation algebra (or just “constructible algebra”)
on I is an algebra on Disk(I) whose underlying functor on colours is constructible.
The category of constructible algebras on I in A will be denoted by AlgI(A).
As before, we can identify the category of constructible algebra on I with a
right localisation of the category of constructible prealgebras consisting of those
prealgebras whose underlying functor is a left Kan extension from a certain full
subcategory, denoted by Disj(I), of Open(I). Namely, this full subcategory Disj(I)
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is the smallest full subcategory of Open(I) containing Disk(I), and is closed under
the partial monoidal structure of Open(I), the disjoint union operation.
In fact, the only interesting open submanifold of I is I itself, and we have the
following. (We regard the union of infinitely many disjoint open subintervals as
uninteresting, since it is a filtered colimit of objects of Disj(I).)
Lemma 3.25. Let A be a constructible prealgebra on I. Assume that as a functor,
A preserves filtered colimits. Then A is a (constructible) factorisation algebra if
and only if the map colimDisj(I)A→ A(I) is an equivalence.
We will next see that this colimit can be calculated as a tensor product in the
following way. Given a constructible (pre-)algebra on I, note that the values of A
on any object of Disk(I − ∂I) are canonically equivalent to each other (since they
are all canonically equivalent to A(I−∂I)). Similarly, the values of A on any collar
of left end point of I is canonically equivalent to each other (since these collars are
totally ordered), and similarly around the right end point. Denote these objects
by B, K, L respectively. Then we want to see in particular, that there functorially
exists a structure of associative algebra on B, a structure of its right module on
K, a structure of its left module on L for which there is a natural isomorphism
K ⊗B L→ A(I).
Remark 3.26. Moreover, there will be a natural right B-module map B → K,
and a left B-module map B → L. Naturally, this can be understood as that K
(resp. L) is an E0-algebra in the category of right (resp. left) B-modules. (This is
a factorisation algebra on a point which associates the object B to the empty set.)
There is an obvious way to modify the definition of a constructible prealgebra
so that these extra structures will not come with the structure of A.
In order to do this, we extend isotopy invariance result to the present (actually
very simple) context. As in Section 2.3, let EI denote the multicategory which has
the same objects as Disk(I), but the space of multimaps {Ui}i → V in EI is the
space formed by pairs consisting of an embedding f :
∐
i Ui →֒ V and an isotopy
of each Ui in I from the defining inclusion Ui →֒ I to f |Ui .
For distinction between a multicategory and its underlying category (of “colours”),
let us denote by E1,I the underlying category of EI . Then E1,I is equivalent to the
poset of subsets of ∂I consisting of at most one element.
There is a morphism Disk(I)→ EI of multicategories, and clearly, the underlying
functor Disk1(I) → E1,I , where we have put the subscript 1 for distinction, is a
localisation inverting inclusions in Disk1(I −∂I) and inclusions of collars of a point
of ∂I (namely, those morphisms which are required to be inverted by a constructible
prealgebra). Note that this is how we found the objects B, K, L above.
In particular, if A is a prealgebra on I, then its underlying functor extends to a
functor on E1,I if and only if A is constructible. Moreover, the extension is unique.
EI is slightly more involved than E1,I , but it is still homotopically discrete, and
here is a complete description of it: Given a functor on EI,1, a structure on it of
an algebra on EI , is exactly a structure of associative algebra on B, a structure
of right B-module on K structure of left B-module map on the map B → K, a
structure of a left B-module on L, a structure of a left B-module map on the map
B → L.
With this description available, a direct inspection shows that the restriction
through the morphism Disk(I)→ EI induces an equivalence between the category
of constructible algebra on I, and the category of algebras over EI . (For example, we
could consider as an intermediate step, a symmetric multicategory defined similarly
to EI , but using only isotopies (and their isotopies etc.) which are piecewise linear.)
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Let us now introduce a ‘localised’ version of Disj(I). Namely we define a suitable
version of D(M).
Let Man1 be the following category. Namely, its object is a 1-dimensional man-
ifold with boundary which is a finite disjoint union (coproduct) of open, half-open
or closed interval. The space of morphisms is the space of embedding which sends
any boundary point to a boundary point.
Define D(I) := Man1/I .
As before, there is a functor D(I)→ EI (where EI is defined in the similar way
as before) and a square
Disk(I) −−−−→ EIy y
Disj(I) −−−−→ D(I)
which factorises the canonical square
Disk(I) −−−−→ EIy y
Disj(I) −−−−→ EI .
Lemma 3.27. Let p : I˜ ։ I be a finite cover (which can be identified with the
codiagonal map for a finite coproduct of I). Then the functor Disj(I)→ D(I˜) given
by taking the inverse images under p, is cofinal.
This can be separated into two statements.
Corollary 3.28. The functor Disj(I) → D(I) is cofinal. The category D(I) is
sifted.
Proof from Lemma. The first statement is a special case.
The second is equivalent to that the functor ∆: D(I)→ D(I˜) is cofinal for non-
empty I˜. This follows since the composite Disj(I) −→ D(I)
∆
−→ D(I˜) is cofinal by
the lemma. 
Proof of Lemma 3.27. Proof is similar to Lurie’s proof of Proposition 2.14. We
apply Joyal’s generalisation of Quillen’s theorem A.
Let D ∈Man1 with an embedding i : D →֒ I˜ be defining an object of D(I˜). (De-
note the object simply by D.) Then we want to prove that the category Disj(I)D/
has contractible classifying space.
In other words, we want to prove that the category
laxcolim
E∈Disj(I)
Fibre
[
Emb(D, p−1E) −→ Emb(D, I˜)
]
,
fibre taken over i, has contractible classifying space, which is the colimit of the
same diagram (rather than the lax colimit in the 2-category of categories), and
thus equivalent to
Fibre
[
colim
E∈Disj(I)
Emb(D, p−1E) −→ Emb(D, I˜)
]
.
In this last step, we have used the standard equivalence between the category of
spaces over Emb(D, I˜), and the category of local systems of spaces on Emb(D, I˜)
(to be elaborated on in Remark below for completeness).
In fact, we can prove that the map colimE∈Disj(I) Emb(D, p
−1E) → Emb(D, I˜)
is an equivalence, using Lurie’s generalised Seifert–van Kampen theorem.
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As in the proof of Proposition 2.20 (see also Lurie’s proof of Proposition 2.14),
we can reduce this to proving that the map
colim
E∈Disj(I)
Conf(π0(D0), p
−1(E − ∂E)) −→ Conf(π0(D0), I˜ − ∂I˜)
is an equivalence, where D0 is the union of the components of D which are open
intervals.
However, for any finite set S, the cover determined by the functor E 7→ Conf(S, p−1(E−
∂E)) ⊂ Conf(S, I˜−∂I˜) satisfies the hypothesis for the generalised Seifert–van Kam-
pen theorem. 
The following is a side remark on a result we have used.
Remark 3.29. In the proof, we have used an equivalence between the category of
spaces over a space X , and the category of local systems of spaces on X . This is
simply a special case of a standard fact on Grothendieck fibrations. Indeed, spaces
are also known as groupoids, so “a space over X” is a rephrasing of “a category
fibred over X in groupoids” (both consist of identical data with equivalent required
properties), and every functor over X preserves Cartesian maps. (Note that every
functor with target a groupoid is a fibration, and a map in the source is Cartesian
if and only if it is an equivalence.)
Let us denote by D(I)∂I the full subcategory of D(I) consisting of objects which
contains (as a submanifold of I) both points of ∂I. Note that the inclusion D(I)∂I →
D(I) is cofinal.
Lemma 3.30. The functor D(I)∂I → ∆
op given by U 7→ π0(I−U) (with the order
inherited from the order in I) is an equivalence.
Proof. A simple verification. 
Now let A be a constructible prealgebra on I. The data of A|Disk(I) was equiv-
alent to an algebra on EI , and hence to a symmetric monoidal functor on EI .
Denote this still by A. Let B, K, L be the algebras and modules which determines
A. Then through the equivalence in the above lemma, the functor A|D(M)∂I deter-
mines a functor ∆op → A. It is easy to see that this simplicial object is the bar
construction on the algebra B, the right B-module K, and the left B-module L.
In particular, we obtain a canonical equivalences
colim
Disj(I)
A
∼
−→ colim
D(I)
A
∼
←− colim
D(I)∂I
A
∼
−→ K ⊗B L.
Let us denote the points of ∂I by x+ and x−. Recall that the underlying object
of the algebra “B” is identified with A(I−∂I). Let us assume that our conventions
identify A(I − x−) with the right B-module “K”, and A(I − x+) with the left
B-module “L”.
In this way, objects A(I − ∂I) and A(I − x±) get a canonical structure of an
algebra and its left/right module respectively.
Proposition 3.31. Let A be a constructible prealgebra on I, and assume that, as
a functor, A preserves filtered colimits. Then A is a factorisation algebra if and
only if the canonical map
A(I − x−)⊗A(I−∂I) A(I − x+) −→ A(I)
is an equivalence. Here, the tensor product is with respect to the canonical struc-
tures.
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3.4. Excision. Following Francis, we shall introduce the notion of excision and
review after him, the relation between excision and the Kan extension properties.
In this section, all manifolds without boundary are assumed to be the interior of
a compact manifold with (possibly empty) boundary, which is always understood
as specified. By an open embedding U →֒ V of such manifolds, where U and V
are the interior of compact U and V respectively, we mean a smooth map U → V
of codimension 0 which embeds U into V . By definition a open submanifold is a
manifold embedded in this sense.
Note that by Corollary 2.40, this class of manifolds are sufficient for understand-
ing locally constant factorisation algebras. See Example 2.41. In other words, we
assume any prealgebra to be a left Kan extension of its restriction to this class of
manifolds.
For the target category, we continue with the assumptions introduced in Section
2.1.
Definition 3.32. Let M be a manifold (without boundary). Then we say that a
map p : M → I is constructible if p : p−1(I − ∂I)→ I − ∂I is locally trivial, i.e.,
is the projection of a fibre bundle.
Let N := p−1(t) ⊂M be the fibre of a point t ∈ I in the interior of I. Then N
is a smooth submanifold of M of codimension 1, and its normal bundle in M is a
trivial line bundle.
We can write I = I0 ∪t I1 where I0 is the points of I below or equal to t, and
I1 is the points of I above or equal to t. Accordingly, the total space M can be
written in the glued form M0 ∪N ∪M1 where Mi = p
−1Ii.
Conversely, if M is given a decomposition M0 ∪N ∪M1 with N a submanifold
of codimension 1 with trivial normal bundle, then we have a constructible map
p : M → I for an interval I so the decomposition of M can be reconstructed as
above from p. It suffices to choose a trivialisation of the normal bundle of N (in
the desired orientation) to construct p.
The excision property is concerned with what happens to the value associated
by a prealgebra when M is constructed by gluing as above.
Let p : M → I be constructible, then for a locally constant algebra A on M , it is
immediate from the isotopy invariance that the prealgebra p∗A on I is constructible.
Definition 3.33. Let A be a locally constant prealgebra on M . We say that A
satisfies excision with respect to a constructible map p : M → I if the prealgebra
p∗A on I is a constructible factorisation algebra on I.
We say that A satisfies excision if for every U ⊂ M equipped with a con-
structible map p : U → I, A|U satisfies excision with respect to p.
The following is a formulation in our setting of a fundamental fact discovered by
Francis, with proof also following his ideas.
Theorem 3.34 (Francis). A locally constant prealgebra on a manifold is a factori-
sation algebra, namely its underlying functor is a left Kan extension from disjoint
unions of disks, if and only if it satisfies excision.
Proof. Let A be a locally constant factorisation algebra on a manifold M , and let
us prove that A satisfies excision. For this purpose, let U be an open subman-
ifold equipped with a constructible map p : U → I. We need to prove that the
constructible algebra p∗(A|U ) on I is a left Kan extension from disjoint unions of
subintervals.
For notational convenience, denote A|U , which satisfies the same assumption as
A does, just by A.
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We want to prove that for every open submanifold V ⊂ I, the value (p∗A)(V ) is
equivalent to colimD∈Disj(V )(p∗A)(D) by the canonical map. Namely, A(p
−1V ) =
colimD∈Disj(V )A(p
−1D).
Since the objects of Disj(V ) form a factorising l-nice cover of V , the functor
p−1 : Disj(I)→ Open(p−1V ) determines a factorising l-nice cover of p−1V . There-
fore, the result follows from Theorem 2.12.
The converse now follows as follows.
Firstly, if a locally constant prealgebra satisfies excision, then this prealgebra
as well as the factorisation algebra obtained from it as a left Kan extension of
its restriction to disjoint unions of disks, both satisfy excision. Then since every
open submanifold of M (or rather its compact closure) has a handle body decom-
position, two prealgebras coincide as soon as they coincide on open submanifolds
diffeomorphic to a disk or Di × ∂D
j
.
However, the two prealgebras do coincide on disks by construction, and then also
on Di × ∂D
j
by inductively (on j) applying excision. 
Remark 3.35. The construction in Section 3.0 shows that the push-forward p∗A of a
locally constant algebra is naturally functorial in p (on the groupoid of constructible
maps).
4. Koszul duality for factorisation algebras
We continue with the assumptions introduced in Section 2.1. Namely, we assume
that the target category A of prealgebras has sifted colimits, and the monoidal
multiplication functor on A preserves sifted colimits (variable-wise).
In this section, all manifolds without boundary are assumed to be the interior of
a compact manifold with (possibly empty) boundary, which is always understood
as specified. By an open embedding U →֒ V of such manifolds, where U and V
are the interior of compact U and V respectively, we mean a smooth map U → V
of codimension 0 which embeds U into V . By definition a open submanifold is a
manifold embedded in this sense.
Note that by Corollary 2.40, this class of manifolds are sufficient for understand-
ing locally constant factorisation algebras. See Example 2.41. In other words, we
assume any prealgebra to be a left Kan extension of its restriction to this class of
manifolds.
4.0. Compactly supported factorisation homology. Let M be a manifold
without boundary, and let A be a locally constant factorisation algebra on M .
Recall that A determines a functor U 7→ A(U) :=
∫
U A by factorisation homology.
When A is equipped with an augmentation, namely, an algebra map A→ 1, we shall
define compactly supported factorisation homology with coefficients in A, and shall
make it into a symmetric monoidal contravariant functor on open submanifolds of
M .
Given an open submanifold U ⊂ M , the compactly supported factorisation ho-
mology
∫ c
U A is defined in the following way, depending on a contractible choice of
data.
For the purpose of definitions in this section, by an interval, we mean an oriented
compact connected manifold of dimension 1, with exactly one incoming boundary
point and exactly one outgoing point with respect to the orientation.
Let I be an interval with incoming point s and outgoing point t. We choose
our conventions so a constructible algebra on I with stratification specified by its
boundary, is given by an associative algebra B to be on the interior, a right B-
module K to be on the point s, a left B-module L to be on the point t, and (right
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or left) B-module maps B → K and B → L. Recall then the factorisation homology
over I is K ⊗B L (Proposition 3.31).
Let U denote the specified compact closure of U . For the construction, we
choose a constructible C∞-map p : U → I such that p−1(t) = ∂U , so p restricts to
a constructible map U → I − {t}.
With these data specified, we have an algebra p∗A on I. Let j denote the
inclusion I −{t} →֒ I. Then the augmentation of A, and hence of p∗A, allows one
to extend j∗p∗A (the restriction of p∗A along j) along j by putting the module 1
on t. Let us denote this augmented algebra on I by j! j
∗p∗A.
We then define the compactly supported factorisation homology over U to be∫ c
U
A :=
∫
I
j! j
∗p∗A.
In other words, it is A(U)⊗A(∂U) 1, where A(∂U) is the associative algebra we find
on the interior of I from p∗A. Since the pushforward of the augmented algebra A
is functorial in p on the groupoid of constructible maps by Remark 3.35,
∫ c
U
A is
unambiguously defined by A and U .
Next we would like to make the association U 7→
∫ c
U
A contravariantly functorial
in U . Let N• denote the nerve functor from the category of categories to the
category of simplicial spaces. It has a left adjoint given by tensoring with the
covariant functor ∆ →֒ Cat. Let us denote this left adjoint by |−|. Then the counit
functor |N•Open(M)| → Open(M) is an equivalence since N• is fully faithful by
[16, Proposition A.7.10]. Therefore a functor Open(M)op → A is the same as a
mapN•Open(M)
op → N•A of simplicial spaces. The construction of the compactly
supported homology above is a map between 0-simplices of these simplicial spaces.
It suffices to extend this to a full simplicial map.
For a 1-simplex of N•Open(M) given by U0 →֒ U1, we would like to associate
a 1-simplex [1] → A. In order to do this, we choose the following data. Namely,
we first choose for i = 0, 1, a constructible map pi : U i → Ii as before. Let si, ti
be incoming and outgoing end points of Ii and consider Ii as a totally ordered set
such that si < ti so its topology is recovered from the order. As data, we choose
subintervals I ′i = [s
′
i, t
′
i] of Ii such that p
−1
0 [s0, t
′
0] ⊂ p
−1
1 [s1, s
′
1] in U1. Note that this
condition implies p−10 (s0) ⊂ p
−1
1 [s1, s
′
1), and as soon as s
′
1 is chosen close enough
to t1, so this is satisfied, then the space of s
′
0 such that p
−1
0 [s0, s
′
0] ⊂ p
−1
1 [s1, s
′
1) is
contractible. Moreover, for these s′i’s the space of appropriate t
′
i’s is contractible.
Thus, the space from which we can choose these data is contractible.
Given these data, define p′i to be the composite of pi with the map Ii ։ I
′
i
collapsing I−(s′i, t
′
i), and define U
′
i := p
−1
i [si, t
′
i]. Then U1 = U
′
0∪p−10 (t′0)
(U1−U
′
0),
and the maps p′0 and p
′
1|U1−U ′0
glue together to define a map
p : U1 −→ I
′
0 ∪ I
′
1 =: I,
where the intervals are glued by the relation t′0 = s
′
1.
Using this, we have the following. Let j0 denote the inclusion I
′
0 − {t
′
0} →֒ I
′
0,
j1 denote the inclusion I − {t
′
1} →֒ I, and q denote the map I ։ I
′
0 collapsing I
′
1.
Then the induced augmentation of B := q∗ j1! j
∗
1 p∗A induces a map B → j0! j
∗
0B =
j0! j
∗
0 p
′
0∗A.
Integrating this over I ′0, we obtain a map∫
I′1
j1! j
∗
1 p
′
1∗A =
∫
I
j1! j
∗
1 p∗A −→
∫
I′0
j0! j
∗
0 p
′
0∗A.
The source and the target here are models of the compactly supported homology
associated to the composites U i
pi
−→ Ii ։ [si, t
′
i] for i = 1, 0 respectively, where
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the latter map collapses the subinterval [t′i, ti] of Ii. The 1-simplex in A we would
like to associate is this map with 0-faces given by its source and target. This
1-simplex is functorial on the space of choices of data, since the push-forward of
the augmentation map (together with the push-forward of the algebra) depends
functorially on the space of constructible maps by Remark 3.35. Since the space of
choices is contractible, we have constructed a 1-simplex [1]→ A in an unambiguous
way.
To a 2-simplex of N•Open(M) given by U0 →֒ U1 →֒ U2, we associate a 2-simplex
[2]→ A as follows. Namely, we first choose as data, constructible map pi : U i → Ii
as before, for i ∈ [2]. We further choose a subinterval I ′i = [s
′
i, t
′
i] of each Ii = [si, ti]
so that
p−1i [si, t
′
i] ⊂ p
−1
j [sj , s
′
j ]
whenever i  j. In order to see that the space of these data is contractible, note that
the described condition imply p−1i (si) ⊂ p
−1
j [sj , s
′
j) for i  j ≤ 2. Now the space of
s′2 satisfying p
−1
i (si) ⊂ p
−1
2 [s2, s
′
2) for every i  2, is contractible. Moreover, once
s′j is chosen so we have
p−1i (si) ⊂ p
−1
j [sj , s
′
j)
for all i  j, then the space of s′j−1 satisfying p
−1
i (si) ⊂ p
−1
j−1[sj−1, s
′
j−1) for every
i  j − 1, and p−1j−1[sj−1, s
′
j−1] ⊂ p
−1
j [sj , s
′
j), is contractible. Moreover, once s
′
j ’s
are all chosen, so these conditions are satisfied, then the space of t′j ’s satisfying the
required condition is contractible. This proves the contractibility of the space from
which we can choose the auxiliary data.
Given these data, the previous constructions applied to 0- and 1-faces of the
combinatorial simplex [2] together give what could be the boundary of a 2-simplex
[2] → A. In order to fill inside of this by a 2-isomorphism to actually get a 2-
simplex, define p′i : U i → I
′
i and U
′
i ⊂ U i as before. Then the maps p
′
0 : U
′
0 → I
′
0,
p′1 : U
′
1 − U
′
0 → I
′
1, p
′
2 : U2 − U
′
1 → I
′
2 glue together to define a map
p : U2 −→ I
′
0 ∪ I
′
1 ∪ I
′
2 =: I,
where the union is taken under the relations t′i = s
′
i+1. Let qij : I ։ Iij := I
′
i ∪ I
′
j
be the map collapsing the other interval, qj : Iij → I
′
j be the map collapsing I
′
i ,
j2 : I − {t
′
2} →֒ I be the inclusion, and B := q01∗ j2! j
∗
2 p∗A on I01. Then the 2-
isomorphism we would like to find is between
∫
I′0
of the augmentation map q0∗B →
j0! j
∗
0 q0∗B, and
∫
I′0
of the composite
q0∗B
q0∗ε
−−−→ q0∗ j1! j
∗
1B
ε
−→ j0! j
∗
0 q0∗ j1! j
∗
1B = j0! j
∗
0 q0∗B
of augmentation maps. We find an isomorphism between these, induced from the
data of multiplicativity/monoidality of the augmentation map. Moreover, the 2-
simplex we have thus constructed again depends functorially on the chosen data
since the push-forward of all data associated with augmentation maps are functorial
on the space of constructible maps by Remark 3.35. Therefore, we have associated
a 2-simplex [2]→ A in an unambiguous manner.
Inductively, given a k-simplex U0 →֒ · · · →֒ Uk of N•Open(M), we choose data
(pi, I
′
i)i∈[k] as before from a contractible space. Then the previous steps applied to
the boundary faces of [k] give what could be the boundary of a k-simplex [k]→ A.
This can be filled by a k-isomorphism in A induced from the coherency data for the
multiplicativity of the augmentation map of A. This construction of a k-simplex
depends functorially on the contractible space of choices of data, so a k-simplex is
associated unambiguously in A.
Finally, we would like to give this construction, done levelwise so far, a com-
patibility with the simplicial operations. It is obvious that the construction is
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compatible with the face maps. Let us carefully check the compatibility with the
full simplicial structure.
Remark 4.0. We need to do this since we would like to later check the symmet-
ric monoidality of the resulting functor. If functoriality on Open(M) (rather than
symmetric monoidal functoriality) is all we want, then we could get it from the
compatibility with the face maps by noting that, since Open(M) is a partially
ordered set, there is a simplicial space without degeneracies, which we shall de-
note by Nnd• Open(M), formed by non-degenerate nerves in Open(M), and that
N•Open(M) is the left Kan extension of this to the full simplicial space, so |N•Open(M)|
is equivalent to |Nnd• Open(M)|, the tensor product of N
nd
• Open(M) with the stan-
dard simplicial category, over the face maps. However, this construction of the
functoriality is not useful for analysing the symmetric monoidal structure, since
the functor Nnd• is not symmetric monoidal.
Suppose given an order preserving map ϕ : [k] → [ℓ] of combinatorial simplices,
and suppose given an ℓ-simplex U : U0 →֒ · · · →֒ Uℓ ofN•Open(M). Then we choose
the following data. Firstly, we choose data (pj , I
′
j)j∈[ℓ] for U as before. Then, for
every i ∈ [k], we choose a subinterval Ji = [ui, vi] of I
′
ϕi such that vi ≤ ui+1
whenever ϕi = ϕ(i + 1). Furthermore, we consider the space
(4.1) {(xi)i∈[k] | xi ∈ I
′
ϕi, and xi ≤ xi+1 if ϕi = ϕ(i + 1).}
and choose a map in the fundamental groupoid of this space, from (vi)i∈[k] to
(t′ϕi)i∈[k]. Note that the data we can choose form a contractible space.
Given these data, the data (pϕi, Ji)i∈[k] can be used to construct the k-simplex
[k] → A associated to ϕ∗U , which we shall denote by
∫ c
ϕ∗U
A. We would like to
compare this with ϕ∗
∫ c
U A, where
∫ c
U A is constructed from the data (pj , I
′
j)j∈[ℓ].
For this purpose, we construct a k-simplex [k]→ A from a point (xi)i∈[k] of the
space (4.1), by making the following modifications to the previous construction of
a k-simplex from the data (pϕi, Ji)i∈[k]. Firstly, by denoting p
−1
ϕi [sϕi, vi] by V i, the
previous construction used the constructible map⋃
i∈[k]
qi|V i−Vi−1 : V k −→
⋃
i∈[k]
Ji,
where qi : Uϕi
pϕi
−−→ Iϕi ։ Ji. In the construction for (xi)i, we instead use⋃
j∈ϕ[k]
p′j|U ′j−U ′j′
: Uϕk −→
⋃
j∈ϕ[k]
I ′j ,
where j′ is the element of ϕ[k] ⊂ [ℓ], previous to j. Moreover, whenever we push-
forward an algebra to Ji in the original construction, we instead push the cor-
responding algebra forward to [s′ϕi, xi]. The rest of the construction will be the
same.
For the point (vi)i∈[k], this construction recovers the k-simplex
∫ c
ϕ∗U
A obtained
by the original construction from the data (pϕi, Ji)i∈[k]. For the point (t
′
ϕi)i∈[k], we
obtain the k-simplex ϕ∗
∫ c
U
A constructed from the data (pj , I
′
j)j∈[ℓ]. Therefore, our
choice of a map from the point (vi)i to (t
′
ϕi)i gives us an equivalence between these
constructions. Since the construction is functorial on the contractible space from
which we chose the data we have used, we have defined an equivalence
∫ c
ϕ∗U
A ≃
ϕ∗
∫ c
U A independent of any data.
We would like to further make this equivalence compatible with the composition
of simplicial operations. However, if in addition to the data we considered above,
we are given a map [m]
ψ
−→ [k] equipped with additional data similar to the data we
considered for ϕ above, consisting of a subinterval [wi, xi] of Jψi for each i ∈ [m],
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and a path (xi)i∈[m] to (vψi)i∈[m], then these data for ψ compose with the data for
ϕ in an obvious way to give data for ϕψ : [m] → [ℓ]. The compatibility we want
follows immediately from this.
Next, we would like to give the compactly supported homology functor Open(M)op →
A a natural symmetric monoidal structure. We have constructed the functor as a
map of simplicial spaces between the nerves of these categories. Since the nerve
functor is symmetric monoidal with respect to the Cartesian monoidal structure,
it suffices to give the map N•Open(M)
op → N•A a natural symmetric monoidal
structure with respect to the symmetric (partial) monoidal structures of these sim-
plicial spaces, corresponding to the (partial) monoidal structures of the categories.
Let S be a finite set, and let OpenS(M) be the full subposet of Open(M)
S on
which the monoidal multiplication for Open(M) is defined. Namely, its object is
a family U = (Us)s∈S of disjoint open submanifolds of M , indexed by S. Then
the induced map N•OpenS(M)
op → N•A
S can be described as follows. Namely,
let U : U0 →֒ · · · →֒ Uk be a k-simplex of N•OpenS(M), where Ui = (Uis)s∈S
is a family of disjoint open submanifolds of M , and each U∗s is a k-simplex of
N•Open(M). Then we choose a data (pi, I
′
i)i∈[k] as before for the k-simplex
⊔
S U :⊔
S U0 · · ·
⊔
S Uk
of N•Open(M). Then for each s ∈ S, this data restricts to a similar data for U∗s,
and the s-component N•OpenS(M) → N•A of the map in question associates to
U the k-simplex
∫ c
U∗s
A : [k]→ A constructed from these data.
Thus we are comparing the tensor product over s ∈ S of these k-simplices,
with the k-simplex
∫ c⊔
S U
A, which can be constructed from the data on the disjoint
unions we have chosen. Since A is assumed to be a symmetric monoidal functor, and
the augmentation map of A is symmetric monoidal, we get an equivalence of these
by the assumption of Section 2.1 on A. Moreover, this is independent of the choice
of data, since the construction is functorial on the constructible maps constructed
from the auxiliary data, and the space of choices for the data is contractible. Since
this equivalence has compatibility with the disjoint union of finite sets, we obtain
for every k, a symmetric monoidal structure on the map NkOpen(M)
op → NkA.
A compatibility of this with the simplicial structure of the map (as has been de-
scribed), can be equipped in the similar way.
4.1. The Koszul dual of a factorisation algebra. We have seen in the previ-
ous section that compactly supported homology with coefficients in an augmented
locally constant factorisation algebra A, is contravariantly functorial, and symmet-
ric monoidal, in the open submanifolds. Let us denote this symmetric monoidal
functor by A+. Namely, for an open submanifold U of the manifold M on which A
is defined, we denote A+(U) :=
∫ c
U A.
We can restrict this coalgebra on Open(M) to Disj(M), and consider it as a
coalgebra on the multicategory Disk(M). Let us denote this coalgebra by A!.
Definition 4.2. Let A be a symmetric monoidal category which is closed under
sifted colimits, and whose monoidal multiplication preserves sifted colimits. Let A
be an augmented locally constant factorisation algebra on a manifold M , taking
values in A. Then the Koszul dual of A is defined as the augmented locally
constant coalgebra A! on Disk(M), taking values in A.
Even though A! came from a functor A+, A+ may not in general satisfy any
reasonable descent property. However, if the symmetric monoidal structure of A
behaves well with both sifted colimits and sifted limits, then the results of Section 2
can be applied in Aop. In particular, Theorem 2.12 implies that there is a universal
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way to extend A! to a functor on Open(M) satisfying factorising descent. In this
case, one may expect A+ to be close to the functor extended from A! by descent.
One of the cases is where A is the category Spaceop of the opposite spaces with
the coCartesian symmetric monoidal structure. In this case, A+ satisfies factorising
descent as often as one may expect. This is indeed Lurie’s “nonabelian Poincare´
duality” theorem [16] (which is closely related to earlier results of Segal [20], McDuff
[17] and Salvatore [19]) as we shall discuss in Section 4.2.
Thus, compactly supported factorisation homology gives a context generalising
the context for this theorem. As another case where the monoidal structure behaves
well with sifted colimits and sifted limits, we shall analyse in Section 4.2, the case
where A is Space with the Cartesian symmetric monoidal structure. We will find
in this case that the theorem of Lurie’s type admits a refinement which does not
seem to exist in the opposite context (see Remark 4.10).
In Section 7, we shall describe a result in which the symmetric monoidal structure
is not required to behave well with sifted limits, but the behaviour of the functor
A+ can still be nice thanks to some additional structure on the target category.
For the remainder of this section, we shall see some simple examples of the
Koszul dual coalgebras. More specifically, we shall see instances of the following,
easy consequence of the constructions. Let us denote the category of augmented
locally constant factorisation algebras by AlgM,∗(A), and the category of augmented
locally constant coalgebras on Disk(M) by CoalgM,∗(A).
Proposition 4.3. Let A and B be symmetric monoidal category which are closed
under sifted colimits, and whose symmetric monoidal multiplication preserves sifted
colimits. Let F : A → B be a symmetric monoidal functor which preserves sifted
colimits. Then, the canonical map filling the square
AlgM,∗(A) CoalgM,∗(A)
AlgM,∗(B) CoalgM,∗(B)
F
( )!
F
( )!
is an equivalence.
One example of a functor F as in the proposition is given by the Koszul duality
functor. Namely, let A be a symmetric monoidal category which is closed un-
der sifted colimits, and whose symmetric monoidal multiplication preserves sifted
colimits. Then we can apply the proposition to the functor ( )! : AlgN,∗(A) →
CoalgN,∗(A), where N is any manifold without boundary.
Let us apply the proposition on another manifold M . Then we obtain that the
canonical map filling the square
(4.4)
AlgM,∗(AlgN,∗) CoalgM,∗(AlgN,∗)
AlgM,∗(CoalgN,∗) CoalgM,∗(CoalgN,∗),
( )!
( )!
( )!
( )!
where we have dropped A from our notation, is an equivalence.
In fact, it is immediate to see that the diagonal map is canonically equivalent to
the composite
AlgM×N,∗
( )!
−−→ CoalgM×N,∗
restriction
−−−−−−→ CoalgM,∗(CoalgN,∗),
where we have used the identification of Theorem 3.14.
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For example, the Koszul dual on Rn can be understood as the result of iteration
of taking the Koszul dual on R1. The definition in terms of the compactly supported
homology gives a coordinate-free description of the same thing.
We shall give a few more examples of symmetric monoidal functors to which
Proposition 4.3 applies. (We will be very far from being comprehensive (and from
being most general). Our purpose is to discuss just a few of many examples for
illustration.)
Example 4.5. Fix a base field (in the usual discrete sense) of characteristic 0, and
let (Lie,⊕) and (Mod,⊕) denote the symmetric monoidal category of Lie algebras
and modules respectively, over the base field, with the symmetric monoidal struc-
ture given by the direct sum operations. (We may consider dg Lie algebras and
dg modules (chain complexes).) When we do not specify the symmetric monoidal
structure in the notation as above, let us understand we are taking the symmetric
monoidal structures given by the tensor product (over the base field).
The symmetric monoidal functors appearing in the following commutative dia-
gram preserves sifted colimits.
(Mod,⊕) (Mod,⊕)
(Mod,⊕) (Lie,⊕) CoalgCom,∗ CoalgCom
AlgEn,∗ CoalgEn,∗ CoalgEn Mod,
=
Σ
∼
Sym
forget C•
U
forget
forget forget
( )! forget forget
where Σ = ( )[1] is the suspension functor, (Mod,⊕) →֒ (Lie,⊕) is the inclusion of
Abelian Lie algebras, Com stands for “commutative” (= E∞), C• is the Lie algebra
homology functor, and U is the enveloping En-algebra functor (where n 6=∞).
Proposition 4.3 gives a result on comparison of the Koszul dual coalgebras
through any of these functors.
Corollary 4.6. The functor ( )! : AlgM (Lie,⊕) → ShM (Lie) is an equivalence.
Compactly supported homology and cohomology satisfy descent.
Proof. ( )! : AlgM (Mod,⊕)→ CoalgM (Mod,⊕) is the Verdier functor CoshM (Mod)→
ShM (Mod), and is easily seen to be an equivalence by looking at what it does at
the level of stalks.
The result follows since the functor Lie→ Mod reflects equivalences. 
The functor
ShM (Lie)
( )!
−−→
∼
AlgM (Lie,⊕)
C•−−→ AlgM (Mod)
is particularly interesting since by the work of Costello and Gwilliam [6], [12],
for a particular sheaf g of Lie algebras over C[[~]] (the Heisenberg Lie algebras),
the factorisation algebra C•(g
!) is the factorisation algebra of observables of the
(deformation) quantisation of a free classical field theory, in the framework of [6].
Proposition 4.3 applies to this functor. Note that ifM is a Euclidean space, then
the category of sheaves of Lie algebras is just the category of Lie algebras, since
our sheaves are assumed to be locally constant.
The compactly supported homology of the factorisation algebra C•(g
!) is easy
to describe. Namely, we have∫ c
U
C•(g
!) = C•
∫ c
U
g! = C•(g(U)).
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More on this will be discussed in Section 7.5.
4.2. Descent for compactly supported factorisation homology. In this sec-
tion, we examine the Koszul duality in particular situations where the monoidal
structure preserves both sifted colimits and sifted limits variable-wise.
As a first example, we observe that Lurie’s “nonabelian Poincare´ duality” theo-
rem [16] we have introduced in Section 0.1 is a theorem about the Koszul duality
for factorisation algebras. Indeed, there, we have stated the theorem in terms of
a functor E+ obtained from a sheaf E of spaces, by taking compactly supported
cohomology. The sheaf E may be a locally constant sheaf of spaces in the infinity
1-categorical sense, in order for the theorem to make sense, and to be true. Such
E can be identified exactly with a locally constant factorisation algebra A tak-
ing values in Spaceop. Then the prealgebra E+ in Space gets identified with the
precoalgebra A+ in Spaceop we have defined in Section 4.1.
Thus, Lurie’s theorem is along the line of discussions we have made after Defi-
nition 4.2 in Section 4.1.
See [16] for the relation of this to the classical ‘Abelian’ or ‘stable’ Poincare´
duality theorem. In the classical context, the role of the Koszul duality is played
by the Verdier duality.
Another interesting point mentioned in [16] is that at a point ofM , the stalk of A!
is the n-fold based loop space of the stalk of E, and the structure of a factorisation
algebra of A! is extending the structure of an En-algebra of the n-fold loop space.
Namely, the Koszul duality construction in the current context is globalising the
looping functor in the context of the classical theory of iterated loop spaces. We
shall next consider a globalisation of the delooping functor.
We go to the opposite context, and consider the case where the algebra A takes
values in Space, the category of spaces with the Cartesian symmetric monoidal
structure.
The following is a version of non-Abelian duality theorem in this context. It can
be proved more or less similarly to Lurie’s theorem. However, this proposition can
be also deduced from Lurie’s theorem, and vice versa.
Proposition 4.7. If every stalk of A is group-like as an E1-algebra, then A
+ is a
locally constant factorisation algebra in Spaceop. In particular, the map
∫ c
M
A →∫
M A
! is an equivalence.
In the present context, the formal part of the proof of Gromov’s h-principle
applies, and we obtain the following. In the opposite context, there does not seem
to be a similar theorem (at least in an interesting way). See Remark 4.10.
Theorem 4.8. Let A be a locally constant factorisation algebra of spaces on a
manifold M . Then the canonical map
∫ c
M
A→
∫
M
A!(≃ Γ(M,A!), derived sections)
of spaces is an equivalence if no connected component of M is a closed manifold
(i.e., if M is “open”).
Proof. Note that the association U 7→ Γ(U,A!) is the universal locally constant
sheaf associated to the locally constant presheaf A+, and the map
∫ c
M
A →
∫
M
A!
is the map on the global sections of the universal map.
Take a handle body decomposition of M involving no handle of index n :=
dimM , and for this decomposition, A! : U 7→ Γ(U,A!) satisfies excision for every
handle attachment.
We first prove that excision for attachment of a handle of index smaller than
dimM is satisfied by A+ as well. More generally, supposeW is an open submanifold
ofM which as a manifold by itself, is given as the interior of a compact manifoldW ,
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and let {U, V } be a cover ofW by two open submanifolds (possibly with boundary)
which has a diffeomorphism U ∩V
∼
−→ N×R1 for a (n−1)-dimensional manifold N ,
compact with boundary. In the case of handle body attachment (so V , say is the
attached handle, and W is the result of attachment), N is of the form Si−1×R
n−i
,
where i is the index of the handle.
Let us denote U˚ = U ∩ W , ∂U = U ∩ ∂W (( ∂U), and similarly for V and
N . Then A+(U˚ ∩ V˚ ) = A+(N˚ × R1) is an E1-coalgebra, and let us assume that
our choice of orientation of R1 makes A+(U˚) a right, and A+(V˚ ) a left module
respectively, over this E1-coalgebra. Then we want to show that the restriction
map
A+(W ) −→ A+(U˚)A+(U˚∩V˚ )A
+(V˚ ),
where the target denotes the cotensor product, is an equivalence.
Recall that
A+(W ) = A(W )⊗A(∂W ) 1.
Our idea is to apply the excision property of A to A(W ) and A(∂W ) in a compatible
way. That is, using the decomposition of W into U and V , and its restriction to
the boundary (or rather, a collar of ∂W ), we obtain identifications
A(W ) = A(U˚ )⊗A(U˚∩V˚ ) A(V˚ )
and
A(∂W ) = A(∂U)⊗A(∂U∩∂V ) A(∂V )
which are compatible with the actions at boundary. Therefore, by denoting by G
the E1-algebra A(U˚ ∩ V˚ )⊗A(∂U∩∂V ) 1, we obtain that
A+(W ) = K ⊗G L,
where K is the right G-module A(U˚ ) ⊗A(∂U) 1, and L the similar left G-module
corresponding to V . This follows since the difference between the objects in question
is difference in the order in which to realise a bisimplicial object.
However, in terms of these algebra and modules, we see that A+(U˚)⊗A+(V˚ ) =
K ⊗G 1⊗G L, and A
+(U˚ ∩ V˚ ) = 1⊗G 1, and by inspecting the actions, we find out
that the assertion of excision is that the canonical map
K ⊗G G⊗G L −→ (K ⊗G 1)1⊗G1(1⊗G L),
defined by algebra is an equivalence. We state this as a lemma below, and the proof
of the lemma completes the proof of the excision property of A+ for handle body
attachment. The proof of lemma will use the assumption i ≤ n− 1.
The proof can be now completed similarly to the proof of Theorem 3.34, by
induction on the number of handles in the decomposition of M we have been con-
sidering. Namely, since both A+ and A! satisfy excision for handle body attachment
of index smaller than dimM , by induction, it suffices to prove that the value of
these functors agree on open submanifolds of M diffeomorphic to either a disk or
∂Di ×Dn−i+1, where i ≤ n− 1.
The case of a disk is by the definition of A!. The latter case follows from the
excision for the handle body attachment of index smaller than n, since ∂Di×D
n−i+1
can be obtained by attaching a handle of index i− 1 to a disk. 
Let us state and prove the lemma which was promised in one of the steps in
the proof. To recall the notation, G is an E1-algebra of spaces, and K is a left,
and L is a right, G-module respectively, both of spaces. In the previous proof, we
were in the situation where G = A(N˚ × R1) ⊗A(∂N×R1) 1, where N = S
i × R
n−i
,
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and n − i ≥ 1, and A was a locally constant factorisation algebra on N˚ × R1. In
particular, the underlying space of G was connected.
For the following lemma, we only need to assume thatG is group-like, namely, the
monoid π0(G) is in fact a group. Since this assumption is satisfied for a connected
G, the proof of the following lemma closes the unfinished step of the previous proof.
Lemma 4.9. The canonical map
K ⊗G L −→ (K ⊗G 1)×G! (1 ⊗G L)
is an equivalence for every K and L if it is so for K = G and L = G, namely if G
is group-like.
Proof. Consider the maps as a map over G!. Then the induced map on the fibres
over the unique (up to homotopy) point of G! = BG can be identified with the
identity of K × L. 
Remark 4.10. In the previous context where the target category A is Spaceop with
the coCartesian symmetric monoidal structure, there does not seem to be a result
corresponding to Theorem 4.8, in an interesting way.
In fact, if A is an arbitrary algebra in A, namely, a locally constant sheaf of
spaces, then the map A˜→ A from the stalk-wise n-connective cover (where n is the
dimension of our manifold) induces an equivalence on the Koszul dual. Therefore,
for any open U , we have
∫
U
A! = Γc(U, A˜).
However, it happens only rarely that the map A˜→ A induces an equivalence on
the space of compactly supported sections.
5. Filtered stable category
The aim of the remaining sections will be to develop a context in which the
Poincare´ duality theorem for factorisation algebras holds with the help of some
additional structure on the target symmetric monoidal category. We entirely work
with a symmetric monoidal stable target category A, and the additional structure
we consider is a filtration with respect to which A becomes complete. The primary
example is given by the category of complete filtered objects, which shall be re-
viewed in Section 6.2. In fact, the influence comes from the use of complete filtered
objects in a similar context in Costello’s [5] (see also the appendix of Costello–
Gwilliam [6]). Filtration and completeness are also used in the work of Positselski
on the Koszul duality [18].
Our approach, despite its slight abstractness, has the advantage of including a
few more examples such as the filtration given by a t-structure, and hopefully of
clarifying some logic. We shall develop these notions in this and the next sections,
and then develop the Koszul duality theory and the Poincare´ duality theorem in
such a target category, in Section 7.
5.0. Localisation of a stable category. We review some facts we need.
Definition 5.0. Let C be a category.
A functor C → D is a left localisation if it has a fully faithful functor as a right
adjoint.
A full subcategory D of C is a left localisation of C if the inclusion functor
D →֒ C has a left adjoint.
Right localisation is defined similarly, so it is just left localisation in the opposite
variance.
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We consider the following situation. Let A be a stable category, and let Aℓ ⊂ A
be a full subcategory which is a left localisation of A. Denote by ( )ℓ the localisation
functor A → Aℓ. By abuse of notation, we also denote by ( )ℓ the composite
A Aℓ A.
( )ℓ
Definition 5.1. A right localisation Ar of A is complementary to the left local-
isation Aℓ of A as above if for every X ∈ Ar and Y ∈ Aℓ, the space Map(X,Y ) is
contractible, and the sequence
( )r
ε
−→ id
η
−→ ( )ℓ : A −→ A,
where ( )r is the right localisation functor considered as A → A, and the maps are
the counit and the unit maps for the respective adjunctions, is a fibre sequence (by
the unique null homotopy of the composite ηε).
As a full subcategory of A, Ar consists of objects X ∈ A for which the counit
ε : Xr → X is an equivalence, or equivalently, Xℓ ≃ 0. It follows that given any left
localisation Ar of A, if it has a complementary right localisation, then the right
localisation is characterised as the right localisation to the full subcategory of A
consisting of objects X ∈ A for which Xℓ ≃ 0.
Given any right localisation, its complementary left localisation is defined in
the opposite way. It is immediate that if a left localisation has a complementary
right localisation, then this left localisation is left complementary to its right com-
plement.
Proposition 5.2. A left localisation ( )ℓ : A → Aℓ has a complementary right
localisation if and only if
(Fibre[η : id→ ( )ℓ])ℓ ≃ 0.
Example 5.3. This condition is satisfied if the left localisation is exact in the
sense that the functor ( )ℓ : A → Aℓ (and equivalently, ( )ℓ : A → A) preserves
finite limits.
Proof of Proposition 5.2. Necessity follows from the remark for Definition 5.1.
For sufficiency, define Ar as the full subcategory of A consisting of objects
X ∈ A for which Xℓ ≃ 0. Then the functor ( )r := Fibre[η : id → ( )ℓ] : A → A
lands in Ar. Denote the resulting functor A → Ar also by ( )r.
It will then follow that ( )r is a right adjoint of the inclusion Ar →֒ A, with
counit the canonical map ( )r → id. Indeed, the defining fibre sequence for Xr
gives for any Y , the fibre sequence
Map(Y,Xr) −→ Map(Y,X) −→ Map(Y,Xℓ),
but since Xℓ ∈ Aℓ, we have Map(Y,Xℓ) = Map(Yℓ, Xℓ). Now, if Y ∈ Ar, then this
space is contractible, so we obtain that the map Map(Y,Xr) → Map(Y,X) is an
equivalence, as was to be shown.
Thus we have obtained a right localisation ( )r : A → Ar, and this came as
complementary to the left localisation we started with. 
Lemma 5.4. Let A be a stable category with complementary left and right locali-
sations ( )ℓ : A → Aℓ and ( )r : A → Ar respectively. Then, for a cofibre sequence
W −→ X −→ Y
in A, if W belongs to the full subcategory Ar of A, then the localised map Xℓ → Yℓ
is an equivalence.
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Proof. W belongs to Ar if and only if Wℓ ≃ 0.
By applying the localisation functor ( )ℓ : A → Aℓ to the given cofibre sequence,
we obtain a cofibre sequence in Aℓ. If Wℓ ≃ 0, then the map Xℓ → Yℓ in the
sequence is an equivalence. 
Corollary 5.5. In the situation of Lemma 5.4, if Y also belongs to Ar, then X
belongs to Ar.
Corollary 5.6. In the situation of Lemma 5.4, if Y ∈ Aℓ, then the canonical
map W → Xr and Xℓ → Y are equivalences, so the fibre sequence is canonically
equivalent to the canonical fibre sequence
Xr −→ X −→ Xℓ.
Proof. The equivalences of objects is immediate from Lemma 5.4. The fibre se-
quences will then be canonically the same since the null-homotopy of the composite
is unique. 
In a situation where we have left and right localisations complementary to each
other, we will be particularly interested in how the localisations interact with limits
(and colimits) in our stable category.
Lemma 5.7. If a left localisation Aℓ has a complementary right localisation, then
Aℓ is closed in A under any limit which exists in A.
Proof. This follows since Aℓ is the full subcategory of A consisting of X ∈ A for
which Xr ≃ 0, and since the functor ( )r : A → Ar is a right adjoint, and hence
preserves any limit. 
Note also that the limit taken in A of a diagram lying in the full subcategory
Aℓ (which in fact belongs to Aℓ, according to the above) will be a limit in Aℓ of
the diagram. On the other hand, since the inclusion Aℓ →֒ A preserves limits, if a
limit of a diagram Aℓ exists in the category Aℓ, then it also will be a limit in A.
In the next proposition, we assume given complementary left and right localisa-
tions ( )ℓ : A → Aℓ and ( )r : A → Ar respectively, of a stable category A.
In this situation, we assume given classes of diagrams D, Dℓ, Dr, in A, in Aℓ, and
in Ar respectively, and consider limits of diagrams belonging to any of these classes.
For example, we may be considering all finite limits in A, Aℓ, or Ar. Alternatively,
we may be considering sequential limits.
We require that all inclusion and localisation functors between these categories
take a diagram in the specified class in the source to one in the specified class in the
target. In fact, from this requirement, it is immediate that the class D determines
the other classes. Namely, Dℓ is the class of diagrams which belong to D when
considered as diagrams in A, and similarly for Dr. One can start from any class
of diagrams D in A which is closed under application of endofunctors ( )ℓ and
( )r : A → A, to have all three classes satisfying our requirements.
In this situation, if A has limits of all diagrams in the class D, then Ar has limits
of all diagrams in the class Dr, and by Lemma 5.7, Aℓ has limits of all diagrams in
the class Dℓ.
Proposition 5.8. Let A, Aℓ, Ar, and classes of diagrams D in A, Dℓ in Aℓ, Dr in
Ar be as above. Assume that the underlying category of A has limits of all diagrams
in the class D (see above).
Then the following are equivalent.
(0) The left localisation functor ( )ℓ : A → Aℓ takes limits of diagrams belonging
to D, to corresponding limits in Aℓ.
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(1) The functor ( )ℓ considered as A → A, takes limits of diagrams belonging
to D, to corresponding limits in A.
(2) The right localisation functor ( )r : A → A takes limits of diagrams belong-
ing to D, to corresponding limits in A.
(3) Given a diagram in Ar, belonging to Dr (equivalently, a diagram in A which
belongs to D, and lands in Ar), its limit taken in A, belongs to Ar.
(4) The inclusion Ar →֒ A takes limits of diagrams belonging to Dr, to corre-
sponding limits in A.
Proof. It is relatively simple to see that the first three are equivalent to each other.
It is also easy to see that (2) =⇒ (3) =⇒ (4) =⇒ (2). 
5.1. Filtration of a stable category.
Definition 5.9. A filtration of a stable category A is a sequence of full subcate-
gories
A ⊃ · · · ⊃ A≥r ⊃ A≥r+1 ⊃ · · ·
indexed by integers, each of which is the inclusion of a right localisation which has
a complementary left localisation, denoted by ( )<r : A → A<r.
A filtered stable category is a stable category which has all sequential limits,
and is equipped with a filtration.
In particular, associated to a filtered stable category A, we have a sequence
A −→ · · · −→ A<r+1 −→ A<r −→ · · · .
of left localisation functors. We would like to think of this as the tower associated
to the filtration.
A≥r can be considered as the pieces for the filtration. A≥r is the full subcategory
of A formed by objects X ∈ A for which X<r ≃ 0. We denote the right localisation
by ( )≥r : A → A≥r. Then the sequence ( )≥r → id → ( )
<r of functors A → A,
equipped with the unique null homotopy of the composite ( )≥r → ( )
<r, is a fibre
sequence.
An important example will be discussed in Section 6.2. Here are a few examples.
Example 5.10. If A is a stable category which has all sequential limits, then any
t-structure [16] on A gives a filtration.
Example 5.11. Let A be the functor category into a stable category, and assume
it admits some version of the Goodwillie calculus [11]. Then it has a filtration in
which A<r is the full subcategory consisting of (r − 1)-excisive functors. The left
localisation A → A<r is given by the universal (r − 1)-excisive approximation of
functors.
The notion of a filtration on a stable category is self-dual in the following sense.
Namely, if a stable category A is given a filtration, then B := Aop has a filtration
given by B≥r := (A
≤−r)op, where A≤s := A<s+1. Therefore, all notions and
statements we formulate will have dual versions, which we shall speak about freely
without further notices.
Let r, s be integers such that r ≤ s. Then (X≥r)
<s belongs to
A<s≥r := A≥r ∩ A
<s
since
((X≥r)
<s)<r = (X≥r)
<r ≃ 0,
and so does (X<s)≥r.
We would like to compare these objects.
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We have a commutative diagram
(5.12)
X≥r
(X≥r)
<s X (X<s)≥r
X<s,
so the universal property of the map X≥r → (X≥r)
<s implies that there is a unique
pair consisting of a map (X≥r)
<s → (X<s)≥r and a homotopy making the upper
triangle of
(5.13)
X≥r
(X≥r)
<s (X<s)≥r
X<s
commute.
Moreover, again by the universal property of the map X≥r → (X≥r)
<s, there is
a unique pair consisting of
• a homotopy filling the lower triangle, and
• a higher homotopy between the homotopy filling the diamond in the dia-
gram (5.12), and the homotopy obtained by pasting the homotopies in the
diagram (5.13).
In other words, there is a unique quadruple consisting of
(0) a map (X≥r)
<s → (X<s)≥r
(1) a homotopy filling the upper triangle of (5.13)
(2) a homotopy filling the lower triangle of (5.13)
(3) a higher homotopy between the homotopy filling the diamond in the dia-
gram (5.12), and the homotopy obtained by pasting the homotopies in the
diagram (5.13).
Moreover, by the universal property of the map (X<s)≥r → X
<s, the pair given
by (0) and (2) above, must be the unique pair of this form.
It follows that for a map (X≥r)
<s → (X<s)≥r the following data (in particular,
existence of the data) are equivalent to each other.
• (1) above
• (2) above
• Extension to a quadruple above.
Lemma 5.14. Let r, s be integers such that r ≤ s. Then a map (X≥r)
<s →
(X<s)≥r which can be equipped with the equivalent data above, is an equivalence.
Proof. By looking at the cofibre of the map (drawn vertically) of fibre sequences
X≥s X≥s 0
X≥r X X
<r,
=
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we obtain a fibre sequence
(X≥r)
<s −→ X<s −→ X<r.
The mapX<s → X<r here is a map underX , so can be identified with the canonical
map X<s → (X<s)<r. Therefore, its fibre (X≥r)
<s is equivalent to (X<s)≥r by a
map over X<s. 
Definition 5.15. Let r, s be integers. Then we denote the canonically equivalent
objects (X≥r)
<s = (X<s)≥r by X
<s
≥r . This belongs to A
<s
≥r.
5.2. Completion. Let A be a filtered stable category. Then define
A≥∞ := lim
r
A≥r =
⋂
r
A≥r.
We would like to investigate the sequence.
A≥∞ −→ A −→ lim
r
A<r
obtained as the limit of the sequence
A≥r −→ A −→ A
<r.
Let us denote by τ the functor A → limrA
<r here. This has a right adjoint
which we shall denote by lim. For an object X = (Xr)r of limr A
<r, it is given by
limX = lim
r
Xr,
where the limit on the right hand side is taken in A.
Definition 5.16. Let A be a filtered stable category. Then we denote lim τX by
X̂. We say that X is complete if the unit map η : X → lim τX = X̂ for the
adjunction is an equivalence.
We denote by Â the full subcategory of A consisting of complete objects.
Example 5.17. For every r, A<r ⊂ Â in A.
We compromise with the following definition, which may be more restrictive than
it should be.
Definition 5.18. Let A be a filtered stable category. Then Â is said to be the
completion of A if the following conditions are satisfied.
(0) The functor (̂ ) : A → A preserves sequential limits.
(1) (̂ ) lands in Â.
(2) The map η : id → (̂ ) makes (̂ ) a left localisation for the full subcategory
Â.
If A has Â as its completion in this sense, then we call the localisation functor the
completion functor. In this case, we call η the completion map.
We say that A is complete if Â is the whole of A, namely, if every object of A
is complete.
Remark 5.19. The conditions (1) and (2) follows if τ lim τ ≃ τ by the canonical
map(s). This is also necessary since for every r, Example 5.17 will imply that the
map η<r : X<r → X̂<r is an equivalence for every X .
The following is a part of the motivation for Definition 5.18.
Lemma 5.20. If Â is the completion of A, then the sequential limits exists in Â,
and the completion functor preserves sequential limits.
The following gives a sufficient condition for Â to be the completion of A.
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Lemma 5.21. If τ preserves sequential limits, then Â is the completion of A.
Proof. The condition (0) of Definition 5.18 is automatic.
To prove the other conditions, it suffices to prove that τ lim τ ≃ τ by the canon-
ical map(s). Let X be an object of A. Then it suffices to prove that for the unit
map η : X → lim τX , the map η<r is an equivalence for every r. By Lemma 5.4, it
suffices to prove that the fibre limsX≥s of η belongs to A≥∞.
We have τ limsX≥s = lims τX≥s, so it suffices to show that this limit is 0.
However, the limit over s of the r-th object of τX≥s is limsX
<r
≥s ≃ 0 in A
<r, and
coincides with the r-th object of 0 ∈ limr A
<r. It follows that this 0 is indeed the
limit lims τX≥s. 
Lemma 5.22. Let A be a filtered stable category. If the functor (̂ ) : A → A pre-
serves sequential limits, then lim τ lim ≃ lim by the canonical map(s). In particular,
if Â is the completion of A, then lim lands in Â, and will make Â a right localisation
of limrA
<r.
Proof. Let X = (Xr)r be an object of limrA
<r. Then
lim τ limX = l̂imrXr = lim
r
X̂r = lim
r
Xr = limX.

It would be natural to ask whether completion has a complementary right local-
isation. Let us first give a characterisation of objects with vanishing completion.
Lemma 5.23. Let A be a filtered stable category with Â its completion. Then the
completion of an object X of A vanishes if and only if X belongs to A≥∞.
Proof. X belongs to A≥∞ if and only if τX ≃ 0. The result then follows from
Lemma 5.22. Indeed, τX is contained in the full subcategory of limr A
<r which by
the lemma, is a right localisation, and is identified with Â. Therefore, τX ≃ 0 in
limr A
<r if and only if it is so in this full subcategory of limr A
<r. However, the
object of Â corresponding to τX under the identification, is X̂ ∈ Â. 
Lemma 5.24. Let A be a filtered stable category with Â its completion. Suppose
given an inverse system
· · · ←− Xi ←− Xi+1 ←− · · ·
in A, and suppose there is a sequence (ri)i of integers, tending to ∞ as i → ∞,
such that Xi belongs to A≥ri for every i.
Then limiXi belongs to A≥∞.
Proof. From the previous lemma, it suffices to prove that its completion vanishes.
However,
l̂imiXi = lim
i
X̂i = lim
r
lim
i
X<ri ≃ limr
0 = 0.

Corollary 5.25. Let A be a filtered stable category with Â its completion.
Suppose given a map of inverse systems
· · · Xi Xi+1 · · ·
· · · Yi Yi+1 · · ·
fi fi+1
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in A, and suppose there is a sequence (ri)i of integers, tending to ∞ as i → ∞,
such that the fibre of fi belongs to A≥ri for every i.
Then the map limi fi : limiXi → limi Yi is an equivalence after completion.
Proof. This follows from Lemma and Lemma 5.4. 
Proposition 5.26. Let A be a filtered stable category with Â its completion. Then
the full subcategory A≥∞ of A is a right localisation complementary to the left
localisation Â.
Proof. It suffices to show that completion has a complementary right localisation,
since the right localisation will then be identified with A≥∞ by Lemma 5.23. Ex-
istence of the complement follows from Proposition 5.2 and Lemma 5.24 since the
fibre of the completion map is limrX≥r. 
Corollary 5.27. Let A be a filtered stable category with Â its completion. Then a
limit of complete objects is complete. In particular, a limit of bounded above objects
is complete.
Proof. This follows from Lemma 5.7. 
In practice, it may not be clear when τ preserves sequential limits, since limits
in limrA
<r is not always objectwise. The following condition will lead to the same
conclusions on the completion, but involves only the sequential limits in A.
Definition 5.28. Let A be a filtered stable category. Then we say that sequential
limits are uniformly bounded in A if there exists a finite integer d such that
for every integer r, and for every inverse sequence in the full subcategory A≥r of
A, the limit of the sequence taken in A, belongs to A≥r+d.
Remark 5.29. A is assumed to have finite limits and sequential limits, so it has
countable products at least, and if sequential limits are uniformly bounded, then so
are countable products in the similar sense. In the case where the filtration is given
by a t-structure, if countable products in A are uniformly bounded below by b,
then the familiar computation of a sequential limit in terms of countable products
by Milnor shows that sequential limits will be bounded by b− 1.
In the case of Goodwillie’s filtration (Example 5.11), sequential limits are bounded
by 0.
However, it turns out that in order to prove that Â is the completion of A in this
case, one necessarily proves that the functor τ preserves limits as well. Namely, we
have the following two lemmas.
Lemma 5.30. Let A be a filtered stable category with uniformly bounded sequential
limits. Then τ is a left localisation. In other words, the functor lim: limrA
<r → A
lands in Â, and induces an equivalence limrA
<r ∼−→ Â.
Lemma 5.31. In the case τ is a left localisation functor, τ preserves sequential
limits if and only if (̂ ) : A → A preserves sequential limits.
Proof assuming Lemma 5.30. Through the identification of limr A
<r with Â by the
equivalence lim, τ gets identified with (̂ ) : A → Â. 
Proof of Lemma 5.30. It suffices to prove that the counit ε : τ lim → id of the
adjunction is an equivalence.
Let X = (Xr)r be an object of limrA
<r. Then the counit for the adjunction is
given by
(lim
s
Xs)
<r −→ X<rr = Xr
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for each r.
Let d ≤ 0 be a uniform bound for sequential limits. We can apply Lemma 5.4
to the fibre sequence
lim
s
(Xs)≥r−d −→ lim
s
Xs −→ lim
s
(Xs)
<r−d,
where the fibre belongs to A≥r, and the cofibre is Xr−d. We get that that the
induced map (limX)<r → X<rr−d = Xr is an equivalence. 
Lemma 5.32. Let A be a filtered stable category with uniformly bounded sequential
limits. Then (̂ ) : A → A preserves sequential limits.
Proof. Let
· · · ←− Xi ←− Xi+1 ←− · · ·
be a sequence in A. Then
(lim
i
Xi)
<r = (lim
i
X<r−di )
<r.
The limit of this as r → ∞ can then be computed as lims limr(limiX
<s
i )
<r, but
limiX
<s
i belongs to A
<s by Lemma 5.7, so
lim
r
(lim
i
X<si )
<r = lim
i
X<si .
Now lims limiX
<s
i = limi X̂i, so we have proved that l̂imiXi = limi X̂i as desired.

We have proved the following.
Proposition 5.33. Let A be a filtered stable category with uniformly bounded se-
quential limits. Then Â is the completion of A, with complementary right localisa-
tion A≥∞ as a full subcategory of A.
Corollary 5.34. If sequential limits are uniformly bounded in A, then A is com-
plete if and only if A≥∞ ≃ 0.
5.3. The completion as a complete category. When Â is the completion of a
filtered stable category A, then it will be useful if the completion is itself a complete
filtered stable category. We would like to first consider a sufficient condition for the
completion to be a stable category.
We start with the general situation of localisation.
Definition 5.35. Let A be a stable category, and Aℓ be its left localisation. Then
we say that the localisation is stable exact if Aℓ has finite limits (as in the case
where it has a complementary right localisation, see Lemma 5.7), and both the
localisation functor and the inclusion functor Aℓ →֒ A are exact (in the sense that
they preserve finite limits and colimits).
A right localisation of a stable category is stable exact if it is so as a left
localisation of the opposite category.
Remark 5.36. The condition that the inclusion functor preserves colimits is equiv-
alent to that Aℓ is closed as a full subcategory of A under finite colimits (in A).
Lemma 5.37. Let A be a stable category, and let Aℓ be a stable exact left locali-
sation of A. Then Aℓ is a stable category.
Proof. Under our assumptions, we would like to prove that pushout squares and
pullback squares coincide in Aℓ.
First, suppose we have a pullback square in Aℓ. Then it is a pullback square in
A, so it is also a pushout square.
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Then by localising it back to Aℓ, we obtain a pushout square in Aℓ, but it is
equivalent to the square we started with.
Next, suppose we have a pushout square in Aℓ. Then our assumption implies
that the pushout is in fact a pushout in A as well.
It follows that the square is Cartesian in A. But then it is Cartesian in Aℓ. 
Lemma 5.38. Let A be a stable category, and let Aℓ and Ar be left and right
localisations of A which are complementary to each other. Then the following are
equivalent. (Recall from Lemma 5.7 that Aℓ and Ar both have finite limits and
finite colimits.)
• Aℓ is a stable exact localisation.
• Ar is a stable exact localisation.
• The localisation functors are both exact.
• The inclusion functors are both exact.
Proof. Apply Proposition 5.8 to finite limits and finite colimits. 
Definition 5.39. Let A be a filtered stable category with Â its completion. Then
we say that the completion is stable exact if Â is a stable exact localisation of A.
We shall look for a sufficient condition for the completion to be stable exact.
Definition 5.40. Let A be a filtered stable category. An integer ω is said to be a
uniform bound for loops in A if for every integer r, and for every object of the
full subcategory A≥r of A, its loop in A belongs to A≥r+ω. We say that loops are
uniformly bounded in A if loops in A have a uniform bound.
Remark 5.41. By Corollary 5.5, ω is a uniform bound for loops if and only if it is
a uniform bound for fibres in the similar sense. Indeed, if W → X → Y is a fibre
sequence in A, then there is a fibre sequence ΩY →W → X .
Loops are uniformly bounded if the action of the category of (finite) spectra on
A by tensoring, is compatible with the filtrations (on the category of spectra and
on A) in a way similar to (or slightly more general than) the way we consider in
Definition 6.1. In this case, the suspension functor raises the filtration, as we shall
consider in Definition 7.3.
Example 5.42. ω can be taken as −1 if the filtration is a t-structure on A.
ω can be taken as 0 for Goodwillie’s filtration. In fact, all localisations are stable
exact in this filtration.
Lemma 5.43. Let A be a filtered stable category. If loops are uniformly bounded
in A, then for any finite category K, limits of K-shaped diagrams are uniformly
bounded in A.
Proof. A uniform bound of fibres more generally bounds fibre products. Then the
result follows from the arguments of the proof of Corollary 4.4.2.4 of [14]. 
Lemma 5.44. Let A be a filtered stable category with Â its completion. If loops
are uniformly bounded in A, then the completion is an exact left localisation of A.
Proof. By Proposition 5.8, it suffices to prove that the full subcategory A≥∞ of A
is closed under finite limits in A.
Let K be a finite category, and let X be a K-shaped diagram in the full sub-
category A≥∞ of A. Then we would like to prove that limK X belongs to A≥∞.
However, for every r, limK X does belongs to A≥r sinceX is in particular a diagram
in A≥r−k for a uniform bound k of K-shaped limits. 
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Definition 5.45. Let A be a filtered stable category. Then we say that suspen-
sions are uniformly bounded in A if there exists a finite integer σ such that for
every integer r, and for every object of the full subcategoryA<r of A, its suspension
in A belongs to A<r+σ.
Example 5.46. σ can be taken as 1 if the filtration is a t-structure on A. Good-
willie’s filtration is stable exact as mentioned in Example 5.42, so σ can be taken
as 0 in this case.
Lemma 5.47. Let A be a filtered stable category with Â its completion. If suspen-
sions are uniformly bounded in A, then the right localisation ( )≥∞ : A → A≥∞ is
exact.
Proof. By Proposition 5.8, it suffices to prove that the full subcategory Â of A is
closed under finite colimits in A.
Let K be a finite category, and let X be a diagram in the full subcategory Â of
A. Then we would like to prove that colimK X is complete.
However, colimK X = limr colimK X
<r, and colimK X
<r belongs to A<r+k for a
uniform bound k of K-shaped colimits. The result follows from Corollary 5.27. 
Combining the lemmas, we obtain the following.
Proposition 5.48. Let A be a filtered stable category with Â its completion. If
loops and suspensions are uniformly bounded in A, then the completion is stable
exact.
Proposition 5.49. Let A be a filtered stable category with Â its completion. If the
completion is stable exact, then the canonical tower
Â −→ · · · −→ A<r −→ A<r−1 −→ · · ·
makes Â into a complete filtered stable category.
Proof. Lemma 5.37 implies Â is stable.
As we have remarked in Example 5.17, for every r, A<r ⊂ Â as full subcategories
of A. It follows that the restriction to Â of the localisation functor A → A<r is a
left localisation. A complementary right localisation to this is given by A≥r ∩ Â.
It is easy to see that Â is complete with respect to this filtration. 
Lemma 5.50. Let A be a filtered stable category with Â its stable exact completion.
Then any class of limits which exist in A (and therefore also in Â by Lemma 5.7)
and are uniformly bounded, have the same uniform bound in Â.
Proof. Lemma 5.7 in fact states that Â is closed under the limits which exists in
A. The result follows since the full subcategory Â≥r in the filtration of Â is just
A≥r ∩ Â as a full subcategory of A. 
5.4. Totalisation. In this section, we shall prove a technical result which will be
very useful for our study of the Koszul duality.
Definition 5.51. Let A, B be filtered stable categories, and let F : A → B be an
exact functor. Then we say that an integer b is a lower bound of F if for every
r, F takes the full subcategory A≥r of the source to the full subcategory B≥r+b of
the target.
We say that F is bounded below if it has a lower bound.
Let ∆f denote the subcategory of the category ∆ of combinatorial simplices,
where only face maps (maps strictly preserving the order of vertices) are included.
A covariant functor X• : ∆f → A is a cosimplicial object ‘without degeneracies’ of
A. Its totalisation totX• is by definition, the limit over ∆f of the diagram X
•.
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Proposition 5.52. Let A, B be filtered stable categories, and let F : A → B be an
exact functor which is bounded below. Assume that loops and sequential limits are
uniformly bounded in A, and B̂ is the completion of B.
Let X• : ∆f → A be such that there exists a sequence r = (rn)n of integers,
tending to ∞ as n→∞, such that for a uniform bound ω for loops, and for every
n, Xn belongs to A≥−ωn+rn . Then the canonical map
F (totX•) −→ totFX•
is an equivalence after completion.
Proof. According to the sequence of full subcategories
∆f ⊃ · · · ⊃ ∆
≤n
f ⊃ ∆
≤n−1
f ⊃ · · · ,
where objects of ∆≤nf are simplices of dimension at most n, we have the sequence
totX• −→ · · · −→ skn totX
• −→ skn−1 totX
• −→ · · ·
such that totX• = limn skn totX
•, where “skn tot” is a single symbol representing
the operation of taking the limit over ∆≤nf .
It is standard that the fibre of the map skn totX
• → skn−1 totX
• is equivalent
to ΩnXn. It follows from our assumption that this belongs to A≥rn . It follows that
the fibre of the map totX• → skn totX
• belongs to A≥rn+d for d a uniform bound
for sequential limits.
It follows that the fibre of the map F (totX•)→ skn totFX
• belongs to B≥rn+d+b
for a bound b of F . By taking the limit over n, we obtain the result from Corollary
5.25. 
Similarly, we can consider simplicial objects ‘without degeneracies’ and their
geometric realisations.
Proposition 5.53. Let A, B be filtered stable categories, and let F : A → B be an
exact functor which is bounded below. Assume that B̂ is the completion of B.
Let X• : ∆opf → A be such that there exists a sequence r = (rn)n of integers,
tending to ∞ as n → ∞, such that for every n, Xn belongs to A≥rn . Then the
canonical map
|FX•| −→ F |X•|
is an equivalence after completion.
Proof. The proof of this is simpler. One just notes that the full subcategory B≥r
of B is closed under any colimit by Lemma 5.7. 
6. Monoidal filtered stable category
6.0. Pairing in filtered stable categories.
Definition 6.0. Let A, B, C be stable categories. Then, a pairing from A, B to
C is a functor
〈 , 〉 : A× B −→ C
which is exact in each variable.
Definition 6.1. Let A, B, C be filtered stable categories. Then, a pairing 〈 , 〉 : A×
B → C is compatible with the filtrations if for any r, s, it takes A≥r × B≥s to
C≥r+s.
Example 6.2. Let S denote the stable category of finite spectra, filtered by con-
nectivity. Let A be another stable category with a t-structure. Then the pairing
S × A → A given by tensoring is compatible with the filtrations (ignoring that S
is not closed under sequential limits).
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Remark 6.3. More generally, we may say that the pairing is bounded below if
there is a finite integer d such that the pairing takes A≥r × B≥s to C≥r+s+d. In
this case, if d can be taken only as a negative number, then the pairing is not
compatible with the filtrations in the above sense. However, this can be corrected
by reindexing the filtrations in any suitable way.
It might seem natural to further require the pairing to preserve sequential limits
(variable-wise). However, this condition is too strong to require in practice. We
will see that the compatibility defined above ensures that certain sequential limits
are preserved (up to completion). This will turn out to be useful for applications.
Definition 6.4. Let A be a filtered stable category. Then an object X of A is
said to be bounded below in the filtration if there exists an integer r such that
X ∈ A≥r.
Let A, B, C be filtered stable categories, and consider a pairing 〈 , 〉 : A×B → C,
compatible with the filtrations. The following is an immediate consequence of
Lemma 5.24.
Lemma 6.5. Assume that Ĉ is the completion of C.
Suppose given an inverse system
· · · ←− Xi ←− Xi+1 ←− · · ·
in A, and suppose there is a sequence (ri)i of integers, tending to ∞ as i → ∞,
such that for every i, Xi belongs to A≥ri . Then for every bounded below Y ∈ B,
limi 〈Xi, Y 〉 belongs to C≥∞.
Proposition 6.6. Let 〈 , 〉 : A × B → C be a pairing on filtered stable categories,
compatible with the filtrations. Assume that Ĉ is the completion of C. Assume also
that sequential limits are uniformly bounded in A.
Suppose given an inverse system
· · · ←− Xi ←− Xi+1 ←− · · ·
in A, and suppose there is a sequence (ri)i of integers, tending to ∞ as i → ∞,
such that for every i, the fibre of the map Xi+1 → Xi belongs to A≥ri . Then for
every Y ∈ B, if Y is bounded below, then the map〈
lim
i
Xi, Y
〉
−→ lim
i
〈Xi, Y 〉
is an equivalence after completion.
Proof. This follows from Corollary 5.25. 
6.1. Monoidal structure on a filtered category. By a monoidal structure
on a stable category A, we mean a monoidal structure on the underlying category
of A whose multiplication operations are exact in each variable.
Definition 6.7. Let A be a filtered stable category, and let ⊗ be a monoidal
structure on the stable category (underlying)A. We say that the monoidal structure
is compatible with the filtration on A if for every finite totally ordered set I, and
every sequence r = (ri)i∈I of integers, the functor
⊗
I : A
I → A takes the full
subcategory
∏
i∈I A≥ri of the source, to the full subcategory A≥
∑
I r
of the target.
We call a filtered stable category A equipped with a compatible monoidal struc-
ture a monoidal filtered stable category. If the monoidal structure is symmetric,
then it will just be a symmetric monoidal filtered category.
In other words, a symmetric monoidal filtered stable category is just a commu-
tative monoid object of a suitable multicategory of filtered stable categories.
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Example 6.8. In the case where A is a functor category with Goodwillie’s fil-
tration, if the target category is a symmetric monoidal stable category, then the
pointwise symmetric monoidal structure on A is compatible with the filtration.
Remark 6.9. More generally, we may say that the monoidal structure is bounded
below if the unit 1 and the pairing A2
⊗
−→ A are bounded below. All the results
we consider in the following on monoidal filtered categories will be valid for filtered
stable categories with a bounded below monoidal structure, after making suitable
(and straightforward) modifications.
We shall only state the results for monoidal filtered categories in our sense, in
order to keep the exposition simple.
Remark 6.10. Even though both filtration and monoidal structure are self-dual
notion on a stable category, the boundedness below of the monoidal structure is
not self-dual. Namely, boundedness below in Aop means boundedness above in A.
Corollary 6.11. Let A be a monoidal filtered stable category with uniformly bounded
sequential limits.
Suppose given an inverse system
· · · ←− Xi ←− Xi+1 ←− · · ·
in A, and suppose there is a sequence (ri)i of integers, tending to ∞ as i → ∞,
such that for every i, the fibre of the map Xi+1 → Xi belongs to A≥ri . Then for
every Y ∈ A, if Y is bounded below, then the map
(lim
i
Xi)⊗ Y −→ lim
i
(Xi ⊗ Y )
is an equivalence after completion.
Definition 6.12. Let A be a monoidal filtered stable category with Â completing
the filtration. Then we say that the monoidal structure is completable if there is
a monoidal structure on Â such that the completion functor A → Â is monoidal.
Remark 6.13. Together with a monoidal structure of the completion functor, the
monoidal structure on Â will be uniquely determined.
Lemma 6.14. Let A be a monoidal filtered stable category with Â completing the
filtration. Then the monoidal structure is completable if and only if the monoidal
product functor lands in the full subcategory A≥∞ of A whenever one of the factors
is in A≥∞.
Proof. Necessity is obvious.
Conversely, if the assumption is satisfied, then the lax monoidal structure whose
operations are the composites
Ân An A Â,
⊗ (̂ )
is in fact a genuinely associative structure. 
Proposition 6.15. Let A be a monoidal filtered stable category with Â its stable
exact completion. If the monoidal structure on A is completable, then Â with the
induced structures is a monoidal (complete) filtered stable category.
Proof. The variable-wise exactness of the induced monoidal structure on Â follows
from the description of the monoidal product functor in the proof of Lemma 6.14
(see Remark 6.13).
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We further need to prove that this monoidal structure is compatible with the
induced filtration on Â (see Proposition 5.49). This follows since Â≥r ⊂ A≥r as full
subcategories of A, and the completion functor A → Â takes the full subcategory
A≥r of the source, to the full subcategory Â≥r of the target. 
Lemma 6.16. Let A be as in Proposition 6.15. If the monoidal multiplication
functor on A preserves variable-wise, a certain class of colimits (specified as in
Proposition 5.8, and assumed to exist), then so does the completed monoidal oper-
ation on Â if for every r, the full subcategory A<r of A are closed under the class
of colimits taken in A.
Proof. In view of the description of the monoidal multiplication functor in the proof
of Lemma 6.14, it suffices to prove under our assumption, that the inclusion functor
Â preserves the class colimits in question. By Proposition 5.8, this condition is
equivalent to that the localisation functor ( )≥∞ : A → A≥∞ preserves the class of
colimits in question.
Recall that A≥∞ = limrA≥r. Since this limit is along colimit preserving func-
tors, colimits in limrA≥r is object-wise. Therefore, it suffices to show for every r,
that ( )≥r : A → A≥r preserves colimits.
We conclude by invoking Proposition 5.8 again. 
6.2. The filtered category of filtered objects. In this section, we shall give
a simple example of a filtered stable category, for which limits of any kind are
uniformly bounded by 0. We also show how this filtered stable category may have
a completable symmetric monoidal structure.
Let us denote by Sta the following symmetric (2-)multicategory. Its object is
a stable category. Given a family A = (As)s∈S of stable categories indexed by a
finite set S, and a stable category B, we define a multimap A → B to be a functor∏
S A → B which is exact in each variable. (Note that the condition is vacuous
when there is no variable, i.e., when S is empty and the product is one point.)
Let Z be the category
· · · ←− n←− n+ 1←− · · ·
defined by the poset of integers. This is a commutative monoid (in the category of
poset), so the functor category Fun(Z, Sta) is a symmetric multicategory.
Let B be an object of Fun(Z, Sta), and let A be the category of lax morphisms
∗ → B in Fun(Z,Cat). To be more precise about the variance in the definition of
a lax functor here, we consider the functor y : Z→ Cat, n 7→ Z/n, and define A to
be the category of (genuine, rather than lax) morphisms y → B.
Definition 6.17. In the case where the sequence B is constant at a stable category
C, we call an object of A a filtered object of C, so A will be the category of filtered
objects of C.
Assume that each Bn has all sequential limits. Then A (in which sequential
limits are given object-wise) is a filtered stable category as follows.
Concretely, B is a sequence of stable categories
· · ·
L
←− Bn
L
←− Bn+1
L
←− · · · ,
and A is the category of sequences which we shall typically express as
· · · ←− FnX ←− Fn+1X ←− · · · ,
where FnX ∈ Bn, and the arrow FnX ← Fn+1X is meant to be a map FnX ←
LFn+1X in Bn.
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We let A≥r be the category of sequences
FrX ←− Fr+1X ←− · · · ,
and ( )≥r : A → A≥r to be the functor which forgets objects FnX for n < r. ( )≥r
is a right localisation which has a complementary left localisation, which we denote
by ( )<r : A → A<r.
Lemma 6.18. Let I be a small category. If for every n, the category Bn has the
limit of every I-shaped diagram, then A has all I-shaped limits, and these limits
are uniformly bounded by 0.
Proof. This is obvious, since I-shaped limits in A will be given object-wise. 
Lemma 6.19. Let I be a small category. If for every n, the category Bn has the
colimit of every I-shaped diagram, and L : Bn → Bn−1 preserves these colimits, then
A has all I-shaped colimits.
Proof. I-shaped colimits in A will be given object-wise. 
Remark 6.20. Note that this applies to finite colimits. Together with Lemma 6.18,
this implies that completion of A is stable exact by Proposition 5.48.
Now suppose B ∈ Fun(Z, Sta) is a symmetric monoid object. Concretely, this
means there are given functors ⊗ : Bi × Bj → Bi+j (in a way symmetric in i and
j) etc. which is exact in each variable, and a unit object 1 ∈ B0, with compatible
data with L’s in the sequence B.
Moreover, assume the following.
• For every n, Bn has all small colimits.
• For every n, L : Bn → Bn−1 preserves colimits.
• The monoidal multiplication functors preserve colimits variable-wise.
In this case, A inherits a symmetric monoidal structure. Namely, if X = (FnX)n
and Y = (FnY )n are objects of A, then we have X ⊗ Y defined by
Fn(X ⊗ Y ) = colim
i+j≥n
Li+j−n(FiX ⊗ FjY ),
the colimit taken in Bn. This monoidal multiplication preserves colimits variable-
wise.
Proposition 6.21. The symmetric monoidal structure on A is compatible with the
filtration on A.
Proof. Let r, s be integers, and let X ∈ A≥r and Y ∈ A≥s. Then we would then
like to prove X ⊗ Y ∈ A≥r+s.
In terms of the sequence defining X and Y , the given conditions are that the
map FiX ← L
r−iFrX is an equivalence for i ≤ r, and similarly for Y . Under these
assumptions, we need to prove that the map Fn(X ⊗ Y )← L
r+s−nFr+s(X ⊗ Y ) is
an equivalence for n ≤ r + s.
By definition, Fn(X ⊗ Y ) was the colimit over i, j such that i + j ≥ n, of
Li+j−n(FiX⊗FjY ). It suffices to prove that, for n ≤ r+s, this colimit is the same
as the colimit of Li+j−n(FiX ⊗FjY ) over i, j such that i ≥ r and j ≥ s. However,
the given assumptions imply that the diagram over i, j such that i + j ≥ n, is the
left Kan extension of its restriction to i, j such that i ≥ r and j ≥ s, since the
assumptions imply that the map FiX ⊗ FjY ← Fmax{i,r}X ⊗ Fmax{j,s}Y (in Bi+j ;
we have omitted L from the notation) will be an equivalence for all i, j. The result
follows. 
Proposition 6.22. The monoidal structure on A is completable.
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Proof. We want to show that if X ∈ A≥∞ and Y ∈ A, then X ⊗ Y ∈ A≥∞.
The given condition is the same as that the map FnX ← Fn+1X is an equivalence
for every n. We then want to prove that the map
Fn(X ⊗ Y ) = colim
i+j≥n
FiX ⊗ FjY ←− colim
i+j≥n+1
FiX ⊗ FjY = Fn+1(X ⊗ Y )
is an equivalence for every n.
However, an inverse to this map can be constructed as the colimit
colim
i+j≥n
FiX ⊗ FjY −→ colim
i+j≥n
Fi+1X ⊗ FjY
of the maps induced from the inverses FiX → Fi+1X to the given equivalences. 
6.3. Modules over an algebra in filtered stable category. Further examples
of filtered stable categories will be found by considering modules over an algebra
in a filtered stable category. We shall investigate them further.
Let us start from the situation of general localisation of a stable category.
Thus, let A be a stable category, and let a monoidal structure ⊗ on A be given.
Recall that we assume by convention that the monoidal multiplication is exact in
each variable.
Let us further assume given a left localisation ( )ℓ : A → Aℓ of A with a comple-
mentary right localisation ( )r : A → Ar.
We assume given an associative algebra A in A, and would like to have a corre-
sponding localisation of the category ModA of (say, right) A-modules, in a natural
way. A sufficient condition so one can do this is that the functor − ⊗ A : A → A
take Ar to Ar. (There is no difference if A is not assumed to be monoidal, but it
is given an action by any monad, in place of an action of an algebra object in A.
For our applications, we do not need to use this language.)
Indeed, if A satisfies this condition, then for any object X of Ar and Y of A,
and for any integer n ≥ 0, we have that the map
Map(X ⊗A⊗n, Yr) −→ Map(X ⊗A
⊗n, Y )
is an equivalence. It follows that the category ModA,r := ModA(Ar) of A-modules
in Ar, is a full subcategory of ModA(A) = ModA by the functor induced from
Ar →֒ A, and is a right localisation of ModA. It further follows that the square
ModA,r ModA
Ar A,
where the vertical arrows are the forgetful functors, is Cartesian, and the localisa-
tion functor ModA → ModA,r is the functor induced from the localisation functor
( )r : A → Ar, and its lax linearity over the action of A. In particular, the localisa-
tion functor lifts ( )r canonically.
It follows that the complementary left localisation ModA,ℓ of ModA is given by
the Cartesian square
ModA,ℓ ModA
Aℓ A.
As a full subcategory of ModA, this can be also expressed as ModA(Aℓ), modules
with respect to the op-lax action of powers of A on Aℓ by X 7→ X ⊗ℓ A
⊗n :=
(X ⊗A⊗n)ℓ.
62 MATSUOKA TAKUO
Remark 6.23. The action of powers of A on Aℓ is in fact genuinely associative.
To see this, it suffices to show that for any object X of A, the map X ⊗ℓ A
⊗n →
Xℓ ⊗ℓ A
⊗n is an equivalence. This follows from the cofibre sequence
Xr ⊗A
⊗n −→ X ⊗A⊗n −→ Xℓ ⊗A
⊗n
and Lemma 5.4.
The left localisation ModA → ModA,ℓ lifts ( )ℓ : A → Aℓ canonically, since the
left localisation functor is the cofibre of the right localisation map, and the forgetful
functor ModA → A preserves cofibre sequences.
In terms of objects, if K is an A-module in A, then Kℓ has a canonical structure
of an A-module. This comes from the canonical structure of an A-module on Kr,
and the canonical structure of an A-module map on the right localisation map
Kr → K (which together exist uniquely).
Remark 6.24. In particular, Ar is an A-bimodule, and hence Aℓ becomes an A-
algebra. However, the A-module Kℓ does not in general come from an Aℓ-module.
Let us now consider a filtered stable category A with compatible monoidal struc-
ture, and let A be an associative algebra in A. A sufficient condition so the con-
structions above can be applied to this context is that the underlying object of A
belong to A≥0.
Thus, let A be in fact, an associative algebra in A≥0. Then we have a filtration
on ModA, where ModA,≥r = ModA(A≥r) ⊂ ModA, and the localisation functor
ModA → ModA,≥r is induced from ( )≥r : A → A≥r.
The complementary left localisation also lifts that on A, and the square
Mod<rA ModA
A<r A
is Cartesian for every r. As a full subcategory of ModA, this can be also expressed
as ModA(A
<r), modules with respect to the action of A on A<r by X 7→ (X⊗A)<r .
The localisation functor ModA → Mod
<r
A lifts ( )
<r : A → A<r.
Remark 6.25. As noted in the previous remark, the A-module K<r does not in
general come from an A<r-module. However, it is always true that A<r≥0 := A
<r ∩
A≥0 comes with a canonical monoidal structure, together with a canonical monoidal
structure on the functor A≥0 → A
<r
≥0. Note that the algebra A
<r is obtained in A<r≥0
using this. If A-module K is in A≥0, then K
<r can be obtained as an A<r-module
in A<r≥0 from which the structure of an A-module on K
<r gets recovered.
If further, Â is the completion of A, then M̂odA is the completion of ModA,
and this completion lifts the completion of A. As a full subcategory of ModA,
M̂odA = ModA ×A Â.
Corollary 6.26. ModA is complete if A is complete.
The full subcategory A≥∞ of A is preserved by the action of A, so the general
argument can be applied to completion as well. In particular, M̂odA can be iden-
tified with ModA(Â), where A acts on Â by X 7→ X⊗̂A := X̂ ⊗A. The inclusion
M̂odA →֒ ModA then gets identified with the functor induced from the lax A-linear
functor Â →֒ A.
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If further, the monoidal structure on A is completable, then the action of A on Â
is through the action of the algebra Â in Â (indeed we will have X ⊗A
∼
−→ X ⊗ Â)
on Â, and the completion functor
ModA(A) −→ M̂odA(A) ≃ModA(Â) = ModÂ(Â)
is just the functor induced from the monoidal functor (̂ ) : A → Â.
Let A be a monoidal filtered stable category, and let A be an associative algebra
in A≥0. Then we consider the pairing
−⊗A − : ModA × AMod −→ A,
where AMod denotes the filtered stable category of left A-modules. This pairing is
compatible with the filtrations.
Corollary 6.27. Let A be a monoidal filtered stable category with uniformly bounded
sequential limits.
Let A be an associative algebra in A≥0. Suppose given an inverse system
· · · ←− Ki ←− Ki+1 ←− · · ·
in ModA, and suppose there is a sequence (ri)i of integers, tending to∞ as i→∞,
such that for every i, the fibre of the map Ki+1 → Ki belongs to ModA,≥ri (namely,
its underlying object belongs to A≥ri). Then for every left A-module L, if (the
underlying object of) L is bounded below, then the map
(lim
i
Ki)⊗A L −→ lim
i
(Ki ⊗A L)
is an equivalence after completion.
We discuss a few simple consequences. (More consequences will be discussed in
later sections.)
Firstly, associativity of tensor product holds for bounded below modules over
positive augmented algebras to be defined as follows.
Definition 6.28. Let A be a monoidal filtered stable category. We say that an
augmented algebra A in A is positive if the augmentation ideal I of A belongs to
A≥1.
Lemma 6.29. Let A be a monoidal complete filtered stable category. Let Ai, i =
0, 1, 2, 3, be positive augmented algebras in A, and let Ki,i+1 be a left Ai- right
Ai+1-bimodule for i = 0, 1, 2, whose underlying object is bounded below.
Then the resulting map
K01 ⊗A1 K12 ⊗A2 K23 −→ (K01 ⊗A1 K12)⊗A2 K23
is an equivalence, where the source denotes the realisation of the bisimplicial bar
construction.
Proof. Denote the augmentation ideal of Ai by Ii. We express the tensor product
K01 ⊗A1 K12 etc. as the geometric realisation of the simplicial bar construction
B•(K01, I1,K12) etc. without degeneracies, associated to the actions of the non-
unital algebra I1 etc. See Section 5.4. It is easy to check that the usual bar
construction, with degeneracies, associated to the unital algebra A1 etc., is the left
Kan extension of the version here, so the geometric realisations are equivalent.
The target then can be written as |B•(K01 ⊗A1 K12, I2,K23)|.
For every n, the functor − ⊗ I⊗n2 ⊗K23 is bounded below, so Proposition 5.53
implies that
B•(K01 ⊗A1 K12, I2,K23) = |B•(B∗(K01, I1,K12), I2,K23)|,
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where the realisation is in the variable ∗.
However, the realisation of this is nothing but the source. 
LetA be a monoidal complete filtered stable category, and let A be an augmented
associative algebra in A. Let ε : A→ 1 be the augmentation map, and I := Fibre(ε)
be the augmentation ideal of A.
Let us define the powers of I by Ir := I⊗Ar. Note that multiplication of A gives
an A-bimodule map Ir → Is whenever r ≥ s. Denote the cofibre of this map by
Is/Ir. When s = 0, this, A/Ir, is an A-algebra.
Lemma 6.30. Let A be a monoidal filtered stable category, and let A be a positive
augmented associative algebra in A.
LetK be a right A-module which is bounded below. Then the map K → limrK⊗A
A/Ir is an equivalence after completion.
Proof. Since the fibre of the map A→ A/Ir (namely Ir) belongs to ModA,≥r, the
result follows from Lemma 5.25. (Write K as K ⊗A A.) 
Corollary 6.31. Let A be a positive augmented associative algebra in a monoidal
complete filtered stable category A. Then, the functor − ⊗A 1: ModA,≥r → A≥r
reflects equivalences.
Proof. Suppose an A-module K in A≥r satisfies K ⊗A 1 ≃ 0. We want to show
that K ≃ 0.
In order to do this, it suffices, from the previous lemma, to proveK⊗A(I
s/Is+1) ≃
0 for all s ≥ 0. However, Is/Is+1 ≃ 1⊗A I
s as a left A-module. 
7. Koszul duality for complete algebras and the Poincare´ duality
In this section, we shall obtain our main results on the Koszul duality using the
basic results developed in the previous two sections.
7.0. Koszul completeness of a positive algebra. The Koszul duality we con-
sider will be between augmented algebras and coalgebras. We first need to consider
the condition on an augmented coalgebra, corresponding to the positivity of an
algebra.
Definition 7.0. Let A be a monoidal filtered stable category with uniformly
bounded loops and sequential limits. An augmented coalgebra C in A is said to be
copositive (with respect to the filtration) if the augmentation ideal J belongs to
A≥1−ω for a uniform bound ω for loops in A.
Example 7.1. If the filtration is a t-structure, then copositivity means that ΩJ
belongs to A≥1.
Lemma 7.2. Let A be a monoidal filtered stable category with uniformly bounded
loops and sequential limits. If C is a copositive augmented associative coalgebra in
A, then its Koszul dual algebra is positive.
Proof. Let J denote the augmentation ideal of C. The Koszul dual is C ! = 1C1 =
totB•(1, J, 1), where C denotes the cotensor product operation over C. The
augmentation ideal of C ! can be written as
lim
n
Fibre[skn totB
•(1, J, 1)→ sk0 totB
•(1, J, 1)].
Since for every n, ΩnBn(1, J, 1) = ΩnJ⊗n belongs to the full subcategory A≥n
of A from the assumptions, Fibre[skn totB
•(1, J, 1)→ 1] belongs to A≥1 for every
n.
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Let d ≤ 0 be a uniform bound for sequential limits in A. Then for every n ≥ −d,
Fibre[skn totB
•(1, J, 1)→ sk−d totB
•(1, J, 1)]
belongs to A≥−d+1. It follows that Fibre[C
! → sk−d totB
•(1, J, 1)] belongs to A≥1.
The result follows. 
Definition 7.3. Let A be a filtered stable category. Then we say that the filtration
of A is sound if there is a uniform bound ω for loops in A such that for every
r, the suspension functor Σ: A → A sends the full subcategory A≥r to the full
subcategory A≥r−ω.
Remark 7.4. This happens if the tensoring of the finite spectra on A is compatible
with the filtrations. See Remark 5.41.
Examples include the category of filtered objects (Section 6.2), a stable cate-
gory with a t-structure (Example 5.10), and a functor category with Goodwillie’s
filtration (Example 5.11).
Lemma 7.5. Let A be a monoidal soundly filtered stable category. If A is a positive
augmented associative algebra in A, then its Koszul dual coalgebra is copositive.
Proof. Similar to the proof of Lemma 7.2, but is simpler. 
For a coalgebra C, let us denote by −C− the (co-)tensor product over C.
Proposition 7.6. Let A be a monoidal complete filtered stable category with uni-
formly bounded loops and sequential limits.
Let A be a positive augmented associative algebra, and C a copositive augmented
associative coalgebra, both in A. Assume A is positive, and C is copositive. Let K
be a right A-module, L an A–C-bimodule, and let X be a left C-module, all bounded
below.
Then the canonical map
K ⊗A (LCX) −→ (K ⊗A L)CX
is an equivalence.
Proof. The left A-module structure of LCX and the right C-module structure of
K ⊗A L are induced from the A–C-bimodule structure of L.
Let us write the cotensor product in a way convenient for us. Namely, we write
LCX = totB
•(L, J,X),
where B•(L, J,X) is the (co-)bar construction, which is a diagram over ∆f con-
structed by considering J as a non-unital coalgebra acting on L and X , and tot
denotes the limit over ∆f . See Section 5.4. Since the functor K ⊗A − is bounded
below, we obtain from Proposition 5.52 that this functor sends the cotensor product
to totK ⊗A B
•(L, J,X).
Since J and X are bounded below, it follows from Proposition 5.53 that
K ⊗A B
•(L, J,X) = B•(K ⊗A L, J,X).
Therefore, we get the result by totalising this. 
Let A be an augmented associative algebra. Then, for a right A-module K, we
define a right A!-module DAK as K ⊗A 1. Dually, if C is an augmented associative
coalgebra, then for a right C-module L, we have a right C !-module DCL = LC1.
If K is a left A-module, then we simply define a left A!-module DAK by 1⊗AK,
and similarly for left C-modules.
The following is a special case of Proposition 7.6.
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Corollary 7.7. Let A be a monoidal complete soundly filtered stable category with
uniformly bounded sequential limits. Let A be an augmented associative algebra in
A, and assume it is positive. Let K be a right A-module, L a left A!-module, and
assume both of these are bounded below.
Then the canonical map
K ⊗A DA!L −→ DAKA!L
is an equivalence.
Proof. The coalgebra A! is copositive by Lemma 7.5. 
Corollary 7.8. In the situation of the previous corollary, the canonical map DADA!L→
L is an equivalence.
Proof. Apply the previous corollary to K = 1. 
Theorem 7.9. Let A be a monoidal complete soundly filtered stable category with
uniformly bounded sequential limits. Let A be a positive augmented associative
algebra in A, and K be a right A-module which is bounded below. Then the canonical
map K → DA!DAK is an equivalence (of A-modules). In particular, the canonical
map A→ A!! (of augmented associative algebras) is an equivalence.
Proof. By Corollary 6.31, it suffices to prove that the map is an equivalence after
we apply the functor −⊗A 1 to it. However, this follows by applying Corollary 7.8
to the (right) A!-module DAK. 
7.1. Koszul completeness of a coalgebra. In order to complete the study of
the Koszul duality for associative algebras, we shall establish the results similar to
those established for positive augmented algebras, for copositive coalgebras.
Let us start with the following situation. Namely, let Ci, i = 0, 1, 2, be coalgebras
in A, and let Ki,i+1 for i = 0, 1 be a left Ci- right Ci+1-bimodule. Then we would
like K01C1K12 to be a C0–C2-bimodule in a natural way.
We have this in the following case. Namely, assume A to be a monoidal complete
filtered stable category with uniformly bounded loops and sequential limits. More-
over, assume that C1 is a copositive augmented coalgebra, and Ki,i+1 are bounded
below. Then for any bounded below object L, the canonical map
(K01C1K12)⊗ L −→ K01C1(K12 ⊗ L)
is an equivalence by Proposition 5.52.
It follows that if C0 and C2 are bounded below, then the bimodule structures of
Ki,i+1, i = 0, 1 induce a structure of a C0-C2-bimodule on the cotensor product.
Moreover, we have the following.
Lemma 7.10. Let A be a monoidal complete filtered stable category with uniformly
bounded loops and sequential limits. Let Ci, i = 0, 1, 2, 3, be copositive augmented
coalgebras in A, and let Ki,i+1 be a left Ci- right Ci+1-bimodule for i = 0, 1, 2,
whose underlying object is bounded below.
Then the resulting map
(K01C1K12)C2K23 −→ K01C1K12C2K23
is an equivalence, where the target denotes the totalisation of the bicosimplicial bar
construction.
The proof is similar to the proof of Lemma 6.29. One uses Proposition 5.52
instead of Proposition 5.53.
Remark 7.11. The map giving the equivalence is a map of C0-C3-modules with
respect to the structures we are considering.
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Lemma 7.12. Let A be a monoidal complete filtered stable category with uniformly
bounded loops and sequential limits. Let C be a copositive augmented coalgebra, K
a right C-module, and L a left C-module, all in A. If for integers r and s, (the
underlying object of) K belongs to A≥r, and L belongs to A≥s, then KCL belongs
to A≥r+s.
Proof. Denote by I the augmentation ideal of C, and writeKCL = totB
•(K, I, L).
For every integer n ≥ 0, ΩnBn(K, I, L) belongs toA≥r+s+n. In particular, skn totB
•(K, I, L)
belongs to Ar+s for every n.
Let d ≤ 0 be a uniform bound for sequential limits in A. Then for n ≥ −d,
the fibre of the canonical map skn totB
•(K, I, L) → sk−d totB
•(K, I, L) belongs
to Ar+s−d. It follows that the limit of this as n→∞ belongs to Ar+s.
However, the limit is the fibre of the canonical mapKCL→ sk−d totB
•(K, I, L),
so the result follows. 
Let ModC,>−∞ denote the category of bounded below C-modules.
Lemma 7.13. Let A be a monoidal complete filtered stable category with uniformly
bounded loops and sequential limits. Let C be a copositive augmented coalgebra in
A. Then the functor
−C1: ModC,>−∞ → A
reflects equivalences.
Proof. We would like to apply the arguments of the proof of Corollary 6.31. We
simply need to establish the analogue of Lemma 6.30. This follows from Lemma
7.12. 
Lemma 7.14. Let C be as in Lemma 7.13, and let K be a right C-module which
is bounded below.
Then the canonical map DC!DCK → K is an equivalence (of C-modules). In
particular, the canonical map C !! → C (of augmented associative coalgebras) is an
equivalence.
Proof. Similar to the proof of Theorem 7.9. Note that the assumptions imply that
C ! is positive, so Proposition 7.6 can be applied. 
Theorem 7.15. Let A be a monoidal complete filtered stable category with uni-
formly bounded loops and sequential limits. Let C be a copositive augmented coal-
gebra in A. Then the functor
DC : ModC,>−∞ −→ ModC!,>−∞
is an equivalence with inverse DC! .
The next theorem extracts an equivalence of categories from the Koszul duality.
Let Algas(A)+ denote the category of positive augmented associative algebras in
A, and similarly, Coalg+ for copositive coalgebras.
Theorem 7.16. Let A be a monoidal complete soundly filtered stable category with
uniformly bounded sequential limits. Then the constructions of Koszul duals give
inverse equivalences
Algas(A)+
∼
←→ Coalgas(A)+.
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7.2. Morita structure of the Koszul duality. Let A be a symmetric monoidal
category whose monoidal multiplication functor preserves geometric realisations
(variable-wise). Then there is an (n+ 1)-category of En-algebras, generalising the
Morita 2-category of associative algebras.
If the condition of the preservation of geometric realisation is dropped, then one
has to be cautious. Let us work in Aop instead, and see a case where a suitably
restricted higher dimensional Morita category of coalgebras in A makes sense.
Definition 7.17. Let A be a symmetric monoidal filtered stable category with
uniformly bounded loops.
An augmented En-algebra A is said to be positive if its augmentation ideal
belongs to A≥1.
An augmented En-coalgebra C in A is said to be copositive if there is a uniform
bound ω for loops in A such that the augmentation ideal J of C belongs to A≥1−nω .
Lemmas similar to Lemma 7.2 and 7.5 holds for En-algebras. Recall that the
Koszul dual of an En-algebra is obtained by iterating the associative Koszul duality
construction n-times.
Let us get back to the construction of a version of the En-Morita category. For
A a symmetric monoidal complete soundly filtered stable category with uniformly
bounded sequential limits, we would like to construct a version Coalg+n (A) of a
Morita (n+1)-category of augmented coalgebras, in which k-morphisms are copos-
itive as an augmented En−k-coalgebra in A. The construction will be indeed the
same as in (a version where everything is augmented, of) the familiar case. We
shall simply observe that the usual construction makes sense under the mentioned
restriction on the objects to be morphisms in Coalg+n (A).
Let us see why this is true. We shall follow the construction outlined by Lurie in
[15]. Firstly, an object of Coalg+n (A) will be a copositive augmented En-coalgebra
in A. Given objects C, D as such, then we would like to define the morphism n-
categoryMap(C,D) in Coalg+n (A) to be what we shall denote by Coalg
+
n−1(BimodC–D(A)).
By this, we mean the Morita n-category to be seen to be well-defined, for the En−1-
monoidal category of C–D-bimodules, in which (k − 1)-morphisms are copositive
as an augmented En−k-coalgebra in A. (We understand an augmentation of an
coalgebra in BimodC–D(A)>−∞ to be given by a map from 1, but not from the
unit of BimodC–D(A)>−∞.) For the moment, it will suffice to see that the cotensor
product over Cop ⊗ D makes the category BimodC–D(A)>−∞ of bounded below
bimodules into an En−1-monoidal category. The reason why this will suffice is that
it will be clear as we proceed that the rest of the arguments for well-definedness
of Coalg+n−1(BimodC–D(A)) is similar (with obvious minor modifications) to the
arguments for well-definedness of Coalg+n we are discussing right now, so we can
ignore the issue of well-definedness of Coalg+n−1(BimodC–D(A)) for the moment by
understanding that the whole argument will be inductive at the end (as in Lurie’s
description of the construction in the more familiar case).
To investigate the cotensor product operation in BimodC–D(A)>−∞, the asso-
ciativity follows from Proposition 7.10. If n− 1 ≥ 2, we need to have compatibility
of this operation with itself. This follows from the following general considerations.
Lemma 7.18. Let C be a copositive augmented E2-coalgebra. Let Ci, Di, i = 0, 1,
be associative coalgebras in the category (ModC)1/ of augmented C-modules in A.
Assume that these are copositive as an augmented associative coalgebra in A.
Let Dij, j = 0, 1, be a bounded below Dj–Ci-bimodule if i + j is even, and
a bounded below Ci–Dj-bimodule if i + j is odd. Then the canonical map in A
from (D00Dop0 D01)C0CC
op
1
(D10D1D11) to the totalisation of the corresponding
bicosimplicial bar construction is an equivalence.
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Proof. Let us denote the augmentation ideal of C and Ci by I and Ii respectively,
and the augmentation ideal of Dj by Jj . The bicosimplicial bar construction is
B•(B⋆(D00, J
op
0 , D01), B
⋆(I0, I, I
op
1 ), B
⋆(D10, J1, D11)),
where the cosimplicial indices are • and ⋆. The result follows since the totalisation
of this in the index ⋆ is
B•(D00Dop0 D01, C0CC
op
1 , D10D1D11)
by Proposition 5.52 and boundedness below of the monoidal operations. 
Lemma 7.19. Let C be an augmented associative coalgebra in A, and let K, L be
a right and a left C-modules respectively, both of which are augmented. Let ε be the
augmentation map of C, K, or L, and assume that, for an integer r and a uniform
bound ω for loops in A, the cofibre in A of ε belongs to A≥r−ω for C, and to A≥r
for K and L. Then the cofibre of the map
1 = 111
ε
−→ KCL
belongs to A≥r.
Proof. Similar to Lemma 7.12. 
Corollary 7.20. Let k ≥ 0 and m be integers such that m ≥ k + 1. In Lemma, if
C is a copositive augmented Em-coalgebra, and K and L are further Ek-coalgebras
in (ModC)1/ which are copositive as augmented Ek-coalgebras in A, then KCL is
copositive as an augmented Ek-coalgebra in A.
It follows that n − 1 monoidal structures on BimodC–D(A)>−∞, all of which
are given by the cotensor product over Cop ⊗D, has the compatibility required for
them to together define an En−1-monoidal structure on this category of bounded
below bimodules.
Thus, we can try to see if the construction of the Morita category can be applied
for restricted class of augmented coalgebras in BimodC–D(A)>−∞, to give an n-
category Coalg+n−1(BimodC–D(A)). This step will be similar to the argument we
shall now give to observe that the construction of Coalg+n (A) can be done assuming
that the construction of Coalg+n−1(BimodC–D(A)) could be done. Namely, what we
shall do next is essentially an inductive step, which will close our argument. Let us
do this now.
We would like to see that cotensor product operations between categories of
the form Coalg+n−1(BimodC–D(A)) for copositive augmented En-coalgebras C, D,
define composition in the desired category Coalg+n (A) enriched in n-categories.
Cotensor product of copositive objects remain copositive by Corollary 7.20. The
functoriality of the cotensor operations follows from Lemma 7.18 (in the case Ci
are C). Finally, the associativity of the composition defined by cotensor product
follows from Proposition 7.10.
To summarise, the usual construction of the Morita category (as outlined in [15])
works under our assumptions on A and the copositivity of the class of objects we
include, since in construction of any composition of morphisms, application of the
totalisation functor to any iterated multicosimplicial bar construction which appear
can be always postponed to the last step.
In the next theorem, we shall see that the Koszul duality construction is functo-
rial on the positive Morita category, and gives an equivalence of the algebraic and
coalgebraic Morita categories.
Let us assume that the monoidal multiplication functor on A preserves geometric
realisation, and denote by Alg+n (A) the positive part of the augmented version of
the Morita (n+ 1)-category of (augmented) En-algebras in A.
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Theorem 7.21. Let A be a symmetric monoidal complete soundly filtered sta-
ble category with uniformly bounded sequential limits. Assume that the monoidal
multiplication functor on A preserves geometric realisation.
Then for every n, the construction of the Koszul dual define a symmetric monoidal
functor
( )! : Alg+n (A) −→ Coalg
+
n (A).
It is an equivalence with inverse given by the Koszul duality construction.
Proof. Let us first describe the functor underlying the claimed symmetric monoidal
functor. In order to do this, it suffices to consider the following, more general case.
Namely, let Ai, i = 0, 1, be positive augmented En+1-algebras. Then we would like
to see that the Koszul duality constructions define a functor
(7.22) Alg+n (BimodA0–A1) −→ Coalg
+
n
(
BimodA!0–A!1
)
.
Indeed, the original case is when Ai are the unit algebra in A.
Similarly to how it was in the construction of the higher Morita category, we
need to consider here algebras Ai possibly in the category of bimodules over some
En+2-algebras. In order to understand (7.22) including this case, recall first that
in general, an Ek+1-algebra can be considered as an Ek-algebra in the category of
E1-algebras. Given an Ek+1-algebra A, let us denote by A
(!,1) the E1-algebra in
Ek-coalgebras which is obtained as the Ek-Koszul dual of A. If Ai, i = 0, 1, are
Ek+1-algebras (possibly again in a bimodule category, and inductively), and B is
an augmented Ek-algebra in (BimodA0–A1)>−∞, then by B
!, we mean the canon-
ical augmented Ek-coalgebra in
(
Bimod
A
(!,1)
0 –A
(!,1)
1
)
>−∞
(bimodules with respect
to the E1-algebra structures of A
(!,1)
i ) lifting the Ek-Koszul dual (in inductively
the similar sense) of the augmented Ek-algebra underlying B after forgetting the
bimodule structure of B over A0 and A1. Note that the Ek-monoidal structure of(
Bimod
A
(!,1)
0 –A
(!,1)
1
)
>−∞
is the ‘plain’ tensor product, lifting the Ek-monoidal struc-
ture (underlying the Ek+1-monoidal structure) of the underlying objects. Note that
if Ai here are again algebras in a bimodule category, then A
(!,1)
i are interpreted in
the similar way, and inductively. In particular, if one forgets all the way down to
A, then as an augmented Ek-coalgebra in A, B
! is the Koszul dual of the aug-
mented Ek-algebra in A underlying B. We are just taking into account the natural
algebraic structures carried by it.
Let us now describe the construction of (7.22). Note that A! = (A(!,1))(1,!),
where ( )(1,!) is the Koszul duality construction with respect to the remaining
E1-algebra structure. Using this, (7.22) will be constructed as the composition
of two functors. Namely, it will be constructed as a functor factoring through
Coalg+n
(
Bimod
A
(!,1)
0 –A
(!,1)
1
)
.
The functor
Coalg+n
(
Bimod
A
(!,1)
0 –A
(!,1)
1
)
→ Coalg+n
(
BimodA!0–A!1
)
to be one of the factors, will be induced from an op-lax En-monoidal functor(
Bimod
A
(!,1)
0 –A
(!,1)
1
)
>−∞
→
(
BimodA!0–A!1
)
>−∞
whose underlying functor is D
A
(!,1)
0 –A
(!,1)
1
: K 7→
1⊗
A
(!,1)
0
K ⊗
A
(!,1)
0
1. Note that this functor will preserve copositivity of coalgebras
once it is given an En-monoidal structure.
To see the op-lax En-monoidal structure of D := DA(!,1)0 –A
(!,1)
1
, let S be a finite set,
and let m be an S-ary operation in the operad En. Then for a family K = (Ks)s∈S
of objects of
(
Bimod
A
(!,1)
0 –A
(!,1)
1
)
>−∞
, we have the map
Dm!K −→ ∆
∗
mDA(!,1)⊗m0 –A
(!,1)⊗m
1
m!K = m∗DK
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where
• m! :
(
Bimod
A
(!,1)
0 –A
(!,1)
1
)S
→ Bimod
A
(!,1)
0 –A
(!,1)
1
is the monoidal multiplication
along m
• ∆∗m : BimodA!⊗m0 –A
!⊗m
1
→ BimodA!0–A!1 is the (“co”-)extension of scalars
along the comultiplication operations ∆m along m of A
!
0 and A
!
1.
• m! :
(
Bimod
A
(!,1)
0 –A
(!,1)
1
)S
→ Bimod
A
(!,1)⊗m
0 –A
(!,1)⊗m
1
is the external monoidal
multiplication along m (so m! = ∆
∗
mm!).
• m∗ :
(
BimodA!0–A!1
)S
→ BimodA!0–A!1 is the monoidal multiplication along
m,
and the map is the instance for m!K of the extension of scalars of the A
!⊗m
0 –
A!⊗m1 -bimodule map ∆m∗D∆
∗
m → DA(!,1)⊗m0 –A
(!,1)⊗m
1
induced from ∆m of A
(!,1)
0
and A
(!,1)
1 .
Next, we would like to describe the other factor
(7.23) Alg+n (BimodA0–A1) −→ Coalg
+
n
(
Bimod
A
(!,1)
0 –A
(!,1)
1
)
.
If B is an object of the source, then the object of Coalg+n
(
Bimod
A
(!,1)
0 –A
(!,1)
1
)
asso-
ciated to it is the En-Koszul dual B
!. To see the functoriality of this construction,
let Bi, i = 0, 1, be objects of Alg
+
n (BimodA0–A1). Then we first need a functor
(7.24) Alg+n−1(BimodB0–B1) −→ Coalg
+
n−1
(
BimodB!0–B!1
)
.
Note that this is the same form of functor as (7.22). Therefore, we may assume
that we have this functor by assuming we have (7.23) for n − 1 by an inductive
hypothesis, once we check the base case. However, the base case is the identity
functor of (BimodB0–B1)≥1 for positive E1-algebras Bi (in the bimodule category
in the bimodule category in ...).
Next, we would like to see the compatibility of the functors (7.24) with the
compositions. Thus, let B2 be another object, and let maps
B0
K01−−−→ B1
K12−−→ B2
be given in Alg+n (BimodA0–A1). Then the version of Lemma 7.18 for positive al-
gebras implies that the En−1-Koszul dual (K01 ⊗B1 K12)
! is equivalent by the
canonical map to the realisation of a bicosimplicial object which is also equivalent
to K !01 ⊗B(!,1)1
K !12 by the canonical map, again by Lemma 7.18. Moreover, the
canonical map
D
B
(!,1)
0 –B
(!,1)
2
(
K !01 ⊗B(!,1)1
K !12
)
−→
(
D
B
(!,1)
0 –B
(!,1)
1
K !01
)

(B
(!,1)
1 )
(1,!)
(
D
B
(!,1)
1 –B
(!,1)
2
K !12
)
,
is an equivalence by Proposition 7.6 and Theorem 7.9.
This essentially completes the inductive step, so we have given a description of
the underlying functor of the desired symmetric monoidal functor. Moreover, the
symmetric monoidality of the functor is straightforward.
It follows in the same way that we also have a functor in the other direction,
and it follows from Theorems 7.9 and Lemma 7.14 that these are inverse to each
other. 
Remark 7.25. As the proof shows, the equivalence is in fact more than an equiva-
lence of (n+1)-categories. Namely, the equivalence A ≃ A!! for A in any dimension
is an honest equivalence of algebras, rather than merely an equivalence in the Morita
category.
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Remark 7.26. Theorem seems to be suggesting that Coalg+n (A) is a meaningful
thing at least in the case where the monoidal operation of A preserves geometric
realisations. However, the construction of Coalg+n (A) was independent of this as-
sumption, and a similar construction for Alg+n (A) works without preservation of
geometric realisations. Moreover, Theorem remains true in this generality.
Recall that any En-algebra A, as an object of the Morita (n + 1)-category
Algn(A), is n-dualisable. All dualisability data are in fact given by A, considered
as suitable morphisms in Algn(A).
It is then immediate to see that if A is an augmented En-algebra, then the
dualisability data (and the field theory) for A in Algn(A) can be lifted to those for
A in Alg∗n(A), the augmented version of Algn(A). Moreover, if A is positive, then
those data belongs to Alg+n (A). In particular, A will be n-dualisable in Alg
+
n (A).
Corollary 7.27. Let A be a symmetric monoidal complete soundly filtered stable
category with uniformly bounded sequential limits. Then any object of the symmetric
monoidal category Coalg+n (A) is n-dualisable.
In the next section, we shall have a concrete description of the framed topological
field theory associated to a copositive En-coalgebra.
7.3. Poincare´ duality for complete factorisation algebras. In this section,
let A be a symmetric monoidal complete soundly filtered stable category with uni-
formly bounded sequential limits. Assume that the monoidal multiplication pre-
serves sifted colimits (variable-wise). LetM be a manifold (without boundary). We
shall prove a version of non-Abelian Poincare´ duality theorem in A, for factorisation
algebras which is positive in the following sense.
Definition 7.28. An augmented factorisation algebra A on M is said to be posi-
tive if the stalk Ax at every point x ∈M is positive.
Theorem 7.29. Let A be a positive augmented locally constant factorisation al-
gebra on M , valued in A as above. Then, A+, defined by compactly supported
factorisation homology (see Section 4.1), satisfies excision.
Proof. As in the proof of Theorem 4.8, suppose that a situation for excision is given
as follows.
Namely, suppose W is an open submanifold of M which as a manifold by itself,
is given as the interior of a compact manifold W , and let {U, V } be a cover of W
by two open submanifolds (possibly with boundary) which has a diffeomorphism
U ∩ V
∼
−→ N ×R1 for an (n− 1)-dimensional manifold N , compact with boundary.
Let us denote U˚ = U ∩W , ∂U = U ∩ ∂W (( ∂U), and similarly for V and N .
Then A+(U˚ ∩ V˚ ) = A+(N˚ × R1) is an E1-coalgebra, and let us assume that our
choice of orientation of R1 makes A+(U˚) right, and A+(V˚ ) left modules over this
E1-coalgebra.
Then, as before, we have an E1-algebra B := A(U˚ ∩ V˚ )⊗A(∂U∩∂V ) 1 (denoted by
G before), a right B-module K := A(U˚)⊗A(∂U) 1, and L the similar left B-module
corresponding to V , and the excision in question can be stated as that the canonical
map
K ⊗B B ⊗B L −→ (K ⊗B 1)1⊗B1(1⊗B L)
defined by algebra, where the target denotes the cotensor product, is an equivalence.
In order to prove this, it suffices to note that B is a positive augmented algebra.
Indeed, it follows that the map above is an equivalence by Proposition 7.6, and by
the fact that B → 1B!1 is an equivalence by Theorem 7.9. 
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Remark 7.30. Note that even if we do not assume that the monoidal operations
preserve sifted colimits, the proof works if the prealgebra satisfies excision.
Theorem has the following interesting consequence. A version of this was ob-
tained earlier by Francis ([8, 9]). To give a context, let us recall that, as we have
mentioned in the previous section, if A is an En-algebra, then A is an n-dualisable
object of Algn(A). A concrete description of the associated topological field theory
can be outlined as follows (see Lurie [15]). A defines a locally constant factori-
sation algebra on every framed n-dimensional manifold which can be considered
to be ‘(globally) constant at A’ in a sense. In particular, for k ≤ n, if M is a
(n− k)-dimensional manifold equipped with a framing of M ×Rk (so M might be
a k-morphism in the n-dimensional framed cobordism category), then we obtain
an Ek-algebra by pushing forward the constant factorisation algebra on M × Rk,
through the projection M × Rk → Rk. Let us denote this Ek-algebra by
∫
M
A. If
M is indeed a k-morphism in the n-dimensional framed cobordism category, then∫
M
A interact with the factorisation homology of A over the manifolds appearing
as its sources and targets of all codimensions, in a certain specific way to make it a
k-morphism in Algn(A). Excision then implies that the association M 7→
∫
M A is
functorial with respect to the compositions in the cobordism category, so this gives
an n-dimensional framed topological field theory. The value of this theory for an
n-framed point p is the En-algebra A.
If A is complete soundly filtered stable with uniformly bounded sequential limits,
and A is augmented and positive, then by the Koszul duality (Theorem 7.21) the
field theory associated to A corresponds to a theory in Coalg+n (A) associated to A
!.
On the other hand, a consequence of Theorem 7.29 is that there is a topologi-
cal field theory in Coalg+n (A) which associates to a k-morphism M in the framed
cobordism category, the compactly supported homology
∫ c
M×Rk A (with suitable al-
gebraic structure) of the factorisation algebra on M ×Rk, “constant at A”. (To be
accurate,
∫ c
M×Rk
A is a slightly more general than what we have considered, in that
M is compact with boundary and other higher codimensional corners. However,
since we are dealing only with constant coefficients, there is almost no difficulty
added in establishing their basic behaviour.) The value for the n-framed point p of
this theory is the En-coalgebra
∫ c
Rn
A = A!. (See (4.4).)
The cobordism hypothesis implies that there is a unique equivalence between
these two theories in Coalg+n (A) which fixes the common value of the n-framed
point. The equivalence can be concretely seen by writing∫ c
M×Rk
A =
∫ c
Rk
∫
M
A =
(∫
M
A
)!
,
where
∫
M A for all M are understood to be equipped with the algebraic structures
to make them morphisms in Alg+n (A). In fact, the excision situations we need to
consider to check the functoriality of
∫ c
M×Rk A in the cobordism category, all reduce
to the situations we considered in checking the functoriality of the Koszul duality
construction in Theorem 7.21, and we have used the identical arguments in both
situations.
As another consequence of the Poincare´ duality theorem 7.29, we obtain an
equivalence of categories from the Koszul duality on a manifold, extending Theorem
7.16. This shows that the Koszul duality for factorisation algebras is a non-Abelian
extension of the Verdier duality.
Let us define the suitable category of augmented coalgebras. Let Openloc1 (M)
denote the following multicategory. The category of colours is as follows. Recall
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from the beginning of Section 4, that we are assuming M to be the interior of a
specified object M of cman of Example 2.41. Let cmanloc denote the following,
non-discrete version of cman. Namely, its objects are the same as cman, but we
take the space of morphisms to be the space of open embeddings (in the sense in
the definition of cman). Let cman1 denote the full subposet of cman consisting
of manifolds with exactly one connected component. We define the category of
colours of Openloc1 (M) to be cman1 ×cmanloc cman
loc
/M
. This (as any category) is
the category of colours of a multicategory where a multimap is simply a family of
maps. The structure we consider on cman1×cmanloc cman
loc
/M
to define Openloc1 (M),
is a restriction of this structure of a multicategory, where we require the family of
maps in cman1 specified as a part of the data of a family of maps in cman1×cmanloc
cmanloc
/M
, to be pairwise disjoint (over the interiors). Namely, given a finite set S
and a family U = (Us)s∈S of objects, and an object V , a multimap U → V is an
open embedding
∐
S U → V together with for each s ∈ S, a path in Emb(Us,M),
from the defining embedding Us →M to the composite Us → V →M .
Let us denote by CoalgM (A)+ the category of copositive augmented coalgebras
on Openloc1 (M), valued in A which satisfies excision, where by copositive, we
mean that every stalk of the augmented coalgebra is copositive as an augmented
En-coalgebra.
Theorem 7.31. Let A be a symmetric monoidal complete soundly filtered sta-
ble category with uniformly bounded sequential limits. Assume that the monoidal
operations preserves sifted colimits (variable-wise). Then the functor
( )+ : AlgM (A)+ −→ CoalgM (A)+
is an equivalence.
Proof. The inverse is given by taking compactly supported ‘co’-homology. Namely,
if C is a copositive augmented object of CoalgM (A), then the prealgebra C
+ defined
by C+(U) =
∫ c
U C (the definition of Section 4.0, applied in A
op) satisfies excision by
the proof similar to the proof of Theorem 7.29, and hence is a (positive augmented)
factorisation algebra.
One checks that this functor is indeed inverse to the given functor, by looking
at what these functors do to the stalks of algebras and coalgebras. At the level of
stalks, the functor is the Koszul duality construction of En-algebras and coalgebras,
done by iteration of E1-Koszul duality constructions. The result now follows from
iterations of Theorems 7.9 and 7.14. 
In particular, the functor M 7→ CoalgM (A)+ satisfies descent for (effectively)
factorising l-nice bases as in Theorem 2.27. If we had known this descent property
first, then Theorem could have been deduced from the local case of it, which is
the iterated version of Theorem 7.16. A direct proof of the descent property might
involve some interesting extension of our methods developed in Section 2.
Remark 7.32. A consideration similar to Remark 7.26 applies here as well. Namely,
if the assumption of preservation of sifted colimits by the monoidal operations is
not satisfied, then a positive augmented algebra on Openloc1 (M) satisfying excision
still seems to be a meaningful notion. Theorem remains true for such objects. See
also Remark 7.30.
7.4. Example of a positive factorisation algebra. In this section, we show
that a factorisation algebra in any reasonable symmetric monoidal stable category
canonically gives rise to a positive factorisation algebra in the symmetric monoidal
category of filtered objects there. See Section 6.2. It will follow that the Poincare´
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duality theorem applies to the completion of this positive filtered factorisation al-
gebra (Corollary 7.41).
Let A be a symmetric monoidal stable category. Assume A has all sequen-
tial limits in it. Assume also that the monoidal multiplication preserves colimits
variable-wise. Let A be an augmented factorisation algebra in A on a manifold M .
We would like to define a filtered factorisation algebra F•A.
Let us first introduce some notations. Let Fin denote the category of finite sets.
Let Finnu denote the category of finite sets, with surjections as maps. For an integer
r ≥ 0, let Fin≥r denote the full subcategory of Fin
nu consisting of objects T with
at least r elements.
Given any category C equipped with a functor C → Fin, define
C≥r := C ×Fin Fin≥r
whenever the choice of the functor to Fin is understood. This is a full subcategory
of
Cnu := C≥0 = C ×Fin Fin
nu.
For example, for any manifold M , from the functor π0 : Disj(M) → Fin which
associates to a disjoint union of disks, the finite set of its components, we obtain a
poset Disjnu(M) := Disj(M)nu and its full subposets Disj≥r(M) := Disj(M)≥r.
Example 7.33. Disj≥0(U) = Disj
nu(U) = Disj≥1(U) ⊔ {∅}.
If U is empty, then Disj≥•(U) is the unit ‘filtered’ category, namely Disj≥0(U) =
∗, and Disj≥r(U) = ∅ for r ≥ 1.
We shall often represent an object of Disjnu(M) as a pair (T,D), where T ∈
Finnu, and D = (Dt)t∈T is a family of disjoint disks in M , indexed by T .
Let us start a construction of F•A for an augmented factorisation algebra A.
Let us denote by A˜ the reduced version of A, which can be considered as a sym-
metric monoidal functor on Disjnu(M). Namely, given a pair (T,D) ∈ Disjnu(M),
A˜ associates to it the object
A˜(D) :=
⊗
t∈T
I(Dt),
where I := Fibre[ε : A→ 1] (section-wise fibre).
For an open submanifold U of M , we define
FrA(U) = colim
Disj≥r(U)
A˜.
In other words, if Z denotes the integers made into a category by their order as
· · · ←− r ←− r + 1←− · · · ,
then the functor Z ∋ r 7→ FrA(U) is the left Kan extension of A˜ along the functor
Disjnu(U)
π0−→ Finnu
card
−−−→ Z, where “card” takes the cardinality of finite sets.
Example 7.34. It follows from Example 7.33 that the values of the augmentation
ideal IF•A = Fibre[ε : F•A→ 1] are positive (i.e., “≥ 1”) in the filtration.
If U is empty, then F•A(U) = 1.
If U is a disk, then Disj≥1(U) has a maximal element (a terminal object), so
F1A(U) = A˜(U) and F0A(U) = A(U).
We would like to prove that F•A defines a locally constant factorisation algebra
of filtered objects.
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Lemma 7.35. Let U , V be manifolds. Then the functor
Disj≥r(U ∐ V )←− laxcolim
i+j≥r
Disj≥i(U)×Disj≥j(V )
given by taking disjoint unions, has a left adjoint. In particular, it is cofinal.
Proof. The left adjoint is given as follows. Let (T,D) be an element of Disj≥r(U ∐
V ). Then T , D can be written uniquely as
T = T ′ ∐ T ′′, D = D′ ∐D′′
where D′ (resp. D′′) is a collection of disks in U (resp. V ), indexed by T ′ (resp. T ′′).
From these, we obtain an element (T ′, D′) (resp. (T ′′, D′′)) of Disj≥♯T ′(U) (resp. Disj≥♯T ′′(V )).
We map (T,D) to (T ′, D′) × (T ′′, D′′) in the lax colimit. Note that ♯T ′ + ♯T ′′ =
♯T ≥ r, so this is well-defined.
In order to verify that the object (T ′, D′)× (T ′′, D′′) of the colimit satisfies the
required universal property, let another object of the colimit, (T ′1, D
′
1) × (T
′′
1 , D
′′
1 )
be given, where (T ′1, D
′
1) ∈ Disj≥i1(U), (T
′′
1 , D
′′
1 ) ∈ Disj≥j1(V ), for i1, j1 such that
i1 ≤ ♯T
′
1, j1 ≤ ♯T
′′
1 (and i1 + j1 ≥ r). Suppose furthermore that we have a map
(T,D)→ (T1, D1) in Disj≥r(U ∐ V ), where T1 = T
′
1 ∐ T
′′
1 and D1 = D
′
1 ∐D
′′
1 .
Recall that such a map was a surjective map f : T → T1 such that for every t ∈ T ,
Dt ⊂ D1,f(t). It follows that f decomposes uniquely as a map f
′ ∐ f ′′ : T ′ ∐ T ′′ →
T ′1 ∐ T
′′
1 , where f
′, f ′′ are surjections.
In particular, we have ♯T ′ ≥ ♯T ′1 ≥ i1 and ♯T
′′ ≥ j1, and the universal property
follows immediately. 
Remark 7.36. The unit for the adjunction is an equivalence, while the counit gets
inverted in the (non-lax) colimit. It follows that the map
Disj≥r(U ∐ V )←− colim
i+j≥r
Disj≥i(U)×Disj≥j(V )
is an equivalence.
Lemma 7.37. Let M be a manifold. Then the map
laxcolim
U∈Disj(M)
Disj≥r(U) −→ Disj≥r(M)
has a left adjoint. In particular, it is cofinal.
Proof. This is obvious. 
Remark 7.38. The same remark as the remark to Lemma 7.35 applies to this lemma
as well.
For a manifold M , define Dnu(M) := D(M)nu, and D≥r(M) := D(M)≥r, with
respect to the functor π0 : D(M) → Fin which takes the connected components of
a disjoint union of disks. We represent an object of Dnu(M) as a pair (T,D) as
before.
Lemma 7.39. For every r, the functor Disj≥r(M) → D≥r(M) is cofinal. More-
over, D≥r(M) is sifted.
Proof. It suffices to prove the following. (See the proof of Corollary 3.28.) Namely,
it suffices to prove that for a finite cover p : M˜ ։ M , the functor Disj≥r(M) →
D≥r(M˜) given by taking the inverse images under p, is cofinal.
The proof of this is similar to the proof of Lemma 3.27. Namely, the generalised
Quillen’s theorem A implies we are reduced to the following. Namely, let (T0, D0)
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be an object of D≥r(M˜), and denote the defining embedding
∐
T0
D0 →֒ M˜ by i.
Then it suffices to prove that the category
laxcolim
(T,D)∈Disj≥r(M)
∐
f : T0։T
Fibre
[∏
t∈T
Emb
( ∐
f−1(t)
D0, p
−1Dt
)
−→ Emb
(∐
T0
D0, M˜
)]
has a contractible classifying space, where the fibre is that over i.
It follows from homotopy theory that the classifying space is equivalent to the
space
Fibre
[
colim
(T,D)∈Disj≥r(M)
∐
f : T0։T
∏
t∈T
Emb
( ∐
f−1(t)
D0, p
−1Dt
)
−→ Emb
(∐
T0
D0, M˜
)]
.
Furthermore, we obtain that it suffices to prove that the map
colim
(T,D)∈Disj≥r(M)
∐
f : T0։T
∏
t∈T
Conf(f−1(t), p−1Dt) −→ Conf(T0, M˜)
is an equivalence.
The equivalence follows from applying the generalised Seifert–van Kampen the-
orem to the following open cover of Conf(T0, M˜). The cover is indexed by the
category Disj≥r(M)T0/, and is given by the functor which associates to (T,D) with
a map f : T0 ։ T , the open subset
∏
t∈T Conf(f
−1(t), p−1Dt) of Conf(T0, M˜).
It is immediate to see that this cover satisfies the assumption for the generalised
Seifert–van Kampen theorem. 
We conclude as follows.
Proposition 7.40. Let A be a symmetric monoidal stable category whose monoidal
multiplication preserves colimits variable-wise. Assume that A is closed under all
sequential limits.
Let A be an augmented factorisation algebra in A on a manifold M . Then the
augmented filtered prealgebra F•A is a positive locally constant filtered factorisation
algebra.
Proof. The functor F•A on Open(M) is symmetric monoidal by Lemma 7.35,
Lemma 7.39, and the assumption that the monoidal operations preserve colimits
variablewise.
It is locally constant by Lemma 7.39 (cofinality).
It is the left Kan extension from its restriction to Disj(M), by Lemma 7.37.
It is positive by Example 7.34. 
Corollary 7.41. The completion F̂•A of F•A is a positive locally constant factori-
sation algebra taking values in the complete filtered stable category of the complete
filtered objects of A. In particular, the Poincare´ duality theorem 7.29 applies to
F̂•A.
Proof. This is a consequence of Proposition and the general discussion in Sections
6.1 and 6.2. 
7.5. The dual theorems. Let A be a stable category which is given a filtration,
and is closed under sequential colimits. Then B := Aop is a filtered stable category
by defining B≥r = (A
≤−r)op, where A≤s := A<s+1.
If suspensions and sequential colimits in A are bounded with respect to the
filtration of A, then the arguments we have made in the previous sections can be
applied to B.
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Definition 7.42. Let A be a stable category, and let a filtration and a monoidal
structure ⊗ (which is exact in each variable) be given on A. We say that an
integer p is an upper bound for the monoidal structure if 1 belongs A≤0, and for
every integers r, s, the monoidal operation ⊗ : A2 → A takes the full subcategory
A≤r ×A≤s of the source to the full subcategory A≤r+s+p of the target.
A monoidal structure is said to be bounded above if it has an upper bound.
As the dual version of Proposition 7.6, we obtain the following.
Proposition 7.43. Let A be a stable category which is closed under sequential
colimits. Suppose given a filtration and a monoidal structure on A, and assume
that Aop is complete with respect to the filtration. Let
• d be an upper bound for sequential colimits in A,
• ω be an upper bound for suspensions in A,
• p be an upper bound for the monoidal structure.
Let A be an augmented associative algebra, and C an augmented associative coal-
gebra, both in A. Assume that the augmentation ideal of C belongs to A<−p. As-
sume A is conegative in the sense that its augmentation ideal belongs to A<−ω−p∩
A<−p.
Let K be a right A-module, L an A–C-bimodule, and let X be a left C-module,
all bounded above.
Then the canonical map
K ⊗A (LCX) −→ (K ⊗A L)CX
is an equivalence.
It follows that a theorem similar to Theorem 7.9 holds for a conegative algebra, if
Aop is complete. (In fact, this is Lemma 7.14 inAop.) It also follows (if the monoidal
operations preserves sifted colimits variable-wise) that the Poincare´ duality theorem
similar to Theorem 7.29 holds for conegative factorisation algebras. (See the proof
of Theorem 7.29.)
Example 7.44. Let A be a stable category, and assume A has all sequential
colimits. Then the filtration on the category of filtered objects of A from Section
6.2 makes its opposite category a complete filtered stable category. All colimits
which exist in A, is bounded by 0 in the category of filtered objects.
Moreover, if A is symmetric monoidal by operations which are exact variable-
wise, then the monoidal structure on the filtered objects, described in Section 6.2,
is bounded above by 0.
Example 7.45. Let g be a dg Lie-algebra over a field (in the usual discrete sense)
of characteristic 0. Then the Chevalley–Eilenberg complex C•g = (Sym
∗(Σg), d)
(where Σ = ( )[1] is the suspension functor, and the differential d is the sum of the
internal differential from g and the Chevalley–Eilenberg differential) can be refined
to give a filtered chain complex
· · · −→ 0 −→ · · · −→ 0 = F1C•g −→ F0C•g −→ · · · −→ F−rC•g −→ · · · ,
where F−rC•g := (Sym
≤r(Σg), d), so C•g = colimr→∞ F−rC•g.
F∗C• takes a quasi-isomorphism to quasi-isomorphism, so induces a functor be-
tween the infinity 1-categories where quasi-isomorphisms are inverted. This is since
homological algebra implies that the homotopy cofibre F−rC•/F−r+1C• is given by
the quotient in the strict/discrete sense by the subcomplex, and preserves quasi-
isomorphisms (since the symmetric group has vanishing higher homology for coef-
ficients over our field). Note that the Chevalley–Eilenberg differential vanishes on
the quotient.
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Moreover, the functor preserves sifted homotopy colimits since the layers (or the
associated graded) as above do.
Note furthermore that F∗C• is obviously a lax symmetric monoidal functor.
Lemma 7.46. The lax symmetric monoidal structure of F∗C• is in fact a genuine
symmetric monoidal structure.
Proof. Let g, h be dg Lie algebras. We would like to show that the canonical map
F∗C•g⊗ F∗C•h −→ F∗C•(g⊕ h)
is a quasi-isomorphism.
It suffices to show that the map induces equivalence on all layers. Thus, let r ≥ 0
be an integer. Then the (−r)-th layer of the target is Symr(Σg⊕Σh), as has been
seen already.
The (−r)-th layer of the source can be seen to be the direct sum over i ≥ 0,
j ≥ 0 such that i+ j = r, of the cofibre of the map
colim
k≤i, ℓ≤j
k+ℓ≤r−1
F−kC•g⊗ F−ℓC•h −→ F−iC•g⊗ F−jC•h.
However, by inductive use of homological algebra, this cofibre can be seen to be
Symi(Σg)⊗ Symj(Σh).
The result follows immediately. 
It follows that if g is a locally constant sheaf of dg Lie algebras on a manifold
M , then F∗C•(g
!) is an (augmented) filtered dg factorisation algebra. Since it is
negative, the Poincare´ duality theorem of this section applies.
Theorem 7.47. Let g be a locally constant sheaf of dg Lie algebras over a field
of characteristic 0, on a manifold M . Then the (negative) filtered dg precoalgebra
F∗C•(g) on M satisfies excision.
Proof. It suffices to show F∗C•(g) = F∗C•(g
!)+. However, this can be done in the
same way as the computation of C•(g
!)+ in Section 4.1. 
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