Abstract. In this paper, we deal with two variants of graph matching, the graph isomorphism with restriction and the prefix set of graph isomorphism. The former problem is known to be NP-complete, whereas the latter problem is known to be GI-complete. We propose polynomial time exact algorithms for these problems on partial k-trees.
Introduction
Graphs can be effectively used to represent relationships between objects such as social networks, web search engines and genome sequencing. Comparison of structures of graphs has been of significant importance and has wide-spread applications. For example, the subgraph isomorphism problem is used to search for, given two graphs G and H, a subgraph of G whose structure is equal to H, and algorithms for the problem have been designed (e.g., [9, 15] ).
The most basic version of graph matching is the graph isomorphism problem. We say that two graphs G = (V, E) and H = (W, F ) are isomorphic if there is a bijection ϕ : V → W such that for every two vertices v 1 , v 2 ∈ V , the edge (v 1 , v 2 ) is in E if and only if the edge (ϕ(v 1 ), ϕ(v 2 )) is in F . We call such a bijection an isomorphism. The graph isomorphism problem (GI for short) is to determine whether given two graphs are isomorphic or not. The problem is clearly in NP, but not known either to be solvable in polynomial time, or to be NP-complete. Thus, several works have been done for GI on restricted graph classes [2, 3, 11, 16, 17] and for variants of GI [10, 14] .
We consider two variants of graph isomorphism. The first one is the graph isomorphism with restriction (GIR for short). This problem is to determine whether for given two graphs G and H and a binary relation R ⊆ V × W , there is an isomorphism between G and H that avoids any element of R. This problem can be applicable to the situation in that we want to decide a mapping between vertices of two graphs G and H under the constraint that some vertices of G are not allowed to be mapped to some vertices of H. The second one is the prefix set of graph isomorphism (PrefixGI for short). This problem is to determine whether for given two graphs G and H and an isomorphism ϕ from an induced subgraph of G to an induced subgraph of H, there is an isomorphism between G and H that is an extension of ϕ. This problem can applicable to the situation in that we want to decide a mapping between vertices of two graphs G and H under the constraint that some vertices of G have to mapped to some vertices of H according to ϕ.
The above two problems are generalizations of GI and that have a more wide application than GI. However, unfortunately, NP-completeness of GIR have shown by A. Lubiw [10] . Also, J. Köbler et al [8] have shown that PrefixGI is GI-complete. Namely, PrefixGI and GI is of the same difficulty. Thus, exact algorithm for these problems is not likely to be found.
In this paper, we propose polynomial time exact algorithms for GIR and PrefixGI on partial k-trees (i.e. subgraphs of k-trees). For a natural number k, k-trees is a class of graphs with tree structure. Roughly speaking, a k-tree is a tree with width k and that is a generalization of tree. For example, 1-tree is the set of all trees. It is known that the class of partial k-trees is a large set of graphs. Thus, our algorithms could be powerful tools for several graph problems.
We finish this section by explaining theoretical aspects of our result. Bodlaender [3] designed a polynomial time algorithm for GI on partial k-trees. Also, GIR for chordal graphs with bounded clique size can be solved in polynomial time [13] . Since GIR is harder than or equal to GI and partial k-trees is a super class of chordal graphs with bounded clique size, our result extends those results.
Preliminary
Throughout this paper, we suppose that all graphs are undirected and simple. Let G = (V, E) be a graph. We denote by G[U ] the subgraph that is induced by U ⊆ V . We often identify a graph and its vertex set.
Definition 1. The class of k-trees is defined recursively as follows:
1. A clique (i.e., a complete graph) with k vertices is a k-tree.
If G = (V, E) is a k-tree, and x ∈ V , and v
3. All k-trees can be formed with rules 1 and 2. Figure 1 is an example of a 4-tree. According to Definition 1, this graph is constructed recursively as follows. First, we construct a complete graph with vertex set {v 1 , · · · , v 4 }. Next, we add the new vertex x and the edges that connect x and each vertex of {v 1 , v 2 , v 3 , v 4 }. After that, we add the new vertex x 1 and the edges that connect x 1 and each vertex of {v 1 , v 3 , v 4 , x}. We add vertices x 2 , x 3 , and x 4 by iterating similar procedures. Then, the obtained graph is a 4-tree. By Definition 2, any subgraph of this graph is a partial 4-tree. 
Definition 2. A graph is a partial k-tree, if and only if it is a subgraph of a k-tree.
We say that ϕ extends ψ if ϕ does not contradict to ψ and Dom(ϕ) ⊇ Dom(ψ). For ϕ and ψ that do not contradict to each other, we define the partial mapping ϕ ψ as follows.
In the following discussion, we consider partial mappings that avoid every pair of a binary relation between V and W . This notion is defined precisely as follows.
Definition 3. For a binary relation R ⊆ V × W , we say that a partial mapping
Any partial mapping that does not contradict to another partial mapping is defined by using the above notion. Precisely, for a partial mapping ϕ from V to W , we define binary relation r(ϕ) ⊆ V × W as follows.
Then, any r(ϕ)-mapping maps any vertex of Dom(ϕ) according to ϕ and maps any vertex of V − Dom(ϕ) to a vertex other than vertices of Im(ϕ). Thus, we have that a partial mapping ψ is an r(ϕ)-mapping if and only if ψ does not contradict to ϕ.
In the remaining sections, we deal with a partial mapping that avoids every pair of R and that does not contradict to ϕ. In other words, we consider a partial mapping that is an R-mapping and also an r(ϕ)-mapping. Such a mapping can be represented as an (R ∪ r(ϕ))-mapping by using the union of R and r(ϕ).
The followings are some basic facts about above defined notions. We finish this section by state two problems that are dealt with in this paper. For two graphs G = (V, E) and H = (W, F ) and a binary relation R ⊆ V × W , a bijection ϕ : V → W is an R-isomorphism if ϕ is an isomorphism from G to H and is an R-mapping from V to W . We say that G is R-isomorphic to H if there exists an R-isomorphism from G to H. We write G ∼ = R H in this case. The graph isomorphism with restriction (GIR for short) is a problem of determining whether given two graphs are R-isomorphic or not. The prefix set of graph isomorphism (PrefixGI for short) is a problem to decide whether given two graphs G and H and an isomorphism ϕ from an induced subgraph of G to an induced subgraph of H, there exists an isomorphism from G to H that extends ϕ, namely r(ϕ)-isomorphism from G to H.
The difference of these two problems is that GIR requires isomorphisms to avoid the elements of R whereas PrefixGI requires isomorphisms to include the elements of R. In general, this difference seems to be significant. As stated in introduction, GIR is known to be NP-complete. However we have strong indications that GI is not NP-complete. Thus, GIR seems to be more difficult than GI. On the other hand, it is known that PrefixGI is polynomial time equivalent to GI. Therefore, it is expected that GIR is more difficult than PrefixGI. If this expectation is correct, this difference arises from the difference between avoidance or inclusion.
Algorithm for the graph isomorphism with restriction
Arnborg et al [1] designed O(n k+2 ) time algorithm for recognizing partial k-trees. Their algorithm is based on the fact that a partial k-tree is decomposed into a collection of pairs of a k-vertex separator and a connected component. Bodlaender [3] proposed a polynomial time algorithm to solves GI on partial k-trees. The algorithm is based on Arnborg et al's result. In this section, we show that GIR on partial k-trees can be solved in polynomial time by using these idea.
Bodlaender's algorithm
We briefly describe Arnborg et al's result and Bodlaender's algorithm for GI on partial k-trees. In the following, we let G = (V, E) and H = (W, F ) be connected graphs.
Arnborg et al's recognition algorithm for partial k-trees is depend on two lemmas. We state one of the lemmas as Lemma 1. Lemma 2 is obtained by slight modification of another, and it can be proved in the same way as Arnborg et al's proof. In these lemmas, for a k-vertex separator C of G and a connected component X of V − C, the graph G(C, X) is defined by vertex set C ∪ X and the edge set The above two lemmas are based on the recursive definition of k-trees and on the fact that a partial k-tree is a subgraph of a k-tree. Figure 2 shows an example of a partial k-tree that is obtained by removing some edges from the k-tree in Figure  1 We can apply Lemma 1 to the graph as follows. Let C r = {v 1 , · · · , v 4 } and let 
No vertex in X
p is a k-vertex separator in the original k-tree, it is also a k-vertex separator in the graph of Figure 3 . According to recursive construction of the k-tree of Figure 1 , no vertex of
is a partial k-tree. We have that the conditions 1, 2, and 3 are satisfied for s = 1. For s = 2, we let u 2 = v 1 . Then we can verify that the conditions 1, 2, and 3 are satisfied in the same manner.
According to Lemma 1 and Lemma 2, a partial k-tree can be decomposed to a collection of pairs of k-vertex separator and connected component. Bodlaender designed O(n k+4.5 ) time algorithm for GI on partial k-trees by using this fact. In the algorithm, we first store information of the decomposition of G by executing Arnborg et al's algorithm for G. By using the stored information, we can decide whether the given two partial k-trees are isomorphic or not. He called the information "representation of G as partial k-tree".
Polynomial time algorithm for GIR on partial k-trees
In this section, we propose a polynomial time algorithm for GIR on partial k-trees. We let G, H, and R be inputs for GIR, where G = (V, E) and H = (W, F ) are connected partial k-trees with |V | = |W | = n and R ⊆ V × W . In the our algorithm, we first computes "representation of G as partial k-tree". Then, we decide whether G and H are R-isomorphic or not by using dynamic programming. In the following discussion, we assume that "representation of G as partial k-tree" is already computed.
Let C r be the k-vertex separator of G in the representation of G as partial ktree that satisfies Lemma 1. Let also X 1 , · · · , X m be all of connected components of V − C r . Then, we have the next lemma.
Lemma 3. G ∼ = R H if and only if there exists a k-vertex separator D q of H and
R-isomorphism ϕ from C r to D q such that the following conditions hold:
There exists a bijection τ on {1, · · · , m} such that for any
Proof. ⇒) Suppose that ξ is an R-isomorphism from G to H. Let D q = ξ(C r ) and let ϕ be the restriction of ξ whose domain is C r . Then, since C r is a k-vertex separator of G and ξ is an isomorphism, D q is also a k-vertex separator of H. In addition, since ϕ is a restriction of R-mapping ξ, ϕ is also an R-mapping from C r to D q (1 of Fact 1). Furthermore, since ϕ is a restriction of an isomorphism ξ, ϕ is also an isomorphism from C r to D q . Thus, ϕ is an R-isomorphism from C r to D q . Then, we can show that the condition 1 and 2 of Lemma 3 are satisfied as follows.
1. Since ξ is an isomorphism, the number of connected components of V − C r is equal to the number of connected components of W − ξ(C r ). Since D q = ξ(C r ), the condition 1 holds.
2. Since ξ is an isomorphism and X i 's and Y j 's are connected components of V −C r and W − D q respectively, there exists a bijection τ on {1, · · · , m} such that for 
], the condition 2 holds.
⇐)
Suppose that there exists D q , ϕ, and τ that satisfy the condition 1 and 2. We below show that there is an R-isomorphism from G to H.
] that satisfies the condition 2. For any two mappings ξ i and ξ j , the intersection of domains of them is
Thus, these mappings do not contradict to each other. Therefore, we can define the mapping ξ = ξ 1 · · · ξ m . Since each ξ i is an R-mapping, ξ is also an R-mapping (2 of Fact 1). Furthermore, since any X i and Y j are connected components of V − C r and W − D q respectively and any ξ i is an isomorphism, ξ is an isomorphism from G to H. We conclude that ξ is an R-isomorphism from G to H, and the lemma holds.
According to Lemma 3, we can solve GIR by deciding whether there exist a kvertex separator D q of H, an R-isomorphism ϕ from C r to D q , and a bijection τ on 
. Then, we easily see that B has a perfect matching if and only if a bijection τ that satisfies the condition 2 exists. Furthermore, if there exists D q and ϕ such that the condition 1 of Lemma 3 holds and B has a perfect matching, then G is R-isomorphic to H.
The next lemma shows that we can recursively decide whether 
. Then, we below prove that the conditions 1, 2, and 3 hold. The top of Figure 4 is an illustrative example when y = ξ(x).
Since ξ is an r(ϕ)-mapping, ξ maps
Furthermore, since ξ is an isomorphism, the number of connected components of X i −{x} is equal to the number of connected components of Y j −{ξ(x)}. Because of y = ξ(x), the condition 1 holds.
, y) ∈ F is satisfied. We have that the condition 2 holds.
3. Since ξ is an isomorphism and {X 
By the above argument, we have that ξ s is an isomorphism. Since we already know that ξ s is an (R ∪ r(ϕ))-mapping, we have that ξ s is an (R ∪ r(ϕ))-isomorphism.
Finally, we show that we can define a mapping ξ = ξ 1 · · · ξ m and ξ is an
Since the domain of ξ s is C p ∪{x}∪X s i for every s, the intersection of domains of any two ξ s 's is C p ∪{x}. Thus, since any ξ s is r(ϕ)-mapping and that maps x to y, any two ξ s 's do not contradict to each other. Therefore, we can define the mapping ξ = ξ 1 · · · ξ m that maps the vertices of C p ∪ X i to the vertices of C q ∪ Y j . Since any ξ s is an (R ∪ r(ϕ))-mapping, ξ is also an (R ∪ r(ϕ))-mapping (2 of Fact 1). The intersection of domains of these mappings, namely C p ∪{x}, is a separator, and X 1 i , · · · , X m i are connected components that are obtained by removing C p ∪ {x}. Thus, since any ξ s is an isomorphism, ξ is also an isomorphism. We conclude that ξ is an (R ∪ r(ϕ))-isomorphism, and the lemma holds. 
According to Lemma 4, we can decide whether
We can easily decide whether the first condition is satisfied. In addition, since |Y j | > |Y t j |, we can decide whether the second condition is satisfied by looking up the table of dynamic programming. Thus, we can construct the bipartite graph B y efficiently. Furthermore, we can decide whether there exists a bijection τ that satisfies the condition 3-(a) and 3-(b) by solving the perfect matching problem for B y . Therefore, we can conclude that initial step of dynamic programming
end if 10: end for 11 : for all R-isomorphism ϕ from C p to D q and y ∈ Y j do 14: if conditions 1 and 2 of Lemma 4 are satisfied then 15: constructs a bipartite graph B y
16:
if B has a perfect matching then 17 : 
is satisfied according to Lemma 4. In the lines 14-19, we construct bipartite graph B y and compute a perfect matching of B y for each y ∈ Y j . We can check whether the conditions 1 and 2 of Lemma 4 are
) time (see e.g. [7] ). We have that the complexity of the lines 14-19 is O ( |Y j |
2.5
) . Thus, the complexity of the lines 12-21 is as follows.
Because of
Since the complexity of the computation of the lines 23-28
, we conclude that the complexity of Algorithm 1 is
).
Faster implementation for some binary relations
In the algorithm 1, we compute a perfect matching of a bipartite graph. This takes O(m 2.5 ) time. However, if a given binary relation R has the following property, we can compute a perfect matching more efficiently. 
If the property holds then any connected component of a bipartite graph is a complete bipartite graph. In such case, we have that the bipartite graph has a perfect matching if and only if cardinality of two vertex sets of any connected component are equal. Thus, we can compute a perfect matching in O(m 2 ) time by using a basic graph search algorithm.
If R is empty, any isomorphism is an R-isomorphism and vice versa. Thus, the property clearly holds because of the transitivity of isomorphisms. On the other hand, it is not always true that the property holds. Figure 5 is an example in which the property does not hold. In the figure, let R = {(v 1 , w 3 ), (v 1 , w 4 )}. Then, ξ is not an R-isomorphism for any R-isomorphisms ξ 11 , ξ 21 , and ξ 22 .
The next lemma shows an example of binary relations that satisfy the property. 
Figure 5: An example of an R that does not satisfy Property 1
We next consider the case where Dom(ϕ)∩G 1 = ∅. In this case, since
In such case, any mapping between G 1 and H 2 is an r(ϕ)-mapping. Thus, ξ is an R-mapping.
We conclude that ξ is an R-isomorphism, and Property 1 holds.
The next lemma is derived from Lemma 5. By the lemma, for any binary relation R that satisfies Property 1, we can solve GIR on partial k-trees more efficiently. Proof. Any mapping that is used to constructs bipartite graphs in Algorithm 1 is an isomorphism from an induced subgraph of G to an induced subgraph of H. According to Lemma 5, binary relations that correspond to such mappings have Property 1. In addition, a binary relation that is a combination of such binary relations also have Property 1. Thus, all binary relations that are used in the algorithm (i.e., an input binary relation, binary relations that correspond to isomorphisms between induced subgraphs, and combinations of them) satisfies Property 1. Therefore any computation of perfect matching in Algorithm 1 is implemented in O(m 2 ). We have that |Y j | 2.5 of the equation 3 can be replaced by |Y j | 2 , and the total complexity of the algorithm is O(k!k 2 n k+2 + k!n k+4 ).
Corollary 1. Algorithm 1 can be implemented in
O(k!k 2 n k+2 + k!n k+4 ) time if
Algorithm for the prefix set of graph isomorphism
By Corollary 1, we can solve PrefixGI for partial k-trees in O(k!k 2 n k+2 + k!n k+4 ) time, because PrefixGI with inputs G, H, and ϕ is reduced to GIR with inputs G, H, and r(ϕ). However, an execution of the algorithm spends as much time as the case where the size of domain of ϕ is small whenever |Dom(ϕ)| is close to the size of the given graphs.
In this section, we propose more efficient algorithm to solve PrefixGI. If |Dom(ϕ)| is large, this algorithm runs faster than Algorithm 1. The algorithm is based on a reduction to GIR on disconnected partial k-trees. Given inputs G, H, and ϕ of PrefixGI, we construct inputs G , H , and R of GIR as follows. Let G = (V , E ) be a subgraph of G that is induced by V − Dom(ϕ). Please remind that this graph could be disconnected (i.e., a set of connected graphs). Also, let H = (W , F ) be a subgraph of H that is induced by W −Im(ϕ). Since any induced subgraph of a partial k-tree is also partial k-tree, each of these connected components is a partial k-tree. We assume that, without loss of generality, G and H are sets of m connected components {G 1 , · · · , G m } and {H 1 , · · · , H m } respectively. We also define R (v) ⊆ W for each v ∈ V and define binary relation R ⊆ V × W as follows.
We easily see that G is r(ϕ)-isomorphic to H if and only if G is R -isomorphic to H . We can decide whether G is R -isomorphic to H as follows.
We construct a bipartite graph
Then, G is R -isomorphic to H if and only if there is a perfect matching of B.
The bipartite graph B can be constructed by using Algorithm 1 iteratively. Furthermore, we can decide whether a perfect matching exists in O(m 2 ) time by using the next lemma.
Lemma 6. R satisfies Property 1.
Proof. Let G 1 and G 2 be any two connected components of G and let H 1 and H 2 be any two connected components of H . Let ξ 11 , ξ 21 , and ξ 22 be R -isomorphisms from G 1 to H 1 , from G 2 to H 1 , and from G 2 to H 2 respectively. Then, the mapping ξ from G 1 to H 2 that is defined by ξ(v) = ξ 22 (ξ −1 21 (ξ 11 (v))) is an isomorphism by the transitivity of isomorphism. We below prove ξ is an R -mapping.
Let v be any vertex of G 1 . Since ξ 11 is an R -mapping, (v, ξ 11 (v)) ∈ R holds. Therefore, we have that ξ 11 (v) ∈ R (v). According to the definitions of R (v), we have the following.
Since the same statement holds for any vertex of G 2 and ξ 21 , we have the following fact.
In addition, since the same statement holds for any vertex of G 2 and ξ 22 , we have the following fact.
According to the equation (7), (8) , and (9), we have the following fact.
Therefore, ξ(v) ∈ R (v) is satisfied. As a result, we have that (v, ξ(v)) ∈ R . This indicates that ξ is an R -mapping, and we complete the proof of the lemma. Now, we have the main theorem in this section. 
Theorem 2. There is an
O(n 2 + d(n − d) 2 + nf (n − d)) time
Conclusions and future works
In this paper, we designed polynomial time exact algorithms for extensions of GI (e.g., GIR and PrefixGI) on partial k-trees with bounded k. Since we can control image of isomorphisms, these problems have more wide application than GI. We below discuss some observation and future works. As stated earlier, k-trees is a class of graphs with tree structure. Chordal graphs also are graphs with tree structure. These two graph classes are known to be kinds of intersection graphs. GI for some intersection graph classes are known to be solved in polynomial time, e.g., trees [12] , Interval Graphs [11] , rooted directed path graphs [2] , permutation graphs [6] and ptolemaic graphs [17] . See [5] for a good survey on these graph classes. The inclusion relation between trees, k-trees and chordal graphs is as follows.
Trees ⊂ k-trees ⊂ Chordal graphs
The definition of chordal graphs is similar to that of k-trees, except that any clique of chordal graphs has arbitrary size. Precisely, chrdal graphs are defined as follows.
By the definition, although its width is not bounded, chordal graphs also have a tree structure. For example, Figure 6 is a chordal graph and its tree structure. It is well known that GI for labeled or unlabeled trees are solved in polynomial time. GI for chordal graphs seems to be solvable by using the algorithm for the tree isomorphism problem by collapsing each clique to a node of a tree. However, this approach fails. The chordal graph of Figure 7 has the same tree structure with the graph of Figure 6 , but these graphs are not isomorphic. We can attach a label for each node of tree structure as shown in the figures. However, in order to decide whether or not given two chordal graphs are isomorphic, we have to decide not only one-to-one correspondence between nodes of tree structures but also one-to-one correspondence between alphabets of labels (i.e. vertex names of given chordal graphs). It seems that the structure of labeled trees is insufficient to represents chordal graphs. Actually, it is unlikely that GI for chordal graphs is reducible to GI for trees because GI for chordal graphs is known to be GI-complete [11] . A good survey on GI-complete problems appears in [4] . Partial k-trees is a class of graphs that are subgraphs of a k-trees. Thus, the class of partial k-trees includes the class of k-trees, whereas it is incomparable with the class of chordal graphs. In contrast with the case of chordal graph, vertex sets of nodes of tree structure of partial k-trees could be arbitrary graphs. Therefore, it seems more difficult to reduce GI for partial k-trees to GI for labeled trees.
The time complexity of algorithms that we proposed in this paper are polynomial for bounded k, but it has large degree. Thus, it is interesting to design more efficient algorithm for GI, GIR, and PrefixGI for partial k-trees.
