Hydraulic fracturing is a technique for enhancing the extraction of oil and gas from deep underground sources. Two important goals during this process are to achieve a final fracture with a predefined geometry and to have a proper distribution of proppant material within the fracture to keep the fracture walls open and allow oil and gas to flow to the surface. The hydraulic fracturing system contains limited real-time measurements of the actual fracture conditions largely due to the remote subterranean location where the fracture propagates. The fracturing process is characterized by multiphase transport, proppant settling, and coupling of fluid and fracture growth mechanics, all occurring within a time-varying spatial domain. These features present a challenge for the implementation of online feedback control of the fracture growth and proppant placement, and there are very few accounts of attempting this goal in the open literature. To address these issues, the current work proposes a control strategy that allows for closed-loop model-based control of the hydraulic fracturing process. Previous work introduced a dynamic fracture model capable of describing the fracture propagation, fluid and particle transport, proppant bank formation, and fracture closure processes necessary to determine the fracture state evolution and predict the fracture's final performance. The QDMC (quadratic-dynamic matrix control) form of model-based control is studied. A particle filter provides a means for effective state estimation due to limited real-time measurements. Controlling the fracture geometry and proppant distribution within a hydraulic fracture is a novel application for real-time model-based control. Results of a numerical study are provided to demonstrate the performance of the closed-loop system.
INTRODUCTION
Petroleum and natural gas remain a vital part of the global energy supply. In recent years, the extraction of underground resources whose capture was previously considered to be infeasible economically has become possible due to the application of well-stimulation techniques, the foremost of which is hydraulic fracturing. 1 During hydraulic fracturing, high pressure fluids are injected deep underground in order to break the rock formation and provide a highly conductive channel for resources to flow back to the wellbore.
Excellent overviews of the entire hydraulic fracturing process, with in-depth exploration of modeling and design issues, are available in the literature,1−3 while a brief summary of the procedure is given here. In order to create the fracture, small explosions are set off at spaced intervals at the end of the wellbore to create initial paths (perforations) into the rock formation. Next, fluid is injected, at a high pressure inside the wellbore to initiate fractures of the rock at the perforated sites. Then, a slurry consisting of fracturing fluids, additives, and proppant is pumped into the wellbore at a sufficiently high pressure and flow rate to further break the formation and extend the fractures. The addition of proppant, usually one of several special types of sand chosen for their properties, allows for the fracture walls to remain open after the fracturing fluids leak (called leak-off) into the rock. At the end of pumping, the fracture naturally closes by the surrounding rock stress, trapping the proppant. The trapped proppant provides a high conductivity, a quantity that depends on the propped fracture geometry. Achievement of a highly conductive fracture requires the placement of sufficient and uniformly distributed proppant throughout the fracture.
The current state of hydraulic fracturing is primarily an openloop process that starts with the results of a shorter and smaller scale test (called a mini-frac) in order to obtain preliminary information about the geological formation. This information is used to parametrize a mathematical model, which describes to some degree the fundamental phenomena of hydraulic fracturing, in order to design a fracturing schedule. An offline optimization then proceeds to determine flow rates and material concentrations for the entire process in advance of the main fracturing process, and online adjustments occur only in the case of large abnormalities (e.g., pressure spikes) in the measurements. Consider the potential of a closed-loop process that makes use of the measured data to update the treatment design as the fracturing process proceeds. Such an approach enables automatic manipulation of flow rates and proppant concentration that may result in improved fracture performance and reduced costs. Online data for closed-loop control may come from downhole measurements of pressure, temperature, and microseismic events, combined with predictions from a suitable mathematical model of the system.
ABSTRACT:
As a consequence of the limited availability of measurements within the hydraulic fracturing system, a key component of the model-based controller design is the online estimation of both the parameters and states from the measured process data. This may present difficulties, as the hydraulic fracturing process is described by a system of nonlinear partial differential equations. This distributed parameter system (DPS) contains spatially varying outputs, states, and parameters. An additional complication is that the solution domain varies with time as the hydraulic fracture propagates.
A well-known state estimation technique for use with nonlinear models is the extended Kalman filter (EKF) wherein a Gaussian posterior density is assumed, and a first-order Taylor series expansion provides a local approximation of the state. 4 However, it is well-known that the EKF may give a high estimation error when strong nonlinearities are present. More recent alternatives for state estimation include the ensemble Kalman filter or a particle filter. The ensemble Kalman filter (EnKF) was introduced by Evensen 5 and has found use in a variety of applications. 6−9 The EnKF is a type of particle filter 10 that relies on the key assumption that the prior probability density function (pdf) of the states of the system has a Gaussian distribution. This is in contrast to the larger class of particle filters that makes no such assumption. 11 Particle filtering is a Bayesian approach to dynamic state estimation with a recursive predictor-corrector structure. 12 The filter is initiated by choosing a set of state estimates or "particles" sampled from the initial distribution of the states. Then, as those sample points propagate through the nonlinear system model, their relative contribution to the probability distribution function is updated, and the best estimate of the state of the system can be obtained based on this ensemble distribution. 10 In this paper, particle filtering is used for online state estimation.
In order to apply a model-based control approach to regulate a DPS, a reduced-order model (ROM) must be derived or identified, and there exists a significant body of research on obtaining such an ROM. 13−20 To control a linear DPS, Balas 21 demonstrated how to reduce an infinite-dimensional controller to a low-dimensional form, whereas Ray 22 described a lumped approach to design feedback controllers. In the case of controlling a nonlinear DPS, Gauthier 23 provided an algorithm to evaluate an H ∞ controller design. In contrast, sliding mode control was studied by Hanczyc and Palazoglu. 24 Christofides and co-workers used a combination of geometric and direct Lyapunov methods in the design of robust static feedback controllers for hyperbolic PDE systems. 25, 26 This work was extended to systems described by nonlinear parabolic equations. 27 Each of these methods is applicable to a nonlinear model of a certain form. The hydraulic fracturing process is described by a complex system of equations including phase transition relations as well as intricate boundary conditions that preclude an analytical reduction to fit these forms.
There also exist several techniques to control a DPS that are dependent on data-based model reduction. In the work of Gay and Ray, a dynamic matrix controller solution was applied using a low-order model generated using SVD. 13 The application of quadratic dynamic matrix control (QDMC) on a DPS can be found in ref 18 where a combined SVD-KL method was used to arrive at a low-order model. Chen and Hoo considered the problem of closed-loop optimization of a reservoir in order to maximize oil production. 7, 8 In that work, Markov chain Monte Carlo and ensemble Kalman filtering were used to estimate the states of the system and to address model parameter uncertainty. Using the updated states and parameters, data for low-order model identification were generated. The resulting model was used in a model predictive control strategy.
In the current work, the mathematical model of the hydraulic fracturing system and its numerical solution (subsequently referred to as the nonlinear system model) developed by Gu and Hoo 28 is adapted for simulation of the fracturing process within a model-based feedback control framework. Particle filtering is chosen to propagate the state estimate, as this method allows the nonlinear system model to be used for describing the evolution of system states. At certain times, identification tests are performed upon the nonlinear system model, in order to identify a linear step response model, where the propagated state estimate is used to provide a starting point for the identification. This reduced-order model type can be used by the QDMC controller to optimize the hydraulic fracturing pumping schedule, which consists of the flow rate and proppant concentration. These variables are used to drive the fracture geometry and the settled bank height to follow the target trajectories associated with the desired final fracture condition.
The paper is organized as follows. Section 2 provides a short introduction of the mathematical model developed in Gu and Hoo.
28 Section 3 provides a brief overview of the particle filter method. Also in this section, the QDMC controller and a proposed overall closed-loop framework to regulate hydraulic fracturing processes are introduced. In section 4, numerical studies to evaluate feasibility of the proposed closed-loop framework are presented and analyzed. Lastly, section 5 summarizes the findings of this study and proposes future work.
COMPUTATIONAL MODEL
A mathematical model was developed to describe fracture propagation, solids transport, proppant settling, and bank formation processes that occur during hydraulic fracturing. 28 Here, a brief description of this model is given.
The mathematical model describes a PKN-type biwing vertical fracture that is assumed to propagate unidirectionally inside a single rock layer surrounded by homogeneous formation conditions. The injected proppant is assumed to travel at the carrier fluid's velocity in the propagation direction while simultaneously settling toward the fracture bottom due to gravitational effects. As proppant particles reach the fracture bottom, they begin to form a bank.
The governing equations are generated by applying the fundamental principles of mass and momentum conservation along with the use of linear elastic fracture mechanics. The local overall mass balance equation along the propagation direction is
where M c is the fracture compliance, which is given by
In the above equation, H is the predefined fracture height, W is the fracture width, h f is the local height of the area free for to fluid flow (simply the difference between the fracture height and the bank height), and U is the fluid leak-off per unit height accounting for both walls of the fracture. This leak-off per unit height can be described by
where C l is the overall fluid leak-off coefficient, t is the elapsed time since fracturing was initiated, and τ represents the initial time at which the current location inside the fracture became open.
The local growth of the bank height is a function of the settled proppant particles
where V s is the proppant settling velocity determined using Stokes law and ϕ is the proppant bank porosity. By applying a material balance to the particle phase and discretizing using a finite-difference scheme, the following equation described proppant transport:
where C i,j is the proppant volumetric concentric concentration in element (i, j), q i,j is the flow rate of element (i, j), with i being the index in the x-direction and j being the index in the ydirection. The boundary conditions for solving those equations include the following:
1. At the wellbore, the flow rate is specified by q(x, t) = Q 0 (t), where Q 0 is the rate of slurry injection. 2. At the fracture tip, x = L(t), the usual boundary condition is that the net pressure is zero, 30, 31 which leads to the condition W(L(t), t) = 0, by way of the pressure width relation, W = M c P.
32
In addition, the initial condition is that the fracture is closed, that is W(x, 0) = 0.
This system of nonlinear partial differential equations requires a numerical solution to determine the system evolution in time. A finite volume approach is used, with the fracture geometry represented by a two-dimensional mesh grid. In the vertical direction, the mesh is evenly distributed and fixed spatially and temporally. As the fracture propagates lengthwise, new elements are added at each time step to capture the fracture growth. The discretization of the above equations uses a backward in time and centralized in space finite volume approach, which is solved numerically to give (an approximate solution order at each time step): the fracture width (implicit solution), the local fluid velocities, proppant concentration, proppant bank height, and fracture length (explicit solution). The details of the computational solution procedure can be found in ref 28.
CLOSED-LOOP CONTROL OF THE FRACTURE
PROCESSES The objective for closed-loop control of a hydraulic fracturing process is to obtain a prescribed final propped fracture geometry with associated productivity characteristics and to do so in the face of unmeasured process disturbances. It is assumed that during the design process that occurs prior to the fracturing operation, target trajectories of the fracture states are determined that, if achieved, will result in the desired final fracture condition after shut-in is complete. Design of the fracture and the associated initial treatment schedule can proceed through methods such as that described in ref 1. Then, the controller objective is to force the current trajectories of the specified system states to follow the prescribed target trajectories during the fluid and slurry injection stages of the fracture treatment procedure. In this work, fracture width and length, proppant bank height, and proppant concentration are the desired states to be regulated. Pumping rate and proppant concentration of the injected slurry are the available manipulated variables.
3.1. Model-Based Control Framework. Implementing a model-based control scheme requires a suitable model for online optimization. In this case, a step-response model frequently identified in real-time as the hydraulic fracturing process progresses would be suitable for the QDMC strategy. Thus, these components can be used together to provide an overall feedback control framework for the hydraulic fracturing process.
A schematic of the proposed model-based control framework is shown in Figure 1 . Within the overall control structure, there exist modules for particle filtering, system identification, and QDMC control. The plant measurements and controller outputs are inputs to the particle filter, which uses the nonlinear system model to produce an ensemble state estimate to be used by the controller. This involves simulating the fracture propagation and proppant transport using the numerical solution procedure developed in ref 28 and reviewed in section 2. Periodically within the system identification module, a reidentification occurs, which involves performing a series of step test on the nonlinear system model starting from the current estimate of the plant states. The step tests are carried out by simulating the fracture using the model described in section 2, the current levels of injection rate and concentration, and either a positive or negative step change in one of these inputs. The resulting state response is sampled at the controller time step. Several different step changes in the injection rate and injection concentration are applied, followed by determination of the step response coefficients using a leastsquares approach.
This produces an updated step response model for use by the QDMC controller. The QDMC controller calculates the optimal sequence of flow rates and injected proppant concentrations, but only the first prescribed input is implemented on the process, and the computation repeats at each subsequent time step. In a related work, Chen and Hoo proposed a similar structure for the closed-loop optimal management of production from an oil reservoir. 7 The framework introduced here combines state and parameter estimation, model reidentification, and modelbased control to provide online feedback control of the fracturing process. The following sections provide an overview of particle filtering and the quadratic dynamic matrix controller.
3.2. Particle Filtering. Currently, online measurements available for estimating subsurface behavior in the hydraulic fracturing process are limited to the downhole pressure and microseismic data. In microseismic monitoring, an array of geophones is lowered inside an observation well to record the small seismic events, such as slippage of planar rock faces that occur as the fracture propagates. 33 In this work, it is assumed that the wellbore width and fracture length can be obtained from measurement of downhole pressure and microseismic data, respectively. The unmeasurable states to be regulated must be estimated; and in this work, a particle filtering approach is employed for this purpose. A short description of the use of particle filtering to estimate the unknown states and parameters of a nonlinear system follows.
A general nonlinear discrete-time system can be represented as 11, 12, 34 
where x k is the system state vector at time k, v k−1 is the state noise vector, and f k is a nonlinear and potentially time-varying real function describing the time evolution of the states. Information on the states x k are only obtained through measurements, ∈ z k p , which are related through the measurement equation:
where n k is the measurement noise vector and h k is a potentially nonlinear and time-varying real function. It is assumed that the distributions of v and n are independent. In the Bayesian framework of dynamic state estimation, the target is to obtain an optimal estimate of the states based on the posterior probability density function,
, of the current system state, x k , given all of the available system information, including the vector of all measurements up to time k, z 1:k . The implementation consists of two stages: prediction and update. During the prediction step, the states of each individual particle at the next time step are forecasted by the model. Once the new measurements are received at time k, the posterior density function of each state is updated, and an optimal estimate of the system state can be obtained based on the ensemble data.
A distinct quality of particle filtering compared to traditional observation methods such as the Kalman filter is to represent the state probability density function by a set of randomly generated samples rather than with an analytical form. The posterior density at step k can be approximated as
where N p is the number of particles, x k i is the state of particle i, q k i is the normalized weight assigned to particle i, and δ is the Dirac delta function. Because of the difficulty in sampling from the posterior density
, samples can be drawn instead from a less complex but known distribution, π(x k |z 1:k ). It is often the case that π(x k |z 1:k ) = π(x k |x k−1 , z k ). This allows recursive updating of the weights according to
One problem with this technique is the degeneracy phenomenon, wherein the particle weights for all but a single particle quickly converge to negligible values. An approach to mitigate this effect is to introduce sequential importance resampling. 12, 35 The state vector, x k , to be estimated for the hydraulic fracturing process contains four components:
where L is the fracture length and C, h b , and W, respectively, represent vectors of concentrations, bank heights, and fracture widths at a set of selected positions along the fracture length. Alternatively, these variables could represent a vector of basis function coefficients describing the distributions of these quantities across the fracture geometry. The measurement vector contains two components and is given by
where W 0 is the width at the wellbore and L is the length measurement obtained through microseismic recordings. The state estimates (particles) are initialized by sampling from a multivariate normal distribution. During the prediction step, all states are propagated forward one time step through use of the model described in section 2 and the previous work. 28 This model also provides predictions of measurements W 0 and L associated with every particle. After a measurement from the plant becomes available, eq 9 is used to adjust the particle weights. The ensemble state estimate used by the controller can be obtained by using the particle with the highest weight. The particles then are resampled from an empirical cumulative distribution function formed from the updated particle weights to form a new distribution of particles. This prediction-correction-resampling procedure repeats at each sample time.
3.3. Quadratic Dynamic Matrix Control. The states to be controlled include the width, bank height, and concentration profiles and the fracture length. In section 3.1, it was proposed that a step-response model can be frequently identified from the nonlinear system model as the hydraulic fracturing process progresses, and the identified dynamic matrix can be used within a controller implementing a quadratic dynamic matrix control algorithm.
The QDMC is designed to minimize an objective function
where n p is the prediction horizon, x k is the vector of the controlled system states at time k + i, x k+1 * is the state of the reference trajectory at time k + i, Q is positive-definite matrix that represents the cost of the state deviations, n c is the control horizon, Δu k+i is the vector of control moves at time k + i, and R is a positive-definite matrix that penalizes excess control moves. Since the majority of the system states are unavailable in the fracturing process, the particle filter is used to estimate the states. The QDMC formulation allows equality and inequality constraints on linear combinations of the system states and controller outputs. These usually take the form of upper and lower bounds on the states, controller outputs (u k+i ), and increments in the controller outputs (Δu k+i ). A further equality constraint on eq 12 is a step response model of the system
for i = 1, ..., n p , S j is the matrix of step response coefficients at lag j. Taking the initial state, x 0 , to be zero, the remaining terms can be split into two parts, as follows:
which separates the terms that depend on controller movements before time step k, Δu k+i−j , i < j < k + i, and controller movements during and after time step k, Δu k+i−j , j ≤ i. The terms depending on controller movements before time step k can be combined into a single quantity, called the free response,
Instead of using the step-response model to represent this term, an alternative is to predict this term's value through use of the nonlinear system model. This should provide a more accurate prediction. The step response model is used to predict the effects of the current and future control moves on the state trajectory, and because it has a linear form, well-known quadratic programming techniques can be used to solve the optimal control problem.
The tuning parameters for the QDMC controller design include n p , n c , Q, and R. Equation 12 is solved subject to constraints, to determine the controller output sequence Δu k:k+n c . Only the first move, Δu k is implemented on the plant, with the entire procedure repeated at each subsequent time step.
Initial studies with the QDMC controller presented difficulties with the tuning of a large number of coefficients for the matrices Q and R. Relying on the observation that the injected proppant concentration has a small effect on the fracture geometry (length and width), the fracture width and length are regulated by the pumping rate. The injected proppant concentration is used to regulate deviations in the bank height and proppant concentration trajectories.
The equation to predict the states describing fracture geometry is given by 
where
T p are width and length predictions for time steps k through k + n p ; f W,L (ΔQ 0:k−1 , ΔC 0:k−1 ) is the prediction of future fracture widths and lengths based upon past pumping rates (ΔQ 0:k−1 ) and proppant injection concentrations (ΔC 0:k−1 ); and G W,L is the dynamic matrix to predict the effects of current and future changes in the pumping rate (ΔQ k:k+n c ) on fracture widths and lengths. Since only the first control moves are implemented this can be incorporated in the prediction of the future concentration and bank height state trajectories:
, 0: 0: 1 , :
where the left-hand side is the prediction that describes the concentration and bank height profiles within the fracture, the first term on the right-hand side predicts the effect of the past proppant concentration and the past and current pumping rate on the concentration and bank height profiles, and the last term on the right-hand side is the dynamic matrix composed of step response coefficients describing the effect of future changes of the proppant concentration on the concentration and bank height profiles. Identification tests on the nonlinear system model show that the linear step response coefficients often were a poor representation of the true system behavior. The largest prediction errors were found to be due to the asymmetric behavior of the responses to increases versus decreases in either of the inputs. To improve the predictive ability of the linear step-response models, directional dynamic matrices Stability results for tuning of the QDMC controller are available from Zheng and Hoo. 19 However, for the current system, the model obtained through system identification is an approximation of the actual dynamics, so the stability results of the preceding work may not be completely applicable. In section 4 the use of the QDMC controller in the proposed framework (see Figure 1) for the feedback control of the hydraulic fracturing processes is presented and analyzed.
RESULTS AND DISCUSSION
This section investigates the feasibility of the control framework proposed in Section 3, using computational studies within the MATLAB(Mathworks, Natick, MA) environment. Specifically, the ability of the closed-loop system to reject unmeasured disturbances is evaluated. The control objective is to track the selected controlled states by adjusting the pumping rate and proppant concentration. The assumption is that through accurate tracking of the target trajectories, the desired final condition of the propped fracture will be obtained. The hydraulic fracturing model as described in section 2 is used to represent the plant; noise will be added to both the system inputs and measurements. As noted in section 3, this model also is used by the particle filter for state estimation and by the QDMC controller in the form of a step-response model (see Figure 1) .
The selected states to be controlled are (1) the fracture width and proppant bank height at 10 positions along the fracture length, (2) proppant concentration at the same 10 selected positions contained within a band located at a height of five meters above the fracture bottom, and (3) the fracture length. This gives a total of 31 states to be controlled. Previously, 28 the sensitivity of the final fracture condition to pumping rates and injected proppant concentrations was studied by executing a series of different treatment designs on the model. Based on the results of that work, the experimental conditions consisting of a 0.027 m 3 /s injection rate and a proppant concentration of 0.27 (v/v) are chosen as the inputs of the model to generate the target trajectories.
The properties of the system, including formation and material parameters are provided in Table 1 . The penalty for control moves for each variable were given a value of R Q0 = R C0 =10. Reidentification of the step response model was performed every five sampling times. Combined with the prediction horizon (15) , this meant that the step response data had to be obtained for 20 time steps during every reidentification. For state estimation, the ensemble consisted of 20 particles, with resampling occurring at every time step. Figure 2 shows the trajectory of the pumping rate for the case of feedback control. Once the disturbance of inlet flow rate begins at time step 20, the controller reacts by increasing the pumping rate. Figure 3 shows the resulting fracture length changes. The adjustment of flow rate by the feedback controller brings the length closer to the desired trajectory compared to the case with no control. Clearly some deviation still persists even with the controller. The penalty for each variable is given a value of λ = 10. No attempt was made to tune the weights in matrices Q and R. The movement suppression penalties are decreased by a factor of 10 to better cancel the errors in the state trajectories, but in the limited cases where this was attempted, this adjustment led to oscillatory behavior in both the controller output and state trajectories. It is recommended that future studies should examine the sensitivity of the closed-loop behavior to controller parameter changes as well as optimal selection of the controller weights.
The inclusion of a constant disturbance model within the QDMC formulation provides integral action. 37 However, due to the fact that the set-point for each of the controlled states is continuously changing during the fracturing process, the system does not reach a steady-state so that integral action can drive the errors to zero. Figure 4 shows the profile of the fracture width at the wellbore. At time step 20, the disturbance decreases the injected fluid volume by one-half. At this lower injection rate, because the fracture is still propagating forward and there is fluid leak-off to the formation, the volume of the fluid in the fracture is insufficient to maintain the width, thus contraction occurs. To fully cancel the effect of the disturbance, the injection rate should instantly jump to 0.04 m 3 /s; however, it is evident from Figure 4 that the closed-loop provides much less aggressive control. The sharp drop in the fracture width at time step 20 also can be predicted from the pressure-width and lubrication equations, respectively. 28 Specifically, the net pressure is fixed at the fracture tip. Thus, a change in the pressure gradient due to a decrease in the flow rate implies a drop in the net pressure and also a proportional decrease in the width. It is noted that the QDMC controller drives the fracture width at the wellbore back to the target at approximately time step 100. This is in contrast to the case without feedback control, where the error in wellbore width continues to grow.
At time step 80, proppant injection begins. Figure 5 shows the injected proppant concentration for the case with feedback control. Small increases are made in the injected proppant concentration compared to the nominal input of 0.27 (v/v). This change may have resulted from the difference in fracture dimensions (width and length) compared to the reference trajectories, but it could have also occurred if inaccurate predictions were provided by the step response model. Figures  6−8 provide results on the fracture geometry and proppant distribution after pumping is completed at time step 106. The fracture width profiles across the fracture propagation direction are shown in Figure 6 . There exists a much larger offset from the target width in the absence of feedback control versus when control is present. Figure 7 presents the profile of the proppant bank height along the fracture length at the end of pumping. The open-loop results exhibits large errors compared to the closed-loop results. It should be noted that the proppant bank in the closed-loop case has a height distribution whose shape appears to resemble the reference bank.
As previously demonstrated on the nonlinear system model, 28 the final achieved fracture condition after shut-in is not only dependent on the fracture geometry at the end of pumping, but also dependent on the suspended proppant distribution inside the fracture before the shut-in process begins. The proppant concentration located 5 m above the fracture bottom was chosen to be controlled. The concentration in this location under open-loop and closed-loop conditions are compared to the reference case in Figure 8 . In the former, the flow rate disturbance remained uncorrected, resulting in both less proppant entering the fracture and in the proppant present in the fracture not being transported far into the fracture. In the latter, the proppant concentration profile at the end of pumping shows that the proppant traveled further into the fracture, comparable to the reference case, since the amount of proppant injected increased as a result of the controller's correction of the flow rate.
Pumping progressed to time step 106 (2650 s), then shut-in commenced. During shut-in, it is assumed that all the fluid leaked into the rock formation and that the fracture closed onto the proppant. For each computational cell, if proppant is present in a sufficient amount at the time of closure, the fracture is assumed to be propped at this location, and the associated width is determined; otherwise, the fracture is assumed to have closed completely in this area and no benefit to conductivity is achieved at this location. Table 2 . The propped fracture volume, V p , is the volume of the fracture remaining open after shut-in, which provides a high conductivity path for reservoir depletion. The dimensionless fracture conductivity, C fD , is defined as
where K f is the proppant bank permeability, W̅ is the average fracture width, K r is the rock permeability, and L f is the bank length. Fracture conductivity represents the ratio between the ability of the created proppant bank to conduct oil and gas flow to the ability of the surrounding reservoir to transport these resources. The dimensionless proppant number N prop , is the ratio of the propped volume in the payzone to the total payzone volume 38 (chosen to be 9.6 × 10 4 m 3 in this example), with both volumes weighted by their associated permeabilities. Finally, J D is the dimensionless productivity index, which can be determined from the fracture conductivity and proppant number. 1 For a given amount of consumed material (fluid, proppant, and additive), maximizing J D is a priority for the fracturing operation, since this measure corresponds to predicted well production. 39 Comparing each of the measures in Table 2 among the three cases (reference, open-, and closedloop control) supports the conclusion that the closed-loop control aids the fracturing process in achieving close to the designed performance in the face of an unmeasured disturbance.
For each of the controlled variables, as well as the final fracture condition, there are minor to significant deviations between the reference case and results obtained from the closed-loop system, indicating that the QDMC controller is not completely effective in attenuating the disturbance. However, it should be noted that the study performed herein provides an especially difficult challenge for control since it was assumed that the disturbance was both unmeasured and not modeled within the control structure. Therefore, cancellation of the disturbance relies upon the estimated output bias term of the QDMC controller. Even though the state estimator was not provided with a value of the input disturbance, the particle filter was able to provide acceptable state estimates to the controller based on the available measurements, which consisted only of wellbore width and fracture length.
Better closed-loop performance could be achieved by allowing the particle filter to estimate the input disturbance's magnitude, the system identification module to generate a model containing the disturbance effect, and the QDMC controller to include the identified model and estimated magnitude within predictions of the system trajectory in order to reject the disturbance effects. Nonetheless, though the controller was not particularly configured for the specific disturbance type encountered, the current study demonstrated that the proposed model-based closed-loop system design is advantageous even in this situation.
An ideal combination of model type and MPC algorithm would provide accurate modeling of the system behavior, good controller performance, and low computational requirements for both the model identification and control move calculations. Since the linear step response model is of limited accuracy and its inaccuracy may increase rapidly as the horizon progresses, the use of nonlinear and time-dependent empirical models should be considered for use within the MPC framework. However, as noted previously, it is doubtful that an empirical model can represent this complex system behavior over extended periods of time, thus, particle filtering and repeated system identification also would be required. The use of a nonlinear empirical model in place of the linear step response model may lead to greater validity over a longer horizon before requiring model reidentification. Further investigation is warranted to determine the performance gains of a nonlinear MPC framework.
SUMMARY AND FUTURE WORK
The current work proposed a framework for closed-loop model-based control of hydraulic fracturing processes. A model introduced within a previous study was used to describe the complex fracture propagation and proppant bank growth phenomena combined with the fluid and solids transport behavior. The control structure relies on particle filtering to estimate the unmeasure states of the system. To achieve modelbased control, frequent system identification is performed on the rigorous but complex computational model in order to generate a simpler step response model for use within a QDMC controller. The proposed control strategy was demonstrated through simulation experiments where the system was subjected to an unknown disturbance. The results indicate that the proposed closed-loop control framework provides a promising approach to achieve feedback control of the fracturing system.
Future work can proceed in several directions. Many physical processes were simplified in this preliminary work including: transport delays from the surface and temperature effects on viscosity. The current model used in the control framework might be improved by considering these effects. Fracture height and leak-off coefficient are two physical parameters that were assumed in this study; however they may have large uncertainties in field applications. The use of particle filtering for state estimation also can allow for simultaneous updating of the estimates of these parameters, but this component has not yet been addressed. Also, the science and technology applied during fracturing treatments are constantly advancing, including the introduction of new materials, such as gelling agents added to the treatment slurry to prevent proppant settling, as well as the use of novel measurement types relying on radiological, optical, or sonic means to provide subterranean sensing information. Subsequent studies on closed-loop control of hydraulic fracturing should incorporate the consequences of these technologies upon the physical description of the system, the fracture treatment design, the job execution, and the final performance, with emphasis on enhancements to the control framework through additional measurement types and manipulated variables. The current work suggests that changes 
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