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ABSTRACT 
Plant scientists are beginning to harness the capabilities of high dimensional ‘omic tools 
(e.g., genomic, phenomic) to usher in the era of digital agriculture to allow the usage of predictive 
analytics. While genomic tools have been developed to exploit high-density genetic markers for 
breeding decision making, a gap persists in the availability of phenomic-assisted breeding 
methodologies. Here we develop frameworks malleable to crop species and breeding objective to 
leverage complex high-dimension phenomic data using machine learning (ML) and optimization 
techniques for the development of data driven solutions designed to empower plant scientists to; 
develop prescriptive breeding solutions, improve the operation efficiency of breeding programs, 
and to expand the capacity of current phenotyping efforts through the use of a fine-tuned package 
of sensors assembled for a specific breeding objective. In this consortium of work, we show that 
phenomic predictors can be deployed for ML assisted prescriptive-breeding techniques for 
precision product placement and in turn these same phenomic predictors can be used for efficient 
cultivar testing (e.g., seed yield) to optimize breeding program operational efficiencies. 
Furthermore, phenomic sensors provided a wealth of data making this work ripe for genomic 
studies revealing the underlying genomic regions controlling yield predicting phenomic traits and 
rapid scanning of genotyped germplasm using genomic prediction. This work will allow breeders 
to continually optimize their breeding programs to begin fusing widely available genomic data 
with the upcoming capabilities of high throughput phenotyping techniques to streamline cultivar 
development pipelines.  
 
 
 
  
CHAPTER 1.    GENERAL INTRODUCTION 
 
1.1. Dissertation Organization 
This dissertation is organized into five chapters. Chapter one provides a brief introduction 
to the central concepts of plant breeding, phenomic assisted breeding, and the knowledge gap this 
research intends to fill. Chapters two through four describe original research authored in 
manuscript format with the intention for submission into scientific journals. Chapter two 
investigates physio-morphological predictor importance in contrasting agro-management systems 
and the development of predictive models for placement of candidate cultivars into their adapted 
management system. Chapter three explores the use of the phenomic predictors for in-season seed 
yield prediction in the context of germplasm breeding and the performance of such methods to 
correctly identify top performing accessions. Chapter four includes a genome-wide association 
study of phenomic traits and seed yield using a diverse panel of soybean. Chapter five summarizes 
the findings from all chapters and suggests future work. Throughout this work we develop 
frameworks amendable to any crop species for the development of prescriptive cultivar 
development and in-season yield prediction to allow optimization of plant breeding operational 
efficiencies and drive the rate of genetic gain. Using the prior information on important phenomic 
predictors, we sought to identify the genomic regions associated with these traits to unravel the 
genetic architecture controlling seed yield in soybean.   
 
1.2. Brief Overview of Topics Covered 
 
The world’s population has and will continue to depend upon plant scientists and farmers 
to work in tandem to produce plants and plant products to meet the food, fiber, and energy demands 
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of consumers.  Key stakeholder in this continual pursuit are plant breeders, who fuse the disciplines 
of genetics, statistics, agronomy, and an ever-expanding scope of disciplines to produce cultivars 
specifically adapted to producers’ environmental and agronomic production systems with 
consumer needs. The combination of fluctuating environmental conditions, refinement of producer 
practices, and dynamic consumer demands make this a multi-dimensional challenge for plant 
breeders to solve, thereby making the task of delivering an optimized cultivar difficult. Therefore, 
plant scientists and breeder alike are confronting this grand challenge through leveraging the 
advancements made from historical breeding efforts with modern scientific advancements in 
breeding science, genetics, optimization, artificial intelligence, and systems research to streamline 
the breeding process.   
One of the fundamental dogmas of breeding science is the genetic gain equation 1, which 
states that the rate of improvement for any trait under selection is dependent upon the heritability 
(proportion of variation observed in the trait due to genetic cause), selection intensity (proportion 
of candidates selected relative to total number of candidates), and the time required to complete a 
breeding cycle. Another key theorem is the phenotype equation (observed characteristic e.g., seed 
yield) which consists of three main components; genotype, environment, agronomic practices, and 
their interactions 1. Together, these two concepts are the central pillars by which breeding programs 
are established and rely on to drive the rate of genetic advancement in crop breeding. Thus, plant 
breeding programs often rely on testing thousands of candidate cultivars over multiple years to 
characterize the performance of individuals across environments to parse out the effects of 
components in the phenotype equation on which selections are made and genetic gain is achieved 
2. Methodologies that shorten the time required to develop a cultivar, improve the accuracy of 
estimating the true genetic potential, increase the selection intensity, or optimize the placement of 
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candidate cultivars according to specific agronomic practices that have the potential to improve 
the rate of genetic gain 3.   
Genomic-assisted breeding methods has been important to improve breeding operational 
efficiencies made in the past decade 4 however, the rate of advancement made in phenomic 
prediction strategies have not been in parity with those made using genomic data 5,6. Plant 
phenomics, which relies on advancements made in sensor technology to collect information on 
traits associated with plant biological processes on a multi-temporal, multi-spatial, and multi-tissue 
scale, has the ability to equip plant breeders with affordable and valuable high-dimensional data 
6,7. Thus, there remains a gap in the current understanding of utilization of modern phenomic data 
for use in plant breeding programs and alongside with genomic data and methodologies that will 
impact genetic gain.  
Phenomic approaches have been demonstrated in greenhouse-based and field-based 
settings using a wide array of sensors for phenomic characterization of phenotypes from a single 
cell to a canopy of a community of plants 6. While work is ongoing to connect indoor phenotyping 
to observed phenotypes in the field, field-based phenotyping is primarily used for characterization 
of candidate cultivars in breeding programs 8. A primary area of researcher has sought to identify 
correlation between phenomic traits and target breeding traits (e.g., seed yield, seed protein 
content) in the hope that the phenomic traits are cheaper and/or easier to collect or have higher 
genetic correlation than other phenotyping methods thereby enabling the use of indirect selection 
techniques 1 demonstrated in several crop species 9–11. However, the primary objective among 
producers and plant breeders is to increase the realized yield potential of crops, a complex 
quantitative trait impacted by all components (genotype, environment, management) of the 
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phenotype equation. Thus, this precludes the use of relying upon a single phenomic trait for 
accurate determination of yield.  
The infusion of high throughput plant phenomic approaches into breeding programs has 
the potential to disrupt breeding activities. Potential breakthroughs that research is beginning to 
reveal are; in-season yield prediction 9,10,12, physiological breeding 13, genetic architecture of 
complex traits through the use of genome-wide association studies and parallel methods 14–16, 
improved candidate cultivar characterization 17,and ultimately towards prescriptive plant breeding.   
Given the current throughout capability of modern phenomic platforms (e.g., un-maned 
aerial vehicles (UAV), satellite, ground-based rovers) to enable multi-sensor data collection across 
a wide spatio-temporal scale, plant breeders are faced with a deluge of data, often referred to as 
drinking from the “data firehouse” precluding the use of this data in plant breeding programs given 
current antiquated statistical approaches in handling high dimensional data 7. Consequently, 
machine learning is well equipped to deal with such high dimensional and “big data” challenges 
18 and has been shown to have superior prediction performance over traditional statistical 
approaches 19,20 necessitating the need for research in this area.  
Accordingly, the development of methodologies enabling phenomic-assisted breeding in 
tandem with modern genomic approaches will enable pheno-genomic breeding. Together, pheno-
genomic data will allow plant scientists to continue the pursuit towards understanding the 
components of the phenotypic equation thereby translating into genetic gain for the target trait. 
The rate of genetic gain in breeding programs is paramount to ensure that the capability of 
producers remains in parity with consumer demands to meet food, feed, and fuel requirements.  
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CHAPTER 2.    MACHINE LEARNING APPROACH FOR PRESCRIPTION-BASED 
PLANT BREEDING EFFORTS IN SOYBEAN 
A paper in preparation for submission to Scientific Reports 
 
Kyle A. Parmley1, Race Higgins1, Baskar Ganapathysubramanian2, Soumik 
Sarkar2, Asheesh K. Singh1* 
 
1 Department of Agronomy, Iowa State University, Ames, IA, USA 
2 Department of Mechanical Engineering, Iowa State University, Ames, IA, USA 
*Correspondence can be sent to AKS (singhak@iastate.edu) 
 
2.1. Abstract 
We explored the capability of fusing high dimensional phenomics data with machine 
learning (ML) approaches to provide plant breeders the tools to do both in-season seed yield (SY) 
prediction and prescriptive cultivar development for targeted agro-management practices (e.g., 
row spacing and seeding density). To access the capability of integrating complex phenomics data 
and ML approaches for prescriptive breeding, we phenotyped 32 SoyNAM parent genotypes in 
two independent studies each with contrasting agro-management treatments (two row spacing, 
three seeding densities). Phenomics data were generated using an array of sensors at three growth 
stages during the growing season and seed yield (SY) determined by machine harvest. Random 
forest (RF) was used to train models for SY prediction using phenomics data (predictor variables) 
to identify the optimal temporal combination of variables to maximize accuracy and resource 
allocation. RF models were trained using data from both experiments and individually for each 
agro-management treatment. We report the most important physio-morphological predictor traits 
agnostic of agro-management practices. Several predictor variables showed conditional 
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importance dependent on the agro-management system. We assembled predictive models to enable 
in-season SY prediction, enabling the development of a framework to integrate phenomics 
information with ML approaches for prediction enabled prescriptive plant breeding. 
Key words: Phenomics, Machine learning, Prediction, Prescriptive breeding, Cultivar 
development, Random forest, Plant breeding 
 
 
2.2. Introduction  
Soybean [Glycine max (L.) Merr.] is the most economically important oilseed crop in the 
world because of its unique compositional profile as a dual source of high-quality oil and protein1. 
In 2017, land acreage dedicated to soybean production in the United States (US) reached record 
levels of 87 million acres2, due to a demand surge necessitating increased production. Globally, 
the US and Brazil are the two largest soybean producers while China, the primary consumer of 
soybean products, has steadily increased imports of soybean products3. The US soybean 
production area spans a vast and diverse geographic region from the southern US to the Northern 
Great Plains. Irrespective of region, the primary breeding objective is increasing seed yield (SY) 
of soybean to meet the needs of producers and other stakeholders. 
Seed yield is a function of genetic potential, agronomic management, and environmental 
conditions that interact together, resulting in the observed SY phenotype. Improved agronomic 
practices and breeding efforts contribute a considerable proportion towards increased SY in 
soybean4–6. Breeders have made considerable improvement in the rate of genetic gain with 
estimates ranging from 22.6 – 43 kg ha-1 yr-1 4,5,7,8. Concurrently, soybean producers have 
contributed by deploying diverse agronomic systems that balance their infrastructure set-up and 
production constraints (for example, abiotic and biotic stress) to achieve the maximum SY 
potential.  
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The diverse soybean agronomic systems that producers are currently deploying include 
different row spacing and seeding densities. The top two row spacing currently used in the US 
soybean production are 38 and 76 cm row-to-row distance, while varying other row spacing are 
also used9. The primary drivers in the surge in narrow row spacing (i.e., 38 cm) is to improve early 
season light interception10,11, decrease weed competition12, and thereby increase SY13; however, 
wider row spacing (i.e. 76 cm) also remains popular for better disease control14, and existing 
equipment infrastructure on some farms13 . For seeding densities, producers consider optimizing 
the seeding rate to balance the economic and production systems, with an aim to maximize 
profitability. Modern soybean cultivars achieve maximum SY at high seeding densities but the rate 
of yield gain is curvilinear6,15,16. Reported benefits of high seeding densities are: decreased time to 
canopy coverage6, decreased weed competition12, and insurance to potential loss of stand during 
the growing season17. However, at lower seeding densities, modern soybean plants exhibit 
compensatory mechanisms through increased branching and SY on the branches6, therefore the 
decision of optimal seeding rate is not simple as very low seeding densities are unable to 
compensate for SY6. As producers adjust their production systems, the physiological mechanisms 
remain unclear precluding production specific cultivar development.  
With the recent improvement of sensor and remote sensing technology, high throughput 
phenotyping (HTP) techniques are being deployed to quantify complex phenotypic traits which in 
the past were either difficult to collect or required destructive sampling18. In soybean, studies have 
used HTP to identify several traits correlated with SY allowing breeders to investigate and identify 
important physiological mechanisms controlling the underlying genotypic variation in SY7,19. 
Studies have demonstrated the application of HTP in breeding activities to aide in cultivar selection 
using indirect selection techniques20, genome-wide association studies21, genomic selection22,23 
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and phenotypic prediction24. Modern aerial and ground-based HTP platforms provide a wide 
breadth of data to quantify the plant phenome across a spatial and temporal scale on thousands of 
genotypes generating a rich phenomics data cube for breeding applications. To realize the value 
of phenomics assisted breeding, it is pertinent to leverage sensor technologies and advanced data 
analytics for prediction on each candidate cultivar across contrasting management systems.   
The high dimensional phenomics data cube generates copious amounts of data resulting in 
complex datasets. Traditional methods including regression-based techniques that are often limited 
in their ability to analyze high-dimensional data and are unable to capture complex and 
multivariate relationships between the predictor and response variables25. To effectively model 
these complex relationships without compromising on model interpretability, feature selection 
methods in machine learning (ML) minimize the number of predictors without compromising on 
model performance26. Additionally, ML approaches are equipped to exploit large datasets of 
contrasting data types making it a useful tool to leverage high dimensional phenomics data in plant 
breeding efforts27. 
The ML method ‘Random Forest’ (RF)25 has the ability to conduct regression, 
classification, and unsupervised learning and additionally estimate variable importance for 
predictors given complex data, which is applicable to SY (response variable) prediction using 
canopy morphology and physiological traits (predictor variables) in a spatio-temporal scale. 
Briefly, RF is an ensemble method that builds a collection of decision trees through the process of 
bagging, where a subset of the data is used for training of each decision tree and an additional level 
of randomness is included by randomly selecting, at each node, a subset of predictors. This 
approach ensures that the trees are de-correlated through integrating multiple rounds of 
randomness and increases prediction robustness by averaging the predictions across several weak 
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learners. Additionally, another output of RF is an estimate of variable importance for each 
predictor variable allowing the user to gain understanding of their relationship with the predictor 
(for example, SY). RF does not make any prior assumptions about the structure of the data 
capturing linear and non-linear dependencies between the predictor and the response variables, 
making it a suitable analytical tool for life sciences research and plant breeding applications. 
Among all feature selection algorithms,  random forest (RF) has been deemed as one of the best 
prediction methods in a wide array of comparative studies28–30.  
The aim of this study was to elucidate the relationship between SY and physio-
morphological traits under diverse agro-management systems for the development of predictive 
tools useful in prescriptive breeding efforts tailored to production systems. We evaluated 32 
genotypes of the SoyNAM panel in two contrasting agro-management production systems (row 
spacing and seeding densities) across several environments. Physiological and canopy 
morphological traits were collected during the soybean vegetative and reproductive growth stages 
using various remote sensors and end of season machine harvested SY. We identified the most 
important physio-morphological predictor variables for targeted agro-management systems using 
ML feature selection techniques and demonstrated their utility for prescriptive plant breeding 
approaches.  We report that ML methods can be successfully used to explore phenomics data as a 
tool to identify agro-management specific drivers of seed yield. The integration of phenomics and 
ML will equip breeders with the analytical tools for optimized cultivar development and placement 
to targeted agro-management practices. This will enable an increase in the rate of genetic gain and 
stakeholder profitability, and improve research operational efficiency. 
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2.3. Materials and Methods 
 
2.3.1. Germplasm and Treatment Design 
A subset (n=32) of the soybean nested association mapping (SoyNAM) parents 
(Supplementary Table S1) adapted to the maturity requirements of central Iowa, USA, were 
evaluated across nine location environments31. These genotypes represent the broader soybean 
germplasm based on their SY, diverse ancestry, or stress tolerance while representing a broad 
genetic diversity of soybean. Two independent but related projects were undertaken: (1) 
Treatments of row spacing (IA-RS), and (2) Treatments of seeding densities (IA-SD). In IA-RS 
tests, we measured genotype performance of 32 genotypes in 38 and 76 cm row spacing treatments 
seeded at 345,000 seeds ha-1. IA-RS tests were grown at five environments (in 2015: Boone and 
Story county, IA; in 2016: Boone county, IA and Cass county, IA). In IA-SD tests, all treatments 
growm in 76 cm row spacing, genotypes were evaluated in three seeding density treatments of 
low=124,000 plants ha-1, medium (commercial density) =346,000 plants ha-1, and high=568,000 
plants ha-1. IA-SD was grown at four environments (in 2014: story county, IA; in 2015: Story, 
Boone, and Warren county, IA).   
The experimental design was a randomized complete block (RCB) design with three 
replications per genotype and treatment level. Plots were seeded with an Almaco cone planter 
(Almaco, Nevada, IA) with row units on 76 cm row spacing. Except IA-RS 38cm treatment, all 
other experimental units consisted of four rows for all treatments, 4.57 m plot length with 0.91 m 
alley between plots, and 76 cm row to row distance. Plots with 38 cm row spacing consisted of 
eight rows and were established in the following manner: after an initial pass of seeding plots on 
76 cm spacing, the GPS enabled planter (SkyTrip) was then re-positioned to the front of the field 
and a second pass made over the field by positioning the new rows 38 cm left from the initial pass. 
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In the second pass, row cones were filled with autoclaved (dead) soybean seed. There was no 
planter tire traffic on the harvested middle two rows (76 cm row to row spacing plots) and 
harvested middle four rows (38 cm row to row spacing treatment plots). Visual observation was 
done to ensure that none of the autoclaved seed emerged in the non-38 cm treatments and stand 
counts taken in all experiments to ensure that planter traffic had no impact on row spacing 
treatments and that the targeted seeding densities were achieved (data not shown). To reduce the 
impact of edge effects in both tests, a soybean cultivar was planted around all sides of the field as 
border plots. At physiological maturity (R8), middle rows of each plot were harvested with an 
Almaco SPC20 combine equipped with a platform header. Seed yield was adjusted to 13% 
moisture and SY in kg ha-1 recorded.  
2.3.2. Phenotyping of Physiological and Agronomic Traits 
Plots were phenotyped for physio-morphological traits at three growth stages; S1: late 
vegetative to early flowering (V5-R1), S2: full flowering to early pod set (R2-3), S3: Seed 
development and fill (R5-6)32.These growth stages were targeted due to their biological 
significance and previous research in soybean confirming the importance to SY and other 
agronomic traits4,19,33,34. All phenomics data was collected from the middle two (all non-38 cm 
spacing plots) or four rows (all 38 cm row spacing plots) from all plots while remaining at least 
1.0 m from the plot edge to minimize the impact of the alley on trait performance.  
Leaf chlorophyll content (SPAD) was measured using the SPAD index with a Minolta 
SPAD-502 chlorophyll meter (Konica Minolta Optics, Inc., Tokyo, Japan), which measures 
absorbance at 650 and 940 nm. Measurements were collected from 10 fully developed leaves in 
the upper portion of the canopy and values averaged for each plot.  
Canopy temperature (CT) was measured with Apogee SI-111 infrared radiometers 
(Apogee Instruments Inc., Logan, UT). Measurements was collected between the hours of 1200 to 
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1500 h on sunny cloudless days when wind was < 2.24 m s-1. The sensor was placed at a height of 
0.3 m above the canopy and positioned at 65° below horizontal. To minimize the impact of 
environmental conditions on genotype performance and for time sensitivity, separate SI-111 
infrared radiometers were used to collect data in each replication. Four measurements were 
collected from random locations within the middle rows of the plot and an average value was 
computed.  
Leaf area index (LAI) and leaf mean tilt angle (MTA) were measured using a LAI-2200C 
plant canopy analyzer (Li-Cor, Inc., Lincoln, NE), which measures transmitted light at five angles 
using a fish-eye optical sensor. LAI was determined along a diagonal transect between the middle 
rows using a 45° view cap. To account for temporal variation in light quality, a scattering 
correction measurement was recorded between every two ranges of plots (~10 min), this process 
was repeated until completion of data collection. The scattering correction was then applied to 
every plot to adjust values to temporal fluctuations in light quality. Measurements consisted of one 
above-canopy measurement followed by six and four evenly spaced below-canopy measurements 
for S1 and remaining growth stages, respectively, due to a smaller canopy size at S1 and a need to 
reduce measurement error.  
Intercepted photosynthetically active radiation (iPAR) was measured between the hours of 
1100 to 1500 h on sunny cloudless days with LI-191R line quantum sensor (Li-Cor, Inc., Lincoln, 
NE), which measures light from 400 to 700nm along a one-meter rod. In the 2014 and 2015 
growing seasons, one sensor was used for collection of iPAR. iPAR was determined by first 
measuring PAR light intensity above the canopy (Pa) then collecting PAR transmitted light quality 
below the canopy (Pb), at the soil surface, by placing the sensor perpendicular to the middle rows. 
In 2016, with the availability of an extra sensor, a small modification was made where two sensors 
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were simultaneously used: one above the canopy and the second on the soil surface perpendicular 
to the middle rows.  This provided a gain in efficiency of data collection in a more time sensitive 
manner. Light interception was calculated as: 
𝑖𝑃𝐴𝑅 = 1 − (
𝑃𝑎
𝑃𝑏
). 
Canopy spectral reflectance was measured using a FieldSpec® 4 Hi-Res (ASD Inc., 
Boulder, CO) spectroradiometer, which measures reflected electromagnetic energy from 350 to 
2500 nm with a 1 nm interval. Reflectance measurement were recorded on cloudless days between 
± 2 h of solar noon and calibrated every 20 minutes during data collection by normalizing to a 
white reference panel (Specralon®, Labsphere Inc., North Dutton, NH). Canopy reflectance was 
collected by positioning the fiber optic cable 1.0 m above the canopy in the nadir position. Two 
scans were collected directly over each row and reflectance values averaged. Vegetative indices 
(VI) were calculated from the average reflectance values for each plot (Supplementary Table S2).  
2.3.3. Data Processing and Analysis 
In total, we recorded 2250 instances of data from all locations and experiments 
(combination of genotype, treatments of RS and SD, replications, environments, response and 
predictor traits). The dataset was composed of 22 morphological and physiological traits for each 
of the three growth stages. We utilize trait abbreviation followed by the growth stage at which data 
collection was made (e.g., LAI_S1 represent Leaf area index (LAI), and S1 represents the growth 
stage). For VI, we used “VI” followed by the stage and the abbreviation of the VI index (e.g., 
VI_S1_NDVI).  
To determine the effect of management treatments (RS and SD) on SY and simultaneously 
conduct outlier analysis on all trait observations, the following mixed model was fit to the RCB 
design: 
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𝑦𝑖𝑗𝑘𝑙 =  𝜇 +  𝑙𝑖 + 𝑔𝑗 +  𝑔𝑙𝑖𝑗 + 𝑡𝑘 +  𝑔𝑡𝑗𝑘 +  𝑟𝑙(𝑖) + ∈𝑖𝑗𝑘𝑙 
 Where 𝑦𝑖𝑗𝑘𝑙 is the phenotypic observation for the trait of interest, 𝜇 is the overall mean,  𝑙𝑖 
is the fixed effect of location (environment) i, 𝑔𝑗 is the fixed genotype effect of entry j, 𝑔𝑙𝑖𝑗 is the 
interaction effect between genotype i and location j, 𝑡𝑘 is the fixed effect of the management 
treatment (RS and SD) k, 𝑔𝑡𝑗𝑘 is the interaction effect of genotype i and management treatment k, 
𝑟𝑘(𝑖) is the random effect of the l replication nested within location distributed as iid 
𝑟𝑙(𝑖) ~ 𝑁(0, 𝜎𝑙
2), and ∈𝑖𝑗𝑘𝑙 is the residual error variance distributed as iid. To identify 
inconsistencies in the data, outliers were removed by calculating studentized residuals for each 
observation of each trait and outliers excluded from the analysis with values ± 3 35. Variance 
components were calculated for each management system from the mixed linear model by 
substituting the fixed effect terms for random effects and removing the management term and its 
interaction from the mixed linear model. Broad sense heritability (H2) for SY was computed as the 
ratio of genetic variance to phenotypic variance on an entry-mean basis according to36 : 
𝐻2 =  
𝜎𝑔
2
𝜎𝑔2 +  
𝜎𝑔𝑙
2
𝑟 +   
𝜎∈
2
𝑟𝑙
 
where 𝜎𝑔
2 is the genotypic variance, 𝜎𝑔𝑙
2  is the variance of the genotype by environment 
interaction, and 𝜎∈
2 is the residual error variance. The number of replications and environments are 
represented by r and l, respectively. The lme4 package in R v3.3.3 37 was used to fit linear models, 
conduct outlier analysis, and to compute variance components.  
We attempted to assemble a complete dataset with phenotypic observations from all 
location, growth stages, and traits but weather and logistical constraints prohibited such a complete 
dataset. The missForest  package38 in R was used for imputation of missing predictor traits. The 
missForest package allowed imputation of categorical and continuous multivariate data by using 
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an iterative RF imputation scheme. The missforest package is considered a suitable method for 
such scenarios, i.e., missing or incomplete dataset38–40.  
Genotype best linear unbiased predictors (BLUPs) were calculated for all predictor and 
response variables by fitting the following mixed model to the RCB design for each management 
system-genotype combination at each location: 
𝑦𝑖𝑗 =  𝜇 +  𝑟𝑖 +  𝑔𝑗 + ∈𝑖𝑗   
where 𝑦𝑖𝑗 is the observed phenotype,  𝜇 is the overall mean, 𝑟𝑖 is the random effect for the 
𝑖 replication distributed as iid 𝑟𝑖 ~ 𝑁(0, 𝜎𝑖
2), 𝑔𝑗 is the random effect for genotype 𝑗 distributed as 
iid 𝑔𝑗 ~ 𝑁(0, 𝜎𝑗
2), and ∈𝑖𝑗𝑘𝑙 is the residual error variance distributed as iid. These data were then 
used for model training and prediction. 
2.3.3.1. Phenomic Predictor Importance 
Using physio-morphological traits (predictors), we trained a RF model using data fused 
from both experiments (combined data from IA-SD and IA-RS) and then subsequently learned 
models for each of the individual treatment levels in both studies. During model training we 
computed feature attribution for predictor traits using the ‘varImp’ function to investigate predictor 
variables relationship with SY enabling the identification of spatio-temporal physiological and 
canopy trait dependencies on SY. Importance parameters were computed for all ten iterations and 
mean reported for each predictor trait. 
2.3.3.2. Recursive Feature Elimination 
To decrease model complexity and validate feature importance analysis, we performed a 
recursive feature elimination (RFE) selection. RFE is a backward elimination procedure for all 
management treatment levels. It combined datasets and subsequently identified predictor variables 
selected in five or more of the ten training-testing iterations. Conversely, while the optimal model 
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is most desirable, we also investigated minimizing the number of predictors in the final model to 
minimize the cost and time associated with data collection. Hence, we utilized the ‘sizeTolerance’ 
function in the caret package that identifies an acceptable model with fewer predictors by allowing 
higher error while falling within a user defined threshold range of the optimal model. We utilized 
out-of-box (OOB) RMSE and a 5% tolerance threshold to identify models with acceptable 
performance but with fewer predictors. Once a subset of predictors was identified, we re-trained 
the models and measured predictive ability and contrasted that with the model that included all 
predictors in the respective management systems. In addition to the evaluation of predictive ability 
by comparing predicted to actual values we chose a hypothetical 20% selection intensity, which 
bears similarity to a practical breeding programs’ early generation testing and selection to 
determine breeding selection accuracy (defined as proportion of correct decisions divided by the 
total number of decision). Models selected with only the most important traits were used to make 
predictions on the test dataset and performance assessed using a select subset of metrics that are 
applicable to plant breeding operations: balanced accuracy (BACC), precision (PRE), sensitivity 
(SEN), and specificity (SPE) according to the confusion matrix which classifies selection decisions 
as true positive (TP), true negative (TN), false positive (FP), and false negative (FN) 
(Supplementary Figure S1). With these performance parameters we can measure the performance 
of a model for use in early generation plant breeding selections. 
2.3.3.3. Genotype Agro-management Fit and Phenomic-Enabled Prediction 
To identify genotypes with specific agro-management adaptations, we computed genotypic 
SY BLUP deviation (𝐷𝑔) between 38 cm and 76 cm row-spacing for IA-SD study and medium 
and low seeding density for IA-SD. We then determined genotype specific agro-management 
system adaptation (“fit”) by computing the mean genotypic deviation (𝜇𝑔) of each study and using 
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the criteria outlined in Table 1 to assign genotypes to classes according to each genotypes response 
in contrasting management systems, facilitating informative comparisons. Using genotypes fit as 
a response, we fit a RF classifier for both studies using the subset of predictor traits from both 
management systems and computed model predictive ability. To deal with class imbalance we 
utilized the ‘up-sampling’ function and model performance metrics were generated for each class 
in both scenarios and results averaged over the ten iterations.    
Table 2.1 Genotype management adaptation criteria for assignment of adaptation class. 
 
2.3.3.4 Breeding Program Design to Maximize Prescriptive Breeding Efforts 
To evaluate the effect of the agro-management system utilized in the breeding process on 
predicting genotype management fit, we trained RF classifiers using data from each treatment 
levels to predict genotype management fit. We then compared model classification performance 
metrics between management systems in their respective studies to determine management 
systems that maximize the identification genotype management fit.    
 
2.4. Results 
2.4.1. Genotype Performance 
The SY performance of the 32 SoyNAM genotypes in this study was measured in 
contrasting agro-management systems in two independent studies (IA-RS and IA-SD). A 
significant effect of both genotype and agro-management treatments was detected in both studies 
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(Supplementary Table 3). We observed higher mean SY in IA-RS when compared to IA-SD and 
contrastingly higher SY variation in IA-SD (Supplementary Table 4). Heritability (H2) estimates 
for SY on an entry mean basis ranged from 0.78-0.96 with lower values in IA-SD study 
(Supplementary Table 4). In the IA-RS experiment, narrow rows increased SY on average by 
56.8 kg ha-1 but no clear pattern was observed among genotypes in varying row spacing. When 
comparing genotype SY performance in row spacing treatments, 69% had superior SY response 
in 38cm, while 31% had higher SY in 76cm row spacing. Genotypes with narrow row preference 
produced on average 125 kg ha-1 higher SY when compared to their performance in wide rows, 
while cultivars with preference to wide rows yielded 94 kg ha-1 on average higher SY than when 
grown in 38cm row spacing. We observed a wide range in SY of genotypes with favorable 
response to narrow row ranging from 1 - 236 kg ha-1 while PI 518751 exhibited the largest 
response. The range in SY response to 76cm versus 38cm row spacing ranged from 32-154 kg 
ha-1 with LG94-1128 exhibiting the largest response. In IA-SD, a curvilinear response between 
SY and planting density was observed with maximum yields achieved in high seeding density 
while not significantly different from med density treatment (Supplementary Table 3). Sixteen 
(50%) genotypes achieved maximum SY when grown in med seeding density while all but two 
(LG05-4832 and Prohio) yielded highest when grown at the highest seeding density. When 
comparing genotype performance when grown in low to med seeding density SY decreased on 
average 10% but some genotypes were more negatively impacted (e.g., NE3001: 29% reduction) 
while other genotypes (e.g., 5M20-2-5-2: 4.4% reduction) had compensatory SY ability. 
2.4.2. Variable Importance in Predicting SY in Varying Agro-management Systems 
The major predictor variables to predict SY were identified in the combined (IA-RS, IA-
SD) analyses, and included: SPAD_S3, VI_S3_VREI2, VI_S2_VREI2, VI_S3_NDVI, and 
SPAD_S2 as the top five most important variables (Figure 1-left). Outside of the top five but 
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consistent with the above traits, SPAD_S1 and VI_S1_VREI2 were identified to be in the top 15 
most important. Interestingly, VI_RARSb was identified in the top 15 predictors at all three growth 
stages. In summary, ten VI, three SPAD, one CT, and one iPAR were among the top 15 predictor 
variables. Among these, 8/15 were from S3, 4/15 from S2, and 3/15 from S1 were included.  
 
Figure 2.1 Predictor importance (left) and model performance of a RF model trained using data from both studies 
and from all treatments for SY prediction (right). 
Using the RF model constructed with all predictor variables, an average predictive ability 
of 70% was observed for SY prediction across all test sets (Figure 1-right). Along with training a 
RF model with the combined dataset, we parameterized models for each agro-management 
treatment level in each of the two treatment experiments, IA-RS and IA-SD. Mean predictive 
ability for all treatments was 66% while IA-RS ranged from 50-53% and for IA-SD ranged from 
69-82% (Table 2).  
Table 2.2  Model performance of RF models trained using observations from each agro-management treatment. 
 
  OOB Training  Testing 
Experiment Treatment RMSE R
2
  RMSE R
2 
IA-RS 38 328.2 0.57  222.6 0.53 
 76 334.8 0.50  204.9 0.50 
IA-SD Low 232.7 0.83  185.3 0.82 
 Med 303.9 0.71  241.1 0.69 
 High 299.7 0.71  209.4 0.74 
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The Figure 2 provides a visual map of the RF model based variable importance for all 
measured traits, including the 15 most important variables shown in Figure 1. Based on the 
importance map, which reflects the most important predictor variable in dark blue, best prediction 
is possible at the S3 stage; however, several variables are important at all stages including 
VI_VREI2, VI_RARSb, iPAR, and SPAD.  
Figure 2.2 Heatmap of predictor feature importance computed for each agro-management treatment level. Darker 
blue colors indicate higher importance for SY prediction. 
No clear trend was observed among predictor variables differing between the two row 
spacing treatments. Using feature importance estimates and a deviation of importance at 25, 
VI_RARSa_S1 and LAI_S2 were different between the 38cm and 76cm row spacings. However, 
a trend was observed among SPAD_S1 and S2, VI_PRI_S2 while not higher than our deviation of 
importance criteria but had a notable difference between the two row spacing’s. In the IA-SD 
experiments, SPAD_S3 was the best predictor for high and medium densities while iPAR_S1 was 
most important for low density. The iPAR_S1, VI_VREI2_S1, and SPAD_S3 at low density was 
different from both high and medium density for the respective predictors, and VI_RARSb_S1 
and VI_VREI2_S3 at high density was different between the high and medium densities. 
VI_RDVI_S2 was different between low and medium densities.  
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2.4.3. Recursive Feature Elimination (RFE) Model Performance 
Further validation and data dimensionality reduction was provided through RFE. From the 
full list of all predictor variables (22 physiological and canopy traits per growth stage), ML enabled 
analyses identified 15 most informative traits for SY prediction with only a slight loss in predictive 
ability or increase in error (Figure 3; Table S5). RFE results confirmed the earliest observations of 
the most important variables (Table S6). After the initial RFE analysis, an average of 23 predictors 
was selected and for further reduction in model complexity we selected models with a threshold 
of 5% greater RMSE reducing the average number of predictors per management system to six. 
The number of features included in these reduced models ranged from eight to three predictors, 
reducing the dimension of the dataset even further resulting in a near ten-fold reduction in the total 
number of predictors per model. To evaluate performance of the RF models using only a small 
subset of the predictors, we projected predictions onto the test data set which was excluded during 
model training for model validation and compared the difference between predictive ability of 
models with a subset to the congruent model trained using all features. Higher predictive ability 
was observed for each of the three IA-SD treatments compared to the two IA-RS treatments 
(Figure 3). We observed higher RMSE for all models trained with fewer predictors and only a 
slight reduction in predictive ability (0.07 for combined data, 0.09 for 38cm, 0.10 for 76cm, 0.02 
for low seeding density, 0.05 for medium seeding density, and 0.07 for high seeding density). 
Subsequently, we gauged model performance to rank genotype SY performance using RF models 
following the RFE process.  
We observed moderate to high BACC and SEN values ranging from 0.72 - 0.88 and 0.55 
- 0.81 respectively. Higher SEN values were observed in IA-SD with average value of 0.73 
compared to 0.55 in IA-RS. High estimates for SPE were observed ranging from 0.91-0.95. 
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2.4.4. Genotype Agro-management Fit and Phenomic-Enabled Prediction 
We observed a mean deviation of 59 ±115 kg ha-1 and 332 ±178 kg ha-1 for IA-RS and IA-
SD, respectively (Figure S2). Five genotypes were identified with adaptation to narrow row 
spacing with a mean deviation of 218 kg ha-1 and eight genotypes with adaptation to wide row 
spacing with a mean deviation of -98 kg ha-1. Six genotypes were classified as adapted to low 
seeding density and five adapted to medium seeding density with mean deviation of 70 kg ha-1 and 
600 kg ha-1 respectively. No pattern in agro-management fit of genotypes across the two studies 
was observed.  
Across both experiments, we noticed a consistent trend among classification metrics where 
SPE and BACC was highest while other metrics trended lower (Figure S3). The RF classifier in 
IA-RS had high SPE ranging from 0.75-0.85 in the wide and narrow row spacing adaptation classes 
while a moderate value (0.47) for unresponsive adaptation class. Conversely SEN and PRE 
demonstrated an opposite pattern to that of SPE for the narrow and wide row spacing classes while 
predictive ability of the unresponsive cohort remained consistent at moderate levels. For IA-SD 
we observed a similar trend in predictive ability of the RF model for performance metrics with 
high SPE ranging from 0.89-0.91 for low and medium seeding density adaptation classes and a 
moderate value (0.21) for the unresponsive class. Excluding the unresponsive cohort from both 
Figure 2.3 RF model performance after the RFE process to remove uninformative predictors and to minimize 
data collection efforts. Model performance was accessed on a independent testing set not used during model 
training. 
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studies, we observed a similar trend among predictive ability in IA-RS and IA-SD for SEN. BACC 
remained consist across the three adaptation classes in both studies with average values of 0.52 
and 0.51 for IA-RS and IA-SD, respectively. 
2.4.5. Breeding Program Design to Optimize Prescriptive Breeding Efforts 
We propose the following methodology to leverage important phenomic predictors of 
contrasting treatment levels to predict genotype adaptation fit classes to explore the capability of 
deploying prescriptive breeding techniques for data driven product placement from one breeding 
pipeline. 
Across all management treatment levels, predictive ability followed a similar trend among 
performance metrics when training data was used from all treatments compared to when it was 
limited to just one (Figure S3). Similarly, for most metrics model performance seemed to vary 
only slightly dependent on the management treatment level the model was trained with. For 
example, we observed high SPE of 0.90 and 0.69 for narrow and wide row spacing adaptation, 
respectively, when training data was derived from plots with narrow rows; while high SPE of 0.83 
and 0.73 was observed when training data was sourced from wide rows. This same pattern was 
observed in performance metrics in IA-SD when comparing the source of the training data.  
While most parameters remained stable regardless of the source of training data, for wide 
row spacing fit cohort in IA-RS, SPE of 0.75 was observed when all data was included in training 
and 0.22 and 0.28 for narrow and wide row spacing, respectively. Dissimilar to this finding in 
unadapted cohort, SPE was greatest when training data was included from individual treatment 
with the largest value of 0.73 from wide row spacing. Furthermore, we observed a similar trend 
for SEN of 0.65 when all data was included in model training and 0.06 and 0.11 for narrow and 
wide row spacing, respectively.  
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In IA-SD we observed consistent performance among classification metrics with only 
slight variation when training data was sourced from contrasting agro-management systems. These 
results suggest that breeding programs can leverage one pipeline to optimize cultivar fit to several 
producer agro-management systems thereby decreasing operational costs incurred by such 
programs. 
 
 
2.5. Discussion 
2.5.1. Genotype Performance 
The lack of information on deploying physio-morphological traits for predicting yield on 
a continual time series basis precludes physio-genetic approaches to improve breeding 
efficiency; however, with the recent advances in higher throughput phenomics enabling 
technologies and associated data analytics presents exciting opportunities for plant breeders and 
scientists to further prescriptive cultivar development. To achieve the overarching goal of 
developing tools for prescriptive cultivar development using phenomic assisted breeding 
techniques, we conducted a large scale agronomic-physiological-genetic trial. We observed 
improved SY performance in narrow rows compared to wider rows 10,43,44, and a lack of SY gain 
in extremely higher planting densities 6,16. Interestingly, our results suggest these genotypes may 
have potential preferences to agro-management systems (e.g., higher yield in 38cm compared to 
76cm row spacing), which is an exciting finding for production agriculture and presents 
opportunities for prescriptive breeding. Using modern analytical techniques to identify phenomic 
predictors of SY, we leveraged this knowledge to deploy predictive models for both SY and 
agro-management fit prediction. More work is needed to characterize the extent of phenotypic 
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plasticity in SY response to contrasting agro-management systems and necessitates future studies 
to unravel the genetic and physio-morphological underpinnings of these responses. 
2.5.2. Variable Importance in Predicting SY in Varying Agro-management Systems 
Due to the large suite of predictor traits, we were able to concurrently assess the importance 
of each variable in SY prediction across differing management practices on a time series scale. 
This was motivated with existing knowledge that genotypes utilize varying physio-morphological 
traits to achieve the final yield 19,45,46, empowering breeders to manipulate these traits to increase 
SY 47. Such studies need the usage of ML algorithms that are more suited to complex biological 
problems due to a lack of statistical assumptions on trait dependencies and relationships. To 
identify important predictor traits that are driving the SY response, a ML algorithm specifically 
RF was used to overcome one of the inherent lacunae of most ML tools, i.e., the lack of 
interpretability. The additional motivation for using ML algorithms was to explore the 
relationships between predictors and response variables to reveal important biological 
relationships among response and predictor variables, i.e., determine the effect of a predictor 
(physio-morphological traits) on the response variable (SY) while marginalizing all other 
informative predictors referred to as partial dependence plots 48. With high dimensional data cubes 
that can be assembled with modern sensing technology, breeders are able to identify the best 
predictor variables and determine the biological relationship across numerous agro-management 
treatments.  
Later growth stage time points were more predictive of SY irrespective of row spacing or 
planting density treatments and are consistent with those made in soybean 33,34 as well as those 
made in other crop species 49,50. Generally, later growth stages may be more influential in 
determining final SY 51 but little is known on variable importance for prescriptive cultivar 
development. Across different row spacing and planting density treatments, the foremost 
26 
 
predictors of SY were identified at S2 and S3 growth stages and relate to chlorophyll concentration 
(for example, SPAD, VI_VREI2) and the water status of the canopy (for example, CT), which are 
important contributors to the US historical genetic gain of soybean 7,19,52. Increased chlorophyll 
has been linked to greater photosynthetic capacity in modern cultivars 53, and the negative 
association between CT reduction and SY increase has been established 19,54,55. For VI_VREI2, 
regardless of the agro-management treatment and growth stage, an inverse relationship between 
SY and VI_VREI2 was observed and supports similar studies in non-soybean crops on the negative 
relationship between VI_VREI2 values and chlorophyll content 56. 
Interestingly, LAI was an important predictor trait for both 38cm at the S2 growth stage 
and high seeding density at the S1 growth stage which seems to support earlier studies on the 
importance of optimal LAI values when management systems are utilized for rapid canopy closure 
57,58. This result illustrate the interaction between increased early season canopy size and SY and 
demonstrate the importance of maximizing early season light interception while minimizing plant 
size during the reproductive growth stages to channel more available energy towards seed 
production 57. The importance of multiple indices (VI_NMDI, VI_RARSa, and VI_RARSb are 
used for approximating water content, chlorophyll a, and chlorophyll b, respectively) predicting 
SY indicate the complexity of SY and its prediction.  
In addition to the main predictors, the next steps were to develop the best SY prediction 
using the suite of traits. The prediction-models and visualization approaches revealed that a 
cocktail of phenomic predictors are needed to achieve SY prediction which may be reflective of 
the underlying complexity of physio-morphological traits responsible (Figure 2). Furthermore, the 
predictor variables identified with contrasting levels of importance conditional on the agro-
management system indicate that genotypes are deploying different physio-morphological 
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mechanisms to achieve final SY. This finding suggests that breeders should identify and leverage 
predictor variables with contrasting importance to deliver cultivars with an optimized yield 
package in prescriptive breeding efforts. In general, we observed a wide distribution in importance 
of physiological traits with very few (VI_VREI2, VI_RARSa, and SPAD) having consistent high 
importance regardless of management and growth stage. These observations emphasize the need 
for cost effective and user-friendly sensors and platforms with enough resolution and throughput 
during the crop season. These results are useful as any phenomics enabled selection strategy 
depends on time and cost constraints. Since we report results from three growth stages, it is unclear 
(but likely) that additional of more data collection dates will provide further insights on the 
predictor variables.  
2.5.3. Recursive Feature Elimination (RFE) Model Performance 
RFE was an effective analytic tool to identify an informative subset of predictors that 
optimizes prediction power, and reported the most important variables across and within each 
agro-management treatment to facilitate iterative approaches to work with a smaller set of trait 
collection 28,29,59. 
These general and treatment specific trends between predictor and response variables 
provide directional modification strategies for use in plant breeding techniques to improve SY 
using multi-trait phenotypic selection 60 or multi-trait genomic selection 61 schemes.  
As we expected, RFE confirmed the variable importance analysis by selecting the 
predictors with highest importance in each agro-management system. The resulting models were 
established with dissimilar predictor variables and temporal growth stages from which to collect 
the data further strengthening the argument in support of genotypes deploying complex mechanism 
to achieve SY. While yield prediction may be important for producers to access productivity, 
breeders are faced with a binary task (select for or against) when making advancement decisions 
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and often have little data during early generation testing 62. Therefore, phenomic data, standalone 
or in conjunction with genomic data, have the ability to contribute information on important 
physio-morphological traits to enable better selection decisions 61.  
To determine the applicability of phenomics enabled selection, we selected classification 
performance metrics applicable to breeding program efficiencies to access model performance. 
The applicability of phenomics enabled selection was noted with moderate to high BACC levels 
indicating that prediction models, with only phenomic information, correctly ranked plot level SY 
when comparing to observed values. Additionally, models had high SPE indicating that candidate 
cultivars with low yield can effectively be selected against providing increased confidence to the 
breeder. RF models had moderate SEN indicating that high yielding cultivars can correctly be 
identified. Importantly, this approach would equip breeders with the ability to make in-season 
yield prediction of candidate genotypes and subsequently more phenotyping resources can be 
optimally directed to complement remote sensing techniques, as well as provide selection 
guidelines in case of a non-normal or catastrophic natural event damaging selection site(s).  
2.5.4. Genotype Agro-management Fit and Phenomic-Enabled Prediction  
Elucidation of genotypes with synergistic adaptation to unique agro-management systems 
will permit breeders to deliver customized cultivars to bolster on-farm profitability by harnessing 
the synergistic G x M effect. However, this has eluded breeders as they are often limited by the 
scale of their testing footprint to test and make cultivar-management recommendations. With 
modern phenomic and big-data analytic capabilities, breeders are now equipped with the tools to 
unravel key phenomic and genomic predictors driving the measured response in contrasting 
management systems.  
To demonstrate a potential framework of prescriptive breeding, we first identified cohorts 
of genotypes with differential response to row spacing and seeding density treatments. 
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Surprisingly, we observed a consistent trend in both studies where genotypes varied in their SY 
response to contrasting treatment levels. While more work is needed to corroborate these findings, 
this suggests the need for prescriptive breeding strategies to exploit genotype-management 
synergies 63. Thus, we have devised the following strategy to leverage high dimension phenomic 
data for prescriptive breeding. 
We did not observe a pattern among genetic background and management adaptation 
demonstrating that modern cultivars have not been optimized to certain management systems. This 
finding of differential SY performance dependent upon the agro-management system is consistent 
with other crop species 64,65 suggesting a need for prescriptive breeding solutions. According to a 
USDA survey, soybean producers use three row spacing’s treatments for more than 90% of planted 
acreage in the US making such prescriptive breeding methodologies important to breeding 
programs to produce more competitive cultivars for different management systems.   
Model performance parameters indicated high SPE and BACC indicating that ML tools 
such as RF can be deployed with high confidence to correctly discard, an important step in plant 
breeding during early generation testing 66.While improving detection power of TP incidences 
warrants additional work these results are evidence of the utility of RF as a prediction tool, 
consistent with other researchers findings 28,28,67.   
2.5.5. Breeding Program Design to Optimize Prescriptive Breeding Efforts  
Phenomic-assisted breeding has the potential to revolutionize breeding program design by 
allowing breeders to understand complex trait relationships while integrating stakeholder agro-
management information to drive breeding objectives 18. However, operating breeding pipelines 
with multiple objectives is expensive and resource intensive necessitating that a singular breeding 
pipeline be utilized to limit operational costs.  
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Overall, we found that ML has the potential to enable genotype management fit 
prediction regardless of the source of training data used. Our work demonstrates how modern 
plant breeding programs can leverage phenomics and modern analytical tools to optimize the 
cultivar development and placement process, which will benefit from additional work in this 
research area. Determining cultivar management fit before entering resource intensive testing 
will allow for more efficient use of resources by only testing candidate cultivars in their targeted 
systems.   
 
2.6. Conclusions 
The detection of (a) universally important traits across row spacing and planting density 
treatments, and (b) traits that were treatment specific important for SY prediction, indicate the 
necessity of phenomics studies (data acquisition and analyses) to determine the complement of 
useful and predictive traits that need to be collected for an application in breeding selections as 
well as for better elucidation of SY mechanisms on a spatio-temporal scale. 
One of the ongoing interests in plant breeding programs is to devise selection strategies 
that maximize information content with manageable resources. These strategies and methods can 
be deployed in the main stages of the breeding program: parental selection, early generation 
advancement and selection, and performance testing.  With the emergence of phenomics tools and 
accompanying advances in statistical learning, primarily with machine learning, the prospects of 
more efficient integration of physiology based selection strategies on varying agro-ecological and 
agro-management systems have become feasible, and is a prime target for enhancing genomic 
prediction methods 61,68. Fortuitously, these approaches provide an ability to do in-season SY 
prediction and cultivar management fit thereby somewhat alleviating the more resource intensive 
phenotypic characterization by machine harvesting of all potential cultivars creating opportunities 
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for breeder to expand the size of the program without increasing costs leading to a higher genetic 
gain and operation efficiency. These strategies are conditional on finding the optimum suite of 
traits that are agnostic to germplasm, infrastructure and breeder biases. A realization of this multi-
disciplinary effort can inform breeders on the genetic potential of their candidate cultivars to enable 
optimal selection and placement in the agro-management systems.  
The knowledge generated from such an approach lends itself to develop prescriptive 
cultivars, that are developed for a specific agronomic production system and environment using 
breeding, genetics/genomics, phenomics, optimized breeding designs and selection strategies to 
combine the prescribed characteristics to meet the producer’s unique conditions. To accomplish 
this aim, high-throughput phenomics (using ground and aerial imaging systems and different 
sensors) linked advanced computational tools such as ML, and genomic tools are required. 
Knowledge of the underlying physiological traits driving SY in contrasting agro-management 
systems is one of the first steps to implement prescriptive cultivar development strategy.  
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2.10. Supplementary Tables and Figures  
Table S- 2.1 Subset of SoyNAM genotypes evaluated across nine environments from 2014 to 2016. Accessions 
were selected according to their diverse ancestry, stress tolerance, and high seed yield. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table S- 2.3 ANOVA table for fixed effects in both experiments (IA-RS and IA-SD). 
 
 
 
 
 
 
 IA-RS  IA-SD 
Source of Variation F value and significance level df  F value and significance level df 
Location (l) 119
** 
4  273
** 
3 
Genotype (g) 7.4
**
 31  23.2
** 
31 
Genotype x Location (gl) 1.8
**
 124  1.8
** 
93 
Management Treatment (t) 8.0
*
 1  36.9
** 
2 
Management x Genotype (gt) 1.1 31  <1 62 
 
Landrace (PI) Diverse High Yield (Elite) 
PI 398881 LG94-1128 4J105-3-4 
PI 404188A LG00-3372 5M20-2-5-2 
PI 427136 LG90-2550 CL0J95-4-6 
PI 437169B LG98-1605 CL0J173-6-8 
PI 507681B LG03-2979 HS6-3976 
PI 518751 LG05-4832 LD01-5907 
PI 561370 LG92-1255 LD02-4485 
PI 574486 LG04-4717 Maverick 
 LG97-7012 NE3001 
 LG05-4464 Prohio 
  Skylla 
  U03-100612 
 
Name Index Equation
a 
Original Source 
Photochemical Reflectance Index PRI (ρ531 – ρ570)/ (ρ531 + ρ570) Peñuelas et al., 1995 
Ratio Analysis of Reflectance Spectra A RARSa (ρ675/ρ700) Chappelle et al., 1992 
Ratio Analysis of Reflectance Spectra B RARSb (ρ675/ (ρ650 x ρ700) Chappelle et al., 1992 
Plant Senescence Reflectance Index PSRI (ρ680 – ρ500)/ ρ750 Merzlyak et al.,1999 
Vogelmann’s Red Edge Index 2 VREI2 (ρ734 – ρ747)/ (ρ715 + ρ726) Vogelmann et al., 1993 
Normalized Difference Vegetation Index NDVI (ρ780 – ρ670)/ (ρ780 + ρ670) Rouse, 1973 
Renormalized Difference Vegetation Index RDVI (ρ800 – ρ670)/ Sqrt (ρ800 – ρ670) Roujean and Breon, 1995 
Normalized Multi-band Drought Index NMDI (ρ860 – (ρ1640 – ρ2130))/ (ρ860 + 
(ρ1640 + ρ2130)) 
Wang and Qu, 2007 
 
Table S- 2.2 Vegetative indices. 
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     Grain Yield (kg ha
-1
) 
Experiment Treatment  N Mean Std. Dev Min Max Repeatability (H
2
) 
IA-RS 38  465 3203.6 595.8 1713.6 4883.5 0.95 
  76  474 3146.8 570.7 1726.2 4927.4 0.96 
IA-SD Low  377 2886.6 800.1 878.8 4645.0 0.78 
 Med  378 3226.9 772.5 1048.3 5235.0 0.78 
 High  378 3215.8 801.9 1010.6 5542.6 0.81 
 
Table S- 2.4 Descriptive statistics of grain yield for agro-management systems. 
 
Combined  IA-RS  IA-SD 
All  38cm  76cm  Low  Med  High 
SPAD_S1  LAI_S2  SPAD_S3  CT_S3  SPAD_S3  CT_S3 
SPAD_S2  SPAD_S1  VI_S1_RARSa  iPAR_S1  VI_S2_PRI  SPAD_S3 
SPAD_S3  VI_S2_RARSa  VI_S2_VREI2  VI_S2_VREI2  VI_S3_PRI  VI_S2_PRI 
VI_S2_VREI2  VI_S3_NMDI  VI_S3_NMDI  VI_S3_NDVI    VI_S2_VREI2 
VI_S3_VREI2  VI_S3_PRI  VI_S3_VREI2  VI_S3_PRI    VI_S3_NDVI 
VI_S3_NDVI  VI_S3_RARSb    VI_S3_PSRI    VI_S3_PRI 
VI_S3_NMDI  VI_S3_VREI2    VI_S3_VREI2    VI_S3_VREI2 
VI_S3_RARSb           
 
Table S- 2.5 Description of physiological traits included in RF using ‘sizeTolerance’ function in caret 
package to identify informative subset of predictor variables. 
   
OOB Train 
Performance  
Test 
Performance  Ranking Performance 
Experiment Treatment # Features
a
 RMSE R
2 
 R
2
 RMSE  BACC SEN SPE 
Combined All 30/8 299/319 0.68/0.63  0.63 244  0.79 0.67 0.92 
            
IA-RS 38cm 25/7 324/346 0.58/0.53  0.44 243  0.77 0.63 0.91 
 76cm 15/5 339/358 0.48/0.44  0.40 247  0.72 0.55 0.95 
            
IA-SD Low 13/7 232/241 0.82/0.80  0.80 205  0.88 0.81 0.95 
 Med 25/3 313/331 0.69/0.64  0.66 253  0.77 0.63 0.91 
 High 32/7 293/307 0.69/0.67  0.60 228  0.84 0.75 0.94 
 
Table S- 2.6 Results of recursive feature elimination RF models trained using only a subset of the predictor 
traits that optimized model performance. Additional models were trained using a reduced subset using the 
‘sizeTolerance’ function to further decrease the number of predictor variables included without increasing OOB 
RMSE more than 5% when compared to model with optimal performance.  
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Figure S- 2.1 Confusion matrix and classification performance metrics to access RF classifier performance. 
Figure S- 2.2 Genotype adaptation classes assessed by computing yield deviation for IA-RS study (left) and 
IA-SD study (right) contrasting treatment levels. 
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Figure S- 2.3 RF classifier performance of predicting genotype management fit conditional on the agro-
management treatment levels 
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3.1. Abstract  
The rate of advancement made in phenomic-assisted breeding methodologies has lagged 
those of genomic-assisted techniques, which is now a critical component of mainstream cultivar 
development pipelines. However, advancements made in phenotyping technologies have 
empowered plant scientists with affordable high dimensional datasets to optimize the operational 
efficiencies of breeding programs. A framework for the development of optimized phenomic-
enabled prediction is presented with applicability to any crop species and breeding objective. 
Phenomic and seed yield data was collected across six environments for a panel of 292 soybean 
accessions with varying genetic improvement. Random Forest, a machine learning (ML) 
algorithm was used to map complex relationships between phenomic traits and seed yield and 
prediction performance assessed using two cross-validation (CV) scenarios consistent with 
breeding challenges. To develop a prescriptive sensor package for future high-throughput 
phenotyping deployment to meet breeding objectives, feature importance in tandem with a 
genetic algorithm (GA) technique allowed selection of a subset of phenotypic traits, specifically 
optimal wavebands. The results illuminated the capability of fusing ML and optimization 
techniques to identify a suite of in-season phenomic traits that will allow breeding programs to 
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decrease the dependence on resource-intensive end-season phenotyping (e.g., seed yield harvest). 
While we illustrate with soybean, this study establishes a template for deploying multi-trait 
phenomic prediction that is easily amendable to any crop species and any breeding objective. 
 
3.2. Introduction 
Soybean [Glycine Max (L.) Merr.] is the most widely produced oilseed crop in the world 
[1] and an important source of protein utilized in animal feed [2] and will continue to be a key 
feedstock for future feed and food security solutions. To ensure soybean production remains in 
parity with consumer demand, breeding programs have improved the genetic potential of soybean 
while producers have optimized their agronomic methods to realize a higher proportion of the 
genetic potential to drive the rate of genetic gain in seed yield (SY) [3]–[7].  
Plant breeding programs are dependent on precisely identifying useful genetic diversity to 
make continual genetic progress for present and future breeding objectives as indicated by the 
genetic gain equation [8]. As new techniques such as genomic selection [9] and rapid breeding 
methodologies [10] continue to be deployed in breeding programs for target traits, risk of depleting 
genetic diversity is enhanced [11]. Moreover, the existing genetic background of elite cultivars can 
be traced back to a few key progenitors underscoring the narrow genetic diversity available in 
modern soybean breeding programs [12], [13]. Breeding programs often rely on separate 
germplasm breeding pipelines to infuse novel genetic diversity into cultivar breeding efforts. 
However, plant breeding programs must optimize resource allocation between germplasm and 
cultivar development to maximize the discovery of valuable genetic diversity without detracting 
from the potential genetic gain in cultivar development. Thus, decreasing the costs associated with 
phenotypic characterization is a primary objective in both germplasm and cultivar development 
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workflows, and has ushered in a deluge of genomics assisted breeding methods while phenomics 
assisted breeding methods remain in relative infancy.  
High throughput phenomics has been proposed as a solution to lessen the throughput 
capacity, mechanical, and resource limitations that exist in plant breeding programs associated 
with phenotyping [14]. Studies have shown high correlation between phenomic traits collected 
using digital sensors and manually collected measurements [15], [16] suggesting phenomic data 
can be acquired on a wide spatio-temporal scale by leveraging the technological advancements 
made in sensor technology with ground and aerial-based phenotyping platforms[17]. Empowered 
with phenomic data that was previously difficult or impossible to collect across an expansive 
spatio-temporal scale, scientists have begun disentangling the genetic architecture of traits through 
genomic studies [15], [18], [19], prediction of target trait performance using genomic [20]–[23], 
and phenomic prediction strategies [16], [22], [24]–[27]. However, increasing soybean seed yield 
and on-farm profitability is the primary objective of soybean breeding programs making seed yield 
an important trait to target in both cultivar and germplasm breeding efforts utilizing phenomics 
tools that can lead to reduced environmental and genotype testing. 
Research has been conducted across several crop species, including soybean, 
demonstrating the use of phenomic tools to measure traits such as; canopy temperature (CT) [23], 
canopy area [24], and canopy spectral reflectance [25]–[28] for seed yield prediction. For a 
phenomic trait to be a useful predictor of seed yield, it must have the following attributes: (a) high 
genetic correlation with seed yield indicating that the shared additive genetic variation is captured 
in the phenomic trait, and (b) must be highly repeatable and heritable [29], [30]. Given the 
complexity of physiological processes responsible for seed yield[4]–[7] it is likely that a myriad 
of phenomic traits are required for accurate seed yield prediction across a wide spatio-temporal 
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scale. Studies including phenomic traits in multivariate genomic selection (GS), designed to 
leverage the shared genetic correlation between traits, have shown increased prediction accuracy 
proposing the added advantage of including phenomic traits in evaluating candidate genotypes 
over using yield alone to measure breeding value [21]–[23]. However, more information is needed 
on deploying high dimensional phenomic information to compare the predictability of phenomic 
traits simultaneously for use in seed yield prediction since breeding programs rely on identifying 
elite cultivars through empirical as well as prediction based approaches [31].  
Given the throughput capacity of high throughput phenotyping platforms to collect 
multiple sensor information simultaneously, plant scientists are often left with a high dimensional 
phenomic data cube [32].The ability to handle large amounts of complex data and to capture 
complex non-linear relationships between phenomic predictors and seed yield make machine 
learning (ML) a viable mathematical tool [16], [33]. Random Forest [34] (RF), an ensemble 
learning ML method, provides the added benefit of using multiple decision trees to model complex 
trait relationships and the ability to concurrently gauge feature importance to enable the user to 
glean insights on how predictions were made. In addition to predicting seed yield, identifying an 
informative subset of predictors is important to reduce data redundancy, minimize sensor cost, and 
reduce the computational demand required for processing and analysis [35]. In addition to 
prediction, optimization routine is needed for efficient phenomics based predictors to minimize 
cost and temporal requirements of data collection. Genetic algorithm (GA), is an optimization 
algorithm that has been used to identify informative hyperspectral wavebands for disease 
classification [16], [33], [35], wheat yield and nitrogen status prediction [36], and corn pollen shed 
detection [37]. GA is designed to mimic natural evolutionary processes to evaluate the 
performance (fitness) of a group (population) of predictors (chromosomes) and using selection 
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theory to “breed” a new generation of individuals each generation using a fitness metric to guide 
the search process so that only the most elite individuals are recombined until some criteria are 
met [38]. The premise of GA imparts it the ability to select a subset of hyperspectral wavebands 
to be concurrently deployed on multi-sensor payload on aerial based platforms for SY prediction, 
identification of useful genetic diversity [18], [39], [40] (for a more in-depth review on this subject 
see [41], [42]), and breeding decisions for population advancement and line selection. While 
significant strides have been made in the use of the visible and near-infrared spectrum, exploring 
the extent of the spectrum which is currently collectable remains an elusive target.  
This work is motivated by the overall need to explore soybean genetic diversity for SY, 
development of phenomic predictors of SY across growth and development stages using multiple 
sensors, and data analytic approaches to glean informative pieces of information from a large 
dataset. Additionally, there is a need to minimize the cost and dedicated resources required for 
germplasm breeding efforts and to increase the operational efficiency. Therefore, the objectives of 
this research were: (1) to explore and assess the importance of phenomic traits for SY prediction 
using a diverse set of 292 soybean accessions, (2) using machine learning and optimization 
methods to develop prediction models enabling in-season SY prediction and identify informative 
subset of hyperspectral wavebands for potential phenomic applications to improve SY, and (3) test 
and validate prediction models for multiple trait based SY selection. Since most of the yield 
prediction studies have relied on vegetation indices and canopy traits (area and temperature), we 
looked at an integrated approach of optimizing the selection of traits and expanding our search 
space to include individual wavebands.   
We propose a framework that is easily transferable to different crops species and breeding 
program that is looking to fuse ML-based analytics and optimization tools with high dimensional 
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phenomics data to develop economical but scalable sensor solutions to be deployed using modern 
phenotyping platforms. These finding present germplasm breeders with an approach to expand 
testing capacity while improving the accuracy of yield estimation, critical to efficiently mining 
genetic diversity and driving genetic gain. 
 
3.3. Materials and methods 
 
3.3.1. Germplasm 
We evaluated 292 diverse soybean accessions from 19 different countries adapted to the 
maturity group (MG) late I to early III (Table S1). Accessions were sourced from the soybean core 
collection of the USDA Soybean Germplasm Collection [43] and parents of the Soybean Nested 
Association Mapping (SoyNAM) panel [44] consisting of 260 and 32 accessions, respectively. 
These accessions were selected to represent the genetic diversity available to the US soybean 
breeders and can be classified into three genetic backgrounds 
(https://www.soybase.org/SoyNAM/); (1) Elite, (2) Diverse, and (3) plant introduction (PI). Elite 
cultivars consisted of public breeding lines developed by breeders across the US, diverse lines 
were developed through crossing elite and PI germplasm, and PI germplasm consisted of 
publically available lines from the USDA germplasm collection. 
3.3.2. Experimental Design 
The data included in this study was collected across six locations over two years (2016 and 
2017 growing seasons) (Table S2), and these location-year combinations are henceforth referred 
as environments. To manage spatial variability, an alpha-lattice design was created uniquely at 
each environment and consisted of two replications with 30 incomplete blocks. Experimental plots 
were established with a GPS enabled Almaco (Nevada, IA, USA) cone planter equipped with four 
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row units (76 cm row spacing) and seeded to a length of 4.6 m with 0.9 m alley between plots. 
Plots were seeded at a rate of 296K seeds ha-1. Once seedling emergence was complete, the number 
of plants from a 1 m section from a random selected portion of the middle two rows was recorded 
for each plot to determine sub-optimal plots for this study. Plots with low seedling emergence 
determined by observations more than two interquartile ranges below the first quartile were 
discarded (14 out of 3504 total plots across the six environments).  
3.3.3. Phenotypic Data Collection and Processing 
In each environment, plots were phenotyped for physio-morphological (phenomic) traits 
at two time points during the growing season when plots reached the following approximate 
growth stages; S1: flowering (R1-R2) and S2: pod set (R3-R4) [45]. The inability and 
impracticality to collect crop growth stage specific data per plot, motivated us to collect across the 
important crop development stages: Flowering and Pod set. We selected these two approximate 
growth stages due to the important phenological stages that impact final seed yield as suggested 
by previous research [4]–[7]. We ensured that stage specific data were collected as per the two 
stages by recording per genotype growth stage at each environment (from the first replication) for 
each set of phenotypic data collected in the study.  
During the 2016 growing season, phenomic traits were collected manually using 
appropriate sensors and equipment. Through a preliminary study (data not presented), it was 
determined that four to six hours per sensor per environment was required to collect data depending 
on walking speed and weather conditions. To optimize data collection by minimizing time required 
for multiple sensor data collection, we constructed a mobile phenotyping platform similar to [22], 
and deployed during the 2017 growing season. All physio-morphological traits were collected 
from the middle two rows and data were collected by pushing/pulling the phenotyping buggy up 
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and down passes while simultaneously collecting data from multiple sensors (Canopy temperature, 
Canopy Area, Canopy spectral reflectance). 
Canopy temperature (CT) was measured at four environments using a FLIR VUE Pro R 
(FLIR, Goleta, CA, USA) infrared camera with a 9 mm lens and 640 x 512-pixel resolution on 
cloudless days when wind speed was <2.24 m s-1. The sensor was suspended 2.0 m above the soil 
surface in the nadir position and 8-bit JPG image recorded. Plot CT values were extracted using a 
custom MATLAB (R2017a) script to remove soil background values and mean thermal 
temperature in degrees Celsius computed for the canopy area remaining after image thresholding. 
CT data was then corrected for changes in ambient temperature by normalizing by pass which has 
been shown to increase repeatability [22]. 
Canopy area (CA) was determined using Canopeo app [46] in MATLAB to estimate 
fractional green canopy area from RGB images. JPG images were acquired using a Canon T5i 
camera (Canon U.S.A. Inc., Huntington, NY, USA) with an 18 to 55 mm lens suspended 2.0 m 
above the soil surface and 20 from nadir. One image was recorded per plot with camera lens zoom 
fully retracted and camera facing plot so that a landscape image was taken to capture a long transect 
of the middle two rows. To ensure consistent image quality, images were collected in automatic 
mode (Program AE) to automatically control both aperture and shutter speeds to maintain 
consistent exposure value.  
Canopy spectral reflectance was measured using a FieldSpec® 4 Hi-Res (ASD Inc., 
Boulder, CO, USA) spectroradiometer which measures 2150 spectral wavebands from 350 to 2500 
nm. Data was collected by positioning the fiber-optic cable 1 m above the canopy in the nadir 
position and two reflectance measurements were recorded from each of the middle two rows on 
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cloudless days ± 2 h of solar noon and calibrated every 20 minutes during data collection by 
normalizing to a white reference panel (Specralon®, Labsphere Inc., North Dutton, NH, USA).   
We processed the data as follows:  
Data Processing Step 1 - calculated average reflectance for each plot by averaging the two 
observations,  
Data Processing Step 2 - computed repeatability for individual wavebands across all 
locations using the following equation [31]: 
𝐻2 =
𝜎𝑔
2
𝜎𝑔2 +
𝜎𝐺𝑥𝐸
2
𝑟 +
𝜎𝜀2
𝑟𝑒
 (1) 
Where 𝜎𝑔
2 is the genotypic variance, 𝜎𝐺𝑥𝐸
2  is the variance attributed to genotype 
environment interaction, 𝜎𝜀
2 is the residual variance, 𝑟 is the number of replications, and 𝑒 is the 
number of environments.  
Data Processing Step 3 - Wavebands with 𝐻2 < 0.3 were removed.  
Data Processing Step 4 - calculate vegetative indices (VI) previously characterized to be 
associated with different physiological traits (Table S3).  
Data Processing Step 5 - compute the mean reflectance across blocks of 10 nm regions (R) 
across the 1780 waveband to produce 178 averaged wavebands. We chose to average every 10 nm 
to reduce multi-collinearity between adjacent waveband and to identify spectral regions with 
resolution consistent with customizable miniaturized multi-spectral cameras currently publicly 
available for research and breeding applications.   
Seed yield (SY, kg ha-1) was measured from the middle two rows of four row plot by 
machine harvest using Almaco SPC20 combine after plots had reached physiological maturity 
(R8). Seed moisture was measured of harvested plots to adjust plot SY values to 13% moisture. 
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Pre-harvest shattering was scored for each plots on 1 (no shattering) – 5 (more than 50% of plants 
had more than 50% of seed loss) scale and yield observations with pre-harvest shattering score of 
≥4 were removed from further analysis (27 out of 3504 total plots across the six environments). 
3.3.4. Statistical Model 
A mixed linear model was fit to the alpha-lattice design to test model effects and obtain 
genotypic best linear unbiased predictions (BLUPs) of studied traits using the R package lme4. A 
mixed linear model was fit with the form:  
𝑦 =  𝜇 + 𝐸𝑖 + 𝑅𝑗 + 𝐵𝑘(𝑗) + 𝐺𝑙 + 𝐸 ×  𝐺𝑖𝑙 + 𝜀𝑖𝑗𝑘𝑙 (2) 
where 𝑦 is a vector of observed phenotypes, 𝐸𝑖 is the effect of the 𝑖th environment, 𝑅𝑗 is 
the effect of the 𝑗th replicate, 𝐵𝑘(𝑗) is the effect of the 𝑘th incomplete block nested within the 𝑗th 
replicate, 𝐺𝑙 is the effect of the 𝑙th genotype, 𝐸 ×  𝐺𝑖𝑙 is the effect of G x E, and 𝜀𝑖𝑗𝑘𝑙 is the residual 
error and is assumed to be normally and independently distributed, with mean zero and variance 
𝜎2. Assumptions of ANOVA were tested using Shapiro Wilk test and Bartlett’s test using base 
functions in R.  Residuals were normally distributed with homogenous variance. 
Analysis of variance (ANOVA) for seed yield was conducted to evaluate the effect of 
genotype, term as fixed and all remaining terms as random using a mixed linear model with the 
same for as equation 2. Additionally, a two-way ANOVA Dunnett’s test was used to compare PI 
and diverse accessions with elite genotypes as the control and adjusted P-values computed for 
comparison between each genotype and the control (elite genotypes). Accessions with statistically 
similar seed yield was defined as P > 0.05.   
To deal with missing data at some locations and unbalanced sample size of phenomic 
information among accessions due to weather or logistical constraints during phenotyping (Table 
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S4), genotype BLUPs were computed using two methods (also see Cross Validation Section 
below):  
Method 1- from four out of six environments, by-environment BLUPs were computed as 
they had complete datasets, and  
Method 2 - across-environment BLUPs were computed for all six environments.  
These pre-processing steps of BLUP computation was motivated with the intention to 
compare phenomic prediction model accuracy when a complete training set is assembled across 
all environments versus a scenario where environments have sparse phenomic information. Both 
these scenarios are endemic to germplasm and cultivar development programs conducting multiple 
location testing. Method 1 BLUPs were computed by removing all terms associated with 
environment, while Method 2 BLUPs were computed using equation 2 with all terms considered 
random.  
3.3.5. Genetic Correlation and SNP-Based Heritability  
Genetic correlations (𝑟𝑔) between seed yield and phenomic traits were computed using 
multivariate mixed models [20]. SNP-based heritability (ℎ𝑆𝑁𝑃
2 ) [47] was calculated using a mixed 
linear model with the form: 
𝑦 = 𝚾𝛽 + 𝒁𝑢 + ℰ (3) 
Where 𝑦 is a vector of BLUP phenotypic values computed from method 2 for the trait of 
interest, 𝚾 and 𝒁 are incidence matrices for fixed and random terms, respectively, 𝛽 is a vector of 
fixed effect consisting of the intercept, 𝑢 is a vector of random effects corresponding to genotypes 
[𝑔~(0, 𝑨𝜎𝑢
2)] where A is the additive genomic relationship matrix[48]. Unlike conventional 
estimates of heritability, A is used to calculate marker-based genetic variance (𝜎𝑔
2) associated with 
genotypes and ℎ𝑆𝑁𝑃
2  computed using: 
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ℎ𝑆𝑁𝑃
2 =  
𝜎𝑔
2
(𝜎𝑔2 +  𝜎𝑒2)
 (4) 
where 𝜎𝑒
2 is the residual variance (for a more in-depth review see [20], [48], [49]). The R 
package sommer[50] was used to compute genetic correlation and  ℎ𝑆𝑁𝑃
2  using the built-in pin 
function and standard error estimates were computed simultaneously.  
3.3.6. Phenomic Prediction Pipeline 
In this study, we developed an analytical pipeline using RF algorithm for prediction of SY 
(response variable) using phenomic traits (predictor variables). Predictive ability of phenomic 
traits for SY prediction was determined by partitioning predictor traits into three cohorts: (1) 
canopy (CA and CT), (2) VI, and (3) wavebands. Models were trained using: (a) canopy alone, (b) 
VI alone, (c) canopy and VI together, and (4) wavebands alone (see Data Processing Step 5 above). 
Essentially, sensor combinations that can be easily deployed onto payloads was the key driver in 
exploring prediction performance for these combinations of sensors. The caret package [51] 
implemented in R was used for model training and hyper-parameters tuned using the tunelength 
function. To gauge model performance during training, repeated (n=5) 10-fold cross validation 
was used and the coefficient of determination (R2) and root mean square error (RMSE) for out-of-
bag (OOB) samples are reported. Predictions were then projected onto an independent dataset (see 
Cross Validation section below) not included in model training and consisting of only phenomic 
traits. Variable importance was computed using the varImp function and mean importance are 
reported. 
3.3.7. Cross Validation (CV) 
To evaluate model performance, we used two cross-validation (CV) scenarios to emulate 
phenomic prediction in plant breeding programs (Figure 1):  
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CV1 – from all environments, 80% of accessions (n=234) were included in model training 
set and 20% (n=58) were kept in the testing set,  
CV2 – this was used for per environment prediction cross validation and the four 
environments with complete datasets were included. For each of these four environments, 80% of 
accessions from the other three environments were used for model training, while 20% of 
accession for that environment was used for testing, i.e., for Environment#2, model training was 
done on 80% of random accessions from Environments# 1, 3 and 4, and testing was done on 20% 
of remaining accession from environment#2. The training and testing procedures for each CV 
method were repeated 10 times.  
Two pre-processing methods were used to parameterize RF prediction models (See 
Statistical Model section), and we then tested two CV scenarios to emulate prediction challenges 
faced by breeders in field trials with unbalanced data. From a practical application viewpoint, the 
CV1 strategy is a scenario where phenomic data is collected on all genotypes while yield is 
collected on a subset of lines and breeders may wish to estimate the rank performance of untested 
genotypes not phenotyped for yield but with available physiological trait data. The CV2 strategy 
is deployable where breeders are interested in predicting rank performance of un-tested accessions 
(no seed yield data) and un-tested environments (unseen environment) with no seed yield but with 
phenomic traits. The CV2 strategy is an improvement to leave-one-environment-out [52] situation 
as we excluded test genotypes from model training. 
Model prediction accuracy is reported using Spearman rank correlation coefficient between 
observed values and predicted values of the test set computed by recording the mean values across 
all 10 training-testing iterations and all folds of CV. Cross-validation schemes were developed in 
R using in-house script.  
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3.3.8. Predictor Optimization 
To identify spectral reflectance wavebands and validate previous findings, we used a 
genetic algorithm (GA) optimization approach with RF-based predictor as the underlying function 
evaluator to identify a subset of wavebands capable of being deployed using a multispectral 
camera. The objective was to identify four wavebands common across the two growth stages (S1 
and S2) that maximized seed yield rank correlation while deploying one multispectral camera, 
therefore our search space spanned the set of 356 wavebands (178 wavebands per growth stage) 
with ultimately picking the four most optimal wavebands. Details of the GA process are outlined 
in Table S5. As GA is a computationally intensive process and prior results showed higher 
prediction accuracy using method 1 BLUPs, we limited future analyses to this subset and therefore 
only Method 1 results are presented. Using the same training and testing data in the aforementioned 
Figure 3.1 Cross-validation scenarios (CV1 and CV2) and pre-processing methods (Methods 1 and 2) used to 
assess phenomic prediction model performance. Method 1 and Method 2 differ in BLUP computation, while 
CV1 and 2 depict two plant breeding scenarios for prediction in multi-environment tests. 
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phenomic prediction section and once terminal conditions were met, a RF model was re-trained 
and prediction performance assessed by predicting seed yield on the complete testing set using the 
four selected wavebands and Spearman-rank correlation were computed. To supplement 
wavebands, we selected the VI with the highest 𝑟𝑔 in the respective CV scenario and canopy 
(temperature and area) traits for each CV scenario. In addition to reporting Spearman rank 
correlation for the test set, we measured breeding success outcome given a hypothetical selection 
intensity of 20% through a confusion matrix: true positive (TP), true negative (TN), false positive 
(FP), and false negative (FN). From these value, classification metrics relevant to plant breeding 
were computed from the confusion matrix output:  
𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑑 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝐵𝐴𝐶) =  
𝑇𝑃
(𝑇𝑃 + 𝐹𝑁)
𝑇𝑁
(𝑇𝑁 + 𝐹𝑃)
 
(
(5) 
𝐹 𝑆𝑐𝑜𝑟𝑒 (𝐹𝑆) =  
2𝑇𝑃
(2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁)
 
(
(6) 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑡𝑦 (𝑆𝑃𝐸) =  
𝑇𝑁
(𝑇𝑁 + 𝐹𝑃)
 
(
(7) 
 
Spearman rank correlation and confusion matrix results are reported from a study of the 
effect of training population size using variable training set size: 80% (234 genotypes), 60% (175 
genotypes), 40% (117 genotypes), and 20% (58 genotypes) for the optimized RF prediction model 
in the two CV procedures. Mean predictive performance was assessed for each training population 
size.  
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3.4. Results 
3.4.1. Seed Yield (SY) Performance 
A significant effect of genotype, environment, and their interaction was observed (Table 
S6). Mean SY of 2113 kg ha-1 was observed across the 292 accessions with elite germplasm (4008 
kg ha-1) having superior SY followed by diverse (3570 kg ha-1) and PI (1968 kg ha-1). The extent 
of seed yield performance was extensive: 566-3537 kg ha-1 within the PI cohort, 2979-3991 kg ha-
1 within diverse accessions, and 3335-4542 kg ha-1 within the elite accessions. Three diverse 
accessions were not significantly different compared to the mean performance of the elite 
accessions. While the most extensive trait variation was observed for PI, there was an overlap in 
performance of the three groups (Figure 2). PI597482 (from South Korea) had the highest SY 
(3537 kg ha-1) within the cohort.  
 
 
 
 
 
3.4.2. Genetic Correlation and SNP-Based Heritability 
The genetic correlation (𝑟𝑔) among SY and independent variables (canopy traits, VI, 
wavebands) in both growth stages had a large range: -0.80 to 0.60 in S1 (flowering) and -0.75 to 
0.59 in S2 (pod set) (Table S7, Figure 3a). Among canopy traits and VI, VREI2 had the strongest 
𝑟𝑔 with seed yield of -0.77 and -0.75 in S1 and S2, respectively. Other VI’s identified with strong 
Figure 3.2 Machine harvested seed yield (kg ha-1) of 292 genotypes grouped as elite (n=13), diverse (n=10) and PI 
(n=269). Tests were grown across two years in six environments across central Iowa. Seed yield was computed from 
combined environment BLUP. 
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𝑟𝑔 were; NWI (S1: -0.58, S2: -0.59), RARSb (S1: 0.59, S2: 0.50), and RARSc (S1: 0.60, S2: 0.43). 
The 𝑟𝑔 of SY canopy traits were: 0.33 (S1) and 0.25 (S2) with CA, and -0.44 (S2) with CT. VI 
NMDI exhibited a strong dependency of growth stage on 𝑟𝑔 resulting in a 180% change from S1 
(0.03) compared to S2 (0.59). The 𝑟𝑔 between canopy spectral reflectance wavebands and SY was 
highly variable (-0.82 to 0.32) across the electromagnetic spectrum but followed a consistent trend 
for both collected growth stages (Figure 3a). Two regions across the electromagnetic spectrum 
were identified with strong 𝑟𝑔 in the visible to near-infrared region (700-850nm) and in the 
shortwave infrared regions (2030-2119nm). Strong 𝑟𝑔 between SY and waveband reflectance was 
observed with 705nm waveband (average wavelength in nm) across both growth stages (S1: -0.67, 
S2: -0.56) while the maximum 𝑟𝑔 was observed for 2065nm (S1: -0.82 , S2: -0.52).  
Consistent with 𝑟𝑔, SNP-based heritability (ℎ𝑆𝑁𝑃
2 ) analysis revealed a wide range from 
0.07-0.77 in S1 and 0.19 to 0.73 in S2 for phenomic traits (Table S7, Figure 3b). SY ℎ𝑆𝑁𝑃
2  was 
0.32.  VI’s had higher ℎ𝑆𝑁𝑃
2  in S2 (0.54) when compared to S1 (0.30). VI NDVI had the highest 
ℎ𝑆𝑁𝑃
2  in S2 (0.51) while VREI2 had the high ℎ𝑆𝑁𝑃
2  across both growth stages (S1: 0.51, S2: 0.65). 
The ℎ𝑆𝑁𝑃
2  for CA was higher in S1 (0.50) compared to S2 (0.38) while CT, measured at S2 was 
0.29. Waveband ℎ𝑆𝑁𝑃
2  ranged from 0.15-0.77 in S1 and 0.19-0.31 in S2 and revealed a similar 
decreasing trend across the spectrum and maximum ℎ𝑆𝑁𝑃
2  (0.77) was observed in S1 in the visible 
region (Figure 3b).  
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3.4.3. Phenomic Enabled Yield Prediction 
Overall, we observed the following trends: (1) phenomic data collected at two growth 
stages during the growing season was  predictive of SY rank at maturity, (2) the use of by-
environment BLUPs had improved prediction accuracy than using across-environment BLUPs for 
predicting seed yield, (3) RF model had improved prediction accuracy when training data was 
included from the same environment in which the test genotypes were evaluated in, and (4) a wide 
range in prediction accuracy was observed among predictor cohorts demonstrating the need for 
identification of the best predictors to optimize sensor deployment. 
Higher rank correlation in CV1 was observed when compared to CV2, and higher rank 
correlation in Method 1 was observed in comparison to Method 2. The four-way classification of 
Method (1 and 2) and CV (1 and 2) showed that there was an increase in rank correlation from 
Canopy (0.35) < Waveband (0.49) < VI (0.67) < Canopy + VI (0.68) (Figure 4). Canopy rank 
Figure 3.3 Analysis of hyperspectral canopy reflectance waveband and relationship with seed yield using 
292 soybean genotypes grown in six environments (replication per environment = 2); (a) Genetic correlation 
(𝑟𝑔) between seed yield and waveband, SNP-based heritability (ℎ𝑆𝑁𝑃
2 ) across waveband, and (c) feature 
importance for predictor variables (i.e., waveband) for SY estimation using the random forest algorithm. 
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correlation increased by 62% with the addition of VI’s (Canopy + VI) and minimal change was 
observed between Canopy + VI and VI (<1% difference).  Method 1 (training set using by-
environment BLUPs) had 18% higher rank correlation than Method 2 (across-environment 
BLUPs). CV1 (unknown accessions) had 22% higher rank correlation when compared to CV2 
(unknown accession in unknown environment). Maximum rank correlation was observed for 
Canopy + VI in Method 1 (0.76) and Method 2 (0.68). Moderate rank correlation (0.49) was 
observed using 178 raw reflectance wavebands per growth stage. When wavebands were 
considered, higher rank correlation was observed in Method 1 compared to Method 2 and CV1 
compared to CV2 (34% higher in each). 
Variable importance analysis revealed CA and VREI2 were most important for models 
trained using canopy and VI’s, respectively (Table S8). Wavebands in the visible to near-infrared 
region were most important overall and were consistent across CV scenarios and pre-processing 
methods (Figure 3c). Wavebands collected at S2 growth stage had higher importance than those 
collected in S1. Waveband 715nm was identified as the most important across all growth stages. 
In Method 1, wavebands in the shortwave-infrared region were also important to model prediction.  
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3.4.4. Phenomic Predictor Optimization and its Application 
The majority of selected wavebands were in the visible region: 405nm, 435nm, 705nm, 
715nm, two in near-infrared region: 795nm, 815nm, and one in the shortwave infrared region: 
2255nm. The most predictive bands for CV 1 were: 435nm, 705nm, 815nm, 2255nm; while for 
CV2 were: 405nm, 705nm, 715nm, 795nm. Based on our results on 𝑟𝑔 and feature importance 
analysis, and the ease of deployment of different sensors VREI2, CA, and CT were chosen along 
with most predictive wavebands for testing their SY prediction performance (Figure 5). Prediction 
performance (Spearman correlation) of CV1 and CV2 were 0.74 and 0.33, respectively. A slight 
increase in rank performance was noticed in CV1 when GA generated bands were used (rank 
correlation increased by 0.03) and a slight decrease observed in CV2 (rank correlation decreased 
Figure 3.4 Spearman rank correlation obtained after random forest model prediction (seed yield = dependent variable) 
performance of predictors trained with remotely sensed phenomic traits (canopy traits, waveband, vegetation indices 
and combination) in 292 soybean genotypes grown at six environments and data collected at two growth stages in each 
environment. Error bars represent standard deviation around the mean.   
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by 0.11). High specificity (SPE) was observed among all model ranging from 0.81 to 0.94 and was 
slightly higher for models trained in CV1 (0.92) compared to CV2 (0.87). Similarly, moderate to 
high F Score (FS) and Balanced Accuracy (BAC) was observed for all CV-model combinations 
with higher values for CV1 compared to CV2. 
As the amount of training data was reduced from 80% to 20%, models including 
wavebands + VI + canopy has consistently higher performance for rank correlation (28% higher) 
and classification metrics (18% higher). Spearman rank correlation decreased slightly for both 
models trained in CV1 (waveband + VI + canopy: 0.04 reduction, wavebands alone: 0.07 
reduction) when comparing prediction performance trained using 80% of the data when compared 
to using just 20%. Minimal decrease in SPE was observed with just an average decrease in 
performance of 0.01 when using the minimum amount of training data and compared to using 
80%. The largest change was observed for BAC and FS with an average reduction of 0.03 and 
0.06 respectively. The largest change was observed when wavebands alone were used for model 
training in CV2 resulting in a 10% and 26% reduction in BAC and FC respectively.    
 
 
 
 
 
 
Figure 3.5 Spearman rank correlation and classification metrics (specificity=SPE, balanced accuracy=BAC, F 
Score = FS) of random forest model test prediction using optimized wavebands and selected canopy traits. 
Applicability of using phenomic prediction in plant breeding operations was tested using four training/testing 
splits (80/20, 60/40, 40/60, 20/80) and performance metrics were computed for each split. Seed yield and 
phenomic predictor trait data were collected from 292 genotypes grown in six environments and data collected 
at two growth stages in each environment. 
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3.5. Discussion 
Breeders and geneticists aim to utilize previously unused genetic accessions in cultivar 
development, and phenomics assisted breeding approaches have the potential to enhance the 
integration of genetic diversity in most mainstream programs [42]. Phenomics assisted approaches 
can allow breeders to manipulate the genetic gain equation, particularly genetic variation and 
selection intensity. For improving SY using diverse accession, as a first step, there is a need to 
establish the relationship between phenomic traits with SY using high throughput phenotyping 
techniques and advanced data analytics including machine learning [16]. These approaches need 
to work on conjunction with in-season SY prediction, but more importantly performance ranking 
that is the crux of trait selection in plant breeding programs.  
We identified a cohort of PI accessions with high yield, further demonstrating the wealth 
of genetic diversity available to soybean breeders in the germplasm collection. These result are 
consistent with a broader body of research demonstrating the utility of germplasm collection for 
modern breeding efforts for biotic [53]–[55] and abiotic [56]–[58] resistance and performance 
traits [39], [59]–[61]. The presence of genetic variation for SY makes this panel of 292 accessions 
relevant for study objectives as it covers a broader range of performance and background.  
3.5.1 Phenomic Enabled Yield Prediction 
Moderate to high ℎ𝑆𝑁𝑃
2  for all traits suggest that phenomic trait measurements are 
repeatable making them useful in plant breeding pipelines. Spearman-rank correlation coefficient 
was used to assess model test performance as plant breeders are generally focused on correctly 
identifying top performers in early to mid-stages of testing pipeline instead of predicting SY per 
se [30]. The identification of best predictors for phenomic-enabled rank correlation is important to 
maximize prediction accuracy thereby maximizing the detection of useful germplasm for use in 
63 
 
cultivar development and also for selection of purelines in breeding families from multi-
environment tests.  
Plant breeders often rely on multi-environment trials to evaluate cultivar performance in a 
target environment, quantify GxE interaction, and/or to determine cultivar stability [62]. On 
average, we observed 18% higher prediction accuracy when training data consisted of BLUPs 
generated on a by-environment basis when compared to using across-environment BLUPs. The 
use of mixed models for computing BLUPs is a staple in plant breeding statistical analyses and a 
main feature of the method is its ability to handle missing or unbalance data, a common occurrence 
in multi-environment trials (MET) [31]. When complete data is generated in all environments, a 
single stage analysis [63] is preferred to preserve the environmental effect in the data. Nonetheless, 
assembling complete data in all environments is often not the case and therefore relying on the 
properties of the BLUP method is necessary to remove the experimental design effect from the 
estimates and simultaneously taking advantage of the amendable variance-covariance structure for 
genotype-by-environment (GxE) interactions [31]. Additionally, there is a setting off of prediction 
based selection and resource optimization which are popularizing experimental designs such as 
partial replication design in plant breeding programs [8]. The RF model accuracy was 22% higher 
when prediction was made in locations included in model training. We observed that RF models 
had higher prediction accuracy when by-environment BLUPs were used in model training, 
moderate accuracy levels were still attainable even when environments with sparse data were 
included in model training indicating the reaction norm across locations for phenomic trait 
relationships with SY was somewhat consistent in each location. These findings demonstrate the 
impact that environment has on genotype performance and is evidence of the importance for 
having training data in environments reflective of the target breeding area. 
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The variation in prediction accuracy among predictor cohorts across the two pre-processing 
methods and two CV scenarios suggests that multiple trait information can help gain programmatic 
efficiencies. We observed moderate 𝑟𝑔 (S1: 0.33, S2: 0.25) between CA and SY and is lower than 
previous studies [24] although the trait genetic correlation was observed in a bi-parental 
population. CT exhibited negative 𝑟𝑔 (-0.44) with yield, and shows congruence with previous 
studies [23], [58], [59]. We observed dissimilarity between some phenomic traits with previously 
reported [7], [24] canopy traits (CA and CT) produced only modest prediction accuracies. We 
observed a significant improvement when VI’s were included in the model. Among VI’s, VREI2 
had the largest 𝑟𝑔 in magnitude (S1: -0.77, S2: -0.75) and is associated with chlorophyll 
concentration, water content, and canopy leaf area [64], and lends support to the utility of VREI2 
as a yield predictor VI [18] since gain in genetic yield potential in soybean has been associated 
with an increase in canopy chlorophyll concentration [4], [6], [65]. Moreover, we report moderate 
to high 𝑟𝑔 in the shortwave infrared region, a region associated with plant water potential [66]. 
Research in wheat [67], [68] and corn [25], [69] using VI’s associated with plant water content in 
shortwave-infrared waveband regions have shown good correlation with yield; however, there 
similar reports in soybean are lacking warranting additional investigation to associate shortwave 
infrared canopy spectral reflectance with yield especially to develop water deficit tolerant 
cultivars. Since majority of 292 accessions belonged to PI accessions, it was not surprising to see 
the value of chlorophyll based VI as an important predictor. For cultivar development programs, 
the role of chlorophyll based VI need to be investigated prior to implementation in breeding 
selection.  
The combination of high repeatability and genetic correlation makes phenomic traits useful 
in indirect selection for SY. Additionally, our results reveal that canopy spectral reflectance 
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wavebands can be useful for yield prediction as reported by [26] and suggestive that informative 
wavebands may be identified to design a multispectral camera for use in extremely high throughput 
aerial-based phenotyping. Phenomic prediction has the potential to disrupt conventional breeding 
testing pipelines by integrating information on important biological processes across a spatio-
temporal scale to enable in-season yield assessment and optimizing plant breeding operation 
efficiencies [14], and requires an inter-disciplinary approach.  
3.5.2 Phenomic Predictor Optimization and its Application 
Optimizing the deployment of phenomic sensors specific to the breeding target is an 
important objective to maximize prediction accuracy while reducing the operational costs 
associated with data collection. However, there remains a gap in the current understanding of the 
utility of a multi-sensor approach for SY prediction to identify the optimal sensors for use in 
soybean germplasm breeding efforts.  
Our results show the utility of canopy spectral reflectance for use in SY rank prediction 
using wavebands and VI’s and is consistent with previous research findings made in soybean [18], 
[27], [28], [70] and other crop species [26], [36], [71], [72] for trait prediction; however the utility 
of waveband per se as a predictor has not been extensively studied. Therefore, we chose to identify 
four wavebands which can allow the design of multispectral camera consistent with the current 
options available from industry providers offering customizable waveband selection of 
multispectral cameras. To do this, a Genetic Algorithm (GA) approach was used to identify 
wavebands for SY prediction. GA has been used for a wide variety of objectives in agriculture for 
variable and waveband selection [35], [38], [73], [74] but limited work has been done for use in 
prediction of SY. Research has shown good prediction performance of models using all measured 
wavebands in wheat [26], but our results suggest that a subset can be used to achieve comparable 
prediction performance (Figure 4). This finding is likely due in part to the multicollinearity 
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associated with neighboring wavebands allowing a subset of wavebands to capture the variation 
in entire electromagnetic spectrum [36], [75]. While previously the waveband regions we report 
have been shown to be correlated in the visible and near-infrared regions of the electromagnetic 
spectrum [18], [28], [70], GA methodology enabled us to identify specific wavebands for SY 
prediction.  The observation of wavebands in the shortwave-infrared region important for yield 
prediction, warrants additional research to explore this portion of the electromagnetic spectrum 
along with the need for future research to determine the physiological basis of wavebands and their 
prediction. The next step in SY prediction deployment in a breeding pipeline is the motivation to 
increase model prediction accuracy by combining multiple sensors. Specifically, while selected 
hyperspectral wavebands can be deployed on high throughput phenotyping platforms using 
multispectral cameras, a multi-sensor approach needs to be tested to determine if it can maximize 
model prediction accuracy. 
Past studies have established the use of single sensor-based prediction methods in plant 
breeding activities [21], [23], [25]–[27], [69], [76], [77] and multi-sensor based prediction in wheat 
[22], however there is little information on the use of multi-sensor based prediction in soybean. 
Thus, we selected VI VREI2, CA, and CT as these traits can be collected in tandem with a 
multispectral camera and have demonstrated strong 𝑟𝑔 and/or moderate to high feature importance 
to SY. Thus, we observed maximum prediction accuracy when a multi-sensor based model was 
used for prediction of SY. Thus, we propose this framework to deploy a multi-sensor based 
approach by relying on feature importance parameters and optimization procedures to maximize 
target trait prediction accuracy.  
To determine the value of these approaches for use in plant breeding operations we varied 
the training/testing split and used a hypothetic selection intensity of 20%, both operational 
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decisions breeding programs attempt to optimize [30]. These findings indicate that when training 
data is collected from the same environments in which testing is done, phenomic prediction can 
be effective to correctly rank genotypes for SY. Moreover, high SPE (ability of the model to 
correctly identify accessions that did not meet our imposed selection criteria according to ground-
truth yield data) was achieved regardless of both the CV scenario and amount of training data used. 
While only slightly lower performance was observed for other classification metrics (BAC and 
FS), our results continue to suggest the efficacy of such phenomic prediction methodologies for 
breeding decision making. We anticipate that phenotyping and data analytics operability 
difficulties may need to be resolved for multiple sensor payload and balancing with area coverage 
of aerial systems and real-time of quick-turn around analytics and remains an area of research 
interest.  
In order for phenomic traits to be informative predictors of target traits high genetic 
correlation among target-predictor traits (𝑟𝑔) and high predictor trait heritability (ℎ𝑆𝑁𝑃
2 )[30] are 
needed. Continued work is needed to provide insight to the attribution of phenomic traits for 
phenomic predictive ability and establishing the biological and physiological association between 
target trait with predictor traits. As a selection tool, our approach permits SY rank prediction, and 
will allow the evaluation of specific trait efficiencies to identify useful germplasm on a per-trait 
basis, and design future crossing combinations that assemble desirable traits together. This is a 
keystone concept in the process of physiological breeding [78], [79]. Overall, our findings suggest 
that a customized suite of phenomic sensors can advance germplasm and cultivar breeding efforts 
while reducing the cost and resource requirements and advance the integration of phenomics 
assisted breeding approaches. While GS and other modern tools will remain an attractive arsenal 
in a breeder toolbox, the cost of GS assisted breeding can be out of reach for majority of programs 
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in minor crops and in non-GM crops [14] and therefore cost affordable phenomics assisted 
breeding approaches present exciting avenues for trait improvement.   
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3.9. Supplementary Tables and Figures  
Table S- 3.1 Accessions, country of origin, and genetic background. 
Accession Name Genetic Background Country of Origin 
CL0J09546 Elite United States 
CL0J17368 Elite United States 
HS63976 Elite United States 
IA3023 Elite United States 
LD015907 Elite United States 
LD024485 Elite United States 
LG032979 Diverse United States 
LG044717 Diverse United States 
LG054464 Diverse United States 
LG054832 Diverse United States 
LG902550 Diverse United States 
LG921255 Diverse United States 
LG941128 Diverse United States 
LG941906 Diverse United States 
LG977012 Diverse United States 
LG981605 Diverse United States 
Maverick Elite United States 
NE3001 Elite United States 
PI398813 Landrace South Korea 
PI404160B Landrace Georgia 
PI427136 Landrace South Korea 
PI476344 Landrace Uzbekistan 
PI518751 Landrace Yugoslavia 
PI561370 Landrace China 
PI574486 Landrace China 
PI597482 Landrace South Korea 
Prohio Elite United States 
Skylla Elite United States 
U03100612 Elite United States 
4J10534 Elite United States 
5M20252 Elite United States 
PI475810 Landrace China 
PI475818 Landrace China 
PI475820 Landrace China 
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Table S- 3.2 (continued) 
  
PI475822B Landrace China 
PI54591 Landrace China 
PI567351A Landrace China 
PI567365 Landrace China 
PI567366B Landrace China 
PI603428D Landrace China 
PI603438E Landrace China 
PI603546A Landrace China 
PI603560 Landrace China 
PI91341 Landrace China 
PI171450 Landrace Japan 
PI173994 Landrace South Korea 
PI181536 Landrace Japan 
PI181537 Landrace Japan 
PI189969 Landrace France 
PI200548 Landrace Japan 
PI227212 Landrace Japan 
PI261466 Landrace Japan 
PI339868E Landrace South Korea 
PI379559D Landrace Japan 
PI379561 Landrace Japan 
PI398881 Landrace South Korea 
PI416773 Landrace Japan 
PI417054 Landrace Japan 
PI417167 Landrace Japan 
PI417198 Landrace Japan 
PI417297 Landrace Japan 
PI417559 Landrace Poland 
PI458052 Landrace South Korea 
PI458061A Landrace South Korea 
PI458110 Landrace South Korea 
PI458307A Landrace South Korea 
PI468384 Landrace China 
PI506800B Landrace Japan 
PI506887 Landrace Japan 
PI507147 Landrace Japan 
PI507171 Landrace Japan 
PI507267 Landrace Japan 
PI507487 Landrace Japan 
PI507491 Landrace Japan 
PI567275 Landrace Japan 
PI593970 Landrace Japan 
PI594156 Landrace Japan 
PI603912 Landrace North Korea 
PI80459 Landrace Japan 
PI80831 Landrace China 
PI81667 Landrace China 
PI84973 Landrace Japan 
PI85009_1 Landrace Japan 
PI86081 Landrace Japan 
PI86452 Landrace Japan 
PI87600_1 Landrace North Korea 
PI91120_3 Landrace China 
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Table S- 3.3 (continued) 
  
PI91162 Landrace China 
PI96162 Landrace North Korea 
PI96199 Landrace China 
PI153280 Landrace France 
PI404169B Landrace China 
PI407653 Landrace China 
PI407656 Landrace China 
PI437690 Landrace China 
PI437840A Landrace China 
PI438503A Landrace United States 
PI458519A Landrace China 
PI458520 Landrace China 
PI458521 Landrace China 
PI458522 Landrace China 
PI464877 Landrace China 
PI467310 Landrace China 
PI467312 Landrace China 
PI467327 Landrace China 
PI467332 Landrace China 
PI538389 Landrace Japan 
PI548316 Landrace China 
PI548349 Landrace North Korea 
PI549031 Landrace China 
PI567595A Landrace China 
PI603412B Landrace China 
PI603422B Landrace China 
PI603442 Landrace China 
PI603452 Landrace China 
PI612611 Landrace North Korea 
PI84611 Landrace South Korea 
PI87631_1 Landrace Japan 
PI88292 Landrace China 
PI88788 Landrace China 
PI89003_1 Landrace China 
PI89008 Landrace China 
PI89773 Landrace China 
PI91102 Landrace China 
PI91349 Landrace China 
PI189930 Landrace France 
PI253650A Landrace China 
PI253658A Landrace China 
PI253660B Landrace China 
PI261474 Landrace China 
PI323586B Landrace Portugal 
PI361101 Landrace Korea 
PI437121B Landrace Russia 
PI437122 Landrace Russia 
PI437124 Landrace Georgia 
PI437145B Landrace Russia 
PI437169B Landrace Russia 
PI437340B Landrace Russia 
PI437356 Landrace Russia 
PI437377 Landrace Russia 
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Table S- 3.4 (continued) 
  
PI437399 Landrace Russia 
PI437427B Landrace Russia 
PI437462A Landrace Russia 
PI437477A Landrace Russia 
PI437581 Landrace China 
PI437585 Landrace China 
PI437973 Landrace China 
PI438133B Landrace China 
PI438259B Landrace China 
PI438292 Landrace Japan 
PI438434 Landrace Morocco 
PI458506 Landrace China 
PI464880 Landrace China 
PI468385 Landrace China 
PI470223 Landrace China 
PI470227B Landrace China 
PI476911 Landrace Vietnam 
PI479711 Landrace China 
PI479713 Landrace China 
PI479729 Landrace China 
PI479740 Landrace China 
PI506527 Landrace Japan 
PI506529 Landrace Japan 
PI507681B Landrace Uzbekistan 
PI532462A Landrace China 
PI538393 Landrace China 
PI54608_1 Landrace China 
PI549021A Landrace China 
PI561227 Landrace China 
PI561232 Landrace China 
PI561349 Landrace China 
PI561377 Landrace Japan 
PI567161 Landrace China 
PI567229A Landrace Russia 
PI578367 Landrace China 
PI578376 Landrace China 
PI578380A Landrace China 
PI578416 Landrace China 
PI592907C Landrace Russia 
PI592910 Landrace Russia 
PI592911B Landrace Russia 
PI594394 Landrace China 
PI603367 Landrace China 
PI603915C Landrace North Korea 
PI62202 Landrace China 
PI81044_2 Landrace Japan 
PI84921 Landrace North Korea 
PI86145 Landrace Japan 
PI87618 Landrace North Korea 
PI88289 Landrace China 
PI89134 Landrace North Korea 
PI89153 Landrace North Korea 
PI91091 Landrace China 
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Table S- 3.5 (continued) 
  
PI96322 Landrace North Korea 
PI96786_1 Landrace North Korea 
PI167240 Landrace Turkey 
PI290134 Landrace China 
PI347552B Landrace Russia 
PI391586 Landrace China 
PI404166 Landrace China 
PI437592 Landrace China 
PI437651B Landrace China 
PI437674 Landrace China 
PI437715 Landrace China 
PI438103 Landrace China 
PI438139 Landrace China 
PI438173 Landrace China 
PI438194 Landrace China 
PI479718B Landrace China 
PI538400 Landrace China 
PI548373 Landrace China 
PI561230 Landrace China 
PI567170A Landrace China 
PI567170B Landrace China 
PI574480B Landrace China 
PI68788 Landrace China 
PI70463 Landrace China 
PI80461 Landrace Japan 
PI80469 Landrace Japan 
PI85356 Landrace South Korea 
PI86449 Landrace Japan 
PI87634 Landrace Japan 
PI88305 Landrace China 
PI88306 Landrace China 
PI89130 Landrace North Korea 
PI89152 Landrace North Korea 
PI89154 Landrace North Korea 
PI92603 Landrace China 
PI92611 Landrace China 
PI92683 Landrace China 
PI232992 Landrace Japan 
PI361080 Landrace Russia 
PI391577 Landrace China 
PI416835 Landrace Japan 
PI417138 Landrace Japan 
PI438312 Landrace Algeria 
PI518283 Landrace Taiwan 
PI79691_4 Landrace China 
PI81763 Landrace China 
PI81768 Landrace China 
PI81773 Landrace Japan 
PI86006 Landrace Japan 
PI157421 Landrace South Korea 
PI404188A Landrace China 
PI407746 Landrace China 
PI407810 Landrace South Korea 
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Table S- 3.6 (continued) 
  
PI416868A Landrace Japan 
PI430596 Landrace China 
PI430597 Landrace China 
PI430619 Landrace China 
PI437594A Landrace China 
PI437682A Landrace China 
PI458507 Landrace China 
PI458517 Landrace China 
PI518757 Landrace Taiwan 
PI538377 Landrace China 
PI567241 Landrace China 
PI567255A Landrace China 
PI567261B Landrace China 
PI567262D Landrace China 
PI567264A Landrace China 
PI567266A Landrace China 
PI567267A Landrace China 
PI567538B Landrace China 
PI567583A Landrace China 
PI567619 Landrace China 
PI567644 Landrace China 
PI567729 Landrace China 
PI567774B Landrace China 
PI574478B Landrace China 
PI578360 Landrace China 
PI578363 Landrace China 
PI578364 Landrace China 
PI578366 Landrace China 
PI578439 Landrace Vietnam 
PI578473A Landrace China 
PI578499A Landrace China 
PI578499B Landrace China 
PI588008A Landrace China 
PI594457A Landrace China 
PI594471A Landrace China 
PI603470 Landrace China 
PI603594 Landrace China 
PI603596 Landrace China 
PI603655 Landrace China 
PI603660 Landrace China 
PI603662B Landrace China 
PI603674 Landrace China 
PI603747 Landrace China 
PI603749 Landrace China 
PI72232 Landrace China 
PI82278 Landrace South Korea 
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Note: Env3 and Env6 shared the same climactic information due to their relative proximity to each other 
a Mean seed yield (kg ha-1)  
b Average low and high temperature measured as degrees Celsius during the growing season (May 1 – September 31) 
c Cumulative precipitation (mm) during the growing season (May 1 – September 31) 
d Cumulative solar radiation (MJ m-2) during the growing season (May 1 – September 31) 
 
 
 
 
  
     Seed Yield  Avg Temp
b 
   
Year Environment GPS Coordinates Planting Date  Mean
a 
SD  Low High  Precip
c 
Solar
d
 
2016 Env1 42°01'02.5"N	93°46'19.6"W 5/21/2016  2637 770.6  15.5 27  629.9 3031 
 Env2 41°19'44.0"N	95°10'58.3"W 6/09/2016	  2009 750  15.2 27  649 2834 
2017 Env3 42°01'17.5"N	93°46'04.2"W 6/15/2017	  1960 909.7  14.6 27.2  374.4 3128 
 Env4 42°03'35.9"N	95°50'17.7"W 6/25/2017	  2130 909.9  14.6 27  519.4 3291 
 Env5 41°19'51.8"N	95°10'58.9"W 6/26/2017	  2510 955.9  14.2 26.6  563.3 3256 
 Env6 42°00'35.8"N	93°46'41.5"W 6/29/2017	  1522 861.4  14.6 27.2  374.4 3128 
 
Table S- 3.7 Description of testing environments, planting date, seed yield (SY) performance, and climactic 
summary statistics. 
Table S- 3.8 Description of vegetation indices. 
 
Vegetation Index Formula
a
 Associated Trait References 
Normalized Vegetation Index 
(NDVI) 
R780-R680/R780+R680 Green biomass, chlorophyll content Gamon et al. 1995 
Normalized Water Index (NWI) R970-R900/R970+R900 Plant water status Babar et al. 2005 
Photochemical Reflectance Index 
(PRI) 
R531-R570/R531+R570 Photosynthetic radiation use efficiency Gamon et al. 1997 
Ratio Analysis of Reflectance 
Spectra Chlorophyll a (RARSa) 
R675 /R700 Chlorophyll a content Chappelle et al. 1992 
Ratio Analysis of Reflectance 
Spectra Chlorophyll b (RARSb) 
R675 /(R650*R700) Chlorophyll b content Chappelle et al. 1992 
Ratio Analysis of Reflectance 
Spectra Chlorophyll c (RARSb) 
R760/R500 Carotenoid content Chappelle et al. 1992 
Vogelmann Red Edge Index 2 
(VREI2) 
R734-R747/R715+R726 Total leaf chlorophyll content Vogelmann et al. 1993 
Normalized Lignin Index (NDLI) [log(1/R1754)-log(1/R1680)]/ 
[log(1/R1754)+log(1/R1680)] 
Bulk canopy lignin content Serrano et al. 2002 
Normalized Multi-band Drought 
Index (NMDI) 
[R860-(R1640 – 
R2130)]/[R860+(R1640– R2130)] 
Vegetation moisture status Wang and Qu et al. 2007 
Red Normalized Difference 
Vegetation Index (RDVI) 
R800-R670/R800+R670 Soil background adjusted biomass Roujean and Breon. 1995 
a R indicates wavelength of spectral reflectance 
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Table S- 3.9 Description of phenotypic traits and instruments used for phenotypic characterization of a diverse 
panel of soybean evaluated in six environments. 
 
 
Table S- 3.10 Detail of Genetic Algorithm (GA) Procedure 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
    Environments Collected 
Trait Instrument Associated Trait  R1-R2 (S1) R3-R4 (S2) 
Canopy Temperature 
(CT) 
FLIR Vue Pro R 640 9mm
a
 Plant water content  - 3,4,5,6 
Spectral Reflectance 
(VI, R) 
ASD Field Spec 4 Hi-Res
b
 Vegetation indices/Raw Reflectance  All All 
Canopy Area (CA) Canon T3i RGB Camera 18-55mm
c
  Fractional Green Canopy Cover  3,4,5,6 3,4,5,6 
b
 FLIR Systems, Wilsonville, OR, USA 
c
 Malvern Panalytical Inc., Westborough, MA, USA 
d
 Canon Inc., Tokyo,  
 
Source of Variation F value and significance level df 
Environment (e) 617.8
* 
5 
Genotype (g) 45.2
*
 291 
Genotype x Environment (ge) 1.8
*
 1455 
*Significance at the 0.01 level 
 
Parameters  
Number of Genetic Algorithm iterations 10 
Population 300 
Maximum Number of generations 100 
Crossover Probability 0.8 
Elite Count 2 
Mutation Probability 0.2 
Selection Binary selection tournament 
Crossover Laplace crossover 
Mutation Power mutation 
Stopping Criteria Average change in best fitness 
value is less than 10^-6 for 50 
generations or number of 
generations=100 
 
Table S- 3.11 ANOVA results of fixed effects for mixed linear model. 
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Table S- 3.13 Canopy and VI’s feature importance computed from random forest model. 
Predictor Method CV1 CV2 
S1_VI_NDLI 1 3.3 5.2 
S1_VI_NDVI 1 13.3 14.3 
S1_VI_NMDI 1 3.9 2.2 
S1_VI_NWI 1 37.1 31.7 
S1_VI_PRI 1 30.1 36.2 
S1_VI_RARSa 1 21.5 22.4 
S1_VI_RARSb 1 12.1 12.7 
S1_VI_RARSc 1 28.6 22.4 
S1_VI_RDVI 1 11.6 13.7 
S1_VI_VREI2 1 54.1 53.1 
S2_VI_NDLI 1 29.8 27.1 
S2_VI_NDVI 1 13.1 18.9 
S2_VI_NMDI 1 23.3 22.2 
S2_VI_NWI 1 23.9 24.1 
S2_VI_PRI 1 39.8 48.9 
S2_VI_RARSa 1 39.3 42.6 
S2_VI_RARSb 1 27.2 31.4 
S2_VI_RARSc 1 6.9 9.9 
S2_VI_RDVI 1 35.2 39.5 
S2_VI_VREI2 1 100 99.8 
S1_CA 1 100 98.2 
S2_CA 1 15.6 30 
S2_CT 1 22.2 14.9 
S1_VI_NDLI 2 19.3 18.2 
S1_VI_NDVI 2 40.4 30.1 
S1_VI_NMDI 2 0 0.1 
S1_VI_NWI 2 57.1 48.6 
S1_VI_PRI 2 43.9 44.1 
S1_VI_RARSa 2 31.7 34.2 
S1_VI_RARSb 2 25.5 28.9 
S1_VI_RARSc 2 18.6 22.4 
S1_VI_RDVI 2 41 45.1 
S1_VI_VREI2 2 48.1 53.8 
S2_VI_NDLI 2 31.7 33.7 
S2_VI_NDVI 2 37.3 45.7 
S2_VI_NMDI 2 36.6 39.7 
S2_VI_NWI 2 53.3 60.5 
S2_VI_PRI 2 85.3 86.8 
S2_VI_RARSa 2 50.8 51.1 
S2_VI_RARSb 2 61.5 61.9 
S2_VI_RARSc 2 27.7 31.4 
S2_VI_RDVI 2 60.6 64.5 
S2_VI_VREI2 2 99.4 99.3 
S1_CA 2 98.6 95.1 
S2_CA 2 5.4 15.9 
S2_CT 2 38.1 37 
Table S- 3.12 Genetic correlation (𝑟𝑔) and SNP-based heritability of canopy and vegetation indices. 
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CHAPTER 4.    GENOMIC STUDIES OF PHENOMIC RELATED TRAITS IN 
SOYBEAN 
A paper in preparation for submission to Molecular Breeding 
 
Kyle Parmley, and Asheesh K Singh* 
Department of Agronomy, Iowa State University, Ames, IA, 50011. 
*Correspondence can be sent to AKS (singhak@iastate.edu) 
 
4.1. Abstract 
Deployment of phenomic-assisted breeding in conjunction with intelligent mining of 
germplasm banks has the potential to revolutionize germplasm breeding efforts. The aim of this 
study was to explore the genetic diversity available for important seed yield predicting phenomics 
related traits and to resolve if genomic prediction (GP) could be used for trait prediction and scan 
the USDA soybean germplasm collection. Additionally, we sought to conduct a genome-wide 
association (GWA) study to identify genomic regions responsible for the control of useful 
phenomics related traits. A diverse panel consisting of 285 (253 selected from the USDA 
germplasm core collection, and 32 parent genotypes of the soybean nested association mapping 
(SoyNAM) panel) genotypes where grown in six environments across central Iowa, USA, and 
phenotyped for phenomics related traits using a suite of sensors and seed yield collected by 
machine harvest. Using the high-density SNP markers, the genetic clustering analysis revealed the 
extent of genetic variation available in the germplasm collection. The GP analysis showed that 
phenotypes could accurately be predicted of genotypes not tested, and GWA analysis identified 
four significant loci associated with two phenomics related traits and seed yield. Overall our 
research show how genomic-assisted techniques can be used to explore the wealth of genetic 
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diversity for seed yield predictive phenomics related traits. This approach will help researchers 
continue the pursuit towards intelligent mining of germplasm and data-driven cultivar designing. 
 
Keywords: Genome-wide prediction, germplasm, phenomics-assisted breeding, genome-wide 
association 
 
4.2. Introduction 
Soybean (Glycine max [L.] Merr.)  is the world’s most widely grown oilseed crop 
(FAOSTAT 2016) and increasing both the productivity and profitability is the primary objective 
of both plant breeders and producers to ensure that future demands of consumers are met. Plant 
breeding programs often rely on screening selection candidates in multi-environment trials to 
determine trait performance and stability across varying environmental conditions (Bernardo 
2002). With the recent transition towards predictive analytics (e.g., genomic and phenomic), 
breeders have been empowered with new tools by which to continue optimizing the components 
of the genetic gain equation (Peixoto et al. 2017; Crain et al. 2018). 
The field of plant phenomics, which relies on innovations made in sensor technology to 
collect data on phenotypic traits is enabling plant scientists to gather information on traits that were 
previously difficult to collect due to the cost and/or time associated with collecting them (Tardieu 
et al. 2017). In addition to expanding the breadth of traits available to the researcher, through the 
use of modern phenomic platforms a multi-temporal and multi-spatial data cube can be assembled 
throughout the growing season (Dhondt et al. 2013). Researchers are beginning to leverage this 
information for phenomic-assisted breeding objectives which rely on exploiting the relationship 
between phenomic predictor traits and response variables to improve selection accuracy (Sun et 
al. 2017; Xavier et al. 2017; Crain et al. 2018) and in-season yield forecasting (Christenson et al. 
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2016; Jarquin et al. 2018) . Consequently, phenomic data has the potential to decompose complex 
traits (e.g., seed yield) into component traits allowing researchers to study individual trait 
efficiencies and to quantify the available genetic diversity on a trait-by-trait basis, as well to 
improve indirect selection of seed yield.  
Genome wide association (GWA) studies are often used to identify the underlying genetic 
architecture responsible for controlling qualitative and quantitative traits and are commonly 
implemented in diversity panels to increase the number of alleles surveyed (Zhang et al. 2017). 
The only requirements of GWA is the availability of genetic markers and phenotypic values, and 
with the advancements made in GWA algorithms researcher can rapidly scan large number of 
markers and individuals for significant associations. While researchers often conduct GWA 
analysis for agronomic traits, there is new interest to begin understanding the genetic architecture 
of phenomics related traits (e.g., canopy coverage, canopy spectral reflectance, canopy 
temperature) that are predictive of target breeding objectives, thereby necessitating the need for 
these studies in plant science.  
Genomic prediction (GP) which requires the same inputs as GWA, phenotype and genetic 
markers, is a methodology that relies on a training population to estimate an allele effect for each 
marker and then projects the estimated effects onto individuals with only genetic markers 
(validation or test set) to predict the genomic-estimated breeding value (GEBV) (Jannink et al. 
2010). GP has allowed researchers to rapidly scan genotyped individuals without having to collect 
phenomics information on every individual making this a valuable tool for efficient mining of 
germplasm banks (Yu et al. 2016; Muleta et al. 2017).  
The USDA soybean germplasm collection has been genotyped with a high density marker 
panel making this an ideal source for genomic studies and a source of genetic diversity for soybean 
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breeding programs (Song et al. 2013). To explore the genetic diversity available in germplasm 
collections, curators rely on the use of core collections, a subset of lines selected to represent the 
genetic diversity available in the entire set (Oliveira et al. 2010). The soybean core collection is 
comprised of 1600 lines sampled from the entire germplasm collection and preserved 89% of the 
data distribution compared to using the entire collection making it ideal for use in research such as 
this.  
In a previous study we identified phenomics related traits noted for in-season seed yield 
prediction that could potentially revolutionize the efficiency by which germplasm breeding is 
conducted. Driven by this, we report the extent of genetic diversity available in genetic 
subpopulations for these phenomics related traits and report GP and GWA analyses of all traits 
included in this study. We used a subset of diverse panels of soybean accessions and collected 
phenotypic information across six environments across central Iowa in 2016 and 2017. Results 
reveal wide variation among phenomic traits across diverse subpopulations presenting breeders 
with exciting opportunities to tap into certain pools of diversity for specific phenomic features. GP 
has the potential to scan large swaths of genetic diversity for phenomic traits in silico allowing 
plant scientists to strategically target useful germplasm. GWA analysis revealed significant SNP-
associations for phenomic traits to begin disentangling the genetic architecture of yield predictor 
traits.  
 
4.3. Materials and Methods 
4.3.1. Germplasm and Experimental Design 
A total of 285 soybean accessions comprising 253 plant introduction (PI) accessions from 
the core collection of the USDA Soybean Germplasm Collection (https://www.ars-grin.gov/npgs/) 
and 32 parent genotypes of the Soybean Nested Association Mapping (SoyNAM) panel (Song et 
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al. 2017) were used in this study (Table S1). Accessions were selected based on adaptation to the 
maturity group (MG) requirements of central Iowa ranging from late MG1 to MG3 and growth 
habit type allowing mechanical combined harvest. Genotypes were planted in six environments 
(ENV1-6) (specific field-year combination) during the 2016 and 2017 growing seasons (Table S2). 
In each environment an alpha-lattice design was used with two replications, 30 incomplete blocks 
per replication, and plots established with precision GPS enabled Almaco planter (Nevada, IA, 
USA) cone planter. Plots consisted of four rows (76cm row-to-row spacing) 4.6 m in length with 
0.9 m alley between plots and seeded to a density of 296K seeds ha-1.  
4.3.2. Phenomic Data Collection and Pre-Processing 
Phenomics data were collected at two approximate growth stages (GS); GS1: R1-R2 (Fehr 
et al. 1971) which coincided with flowering, and GS2: R3-R4 which coincided with pod 
development and early pod fill. While phenotyping all plots at the same growth stage is ideal, the 
logistical and realistic challenge associated with this is was not feasible due to the scale and 
distribution of locations. However, we attempted to collect phenomic data from all locations as 
close to the same date as possible but is not a realistic of a phenomic strategy in cultivar 
development programs.  Full description of phenomic data collection and pre-processing step are 
outlined in Parmley et al 2019. Briefly trait collection, pre-processing techniques, and their 
associated traits used in this study are described below:  
Canopy area (CA)- a Canon T5i camera (Canon U.S.A. Inc., Huntington, NY, USA) was 
suspended 2.0 m above soil surface 20 from nadir and remotely triggered to collect a single JPG 
image per plot. Images were then processed using the Canopeo app (Patrignani and Ochsner 2015) 
MATLAB and reported as percent fractional green area. CA was measured during the 2017 
growing season (ENV3-6) for GS1 and GS2.  
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Canopy temperature (CT)- a FLIR VUE Pro R (FLIR, Goleta, CA, USA) infrared camera was 
suspended alongside the RGB camera in the nadir position and a single 8-bit JPG image recorded 
per plot. Preliminary results revealed low repeatability for GS1 (data not presented) so data was 
only collected for GS2 at ENV3-6. 
Canopy spectral reflectance- a FieldSpec® 4 Hi-Res (ASD Inc., Boulder, CO, USA) 
spectroradiometer which measures 2150 wavebands from 350 to 2500 nm on a 1nm resolution was 
used to collect canopy spectral reflectance. The fiber-optic cable was suspended 1 m above the 
canopy in the nadir position and two reflectance measurements recorded from each of the middle 
two rows and averaged. From this, raw spectral wavebands on 10nm intervals and vegetation 
indices (VI) were computed. Using an optimization technique, we identified four wavebands 
common across the two growth stages for seed yield prediction in two cross-validation (CV) 
scenarios. The most predictive wavebands for CV1 were: 435nm (R9), 705nm (R36), 815nm 
(R47), 2255nm (R169); while for CV2 the most predictive bands were: 405nm (R6), 705nm (R36), 
715nm (R37), 795nm (R44) (Waveband number). Additionally, vegetation index (VI) VREI2 
(Vogelmann et al. 1993) was computed from the raw spectral wavebands and was found to be an 
important predictors of seed yield. Canopy spectral reflectance was collected in all environments 
(ENV1-6) and at both growth stages. 
Seed yield (SY)- was measured by combining the middle two rows after plots had reached 
physiological maturity (R8) and seed moisture was simultaneously measured to adjust values to 
13% moisture. SY was collected at all environments as kg ha-1.  
 
4.3.3. Data Analysis 
Best linear unbiased predictors (BLUPs) were computed for genotypes using a completely 
random mixed linear model using the R package lme4 with the form: 
90 
 
𝑦 =  𝜇 + 𝐸𝑖 + 𝑅𝑗 + 𝐵𝑘(𝑗) + 𝐺𝑙 + 𝐸 ×  𝐺𝑖𝑙 + 𝜀𝑖𝑗𝑘𝑙 (1) 
  
where 𝑦 is a vector of observed phenotypes, 𝐸𝑖 is the effect of the 𝑖th environment, 𝑅𝑗 is 
the effect of the 𝑗th replicate, 𝐵𝑘(𝑗) is the effect of the 𝑘th incomplete block nested within the 𝑗th 
replicate, 𝐺𝑙 is the effect of the 𝑙th genotype, 𝐸 ×  𝐺𝑖𝑙 is the effect of G x E, and 𝜀𝑖𝑗𝑘𝑙 is the residual 
error and is assumed to be normally and independently distributed, with mean zero and variance 
𝜎2.  Additionally, BLUPs were computed for each genotype-environment combination by 
modifying Eq. 1 and removing all terms associated with environment leaving a model with the 
form: 
𝑦 =  𝜇 + 𝐺𝑖 + 𝑅𝑗 + 𝐵𝑘(𝑗) + 𝜀𝑖𝑗𝑘𝑙 (2) 
  
where 𝑦 is a vector of observed phenotypes, 𝐺𝑖 is the effect of the ith genotype, 𝑅𝑗 is the 
effect of the 𝑗th replicate, 𝐵𝑘(𝑗) is the effect of the 𝑘th incomplete block nested within the 𝑗th 
replicate, and 𝜀𝑖𝑗𝑘𝑙 is the residual error and is assumed to be normally and independently 
distributed, with mean zero and variance 𝜎2. Due to limited seed availability in 2016 for plot 
establishment, seven genotypes were not planted in all environments thereby 285 accessions were 
used in this study.  
4.3.4. Genomic Prediction (GP) 
We evaluated genomic prediction (GP) performance for phenomic traits using a univariate 
GBLUP model with the form:  
𝑦 =  𝜇 +  𝑍𝑢 +  𝜀 (3) 
  
Where 𝑦 is the adjusted means from the combined-environment BLUPs (Eq. [1]) and by-
environment BLUPs (Eq. [2]), 𝜇 is the overall mean, 𝑍 is an identity matrix assigning markers to 
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genotypes, 𝑢 is the random effects of markers with 𝑢 ~ 𝑁(0, 𝑨𝜎𝑢
2), where 𝜎𝑢
2 is the additive genetic 
variance and 𝑨 is the realized additive relationship matrix , 𝜀 is the residual error.  
The performance of GP models was gauged through five-fold cross validation (CV) where 
the model was trained on one-fold (20%) and the remaining four folds (80%) used to validate 
model performance by calculating the Pearson correlation (r) coefficient between the phenomics 
related traits and the genomic-predicted values. The CV method was repeated 20 times so that a 
total of 100 iterations were completed for each trait and mean Pearson correlation coefficient 
reported. The sommer package (Covarrubias-Pazaran 2016) was used to train GP models and the 
additive relationship matrix computed using the A.mat function. 
4.3.5. Genome-wide Association Analysis  
The Fixed and Random Model Circulating Probability Unification (FarmCPU) model (Liu 
et al. 2016) was used for genome-wide association (GWA) analysis. We chose this model as 
research has shown FarmCPU to have lower rates of false discovery (false-negative and false-
positive) when compared to other GWA models. The first three PC’s were included in the model 
to account for population structure as suggested through the use of a scree plot (Figure S1). To 
determine a significance threshold for each trait, a permutation test was used where phenotypes 
were randomly shuffled according to their associated genotypes and GWAS applied on the 
permuted phenotypes. This process was repeated 500 times for each traits using phenotypes from 
Eq. [1] and a significance threshold set using the 95th percentile of the permuted P values (negative 
𝑙𝑜𝑔10) to control for type I errors. Therefore, each trait had its own significance threshold. 
Preliminary GWAS runs indicated the presence of significant SNPs at or near the threshold for 
some traits so we decided to set a secondary significance threshold using the 90th percentile of 
permuted P values to propose putative significant SNPs. GWAS was conducted using adjusted 
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BLUPs from Eq. [1] and Eq. [2] and significance determined for SNPs exceeding the permutation 
threshold. We report all significant associated when using BLUPs from Eq. [2] but only consider 
it a putative association unless identified in 50% of environments in which the trait data was 
collected.  
 
4.4. Results 
4.4.1. Genotypic Structure, Subpopulation, and Summary Statistics 
A principal component analysis (PCA) using SNP data revealed the first two principal 
components (PC1-2) explained 11% and 6% of the total variance (Figure 1). PCA results also 
show the tight clustering of accessions from diverse and elite genetic background while landrace 
accessions varied significantly. Eight subpopulations were revealed from the clustering analysis 
(Figure S2) and reflected the structure the PCA analysis where all but one accession originating 
from the US was clustered together (cluster 4). Accessions originating from China were 
interspersed among all clusters but 83% of accessions fell into clusters 3, 5, 6, and 8. A majority 
(58%) of the accession originating from Japan were found in cluster 7 where in the PC analysis 
can be found in the lower left-hand corner of the Figure 1. Summary statistics of phenomic traits 
for each cluster are reported in Table 1. Cluster 4 had the highest SY (3628 kg ha-1) followed by 
clusters; 2 (2552 kg ha-1), 5 (2367 kg ha-1), 3 (2207 kg ha-1), 6 (1900 kg ha-1), 7 (1721 kg ha-1), 8 
(1504 kg ha-1), and 1 (1427 kg ha-1) (mean SY of adjusted values from Eq. [1]). Cluster 4 had high 
CA in GS1 (57%), low CT (-0.27) and VREI2 (GS1: -0.17, GS2: -0.27). Both clusters 2 and 5 had 
moderate to high CA measured at GS1 and low CT and VREI2 measured in GS1 and GS2. 
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Figure 4.1 (Left) Principal component analysis of 285 diverse soybean accession using genomic data (35,512 SNP 
after pre-processing) colored by genetic background (Red = diverse, Blue = Elite, and Green = PI) and (Right) 
genomic clustering (using a k-means clustering technique) of accessions into eight subpopulations as indicated by 
the Bayesian Information Criteria (BIC) graph and colored by the frequency of country of origin in each 
subpopulation.  
 
Table 4.1 Mean summary statistic of phenomics related traits (CA=% canopy area, CT = row-wise normalized 
canopy temperature, VREI2= vegetation index Vogelmann red index 2, R= canopy reflectance at designated 
waveband) and seed yield collected for each genomic identified subpopulations of a diverse collection of 285 
accessions grown in six environments across central Iowa and phenotyped at two growth stages.  
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4.4.2. Genomic Prediction 
Prediction performance (Pearson correlation (r)) of models trained with data across 
environments (Eq. [1]) exhibited similar trends when models were trained with data on a by-
environment basis (Eq. [2]) (Figure 2). GP models trained using genotypic BLUPs computed 
across-environment had higher prediction accuracy (r=0.50) compared to when BLUPs were 
computed on a by-environment basis (r=0.32) when comparing mean prediction performance 
across all traits. Yield had the highest prediction performance when both datasets containing 
genotypic BLUPs across environments (r=0.83) and by-environment (r=0.76) genotypic BLUPs 
were used. VREI2 measured during GS2 had the maximum prediction accuracy (r=0.76) among 
all phenomic traits followed by CA collected during GS1 (0.62) when across-environment 
BLUPs were used.  
 
 
 
 
 
 
 
 
 
Figure 4.2 Genomic prediction (GP) accuracy of phenomic traits collected from 285 accessions from the USDA 
germplasm collection (n=253) and the Soybean Nested Association Mapping panel (n=32) genotyped with a high density 
marker panel (35,512 markers remaining after pre-processing). The R package sommer was used for model training and 
model accuracy assessed using five-fold cross validation scheme where one fold was used for model training and the 
remaining four folds were used for model validation. Model training/validation process was repeated 20 times so that a 
total of 100 permutations was tested. 
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4.4.3. Genome-wide Association Analysis 
Permutation tests were used to determine the significance threshold for each trait using 
across-environment BLUPs and revealed only slight variation among P-values (-log10) ranging 
from 5.29-5.96 (Figure S3). These significance thresholds were then used to declare significance 
for GWA models using adjusted phenotypic value from Eq. [1] and Eq. [2]. GWA analysis 
identified 10 significant SNPs associated with three different traits (canopy reflectance-415nm, VI 
VREI2, and SY) across four different chromosomes (Figure 3, Table S3) across-environment 
BLUPs. Five SNPs were significantly associated with canopy reflectance waveband at 415nm 
measured during GS2 with all SNPs on Gm07 spanning a region of 192kb and the peak SNP was 
ss715596443. The allelic effect of these SNPs varied only slightly ranging from 0.00039-0.00044. 
Two SNPs, ss715580422 (Gm01) and ss715634601 (Gm19), were associated with VI VREI2 
measured during GS2 with allelic effects of -0.012 and 0.012, respectively. Three SNPs, 
ss715634877 (Gm19), ss715632177 (Gm18), and ss715594736 (Gm06), were associated with 
seed yield and had allelic effects of 266.4, -207.2, and -142.5, respectively. When we relaxed the 
significance threshold from the 95th to the 90th percentile of randomly permuted P-values, we 
identified three additional significant SNPs associated with two new traits (canopy reflectance-
825nm and canopy relflectance-2255nm) and VI VREI2 (Figure S4, Table S3). These SNPs did 
not co-align with those previously identified using the most stringent significance criteria. GWA 
analysis using by-environment BLUPs identified 21 significant associations between SNPs and 
four traits (canopy reflectance-715nm, canopy reflectance-725nm, VI VREI2, and SY) at a 
significance threshold using the 95th percentile of randomly permuted P-values (Figure S3, Table 
S4). No traits were identified with significant SNPs in 50% of environments from which the data 
was collected. However, we would like to point out that when we relaxed the significance threshold 
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using the 90th percentile, a significant association was identified between canopy reflectance-
445nm in Env5 and SNPs on Gm10 spanning a 48kb region Table S5).    
 
 
 
 
 
 
 
 
 
  
4.5. Discussion 
In this study we used 285 diverse soybean accession obtained in part from the USDA core 
collection, an important resource designed to capture the broader soybean germplasm diversity 
(Oliveira et al. 2010), which allowed us to explore the genetic architecture responsible for 
phenomic traits important for seed yield prediction. Most of the studies in soybean exploring 
genetic diversity and identifying genomic regions thus far have been conducted using agronomic 
traits (Hwang et al. 2014; Bandillo et al. 2015; Vuong et al. 2015; Zhang et al. 2015, 2017; Ye et 
al. 2018; Diers et al. 2018) and disease traits (Singh et al. 2016; Nagasubramanian et al. 2018; 
Figure 4.3 Circular Manhattan plot of genome wide association (GWA) results of three traits (inside ring: canopy 
reflectance-415nm, middle ring: VI VREI2, and outside ring: seed yield) collected from 285 accessions from the 
USDA germplasm collection (n=253) and the Soybean Nested Association Mapping panel (n=32) genotyped with a 
high density marker panel (35,512 markers remaining after pre-processing). The FarmCPU package in R was used to 
conduct GWA analysis using across environment BLUPs and 95th percentile significance threshold determined using 
permutation test.    
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Scott et al. 2019) with only a few studies (Dhanapal et al. 2016; Kaler et al. 2018; Diers et al. 2018) 
exploring the diversity available for phenomic traits underpinning seed yield making this an 
important area of research. Researchers are beginning to utilize phenomic-assisted approaches to 
understand component traits driving seed yield in soybean such as; canopy coverage (Xavier et al. 
2017), canopy temperature (Kaler et al. 2018), canopy shape (Jubery et al. 2017), canopy spectral 
reflectance (Christenson et al. 2016), chlorophyll content (Dhanapal et al. 2016), necessitating the 
need for additional follow up studies to investigate the extent of genetic diversity available for 
such traits and regions of the genome controlling such traits. We collected phenomic information 
on a suite of traits capable of being deployed for high-throughput phenotyping with the aim to 
investigate the extent of diversity available and application of genomic methodologies to study 
these traits in the germplasm collection and to begin unraveling their genetic architecture. 
The USDA germplasm collection is source of extensive genetic variation available to 
soybean breeders as verified by our PC and sub-populations analysis and is reflective of the 
phenotypic variation observed in phenomic traits (Table 1). The presence of sub-populations in 
soybean is well established (Bandillo et al. 2015; Xavier et al. 2018), but there has been little work 
done to characterize each subpopulation for important phenomic predictors of seed yield. Our 
results indicate that certain sub-populations may have unique phenotypic characteristics inherent 
to the particular cohort making this study a valuable resource for physiological breeding efforts 
(Reynolds and Langridge 2016) (see Cluster 4, 2, and 5 with low CT, high CA, and low VREI2). 
Given the current extent of the lack of genetic diversity in modern soybean breeding programs 
(Hyten et al. 2006; Mikel et al. 2010) and the challenge of introducing useful germplasm, this 
study and those alike can help plant scientists efficiently mine germplasm banks. It is important to 
emphasize the advantage of deploying high-throughput phenotyping platforms capable of 
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collecting high volumes of data across a wide spatio-temporal scale allowing additional studies 
like this one to be conducted to improve the resolution and breadth of understanding of the extent 
of diversity available in germplasm banks across all crop species.   
Efficient mining of germplasm for target breeding traits and phenomic traits alike can be 
achieved through deployment of GP methodologies as demonstrated by (Peixoto et al. 2017) . In 
this study, GP accuracy estimates revealed that 50% of traits had prediction accuracy (r) >0.50 
when using across-environment BLUPs, a commonly used methodology when using multi-
environment studies. This finding indicates that GP has the potential to disrupt germplasm 
breeding efforts by equipping breeders with high dimensional information on target breeding traits 
and phenomic predictors by leveraging predictions made onto untested accessions in the 
germplasm bank. Therefore, breeders will be equipped with phenomic information providing 
additional metrics for use in determining the potential usefulness of each accession to their own 
breeding program. While it is important to point out that most studies have focused on agronomic 
traits, additional work is needed from the research community to validate these results and develop 
methodologies to integration of this data into breeding efforts.  
In the present study two phenomic traits (canopy reflectance-415nm, VI VREI2 (GS2)) 
were identified with one and two significant loci on chromosomes (Gm) 07, and 01, and 19 
respectively, and three seed yield loci were identified on chromosomes 06, 18, and 19 using the 
most stringent significance threshold (Table). Researchers have conducted GWA studies using 
canopy spectral indices in soybean and identified several significant associations across the 
genome (Herritt et al. 2016; Dhanapal et al. 2016). We compared the genomic region of our 
putative loci with those reported in literature. Of the two loci associated with canopy spectral 
reflectance traits (raw reflectance and VI), one loci on Gm01 associated with VI VREI2 was 
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position 898kb away from of a known chlorophyll-related gene (Glyma01g41320) (Dhanapal et 
al. 2016). We were unable to identify previously reported SNPs that co-aligned with those that we 
report as significantly associated with seed yield. However, given the complexity of the genetic 
architecture controlling seed yield it is likely these loci are associated with other trait variation 
besides seed yield. One putative loci associated with canopy reflecatance-2255nm on Gm12 was 
positioned 416kb away from a putative SNP previously associated with photochemical reflectance 
index, a vegetation index used to determine non-photochemical quenching (Herritt et al. 2016). 
While our results along with previous studies (Herritt et al. 2016; Jarquin et al. 2016; Xavier et al. 
2018) demonstrate the complexity of genetic studies for quantitatively inherited traits, the 
combination of genomics-assisted, ghenomics-assisted breeding and rapidly attention gaining 
geno-phenomics-assisted breeding is providing new avenue for genetic studies and their utilization 
in plant breeding.  
 
4.6. Conclusion 
In this study we have provided evidence of the extensive genetic variation available to 
soybean breeders through the USDA germplasm collection and this diversity is reflective of the 
variation present in phenomic traits driving seed yield. Moreover, we have demonstrated the 
potential of GP to accurately predict phenotype performance of un-tested genotypes. While we did 
not conduct an independent validation of these findings, these approaches can be used to project 
predictions onto the broader soybean germplasm for all phenomic traits and upon validation can 
be used in germplasm development programs to diversity the genetic portfolios. Therefore, there 
is a potential to identify germplasm with optimized trait efficiencies on a trait-by-trait basis 
presenting breeders with an exciting opportunity for identification of valuable germplasm. Using 
GWA, four loci were identified with significant association with canopy reflectance-415nm, VI 
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VREI2, and seed yield. Overall, this information may be useful in unraveling the genetic variation 
of phenomic traits important for seed yield prediction and present an outline for efficient of 
exploitation of genetic diversity available in the USDA germplasm collection.  
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4.10. Supplementary Tables and Figures 
Table S- 4.1 Description of accessions, subpopulations, country of origin, maturity group (MG), and 
genetic background (PI=plant introduction, Elite=genotypes selected from public breeding programs, and 
Diverse=cross between PI and Elite genotypes). Accessions were grown in six environments across central 
Iowa and phenotyped for phenomic traits and seed yield collected after physiological maturity.  
Accession  Genetic Background Country of Origin Subpopulation 
4J10534 Elite United States 1 
5M20252 Elite United States 1 
CL0J09546 Elite United States 1 
CL0J17368 Elite United States 1 
HS63976 Elite United States 1 
IA3023 Elite United States 1 
LD015907 Elite United States 1 
LD024485 Elite United States 1 
LG032979 Diverse United States 1 
LG044717 Diverse United States 1 
LG054464 Diverse United States 1 
LG054832 Diverse United States 1 
LG902550 Diverse United States 1 
LG921255 Diverse United States 1 
LG941128 Diverse United States 1 
LG941906 Diverse United States 1 
LG977012 Diverse United States 1 
LG981605 Diverse United States 1 
Maverick Elite United States 1 
NE3001 Elite United States 1 
PI153280 Landrace France 4 
PI157421 Landrace South Korea 8 
PI167240 Landrace Turkey 6 
PI171450 Landrace Japan 3 
PI173994 Landrace South Korea 3 
PI181536 Landrace Japan 3 
PI181537 Landrace Japan 3 
PI189930 Landrace France 5 
PI189969 Landrace France 3 
PI200548 Landrace Japan 3 
PI232992 Landrace Japan 7 
PI253650A Landrace China 5 
PI253658A Landrace China 5 
PI253660B Landrace China 5 
PI261466 Landrace Japan 3 
PI261474 Landrace China 5 
PI290134 Landrace China 6 
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Table S- 4.2 (continued) 
   
PI323586B Landrace Portugal 5 
PI339868E Landrace South Korea 3 
PI347552B Landrace Russia 6 
PI361080 Landrace Russia 7 
PI361101 Landrace Korea 5 
PI379559D Landrace Japan 3 
PI391577 Landrace China 7 
PI391586 Landrace China 6 
PI398813 Landrace South Korea 1 
PI398881 Landrace South Korea 3 
PI404160B Landrace Georgia 1 
PI404166 Landrace China 6 
PI404169B Landrace China 4 
PI404188A Landrace China 8 
PI407653 Landrace China 4 
PI407656 Landrace China 4 
PI407746 Landrace China 8 
PI407810 Landrace South Korea 8 
PI416773 Landrace Japan 3 
PI416835 Landrace Japan 7 
PI416868A Landrace Japan 8 
PI417138 Landrace Japan 7 
PI417198 Landrace Japan 3 
PI417297 Landrace Japan 3 
PI417559 Landrace Poland 3 
PI427136 Landrace South Korea 1 
PI430596 Landrace China 8 
PI430597 Landrace China 8 
PI430619 Landrace China 8 
PI437121B Landrace Russia 5 
PI437122 Landrace Russia 5 
PI437124 Landrace Georgia 5 
PI437145B Landrace Russia 5 
PI437169B Landrace Russia 5 
PI437340B Landrace Russia 5 
PI437356 Landrace Russia 5 
PI437377 Landrace Russia 5 
PI437399 Landrace Russia 5 
PI437427B Landrace Russia 5 
PI437462A Landrace Russia 5 
PI437477A Landrace Russia 5 
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Table S- 4.3 (continued) 
   
PI437581 Landrace China 5 
PI437585 Landrace China 5 
PI437592 Landrace China 6 
PI437594A Landrace China 8 
PI437651B Landrace China 6 
PI437674 Landrace China 6 
PI437682A Landrace China 8 
PI437690 Landrace China 4 
PI437715 Landrace China 6 
PI437840A Landrace China 4 
PI437973 Landrace China 5 
PI438103 Landrace China 6 
PI438133B Landrace China 5 
PI438139 Landrace China 6 
PI438173 Landrace China 6 
PI438194 Landrace China 6 
PI438259B Landrace China 5 
PI438292 Landrace Japan 5 
PI438312 Landrace Algeria 7 
PI438434 Landrace Morocco 5 
PI438503A Landrace United States 4 
PI458052 Landrace South Korea 3 
PI458061A Landrace South Korea 3 
PI458110 Landrace South Korea 3 
PI458307A Landrace South Korea 3 
PI458506 Landrace China 5 
PI458507 Landrace China 8 
PI458517 Landrace China 8 
PI458519A Landrace China 4 
PI458520 Landrace China 4 
PI458521 Landrace China 4 
PI458522 Landrace China 4 
PI464877 Landrace China 4 
PI464880 Landrace China 5 
PI467310 Landrace China 4 
PI467312 Landrace China 4 
PI467327 Landrace China 4 
PI467332 Landrace China 4 
PI468384 Landrace China 3 
PI468385 Landrace China 5 
PI470223 Landrace China 5 
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Table S- 4.4 (continued) 
   
PI470227B Landrace China 5 
PI475810 Landrace China 2 
PI475818 Landrace China 2 
PI475820 Landrace China 2 
PI475822B Landrace China 2 
PI476344 Landrace Uzbekistan 1 
PI476911 Landrace Vietnam 5 
PI479711 Landrace China 5 
PI479713 Landrace China 5 
PI479718B Landrace China 6 
PI479729 Landrace China 5 
PI479740 Landrace China 5 
PI506529 Landrace Japan 5 
PI506800B Landrace Japan 3 
PI506887 Landrace Japan 3 
PI507147 Landrace Japan 3 
PI507171 Landrace Japan 3 
PI507267 Landrace Japan 3 
PI507487 Landrace Japan 3 
PI507491 Landrace Japan 3 
PI507681B Landrace Uzbekistan 5 
PI518283 Landrace Taiwan 7 
PI518751 Landrace Yugoslavia 1 
PI518757 Landrace Taiwan 8 
PI532462A Landrace China 5 
PI538377 Landrace China 8 
PI538389 Landrace Japan 4 
PI538393 Landrace China 5 
PI538400 Landrace China 6 
PI54591 Landrace China 2 
PI54608_1 Landrace China 5 
PI548316 Landrace China 4 
PI548349 Landrace North Korea 4 
PI548373 Landrace China 6 
PI549021A Landrace China 5 
PI549031 Landrace China 4 
PI561227 Landrace China 5 
PI561230 Landrace China 6 
PI561232 Landrace China 5 
PI561349 Landrace China 5 
PI561370 Landrace China 1 
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Table S- 4.5 (continued) 
   
PI561377 Landrace Japan 5 
PI567161 Landrace China 5 
PI567170A Landrace China 6 
PI567170B Landrace China 6 
PI567229A Landrace Russia 5 
PI567241 Landrace China 8 
PI567255A Landrace China 8 
PI567261B Landrace China 8 
PI567262D Landrace China 8 
PI567264A Landrace China 8 
PI567266A Landrace China 8 
PI567267A Landrace China 8 
PI567275 Landrace Japan 3 
PI567351A Landrace China 2 
PI567365 Landrace China 2 
PI567366B Landrace China 2 
PI567538B Landrace China 8 
PI567583A Landrace China 8 
PI567595A Landrace China 4 
PI567619 Landrace China 8 
PI567644 Landrace China 8 
PI567729 Landrace China 8 
PI567774B Landrace China 8 
PI574478B Landrace China 8 
PI574480B Landrace China 6 
PI574486 Landrace China 1 
PI578360 Landrace China 8 
PI578363 Landrace China 8 
PI578364 Landrace China 8 
PI578366 Landrace China 8 
PI578367 Landrace China 5 
PI578376 Landrace China 5 
PI578380A Landrace China 5 
PI578416 Landrace China 5 
PI578439 Landrace Vietnam 8 
PI578473A Landrace China 8 
PI578499A Landrace China 8 
PI578499B Landrace China 8 
PI588008A Landrace China 8 
PI592907C Landrace Russia 5 
PI592910 Landrace Russia 5 
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Table S- 4.6 (continued) 
   
PI592911B Landrace Russia 5 
PI593970 Landrace Japan 3 
PI594394 Landrace China 5 
PI594457A Landrace China 8 
PI594471A Landrace China 8 
PI597482 Landrace South Korea 1 
PI603367 Landrace China 5 
PI603412B Landrace China 4 
PI603422B Landrace China 4 
PI603428D Landrace China 2 
PI603438E Landrace China 2 
PI603442 Landrace China 4 
PI603452 Landrace China 4 
PI603470 Landrace China 8 
PI603546A Landrace China 2 
PI603560 Landrace China 2 
PI603594 Landrace China 8 
PI603596 Landrace China 8 
PI603655 Landrace China 8 
PI603660 Landrace China 8 
PI603662B Landrace China 8 
PI603674 Landrace China 8 
PI603747 Landrace China 8 
PI603749 Landrace China 8 
PI603912 Landrace North Korea 3 
PI603915C Landrace North Korea 5 
PI612611 Landrace North Korea 4 
PI62202 Landrace China 5 
PI68788 Landrace China 6 
PI70463 Landrace China 6 
PI72232 Landrace China 8 
PI79691_4 Landrace China 7 
PI80459 Landrace Japan 3 
PI80461 Landrace Japan 6 
PI80469 Landrace Japan 6 
PI80831 Landrace China 3 
PI81044_2 Landrace Japan 5 
PI81667 Landrace China 3 
PI81763 Landrace China 7 
PI81768 Landrace China 7 
PI81773 Landrace Japan 7 
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Table S- 4.7 (continued) 
   
PI84611 Landrace South Korea 4 
PI84921 Landrace North Korea 5 
PI84973 Landrace Japan 3 
PI85009_1 Landrace Japan 3 
PI85356 Landrace South Korea 6 
PI86006 Landrace Japan 7 
PI86081 Landrace Japan 3 
PI86145 Landrace Japan 5 
PI86449 Landrace Japan 6 
PI86452 Landrace Japan 3 
PI87600_1 Landrace North Korea 3 
PI87618 Landrace North Korea 5 
PI87631_1 Landrace Japan 4 
PI87634 Landrace Japan 6 
PI88289 Landrace China 5 
PI88292 Landrace China 4 
PI88305 Landrace China 6 
PI88306 Landrace China 6 
PI88788 Landrace China 4 
PI89003_1 Landrace China 4 
PI89008 Landrace China 4 
PI89130 Landrace North Korea 6 
PI89134 Landrace North Korea 5 
PI89152 Landrace North Korea 6 
PI89153 Landrace North Korea 5 
PI89154 Landrace North Korea 6 
PI89773 Landrace China 4 
PI91091 Landrace China 5 
PI91102 Landrace China 4 
PI91120_3 Landrace China 3 
PI91162 Landrace China 3 
PI91341 Landrace China 2 
PI91349 Landrace China 4 
PI92603 Landrace China 6 
PI92611 Landrace China 6 
PI92683 Landrace China 6 
PI96162 Landrace North Korea 3 
PI96199 Landrace China 3 
PI96322 Landrace North Korea 5 
PI96786_1 Landrace North Korea 5 
Prohio Elite United States 1 
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Table S- 4.8 (continued) 
   
Skylla Elite United States 1 
U03100612 Elite United States 1 
4J10534 Elite United States 1 
 
Table S- 4.10 SNP loci significantly associated with phenomic traits and seed yield (kg ha-1) collected from 
285 diverse soybean genotypes and BLUPs computed across all six environments evaluated during the 2016 
and 2017 growing seasons. Two significance thresholds were used to test for significant association using 
FarmCPU package and permutation tests used to set significance threshold. 
 
 
 
     Seed Yield  Avg Temp
b 
   
Year Environment GPS Coordinates Planting Date  Mean
a 
SD  Low High  Precip
c 
Solar
d
 
2016 Env1 42°01'02.5"N 93°46'19.6"W 5/21/2016  2637 770.6  15.5 27  629.9 3031 
 Env2 41°19'44.0"N 95°10'58.3"W 6/09/2016  2009 750  15.2 27  649 2834 
2017 Env3 42°01'17.5"N 93°46'04.2"W 6/15/2017  1960 909.7  14.6 27.2  374.4 3128 
 Env4 42°03'35.9"N 95°50'17.7"W 6/25/2017  2130 909.9  14.6 27  519.4 3291 
 Env5 41°19'51.8"N 95°10'58.9"W 6/26/2017  2510 955.9  14.2 26.6  563.3 3256 
 Env6 42°00'35.8"N 93°46'41.5"W 6/29/2017  1522 861.4  14.6 27.2  374.4 3128 
Note: Env3 and Env6 shared the same climactic information due to their relative proximity to each other 
a
 Mean seed yield (kg ha
-1
)  
b
 Average low and high temperature measured as degrees Celsius during the growing season (May 1 – September 
31) 
c
 Cumulative precipitation (mm) during the growing season (May 1 – September 31) 
d
 Cumulative solar radiation (MJ m
-2
) during the growing season (May 1 – September 31) 
 
Table S- 4.9 Description of testing environments, GPS coordinates, planting date, and summary statistics 
of seed yield, and climactic conditions. 
 
 
Significance	
Threshold	 Trait	
Growth	
Stage	 SNP	 Chr	 Position	 MAF	
P-
value	
(log10)	
Allelic	
Effect	
95
th
	
Percentile	
Canopy	
Reflectance-
415nm	
GS1	 ss715596443	 7	 15667648	 0.28	 6.13	 0.00044	
GS1	 ss715596441	 7	 15658813	 0.28	 6.00	 0.00043	
GS1	 ss715596468	 7	 15851142	 0.28	 5.95	 0.00043	
GS1	 ss715596442	 7	 15665922	 0.28	 5.88	 0.00043	
GS1	 ss715596447	 7	 15689076	 0.32	 5.57	 0.00039	
VI	VREI2	 GS2	 ss715580422	 1	 53877356	 0.06	 5.69	 -0.012	
GS2	 ss715634601	 19	 228660	 0.07	 5.50	 0.012	
Yield	 -	 ss715634877	 19	 39783551	 0.11	 8.03	 266.4	
-	 ss715632177	 18	 55335170	 0.13	 6.40	 -207.2	
-	 ss715594736	 6	 47618313	 0.36	 5.54	 -142.5	
	 	 	 	 	 	 	 	 	
90
th
	
Percentile	
Canopy	
Reflectance-
825nm	
GS2	 ss715620235	 15	 10654259	 0.27	 5.14	 0.009	
Canopy	
Reflectance-
2255nm	
GS1	 ss715613024	 12	 39839285	 0.06	 5.21	 0.003	
S2_VI_VREI2	 GS2	 ss715589568	 4	 9038370	 0.07	 5.30	 -0.012	
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Table S- 4.11 SNP loci significantly associated with phenomic traits and seed yield (kg ha-1) collected from 
285 diverse soybean genotypes phenotyped across six environments across central Iowa in 2016 and 2017. Two 
significance thresholds were used to test for significant association using FarmCPU package in each 
environment and significance threshold used from permutation tests from combined environment BLUPs 
association tests.  
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Figure S- 4.1 Scree plot showing the percentage of explained variance per each principal component using 
genomic data (35,512 SNP markers) to account for population structure of 285 genotypes collected from the 
USDA germplasm collection (n=253) and the Soybean Nested Association Mapping panel (n=32).  
 
 
Figure S- 4.2 Bayesian Information Criteria (BIC) output from an adaptive k-means clustering algorithm 
per number of clusters using genomic data (35,512 SNP markers) suing the R package adegenet. The number of 
clusters where minimum BIC was observed was used to designate subpopulation assignment of 285 genotypes 
collected from the USDA germplasm collection (n=253) and the Soybean Nested Association Mapping panel 
(n=32). 
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Figure S- 4.3 Distribution of permutation test results for all phenomic traits and seed yield collected on 285 
genotypes collected from the USDA germplasm collection (n=253) and the Soybean Nested Association 
Mapping panel (n=32). Permutation tests were conducted 500 times for adjusted phenotype data across all 
locations. Analysis was conducted in FarmCPU package in R and the 95th percentile used as the threshold for 
each trait. Red and black lines indicate the mean 95th and 90th percentile respectively across all traits.  
 
Figure S- 4.4 Circular Manhattan plot of genome wide association (GWA) results of five traits (inside ring: 
canopy reflectance-2255nm, second from inside: canopy reflectance-415nm, third from inside: canopy 
reflectance-825nm, fourth from inside: VREI2, and outside ring: seed yield) collected from 285 accessions from 
the USDA germplasm collection (n=253) and the Soybean Nested Association Mapping panel (n=32) 
genotyped with a high density marker panel (35,512 markers remaining after pre-processing). The FarmCPU 
package in R was used to conduct GWA analysis and 90th percentile significance threshold determined using 
permutation test.    
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Figure S- 4.5 QQ plots of traits with significant GWA results.   
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CHAPTER 5.    GENERAL CONCLUSIONS AND FUTURE WORKS 
In this dissertation we demonstrate the power of ML-assisted breeding techniques 
relying on the latest advancements made in phenotyping technologies to optimize the breeding 
process. This work is part of the growing body of evidence demonstrating the power of modern 
data analytics to have an impact of stakeholders; with a broader impact upon the world’s food 
production. These techniques, which are amenable to; crop species, breeding objectives, and 
breeding footprint provide low-cost solutions to make insightful breeding decisions during 
both cultivar testing/development and characterization stages to allow transition towards 
precision breeding. Thus, future research efforts are needed to continually harness the 
increasing capacity of ‘omics’ pipeline, and to decipher these complex data for prescriptive 
breeding solutions facilitating synergistic scientists-producer-consumer relationships. 
However, to do this plant scientist will need to continually fuse genomic, phenomic, and 
climactic data to understand the components of the phenotype equation thereby allowing 
breeders to assemble the “breeders triangle”. While researchers are beginning to demonstrate 
integration of crop modeling and multivariate genomic selection techniques more work is 
needed to fully exploit all data for real-world applications. Additionally, research is needed to 
validate and productionize the frameworks we have demonstrated in this work and to 
continually refine the processes specific to the farmer. To do this, empirical research is needed 
to demonstrate the gain in operational efficiencies made through the deployment of these 
strategies when aligned with conventional breeding methodologies thereby presenting 
researchers with exciting research opportunities. In conclusion, this work has the potential to 
revolutionize the breeding process using powerful data analytics to move towards efficient 
predictive plant breeding. 
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