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Abstract. Consider an insurance company for which the reserve process fol-
lows the Sparre Anderson model. In this paper, we study the optimal dividend
problem for such a company as Bai, Ma and Xing [9] do. However, we remove
the constant restriction on the dividend rates, i.e. the optimization problem
is of singular type. In this case, the value function is no longer bounded
and the associated HJB equation is a variational inequality involving a first
order integro-differential operator and a gradient constraint. We use other
techniques to prove the regularity properties for the value function and show
that the value function is a constrained viscosity solution of the associated
HJB equation. In addition, we show that the value function is the upper
semi-continuous envelop of the supremum for a class of subsolutions.
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1 Introduction
The dividend problem was first posed by De Finetti [15] at the International Congress of Actuaries
in 1957. Asmussen and Taksar [5] solved the optimal dividend problem for the special case of
Brownian motion. They determined that the optimal strategy is a constant barrier strategy in the
case of unbounded dividend and a so-called threshold strategy in the case of restricted dividend
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rates. In the case of a surplus process following a compound Poisson process, Gerber and Shiu [17]
showed that the optimal strategy is a threshold strategy if claim sizes are exponentially distributed
for restricted dividend rates. Later, Azcue and Muler [7] considered the problem of maximizing
the cumulative expected discounted dividend payouts of the insurance company where the reserve
process follows the Crame´r-Lundberg model. In the setting of a jump-diffusion process, Belhaj [10]
determined that the optimal dividend policy is a barrier strategy if claim jumps are exponentially
distributed. Optimal dividend control problems have been extensively researched, such as in
Albrecher and Thonhauser [3] and the exhaustive collection of references cited therein for the
past development of research into such problems.
It is well known that the closed form of the value function for the optimal dividend problem
is difficult to obtain if reserve follows the compound Poisson process with a general claim distri-
bution. In this case, Azcue and Muler [7] investigated the optimal dividend-reinsurance problem
and then they studied the optimal dividend-investment problem in [8]. Both papers used the
notion of a viscosity solution to construct the connection between the value function and the HJB
equation. If the compound Poisson claim process is replaced by a renewal process, the result is
a model known as Sparre Andersen risk model [4]; we should also study the dividend problem
in the framework of viscosity solution. As the dividend problem under the renewal process is
non-Markovian, it is more challenging to investigate. Li and Garrido [19] computed an IDE for
the Gerber-Shiu function in the case of a barrier strategy; Albrecher et al. [1] calculated the
moments of the expected discounted dividend payments under a barrier strategy; Albrecher and
Hartinger [2] showed that even in the case of Erlang(2) distributed interclass times and expo-
nentially distributed claim amounts, a horizontal barrier strategy is not optimal anymore, as it
can be outperformed by a strategy that depends on the time elapsed since the previous claim
occurrence.
We consider the optimal dividend problem of the renewal process in the framework of stochastic
optimal control. There is a rigorous connection between stochastic optimal control and fully
nonlinear integro-partial differential equations. For instance, Benth, Karlsen and Reikvam [11]
studied the optimal portfolio selection problem using the viscosity solution of an integro-partial
differential equation. Seydel [26] studied the optimal impulse control problems for the compound
Poisson jump diffusion process using the viscosity solution of a quasi-variational inequality. For
the renewal process, Bai, Ma and Xing [9] studied the optimal dividend problem and investment
problem under the Sparre Anderson Model with a constant restriction M < ∞ on the dividend
rates. Based on [9], we explore the optimal singular dividend problem under the Sparre Andersen
model, i.e., the jump dividend is allowed in our model. The difference between this paper and [9]
primarily consists of three aspects:
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• In the context of showing the continuity of the value function with respect to variable x, [9]
introduced a penalty function, while we consider this question by constructing admissible
strategies. This also leads to a difference in the proof of continuity of the value function
with respect to variable w.
• As our HJB equation is a first-order integro-differential equation with a gradient constraint,
while the HJB equation of [9] is a second-order integro-differential equation, the proof of
verification theorem is different from that of [9].
• The structure of the HJB equation and the boundary condition of the value function are
changed compared to those of [9]. Based on the HJB equation and the boundary condition,
we construct a viscosity subsolution and a supersolution of the HJB equation and we provide
a candidate of the value function.
The paper is organized as follows. First, we prove several continuity properties of the value func-
tion and develop the dynamic programming principle for the optimal dividend problem. Second,
we characterize the value function of the singular dividend problem as a constrained viscosity
solution of the associated Hamilton-Jacobi-Bellman equation. Finally, we show that the value
function is the upper semi-continuous envelop of the supremum for a class of subsolutions.
2 Model and Assumptions
Let (Ω,P,F ) be a probability space and (Ft) be a given filtration satisfying the usual assumptions.
We consider a renewal counting process N = {Nt}t≥0 on (Ω,P,F ). Denote {σn}n≥0 as the
jump times of the renewal counting process N , and denote Ti = σi − σi−1, i = 1, 2, · · · as the
waiting times between claims. We also assume that {Ti}∞i=1 are independent and identically
distributed with the common distribution F : R+ → [0, 1], and that there exists an intensity
function λ : [0,∞) → [0,∞) such that F¯ (t) := P{T1 > t} = exp{−
∫ t
0 λ(u)du}. In other words,
λ(t) = f(t)/F¯ (t), t ≥ 0, where f is the common density function of Ti’s. An important feature
of the Sparre Anderson model is the “compound renewal process” that describes the total claim
process
∑Nt
i=1 Ui, where Nt is the renewal process representing the frequency of claims up to time t,
and {Ui}∞i=1 is a sequence of random variables representing the size of incoming claims. We assume
that {Ui} are independent, identically distributed with the common distribution G : R+ → [0, 1],
and are independent of N . Denote Qt =
∑Nt
i=1 Ui, t ≥ 0. As the process Qt is non-Markovian in
general (unless the counting process is a Poisson process), we cannot use the dynamic programming
approach directly. Instead, we use the so-called Backward Markovization technique that was
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used in [9]. Thus, we need to introduce a new process
Wt = t− σNt , t ≥ 0,
of the time elapsed since the last jump. We observe that 0 ≤ Wt ≤ t ≤ T . It is known that the
process (t,Qt,Wt), t ≥ 0 is a piecewise deterministic Markov process (see, e.g., [24]). Throughout
this paper, we consider the following filtration {F}t≥0, where F = FN ∨ FW , t ≥ 0. Here,
FN ,FW denote the natural filtrations generated by processes N,W , respectively, with the usual
P-augmentation such that it satisfies the usual hypotheses; see, e.g., [23].
An important feature of the dynamic optimal control theory is to allow the starting point to
be any time s ∈ [0, T ]. In our Sparre Anderson model, we consider the initial time s ∈ [0, T ]
with the initial elapsed time Ws = w instead of t = 0. We consider the regular conditional
probability distribution Psw(·) = P[·|Ws = w] on (Ω,F ) and consider the “shifted” version of
process (Q,W ) on space (Ω,F ,Psw;F
s), where Fs = {F}t≥s. Next, we restart the clock at time
s ∈ [0, T ] by defining the new counting process N st := Nt−Ns, t ∈ [s, T ]. Then, under Psw, N s is a
“delayed” renewal process, in the sense that while its waiting times T si , i ≥ 2 remain independent
and identically distributed with the original processes Ti’s, its “time-to-first jump”, denoted by
T s,w1 , TNs+1 − w = σNs+1 − s, should have the survival probability
Psw{T s,w1 > t} = P{T1 > t+ w|T1 > w} = exp
[
−
∫ w+t
w
λ(u)du
]
.
To emphasize the dependence of N on w, in the following, denote N st |Ws=w , N s,wt , t ≥ s. We
denote Qs,wt =
∑Ns,wt
i=1 Ui andW
s,w
t = w+Wt−Ws, t ≥ s. It is easy to see that (Qs,wt ,W s,wt ), t ≥ s,
is an Fs-adapted Markov process defined on (Ω,F ,Psw). We will rely on the following standing
assumptions.
Assumption 2.1 (1) The insurance premium p and discount factor c are all positive constants.
(2) The distribution function F (of Ti’s) and G (of Ui’s) are continuous on [0,+∞). The intensity
function of F is denoted by f(t); there exists a continuous and bounded intensity function such
that λ(t) = f(t)/F¯ (t) > 0, t ∈ [0, T ]. There exists a constant Λ > 0 such that for all w ∈ [0, T ],
it holds that λ(w) ≤ Λ.
From now on, we consider the optimal dividend problem. For a given s ∈ [0, T ] and any
dividend policy Ls,wt , where L
s,w
t denotes the cumulative dividend from time s to time t, the SDE
of the wealth process Xpi,xt satisfies
Xpi,xt = x+ p(t− s)−Qs,wt − Ls,wt .
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We denote (Xpi,x,W,L) = (Xpi,s,x,w,W s,w, Ls,w) for simplicity. We call a control strategy pi =
{Lt}t≥0 admissible, if the following hold true:
(1) It is F−predictable, nondecreasing, and ca`gla`d.
(2) For any time t ≥ 0, the process Lt satisfies
Lt ≤ x+ p(t− s)−Qs,wt , (2.1)
which means that the dividend process Lt cannot cause bankruptcy. Denote U
x,w
ad [s, T ] as the set
of all admissible control strategies with initial wealth x and elapsed time w since the last jump
at time s. From (2.1), we observe that the set of admissible strategies is related to initial capital
x, which is quite different from [9]. For the given initial date (s, x,w), we define the cost function
by
J(s, x,w;pi)=Esxw
[∫ (τpi,x∧T )+
s
e−c(t−s)dLpit
]
,E
[∫ (τpi,x∧T )+
s
e−c(t−s)dLt|Xs = x,Ws = w
]
,
where τpi,x = inf{t ≥ s : Xpi,xt < 0} denotes the ruin time of the insurance company, and c > 0
is the discounting factor. From now on, denote Xpit = X
pi,x
t and τ
pi = τpi,x for simplicity, if
such notation does not cause confusion. J(s, x,w;pi) is the expected total discounted amount of
dividends before ruin. Our objective is to find the optimal strategy to maximize the expectation
of cumulative discounted dividends. The value function is defined by
V (s, x,w) = sup
pi∈Ux,w
ad
[s,T ]
J(s, x,w;pi).
The function V (s, x,w) should be defined on {(s, x,w) : 0 ≤ s ≤ T, x ≥ 0, 0 ≤ w ≤ s}. Thus, we
introduce several notations for simplicity. Denote
D = {(s, x,w)|0 ≤ s ≤ T, 0 ≤ x, 0 ≤ w ≤ s},
D = intD = {(s, x,w) ∈ D|0 < s < T, 0 < x, 0 < w < s},
D
∗ = {(s, x,w) ∈ D|0 ≤ s < T, 0 ≤ x, 0 ≤ w ≤ s}.
Here, we note that D∗ does not include the boundary of s = T .
Remark 2.2 As the singular dividend policy is admissible in our model, it may have a jump at
any time t ≤ T . Thus, the optimal choice at time T is to pay the entire wealth as dividends.
3 Basic Properties of The Value Function
In this section, we present several propositions to characterize a number of regularity properties
of the value function V (s, x,w).
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Proposition 3.1 Under assumption 2.1, the optimal return function V is well-defined on D, and
for all x ≥ 0, s ∈ [0, T ], w ∈ [0, s], it holds that x ≤ V (s, x,w) ≤ x+ p(T − s).
Proof From E
[∫ (τpi∧T )+
s
e−c(t−s)dLt
]
≤ Lτpi∧T , we observe that for any strategy pi ∈ Ux,wad [s, T ],
it holds that J(s, x,w;pi) ≤ Esxw
[
L(τpi∧T )+
]
. By (2.1), we observe that L(τpi∧T )+ ≤ x+ p(T − s).
On the other hand, the second proposition is trivial. As we allow for the company to have a jump
dividend, the company can pay the entire capital wealth x at initial time s as dividends and then
pay dividends at rate p after time s. Thus, we obtain V (s, x,w) ≥ x. ✷
Proposition 3.2 Under assumption 2.1, for all (s, x,w), (s + h, x,w) ∈ D, h > 0, it holds that
(1) V (s+ h, x,w) − V (s, x,w) ≤ 0.
(2) V (s, x,w)− V (s+ h, x,w) ≤ 2ph.
Proof (1) For the first conclusion, the proof is identical to that of Proposition 3.3 in [9]. We
omit it here.
(2) For any strategy pi ∈ Ux,wad [s, T ], we construct pih ∈ Ux,wad [s, T ] as follows:
piht = 1{τpi>T−h}
[
1{t<T−h}pit + 1{t=T−h}piallt + 1{t>T−h}pi
p
t
]
+ 1{τpi≤T−h}pit,
where piall means using the entire wealth as dividend immediately, and pip means paying dividend
at rate p. Denote τh as the ruin time of strategy pih and Lht as the corresponding cumulative
dividend payments of pih. Thus,
J(s, x,w;pih) = Esxw
[∫ (τh∧T )+
s
e−c(t−s)dLht
]
= Esxw
[∫ (τh∧T )+
s
e−c(t−s)dLht : τ
h > T − h
]
+Esxw
[∫ τh∧T
s
e−c(t−s)dLht : τ
h≤T−h
]
= Esxw
[∫ (T−h)+
s
e−c(t−s)dLht : τ
h>T−h
]
+Esxw
[∫ (τh∧T )+
(T−h)+
e−c(t−s)dLht : τ
h > T − h
]
+Esxw
[∫ τh
s
e−c(t−s)dLht : τ
h ≤ T − h
]
. (3.1)
Note that pih|[s,T−h] can be regarded as an admissible strategy of Ux,wad [s+ h, T ]. Thus, we obtain
that
Esxw
[∫ (T−h)+
s
e−c(t−s)dLht : τ
h>T−h
]
+Esxw
[∫ τh
s
e−c(t−s)dLht : τ
h≤T−h
]
≤V (s+h, x,w). (3.2)
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Substituting (3.2) into (3.1), and considering that on {τpi > T−h}, Xh(T−h)+ = 0, and all dividends
of pih during the interval (T − h, T ] are less than ph, we obtain
J(s, x,w;pih)≤V (s+h, x,w)+Esxw
[∫ τh∧T
(T−h)+
e−c(t−s)dLht :τ
h>T−h
]
≤V (s+h, x,w)+ph. (3.3)
In what follows, we consider the difference between pih and pi. By the definition of pih, we can
calculate the following:
J(s, x,w;pi) − J(s, x,w;pih) = Esxw
[∫ (τpi∧T )+
s
e−c(t−s)dLpit −
∫ (τh∧T )+
s
e−c(t−s)dLht
]
= Esxw
[∫ (τpi∧T )+
s
e−c(t−s)dLpit −
∫ (τh∧T )+
s
e−c(t−s)dLht : τ
pi ≤ T − h
]
+ Esxw
[∫ (τpi∧T )+
s
e−c(t−s)dLpit −
∫ (τh∧T )+
s
e−c(t−s)dLht : τ
pi > T − h
]
.
As there is no difference between pih and pi on [s, T−h) on set {τpi >T − h} ∪ {τpi ≤T −h},
we obtain
J(s, x,w;pi)−J(s, x,w;pih)=Esxw
[∫ (τpi∧T )+
T−h
e−c(t−s)dLpit−
∫ (τh∧T )+
T−h
e−c(t−s)dLht : τ
pi>T−h
]
. (3.4)
As the dividend strategy pi cannot cause bankruptcy, we observe that
Esxw
[∫ (τpi∧T )+
(T−h)−
e−c(t−s)dLpit : τ
pi > T − h
]
≤ Esxw
[
ph+XpiT−h : τ
pi > T − h] . (3.5)
By the definition of pih, the dividend pih will have a jump at time T − h on {τpi > T − h}; thus,
E
[∫ (τh∧T )+
(T−h)−
e−c(t−s)dLht : τ
pi > T − h
]
≥ Esxw
[
XpiT−h : τ
pi > T − h] . (3.6)
Substituting (3.5) and (3.6) into (3.4), we obtain
J(s, x,w;pi) − J(s, x,w;pih) ≤ Esxw
[
ph+XpiT−h −XpiT−h : τpi > T − h
] ≤ ph. (3.7)
Combining (3.3) and (3.7), we obtain that for any strategy pi ∈ Ux,wad [s, T ],
J(s, x,w;pi)−V (s+ h, x,w)=J(s, x,w;pi)−J(s, x,w;pih)+J(s, x,w;pih)−V (s+ h, x,w)≤2ph.
Taking the supremum over all strategies pi ∈ Ux,wad [s, T ], we obtain
V (s, x,w) − V (s+ h, x,w) ≤ 2ph. (3.8)
✷
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Proposition 3.3 Under assumption 2.1, the following holds:
(1) For any x1 ≥ x2 ≥ 0, V (s, x1, w) − V (s, x2, w) ≥ x1 − x2;
(2) For any compact set D, the mapping x 7→ V (s, x,w) is continuous, uniformly for (s, x,w) ∈ D.
Proof (1) For the first part, it is trivial to note that for any strategy pi2 ∈ Ux2,wad [s, T ], we can
construct pi1 such that pi1 has a jump dividend x1 − x2 at time s and then follows the strategy
pi2. Thus, we observe that
V (s, x1, w) ≥ J(s, x1, w;pi1) = J(s, x2, w;pi2) + x1 − x2.
As pi2 ∈ Ux2,wad [s, T ] is arbitrary, taking the supremum over Ux2,wad [s, T ], we obtain
V (s, x1, w)− V (s, x2, w) ≥ x1 − x2.
(2) Here, we borrow several arguments from [25]. Suppose that h ≥ 0, and let pi be a strategy
with initial capital x. Now, we construct another strategy p˜i that pays no dividend until some
stopping time τh to be defined below. At time τh, the strategy p˜i ∈ Ux−h,wad [s, T ] is adjusted so
that two surplus processes Xpi,xt and X
p˜i,x−h
t coincide from τ
h on. Let
τh , inf {t ≥ s : Lpit ≥ h}
be the first time that h is compensated by paying dividends with strategy pi. The strategy p˜i does
not pay dividends before time τh. We define the strategy p˜i as follows:
Lp˜it = (L
pi
t − h)+ 1{τh≤t≤T}1{t<τ˜} +X
p˜i,x−h
T 1{t=T<τh∧τ˜},
where (Lpit − h)+ = max {0, Lpit − h} and τ˜ = inf{t ≥ s : X p˜i,x−ht < 0} is the ruin time of X p˜i,x−ht .
Note that p˜i is admissible. From the definition of p˜i, we obtain
Esxw
[∫ (τpi∧T )+
s
e−c(t−s)dLpit −
∫ (τ˜∧T )+
s
e−c(t−s)dLp˜it : S ≤ τ˜
]
≤ Lpi(S∧T )+−Lp˜i(S∧T )+ ≤ h. (3.9)
Esxw
[∫ (τpi∧T )+
s
e−c(t−s)dLpit −
∫ (τ˜∧T )+
s
e−c(t−s)dLp˜it : S > τ˜ , τ˜ = τ
pi
]
≤ h. (3.10)
As for any strategy pi, the corresponding cost function is bounded, we obtain
Esxw
[∫ (τpi∧T )+
s
e−c(t−s)dLpit −
∫ (τ˜∧T )+
s
e−c(t−s)dLp˜it : τ
h > τ˜, τ˜ 6= τpi
]
≤ (x+ pT )P(τh > τ˜ , τ˜ 6= τpi) ≤ (x+ pT )P
{
∆X p˜i,x−hτ˜ ∈ (X p˜i,x−hτ˜− ,X p˜i,x−hτ˜− + h)
}
≤ (x+ pT )
∫ ∞
0
P
{
∆X p˜i,x−hτ˜ ∈ (y, y + h)|X p˜i,x−hτ˜− = y
}
F
X
p˜i,x−h
τ˜−
(dy)
= (x+ pT )
∫ ∞
0
[G(y + h)−G(y)]F
X
p˜i,x−h
τ˜−
(dy), (3.11)
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where G denotes the common distribution function of the claim size Ui’s. As G is uniformly
continuous, we observe that for any ε > 0, there exists a constant δ1(x) > 0 such that for all
h ≤ δ1(x), we have G(y + h)−G(y) ≤ ε2(x+pT ) . Combining this with (3.9), (3.10) and (3.11), we
obtain that for any ε > 0, there exists a δ(x) = min{ ε2 , δ1(x)} > 0 such that for all h < δ(x) and
any strategy pi ∈ Ux,wad [s, T ], it holds that
J(s, x,w;pi) ≤ J(s, x− h,w; p˜i) + ε ≤ V (s, x− h,w) + ε.
As pi ∈ Ux,wad [s, T ] is arbitrary, we obtain that for a sufficiently small h, we have V (s, x,w) −
V (s, x−h,w) ≤ ε. This shows that V is continuous with respect to x. Thus, for all compact sets,
V is uniformly continuous with respect to x. ✷
Proposition 3.4 Under assumption 2.1, for any h > 0 and 0 ≤ s < s + h ≤ T , it holds that
(1)V (s+ h, x,w + h)− V (s, x,w) ≤
[
1− exp
{
−ch− ∫ w+h
w
λ(u)du
}]
V (s + h, x,w + h).
(2)V (s, x,w + h)− V (s, x,w) ≤ 2ph+
[
1− exp
{
−ch− ∫ w+h
w
λ(u)du
}]
V (s+ h, x,w + h).
Proof (1) For all strategies pi ∈ U s,w+had [s + h, T ], p˜ih ∈ Ux,wad [s, T ] is defined so that on set
{T s,w1 > h} the insurance company pays dividends at rate p during time [s, s + h), and then
follows the strategy pi during t ∈ [s + h, T ]; on set {T s,w1 ≤ h}, p˜ih pays no dividends before time
T and then distributes the entire wealth as dividends at time T if X p˜i
h
T > 0. The rest of the proof
is exactly the same as the proof of proposition 5.1 of [9]. Depending on whether there are claims
during the time interval [s, s+ h], we can deduce that
V (s, x,w) ≥ exp
{
−ch−
∫ w+h
w
λ(u)du
}
V (s+ h, x,w + h). (3.12)
(2) For the second part of the proof, we can calculate the following directly:
V (s, x,w+h)−V (s, x,w)=V (s, x,w+h)−V (s+h, x,w+h)+V (s+h, x,w+h)−V (s, x,w).(3.13)
Combining (3.8) and (3.12) with (3.13), we obtain
V (s, x,w + h)− V (s, x,w) ≤ 2ph+
{
1−exp
[
−ch−
∫ w+h
w
λ(u)du
]}
V (s+h, x,w+h).
This completes the proof. ✷
Proposition 3.5 Under assumption 2.1, the value function has the following property.
lim
h↓0
[V (s, x,w) − V (s, x,w + h)] = 0,
uniformly in a compact set D.
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Proof From Proposition 3.4−(2), we note that limh↓0[V (s, x,w)− V (s, x,w+ h)] ≥ 0. We only
need to prove the opposite inequality. By a direct calculation and Proposition 3.2-(1), we obtain
V (s, x,w)−V (s, x,w + h) = V (s, x,w)−V (s+h, x,w+h)+V (s+h, x,w+h)−V (s, x,w+h)
≤ V (s, x,w)−V (s+ h, x,w + h). (3.14)
For any strategy pi ∈ Ux,wad [s, T ], depending on whether there are claims between [s, s + h], we
obtain
Esxw
[∫ (τpi∧T )+
s
e−c(t−s)dLpit
]
− V (s+ h, x,w + h)
=Esxw
[∫ (τpi∧T )+
s
e−c(t−s)dLpit |T s,w1 ≤ h
]
P(T s,w1 ≤ h)
+ Esxw
[∫ (τpi∧T )+
s
e−c(t−s)dLpit |T s,w1 > h
]
P(T s,w1 > h)− V (s + h, x,w + h). (3.15)
For the first term of the right side of (3.15), because P(T s,w1 ≤ h) = 1 − exp[−
∫ w+h
w
λ(u)du], we
know that for a sufficiently small h, there exists a constant Q1(D) > 0 such that
Esxw
[∫ (τpi∧T )+
s
e−c(t−s)dLpit |T s,w1 ≤ h
]
P(T s,w1 ≤ h) ≤ Q1(D)h, (3.16)
which means that for all ε > 0, there exists a constant δ1 > 0, such that for all 0 < h < δ1 and
all strategies pi ∈ Ux,wad [s, T ], it holds that
Esxw
[∫ (τpi∧T )+
s
e−c(t−s)dLpit |T s,w1 ≤ h
]
P(T s,w1 ≤ h) ≤
ε
3
. (3.17)
We estimate the second and third terms of the right side of (3.15) as follows:
Esxw
[∫ (τpi∧T )+
s
e−c(t−s)dLpit |T s,w1 > h
]
P(T s,w1 > h)− V (s+ h, x,w + h)
≤Esxw
[∫ (τpi∧T )+
s
e−c(t−s)dLpit |T s,w1 > h
]
− V (s+ h, x,w + h). (3.18)
As on {T s,w1 > h}, there is no claim on [s, s + h], and it is clear that τpi > s + h. Thus, we can
deduce that
Esxw
[∫ (τpi∧T )+
s
e−c(t−s)dLpit |T s,w1 >h
]
=Esxw
[∫ s+h
s
e−c(t−s)dLpit+
∫ (τpi∧T )+
(s+h)−
e−c(t−s)dLt|T s,w1 >h
]
≤Esxw
[
Lpis+h+V (s+h,X
pi
s+h, w+h)|T s,w1 >h
]
=Esxw
[
x+ph−Xpis+h+V (s+h,Xpis+h, w+h)|T s,w1 >h
]
. (3.19)
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The last equality sign of (3.19) is based on the fact that Lpis+h = x + ph −Xpis+h on {T s,w1 ≥ h}.
Then, we can obtain
Esxw
[∫ (τpi∧T )+
s
e−c(t−s)dLt|T s,w1 > h
]
− V (s + h, x,w + h)
≤Esxw
[
x+ ph−Xpis+h + V (s+ h,Xpis+h, w + h)− V (s+ h, x,w + h)|T s,w1 > h
]
. (3.20)
As 0 ≤ Xpis+h ≤ x + ph on {T s,w1 > h}, conditioning on whether Xpis+h belongs to [0, x], we can
estimate (3.20) as follows:
Esxw
[
x+ ph−Xpis+h + V (s+ h,Xpis+h, w + h)− V (s + h, x,w + h)|T s,w1 > h
]
= Esxw[x+ph−Xpis+h+V (s+h,Xpis+h, w+h)−V (s+h, x,w+h)|0≤Xpis+h≤x, T s,w1 > h]
×P(0 ≤ Xpis+h ≤ x|T s,w1 > h)+P(x<Xpis+h ≤ x+ ph|T s,w1 >h)×Esxw[x+ph−Xpis+h
+V (s+h,Xpis+h, w+h)−V (s+h, x,w+h)|x<Xpis+h≤x+ph, T s,w1 >h]. (3.21)
As on {0 ≤ Xpis+h ≤ x, T s,w1 > h},
V (s+ h,Xpis+h, w + h)− V (s+ h, x,w + h) ≤ −(x−Xpis+h). (3.22)
On {x < Xpis+h ≤ x+ ph, T s,w1 > h},
V (s+h,Xpis+h, w+h)−V (s+h, x,w + h)≤V (s+h, x+ph,w+h)−V (s+h, x,w+h). (3.23)
Substituting (3.22) and (3.23) into (3.21), we deduce that
Esxw
[
x+ ph−Xpis+h + V (s+ h,Xpis+h, w + h)− V (s+ h, x,w + h)|T s,w1 > h
]
≤ ph+ V (s+ h, x+ ph,w + h)− V (s+ h, x,w + h). (3.24)
Substituting (3.24) into (3.20) and combining this with (3.18), we obtain
Esxw
[∫ (τpi∧T )+
s
e−c(t−s)dLpit |T s,w1 > h
]
P(T s,w1 > h)− V (s+ h, x,w + h)
≤ ph+V (s+h, x+ph,w+h)−V (s+h, x,w+h). (3.25)
By Proposition 3.3, we obtain
lim
h↓0
V (s+ h, x+ ph,w + h)− V (s+ h, x,w + h) = 0.
Thus, for all ε > 0, there exists a constant δ2 > 0 such that for all 0 < h < δ2, it holds that
V (s+ h, x+ ph,w + h)− V (s + h, x,w + h) ≤ ε
3
.
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Setting δ3 = min{δ2, ε3p}, for all 0 < h < δ3, from (3.25), we obtain
Esxw
[∫ (τpi∧T )+
s
e−c(t−s)dLpit |T s,w1 > h
]
P(T s,w1 > h)− V (s+ h, x,w + h) ≤
2ε
3
. (3.26)
Combining (3.15) and (3.17) with (3.26), we know that for all ε > 0, there exists a constant
δ4 = min{δ1, δ3} such that for all 0 < h < δ4 and all strategies pi ∈ Ux,wad [s, T ], it holds that
Esxw
[∫ (τpi∧T )+
s
e−c(t−s)dLpit
]
− V (s + h, x,w + h) ≤ ε.
As pi ∈ Ux,wad [s, T ] is arbitrary, we have
V (s, x,w) − V (s+ h, x,w + h) ≤ ε. (3.27)
From (3.14) and (3.27), we obtain
lim
h↓0
[V (s, x,w) − V (s, x,w + h)] ≤ 0.
This completes the proof. ✷
Corollary 3.6 Combining all the above properties, we observe that V is continuous on D and
uniformly continuous in any compact set D.
4 Dynamic Programming Principle
In this section, we develop the dynamic programming principle (DPP) for our optimization prob-
lem. We start by proving an important lemma.
Lemma 4.1 For any compact set D and ε > 0, there exists a constant δ > 0 independent of
(s, x,w) ∈ D, such that for any pi ∈ Ux,wad [s, T ] and 0 < h < δ, we can find pˇi ∈ Ux,w−had [s, T ] such
that
J(s, x,w;pi) − J(s, x,w − h; pˇi) ≤ ε, ∀ (s, x,w) ∈ D.
Proof Let pi ∈ Ux,wad [s, T ]. For any h > 0, we consider the following two strategies.
1. Define pi1 ∈ Ux,w−had [s− h, T ] such that in the case of {T s−h,w−h1 > h}, pi1 pays dividends at
rate p during the time interval [s−h, s) and then follows strategy pi during the time interval
t ∈ [s, T ]; in the case of {T s−h,w−h1 < h}, pi1 pays a jump dividend x at time s− h and then
pays dividends at rate p until the ruin time.
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2. Define pˇi ∈ Ux,w−had [s, T ] such that
pˇi(t) = pi1(t− h)1{t<T} + piall1t=T1Xpˇi
T
>0,
where piall denotes the strategy of paying the entire wealth as a jump dividend.
We can calculate directly that
J(s, x,w;pi)−J(s, x,w−h;pi)=J(s, x,w;pi)−J(s−h, x,w−h;pi1)+J(s−h, x,w−h;pi1)−J(s, x,w−h;pi).
By the proof of proposition 3.4, we obtain
J1,J(s, x,w;pi)−J(s−h, x,w−h;pi1)≤J(s, x,w;pi)
[
1−exp
{
−ch−
∫ w
w−h
λ(u)du
}]
≤ (x+ pT )
[
1− exp
{
−ch−
∫ w
w−h
λ(u)du
}]
.
Using the fact that limh→0
[
1− exp
{
−ch− ∫ w
w−h λ(u)du
}]
= 0, we observe that for all ε > 0,
there exists a constant δ1 > 0 such that for all 0 < h < δ1, it holds that J1 <
ε
2 . From the proof
of proposition 3.2-(2)(e.g., the continuity of the value function on s), we obtain
J2 , J(s− h, x,w − h;pi1)− J(s, x,w − h; pˇi) ≤ ph.
Thus, for all ε > 0, there exists a constant δ2 > 0 such that for all h < δ2, there exists pˇi ∈
Ux,w−had [s, T ] such that J2 <
ε
2 . Taking δ = min{δ1, δ2}, we obtain the desired conclusion. ✷
For any strategy pi ∈ Ux,wad (s, T ), denote Rpit = Rpi,s,x,wt = (t,Xpi,s,x,wt ,W s,wt ) for simplicity.
Theorem 4.2 Assume that assumption 2.1 holds; then, for any (s, x,w) ∈ D and any stopping
time τ ∈ [s, T ], it holds that
V (s, x,w) = sup
pi∈Ux,w
ad
[s,T ]
Esxw
[∫ τ∧τpi
s
e−c(t−s)dLpit +e
−c(τ∧τpi−s)V (Rpiτ∧τpi )
]
.
Proof First, we prove that the above equation holds for any deterministic τ = s + h, where
h ∈ (0, T − s). In other words, we prove that
V (s, x,w) = v(s, x,w; s + h),
where
v(s, x,w; s + h), sup
pi∈Ux,w
ad
[s,T ]
Esxw
[∫ (s+h)∧τpi
s
e−c(t−s)dLpit +e
−c((s+h)∧τpi−s)V (Rpi(s+h)∧τpi)
]
.
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First, we show that V (s, x,w) ≤ v(s, x,w; s+ h). The proof of this statement is exactly the same
as the proof of Theorem 6.2 in [9]. We omit this proof here.
In what follows, we prove that V (s, x,w) ≥ v(s, x,w; s + h). Denote xmax , x + pT . For
a compact set [0, xmax] × [0, T ]2, due to the uniform continuity of V on (x,w), we know that
there exists a constant δ3 > 0 such that for all 0 < xA − xB < δ3 and 0 < wA − wB < δ3, it
holds that |V (s, xA, wA)− V (s, xB , wB)| < ε2 . Let δ4 > 0 be the constant in Lemma 4.1. Denote
δ , min{δ3, δ4}. Let 0 = x0 < x1 < x2 < · · · < xn = xmax and 0 = w0 < w1 < w2 < · · · <
wn = T be a partition of [0, xmax] × [0, T ] such that xi+1 − xi < δ and wj+1 − wj < δ. Take
Dij = [xi−1, xi) × [wj−1, wj), i, j ∈ N. For 0 ≤ s < s + h < T and 0 ≤ i, j ≤ n, we choose
pii,j ∈ Uxi,wjad [s+ h, T ] such that
J(s+ h, xi, wj ;pi
i,j) > V (s+ h, xi, wj)− ε. (4.1)
For each x ∈ [xi−1, xi), we define p˜ii,j ∈ Ux,wjad [s+h, T ] such that p˜ii,j pays a jump dividend x−xi−1
and then follows the strategy pii−1,j, meaning that
J(s + h, x,wj ; p˜i
i,j) = J
(
s+ h, xi−1, wj ;pii−1,j
)
+ x− xi−1. (4.2)
For each w ∈ [wj−1, wj), x ∈ [xi−1, xi) and p˜ii,j ∈ Ux,wjad [s + h, T ], by Lemma 4.1, we can define
strategy pˆii,j ∈ Ux,wad [s+ h, T ] such that
J(s+ h, x,w;pii,j) ≥ J(s+ h, x,wj ; p˜ii,j)− ε. (4.3)
Thus, combining (4.1), (4.2) and (4.3) we obtain that for each (x,w) ∈ Dij ,
J(s+ h, x,w;pii,j) ≥ J(s+ h, x,wj ; p˜ii,j)− ε = J(s+ h, xi−1, wj ;pii−1,j) + x− xi−1 − ε
≥ V (s+ h, xi−1, wj)− 2ε ≥ V (s+ h, x,w) − 3ε.
The last inequality holds because V is uniformly continuous with respect to x and w on a compact
set. For any strategy pi ∈ Ux,wad [s, T ], define the new strategy pi∗ as follows.
pi∗(t) = pi(t)1[s,s+h)(t) +
n−1∑
i=0
n−1∑
j=0
1Dij(X
pi
s+h,Ws+h)1[s+h,T ](t)pˆi
i,j(t).
We can verify that pi∗ ∈ Ux,wad [s, T ] and {τpi
∗ ≤ s+ h} = {τpi ≤ s+ h}. If τpi∗ > s+ h, we have
J(s+ h,Xpis+h,Ws+h;pi
∗) ≥ V (s+ h,Xpis+h,Ws+h)− 3ε, P− a.s. on {τpi
∗
> s+ h}.
Consequently,
V (s, x,w)≥J(s, x,w;pi∗)=Esxw
[∫ (s+h)∧τpi
s
e−c(t−s)dLt+1{τpi>s+h}e−ch
∫ τpi∗
s
e−c(t−(s+h))dL∗t
]
≥ Esxw
[∫ (s+h)∧τpi
s
e−c(t−s)dLt + e−c((s+h)∧τ
pi−s)V (Rpi(s+h)∧τpi)
]
− 3ε. (4.4)
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In the last inequality, we used the fact that 1{τpi≤s+h}V (Rpi(s+h)∧τpi ) = 0. As pi ∈ Ux,wad [s, T ] is
arbitrary, from (4.4) we observe that V (s, x,w) ≥ v(s, x,w; s + h) − 3ε. As ε > 0 is arbitrary,
we obtain that V (s, x,w) ≥ v(s, x,w; s + h) for all deterministic τ = s + h. Since the proof of τ
being a stopping time is exactly the same as the proof of Theorem 6.2 in [9], we omit the rest of
the proof. ✷
5 The Hamilton-Jacobi-Bellman equation
The corresponding HJB equation of the problem is
max {1− Vx,L [V ]} (s, x,w) = 0, (s, x,w) ∈ D ;V (T, x,w) = x, (5.1)
where L [·] is a first-order integro-differential operator for ϕ ∈ C1,1,1(D), where C1,1,1(D) denotes
the set of all continuously differentiable functions on D, and
L [ϕ](s, x,w) , [−cϕ+ϕs+pϕx + ϕw](s, x,w) + λ(w)
[∫ x
0
ϕ(s, x− u, 0)dG(u) − ϕ(s, x,w)
]
.
From now on, we denote the integral part of (5.1) as I[ϕ] for simplicity, i.e.,
I[ϕ](s, x,w) =
∫ x
0
ϕ(s, x− u, 0)dG(u) − ϕ(s, x,w).
While we want to explore more regularity properties of the value function, unfortunately, in many
applications, the value function V (s, x,w) is not necessarily smooth, or it can be very difficult to
prove its differentiability. Therefore, we need to introduce the notion of weak solutions, namely,
viscosity solutions.
We recall that the notion of viscosity solutions was introduced by Crandall and Lions [14] for
first-order equations and Lions [20,21] for second-order equations. The notion of viscosity solutions
of integro-differential equations was pursued by Soner [27]. The viscosity solution concept for fully
nonlinear partial differential equations has been proven to be extremely useful in control theory
because it does not need the differentiability of the value function. Instead, it merely requires
continuity of the value function to define the viscosity solution. We refer to the user’s guide
of Crandall, Ishii and Lions [13] for an overview of the theory of viscosity solutions and their
applications. Using the notion of a viscosity solution, we prove that the value function is the
(viscosity) solution of the corresponding equation. The viscosity solution approach is becoming
a well-established approach to studying stochastic control problem; see, e.g., the books [16, 28].
Now, we provide the definition of the constrained viscosity solution of the HJB equation (5.1).
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Definition 5.1 Let O ⊆ D∗ be a subset such that ∂TO , {(T, y, v) ∈ ∂O} 6= ∅, where O¯ is the
closure of O. Denote USC(O) as the set of all upper semicontinuous functions on O and LSC(O)
as the set of all lower semicontinuous functions on O.
(a) Let v ∈ USC(O); we call v a viscosity subsolution of (5.1) on O if v(T, y, v) ≤ y for
(T, y, v) ∈ ∂TO; for any (s, x,w) ∈ O and ϕ ∈ C1,1,1(O¯) such that [v−ϕ](s, x,w) = max(t,y,v)∈O[v−
ϕ](t, y, v), it holds that
max{1− ϕx,L [ϕ]}(s, x,w) ≥ 0.
(b) Let v ∈ LSC(O); we call v a viscosity supersolution of (5.1) on O if v(T, y, v) ≥ y for
all (T, y, v) ∈ ∂TO; for any (s, x,w) ∈ O and ϕ ∈ C1,1,1(O¯) such that 0 = [v − ϕ](s, x,w) =
min(t,y,v)∈O[v − ϕ](t, y, v), it holds that
max{1− ϕx,L [ϕ]}(s, x,w) ≤ 0.
In particular, we call u a “constrained viscosity solution” of (5.1) on D∗ if it is both a viscosity
subsolution on D∗ and a viscosity supersolution on D .
There is an equivalent formulation of viscosity solutions; the proof of equivalence of definitions is
standard (e.g., see [6, 11]). In this paper, we use both definitions interchangeably.
Given a continuously differentiable function ϕ and a continuous function u, we define the
operator
L [u, ϕ](s, x,w)=[−cu+ϕs+pϕx+ϕw](s, x,w)+λ(w)
[∫ x
0
u(s, x−α, 0)dG(α) − u(s, x,w)
]
.
Definition 5.2 Let v ∈ USC(O); we call v a viscosity subsolution of (5.1) on O if v(T, y, v) ≤ y
for (T, y, v) ∈ ∂TO; for any (s, x,w) ∈ O, ϕ ∈ C1,1,1(O¯) such that 0 = [v − ϕ](s, x,w) =
max(t,y,v)∈O[v − ϕ](t, y, v), it holds that
max{1− ϕx,L [v, ϕ]}(s, x,w) ≥ 0.
Let v ∈ LSC(O); we call v a viscosity supersolution of (5.1) on O if v(T, y, v) ≥ y for all
(T, y, v) ∈ ∂TO; for any (s, x,w) ∈ O and ϕ ∈ C1,1,1(O¯) such that 0 = [v − ϕ](s, x,w) =
min(t,y,v)∈O[v − ϕ](t, y, v), it holds that
max{1− ϕx,L [v, ϕ]}(s, x,w) ≤ 0.
Theorem 5.3 Assume that assumption 2.1 holds. Then, the value function is a constrained
viscosity solution of the HJB equation (5.1) on D∗.
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Proof Supersolution Given (s, x,w) ∈ D , let ϕ ∈ C1,1,1(D) be such that V − ϕ reaches its
minimum at (s, x,w) with V (s, x,w) = ϕ(s, x,w). Consider the strategy pi0 with dividend rate
l0; T
s,w
1 denotes the time of the first claim. Denote τ
h
s , s + h ∧ T s,w1 , Rt , (t,Xpi
0,s,x,w
t ,W
s,w
t ).
By the dynamic programming principle, we have
V (s, x,w) = sup
pi∈Ux,w
ad
[s,T ]
Esxw
[∫ τhs
s
e−c(t−s)dLpit + e
−c(τhs −s)V (Rpiτhs )
]
≥ Esxw
[∫ τhs
s
e−c(t−s)l0dt+ e−c(τ
h
s −s)V (Rpiτhs )
]
= Esxw
[∫ τhs
s
e−c(t−s)l0dt
]
+Esxw
{
e−c(τ
h
s −s)
[
V (Rτhs )− V (Rτhs −)
]
1{T s,w
1
<h}
}
+ Esxw
[
e−c(τ
h
s −s)ϕ(Rτhs −)
]
.
Using the fact that V (s, x,w) = ϕ(s, x,w), we obtain
0 ≥ Esxw
[∫ τhs
s
e−c(t−s)l0dt
]
+ Esxw
{
e−c(τ
h
s −s)
[
V (Rτhs )− V (Rτhs −)
]
1{T s,w
1
<h}
}
+ Esxw
[
e−c(τ
h
s −s)ϕ(Rτhs −)− ϕ(s, x,w)
]
, I1 + I2 + I3. (5.2)
where Ii, i = 1, 2, 3 are the three terms on the right side above. Clearly, we have
I1 = l0Esxw
[∫ s+h∧T s,w
1
s
e−c(t−s)dt : T s,w1 ≤ h
]
+ l0Esxw
[∫ s+h
s
e−c(t−s)dt : T s,w1 > h
]
= l0
∫ h
0
∫ s+z
s
e−c(t−s)λ(w+z)e−
∫ w+z
w
λ(u)dudtdz+l0
[
1−e−
∫ w+h
w
λ(u)du
]∫ s+h
s
e−c(t−s)dt. (5.3)
As τhs = s+ T
s,w
1 on {T s,w1 < h}, we have
I2=Esxw
[∫ ∞
0
∫ h
0
e−ct
[
V (s+ t,Xpi
0
s+t−− u, 0)−V (s+ t,Xpi
0
s+t−,W
s,w
s+t−)
]
dFT s,w
1
(t)dG(u)
]
. (5.4)
As there are no jumps on [s, τhs ), using Itoˆ’s formula, we obtain
I3 = Esxw
[∫ τhs
s
e−c(u−s) [−cϕ+ ϕt − l0ϕx + ϕxp+ ϕw] (R0u)du
]
= Esxw
[∫ s+h
s
F¯T s,w
1
(u− s)e−c(u−s) [−cϕ+ϕt − ϕxl0 + ϕxp+ ϕw] (R0u)du
]
. (5.5)
Recall that FT s,w
1
(t) = 1− e−
∫ w+t
w
λ(u)du. Dividing both sides of (5.2) and then considering h ↓ 0,
due to (5.3)-(5.5) and [V − ϕ](s, x,w) = 0, we obtain
[−cV+ϕs+pϕx+ϕw](s, x,w)+l0(1−ϕx)(s, x,w)+λ(w)
[∫ x
0
V (s, x−u, 0)dG(u)−V (s, x,w)
]
≤0.
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As l0 is arbitrary, we obtain
max {1− ϕx,L (V, ϕ)} ≤ 0.
At this point, we have shown that V is a viscosity supersolution on D .
Subsolution Now, we prove that V is the viscosity subsolution of the HJB equation on D∗.
If we assume the contrary, then there exists a point (s, x,w) ∈ D∗ and ψ0 ∈ C1,1,1(D) such that
0 = [V − ψ0](s, x,w) = max(t,y,v)∈D∗ [V − ψ0](t, y, v), but
max
{
1− ψ0x,L (ψ0)
}
(s, x,w) = −2η < 0,
where η > 0 is a constant and L is the first-order integro-differential operator. Now, we show
that there exists a function ψ ∈ C1,1,1(D∗) and constants ε > 0 and ρ > 0 such that
L [ψ](t, y, v) ≤ −εc, (t, y, v) ∈ Bρ(s, x,w) ∩D∗ \ {t = T};
1− ψy(t, y, v) ≤ −εc, (t, y, v) ∈ Bρ(s, x,w) ∩D∗ \ {t = T};
V (t, y, v) ≤ ψ(t, y, v) − ε, (t, y, v) ∈ ∂Bρ(s, x,w) ∩D∗,
(5.6)
where Bρ(R) denotes the open sphere centered at R with radius ρ.
Case 1 If x > 0, define
ψ(t, y, v) , ψ0(t, y, v) +
η
[
(t− s)2 + (y − x)2 + (v − w)2]2
λ(w)(x2 + w2)2
.
Clearly, ψ ∈ C1,1,1(D), ψ(s, x,w) = ψ0(s, x,w) = V (s, x,w) and ψ(t, y, v) > V (t, y, v) for all
(t, y, v) 6= (s, x,w). Furthermore, (ψ0t , ψ0y , ψ0v)(s, x,w) = (ψy, ψy, ψv)(s, x,w) and λ(w)
∫ x
0 ψ(s, x−
u, 0)dG(u) ≤ λ(w) ∫ x0 ψ0(s, x− u, 0)dG(u) + η. Thus, we have
L [ψ] (s, x,w)≤L [ψ0](s, x,w)+η=−η<0, [1−ψx](s, x,w)=[1−ψ0x](s, x,w)=−2η<0.
This leads to
max{1− ψx,L [ψ]}(s, x,w) ≤ −η < 0.
By continuity of ψx and L [ψ], we know that there exists a constant ρ > 0, such that
max{1− ψx,L [ψ]}(t, y, v) ≤ −η
2
< 0, for (t, y, v) ∈ Bρ(s, x,w) ∩D∗ \ {t = T}.
Note that for all (t, y, v) ∈ ∂Bρ(s, x,w) ∩D∗, the following holds:
V (t, y, v) ≤ ψ(t, y, v) − ηρ
4
λ(w)(x2 + w2)2
.
If we choose ε = min{ ηρ4
λ(w)(x2+w2)2 ,
η
2c}, we obtain (5.6).
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Case 2 If x = 0, in this case,
max
{
1−ψ0y ,L [ψ0]
}
(s, 0, w)=max
{
1−ψ0y ,−cψ0+ψ0s+pψ0y+ψ0w−λ(w)ψ0
}
(s, 0, w)≤−2η<0.
Define ψ(t, y, v) , ψ0(t, y, v) + η[(t − s)2 + y2 + (v − w)2]. If we denote ε = min{ η2c , ηρ2} and
perform a calculation similar to that of Case 1, we can show that (5.6) still holds. In the following,
we will argue that (5.6) leads to a contradiction.
For any strategy pi ∈ Ux,wad [s, T ], denote Rs,x,wt = (t,Xs,x,wt ,W s,x,wt ). Define τρ , inf{t > s :
Rt /∈ Bρ(s, x,w) ∩D∗} and θ , τρ ∧ T s,w1 ; additionally, we denote Rt = Rs,x,wt for simplicity.
Applying Itoˆ’s formula to e−c(t−s)ψ(Rt), we have
ψ(s, x,w) = Esxw
[
e−c(θ−s)ψ(θ,Xθ,Wθ)
]
+ Esxw
[∫ θ
s
e−c(t−s)ψxdLct
]
+Esxw
[∫ θ
s
e−c(t−s)(cψ − ψt − ψxp− ψw)(t,Xt−,Wt−)dt
]
+Esxw
[∫ θ
s
∫ Xt−
0
(ψ(t−,Xt−,Wt−)− ψ(t,Xt− − u, 0))dG(u)λ(Wt)dt
]
+Esxw

 ∑
s≤t<θ
e−c(t−s)(ψ(Rt)− ψ(Rt+))

 ,
where Lct denotes the continuous part of process Lt. For time t ∈ [s, θ), −L [ψ](t,Xt,Wt) ≥
cε, ψy(t,Xt,Wt) ≥ 1 + cε. The above equation can be transformed as follows:
ψ(s, x,w)≥Esxw
[
e−c(θ−s)ψ(θ,Xθ,Wθ)
]
+Esxw
[∫ θ
s
e−c(t−s)cεdt
]
+Esxw
[∫ θ
s
e−c(t−s)dLt
]
. (5.7)
On {τρ < T s,w1 , (θ,Xθ,Wθ) 6= (θ,Xθ+,Wθ)}, meaning that at time θ, the wealth process jumps
out of Bρ(s, x,w) ∩D∗ due to dividend payments. There exists a random variable ν ∈ [0, 1] and
a point (θ,Xν ,Wθ) ∈ ∂Bρ(s, x,w) ∩D∗ such that
Xν = Xθ − ν[Lθ+ − Lθ].
From (5.6), we observe that
ψ(θ,Xν ,Wθ) ≥ V (θ,Xν ,Wθ) + ε.
ψ(θ,Xθ,Wθ)− ψ(θ,Xν ,Wθ) ≥ (cε + 1)(Xθ −Xν) = (cε + 1)ν(Lθ+ − Lθ).
(5.8)
From proposition 3.3-(1), we obtain
V (θ,Xν ,Wθ) ≥ V (θ,Xθ+,Wθ) + (1− ν)[Lθ+ − Lθ]. (5.9)
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Combining (5.8) with (5.9), we observe that on {τρ < T s,w1 , (θ,Xθ,Wθ) 6= (θ,Xθ+,Wθ)},
ψ(θ,Xθ,Wθ) ≥ V (θ,Xθ+,Wθ) + ε+ (Lθ+ − Lθ). (5.10)
On the other hand, in the case of {τρ < T s,w1 , (θ,Xθ,Wθ) = (θ,Xθ+,Wθ)}, meaning that at time
θ, (θ,Xθ,Wθ) ∈ ∂Bρ(s, x,w) ∩D∗; we obtain
ψ(θ,Xθ,Wθ) ≥ V (θ,Xθ,Wθ) + ε = V (θ,Xθ+,Wθ) + ε. (5.11)
In the case of {τρ ≥ T s,w1 ,XT s,w1 < 0}, we have
ψ(θ,Xθ,Wθ) = V (θ,Xθ,Wθ) = 0. (5.12)
In the case of {τρ ≥ T s,w1 ,XT s,w1 ≥ 0}, we have
ψ(θ,Xθ,Wθ) ≥ V (θ,Xθ,Wθ) ≥ V (θ+,Xθ+,Wθ+) + Lθ+ − Lθ. (5.13)
From (5.10), (5.11), (5.12), and (5.13), we obtain
Esxw
[
e−c(θ−s)ψ(θ,Xθ,Wθ) +
∫ θ
s
e−c(t−s)dLt
]
≥Esxw
[
e−c(θ−s)V (θ,Xθ+,Wθ)+
∫ θ+
s
e−c(t−s)dLt : τρ≥T s,w1
]
+ Esxw
[
e−c(θ−s)V (θ,Xθ+,Wθ)+
∫ θ+
s
e−c(t−s)dLt+εe−c(θ−s) : τρ < T
s,w
1
]
. (5.14)
Combining (5.7) with (5.14), we observe that
ψ(s, x,w) ≥Esxw
[
e−c(θ−s)V (θ,Xθ+,Wθ)+
∫ θ+
s
e−c(t−s)dLt
]
+ε−εEsxw
[
e−c(θ−s) : τρ≥T s,w1
]
≥ Esxw
[
e−c(θ−s)V (θ,Xθ+,Wθ)+
∫ θ+
s
e−c(t−s)dLt
]
+εEsxw
[
1−e−c(T s,w1 −s)
]
. (5.15)
For h > 0, θ + h is a stopping time. The dynamic programming principle yields that
V (s, x,w) = sup
pi∈Ux,w
ad
[s,T ]
Esxw
[∫ θ+h
s
e−c(t−s)dLt + e−c((θ+h)∧τ
pi−s)V (R(θ+h)∧τpi )
]
.
Let h ↓ 0; by continuity of V , we obtain
V (s, x,w) = sup
pi∈Ux,w
ad
[s,T ]
Esxw
[∫ θ+
s
e−c(t−s)dLt
]
+ e−c(θ−s)V (θ,Xθ+,Wθ). (5.16)
As P(T s,w1 > s) = 1 and V (s, x,w) = ψ(s, x,w), we observe that (5.16) contradicts (5.15). ✷
20
6 The Candidate of The Value Function
In this section, we provide a candidate of the value function. Before we state theorems, we
introduce several notations.
Definition 6.1 If u : D → R3, define
u∗(s, x,w) = lim
r↓0
sup
{
u(t, y, v) : (t, y, v) ∈ D and
√
|t− s|2 + |y − x|2 + |v − w|2 ≤ r
}
.
We call u∗ the upper semicontinuous envelope of u. u∗ is the smallest upper semi-continuous
function satisfying u ≤ u∗.
Denote dD (s, x,w) the distance between (s, x,w) and the boundary of D , which means
dD (s, x,w) = (T − s) ∧ w ∧
√
2
2
(s− w) ∧ x. (6.1)
Recall the definition D = intD = {(s, x,w) ∈ D|0 < s < T, 0 < x, 0 < w < s}. We observe that
dD (s, x,w) ≤ T2+√2 . In fact, if we consider w = T − s =
√
2
2 (s − w), we obtain w = T − s =√
2
2 (s − w) = T2+√2 . If x ∧ w ∧ T − s ∧
√
2
2 (s − w) > T2+√2 , then by summing w, s − w and T − s
we obtain T > T , which is a contradiction.
From now on, denote M1 , (
√
2
2 + 1 + 2p)T +
T
2+
√
2
and M2 , −[
√
2
2 + 1 + (c+ Λ)
2T
2+
√
2
]T for
simplicity. In what follows, we construct a viscosity supersolution of (5.1) on D .
Theorem 6.2 Define
V (s, x,w) = x+ dD (s, x,w) +N1(T − s), (6.2)
where the constant N1 =
√
2
2 +1+ 2p, and dD is defined in (6.1), Then, V is a viscosity superso-
lution of (5.1) on D and for all (s, x,w) ∈ D, x+M2 ≤ V (s, x,w) ≤ x+M1.
Proof Note that for all (s, x,w) ∈ D , dD (s, x,w) ≤ T2+√2 . Thus, it is obvious that for all
(s, x,w) ∈ D, x +M2 ≤ V (s, x,w) ≤ x +M1. Denote R , (s, x,w) for simplicity. Consider a
function φ ∈ C1,1,1(D) such that V − φ attains its minimum at R, which means x+ dD (s, x,w) +
N1(T − s)− φ attains its minimum at R. Now, we discuss various cases.
Case 1 If
√
2
2 (s − w) < w ∧ x ∧ (T − s), we observe that dD (s, x,w) =
√
2
2 (s − w) near point R;
this leads to (φx, φs, φw)(R) = (1,
√
2
2 −N1,−
√
2
2 ). Thus, we obtain
L [V , φ](R) =
[−(c+ λ(w))V + φs + pφx + φw] (R) + λ(w)
∫ x
0
V (s, x− u, 0)dG(u)
≤− c [x+dD (R)+N1(T−s)]−λ(w) [x+dD(R)+N1(T−s)]+ p
−N1+λ(w)
∫ x
0
(x− u)dG(u)+λ(w)N1(T−s)G(x)≤−N1+p < 0.
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It is obvious that max
{
1− φx,L [V , φ]
}
(R) ≤ 0.
Case 2 If w <
√
2
2 (s − w) ∧ x ∧ (T − s), then φw(R) = 1, φs(R) = −N1, φx(R) = 1. Similarly to
Case 1, we can deduce that max{1−φx,L [V , φ]}(R) ≤ −N1+ p+1 < 0. Similarly, we can verify
the cases of x <
√
2
2 (s− w) ∧ w ∧ (T − s) and T − s <
√
2
2 (s− w) ∧ w ∧ x.
Case 3 If
√
2
2 (s−w) = w < (T − s)∧ x, then 1 ≤ φw(R) ≤ −
√
2
2 . Thus, we conclude that φ does
not exist. Similarly, we can verify that V is a viscosity supersolution of 5.1 in other cases of D . ✷
In what follows, we provide a subsolution of (5.1) on D∗.
Theorem 6.3 Define
V (s, x,w) = x+ dD (s, x,w) −N2(T − s), (6.3)
where the constant N2 =
√
2
2 + 1+ (c+Λ)
2T
2+
√
2
, and dD (s, x,w) is defined in (6.1). Then, V is a
viscosity subsolution of (5.1) on D∗, and for all (s, x,w) ∈ D, x+M2 ≤ V (s, x,w) ≤ x+M1.
Proof It is obvious that for all (s, x,w) ∈ D, x +M2 ≤ V (s, x,w) ≤ x +M1. Now, we show
that V is a viscosity subsolution of (5.1) on D∗. For a fixed point R , (s, x,w) ∈ D∗, consider
the function ϕ ∈ C1,1,1(D) such that V − ϕ reaches its maximum at R.
Case 1 x > T
2+
√
2
. First, we note for all x > T
2+
√
2
, x > max{T − s,w,
√
2
2 (s−w)}, which means
that for all x > T
2+
√
2
, ϕx(R) = 1. Obviously, this leads to max
{
1− φx,L [V , ϕ]
}
(R) ≥ 0. Thus,
we have shown that V is a viscosity subsolution for R ∈ [0, T ]× ( T
2+
√
2
,∞)× [0, s].
Case 2 If R ∈ intD∗ and x < (T − s) ∧ w ∧
√
2
2 (s − w), it is obvious that x is less than T2+√2 .
By several simple calculations, we obtain ϕx(R) = 2, ϕs(R) = N2, ϕw(R) = 0. Then,
L [V , ϕ](R) = [−(c+ λ(w))V + ϕs + pϕx + ϕw] (R) + λ(w)
∫ x
0
V (s0, x− u, 0)dG(u)
≥− (c+ λ(w))
[
T
2 +
√
2
+
T
2 +
√
2
]
+N2 + 2p > 0.
Thus, V is a viscosity subsolution of (5.1) at R. Now, we prove a special case of the boundary.
Case 3 In the case of R = (0, 0, 0) ∈ ∂D∗, we observe that ϕs(R0) ≥ N2, [ϕs + ϕw](R0) ≥
N2, ϕx(R0) ≥ 1. Thus, it is easy to verify that L [V , ϕ] (R) ≥ N2 + p > 0. Now, we observe that
V is a viscosity subsolution of (5.1) at (0, 0, 0). We can prove other cases similarly. ✷
Lemma 6.4 Let V be the viscosity supersolution constructed in (6.2), and V be the viscosity
subsolution constructed in (6.3). Define
ω(s, x,w) = sup
u∈G
u(s, x,w), (6.4)
where G ,{u|u is a viscosity subsolution of (5.1) on D∗ and V ≤ u ≤ V in D}. Then, x+M2 ≤
ω∗(s, x,w) ≤M1 + x, and ω∗ is a viscosity subsolution of (5.1) on D∗.
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Proof It is not difficult to verify that for all (s, x,w) ∈ D, x+M2 ≤ ω∗(s, x,w) ≤M1 + x. In
what follows, we borrow several arguments from [22]. Suppose that there exists a ϕ ∈ C1,1,1(D∗)
such that ω∗ − ϕ attains its maximum (equal 0) at (s0, x0, w0) ∈ D∗ over D. There exists
η2 > η1 > 0 and a sequence of C
1,1,1(D) functions {ϕm}m such that ϕm = ϕ in Bη1(s0, x0, w0),
ϕ ≤ ϕm in D∗,
sup
(s,x,w)∈Bη2(s0,x0,w0)
{ω∗(s, x,w) − ϕm(s, x,w)} ≤ − 1
m
and ϕm → ϕ pointwise. Thus, for any positive integer m, ω∗ − ϕm has a strict maximum of 0 at
(s0, x0, w0) ∈ D∗ over D. Therefore,
sup
(s,x,w)∈Bcη1(s0,x0,w0)∩D
{ω∗(s, x,w) − ϕm(s, x,w)} = εm < 0.
By the definition of ω∗, we have, for any u ∈ G ,
sup
(s,x,w)∈Bcη1(s0,x0,w0)∩D
{u(s, x,w) − ϕm(s, x,w)} ≤ εm < 0.
Again, by the definition of ω∗, we note that for any ε < 0 satisfying ε > εm, there exists uε ∈ G
and (s¯ε, x¯ε, w¯ε) ∈ Bη1(s0, x0, w0) ∩D such that
uε(s¯ε, x¯ε, w¯ε)− ϕ(s¯ε, x¯ε, w¯ε) > ε.
Since uε ∈ USC(D) and ϕm ∈ C1,1,1(D), there exists (sε, xε, wε) ∈ Bη1(s0, x0, w0) ∩D such that
uε(sε, xε, wε)− ϕm(sε, xε, wε) = sup
(s,x,w)∈D
{uε(s, x,w) − ϕm(s, x,w)}. (6.5)
Since ϕm = ϕ on Bη1(s0, x0, w0), we deduce that
sup
(s,x,w)∈D
{uε(s, x,w) − ϕm(s, x,w)} ≥ sup
(s,x,w)∈Bη1(s0,x0,w0)∩D
{uε(s, x,w) − ϕ(s, x,w)}
≥ uε(s¯ε, x¯ε, w¯ε)− ϕ(s¯ε, x¯ε, w¯ε) > ε. (6.6)
Combining (6.5) and (6.6), we obtain
uε(sε, xε, wε)− ϕm(sε, xε, wε) > ε.
Since ω∗ − ϕm attains its strict maximum of 0 over D∗ and φ ≤ ω∗ for any φ ∈ G , then
uε(sε, xε, wε) → ω∗(s0, x0, w0) and (sε, xε, wε) → (s0, x0, w0) as ε → 0−. Denote Cm,ε =
uε(sε, xε, wε) − ϕm(sε, xε, wε). As uε is a viscosity subsolution of the HJB equation (5.1) and
uε − (ϕm + Cm,ε) attains its strict maximum (equal 0) at point (sε, xε, wε) in D∗, we have
max
{
[−c(ϕm+Cm,ε)+{ϕm}s+p{ϕm}x+{ϕm}w](sε, xε, wε)−λ(wε) [ϕm(sε, xε, wε)+Cm,ε]
+λ(wε)
∫ xε
0
ϕm(sε, xε−u, 0)dG(u), 1−{ϕm + Cm,ε}x
}
≥ 0.
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Letting ε→ 0− and m→ +∞, we have
max
{
[−cϕ+ϕs+ pϕx+ϕw](s0, x0, w0)−λ(w0)ϕ(s0, x0, w0)
+ λ(w0)
∫ x0
0
ϕ(s0, x0 − u, 0)dG(u), 1− ϕx
}
≥ 0.
Here, we used the fact that Cm,ε → 0, as ε→ 0− and m→∞. This completes the proof. ✷
At this point, we are ready to provide the representation of the value function V .
Theorem 6.5 The value function V = ω∗, where ω is defined in (6.4).
Proof From Lemma 6.4, we see that ω∗ is a viscosity subsolution of (5.1). Note that the value
function V is a viscosity subsolution of (5.1) that satisfies V ≤ V ≤ V . By the definition of ω∗,
we know that ω∗ ≥ V . Now, we only need to show that V ≥ ω∗. Choose a sufficiently large K˜
such that cK˜ ≥ 1. Consider the function
V θ = θV + (θ − 1)K˜,
where θ > 1. It is easy to verify that V θ is also a viscosity supersolution of (5.1). Indeed, consider
any continuously differentiable function ϕ such that V θ − ϕ attains its minimum at R0, which
means V −
[
ϕ
θ
− θ−1
θ
K˜
]
attains its minimum at R0 ∈ D . Then,
max
{
1−
(
ϕ
θ
− θ − 1
θ
K˜
)
x
,L
[
V,
ϕ
θ
− θ − 1
θ
K˜
]}
≤ 0.
Thus,
max
{
1− ϕx,L
[
V θ, ϕ
]}
≤ −(θ − 1). (6.7)
This shows that V θ is also a viscosity supersolution of (5.1). Instead of comparing ω∗ and V ,
we will compare ω∗ and V θ. If we can show that ω∗ ≤ V θ, then by simply sending θ → 1+, we
obtain the desired comparison result ω∗ ≤ V in D. Observe that for all (s, x,w) ∈ D, x +M2 ≤
V (s, x,w) ≤ x+M1 and x+M2 ≤ ω∗(s, x,w) ≤ x+M1; thus, we have
[ω∗−V θ](s, x,w) ≤ x+M1−
[
θ(x+M2)+(θ−1)K˜
]
=(1− θ)x+(M1 − θM2 − (θ − 1)K˜). (6.8)
In view of (6.8), we can choose b , M1−θM2−(θ−1)K˜
θ−1 such that for all x ≥ b, we have ω∗ ≤ V θ.
Although D is bounded, we can then restrict our attention to the bounded domain
Db , {(t, y, v)|0 ≤ t < T, 0 ≤ y < b, 0 ≤ v ≤ t}
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and prove that ω∗ ≤ V θ on Db. Now, we assume on the contrary that
Mb , max
Db
[
ω∗ − V θ
]
= (ω∗ − V θ)(s¯, x¯, w¯) > 0
for some R¯ , (s¯, x¯, w¯) ∈ Db. Observe that we have only two cases R¯ ∈ intDb , D0b and R¯ ∈ D1b
to consider, where
D
1
b , ∂Db\[{t = T} ∪ {y = b}]
is the state constraint boundary restricted by b.
Case I Consider R¯ ∈ D1b . The construction presented below is a suitable adaption of the
construction of [11]. Denote R , (t, y, v) for simplicity. As Db is piecewise linear, there exist
constants h0, k > 0 and a uniformly continuous map η : Db 7→ R3 satisfying
B(R+ hη(R), hk) ⊂ D0b for all R ∈ Db and h ∈ (0, h0], (6.9)
whereB(z, ρ) denotes the sphere with radius ρ and center z. We can write η(R) = (η1(R), η2(R), η3(R)).
For any κ > 1 and 0 < ε < 1, define the function Φ(s, x,w, t, y, v) on Db ×Db by
Φ(s, x,w, t, y, v) =ω∗(s, x,w) − V θ(t, y, v) − (κ(s − t) + εη1(R¯))2 − (κ(x− y) + εη2(R¯))2
− (κ(w − v) + εη3(R¯))2 − ε(s− s¯)2 − ε(x− x¯)2 − ε(w − w¯)2.
Let
Mκ = max
Db×Db
Φ(s, x,w, t, y, v).
We then have Mκ ≥ ω∗(s¯, x¯, w¯) − V θ(s¯, x¯, w¯) − ε2|η(R¯)|2 > 0 for any κ > 1 and ε < ε0, where
ε0 is a small fixed number. Let (sκ, xκ, wκ, tκ, yκ, vκ) ∈ Db × Db be a maximizer of Φ, i.e.,
Mκ = Φ(sκ, xκ, wκ, tκ, yκ, vκ). By (6.9), we assume that κ is so large that R¯+
ε
κ
η(R¯) ∈ D0b . From
Φ(sκ, xκ, wκ, tκ, yκ, vκ) ≥ Φ(s¯, x¯, w¯, s¯+ ε
κ
η1(R¯), x¯+
ε
κ
η2(R¯), w¯ +
ε
κ
η3(R¯)),
we obtain that
|κ(sκ−tκ)+εη1(R¯)|2+|κ(xκ−yκ)+εη2(R¯)|2+|κ(wκ−vκ)+εη3(R¯)|2
+ ε(sκ−s¯)2 + ε(xκ−x¯)2+ε(wκ − w¯)2
≤ω∗(sκ, xκ, wκ)− V θ(tκ, yκ, vκ)− (ω∗ − V θ)(s¯, x¯, w¯)− V θ(s¯, x¯, w¯)
+ V θ(s¯+
ε
κ
η1(R¯), x¯+
ε
κ
η2(R¯), w¯ +
ε
κ
η3(R¯)). (6.10)
As ω∗ and −V θ are bounded on D¯b, it follows that |κ(sκ − tκ)|, |κ(xκ − yκ)|, |κ(wκ − vκ)| are
bounded uniformly in κ. Hence, we have
sκ−tκ→0, xκ−yκ→0, wκ−vκ→0, as κ→∞ and lim
κ→∞
[
ω∗(sκ, xκ, wκ)−V θ(tκ, yκ, vκ)
]
≤Mb.
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Sending κ→∞ in (6.10) and using the upper semi-continuity of ω∗, −V θ in Db, we conclude that
|κ(sκ − tκ) + εη1(R¯)| → 0, |κ(xκ − yκ) + εη2(R¯)| → 0, |κ(wκ − vκ) + εη3(R¯)| → 0,
(sκ, xκ, wκ)→ R¯, (tκ, yκ, vκ)→ R¯ and Mκ →Mb. Using the uniform continuity of η, we have that
tκ = sκ +
ε
κ
η1(R¯) + o
(
1
κ
)
= sκ +
ε
κ
η1(sκ, xκ, wκ) + o
(
1
κ
)
,
Similarly, we have that
yκ = xκ +
ε
κ
η2(sκ, xκ, wκ) + o
(
1
κ
)
, vκ = wκ +
ε
κ
η3(sκ, xκ, wκ) + o
(
1
κ
)
.
Thus, we use (6.9) to obtain (tκ, yκ, vκ) ∈ D0b for sufficiently large κ. Now, define
φ(s, x,w) =V θ(tκ, yκ, vκ) + |κ(s − tκ) + εη1(R¯)|2 + |κ(x− yκ) + εη2(R¯)|2
+ |κ(w − vκ) + εη3(R¯)|2 + ε(s− s¯)2 + ε(x− x¯)2 + ε(w − w¯)2.
ϕ(t, y, v) =ω∗(sκ, xκ, wκ)− |κ(sκ − t) + εη1(R¯)|2 − |κ(xκ − y) + εη2(R¯)|2
− |κ(wκ − v) + εη3(R¯)|2 − ε(sκ − s¯)2 − ε(xκ − x¯)2 − ε(wκ − w¯)2.
By a direct calculation, we observe that
φs(sκ, xκ, wκ)=2κ[κ(sκ−tκ)+εη1(R¯)]+2ε(sκ−s¯); ϕt(tκ, yκ, vκ)=2κ[κ(sκ−tκ)+εη1(R¯)];
φx(sκ, xκ, wκ)=2κ[κ(xκ−yκ)+εη2(R¯)]+2ε(xκ−x¯); ϕy(tκ, yκ, vκ)=2κ[κ(xκ−yκ)+εη2(R¯)];
φw(sκ, xκ, wκ)=2κ[κ(wκ−vκ)+εη3(R¯)]+2ε(wκ−w¯); ϕv(tκ, yκ, vκ)=2κ[κ(wκ−vκ)+εη3(R¯)].
As V θ − ϕ reaches its minimum at (tκ, yκ, vκ) ∈ D0b , and ω∗ − φ attains its maximum at
(sκ, xκ, wκ) ∈ Db, combining this with (6.7), we observe that
max
{
1−2κ [κ(xκ−yκ)+εη2(R¯)] , −(c+λ(vκ))V θ(tκ, yκ, vκ)+2κ[κ(sκ − tκ)+εη1(R¯)]
+ 2pκ
[
κ(xκ−yκ)+εη2(R¯)
]
+2κ
[
κ(wκ−vκ)+εη3(R¯)
]
+λ(vκ)
∫ yκ
0
V θ(tκ, yκ−u, 0)dG(u)
}
≤ −(θ − 1). (6.11)
max
{
1−2κ[κ(xκ−yκ)+εη2(R¯)]− 2ε(xκ − x¯), −(c+λ(wκ))ω∗(sκ, xκ, wκ)
+ 2κ[κ(sκ−tκ)+εη1(R¯)]+2ε(sκ−s¯) + p
[
2κ[κ(xκ−yκ) + εη2(R¯)] + 2ε(xκ − x¯)
]
+ 2κ[κ(wκ − vκ)+εη3(R¯)]+2ε(wκ − w¯)+λ(wκ)
∫ xκ
0
ω∗(sκ, xκ − u, 0)dG(u)
}
≥0. (6.12)
Combining (6.11) with (6.12), we send κ→∞, ε→ 0 to obtain the desired contradiction
[c+ λ(w¯)](ω∗ − V θ)(s¯, x¯, w¯) < λ(w¯)(ω∗ − V θ)(s¯, x¯, w¯).
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Case II Let us consider the case R¯ ∈ D0b . For any κ > 1, define the function Ψ on Db ×Db by
Ψ(s, x,w, t, y, v) = ω∗(s, x,w) − V θ(t, y, v) − κ
2
(s− t)2 − κ
2
(x− y)− κ
2
(w − v)2.
LetMκ = maxDb×Db Ψ(s, x,w, t, y, v). We haveMκ ≥Mb > 0 for all κ > 1. Let (sκ, xκ, wκ, tκ, yκ, vκ)
be a maximizer, so thatMκ = Ψ(sκ, xκ, wκ, tκ, yκ, vκ). As Db×Db is compact, we can find a subse-
quence that may be assumed to be (sκ, xκ, wκ, tκ, yκ, vκ) itself, such that (sκ, xκ, wκ, tκ, yκ, vκ)→
(sˆ, xˆ, wˆ, tˆ, yˆ, vˆ). From Mκ ≥ Ψ(s¯, x¯, w¯, s¯, x¯, w¯), we obtain
ω∗(sκ, xκ, wκ)−V θ(tκ, yκ, vκ)−κ
2
(sκ−tκ)2−κ
2
(xκ−yκ)2−κ
2
(wκ−vκ)2≥ω∗(s¯, x¯, w¯)−V θ(s¯, x¯, w¯).
Thus, we observe that
κ
2
(sκ−tκ)2+κ
2
(xκ−yκ)2+κ
2
(wκ−vκ)2≤ω∗(sκ, xκ, wκ)−V θ(tκ, yκ, vκ)−ω∗(s¯, x¯, w¯)+V θ(s¯, x¯, w¯). (6.13)
As an upper semi-continuous functions attains its maximum on any compact set, we obtain that
κ
2 (sκ− tκ)2+ κ2 (xκ− yκ)2+ κ2 (wκ− vκ)2 is bounded uniformly in κ. Thus, we obtain xκ− yκ → 0,
sκ − tκ → 0, wκ − vκ → 0 as κ→∞, which means sˆ = tˆ, wˆ = vˆ, xˆ = yˆ. Sending κ→∞ in (6.13),
we have that
lim
κ→∞
[κ
2
(sκ−tκ)2+κ
2
(xκ−yκ)2+κ
2
(wκ−vκ)2
]
+ω∗(s¯, x¯, w¯)−V θ(s¯, x¯, w¯)≤ω∗(sˆ, xˆ, wˆ)−V θ(sˆ, xˆ, wˆ).
By the definition of (s¯, x¯, w¯), we obtain sˆ = s¯, xˆ = x¯, wˆ = w¯. As (s¯, x¯, w¯) ∈ D0b , we observe that
for sufficiently large κ, (sκ, xκ.wκ), (tκ, yκ, vκ) ∈ D0b . Note that for any given κ, Ψ(s, x,w, t, y, v)
attains its maximum at (sκ, xκ, wκ, tκ, yκ, vκ). Define the functions
φ(s, x,w) = V θ(tκ, yκ, vκ) +
κ
2
(x− yκ)2 + κ
2
(s − tκ)2 + κ
2
(w − vκ)2,
ψ(t, y, v) = ω∗(sκ, xκ, wκ)− κ
2
(sκ − t)2 − κ
2
(xκ − y)2 − κ
2
(wκ − v)2.
We observe that [ω∗ − φ] (s, x,w) attains its maximum at (sκ, xκ, wκ) ∈ D0b , and
[
V θ − ψ] (t, y, v)
attains its minimum at (tκ, yκ, vκ) ∈ D0b ; ω∗ is a viscosity subsolution of (5.1), and V θ is a viscosity
supersolution of (5.1); noting that max{1−ψx,L [V θ, ψ]} ≤ −(θ− 1) because of (6.7), we obtain
max
{
1− κ(xκ − yκ),− (c−λ(wκ))ω∗(sκ, xκ, wκ) + pκ(xκ − yκ) + κ(sκ − tκ) + κ(wκ − vκ)
+ λ(wκ)
∫ xκ
0
ω∗(sκ, xκ − u, 0)dG(u)
}
≥ 0, (6.14)
max
{
1− κ(xκ − yκ),− [c+ λ(vκ)]V θ(tκ, yκ, vκ) + κ(sκ − tκ) + κ(wκ − vκ)
+ pκ(xκ − yκ) + λ(vκ)
∫ yκ
0
V θ(tκ, yκ − u, 0)dG(u)
}
≤ −(θ − 1). (6.15)
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From (6.15), we observe that limκ→∞ [1− κ(xκ − yκ)] < 0. Thus, combining this with (6.14) we
obtain that for κ large enough,
−[c+λ(wκ)]ω∗(sκ,xκ,wκ)+κ(sκ−tκ)+κ(wκ−vκ)+pκ(xκ−yκ)+λ(wκ)
∫ xκ
0
ω∗(sκ, xκ−u,0)dG(u)≥0 (6.16)
and
−[c+λ(vκ)]V θ(tκ, yκ, vκ)+κ(sκ−tκ)+κ(wκ−vκ)+pκ(xκ−yκ)+λ(vκ)
∫ yκ
0
V θ(tκ, yκ−u, 0)dG(u)<0.(6.17)
Combining (6.16) with (6.17) and letting κ→∞, we obtain
−[c+ λ(w¯)]Mb = −[c+ λ(w¯)](ω∗ − V θ)(s¯, x¯, w¯) > −λ(w¯)Mb,
which is a contradiction. We have shown that ω∗ ≤ V , which leads to ω∗ = V . ✷
Remark 6.6 In fact, the proof of ω∗ ≤ V implies the comparison principle. The comparison
principle shows that for all supersolutions u¯ and subsolutions u, if u¯ and u satisfy x +M2 ≤
u¯(s, x,w) ≤ x+M1 and x+M2 ≤ u(s, x,w) ≤ x+M1 for all (s, x,w) ∈ D, then u ≤ u¯.
7 Future work
In our paper, there is a “max ” operator in the HJB equation. While aiming to analyze the
optimal control problem, we know that exploring the representations of solutions of integro-PDEs
becomes crucial. Gong, Mou, and Swiech [18] explored the following integro-PDE:
inf
u∈U
{A uW (t, x) + Γ(t, x, u)} = 0 in Q (7.1)
with the boundary condition W (t, x) = Φ(t, x), where Q is a bounded domain, A is the generator
of a drifted Le´vy process with Brownian motion, Γ and Φ are given functions, and U is the value
domain of control u. In [18], the authors state that the solution of (7.1) can be approximated by
a sequence of solutions of HJB integro-PDEs that are non-degenerate, have a finite control set,
more regular coefficients and smooth terminal-boundary values on slightly enlarged domains. The
authors showed that such slightly perturbed HJB equations have classical solutions. Taking the
limit of solutions can yield the solution of (7.1). As our HJB equation includes a “max” operator,
it is unlikely to show that slightly perturbed HJB equations have continuously differentiable
solutions. Thus, we did not approximate a solution of the HJB equation in our paper. The closest
study to our HJB equation exploring the regularity of solutions of obstacle integro-differential
operators is that of Caffarelli, Ros-Oton and Serra [12]. In [12], the authors consider the obstacle
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problem in Rn
min{−Lu, u− ϕ} = 0 in Rn
lim
|x|→∞
u(x) = 0,
(7.2)
where L is an infinitesimal generator of a Le´vy process, and ϕ is a given bounded differentiable
function on Rn that we call an obstacle. The authors showed that a solution of (7.2) belongs to
C
1,s near all regular points, where s ∈ (0, 1). Unfortunately, our HJB equation ux is “blocked”
by 1 instead of u being “blocked” by 1. In the future work, we will focus on the structure of the
HJB equation and try to find the optimal dividend strategy.
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