Introduction
Machine reading comprehension (MRC) is the task of understanding paragraphs, and integrating it with what the human reader already knows.
MRC systems can read documents written for humans and answer questions about the contents of such documents. In today's business world, all parties expect fast response times and easy access to information. For example, customers are often impatient to obtain answers to critical questions about products before purchasing. Novice workers look for timely support from experienced staff to help them solve problems. In the above cases, MRC can fill in for human experts and answer most questions immediately.
Although rule-based approaches to MRC have been developed and applied, the high labor cost of rule maintenance and the difficulty handling variations on the same questions limit the applications of rule-based MRC. Machinelearning-based approaches can mitigate these two problems. However, they require large enough datasets for training of RC models. (Lai et al. 2017; Hermann et al. 2015; Cui et al. 2016; Rajpurkar et al. 2016; Nguyen et al. 2016; He et al. 2017 Span-based dataset: Span-based MRC assumes that the answer to each question can be found in the reference document. Rajpurkar et al. (2016) constructed the first span-based dataset, SQuAD, which has over 100,000 questions. Joshi et al. human-generated answers.
DRCD: a Chinese Machine Reading Comprehension Dataset

Dataset Collection
In this work, we follow the method proposed by Rajpurkar et al. (2016) 
Dataset Analysis
We analyzed the training and development sets, including paragraph length, question type, answer type, and the difficulty of DRCD. 
Experiment
In this section, we implement MRC systems with two state-of-the-art models, R-Net and BiDAF. F1
score and exact match from Rajpurkar et al. (2016) 
BiDAF:
We use BiDAF which is implemented by He et al. (2017) . We use pre-trained word embedding instead of randomly initialize. The other hyper-parameters remain the same.
Conclusion and Future Work
We introduce DRCD, a new MRC dataset, which is first large-scale reading comprehension dataset in traditional Chinese. The dataset contains 10,014 paragraphs and 40,410 question-answer pairs from 2,108 Wikipedia articles. We aim to use this dataset to be the source dataset in transfer learning.
In future work, we will focus on industrial data, which is our goal field to make next-generation search engine and question answering system. We expect we can improve annotation process and further adjust our task based on feedback from the community. We hope this dataset can promote the 
