Abstract. Let L be a smooth second-order real differential operator in divergence form on a manifold of dimension n. Under a bracket-generating condition, we show that the ranges of validity of spectral multiplier estimates of Mihlin-Hörmander type and wave propagator estimates of Miyachi-Peral type for L cannot be wider than the corresponding ranges for the Laplace operator on R n . The result applies to all sub-Laplacians on Carnot groups and more general sub-Riemannian manifolds, without restrictions on the step. The proof hinges on a Fourier integral representation for the wave propagator associated with L and nondegeneracy properties of the sub-Riemannian geodesic flow.
Introduction
Let M be a smooth manifold, H : T * M → [0, +∞) a smooth function on the cotangent bundle that is a positive-semidefinite quadratic form on each fiber, and µ a smooth positive measure on M . The sub-Laplacian L defined by (M, H, µ) is the second-order differential operator given by
∀f ∈ C ∞ c (M ), where B H : T * M → T M is the linear map determined by the quadratic form H, and div µ is the divergence operator defined by µ (see Definition 4.2 below). The sub-Laplacian L is a non-negative symmetric unbounded operator on L 2 (M ) := L 2 (M, µ), and it has principal symbol H.
The above definition encompasses a number of second-order differential operators considered in the literature. In particular, if H is a positive-definite quadratic form, then it is the cometric of a Riemannian tensor on M , and L is elliptic; moreover, if µ is the Riemannian volume, then L is the Laplace-Beltrami operator. More generally, if there is a bracket-generating family of vector fields v 1 , . . . , v r ∈ Γ(T M ) such that H = j v j ⊗ v j , then H is the cometric of a sub-Riemannian structure and L is a sub-Laplacian as defined, e.g., in [Mon02] .
Assume that a self-adjoint extension of L has been chosen. Then a functional calculus for L is defined via the spectral theorem and, for all bounded Borel functions m : [0, +∞) → C, the operator
is bounded on L 2 (M ). An extensively studied problem in the literature is the determination of necessary conditions and sufficient conditions on the function m, also known as a spectral multiplier, for m(L ) to extend to a bounded operator on L p (M ) for some p = 2.
In the case where L is the Laplace operator on R n , the L p boundedness of m(L ) can be ensured by suitable size and smoothness conditions on m. for all p ∈ (1, ∞) and α > n|1/2 − 1/p|. Related to the above are L p estimates for oscillatory multipliers, and especially the Miyachi-Peral estimates for the wave propagator [Miy80, Per80] :
3) uniformly in t > 0, for p ∈ [1, ∞] and α ≥ (n − 1)|1/p − 1/2| (except for p = 1, ∞ and α = (n − 1)/2, in which case a Hardy space boundedness result holds). A spectrally localised version of the above estimate reads as follows:
α uniformly in t, λ > 0, where χ ∈ C ∞ c ((0, ∞)) is a nontrivial cutoff. It is natural to investigate whether these results for the Euclidean Laplacian extend to more general manifolds M and operators L . As a matter of fact, in the case of elliptic operators L on compact manifolds M , both Mihlin-Hörmander and Miyachi-Peral estimates are available [SS89, SSS91] , for the same range of indices, where n is the dimension of the manifold M ; a key ingredient in the proof of these results is the representation of the wave propagator cos(t √ L ) as sum of Fourier integral operators. The case of noncompact manifolds is much more delicate, in that the ranges of validity (if any) of the above estimates depend on the global geometry of (M, H, µ) and not only on the (local) dimension n (see, e.g., [CS74, CM96, MT07, GHS13, KP18] and references therein); in addition, the available results are not as robust as in the compact case, especially if one is interested in sharp results. In any case, via transplantation [KST82] one immediately sees that, for an elliptic operator L on an n-dimensional manifold M the ranges of validity of the above estimates cannot be larger than those for the Laplace operator on R n . We note that the aforementioned results for the Euclidean Laplace operator are sharp up to the endpoints; in particular, if we define the sharp Mihlin-Hörmander threshold ς(L ) for a sub-Laplacian L as the infimum of the α ≥ 0 such that ∀p ∈ (1, ∞) : ∃C ∈ (0, ∞) :
where B is the set of bounded Borel functions m : [0, ∞) → C, then ς(L ) = n/2 for the Laplace operator L on R n (see, e.g., [SW01] ).
Determining the optimal ranges of validity becomes even more difficult when one weakens the ellipticity assumption on L . For instance, if L is a homogeneous sub-Laplacian on a Carnot (stratified) group, then a multiplier theorem of MihlinHörmander type for L is known [MM90, Chr91] , implying that ς(L ) ≤ Q/2, where Q is the homogeneous dimension of the group; note that Q is strictly larger than the topological dimension n when the group has step 2 or higher, i.e., when L is not elliptic. Similar results are actually known in greater generality (e.g., in the presence of suitable volume growth and heat kernel estimates, see [Ale94, Heb95, DOS02] ), involving a dimensional parameter Q that is stricly larger than the topological dimension n in the case L is not elliptic (cf. [FP83] ). Despite the naturality of the dimensional parameter Q in this context, these results turn out not to be sharp in many cases.
This discovery was first made in the case of homogeneous sub-Laplacians on Heisenberg groups [Heb93, MS94] , for which it was proved that ς(L ) = n/2. A number of results in this direction have been obtained since then, and we now know that n/2 ≤ ς(L ) < Q/2 for homogeneous sub-Laplacians on all 2-step Carnot groups [MM16] , and that actually the equality ς(L ) = n/2 holds in a number of cases [MM13a, Mar15, MM14b] , also for more general manifolds and sub-Laplacians [CS01, CKS11, MS12, MM14a, ACMM16, CCMS17, CCM17, DM17]. Moreover, in the case of groups of Heisenberg type, sharp estimates of Miyachi-Peral type are also available [MS99, MS15] , proving the validity of (1.3) for the same range of indices mentioned above for R n (where n is the topological dimension of the group); note that these results imply, by subordination (cf. [Mül98] ), the sharp multiplier theorem of Mihlin-Hörmander type in this context. Nevertheless the determination of the optimal ranges of validity of (1.2) and (1.3) in general remains a widely open problem. In particular, the proofs of the lower bound ς(L ) ≥ n/2 given in [MS94, MM16] crucially exploit the structure of 2-step groups (more specifically, the existence of an explicit formula of Mehler type for the Schrödinger propagator) and do not seem to be easily extendable to the higher step case.
At this stage it is relevant to remark that, when L is not elliptic, the lower bound ς(L ) ≥ n/2 cannot be just obtained by comparison to the Euclidean situation via transplantation, as in the elliptic case. Indeed, the methods of [KST82] allow one to compare the operator L on M with the "local model operator" L o at any point o ∈ M , defined as the principal part of the constant-coefficient operator on the tangent space T o M obtained by "freezing the coefficients" of L at o. If H is not positive-definite at the point o ∈ M , then the local model L o is a "partial Laplacian" corresponding to a proper subspace of T o M , namely, the space
of "horizontal vectors" for H at o, and therefore the lower bounds to ς(L ) obtained in this way would involve dim H o in place of n.
It is clear from the above discussion that, in order to obtain lower bounds to ς(L ) in terms of the topological dimension n, additional assumptions on H are necessary, ruling out the case where L actually "lives" on submanifolds of lower dimension that foliate M . In view of the Frobenius theorem, a natural condition in this context is the "bracket-generating condition" on H, that can be stated as follows. Let H denote the set of (smooth) horizontal vector fields for H, and define recursively H (k) for k ∈ N \ {0} by
Finally, for all x ∈ M , we define H
as the set of values v| x of vector fields v ∈ H (k) . Then H is said to be bracket-generating at the point x ∈ M (of step
= T x M for some k ≥ 1. Note that, when H = j v j ⊗ v j , the usual bracket-generating condition on the family of vector fields {v j } j implies that H is bracket-generating at each point of M ; in particular, homogeneous sub-Laplacians on Carnot groups and more general sub-Laplacians on sub-Riemannian manifolds satisfy the condition. Recall that a celebrated result of Hörmander [Hör67] relates the bracket-generating condition to the hypoellipticity of L , while Chow's theorem [Cho39] relates it to connectivity via horizontal curves.
Our main result shows that, under the bracket-generating condition, the ranges of validity of (1.2) and (1.3) for a sub-Laplacian L on an n-dimensional manifold are indeed not wider than those for the Euclidean Laplacian on R n .
Theorem 1.1. Let M be a smooth manifold of dimension n, H : T * M → [0, +∞) a smooth function that is a positive semidefinite quadratic form on each fiber, and µ a smooth positive measure on M . Let L be the sub-Laplacian defined by (M, H, µ) and let us fix a self-adjoint extension of L . If H is bracket-generating at some point of M , then the following hold true. In particular, ς(L ) ≥ n/2.
(ii) If p ∈ [1, ∞] and α ≥ 0 are such that, for some nontrivial χ ∈ C ∞ c ((0, ∞)) and some ǫ, R > 0, the estimate
holds for all λ, t > 0 such that t ≤ ǫ and λ ≥ R, then
Part (i) of Theorem 1.1 extends the results of [MM16] , that apply only to 2-step structures, to the case of arbitrary step, while part (ii) appears to be new even in the 2-step case. In addition, the method of proof is substantially different and more robust, in that it does not rely on special properties of 2-step structures, and is based on a Fourier integral representation of the wave propagator cos(t √ L ). In order to describe some ideas from the proof, let us first consider the case of the Laplace operator L on R n . Here via the Fourier transform one can write
and properties of the wave propagator can be obtained by applying the method of stationary phase to the integrals in the right-hand side. A crucial property in this analysis is the fact that the Hessian ∂ 2 ξ φ of the phase function φ(t, x, y, ξ) = ξ · (x − y) + t|ξ| has rank n − 1, which is strictly related to the optimal range of validity of the Miyachi-Peral estimates.
In the case L is a more general elliptic operator on a manifold, one cannot directly apply the Fourier transform as before. However, a more sophisticated and by now classical analysis (see, e.g., [Sog17] ) shows that one can write, locally and for small times,
up to smoothing terms, where Q t is an oscillatory integral operator of the form Q t u(x) = e iφ(t,x,y,ξ) q(t, x, y, ξ) u(y) dy dξ, (1.6) whose phase function φ satisfies the eikonal equation
with A = √ H. Hence properties of wave propagation can still be deduced by the method of stationary phase applied to (1.6). As observed in [Hör68] , one can actually find solutions φ to the eikonal equation of the form φ(t, x, y, ξ) = ϕ(x, y, ξ) + tA(y, ξ),
(1.8)
where ϕ(x, y, ξ) = ξ · (x − y) + O(|x − y| 2 |ξ|), so the Hessian ∂ 2 ξ φ is closely related to ∂ 2 ξ A for t = 0 and x sufficiently close to y, and one can use the "full curvature" of the nondegenerate quadratic form H to deduce that ∂ 2 ξ φ has rank n − 1 at critical points of φ (for t = 0 sufficiently small).
When H is not positive-definite, there are a number of obstructions preventing one from straightforwardly applying the above argument. One of these is the vanishing (and consequent lack of smoothness) of A for ξ = 0, which is an obstacle to the construction of a smooth solution φ to (1.7) defined for all ξ = 0. Nevertheless, by restricting to the region where A does not vanish, one can obtain a solution φ to the eikonal equation that is only defined for ξ in a specific cone Γ ⊂ R n \ {0}, where H behaves as an elliptic symbol. This solution φ can be then used to obtain a Fourier integral representation of the form (1.6) for a "microlocalised" version of the wave propagator cos(t √ L ), which turns out to be enough for our purpose. A second, perhaps more substantial difficulty is that it is not immediately clear why ∂ 2 ξ φ should have rank n − 1 at critical points of φ, when H is not positivedefinite: indeed in this case H(y, ·) vanishes on a nontrivial subspace and therefore ∂ 2 ξ A has smaller rank. Note that, in general, the rank of ∂ 2 ξ φ can actually be lower: for example, if M = R n = R n1 × R n2 with the Lebesgue measure and H((x 1 , x 2 ), (ξ 1 , ξ 2 )) = |ξ 1 | 2 , then L is the partial Laplacian corresponding to the factor R n1 and, via the Fourier transform, one obtains a representation of the form (1.6) with phase function φ(t, x, y, ξ) = ξ · (x − y) + t|ξ 1 |; so, in this case, the rank of ∂ 2 ξ φ is strictly less than n − 1, but, on the other hand, here the bracket-generating condition fails. A crucial part of the proof of our result consists then in showing how the bracket-generating condition prevents such a degeneracy of the Hessian.
Namely, a careful analysis of the construction of solutions to the eikonal equation (1.7) allows us to relate the rank of ∂ 2 ξ φ to the rank of the differential of the geodesic exponential map Exp H , given by the projection to M of the Hamiltonian flow on T * M associated with H. More precisely, instead of solutions of the form (1.8), here we construct, following [Trè80] , solutions φ of the form φ(t, x, y, ξ) = w(t, x, ξ) − y · ξ, whose relation with the Hamiltonian flow appears to be more transparent. Indeed, for these solutions, we prove that, in suitable coordinates, at critical points of φ with respect to ξ,
is the differential at −tξ of the exponential map at y, and V y is a codimension 1 subspace of T * y M (the kernel of the differential at −tξ of H| T * y M ); in particular, ∂ 2 ξ φ has rank n − 1 whenever DExp y H is nondegenerate. Note that, differently from the elliptic case, the differential DExp y H | 0 at the origin is degenerate when H(y, ·) is. Nevertheless, the bracket-generating condition ensures the existence of a generic set of points (y, ξ) such that DExp y H | rξ is nondegenerate for sufficiently small r = 0 [Agr09, ABB18, ABR18] . This geometric information is the essential ingredient that allows us to apply stationary phase to the integral in (1.6) and obtain the desired results.
For techical reasons, the proof described above is carried out under additional regularity assumptions on (M, H, µ), which are satisfied, e.g., on Carnot groups. However, under the bracket-generating condition, it is possible to locally approximate, at suitable points of the manifold, any sub-Laplacian L with a homogeneous sub-Laplacian on a Carnot group, so the result in full generality can be recovered by a suitable form of transplantation [Mar17] .
We stress once more that the method used here is substantially different from the ones used in [MS94, MM16] , which are based in an essential way on a Mehlertype formula that is specific to 2-step structures. In contrast, the present method is much more robust and applies to structures of arbitrary step; in addition, it clearly brings to light the strict relation between properties of the functional calculus for L and properties of the underlying geometry (specifically, the geodesic flow).
A natural question is whether the necessary conditions given in Theorem 1.1 are also essentially sufficient for the validity of the Mihlin-Hörmander and MiyachiPeral estimates. It is striking that relatively limited "positive" results of this kind (featuring the topological dimension n) are available, and (with the exception of the recent result [DM17] for Grushin operators of arbitrary step) only apply to 2-step structures and enjoy a low degree of robustness.
In this connection, let us remark that, by applying the L p estimates of [SSS91] to our Fourier integral representation (1.6), one could obtain estimates of MiyachiPeral type for the "microlocalised" version of the wave propagator corresponding to the aforementioned "elliptic cone" Γ. Hence, roughly speaking, in order to obtain estimates for the full wave propagator, what remains to be understood is what happens in the complement of such an elliptic cone. While this still appears to be a challenging problem in its generality, the argument presented here may be considered as a first step in the development of a robust approach for the analysis of spectral multipliers and wave equations for sub-Laplacians.
Structure of the paper. In Section 2 we recall basic definitions and results about pseudodifferential and Fourier integral operators that will be used throughout, and we describe the construction of a parametrix for the "half-wave equation" associated to a first-order positive pseudodifferential operator, assuming that a solution to the corresponding eikonal equation is given. In Section 3 we present the construction of a solution φ to the eikonal equation associated with a general Hamiltonian on the cotangent space T * M of a smooth manifold M , and deduce the relation between the Hessian ∂ 2 ξ φ and the differential of the exponential map associated with the Hamiltonian flow. In Section 4 we recall a number of definitions and results about sub-Riemannian manifolds and sub-Laplacians, and show how the results in the previous sections can be applied to construct a Fourier integral representation for a "microlocalised" version of the wave propagator associated to a sub-Laplacian. Finally, in Section 5, we exploit such representation to prove Theorem 1.1.
Notation. We write R + for the positive half-line (0, ∞). For nonnegative quantities A and B, we write A B to denote that there exists a constant C ∈ R + such that A ≤ CB; expressions such as A k B indicate that the implicit constant C depends on a parameter k.
For subsets U, V of a topological space, we write U ⋐ V to denote that the closure U of U is compact and contained in V . We also write int(U ) for the interior of U .
Fourier integral and pseudodifferential operators
The aim of this section is to fix a few definitions and notation regarding Fourier integral operators and pseudodifferential operators.
2.1. Distributions and linear operators. We setṘ n := R n \ {0}. A subset Γ ⊂ X × R N , where X ⊂ R n , is said to be conic if (x, λv) ∈ Γ for all (x, v) ∈ Γ and λ > 0. We shall denote by S (R n ) the space of Schwartz functions on R n . The If
and WF(P ) = ∅, then P has a smooth integral kernel and extends to an operator P : E ′ (Y ) → C ∞ (X); such operators P are called smoothing operators and their class is denoted by R −∞ (Y ; X). We say that a subset C ⊂ X × Y is proper if both projections from C to X and Y are proper mappings. An operator P :
is properly supported if supp(P ) is proper. For instance, if P is compactly supported, i.e., supp(P ) ⋐ X ×Y , then it is properly supported; moreover, if Y = X and supp(P ) = diag(X × X), then P is properly supported.
We denote by R(Y ; X) the linear space of regular operators, that is, operators
such that, for all (x, y; ξ, η) ∈ WF(P ), both ξ and η are nonzero. We will be frequently using the following properties of regular operators.
(1) Any operator in R(Y ; X) extends continuously to an operator
and preserves the compactness of supports. (3) If one of Q ∈ R(Z; Y ) and P ∈ R(Y ; X) is properly supported, then P • Q ∈ R(Z; X) is a well defined regular operator [Hör83, Theorem 8.2.14, p. 270].
Most of the above notions can be extended to the case where X, Y, . . . are smooth manifolds. For a smooth manifold M , we also use the notationṪ *
2.2. Symbol classes. Let X ⊂ R n be an open set, N ≥ 1 and m ∈ R. The symbol class S m (X; R N ) is the space of smooth functions a :
where ξ := 1 + |ξ| 2 . We also define
. In this case, we call the formal series j≥0 a j the asymptotic expansion of a and we write a ∼ j≥0 a j .
The essential support of a ∈ S m (X; R N ), denoted by ess supp(a), is the smallest closed conic subset Γ ⊂ X ×Ṙ N such that a is in S −∞ on (X × R N ) \ Γ, i.e., (X ×Ṙ N ) \ Γ is the union of all the open conic subsets U of X ×Ṙ N such that, for all α ∈ N n , and β ∈ N N , and for all m ∈ R there is C such that, for all (x, ξ) ∈ U ,
If a is classical and a ∼ j a j , then ess supp(a) = j supp(a j ).
Pseudodifferential and Fourier integral operators
The stationary set Σ φ ⊂ X ×Ṙ N and the wave front Λ φ ⊂Ṫ * X of a phase function φ are the conic sets defined by
Let φ be a phase function on X ×Ṙ N and a ∈ S m (X; R N ). The Fourier integral (or oscillatory integral ) with phase φ and amplitude a is the distribution
, whose wave front set is contained in 
, whose distributional integral kernel is the Fourier integral (2.1) with phase φ and amplitude a, is called a Fourier integral operator. We shall describe such operators with the formula
The phase function φ is an operator phase function if it satisfies the following condition: for all (x, y, ξ) ∈ X × Y ×Ṙ n , if ∂ ξ φ(x, y, ξ) = 0, then ∂ x φ(x, y, ξ) = 0 and ∂ y φ(x, y, ξ) = 0. If φ is an operator phase function, then from (2.2) one can deduce that the Fourier integral operator Θ defined in (2.3) is a regular operator, that is, Θ ∈ R(Y ; X).
If X = Y and n X = n Y = n, the simplest example of operator phase function is the standard phase (x, y, ξ) → (x−y)·ξ. The Fourier integral operators corresponding to the standard phase are called pseudodifferential operators. More precisely, the pseudodifferential operator Θ on X with amplitude a ∈ S m (X × X; R n ) is the operator given by
i(x−y)·ξ a(x, y, ξ) u(y) dξ dy.
We denote by Ψ m (X) the collection of all pseudodifferential operators with amplitude in S m (X × X; R n ), which are called pseudodifferential operators of order m on X. Moreover, for m ∈ R, we denote by Ψ m cl (X) the collection of all classical pseudodifferential operators of order m, i.e., the pseudodifferential operators with amplitude in S m cl (X × X;Ṙ n ). One can check that the set Ψ −∞ (X) of pseudodifferential operators on X with amplitude in S −∞ (X × X × R n ) coincides with m∈R Ψ m (R) and with the set R −∞ (X; X) of smoothing operators on X. If the amplitude of a pseudodifferential operator on X does not depend on the variable y, then it is called (Kohn-Nirenberg) symbol. While different amplitudes may define the same pseudodifferential operator P , the symbol (if it exists) is uniquely determined by the operator, and moreover P is classical if and only if its symbol is classical. Every properly supported pseudodifferential operator has a symbol, and every pseudodifferential operator differs from a properly supported one by a smoothing operator. For m ∈ R, we define the principal symbol of P ∈ Ψ m cl (X) as the term of degree m in the asymptotic expansion of the symbol of any pseudodifferential operator that differs from P by a smoothing operator.
The basic example of pseudodifferential operator of order m is a differential operator P = |α|≤m p α (x)(−i∂ x ) α with smooth coefficients p α . This is a classical, properly supported pseudodifferential operator. Its symbol is 0≤|α|≤m p α (x)ξ Theorem 2.2. Let a be a properly supported pseudodifferential operator of order 1 on an open set X ⊂ R n with classical real symbol. Let A : X ×Ṙ n → R be the principal symbol of a.
is an operator phase function, and assume that φ satisfies the following eikonal equation: for all (t, x, y, ξ)
n is a closed cone and P ∈ R(X; X) is a Fourier integral operator with distributional integral kernel
Proof. By our assumption on φ, both ∂ (x,ξ) φ and ∂ (y,ξ) φ never vanish on {0} × X × X ×Ṙ n . Hence, if we take
n . In other words, up to shrinking (−T, T ) and X, we may assume that
is an operator phase function for all t ∈ (−T, T ). In particular, the Fourier integral operators Q and Q t defined by (2.5) for any given amplitude q are regular operators. Notice that (2.4) forces (x, ∂ x φ(t, x, y, ξ)) to be in the domain X ×Ṙ n of A, and in particular ∂ x φ = 0 on the domain of φ. Since ∂ x φ is 1-homogeneous in ξ, up to taking a smaller T , condition [Hör68, (2.13)] is satisfied by φ on (−T,
T ] to be chosen later, and Q is defined by (2.5), then
R n ) has the asymptotic expansion described in [Hör68, Theorem 2.12]. Namely, if a is the symbol of a and if we write q ∼ j≥0 q −j and a ∼ j≥0 a 1−j for the asymptotic expansions of a and q (here a 1 = A), then
where, for
are homogeneous in ξ of degree k and are given by
here the remainder R k = R k (a, φ, q 0 , q −1 , . . . , q k+1 ) is homogeneous in ξ of degree k and has the form
where the c ℓ kα (φ, a) are certain polynomials in the derivatives of φ and the a j (independent of the q j ). In particular, R 0 = 0.
Note that A(x, ∂ x φ) − ∂ t φ = 0, because of (2.4). Thus, in view of (2.6), in order for (iii) to be satisfied, it is sufficient to choose q so that r k = 0 for all k ≤ 0. Similarly, (ii) corresponds to the condition q k | t=0 = p k for all k ≤ 0, where
Notice that −ir k = 0 is a linear differential equation in q k where all derivatives of q k have real coefficients. More precisely, consider the time-dependent real vector field W on X with parameters (y, ξ) ∈ X ×Ṙ n , given by
and the function
Then we want q k to solve the equation
This equation is called transport equation and it is solved with the method of characteristics. Namely, for (t, y, ξ)
be the set of the integral curves of W (·, ·, y, ξ) defined at times 0 and t, and let
Notice that, since W is 0-homogeneous in ξ, the set Ω is conic. For every (t, x, y, ξ) ∈ Ω, the initial-value problem (2.8) induces a Cauchy problem for a linear ODE along a curve γ ∈ C(t, y, ξ) with γ(t) = x. Since this Cauchy problem is globally solvable, we obtain that, if R k is defined and smooth on the whole Ω, then there is a well-defined q k : Ω → C solution to (2.8). Smoothness and uniqueness of q k on Ω are also guaranteed by the theory of ODEs, and q k is k-homogeneous in ξ whenever R k is.
Since R 0 = 0 is defined, smooth, and 0-homogeneous on Ω, the solution q 0 to (2.8) exists on Ω. Inductively, by (2.7), it follows that the q k : Ω → C solving (2.8) are defined, smooth and k-homogeneous on Ω for all k ≤ 0.
Let now Ω 0 be the open subset of Ω defined by
Arguing as above, the solution to (2.8) is unique on Ω 0 , but here the initial value for the Cauchy problem along each integral curve is zero, whence
′′ be open subsets of X with X ′′ ⋐ X ′ ⋐ X, and let K be a compact neighbourhood of X ′′ in X ′ . We claim that there is T ′ ∈ (0, T ] such that, if Γ is a closed cone inṘ n and ess supp(p) ⊂ X ′′ × X ′′ × Γ, then, for all k,
where
and (2.9) follows. We can now extend by zero the functions q k | Ω ′ to smooth homogeneous functions q k on the whole (−T ′ , T ′ ) × X × X ×Ṙ n , and these extensions still satisfy (2.8);
with the asymptotic expansion j≥0 q −j satisfies (ii) and (iii). One of such symbols is given by q(t, x, y, ξ) = j≥0 χ j (ξ) q −j (t, x, y, ξ) for suitable smooth cutoffs χ j vanishing at ξ = 0, and this q also satisfies supp(q)
Eikonal equation
Consider the initial value problem for the eikonal equation (2.4), namely 
If we define the 1-forms α ξ = ξ · dx and
Moreover, by Poincaré's Lemma, since M o is simply connected, w(t, x, ξ) in return is determined by µ ξ and (3.3) (up to an additive constant). We may therefore study an equation in µ in place of (3.2): Given a closed 1-form α on M o , we will show that there is a unique 1-form
Finally, we will characterize the points where ∂ α φ = 0 and the rank of the Hessian ∂ 2 α φ at these points in terms of the Hamiltonian flow of A on T * M , where derivatives in α are in the sense of Gâteaux. Up to this point, the construction is coordinate-free. A choice of coordinates determines the restriction to the subspace of forms α = ξ·dx, with the corresponding phase φ(t, x, y, ξ) = φ(t, x, y, ξ · dx).
We will show that both the characterization of critical points and the rank of the Hessian at those points do not depend on such restriction.
3.1. Preliminaries on symplectic geometry. Here we recall some fundamental definitions and results from symplectic geometry. We refer to [Lee13, MS17] for additional details.
A symplectic form on a smooth manifold N is a 2-form ω ∈ Ω 2 (N ) such that dω = 0 and ω| p is non-degenerate for every p ∈ N . The pair (N, ω) is called symplectic manifold.
Every smooth function F : N → R on a symplectic manifold has an associated Hamiltonian vector field X F ∈ Γ(T N ) defined by
We denote by
that is, F is constant along the integral curves of X F , and that
that is, the flow Φ F preserves the symplectic form.
Proposition 3.1. Let (N, ω) be a symplectic manifold, ψ 0 : U → N a smooth map from a manifold U and
Proof. Recall that we have a canonical identification
Notice that, by the definition of pull-back and (3.7),
for all (t, p) ∈ U , r, r ′ ∈ R and v, v ′ ∈ T p U . By (3.6) and (3.8), we have
, where we used the hypothesis F • ψ 0 is constant. Again, by (3.6) we also obtain
where we used the hypothesis ψ * 0 ω = 0. We conclude that ψ * ω = 0.
Corollary 3.2. Let (N, ω) be a symplectic manifold, ψ 0 : U → N a smooth map from a manifold U and F : N → R smooth. Assume that F • ψ 0 is constant and ψ Proof. Let ψ : U → N be constructed as in Proposition 3.1. Then clearly
On the other hand ψ * ω = 0, so the symplectic bilinear form ω| ψ0(p) vanishes on Im(Dψ| (0,p) )×Im(Dψ| (0,p) ) and therefore 2 dim Im(
The cotangent space T * M of a smooth manifold M has a canonical symplectic structure, described as follows. Let π M : T * M → M be the bundle projection and t ∈ Ω 1 (T * M ) the tautological form defined by
The tautological 1-form is characterised by the fact that, if µ ∈ Ω 1 (M ) is a 1-form (which in particular is a smooth embedding µ :
For a proof of the following lemma, see for instance [Lee13, Proposition 9.20].
Hence, a curve γ(t) = (x(t), η(t)) in D F ⊂ T * M is an integral curve of X F if and only if it satisfies the Hamilton-Jacobi equations:
for all j. If α ∈ Ω 1 (U ) for some U ⊂ M open, let ρ α be the smooth map
Then the canonical symplectic form ωM on T * M is the "sum" of the symplectic forms on the factors; more precisely,
where (t, τ ) are the canonical coordinates on
for every (t, p) ∈M , τ dt| t ∈ T * t R and η ∈ T * p M . A moment's thought shows that the vector field X F associated with F splits as follows:
for all s, t, τ ∈ R and all η in the domain of Φ s A . The main result of this section is the following proposition, where the map ρ α and the set U α are defined as in (3.12) and (3.13).
is open inM and there exists a unique µ ∈ Cℓ(Ũ ) such that
Moreover, for all s ∈ (−ǫ, ǫ) and x ∈ U ,
Proof. Let us first discuss the existence of a solution to (3.17). Let U = (−ǫ, ǫ)×U . Under our assumptions, the map 15) . Using (3.14), Lemma 3.3 and the fact t • ψ 0 ≡ 0, we obtain
By Proposition 3.1, the map ψ :
In other words, ψ = µ • Ξ for some diffeomorphism Ξ : U →Ũ . From ψ * ωM = 0 and F • ψ ≡ 0 we then deduce µ * ωM = 0 and F • µ ≡ 0, i.e., µ ∈ Cℓ(Ũ ) by Lemma 3.3, and µ solves (3.17).
As for the uniqueness, assume conversely that µ ∈ Cℓ(Ũ ) solves (3.17). Then F • µ = 0 and µ * ω = 0, i.e., µ(Ũ ) is a Lagrangian submanifold of T * M . By Corollary 3.2, X F is tangent to µ(Ũ ) at every point. Fix now x ∈ U and let I be the set of the s ∈ (−ǫ, ǫ) such that (3.18) holds. Clearly I is closed in (−ǫ, ǫ), and 0 ∈ I because of (3.17). On the other hand, for all s 0 ∈ I, the flow curve of X F starting from µ(s 0 , ρ α s0 (x)) stays in µ(Ũ ) for some time and, by (3.16), Φ
which shows that (3.18) also holds for s in a neighbourhood of s 0 . This proves that I is open, so by connectedness I = (−ǫ, ǫ), and (3.18) holds for all s ∈ (−ǫ, ǫ) and all x ∈ U .
3.3. Existence domains and smooth dependence on the initial datum. Proposition 3.4 yields, under certain assumptions, the existence of a (local) solution µ = µ α to the eikonal equation for a given initial datum α ∈ Cℓ(M ). We will now show how those assumptions can be satisfied and, at the same time, we will obtain suitable smoothness properties of the map α → µ α . In what follows, we consider Cℓ(M ) as a Fréchet space with the C ∞ topology (i.e., the topology of uniform convergence on compact sets of derivatives of all orders).
We define an existence domain (ED) to be a triple (Ω, U, ǫ) such that If (Ω, U, ǫ) is an ED, then for all α ∈ Ω and t ∈ (−ǫ, ǫ) the inverse σ
to the eikonal equation (3.17), given by (3.18). We can split
In view of (3.15), the eikonal equation (3.17) becomes
Moreover, by (3.18), for all (t, x) ∈Ũ α ,
The existence of ED and the smoothness properties of α → µ α are given by the following result. Recall here the definition of the set U α from (3.13).
Proposition 3.5. The following hold true.
are of class C ∞ in the sense of Gâteaux.
This result is obtained via an application of the inverse function theorem. Since Cℓ(M ) is not a Banach space, however, it is convenient to introduce spaces of forms of finite order of differentiability, which are Banach spaces and to which we can apply the inverse function theorem directly.
For U ⊂ M open and k ∈ N, let C k Ω 1 (U ) be the space of the 1-forms of class C k on U , i.e., the sections of class C k of the bundle T * U . In the case U ⋐ M , we also denote by C k Ω 1 (U ) the space of the α ∈ C k Ω 1 (U ) that extend continuously to U together with all their derivatives up to order k. Note that C k Ω 1 (U ) is a Banach space with the uniform C k topology (the topology of uniform convergence of all derivatives up to order k). Note that (3.12) defines ρ α also for α ∈ C 0 Ω 1 (U ). Proposition 3.5 is then an immediate consequence of the following result.
Lemma 3.6. Let U ⋐ M be open in M and define
and an open neighbourhood W ofx in U such that:
(with respect to the uniform C k topology) for all k > 1;
A (α| x ). for all s ∈ I and x ∈ W , then the map
is of class C 1 , and its restriction to
(with respect to the uniform C k topology) for all k > 1.
Proof. Parts (i) and (ii) are immediate consequences of the observation that , x) ), where Ev(α, x) = α| x is the evaluation map, and the fact that
is of class C k for all k ∈ N. As a consequence, the map
is also of class C k , and, if k ≥ 1 it is easily checked that DΨ k | (α,t,x) is continuously invertible for all (α, t, x) ∈ U k such that Dρ α t | x is invertible. Hence parts (iii), (iv) and (v) follow by applying the inverse function theorem to Ψ 1 , and observing that restrictions of a local inverse for Ψ 1 provide local inverses for all the Ψ k for k > 1. Finally, part (vi) follows by observing that (α, t, x) → µ α (t, x) is the composition of the maps (α, t, x) → (α, t, σ , x) ), which have the required smoothness properties.
We say that A : D A → R is 1-homogeneous if λξ ∈ D A and A(λξ) = λA(ξ) for all ξ ∈ D A and λ > 0. When A is 1-homogeneous, we can find an ED (Ω, U, ǫ) such that the set Ω ⊂ Cℓ(M ) is conic; such ED will be called conic existence domains (CED).
Proposition 3.7. Assume that A is 1-homogeneous.
(i) For all t ∈ R, the domain of Φ (ii) For all (α, t, x) ∈ U and λ > 0, we have (λα, t, x) ∈ U and
for all λ > 0, α ∈ Ω and (t, x) ∈Ũ α .
Proof. Since A is 1-homogeneous, in local canonical coordinates (x, η) we have
and part (i) easily follows from (3.11). The remaining statements are immediate consequences of part (i), the definition of CED and the expression (3.18) for µ α .
Once we have an ED (Ω, U, ǫ), we can take the Gâteaux derivative of
Notice that
Essentially, D 2 A| α is the restriction of dA to the "vertical" directions in the cotangent bundle T * M . Using canonical coordinates and (3.10), it is immediately seen that
Lemma 3.8. For every α ∈ Ω, ν ∈ Cℓ(M ) and (t, x) ∈Ũ α ,
.
Proof. Using the "generalized eikonal equation" (3.19),
, by the chain rule, and the conclusion follows by (3.21).
3.4. Definition of the phase function. Let (Ω, U, ǫ) be an ED. For all α ∈ Ω, β ∈ Cℓ(Ũ α ) andx,ỹ ∈Ũ α , we denote by x y β the integral of β along any path inŨ α joiningỹ tox; since U is simply connected,Ũ α is too and the value of the integral does not depend on the chosen path. Similarly we define y x ν for all ν ∈ Cℓ(M ) and x, y ∈ U .
We define the open set D φ = {(t, x, y, α) : α ∈ Ω, (t, x) ∈Ũ α , y ∈ U } and the "phase function" φ : D φ → R associated with (Ω, U, ǫ) by
hence, by (3.19), φ is a solution to
In particular
for all (t, x, y, α) ∈ D φ ; the last identity follows from (3.18) (applied with σ α t (x) in place of x) and (3.23).
3.5. Critical points of the phase function. We want to differentiate in α the phase function φ associated to an ED (Ω, U, ǫ) and characterise the points (t, x, y, α) such that ∂ α φ(t, x, y, α) = 0.
The Gâteaux derivative of φ is, for (t, x, y, α) ∈ D φ and ν ∈ Cℓ(U ),
From the fact that µ α solves the eikonal equation, we can deduce a simpler expression for the Gâteaux derivative of φ.
Proposition 3.9 (Trèves). For all (t, x, y, α) ∈ D φ and ν ∈ Cℓ(M ),
(3.29)
Proof. By (3.12) and (3.18),
. Hence, for all α ∈ Ω, t ∈ (−ǫ, ǫ), x, y ∈ U , and ν ∈ Cℓ(M ),
by (3.23) and Lemma 3.8 (compare [Trè80, Eq. (2.31)]). Consequently
by (3.24), and (3.29) follows by replacing x with σ α t (x). We say that V ⊂ Cℓ(M ) is separating for U if, for all x, y ∈ U with x = y, there exist ν ∈ V and f ∈ C ∞ (U ) such that f (x) = f (y) and df = ν| U . The following result, which relates the critical points of the phase φ to the geodesic flow, is an immediate consequence of Proposition 3.9 and Stokes' theorem.
Corollary 3.10. Let (Ω, U, ǫ) be an ED and let V ⊂ Cℓ(M ) be separating for U . Then, for all (t, x, y, α) ∈ D φ ,
In the case A is 1-homogeneous the above expression for ∂ α φ actually yields a corresponding expression for φ.
Proposition 3.11. If A is 1-homogeneous and (Ω, U, ǫ) is a CED, then the associated phase function φ is 1-homogeneous in α, i.e., (t, x, y, λα) ∈ D φ and φ(t, x, y, λα) = λφ(t, x, y, α) for all λ > 0 and (t, x, y, α) ∈ D φ . In addition, for all (t, x, y, α) ∈ D φ ,
Proof. Homogeneity of φ in α immediately follows from Proposition 3.7 and (3.22). From this we deduce that
which, together with Proposition 3.9, gives the desired expression for φ.
3.6. The Hessian of the phase function. Let (Ω, U, ǫ) be an ED and φ : D φ → R be the associated phase function. The Gâteaux-Hessian in α of φ at (t, x, y, α) ∈ D φ is the symmetric bilinear map
We now obtain an expression for the Hessian ∂ x M for all x ∈ M and t ∈ R. Since T * x M is a vector space, the tangent space T ξ T * x M is canonically identified with T * x M at each point ξ ∈ T * x M , so we can think of DExp
Proposition 3.12. For all (t, x, y, α) ∈ D φ and ν 1 , ν 2 ∈ Cℓ(M ),
On the other hand, for all ν ∈ Cℓ(M ), since ρ α+hν t (σ α+hν t (x)) = x for all small enough h ∈ R, by (3.30),
[ν| σ α t (x) ]], and we are done.
An interesting consequence of the above formula is that ∂ 3.7. Construction of an operator phase function. Recall that, for all ED (Ω, U, ǫ), the set {(α, t, ρ
A simple compactness argument yields the following strengthening of the existence result for ED in Proposition 3.5.
Lemma 3.14. Let K and Θ be compact subsets of M and Cℓ(M ) such that α| x ∈ D A for all α ∈ Θ and x ∈ K. Then there exists an ED (Ω, U, ǫ) such that Θ ⊂ Ω and K ⊂ int( α∈Ω,|t|<ǫ ρ α t (U )). We can now prove our main result. (i) w is 1-homogeneous in ξ and, for all (t, x, ξ) ∈ (−ǫ, ǫ) × V ×Ṙ n ,
(ii) The function φ :
is a phase function that solves the eikonal equation (3.1). Moreover, (x, y, ξ) → φ(t, x, y, ξ) is an operator phase function for all t ∈ (−ǫ, ǫ).
Proof. Without loss of generality we may assume that M is an open subset of R n . Let V ⊂ Cℓ(M ) to be the R-linear span of dx 1 , . . . , dx n , so clearly V is both separating and spanning for M . Let S be the unit sphere in V (corresponding to the choice of dx 1 , . . . , dx n as an orthonormal basis). Then S is a compact subset of Cℓ(M ). Since α| o ∈Ṫ * M for all α ∈ S, by Lemma 3.14 and Proposition 3.7 we can find a CED (Ω, U, ǫ) such that S ⊂ Ω and o ∈ V := int( α∈Ω,|t|<ǫ ρ α t (U )). We can now define a smooth function φ :
where φ is the "phase function" associated to (Ω, U, ǫ) defined in (3.22), while ξ · dx = j ξ j dx j . Then, by (3.24), φ solves the eikonal equation, and ∂ x φ and ∂ y φ vanish nowhere by (3.25) and (3.26). From Proposition 3.11 we deduce that φ is 1-homogeneous in ξ, and φ(t, x, y, ξ) = ξ · (σ ξ·dx t (x) − y) = w(t, x, ξ) − w(0, y, ξ), where w(t, x, ξ) = ξ · σ ξ·dx t
(x). This shows (i) and (ii). Moreover Corollary 3.10 and (3.30) show that
A (ξ · dx| y ), and in that case ∂ t φ(t, x, y, ξ) = A(ξ · dx| y ) by (3.27). This shows (iii), because ∂ ξ φ(t, x, y, ξ) = ∂ ξ w(t, x, ξ) − y and ∂ t φ = ∂ t w. Moreover Corollary 3.13 gives that ∂ ξ φ(t, x, y, ξ) = 0 =⇒ rank(∂ 2 ξ φ(t, x, y, ξ)) = rank(DExp y,−t A | ξ·dx|y ), and we are done, because ∂ 2 ξ φ(t, x, y, ξ) = ∂ 2 ξ w(t, x, ξ).
Sub-Laplacians on sub-Riemannian manifolds
In this section we recall the main definitions and results about sub-Riemannian manifolds and sub-Laplacians that will be of use later, and show how the results from the previous sections yield a Fourier integral representation for the subRiemannian wave propagator. For a more extensive introduction to sub-Riemannian geometry, we refer to [Mon02, ABB18] .
The sub-Riemannian Hamiltonian. If H ⊂ Γ(T M ) is a linear subspace of vector fields on a manifold M and if x ∈ M , then we denote by
. Then H is said to be bracket-generating at x ∈ M if there is an s ∈ N such that H (s) x = T x M . We say that H ⊂ Γ(T M ) is bracket-generating on M if it is bracket-generating at each x ∈ M . More generally, a subset of Γ(T M ) is said to be bracket-generating at x (respectively on M ), if its linear span is bracket-generating at x (respectively on M ). Equivalently, a quadratic Hamiltonian pair (M, H) is defined by a smooth positive semidefinite section b H of the vector bundle of symmetric bilinear forms on T * M , given by
for all x ∈ M and α, β ∈ T * x M . The Hamiltonian H also induces a bundle homomorphism B H : T * M → T M defined by the property
for all x ∈ M and α, β ∈ T * x M . Notice that B H (T * M ) = H M . The push forward of b H through B H is a scalar product on H x , for each x ∈ M , which is given by
The horizontal gradient of a smooth real-valued function f on M is the real vector field ∇ H f = B H (df ) ∈ H . Notice that, for all α ∈ T * M ,
In the sequel we shall mainly work with complex-valued functions on M and, correspondingly, we often make use of the complexified tangent and cotangent bundles CT M and CT * M . The map B H extends to a complex-linear bundle homomorphism B H : CT * M → CT M , while b H and ·, · H extend to sesquilinear forms on the fibres of CT * M and CH respectively. The horizontal gradient ∇ H extends to a complex-linear first-order differential operator ∇ H : C ∞ (M ) → Γ(CT M ). In a coordinate chart (U, x) of M and in the corresponding local trivializa- Moreover, the horizontal gradient of a smooth function f is
The sub-Laplacian and its functional calculus.
A measure µ on a manifold M is a smooth positive measure if for every coordinate chart (U, x) the restricted measure is absolutely continuous with respect to the Lebesgue measure and has a strictly positive smooth density. If (M, H) is a Hamiltonian pair and µ is a smooth positive measure on M , we call (M, H, µ) a measured quadratic Hamiltonian pair.
Definition 4.2. Let µ be a smooth positive measure on a manifold M . The µ-divergence of a smooth vector field v ∈ Γ(CT M ) is the unique smooth function
In other words, minus the µ-divergence − div µ : Γ(CT M ) → C ∞ (M ) is the formal adjoint of the exterior derivative d : C ∞ (M ) → CΩ 1 (M ) with respect to µ. If (U, x) is a coordinate chart and dµ(x) = ρ(x) dx on U , then
Definition 4.3. Let (M, H, µ) be a measured quadratic Hamiltonian pair. The sub-Laplacian of a function f ∈ C ∞ (M ) is the smooth function
If (U, x) is a coordinate chart and dµ(x) = ρ(x) dx on U , then
This shows that L :
is a second-order differential operator with principal symbol H.
Notice that, for all f, g ∈ C
This implies that L is a nonnegative symmetric operator. Therefore, there exists a nonnegative self-adjoint extension of L on L 2 (µ), such as Friedrichs' extension, see for instance [Yos95, Section XI.7].
Once such a self-adjoint extension of L is chosen, a Borel functional calculus for L is defined via the spectral theorem and, for all bounded Borel functions
and moroever, since additionally L preserves real-valued functions,
Functional calculus allows us to define the wave propagator t → cos(t √ L ) associated with L . In the sequel we will need a couple of assumptions on the wave propagator. The first is finite propagation speed:
This assumption is satisfied in fairly general context: see for instance [Mel86, Sik04, tERSZ07, CM13, MM13b] and references therein. The second is smoothness preservation:
for all K ⊂ M compact there exists ǫ > 0 such that,
, it is easily seen that this assumption is satisfied under sub-ellipticity assumptions on L (e.g., when (M, H) is bracketgenerating, by Hörmander's theorem [Hör67] ), or more generally when L commutes with an operator D such that
We remark that hypoellipticity of L is not a necessary condition for (FPS) and (SP) to hold: for instance, if M is a Lie group and L = −v 2 for some left-invariant vector field v, then (FPS) and (SP) are satisfied.
Some results in the sequel will require a further assumption on the functional calculus for L :
This assumption is verified, e.g., whenever there is a doubling distance on (M, µ) such that L satisfies gaussian-type heat kernel bounds, cf. [Hul84, Ale94, Heb95, DOS02] and [Mar17, Theorem 6.1(iii)]. We remark that, under (SFC), if
(by duality and interpolation) and moreover, by the closed graph theorem, the correspondence F → F (L ) is continuous from S (R) to the space of L p -bounded operators (with the operator norm topology).
4.3. Sub-Riemannian structures defined by systems of vector fields. A common way to define a quadratic Hamiltonian pair or a sub-Riemannian manifold is by choosing a family of vector fields v 1 , . . . , v r ∈ Γ(T M ) and defining
(4.4)
We have the following expressions: if α, β ∈ T * x M , then
In particular, H is bracket generating if and only if the family of vector fields v 1 , . . . , v r is bracket generating. Moreover, if µ is a smooth positive measure on M , for all a = r j=1 a j v j ∈ H and f ∈ C ∞ (M ),
where v µ is the formal adjoint of v, that is, the differential operator . Indeed, by [Hil88] , there is a homogeneous nonnegative real polynomial p(x, y, z) of degree 6 in three variables that is not a finite sum of squares of polynomials (see also [CLR87, Roy00, Ble06] ). One can thus see, arguing with Taylor series, that p is not a finite sum of squares of smooth functions in any neighbourhood of the origin. Now, fix a frame (X, Y, Z) of T R 3 and the dual coframe α X , α Y , α Z of T * M . Define
Note that H(α Z ) = p. If H were of the form
2 would be a sum of squares of smooth functions. Therefore, H cannot be written as in (4.4). Note that, by choosing X, Y and Z so that [X, Y ] = Z, we also obtain a sub-Riemannian structure that is not written as in (4.4) with smooth vectors fields v j . However, H can always be written as in (4.4) with Lipschitz vector fields v j , see [Fre68] .
A particular class of quadratic Hamiltonian pairs where the above-described pathologies do not occur is defined below. In other words, we are requiring x → dim(H , with X = ∂ x and Y = x∂ y , is the Grushin operator on R 2 ; in this case, despite the non-equiregularity, the Hamiltonian can be globally written in the form (4.4).
In any case, for an arbitrary quadratic Hamiltonian pair, from the lower semicontinuity of the functions x → dim(H 
Since H is 2-homogeneous, i.e., H(λξ) = λ 2 H(ξ) for all λ ∈ R and ξ ∈ T * M , we deduce the following properties of the flow: H at time t = 1 already contains all the relevant information.
From the fact that H is a quadratic form, we deduce the following information on the curves defined via the exponential map. 
In particular, x(t) is a horizontal curve, i.e.,ẋ(t) ∈ H M for all t, and ẋ(t),ẋ(t)
Proof. In canonical coordinates, by (3.11),
and the conclusion follows by (4.1).
We will need a regularity property of the exponential map:
We say that a quadratic Hamiltonian pair (M, H) is analytic if M is an analytic manifold and H is an analytic function. 
Carnot groups.
A Carnot group is a connected simply connected Lie group G whose Lie algebra g is stratified, i.e., g = s j=1 V j for some linear subspaces V 1 , . . . , V s with [V 1 , V j ] = V j+1 for all j = 1, . . . , s (here V s+1 = 0), and whose first layer V 1 is endowed with a fixed scalar product. We shall always assume that Carnot groups are endowed with a (bi-invariant) Haar measure.
We can describe Carnot groups as quadratic Hamiltonian pairs as follows. Let  (v 1 , . . . , v r ) be an orthonormal basis of V 1 (in particular the v k ∈ Γ(T G) are leftinvariant vector fields) and set H = r j=1 v j ⊗ v j (note that H is independent on the choice of the orthonormal basis).
Correspondingly, the sub-Laplacian on a Carnot group is L = − r j=1 v 2 j . As a left-invariant sub-Laplacian on a Lie group, L is essentially self-adjoint (cf. [NS59] ), hence it admits a unique self-adjoint extension.
Carnot groups are a special case of equiregular sub-Riemannian manifolds and they appear as infinitesimal models of all sub-Riemannian manifolds (possibly after applying some "lifting" procedure), see [RS76, Mit85, Bel96] and references therein. We will use this fact to extend our main result to all quadratic Hamiltonian pairs.
Carnot groups satisfy all our key assumptions. 
In particular, for all x ∈ M , η ∈ D A ∩ T * x M and t ∈ R,
whenever one of the two sides is well defined.
Proof. The relation between X A and X H is immediately given by (3.10) and the fact that H = A 2 . Since H and A are constant along the integral curves of X H and X A (see (3.5)), it is immediately seen that D A is invariant under the flow of H, and moreover an integral curve of X H in D A is obtained by time-rescaling of an integral curve of X A , and conversely, which leads to (4.7). (i) w is 1-homogeneous in ξ and, for all (t, x, ξ) ∈ (−T, T ) × X ×Ṙ n ,
is a phase function. Moreover, (x, y, ξ) → φ(t, x, y, ξ) is an operator phase function for all t ∈ (−T, T ). (iii) For all t ∈ (−T, T ), x, y ∈ X and ξ ∈ Γ, H(y, ξ) )), and in that case D2H| (y,λξ) ), where λ = −t/ (2 H(y, ξ) ). Moreover, for all open subsets X ′ , X ′′ of X with X ′′ ⋐ X ′ ⋐ X, there is a T ′ ∈ (0, T ] such that the following hold true: if P ∈ Ψ 0 cl (M ) is a compactly supported operator with supp(P ) ⊂ X ′′ × X ′′ (cf. Section 2.1), whose restriction to M o × M o has a distributional integral kernel given by the oscillatory integral
In the above statement the expressions in (4.10) and (4.11) are intended as the integral kernels of the operators P and Q with respect to the Lebesgue measure on the coordinate chart (M o , x). However an analogous statement holds for the integral kernels with respect to the measure µ on the manifold M : indeed, changing the reference measure corresponds to multiplying the amplitudes p and q in (4.10) and (4.11) by a smooth function in the variable y (the density of one measure with respect to the other), which does not change the symbol class or the support.
Proof. By (4.8), there are open subsets
Up to shrinking M o , we can assume that, for all x ∈ M o ,
defines a smooth 2-homogeneous functionH :
LetÃ = H . Note that both A andÃ are 1-homogeneous andÃ = A on
By Proposition 3.7(i), since Γ ∩ S n−1 is a compact subset of W ′ , there exist ǫ > 0 and an open neighbourhood U ⊂ M o of o such that, for all t ∈ (−ǫ, ǫ), x ∈ U and ξ ∈ Γ, the point (t, (x, ξ)) is in the domain of both Φ A and ΦÃ and Φ
Indeed, as long as the flow associated with A stays in M 0 × R + W ′ , it must coincide with the flow ofÃ, and conversely.
Let now w : (−T, T ) × X ×Ṙ n → R and φ : (−T, T ) × X × X ×Ṙ n → R (where X ⊂ U is an open neighbourhood of o and T ∈ (0, ǫ]) be the smooth functions given by Proposition 3.15 applied toÃ in place of A. In particular, φ satisfies the eikonal equation ∂ t φ(t, x, y, ξ) =Ã(∂ x φ(t, x, y, ξ)) for all (t, x, y, ξ) ∈ (−T, T ) × X × X ×Ṙ n , and moreover parts (i) and (ii) are satisfied. In addition, from parts (iii) and (iv) of Proposition 3.15, combined with (4.13), Lemma 4.11 and Corollary 4.12, we deduce parts (iii) and (iv).
Note that ∂ x w(0, x, ξ) = ξ. Hence we can find T 0 ∈ (0, T ] such that ∂ x w(t, x, ξ) ∈ R + W (4.14)
for all t ∈ (−T 0 , T 0 ), x ∈ X ′ and ξ ∈ Γ. By (FPS), up to choosing a smaller T 0 , we may assume that supp(cos(t
up to choosing a smaller T 0 , we may assume that (t,
cl (M o ) be a properly supported operator such that the asymptotic expansion of its symbol is the same as that of L on M o , except that the principal symbol H is replaced byH.
Let b ∈ C ∞ (S n−1 ) be such that b| S n−1 \W ′ = 1 and supp(b) ⊂ S n−1 \ W . Let B ∈ Ψ 0 cl (M o ) be a properly supported operator such that all the terms in the asymptotic expansion of its symbol vanish, except for the principal symbol (x, ξ) → b(ξ/|ξ|). Then, by (2.2),
Moreover, since all the terms in the asymptotic expansion of the symbols of L and L coincide on M o × R + W ′ , from the composition formula for pseudodifferential operators (see, e.g., [Hör85, Theorem 18.1.8]) we immediately deduce that
SinceH is everywhere positive, by Lemma 2.1 there is a properly supported
We now apply Theorem 2.2 to the phase function φ and the pseudodifferential operators a and P on M o , thus obtaining a T ′ ∈ (0, T 0 ] and a Fourier integral operator Q of the form (4.11) with
(this proves part (v)) and such that Q 0 − P and (i∂ t + a)Q are smoothing. We now prove that (∂ 2 t + L )Q is smoothing. Indeed, let us write
by (4.16) and (4.17). Since a and L −L are pseudodifferential operators and preserve smooth functions, it is enough to show that (i∂ t + a)Q, BQ and CQ are smoothing. On the other hand, (i∂ t + a)Q is smoothing by construction. As for the other operators, let us write
, and where Id denotes the identity operator with respect to the variable t. Then, by (4.15) and [Hör83, Theorem 8.2.9], we deduce that
Moreover, WF(C) = ∅, so, again by [Hör83, Theorem 8.2.9],
Finally, by (2.2) and (4.14),
By [Hör83, Theorem 8.2.14, p. 270], we can combine the above information to conclude that WF((Id ⊗ B)Q) = ∅ = WF((Id ⊗ C)Q), i.e., BQ and CQ are smoothing. So (∂
hence Q naturally extends by zeros to an operator in R(M ; (−T ′ , T ′ ) × M ) and (∂ 2 t + L )Q remains smoothing after the extension. Define nowQ byQ t = (Q t + Q −t )/2 for all t ∈ (−T ′ , T ′ ). Then S := (∂ 2 t + L )Q is also smoothing and supp(S)
We claim that, for every u ∈ C ∞ c (M ) and t ∈ (−T ′ , T ′ ), the following Duhameltype formula holds:
To prove the claim, let B(t) denote the right-hand side of (4.18). By direct computation, one shows that
for all t ∈ (−T ′ , T ′ ). Since S and P − Q 0 are smoothing and supp(P − Q 0 ) ∪ supp(S τ ) ⊂ X ′ × X ′ , by the smoothness preservation property of the wave propagator we conclude that R is smoothing. In addition, by (4.18), for all
and supp(cos(t √ L )P ) ⊂ X ′ × X ′′ (here we use finite propagation speed and the fact that supp(P ) ⊂ X ′′ × X ′′ ), while supp(
This completes the proof of part (vi).
Proof of the main result
In this section we combine the results of the previous sections and prove Theorem 1.1. As mentioned in the introduction, in order to apply the Fourier integral operator representation for the wave propagator, the additional assumptions introduced in Section 4 are needed. Therefore we will first present the proof under these additional assumptions, and at the end we will show how to remove them by transplantation.
5.1. Preliminaries. The following result, similar to [Hör83, Theorem 7.7 .7], will be useful to compute the action of Fourier integral operators with phase function of the form (4.9). for all x ∈ Ω and y, ξ ∈ R n . For all u ∈ S (R n ) and λ ≥ 1, if u λ is defined by u λ (η) := λ n u(λη), then, for all k ∈ N,
where, for all λ ≥ 1 and k ∈ N,
Proof. Letq denote the partial Fourier transform of q in the variable y, i.e.,
q(x, η, ξ) = R n e −iη·y q(x, y, ξ) dy.
Since the Fourier transform preserves the Schwartz class, from (5.1) we deduce that, for all β ∈ N n and N ∈ N,
for all x ∈ Ω and η, ξ ∈ R n . Moreover, Since the Fourier transform maps pointwise products into convolutions,
Next, we need to show (5.3). Clearly supp(R u,q k,λ ) ⊂ C. To estimate R u,q k,λ , notice that, since u ∈ S (R n ), from (5.5) it follows immediately that, for all N ∈ N and η, ξ ∈ R n ,
Moreover, by Taylor's theorem,
therefore, since u ∈ S (R n ), for all ξ, η ∈ R n and N ∈ N,
where dist(0, [η, ξ] ) is the distance to the origin of the line segment with endpoints η and ξ.
From the definition of R u,q k,λ we have immediately that |R
(5.8)
Notice next that, if we define
then, for (η, ξ) / ∈ X, we may compare
We therefore split the integral in (5.8) by decomposing the domain into X and its complement.
As for X, note first that |η − ξ| ≥ 1 and |η| ≥ 2 on X. Moreover, in view of (5.6), we further decompose X = X 1 ∪ X 2 , where X 1 = {(η, ξ) ∈ X : |ξ| ≤ |η|/2}, and X 2 = X \ X 1 . Then, by (5.6), on X 1 we have that |R(η, ξ)| u,N |η| k , and on X 2 we have that |R(η, ξ)| u,N |η| −N , where we may assume N to be sufficiently large. Therefore, in combination with (5.4), we see that
As for the complement of X, using (5.9), (5.7), and (5.4) with N sufficiently large, we find that
and we are done.
Combining the previous result with the Fourier integral representation for the wave propagator of Theorem 4.13, we are now in a position to understand in a very precise way how the wave propagator acts on suitably defined bump functionsg λ at scale 1/λ, whose Fourier supports are essentially living in a frequency domain on which |ξ| ∼ λ, λ ≫ 1, and which are supported microlocally in narrow "elliptic" conic neighbourhoods of points at which the exponential mapping is non-degenerate.
These expressions will become particularly convenient for the subsequent applications of the method of stationary phase.
Proposition 5.2. Let (M, H, µ) be a measured quadratic Hamiltonian pair and L be the corresponding sub-Laplacian. Assume that a self-adjoint extension of L has been chosen so that (RE), (FPS) and (SP) are satisfied. Then there exist ξ * ∈Ṙ n , T ∈ R + , a nonempty open X ⊂ M , a smooth function w : (−T, T ) × X ×Ṙ n → R 1-homogeneous in the last variable, and functions q j,α ∈ C ∞ ((−T, T ) × X ×Ṙ n ) for all j ∈ N and α ∈ N n , such that the following hold true.
(ii) For all t 0 ∈ (0, T ) and τ 0 ∈ (0, ∞), there exist x 0 ∈ X and ξ 0 ∈ R + ξ * such that
n/p ′ for all λ ≥ 1 and p ∈ [1, ∞], and moreover, for all N ∈ N,
as λ → ∞, uniformly in t ∈ J 0 and x ∈ B 0 .
Proof. By the assumption (RE), we can find o ∈ M and ξ * ∈ T * o M \ {0} such that rξ * is a regular point for Let
, and all terms in the asymptotic expansion of p vanish except for the 0-homogeneous term
Let P ∈ Ψ 0 cl (M ) be the pseudodifferential operator supported in X ′′ × X ′′ and defined by (4.10). Theorem 4.13 then gives us an operator
and given by (4.11), with
for some smoothing operator R :
Let q ∼ j≥0 q j be the asymptotic expansion of q. Note that, by construction, the 0-homogeneous term q 0 equals the corresponding term p 0 in the expansion of p for t = 0, and in particular q 0 (0, x, y, ξ * ) = 1 for all x, y ∈ X ′′′ . By continuity and homogeneity, up to taking a smaller T ′ , we may assume that q 0 (t, x, y, rξ * ) = 0 (5.11)
for all x, y ∈ X ′′′ , r > 0 and t ∈ (−T ′ , T ′ ). Up to taking a smaller T ′ , we may also assume that T ′ ≤ 2 H(0, ξ * ), and the curve
′′′ and is injective; note that, by Lemma 4.7, this curve has nonvanishing tangent vector. Hence, for all t 0 ∈ (0, T ′ ), the point −t 0 ξ * /(2 H(0, ξ * )) is a regular point of Exp o H and, if we set
By homogeneity of w, for all τ 0 ∈ (0, ∞), we can then choose ξ 0 ∈ R + ξ * such that
n . For all λ > 0, letǧ λ ∈ S (R n ) denote the inverse Fourier transform of g(·/λ), and defineg λ = P Πǧ λ . Note that
where P ∞ ∈ Ψ −∞ (M ) is supported in X ′′ × X ′′ , and, by Lemma 5.1, for all N ∈ N,
By (5.10), for all t ∈ (−T ′ , T ′ ), we can write
where c
By taking Fourier transforms in y, we can rewrite this as By combining the above estimates, we obtain that
as λ → ∞, uniformly in x ∈ B 0 and t ∈ J 0 . The conclusion follows by setting q j,α (t, x, ξ) = (2i −|α| α!) −1 ∂ α y q j (t, x, 0, ξ), taking k = ℓ = N , and relabeling T ′ as T and X ′′′ as X.
Finally, we state a simple application of the method of stationary phase that will be of use in the sequel.
Lemma 5.3. Let I ⊂ R and X ⊂ R n be open, and let w : I × X ×Ṙ n → R be smooth and 1-homogeneous in the last variable. Assume that there exist t 0 ∈ I \{0}, x 0 ∈ X and ξ 0 ∈Ṙ n such that
n of ξ 0 and J ⋐ I \ {0} of t 0 , and smooth functions t c : B → J, ξ c :
and, for all smooth functions b :
Proof. We want to apply the method of stationary phase to the above integral, with phase f (x, t, ξ) = w(t, x, ξ) − t 2 /2, where x plays the role of a parameter. Observe that
In addition, from the 1-homogeneity of w we deduce that ξ · ∂ ξ w(t, x, ξ) = w(t, x, ξ), so
Therefore, if we write the matrix of ∂ 2 ξ w(t, x, ξ) with respect to the decomposition
which, together with (5.23), implies that
In particular, from (5.22) we deduce that
(recall that t 0 = 0). Consequently, by the implicit function theorem, there are open neighbourhoods B ⋐ X of x 0 , J ⋐ I \ {0} of t 0 and U ⋐ Γ of ξ 0 , and smooth functions t c :
If σ ∈ Z is the signature of ∂ 2 (t,ξ) f (x 0 , t 0 , ξ 0 ) and we define d :
, then, up to shrinking the neighbourhoods B, J, U , the conclusion follows by [Hör83, Thm 7.7.6].
5.2. Mihlin-Hörmander estimates. For all ǫ > 0, let C be the set of the real- A simple stationary phase argument (exploiting, e.g., [Ste93, Section VIII.1.2]) yields, for all k ∈ N and λ ∈Ṙ,
whence, by interpolation, we also deduce that, for all α ∈ [0, ∞) and λ ∈Ṙ,
In view of this estimate, it is clear that the next result proves Theorem 1.1 under certain regularity assumptions, introduced in Section 4.
Theorem 5.4. Let (M, H, µ) be a measured quadratic Hamiltonian pair of dimension n, and L the corresponding sub-Laplacian. Assume that a self-adjoint extension of L has been chosen so that (RE), (FPS) and (SP) are satisfied. Then there exist χ ∈ C and λ 0 > 0 such that, for all p ∈ [1, ∞] and λ ∈Ṙ with |λ| ≥ λ 0 ,
Proof. By (4.3), since m χ λ = m χ −λ , it is enough to prove the theorem for p ∈ [1, 2] and λ > 0, which we from now on assume.
Let
be given by Proposition 5.2. Let us take any t 0 ∈ (0, T ) and let x 0 ∈ X and ξ 0 ∈ R + ξ * be given by Proposition 5.2 so that
n and J 0 ⊂ (0, T ) be given by Proposition 5.2. For all g ∈ C ∞ c (R n ) with supp(g) ⊂ U 0 , and all N ∈ N, we then have
as λ → ∞, uniformly in t ∈ J 0 and x ∈ B 0 , where
(5.28)
Assume that χ ∈ C and supp(χ) ⊂ J 0 . By (5.25) and (5.27),
as λ → ∞, uniformly in x ∈ B 0 , where
be the open neighbourhoods of t 0 , x 0 , ξ 0 given by Lemma 5.3 applied to the function w. If χ and g are chosen so that supp(χ) ⊂ J and supp(g) ⊂ U , then Lemma 5.3 implies that, for all λ ≥ 1,
and moreover
If we choose χ and g so that χ(t 0 ) = 0 and g(ξ 0 ) = 0, then, by Proposition 5.2(i), 
Combining this with (5.28), we conclude that
as desired.
5.3. Miyachi-Peral estimates. Let S e be the set of all even, real-valued Schwartz functions on R that are not identically zero. For χ ∈ S e and λ, t > 0, define
where the second equality follows from the Fourier inversion and prosthaphaeresis formulas. The following result proves Theorem 1.1(ii) under the assumptions introduced in Section 4.
Theorem 5.5. Let (M, H, µ) be a measured quadratic Hamiltonian pair of dimension n and L the corresponding sub-Laplacian. Assume that a self-adjoint extension of L has been chosen so that (RE), (FPS), (SP) and (SFC) are satisfied. Then there exists t * > 0 such that, for all t 0 ∈ (0, t * ] and all χ ∈ S e , there exists
Proof. By (4.3), since m χ λ,t is real-valued, it is enough to prove the theorem for p ∈ [1, 2].
Fix η ∈ (0, 1/2) and a smooth even function ρ : R → R such that supp(ρ) ⊂ (−1, 1) and ρ(0) = 1. For χ ∈ S e and t > 0, define and F λ,α,j (t, x) = R n e iλw(t0+t,x,ξ) q j,α (t 0 + t, x, ξ) ∂ α g(ξ) dξ.
Let us write ξ = r(ξ 0 + ζ), where ζ ∈ ξ ⊥ 0 and r ∈ R; then F λ,α,j (t, x) = |ξ 0 | R ξ ⊥ 0 e iλw0(r,t,x,η) b α,j (r, t, x, ζ) dζ |r| n−1 dr, where w 0 (r, t, x, ζ) = rw(t 0 + t, x, ξ 0 + ζ), b α,j (r, t, x, ζ) = q j,α (t 0 + t, x, r(ξ 0 + ζ)) ∂ α g(r(ξ 0 + ζ)).
Note that r and ζ can be made arbitrarily close to 1 and 0 respectively in the domain of integration, by taking the support of g sufficiently close to ξ 0 . Moreover, We want now to obtain the reverse inequality in the case α = 0 and j = 0. Note that a Taylor expansion of w c around t = 0 yields w c (t, x) = w c (0, x) + t∂ t w c (0, x) + t 2 W (t, x)
for some smooth function W : I × B → R, and similarly e ax = 1 + aE(a, x)
for some smooth function E : R 2 → R, so In order to obtain the desired lower bound for m λ,0,0 (x), we need to ensure that there is no cancellation in the integral in (5.47). Note that G : R 2 → C is continuous and G(0, t) = 2πχ(t), because ρ(0) = 1. Consequently, by on R n . The convergence is uniform on compact sets in the C k norm, for all k. Moreover, there is a Lie group structure on R n which makes it into a Carnot group G, so that the vector fields v .
In other words, the estimate (1.4) also holds for the sub-Laplacian L o . In view of (5.26) and Theorem 5.4, we conclude that α ≥ n|1/2 − 1/p|, and part (i) is proved. As for part (ii), suppose that p ∈ [1, ∞], α ≥ 0, χ ∈ C ∞ c ((0, ∞)), and ǫ, R > 0 are such that the estimate (1.5) holds. In view of (4.3), we may assume that χ is real-valued. If we set χ e = χ(| · |), then χ e ∈ S e and, in view of (5.32), the estimate (1.5) can be restated as By Theorem 5.5 we deduce that α ≥ (n − 1)|1/p − 1/2|.
