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Abstract
Based on Kolmogorov’s idea, complexity of positive definite matrices with respect to a
unit vector is defined. We show that the range of the complexity coincides with the logarithm
of its spectrum and the order induced by the complexity is equivalent to the spectral one. This
order implies the reversed one induced by the operator entropy. © 2002 Elsevier Science Inc.
All rights reserved.
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1. Introduction
The notion of ‘complexity’ is related to that of ‘entropy’ in some sense. Kolmogo-
rov’s complexity for graphs was introduced in [5] as the logarithm of the numbers of
messages on it in the unit time, where it is discussed in connection with the entropy
for graphs in [3]. The number of massages of length n on a graph coincides with the
Schwarz constant for its adjacency matrix.
On the other hand, Nakamura and Umegaki [8] introduced the operator entropy
H(A) = −A logA for a positive contraction A. So we try to discuss a complexity for
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positive operators in connection with the operator entropy. According to Kolmogo-
rov’s complexity, we define the complexity κ(A; x) for a positive semidefinite matrix
A and a unit vector x by
κ(A; x) = lim
n→∞
log〈Anx, x〉
n
.
Also we define the complexity range K(A) by
K(A) = {κ(A; x) ∣∣ ‖x‖ = 1}.
For the sake of convenience, we assume that A is positive definite (otherwise, for
x in the kernel of A, κ(A; x) is defined as −∞). Note that this definition makes
sense since a sequence {〈Anx, x〉1/n} is monotone nondecreasing. In fact, for m  n,
Jensen’s inequality (e.g., [1, Theorem IV.1]) implies
〈Amx, x〉1/m = (〈Amx, x〉n/m)1/n  〈(Am)n/mx, x〉1/n = 〈Anx, x〉1/n.
Since the above sequence is bounded, 〈Anx, x〉1/n  ‖A‖, the limit in the above
definition exists. Moreover, we give bounds for the complexity:
〈(logA)x, x〉  κ(A; x)  log ‖A‖. (1)
Indeed, Jensen’s inequality shows also
log〈Ax, x〉  〈(logA)x, x〉. (2)
Thus (1) implies that 〈(logA)x, x〉 is the lower bound:
〈(logA)x, x〉  log〈Ax, x〉  log〈A
nx, x〉
n
 κ(A; x). (3)
In this note, we discuss the best possibility for the above bounds and determine the
complexity in terms of the spectral projections of matrices. In the following section,
we discuss basic properties of complexity including equality conditions for (3). In
Section 3, we show
K(A) = log(σ (A)) = { log λ | λ ∈ σ(A)}.
In Section 4, we observe the maximality of logA in the matrices X with 〈Xx, x〉 
κ(A; x). Finally we show the order induced by the complexity equals to the spectral
order and that it is stronger than the order induced by the operator entropy, which
is motivated by the concept of majorization (see [2]) and its extension (see [6]).
Incidentally we note that almost all results in this paper hold for positive operators
on a Hilbert space.
2. Basic properties
First we investigate the condition that the complexity coincides with the lower
bound. To see this, we consider some equality conditions.
Lemma 2.1. log〈Ax, x〉 = κ(A; x) if and only if x is an eigenvector of A.
J.I. Fujii, M. Fujii / Linear Algebra and its Applications 341 (2002) 171–180 173
Proof. If Ax = tx, then 〈Anx, x〉1/n = t , so that κ(A; x) = log t = log〈Ax, x〉.
Conversely, suppose log〈Ax, x〉 = κ(A; x). Then the monotonicity in (1) and (2)
implies
〈A2x, x〉 = 〈Ax, x〉2, (4)
and hence x is an eigenvector by the equality condition of the Schwarz inequality.

Remark that the above equivalent conditions are also equivalent to (4) or its vari-
ation:
〈Aαx, x〉 = 〈Ax, x〉α for some 0 < α /= 1. (4′)
Also it is equivalent to the equality condition for (2). These are shown by the follow-
ing lemma which gives an equality condition for Jensen’s inequality for vector states
(by the spectral decomposition A =∑k tkEk , this is reduced into the classical case):
Lemma 2.2. Let f be a strictly concave function. Then f (〈Ax, x〉) = 〈f (A)x, x〉 if
and only if x is an eigenvector of A.
Thus we have the conditions that the complexity attains the lower bound:
Theorem 2.3. The following conditions are equivalent:
(i) 〈(logA)x, x〉 = κ(A; x),
(ii) log〈Ax, x〉 = κ(A; x),
(iii) 〈(logA)x, x〉 = log〈Ax, x〉,
(iv) 〈Aαx, x〉 = 〈Ax, x〉α for some 0 < α /= 1, and
(v) x is an eigenvector for A.
An equality condition for the upper bound is slightly complicated, so we take it
up in the next section. In the remainder of this section, we discuss the monotonicity
or concavity of complexity.
If A  B and A commutes with B, then we can easily obtain κ(A; x)  κ(B; x).
Even if A and B are not commuting, Lemma 2.1 and (2) show κ(A; x)  κ(B; x) for
the eigenvector x of A. In fact,
κ(A; x) = 〈(logA)x, x〉  〈(logB)x, x〉  κ(B; x)
by the operator monotonicity of the logarithm. However, the following example
shows that the monotonicity of the complexity does not hold.
Example 2.1. Let
A =
(
1 0
0 2
)
, B =
(
2 1
1 3
)
and
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x =
(
a
b
)
the unit eigenvector of B for the eigenvalue r = (5 −√5)/2. Then A  B and
κ(B; x) = log r . By b /= 0, we have
〈Anx, x〉1/n = (|a|2 + 2n|b|2)1/n −→ 2 (5)
and hence κ(A; x) = log 2 > κ(B; x).
If x is a common eigenvector in discourse, then κ( · ; x) is concave. However, it
is not concave in general.
Example 2.2. Let
A =
(
2 1
1 4
)
, B =
(
4 −1
−1 2
)
and x = 1√
2
(
1
1
)
.
Then ‖A‖ = ‖B‖ = 3 +√2 and the similar argument in (5) shows κ(A; x) =
κ(B; x) = log ‖A‖ since x is not an eigenvector for A and B (see also Lemma 3.1).
But x is an eigenvector for (A+ B)/2 = 3 and hence κ((A+ B)/2; x) = log 3 <
log ‖A‖.
3. Range of complexity
By Theorem 2.3, we have that the range of the complexity contains the logarithm
of every eigenvalue. Moreover, Example 2.1 (in particular (5)) may suggest us that it
does not take other values. The following lemma is the complete answer for matrices
extending the fact (5):
Lemma 3.1. If the eigenvalues tj of A are nondecreasing for j, then
κ(A; x) = log (max{tj |Ejx /= 0}) = log

min

tj
∣∣∣∣
j∑
k=1
Ekx = x



 ,
where Ej is the spectral projection for tj .
Proof. Let tM be the maximum of {tj |Ejx = 0}. Since A =∑mj=1 tjEj , we have
〈Anx, x〉1/n =
〈
 m∑
j=1
tnj Ej

 x, x
〉1/n
=
〈
 M∑
j=1
tnj Ej

 x, x
〉1/n
=

 M∑
j=1
tnj ‖Ejx‖2


1/n
−→ tM
as n→∞. 
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Thereby we obtain the range of the complexity for matrices, which is considered
also as the bridge from the numerical range to the spectrum, or the vector states to
the characters.
Theorem 3.2. The complexity range is the logarithm of the spectrum:
K(A) = log σ(A) = {log t | t ∈ σ(A)}.
We can also give the ranges κ(A; x)− 〈(logA)x, x〉 and κ(A; x)− log〈Ax, x〉,
which seems to be related to the fact that the closed convex hull of σ(A) equals to
the numerical range, that is, A is convexoid.
Corollary 3.3. Both sets{
κ(A; x)− 〈(logA)x, x〉 ∣∣ ‖x‖ = 1}
and {
κ(A; x)− log〈Ax, x〉 ∣∣ ‖x‖ = 1 }
include an interval [0, log ‖A‖ + log ‖A−1‖).
Proof. If y (resp., z) is a unit eigenvector for ‖A‖ (resp., ‖A−1‖−1),
κ(A; y) = log〈Ay, y〉 = 〈(logA)y, y〉 = log ‖A‖
and
κ(A; z) = log〈Az, z〉 = 〈(logA)z, z〉 = − log ‖A−1‖,
then 0 belongs to the above sets in this case. Consider the unit vector x = (sin θ)y +
(cos θ)z for θ /= 0 mod π , we have κ(A; x) = log ‖A‖ and
log〈Ax, x〉 = 〈(logA)x, x〉 = (sin2 θ) log ‖A‖ − (cos2 θ) log ‖A−1‖.
Thus
κ(A; x)− log〈Ax, x〉 = cos2 θ
(
log ‖A‖ + log ‖A−1‖
)
,
which completes the proof. 
4. Maximality of the lower bound
Combining Theorems 2.3 and 3.2, we have that the lower bound is the best pos-
sible in the following sense, which would justify the formulation of complexity by
Kolmogorov.
Theorem 4.1. Let A be the commutative von Neumann algebra generated by A.
Then
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logA = max {X = X∗ ∈A | 〈Xx, x〉  κ(A; x) for all unit vectors x}.
But the maximum matrix does not exist in the general self-adjoint matrices.
Example 4.1. Let
A =
(
e 0
0 e3
)
.
Then Theorem 3.3 shows that
κ(A; x) =
{
log e = 1 if x = ( 10),
log e3 = 3 otherwise.
Let
X =
(
1 1
1 2
)
.
Then, for x = ( 10), we have 〈Xx, x〉 = 1  κ(A; x). If x = ( ab ) for b = 0, then
〈Xx, x〉 = |a|2 + 2 Re ab + 2|b|2  |a|2 + 1 + 2|b|2
= 2 + |b|2  3  κ(A; x).
Thus 〈Xx, x〉  κ(A; x) for all unit vectors x, but we have
logA−X =
(
0 −1
1 1
)
.
Now we show the maximality of logA:
Theorem 4.2. Let A be a positive definite matrix. If a self-adjoint matrix X satisfies
〈(logA)x, x〉  〈Xx, x〉  κ(A; x) for all unit vectors x, then X = logA.
Proof. For the spectral decomposition of A =∑j tjEj , we have
log tj = 〈(logA)ej , ej 〉  〈Xej , ej 〉  κ(A; ej ) = log tj ,
so that 〈(X − logA)ej , ej 〉 = 0 for all unit vectors ej in the range of Ej . Thus
Ej(X − logA)Ej = 0 for all j. Since X − logA is positive, we have Ej(X − logA)
Ei = 0 for all i, j , and hence X = logA. 
Here we go back to Example 4.1. In matrices whose spectra are equal including
multiplicities, we cannot construct such examples that 〈Xx, x〉  κ(A; x) for all x
while neither matrices ±(logA−X) are positive definite.
Theorem 4.3. If positive definite matrices A and B satisfy 〈(logA)x, x〉  κ(B; x)
for all unit vectors x and their eigenvalues coincide including multiplicities, then
A = B.
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Proof. LetB =∑mj=1 tj (ej ⊗ ej ) be the Schatten decomposition, where tj is mono-
tone nondecreasing. Then
log tj = κ(B; ej )  〈(logA)ej , ej 〉  log t1.
In particular, log t1 = 〈(logA)e1, e1〉 implies that e1 is also an eigenvector of A
for the common minimum eigenvalue t1. Since P1 = 1 − (e1 ⊗ e1) is a projection
commuting with both A and B, we can start the same argument for PA and PB on
the range of P instead of A and B on the original Hilbert space, respectively, so that
we have e2 is also an eigenvalue of A. The similar argument shows that ej is an
eigenvalue of A for every j and hence A = B. 
5. Complexity order
Here we consider the order induced by the complexity. If κ(A; x)  κ(B; x) for
all unit vectors x, then we write A<κB and called the complexity order. In fact, <κ
defines a partial ordering in positive definite matrices. Moreover, we can show that
it coincides with the spectral order  in [4,7,9]. Recall that A  B if
EA(t,∞)  EB(t,∞) for all t  0,
or equivalently,
EA(0, t]  EB(0, t] for all t  0,
where EAI is the spectral projection of A for an interval I, that is, for the spectral
decomposition A =∑j tjEj , we define
EI =
∑
tj∈I
Ej .
Then, we see the required equivalence.
Theorem 5.1. The complexity order <κ is equivalent to the spectral order .
Proof. Suppose A<κB. Take a unit vector x in the range of EB(0, t]. Then Lem-
ma 3.1 shows that log t  κ(B; x)  κ(A; x) and hence x belongs to the range of
EA(0, t]. Thus we have EB(0, t]  EA(0, t], or EA(t,∞)  EB(t,∞) for all t  0.
Conversely suppose A  B, that is, EB(0, t]  EA(0, t]. If log t  κ(B; x), then
EB(0, t]x = x and hence EA(0, t]x = x. Thereby log t  κ(A; x) and consequently
κ(B; x)  κ(A; x). 
This theorem also gives another proof of Olson’s theorem in [9, Theorem 3] which
is a bridge between the spectral order and the usual one for positive matrices.
Corollary 5.2. A  B if and only if An  Bn for all natural numbers n.
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We also consider the relation between the complexity order (or spectral order)
and the spectral decomposition:
Lemma 5.3. Let A =∑j tjEj and B =∑j sjFj be the spectral decompositions
such that tj and sj are increasing for j. Then A<κB if and only if
E(x,∞)A ≡
∑
tj>x
tjEj 
∑
sj>x
sjFj ≡ F(x,∞]B for all x  0. (6)
Proof. We may assume that both A and B are contractions. Then these integrals are
essentially on (x, 1]. By the definition of the spectral order, we have
n∑
j=1
j (1 − x)
n
E
(
(j − 1)(1 − x)
n
+ x, j (1 − x)
n
+ x
]
=
n∑
j=1
1 − x
n
E
(
(j − 1)(1 − x)
n
+ x, 1
]

n∑
j=1
1 − x
n
F
(
(j − 1)(1 − x)+ x
n
, 1
]
=
n∑
j=1
j (1 − x)
n
F
(
(j − 1)(1 − x)
n
+ x, j (1 − x)
n
+ x
]
,
so, by taking limits as n→∞, we have
E(x,∞)A =
∫ ∞
x
t dE(0, t) 
∫ ∞
x
t dF(0, t) = F(x,∞)B.
Conversely suppose (6) holds. Since a map t → t1/n is operator monotone, then
E(x,∞)A1/n = (E(x,∞)A)1/n  (F (x,∞)B)1/n = F(x,∞)B1/n.
Taking limits as n→∞, we have E(x,∞)  F(x,∞) for all x > 0. 
In particular, the complexity order implies the usual order though it is already
known by the spectral order.
Corollary 5.4. If A<κB, then A  B.
Finally we discuss the relation between the complexity order and the entropy
order. The entropy order is defined by H(A)  H(B), where H(A) = −A logA is
the operator entropy introduced by Nakamura and Umegaki [8]. Note that the numer-
ical function H(t) = −t log t is operator concave and H(0) = limε↓0 H(ε) = 0. To
observe the relation, we give the integral representation of the operational calculus
J.I. Fujii, M. Fujii / Linear Algebra and its Applications 341 (2002) 171–180 179
for such functions. For conveniences’ sake, we dare to use the integral representation
instead of the spectral decomposition:
Lemma 5.5. Let A be a positive definite matrix with the spectral integral represen-
tation
∫M
m
tdE(t). If G is a continuous function on [m,M], then
G(A) =
∫ M
m
(∫ M
x
G(t)
t
dE(t)
)
dx. (7)
Moreover, if the function g(t) = G(t)/t is nondecreasing, then
G(A) = Ag(A) =
∫ M
m−0
AE(x,M] dg(t). (8)
Proof. Considering G = G+ −G−, we may assume that G is nonnegative and
0 < m  A  1 to show (7). Take a nonnegative function g(x) = G(x)/x on (0, 1],
where g(ε) = 0 for sufficiently small ε > 0 for conveniences’ sake. Then
n−1∑
k=0
1
n
∫ 1
k/n
g(t) dE(t)=
n−1∑
k=0
k + 1
n
∫ (k+1)/n
k/n
g(t) dE(t)

n−1∑
k=0
∫ (k+1)/n
k/n
tg(t) dE(t)
=
n−1∑
k=0
∫ (k+1)/n
k/n
G(t) dE(t)
=
∫ 1
0
G(t) dE(t) = G(A),
and hence∫ 1
0
(∫ 1
x
G(t)
t
dE(t)
)
dx  G(A).
Conversely,
n−1∑
k=0
k + 1
n
∫ (k+1)/n
k/n
g(t) dE(t)
n−1∑
k=0
∫ (k+1)/n
k/n
k + 1
n
g
(
k + 1
n
)
dE(t)
=
n−1∑
k=0
G
(
k + 1
n
)
E
(
k
n
,
k + 1
n
]
−→ G(A),
which implies the required formula (7). Similarly, G(A) can be approximated by
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n−1∑
k=0
Ag
(
k
n
)
E
(
k
n
,
k + 1
n
]
=
n−1∑
k=0
A
(
g
(
k + 1
n
)
− g
(
k
n
))
E
(
k
n
,M
]
,
which implies (8). 
As in [4], A<κB if and only if f (A)  f (B) for all nondecreasing function f.
Then, are there any other functions f satisfying f (A)  f (B) for A<κB? It is known
that for a function G with G(0)  0, G(x)/x is nondecreasing if G is convex and
G(0)  0. Since log x = −H(x)/x is operator monotone, formula (7) suggests us
that H(A)  H(B) if A<κB. Indeed, these considerations are true.
Theorem 5.6. Let A and B be positive definite matrices with 0 < m  A<κB  M .
If G is a continuous convex function on [0,M] with G(0)  0, then G(A)  G(B).
Proof. Since g(t) = G(t)/t is nondecreasing, Lemma 5.3 and (8) assure that
G(A) =
∫ M
m−0
AEA(x,M] dg(t) 
∫ M
m−0
BEB(x,M] dg(t) = G(B). 
Now we have the required entoropy inequality.
Theorem 5.7. Let G be a continuous operator concave function with G(0)  0. If
positive definite matrices A and B satisfy A<κB, then G(A)  G(B), in particular
H(A)  H(B).
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