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Abstract. The alternation of existential and universal quantifiers in a quantified boolean formula
(QBF) generates dependencies among variables that must be respected when evaluating the formula.
Dependency schemes provide a general framework for representing such dependencies. Since it is
generally intractable to determine dependencies exactly, a set of potential dependencies is computed
instead, which may include false positives. Among the schemes proposed so far, resolution path
dependencies introduce the fewest spurious dependencies. In this work, we describe an algorithm
that detects resolution-path dependencies in linear time, resolving a problem posed by Van Gelder
(CP 2011).
1 Introduction
Deciding the satisfiability of quantified boolean formulas (QBF) is a canonical PSPACE-complete prob-
lem [14]. Under standard complexity theoretic assumptions, that means it is much harder than testing sat-
isfiability of propositional formulas. The source of this discrepancy can be found in variable dependencies
introduced by the alternation of universal and existential quantifiers in a QBF. The kind of dependencies
we consider can be illustrated with the following example:
F = ∀x∃y (x ∨ ¬y) ∧ (¬x ∨ y)
While F is satisfiable, there is no single satisfying assignment to y. Instead, the value of y that satisfies F
depends on the value of x.
For formulas in prenex normal form, it is safe to assume that a variable depends on all variables to its
left in the quantifier prefix, but this assumption may result in a large number of spurious dependencies.
More accurate representations of the dependency structure in a formula can be exploited for various pur-
poses, and variable dependencies have been studied in a series of works, including [1,2,3,4,9,10,11,12,15].
Unfortunately, the problem of computing variable dependencies exactly is PSPACE-complete [12]. In
practice one therefore computes an over-approximation of dependencies that may contain false positives.
This leads to a trade-off between tractability and generality.
In a recent paper, Van Gelder [15] introduced resolution-path dependencies and argued that they gen-
erate fewer spurious dependencies than all previously considered notions of variable dependency (see
Figure 1).
Van Gelder stated as an open problem whether resolution-path dependencies can be computed in
polynomial time [15]. In this work, we solve this problem by describing a linear-time algorithm that
identifies resolution-path dependencies. We obtain this result by a reduction to the problem of finding
properly colored walks in edge-colored graphs, which is in turn solved using a variant of breadth-first
search. We thus show that the most general dependency relation among those considered so far is tractable.
Dependency schemes are a generic framework for representing variable dependencies [12] that are
useful in various settings. In particular, they have recently been built into state-of-the-art QBF solvers,
with beneficial effects [9,10]. We prove that resolution-path dependencies give rise to a dependency
scheme, thereby providing a basis for their use across a variety of applications.
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Fig. 1. Various notions of variable dependency ordered by generality [15]. An arrow from A to B should be read
as “A is strictly more general than B.” Trivial dependencies include all pairs of variables not contained in the same
quantifier block as dependent and serve as a baseline. Standard dependencies [12] identify dependencies based on
a notion of local connectivity of clauses, extending ideas introduced in work on universal expansion [2,3]. Triangle
dependencies generalize standard dependencies without increasing the worst-case asymptotic runtime [12]. Quadran-
gle dependencies in turn refine triangle dependencies, and strict standard dependencies refine standard dependencies
[15]. Resolution path dependencies are based on a sophisticated notion of connectivity motivated by properties of
Q-resolution [15].
2 Preliminaries
2.1 Quantified Boolean Formulas
In this section, we cover basic definitions and notation used throughout the paper. For an in-depth treat-
ment of theoretical and practical aspects of QBFs, we refer the reader to [6] and [5], respectively.
We consider quantified boolean formulas in quantified conjunctive normal form (QCNF). A QCNF
formula consists of a (quantifier) prefix and a CNF formula, called the matrix. A CNF formula is a finite
conjunction of clauses, where each clause is a finite disjunction of literals. We identify a CNF formula
with the set of its clauses, and a clause with the set of its literals. Literals are negated or unnegated
propositional variables. If x is a variable, we put x = ¬x and ¬x = x, and let var(x) = var(¬x) = x.
If X is a set of literals, we write X for the set { x : x ∈ X }. For a clause C, we let var(C) be the
set of variables occuring (negated or unnegated) in C. For a QCNF formula F with matrix F , we put
var (F) = var (F ) =
⋃
C∈F var(C), and lit(F) = var (F) ∪ var(F). We call a clause tautological
if it contains the same variable negated as well as unnegated. Unless otherwise stated, we assume that
the matrix of a formula does not contain tautological clauses (tautological clauses can be deleted without
changing satisfiability of a formula). The prefix of a QCNF formula F is a sequence Q1x1 . . .Qnxn of
quantifications Qixi, where x1, . . . , xn are pairwise distinct variables in var (F) and Qi ∈ {∀, ∃} for
1 ≤ i ≤ n. We define the depth of variable xp as δF(xp) = p, and let qF (xp) = Qp. A QCNF formula
F ′ is obtained from F by quantifier reordering if there is a permutation i1, . . . , in of 1, . . . , n such that
F ′ = Qi1xi1 , . . . ,QinxinF , where F denotes the matrix of F .
The sets of existential and universal variables occurring in F are given by var∃(F) =
{ x ∈ var (F) : qF (x) = ∃ } and var∀(F) = { x ∈ var(F) : qF (x) = ∀ }, respectively. We
call a literal ℓ existential (universal) if var (ℓ) is existential (universal). We assume that every variable in
var (F) appears in the prefix of F , and – conversely – that every variable quantified in the prefix appears
in F . The size of a QCNF formula F with matrix F is defined as |F| = ∑C∈F |C|.
For a set X of variables, a truth assignment is a mapping τ : X → {0, 1}. We extend τ to literals by
setting τ(¬x) = 1 − τ(x), for x ∈ X . Let τ : X → {0, 1} be a truth assignment and F a CNF formula.
By F [τ ] we denote the formula obtained from F by removing all clauses containing a literal ℓ such that
τ(ℓ) = 1, and removing from every clause all literals ℓ for which τ(ℓ) = 0; moreover, if F is a QCNF
formula, we write F [τ ] for the formula obtained from F by replacing its matrix F with F [τ ] and deleting
all superfluous quantifications in its prefix.
The evaluation function ν on QCNF formulas is recursively defined by ν(∃xF) =
max(ν(F [x 7→ 0]), ν(F [x 7→ 1])), ν(∀xF) = min(ν(F [x 7→ 0]), ν(F [x 7→ 1])), ν(∅) = 1, and
ν({∅}) = 0, where x 7→ ε denotes the assignment τ : {x} → {0, 1} such that τ(x) = ε. A QCNF for-
mula F is satisfiable if ν(F) = 1 and unsatisfiable if ν(F) = 0. Two formulas F and F ′ are equivalent
if ν(F) = ν(F ′).
We call a clause ternary if it contains at most three literals. A QCNF formula is ternary if all of the
clauses in its matrix are ternary. We denote the class of ternary QCNF formulas by Q3CNF.
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2.2 Q-Resolution
Q-resolution [7] is an extension of propositional resolution. Let F be QCNF formula with matrix F . A
tree-like Q-resolution derivation of clause D from F is a pair π = (T, λ) of a rooted binary tree T and
a labeling λ satisfying the following properties. The labeling λ assigns to each node a clause, and to
each edge a variable. The leaves of T are labeled with clauses of F , and the root of T is labeled with
D. Whenever a node t has two children t′ and t′′, then there is an existential literal ℓ such that ℓ ∈ λ(t′),
ℓ ∈ λ(t′′), and λ(tt′) = λ(tt′′) = var (ℓ). Moreover, λ(t) = (λ(t′) \ {ℓ}) ∪ (λ(t′′) \ {ℓ}) and λ(t)
is non-tautological. We call λ(t) the (Q-)resolvent of λ(t′) and λ(t′′), and say that λ(t) is obtained by
resolution of λ(t′) and λ(t′′) on variable var(ℓ). If a node t has a single child t′, then λ(t) = λ(t′) \ {ℓ}
and λ(tt′) = var(ℓ) for some tailing universal literal ℓ in λ(t′). A universal literal ℓ is tailing in λ(t′) if
for all existential variables x ∈ var(λ(t′)), we have δF (x) < δF (var (ℓ)). The clause λ(t) is the result of
universal reduction of λ(t′) on variable var (ℓ). We call an instance of resolution or universal reduction
in π a derivation step in π. We say π is strict if for every path t1, . . . , tn from the root of T to one of
its leaves we have δF (λ(titi+1)) < δF(λ(ti+1ti+2)), for all i ∈ {1, . . . , n − 2}. We call π regular if
every existential variable appears at most once as an edge-label on a path from the root of T to one of its
leaves. For a tree-like Q-resolution derivation π = (T, λ), we define the set of resolved variables of π as
resvar (π) = { y ∈ var∃(F) : there is an edge e ∈ T such that λ(e) = y }. We define the height of a
tree-like Q-resolution derivation π = (T, λ) as the height of T . A tree-like Q-resolution derivation of the
empty clause from F is called a Q-resolution refutation of F .
Theorem 1. A QCNF formula F is unsatisfiable if and only if it has a strict, tree-like Q-resolution refu-
tation.
Proof. Completeness of “ordinary” Q-resolution is proved in [7]. It is straightforward to turn the deriva-
tions used in this proof into strict, tree-like derivations. ⊓⊔
3 Dependency Schemes
For a binary relation R over some set V we write R∗ to denote the reflexive and transitive closure of R,
i.e., the smallest set R∗ such that R∗ = R ∪ {(x, x) : x ∈ V } ∪ {(x, y) : ∃z such that (x, z) ∈
R∗ and (z, y) ∈ R}. Moreover, we let R(x) = {y : (x, y) ∈ R} for x ∈ V , and R(X) =⋃
x∈X R(x) for X ⊆ V . For a QCNF formula F , we define the binary relation RF over var(F) as
RF = { (x, y) : x, y ∈ var (F), δF (x) < δF(y) }. That is to say, RF assigns to each variable x the
variables on the right of x in the prefix.
Definition 1 (Shifting). Let F be a QCNF formula and X ⊆ var (F). We say the QCNF formula F ′ is
obtained from F by down-shifting X , in symbols F ′ = S↓(F , X), if F ′ is obtained from F by quantifier
reordering such that the following conditions hold:
1. X = RF ′(x) for some x ∈ var (F) = var(F ′).
2. δF ′(x) < δF ′(y) if and only if δF(x) < δF(y) for all x, y ∈ X .
3. δF ′(x) < δF ′(y) if and only if δF(x) < δF(y) for all x, y ∈ var(F) \X .
For example, let F = ∃x∀y∃z∀u∀w F , and X = {x, z, u}. Then S↓(F , X) = ∀y∀w∃x∃z∀u F . Note
that the result of shifting is unique. In general, shifting does not yield an equivalent formula.
Definition 2 (Dependency scheme). A dependency schemeD assigns to each QCNF formulaF a binary
relation DF ⊆ RF such that F and S↓(F , D∗F(x)) are equivalent for all x ∈ var (F). A dependency
scheme D is tractable if DF can be computed in time that is polynomial in |F|.
Intuitively, for a QCNF formula F , variable x ∈ var (F), and dependency scheme D, the set DF(x)
consists of variables that may depend on x. More specifically, if we want to simplify F by moving the
variable x to the rightmost position in the prefix, we can use a dependency scheme to identify a set X so
that down-shifting of X∪{x} preserves satisfiability. Typically, we are interested in dependency schemes
that allow us to identify sound shifts for entire sets of variables.
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Definition 3 (Cumulative). A dependency scheme D is cumulative if for every QCNF formula F and
set X ⊆ var (F), F and S↓(F , D∗F (X)) are equivalent.
Cumulative dependency schemes play a crucial role in the context of backdoor sets [12], and have been
integrated in search-based QBF solvers [10].
It is easy to verify that we can transpose adjacent quantifications QxxQyy in the prefix of a QCNF
F as long as y /∈ DF(x) for some dependency scheme D. In other words, every dependency scheme
satisfies the property defined below.
Definition 4 (Sound for transpositions). Let D be a function that assigns to each QCNF formula F
a binary relation DF ⊆ RF . We say D is sound for transpositions if any two QCNF formulas F =
Q1x1 . . .QrxrQr+1xr+1. . .QnxnF and Q1x1 . . .Qr+1xr+1Qrxr. . .QnxnF are equivalent given that
(xr , xr+1) /∈ DF .
Further restrictions are required when going beyond individual transpositions: let F = ∀x∃y∃z F , where
F is the CNF encoding of z ↔ (x ∨ y), and let D be a mapping such that D(F) = DF = ∅ and
D(F ′) = RF ′ for F ′ 6= F . F is satisfiable and remains satisfiable after transposing y and x (or y and
z) in the prefix. However, the formula S↓(F , D∗F(x)) = ∃y∃z∀x F is unsatisfiable. So D is sound for
transpositions but not a dependency scheme.
Definition 5 (Continuous). Let D be a function that maps each QCNF formula F to a binary relation
DF ⊆ RF . We say D is continuous if the following holds for every pair F = Q1x1 . . .QrxrQr+1xr+1
. . .QnxnF and F ′ = Q1x1 . . .Qr+1xr+1Qrxr. . .QnxnF of QCNF formulas: DF (v) = DF ′(v) for
v ∈ var(F) \ {xr, xr+1}, and DF ′(xr) ⊆ DF(xr) as well as DF ′(xr+1) ⊇ DF(xr+1).
Lemma 1. Let D be a function that maps each QCNF formula F to a binary relation DF ⊆ RF . If D is
sound for transpositions and continuous, then D is a cumulative dependency scheme.
Proof. Choose an arbitrary QCNF formulaF . Any shift S↓(F , D∗F(X)) can be represented as a series of
transpositions of adjacent quantifications QvvQww where v ∈ D∗F(X) and w /∈ D∗F(X), because the
order of elements within the sets D∗F(X) and var (F)\D∗F(X) remains unchanged. In other words, there
is a sequence F1, . . . ,Fn with F1 = F and Fn = S↓(F , D∗F(X)), such that for i ∈ {1, . . . , n− 1}, the
formula Fi+1 is obtained from Fi by transposing adjacent quantifications Qvivi and Qwiwi in the prefix
ofFi, where vi ∈ D∗F (X), wi /∈ D∗F(X), and δFi(wi) = δFi(vi)+1. We prove for all k ∈ {1, . . . , n−1}
that DFk contains no pair (vj , wj) such that k ≤ j ≤ n− 1. By induction on k. Because of vj ∈ D∗F(X)
and wj /∈ D∗F(X), we must have (vj , wj) /∈ DF = DF1 for 1 ≤ j ≤ n − 1. For the induction step,
suppose (vj , wj) /∈ DFk for all j ∈ {k, . . . , n − 1}, where 1 ≤ k ≤ n − 1. Since D is continuous, all
pairs in DFk+1 \DFk must be of the form (wk, x) for some x ∈ var(Fk+1). No such pair can be identical
to any pair (vj , wj), because wk /∈ D∗F(X), while vj ∈ D∗F(X), where j ∈ {1, . . . , n− 1}. We conclude
that (vj , wj) /∈ (DFk+1 \DFk) ∪DFk = DFk+1 . The lemma now follows from the fact that D is sound
for transpositions and (vk, wk) /∈ DFk for all k ∈ {1, . . . , n− 1}. ⊓⊔
Lemma 2. Let D′ be a function that maps each QCNF formula F to a binary relation D′F ⊆ RF , and
let D be a cumulative dependency scheme. If DF ⊆ D′F for all formulas F , then D′ is a cumulative
dependency scheme as well.
Proof. Choose an arbitrary QCNF formula F , and let X ⊆ var(F). From DF ⊆ D′F it follows
that D′∗F (X) = D∗F (D′∗F (X)). Since D is a cumulative dependency scheme, the formulas F and
S↓(F , D∗F(D
′∗
F (X))) = S
↓(F , D′∗F (X)) are equivalent. ⊓⊔
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4 Resolution-Path Dependencies
In this section, we will define the resolution path dependency scheme, which corresponds to the resolution-path
dependency relation proposed by Van Gelder [15]. We justify this change of name by proving that the
resolution path dependency scheme is indeed a cumulative dependency scheme.
Van Gelder [15] gives two definitions for resolution paths (Definitions 4.1 and 5.2), the former being
more restrictive than the latter. The former definition is problematic as we will explain in Example 2
below. Hence we will base our considerations on the latter definition, which defines resolution paths as
certain walks in a graph associated with a QBF formula. However, to avoid clashes with graph-theoretic
terminology introduced below, we simply define resolution paths as particular sequences of clauses and
literals.
Definition 6 (Resolution Path). Let F be a QCNF formula with clause set F and X ⊆ var∃(F). An
X-resolution path inF is a sequence of clauses and literals ℓ1, C1, ℓ′1, ℓ2, C2, ℓ′2, . . . ,ℓn, Cn, ℓ′n, satisfying
the following properties:
1. Ci ∈ F and ℓi, ℓ′i ∈ lit(F) for i ∈ {1, . . . , n}.
2. ℓi, ℓ′i ∈ Ci for i ∈ {1, . . . , n}.
3. ℓi+1 = ℓ′i and ℓ′i, ℓi+1 ∈ X ∪X , for i ∈ {1, . . . , n− 1}.
4. var (ℓi) 6= var (ℓ′i) for i ∈ {1, . . . , n}, and ℓ1 6= ℓ′n.
If ℓ1, . . . , ℓ′n is an X-resolution path in F , we say that ℓ1 and ℓ′n are resolution connected in F with
respect to X .
Example 1. Consider the following QCNF formula:
F = ∃y1∃y2∀x1∃y3∀x2 (x1 ∨ x2 ∨ y2 ∨ y1)︸ ︷︷ ︸
C1
∧ (¬x1 ∨ ¬y2 ∨ ¬y1)︸ ︷︷ ︸
C2
∧ (¬y1 ∨ ¬y3)︸ ︷︷ ︸
C3
∧ (¬y1 ∨ y3)︸ ︷︷ ︸
C4
The sequence x1, C1, y1,¬y1, C4, y3 is a {y1}-resolution path in F , and so the literals x1 and ¬y3
are resolution connected with respect to {y1}. By contrast, the sequence ¬x1, C2,¬y1, C3,¬y3 is not a
resolution path in F , because ¬y1 is followed by a clause instead of the complementary literal y1. ⊓⊔
Resolution path dependencies are induced by a pair of resolution paths that connect the same two variables
in reverse polarities:
Definition 7 (Dependency pair). Let F be a QCNF formula and x, y ∈ var (F). We say (x, y) is a
resolution-path dependency pair in F with respect to X ⊆ var∃(F) if at least one of the following
conditions holds:
– x and y, as well as ¬x and ¬y, are resolution connected in F with respect to X .
– x and ¬y, as well as ¬x and y, are resolution connected in F with respect to X .
Definition 8 (Resolution-path dependency scheme). The resolution-path dependency scheme is a map-
ping Dres that assigns to each QCNF formula F the relation DresF = { (x, y) ∈ RF : qF (x) 6= qF(y) and
(x, y) is a resolution-path dependency pair in F with respect to RF (x) \ (var∀(F) ∪ {x, y}) }.
In the formula F of Example 1 above, (y1, x1) is resolution-path dependency pair with respect to ∅, and
(x1, y3) is a resolution-path dependency pair with respect to {y1, y2}. But while (y1, x1) ∈ DresF , we
have (x1, y3) /∈ DresF , because ¬x1 is not resolution connected in F to either of y3 or ¬y3 with respect to
RF (x1) \ {y3} = ∅.
The next lemma will be needed in the proof of Theorem 2 below.
Lemma 3 ([15]). Let F be QCNF formula, ℓ, ℓ′ ∈ lit(F) where ℓ 6= ℓ′, and π = (T, λ) a regular,
tree-like Q-resolution derivation of a clause D such that ℓ, ℓ′ ∈ D. Then ℓ and ℓ′ are resolution connected
in F with respect to resvar(π).
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Proof. By induction on the height n of π. For n = 0, D must already be contained in F , and ℓ,D, ℓ′ is
an ∅-resolution path in F . Now assume the lemma holds for all m ∈ {1, . . . , n − 1}. Let r denote the
root of π. We have to consider two cases. (1) If r has a single child t, then λ(r) = D is the result of
universal reduction of λ(t), and λ(t) must already contain ℓ and ℓ′. Let π′ = (T ′, λ), where T ′ is the
subtree of T rooted at t. Evidently, π′ is a regular, tree-like Q-resolution derivation of λ(t) whose height
is strictly smaller than that of π, so we can apply the induction hypothesis and conclude that ℓ and ℓ are
resolution connected in F with respect to resvar(π′) ⊆ resvar (π). (2) Suppose r has two child nodes t′
and t′′. Then λ(r) = D is the resolvent of λ(t′) and λ(t′′) on some variable v = λ(rt′) = λ(rt′′). Let T ′
and T ′′ denote the subtrees of T rooted at t′ and t′′, respectively, and set π′ = (T ′, λ), π′′ = (T ′′, λ). If
ℓ, ℓ′ ∈ λ(t′) or ℓ, ℓ′ ∈ λ(t′′), we can apply the same reasoning as in case (1). So assume, without loss of
generality, that ℓ, v ∈ λ(t′) and ¬v, ℓ′ ∈ λ(t′′). Since π′ and π′′ are regular and tree-like and have height
at most n− 1, we can conclude from the induction hypothesis that ℓ and v must be resolution connected
in F with respect to resvar (π′), and that ¬v and ℓ′ must be resolution connected in F with respect to
resvar (π′′). That means there must be a resvar (π′)-resolution path p′ = ℓ, C1, ℓ′1, . . . , ℓn, Cn, v, as
well as a resvar (π′′)-resolution path p′′ = ¬v, C′1, ′1, . . . , n, C′n, ℓ′ in F . We claim that the sequence
p = ℓ, C1, ℓ
′
1, . . . , ℓn, Cn, v,¬v, C
′
1, 
′
1, . . . , n, C
′
n, ℓ
′ is a resvar (π)-resolution path between ℓ and ℓ′: it
is easy to check that properties 1-3 of Definition 6 are satisfied by p because they are satisfied by p′ and
p′′ individually. Since π is regular, we must have v /∈ resvar(π′) ∪ resvar (π′′), and so p has property 4
as well. It follows that ℓ and ℓ′ are resolution connected in F with respect to resvar (π). ⊓⊔
The following result corresponds to Theorem 4.7 in [15]. We were unable to follow the proof presented
there without assuming that Q-resolution derivations are strict, so we include our own version below.
Theorem 2 ([15]). Let F be a QCNF formula where ∀u is followed by ∃e in the quantifier prefix, so that
δF (e) = δF(u)+1. Suppose (u, e) /∈ DresF . Let F ′ be the result of transposing ∃e and ∀u in the quantifier
prefix. Then F ′ and F are equivalent.
Proof. It is sufficient to show that for all truth assignments τ with domain { x ∈ var(F) : δF(x) <
δF (u) }, the formula F [τ ] has a Q-resolution refutation if and only if F ′[τ ] has a Q-resolution refutation.
Note that (u, e) ∈ Dres
F [τ ] implies (u, e) ∈ D
res
F because every resolution path in F [τ ] is a resolution path
in F . Suppose F ′[τ ] is unsatisfiable, and let π′ be a strict, tree-like Q-resolution refutation of F ′[τ ].
The only derivation step admissible in π′ that cannot occur in a refutation of F [τ ] is universal reduction
on u of a clause that contains e or ¬e. If π′ contains no such step, π′ is already a refutation of F [τ ]
and we are done. Otherwise, suppose universal reduction on u is applied to a clause C ⊇ {ℓe, ℓu} in π′,
where ℓe ∈ {e,¬e} and ℓu ∈ {u,¬u}. We will construct a strict, tree-like Q-resolution refutation π that
contains one less application of universal reduction on u of a clause that contains e or ¬e. The literal ℓu
is tailing in C, so C does not contain existential literals of depth greater than δF ′[τ ](u). Without loss of
generality, we can further assume that C contains no universal literals of depth greater than δF ′[τ ](u), so
C = { ℓu, ℓe }. Let C′ = {ℓe} be the result of universal reduction of C on u, and D ⊇ {ℓe} be the clause
C′ is resolved with in π′. Since π′ is strict, D cannot contain any existential literal other than ℓe, and we
can again assume that there are no universal literals in D of depth greater than δF ′[τ ](u). Moreover, we
cannot have ℓu /∈ D. Otherwise – since every strict, tree-like resolution refutation is regular – we could
apply Lemma 3 to obtain (e, u) ∈ DresF ′ and thus (u, e) ∈ DresF , a contradiction. That is, we either have
D = {ℓe, ℓu} or D = {ℓe}. To obtain π, we first resolveC and D to derive {ℓu}, and then apply universal
reduction. Since π′ is strict and tree-like, it is easily verified that π must be as well.
For the converse direction, observe that every Q-resolution refutation of F [τ ] is also a refutation
of F ′[τ ]. ⊓⊔
With the next example, we illustrate the importance of allowing consecutive clauses with a tautological
Q-resolvent in the definition of resolution paths.
Example 2. Consider the following QCNF formula:
G = ∀u∃e∃v∀x∃y∃z (u ∨ y)
︸ ︷︷ ︸
C′
1
∧ (¬y ∨ ¬x ∨ v)
︸ ︷︷ ︸
C′
2
∧ (¬v ∨ x ∨ z)
︸ ︷︷ ︸
C′
3
∧ (¬z ∨ e)
︸ ︷︷ ︸
C′
4
∧ (¬u ∨ ¬e)
︸ ︷︷ ︸
C′
5
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Figure 2 shows a Q-resolution derivation of the clause (u ∨ e) from G. By Lemma 3, there must
be a {v, y, z}-resolution path in G connecting u and e, and indeed it is straightforward to check that
u,C′1, y,¬y, C
′
2, v,¬v, C
′
3, z,¬z, C
′
4, e is a resolution path. The literals ¬u and ¬e are trivially resolution
connected, so (u, e) is a resolution path dependency pair with respect to {v, y, z}, and (u, e) ∈ DresF .
This is a genuine dependency: it is easily verified that switching ∀u and ∃e in the prefix of G results in a
formula that is unsatisfiable, while G itself is satisfiable.
Note that the clauses C′2 and C′3 do not have a non-tautological resolvent. All resolution paths in G
between u and e lead through C′2 and C′3. Consequently, if we would restrict Definition 6 so as to require
consecutive clauses in a resolution path to have a non-tautological Q-resolvent (as in Definition 4.1 of
[15]), u and e would no longer be resolution connected in G, and e would not be identified as dependent
on u. ⊓⊔
u ∨ e
¬v ∨ e
¬v ∨ x ∨ e
¬z ∨ e
z
¬v ∨ x ∨ z
z
x
v
u ∨ v
u ∨ ¬x ∨ v
¬y ∨ ¬x ∨ v
y
u ∨ y
y
x
v
Fig. 2. Q-resolution derivation of u ∨ e from G
Theorem 3. Dres is a cumulative dependency scheme.
Proof. We prove that Dres is (a) continuous and (b) sound for transpositions. The result then follows by
Lemma 1. (a) Let F and F ′ be QCNF formulas such that F ′ is obtained from F by quantifier reordering.
Let x ∈ var(F) = var(F ′), and P = RF(x)\ (var∀(F)∪{x}), P ′ = RF ′(x)\ (var∀(F ′)∪{x}). The
set of P -resolution paths in F starting from x is identical to the set of P ′-resolution paths in F ′ starting
from x unless RF (x) 6= RF ′(x). If RF (x) ⊆ RF ′(x), every P -resolution path in F is a P ′-resolution
path in F ′. It is an easy consequence that Dres is continuous.
(b) Let F be a QCNF formula and x, y ∈ var(F) so that δF(y) = δF(x) + 1 and (x, y) /∈ DresF .
If x ∈ var∀(F) and y ∈ var∃(F), the result follows from Theorem 2. Suppose x ∈ var∃(F) and
y ∈ var∀(F). Let F ′ be the result of transposing ∃x and ∀y in the quantifier prefix of F . Because of
(x, y) /∈ DresF , we must have (y, x) /∈ DresF ′ , so we can again apply Theorem 2 and conclude that F and F ′
are equivalent. If qF (x) = qF(y), equivalence is trivial. ⊓⊔
Using Lemma 2, we can conclude that all dependency relations appearing in Figure 1 are cumulative
dependency schemes.
5 Computing Resolution-Path Dependencies
This section will be devoted to proving that Dres is tractable. More specifically, we will show that the
set of literals that are resolution connected to a given literal in a QCNF formula F with respect to a set
X ⊆ var∃(F) can be computed in linear time. This result in turn establishes linear time-tractability of
deciding whether a pair of variables is contained in DresF .
We will reduce the problem of finding resolution paths to the task of finding properly edge-colored
walks in certain edge-colored graphs. A graph G consists of a finite set V (G) of vertices and a set
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E(G) of edges, where the edge between two vertices u and v is denoted by uv or equivalently vu. All
graphs we consider are undirected and simple (i.e., without self-loops or multi-edges). If G is a graph
and v ∈ V (G), elements of the set NG(v) = {w ∈ V (G) : vw ∈ E(G) } are called neighbors of
v in G. In a c-edge-colored graph G, every edge e ∈ E(G) is assigned a color χG(e) ∈ {1, . . . , k}.
Given a (not necessarily edge-colored) graph G, a walk from s to t in G is a sequence of vertices π =
v1, v2, . . . , vn, where v1 = s, vn = t, and vivi+1 ∈ E(G) for i = 1, . . . , n − 1. If further vi 6= vi+2
for all i ∈ {1, . . . , n − 2}, π is said to be retracting-free. A walk π = v1, . . . , vn in a c-edge-colored
graph G is properly edge-colored (PEC) if χG(vivi+1) 6= χG(vi+1vi+2) for all i ∈ {1, . . . , n − 2}. A
walk v1, . . . , vn satisfying vi 6= vj for distinct i, j ∈ {1, . . . , n} is a path. A PEC walk which is a path is
called a PEC path. The length of a walk v1, . . . , vn+1 is n. For 2-edge-colored graphs, we use the names
red and blue to denote the colors 1 and 2, respectively.
Note that there can be a PEC walk from a vertex s to a vertex t without there being a PEC path
from s to t. For instance, consider a 2-edge-colored graph with vertex set {s, u, v, w, t} and edge set
{su, ut, uv, uw, vw}, such that uv and uw are red and the remaining edges are blue. The sequence
s, u, v, w, u, t is a PEC walk from s to t, but there is no PEC path from s to t.
Construction. LetF be a QCNF formula with matrix F , and letX ⊆ var∃(F). We construct two graphs
GF ,X and G′F ,X :
– For the set of vertices of GF ,X , we choose F ∪ lit(F). Its edge set consists of all edges ¬zz for
z ∈ X , and all edges Cℓ where ℓ ∈ C.
– We define G′F ,X to be a 2-edge-colored graph with vertex set lit(F) and edge set Er ∪Eb, where the
set Er consists of all edges ¬zz for z ∈ X , and Eb consists of all edges ℓℓ′ such that there is a clause
C ∈ F with ℓ, ℓ′ ∈ C. The edges in Er are red, while those in Eb are blue.
For general QCNF formulas F , the size of G′F ,X can be quadratic in the size of F , since every clause of
size n gives rise to a clique with n vertices. This can be avoided by using the following trick: we first
convert F to a Q3CNF formula F ′ and then carry out the construction. For any set X ′ ⊆ var (F ′), we
can clearly compute G′F ′,X′ in time O(|F ′|). Furthermore, it is well known that SAT can be reduced to
3SAT in linear time [8]. We show that this reduction preserves resolution connectedness.
Lemma 4. LetF be an arbitrary QCNF formula andX ⊆ var∃(F). In timeO(|F|), one can construct a
Q3CNF formulaF ′ and a set X ′ ⊆ var∃(F ′) satisfying the following property: two literals ℓ, ℓ′ ∈ lit(F)
are resolution connected in F with respect to X if and only if ℓ and ℓ′ are r-connected in F ′ with respect
to X ′.
Proof. Let F = Q1x1 . . .QrxrF , and suppose there is a clause C ∈ F such that C = (ℓ1 ∨ ℓ2 ∨
· · · ∨ ℓn) and n > 3, where ℓi ∈ lit(F) for all i ∈ {1, . . . , n}. Let z be a variable not contained
in var (F). We set F ′ = ∃zQ1x1 . . .QrxrF ′, where F ′ = (F \ {C}) ∪ {C′, C′′}, for C′ = (ℓ1 ∨
ℓ2 ∨ z) and C′′ = (¬z ∨ ℓ3 ∨ · · · ∨ ℓn). We will show that two literals ℓ, ℓ′ ∈ lit(F) are resolution
connected in F with respect to X ⊆ var∃(F) if and only if ℓ and ℓ′ are resolution connected in F ′
with respect to X ∪ {z}. Let ℓ, . . . , ℓj1 , C, ℓk1 , . . . ,ℓjm , C, ℓkm , . . . , ℓ′ be an X-resolution path in F . If
1 ≤ j1, k1, . . . , jm, km < 3 or 3 ≤ j1, k1, . . . , jm, km ≤ n, we simply replace every occurrence of
C with C′ or C′′, respectively, to obtain an X ∪ {z}-resolution path in F ′. Without loss of generality,
suppose 1 ≤ j1, . . . , jm < 3 and 3 ≤ k1, . . . , km ≤ n. It is easy to verify that ℓ, . . . , ℓj1 , C′, z,¬z,
C′′, ℓk1 , . . . , ℓjm , C
′, z,¬z,C′′, ℓkm , . . . , ℓ
′ is an X ∪ {z}-resolution path in F ′ (recall that z does not
occur in anywhere in F ). For the converse, we proceed in the opposite direction, substituting ℓ, C, ℓ′
for subsequences ℓ, C′, z,¬z, C′′, ℓ′ and ℓ, C′′,¬z, z, C′, ℓ′ of an X ∪ {z}-resolution path in F ′ (where
ℓ, ℓ′ ∈ lit(F)). Because C is non-tautological, C′ and C′′ only have the variable z in common. Keeping
this in mind, it is straightforward to check that the resulting sequence is an X-resolution path in F .
We obtain the desired Q3CNF formula from a QCNF formula F by scanning F from left to right,
splitting clauses where necessary. This can be done in time O(|F|). ⊓⊔
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C1
C2
C3 C4
y3¬y3
y2
¬y2
y1
¬y1
C5 y4
x1
¬x1
x2¬x2
y3¬y3
y2
¬y2
y1
¬y1
x1
¬x1
x2¬x2
Fig. 3. The graphs GF,X (left) and G′F,X (right) for the formula F of Example 1 and X = {y1, y3}. Red edges of
G′F,X are represented by solid lines, and blue edges by dashed lines.
Proposition 1. Given a Q3CNF formula F and a set X ⊆ var∃(F), the graph G′F ,X can be constructed
in time O(|F|).
Lemma 5. Let F be a QCNF formula, X ⊆ var∃(F), and ℓ, ℓ′ ∈ lit(F) such that ℓ 6= ℓ′. The following
statements are equivalent:
1. ℓ and ℓ′ are resolution connected in F with respect to X .
2. There is a retracting-free walk ℓ1, C1, ℓ′1, ℓ2, C2, ℓ′2, . . . , ℓn, Cn, ℓ′n in GF ,X from ℓ to ℓ′, where Ci ∈
F and ℓi, ℓ′i ∈ lit(F) for i ∈ {1, . . . , n}.
3. There is a PEC walk in G′F ,X from ℓ to ℓ′ whose first and last edges are blue.
Proof. (1 ⇒ 2) Suppose ℓ and ℓ′ are resolution connected in F with respect to X . Then there exists an
X-resolution path π = ℓ1, C1, ℓ′1, ℓ2, C2, . . . ,ℓn, Cn, ℓ′n in F from ℓ to ℓ′. We claim that π is already a
retracting-free walk in GF ,X of the desired form. Because π is a resolution path, we have ℓi+1 = ℓ′i and
therefore ℓ′iℓi+1 in E(GF ,X) for all i ∈ {1, . . . , n−1}. Moreover, because ℓi, ℓ′i ∈ Ci for i ∈ {1, . . . , n},
we have ℓiCi, ℓ′iCi ∈ E(GF ,X) as well. So π is indeed a walk in GF ,X . Since var(ℓi) 6= var(ℓ′i) for
i ∈ {1, . . . , n}, π must be retracting-free.
(2 ⇒ 3) Let π = ℓ1, C1, ℓ′1, . . . , ℓn, Cn, ℓ′n be a retracting-free walk from ℓ to ℓ′ in GF ,X so that
Ci ∈ F and ℓi, ℓ′i ∈ lit(F) for i ∈ {1, . . . , n}. We show that the sequence π′ = ℓ1, ℓ′1, . . . , ℓn, ℓ′n
is a PEC walk from ℓ to ℓ′ in G′F ,X whose first and last edges are blue. Let ℓiCi, Ciℓ′i be a pair of
consecutive edges in π where i ∈ {1, . . . , n}. By construction of GF ,X , we have ℓi, ℓ′i ∈ Ci. Because π
is retracting-free, ℓi 6= ℓ′i, and thus there is a blue edge ℓiℓ′i in G′F ,X . For all i ∈ {1, . . . , n− 1}, the edge
ℓ′iℓi+1 of π is a red edge in G′F ,X . So π′ is a walk in G′F ,X . Moreover, the first and last edges of π are
blue, and it is easily to verified that π′ is PEC.
(3⇒ 1) Now let π = ℓ1, ℓ′1, ℓ2, ℓ′2, . . . , ℓn, ℓ′n be a PEC walk from ℓ to ℓ′ in G′F ,X whose first and last
edges are blue. By construction of G′F ,X , for every blue edge ℓiℓ′i traversed by π, there is a clause Ci in
F such that ℓi, ℓ′i ∈ Ci, for i ∈ {1, . . . , n}. For every red edge ℓ′iℓi+1, where i ∈ {1, . . . , n− 1}, we have
ℓi+1 = ℓ′i and ℓ′i, ℓi+1 ∈ X ∪X . Let π′ be the sequence ℓ1, C1, ℓ′1, . . . ,ℓn, Cn, ℓ′n. π′ is an X-resolution
path in F : we already know that π′ satisfies conditions 1-3 of Definition 6. To verify condition 4, we
must show that var(ℓi) 6= var (ℓ′i) for all i ∈ {1, . . . , n}. Suppose to the contrary that var (ℓi) = var(ℓ′i)
for some i ∈ {1, . . . , n}. Because G′F ,X does not contain self-loops, this implies ℓ′i = ℓi. But then
ℓi, ℓi ∈ Ci, contrary to the assumption that F does not contain tautological clauses. This concludes the
proof that π′ is an X-resolution path in F . It follows that ℓ and ℓ′ are resolution connected in F with
respect to X . ⊓⊔
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Algorithm PEC-Walk. We now describe the algorithm PEC-Walk that takes as input a 2-edge-colored
graph G and a vertex s ∈ V (G), and computes the set of vertices t such that there is a PEC walk from s
to t whose first and last edges are blue. We maintain a set Q containing (ordered) pairs of vertices (v, w)
joined by edges that can be traversed by a PEC walk starting from s. Initially, Q is empty. For each vertex
v, we store a set ψ(v) ⊆ {red , blue}, where c ∈ ψ(v) indicates that there is a PEC walk from s to v
ending in an edge with color c. In an initialization phase, we first set ψ(u) = ∅ for all vertices u. We then
add all pairs (s, v) to Q such that v is a neighbor of s and sv is a blue edge, inserting blue into ψ(v) at
the same time. In the main procedure, we repeat the following steps until Q is empty: we remove a pair
(v, w) from Q and add all pairs (w, u) to Q such that u is a neighbor of w, wu is an edge with color c
different from the color of vw, and c is not already in ψ(w). For every pair (v, w) we put into Q, we add
its color to ψ(w). Pseudocode for the algorithm is shown below.
Algorithm PEC-Walk(Graph G, s ∈ V (G))
1: for all v ∈ V (G) do
2: ψ(v)← ∅
3: end for
4: for all w ∈ NG(s) with χG(sw) = blue do
5: add (s, w) to Q
6: ψ(w)← {blue}
7: end for
8: while Q 6= ∅ do
9: let (u, v) be an element of Q
10: remove (u, v) from Q
11: for all w ∈ NG(v) such that χG(vw) 6= χG(uv) do
12: if χG(vw) /∈ ψ(w) then
13: add χG(vw) to ψ(w)
14: add (v, w) to Q
15: end if
16: end for
17: end while
Lemma 6. Let G be a 2-edge-colored graph and s ∈ V (G). On input (G, s), PEC-Walk runs in time
O(|E(G)| + |V (G)|).
Proof. Every ordered pair of vertices joined by an edge is examined at most twice and added to Q at most
once. The algorithm terminates when Q is empty, and an element is removed from Q in each iteration.
Initialization can take at most O(|E(G)| + |V (G)|) steps. So the time required by the entire algorithm is
O(|E(G)| + |V (G)|). ⊓⊔
Lemma 7. Let G be a 2-edge-colored graph, s, t ∈ V (G), s 6= t, and let ψ be a vertex labeling generated
by running PEC-Walk on input (G, s). There is a PEC walk from s to t whose first edge is blue and whose
last edge has color c ∈ {red , blue} if and only if c ∈ ψ(t).
Proof. By the preceding lemma, the algorithm always terminates and produces a labeling ψ.
(⇐) Let t be a vertex of G different from s. We show that if c ∈ ψ(t), there is a PEC walk from s
to t whose first edge is blue and whose final edge has color c. We proceed by induction on the number n
of times the algorithm enters the main loop with c /∈ ψ(t). If n = 0, color c is added to ψ(t) during the
initialization phase, so there must be a blue edge st. Assume the statement holds for all 0 ≤ k ≤ n, and
c is added to ψ(t) in iteration n + 1. Then there must be a pair (v, t) with χG(vt) = c which is added
to Q in this iteration. That is the case only if a pair (u, v) is removed from Q during the same iteration
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with χG(uv) = c′, where c′ 6= c. The pair (u, v) must have been inserted into Q before iteration n + 1,
at which point c′ was added to ψ(v). Applying the induction hypothesis, we can conclude there must be a
PEC walk from s to v such that its first edge is blue and its last edge has color c′. By appending vt to this
walk, we obtain a PEC walk from s to t with the desired properties.
(⇒) Suppose there is a PEC walk from s to t whose first edge is blue and whose last edge has color
c. Let n be the smallest integer that is the length of such a walk. We will show by induction on n that
c ∈ ψ(t). The case n = 1 is taken care of by the initialization phase of the algorithm. Suppose the
statement holds for all n ∈ {1, . . . ,m}. Let v0, . . . , vm+1 be a PEC walk from s to t with the property
that its first edge is blue and its last edge has color c, and assume there is no shorter PEC walk with this
property. Then v0, . . . , vm is a PEC walk from s to vm so that v0v1 is blue, and χG(vm−1vm) = c′ where
c 6= c′. There can be no k < m such that there is a PEC walk of length k from s to vm whose first edge is
blue and whose last edge has color c′: otherwise, one could append vmvm+1 to this path to obtain a PEC
walk from s to vm+1 whose initial edge is blue and whose final edge has color c of length k+1 < m+1,
a contradiction. We can therefore apply the induction hypothesis and conclude that c′ ∈ ψ(vm). Let
(w, vm) be the pair that was removed from Q in the iteration of the main loop in which c′ was added to
ψ(vm). Because c′ 6= c, in the same iteration the pair (vm, vm+1) must have been added to Q and c put
into to ψ(vm+1), unless already c ∈ ψ(vm+1). ⊓⊔
The next result is immediate from Lemmas 6 and 7.
Proposition 2. Given a 2-edge-colored graph G, a vertex s ∈ V (G), and some c ∈ {red , blue}, the set
of vertices reachable from s along some PEC walk in G whose first edge is blue and whose last edge has
color c can be computed in time O(|E(G)| + |V (G)|).
With all the pieces in place, it is now straightforward to prove our main result.
Theorem 4. Given a QCNF formula F and a pair of variables x, y ∈ var(F), one can decide whether
(x, y) ∈ DresF in time O(|F|). Hence the resolution-path dependency scheme is tractable.
Proof. We prove that there is a linear time decision algorithm. We first check whether qF(x) 6= qF (y) and
(x, y) is inRF . Using Lemma 4, we can then in linear time compute a QCNF formulaF ′ and a setR′ from
F and RF (x)\ (var∀(F)∪{x, y}) so that two literals are resolution connected in F ′ with respect to R′ if
and only if they are resolution connected in F with respect to RF (x) \ (var∀(F) ∪ {x, y}). We can then
construct the graphG′F ′,R′ and determine for all pairs ℓx, ℓy with ℓx ∈ {x,¬x} and ℓy ∈ {y,¬y}whether
there is a properly edge-colored walk from ℓx to ℓy whose first and last edges are blue, which by Lemma
5 is equivalent to ℓx and ℓy being resolution connected in F ′ with respect to R′ (according to Propositions
1 and 2, this can be done in linear time). Using this information, it is straightforward to decide whether
(x, y) is a resolution-path dependency pair in F with respect to RF (x) \ (var∀(F) ∪ {x, y}). Each of
these steps requires linear time, so we need O(|F|) time in total. ⊓⊔
Samer and Szeider [12] generalized the notion of a strong backdoor set from CNF formulas to QCNF
formulas, by adding the requirement that the backdoor set is closed under a cumulative dependency
scheme. They showed that evaluating QCNF formulas is fixed-parameter tractable (fpt) when parame-
terized by the size of a smallest strong backdoor set (with respect to the classes QHORN or Q2CNF)
provided that the considered cumulative dependency scheme is tractable. By Theorems 3 and 4, one can
use the resolution path dependency scheme here and thus get an fpt result that is stronger than the results
achieved by using any of the other dependency schemes appearing in Fig. 1.
For an existentially quantified variable y in a QCNF F , the entire set DresF (y) can be computed in
linear time: we first determine the sets D = { ℓ ∈ lit(F) : y is resolution connected to ℓ in F with respect
to RF (y) \ var∀(F) } and D¬ = { ℓ ∈ lit(F) : ¬y is resolution connected to ℓ in F with respect to
RF (y) \ var∀(F) } and store them in a data structure that allows us to decide membership of literals in
constant time (say, an array). To determineDresF (y), we simply check for each element x of RF∩var∀(F)
whether x ∈ D and ¬x ∈ D¬, or ¬x ∈ D and x ∈ D¬.
Unfortunately we cannot use the same approach to compute the set of dependent variables DresF (x)
for a universal variable x ∈ var∀(F). For every existential variable y ∈ var∃(F), resolution paths that
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entail (x, y) ∈ DresF cannot contain y or ¬y. Hence the relevant resolution paths are subject to different
constraints for each y, and it is not sufficient in general to construct G′F ,X for a single set X .
6 Minimal Dependency Schemes
The fact that the resolution-path dependency scheme is the bottom element of the lattice represented in
Figure 1 gives reason to wonder whether it is the most general dependency scheme. However, computing a
minimal dependency scheme is complete for PSPACE [12]. Since the resolution path dependency scheme
is tractable, it follows that it cannot be minimal. Can we instead prove that Dres is minimal relative to a
class of “natural” dependency schemes? At the very least, such a class should include all the dependency
schemes considered so far, which have the following feature in common: whether a pair of variables is
considered dependent is determined almost entirely in terms of the matrix. We use this property to define
a candidate class.
Definition 9. A dependency scheme D is called a matrix dependency scheme if it satisfies the following
property: Let F and F ′ be QCNF formulas such that F ′ is obtained from F by quantifier reordering.
Moreover, let x ∈ var(F) such that RF(x) = RF ′(x). Then for any y ∈ var (F), we have (x, y) ∈ DF
if and only if (x, y) ∈ DF ′ .
The next proposition can be easily verified by inspecting Definition 8.
Proposition 3. The resolution-path dependency scheme Dres is a matrix dependency scheme.
Unfortunately, Dres is not even the most general matrix dependency scheme. We now show that there is
a cumulative matrix dependency scheme which is strictly more general than Dres. Let F be an arbitrary
QCNF formula.
Definition 10. We let Dmat : F 7→ DmatF , where DmatF = { (x, y) ∈ RF : there is a formula F ′ =
Q1x1 . . .QxxQyy . . .Qnxn F obtained from F by quantifier reordering, such that RF(x) ⊇ RF ′(x) and
ν(F ′) 6= ν(F ′′), where F ′′ = Q1x1 . . .QyyQxx . . .Qnxn F }.
Proposition 4. Dmat is a cumulative matrix dependency scheme.
Proof. It is evident that Dmat is sound for transpositions because the identity permutation is among
those quantified over in the definition above. Our next goal is to show that Dmat is con-
tinuous. Consider two QCNF formulas F = Q1x1 . . .QrxrQr+1xr+1. . .Qnxn F and F ′ =
Q1x1 . . .Qr+1xr+1Qrxr . . .QnxnF . For all i ∈ {1, . . . , r−1, r+2, . . . , n}, we haveRF (xi) = RF ′(xi)
and therefore DmatF (xi) = DmatF ′ (xi). Since RF (xr) ⊆ RF ′(xr), every formula F ′′ obtained by quantifier
reordering from F such that RF ⊇ RF ′′ is one that can be obtained from F ′ by quantifier reorder-
ing such that RF ′ ⊇ RF ′′ . From this we obtain DmatF (xr) ⊆ DmatF ′ (xr). A symmetric argument yields
DmatF ′ (xr+1) ⊆ D
mat
F (xr+1), which completes the proof that Dmat is continuous. Applying Lemma 1, we
conclude that Dmat is a cumulative dependency scheme. Moreover, Dmat is clearly a matrix dependency
scheme. ⊓⊔
Proposition 5. For every QCNF formula F , the relation DmatF is contained in DresF , and containment is
strict in some cases.
Proof. Let F be a QCNF formula with x, y ∈ var(F), and suppose that (x, y) ∈ DmatF . Then there
is a formula F ′ = Q1x1 . . .QxxQyy . . .Qnxn F obtained from F by quantifier reordering, such that
RF (x) ⊇ RF ′(x), and ν(F ′) 6= ν(F ′′), where F ′′ = Q1x1 . . .QyyQxx . . .Qnxn F . Because Dres is a
dependency scheme, we must have (x, y) ∈ DresF ′ . Since RF(x) ⊇ RF ′(x), if two literals ℓx ∈ {x,¬x}
and ℓy ∈ {y,¬y} are resolution connected in F ′ with respect to RF ′(x) \ (var∀(F ′)∪ {x, y}), then they
are resolution connected in F with respect to RF (x) \ (var∀(F) ∪ {x, y}). It follows that (x, y) ∈ DresF .
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To see that Dmat is strictly contained in Dres, consider the QCNF formula G:
G = ∀x1∀x2∃y (x1) ∧ (¬x2 ∨ y) ∧ (x2 ∨ ¬y)
It is easy to verify that G is unsatisfiable and remains unsatisfiable if ∃y and ∀x2 switch positions in
the prefix. From this we get (x2, y) /∈ DmatG . At the same time, it is straightforward to check that
(x2, y) ∈ DresG . ⊓⊔
Note that the trivially unsatisfiable clause (x1) in the above formula can be replaced by an arbitrary
unsatisfiable formula.
The reduction applied in the proof of the following result essentially corresponds to the one used by
Samer and Szeider to establish PSPACE-hardness of computing minimal dependency schemes [12].
Proposition 6. Let F be a QCNF formula with matrix F and x, y ∈ var (F). The problem of deciding
whether there exists a matrix dependency scheme D such that (x, y) /∈ DF is ΣP2 -hard.
Proof. Let G = ∀x1 . . .∀xn∃y1 . . . ∃ym G be a QCNF formula, and x, y new variables not in var (F).
Further, let F = G∧ (x∨¬y)∧ (¬x∨y), and let F = ∀x1 . . . ∀xn∃y1 . . . ∃ym∀x∃yF . We will show that
there is a matrix dependency scheme D such that (x, y) /∈ DF if and only if G is unsatisfiable. It is well
known that deciding unsatisfiability of quantified boolean formulas with a ∀∗∃∗-prefix is ΣP2 -complete
[13].
Suppose there is a matrix dependency scheme D such that (x, y) /∈ DF . Since D is a dependency
scheme, F and F ′ = S↓(F , D∗F(x)) are equivalent. It is easy to see that F ′ is unsatisfiable, so F must be
unsatisfiable as well. Because the formula ∀x∃y (x ∨ ¬y) ∧ (¬x ∨ y) is satisfiable, already G must have
been unsatisfiable.
On the other hand, if there is no matrix dependency schemeD such that (x, y) /∈ DF , then in particular
(x, y) ∈ DmatF . By definition of Dmat, there must be a formula F ′ = . . . ∀x∃y F ∧ (x ∨ ¬y) ∧ (¬x ∨ y)
obtained from F by quantifier reordering so that transposing ∀x and ∃y in the prefix of F ′ results in a
formula F ′′ such that ν(F ′) 6= ν(F ′′). Since ∃y∀x (x∨¬y)∧ (¬x∨ y) is unsatisfiable, we can conclude
that F ′ must be satisfiable. Downshifting of existential variables cannot turn a satisfiable formula into an
unsatisfiable one, so F is satisfiable as well, and we can conclude that G is satisfiable. ⊓⊔
One may object that these considerations do not rule out the possibility that Dres is the most general
tractable matrix dependency scheme. That this is not the case can be seen from the following simple
argument. For any nonnegative integer k, we define a mapping Dk such that for any QCNF formula F
we have DkF = DmatF if |F| ≤ k, and DkF = DresF otherwise. As both Dmat and Dres are cumulative matrix
dependency schemes and the relevant properties are defined pointwise, any such function Dk must be a
cumulative matrix dependency scheme as well. Moreover, each scheme Dk is clearly tractable and from
the proof of Proposition 5 we know that Dk is strictly more general than Dres for k ≥ 5.
7 Conclusion
We have shown that resolution path dependencies give rise to a cumulative dependency scheme that can
be decided in linear time. While the latter result is optimal for the decision problem, we see at least
two obstacles for an efficient implementation. First, computing the entire relation DresF using our current
algorithm requiresO(|F|3) time, which is prohibitive for practical purposes. Second, it is unclear whether
one can find succinct representations of the relationDresF similar to those used for the standard dependency
scheme [9]. We leave this issues for future work.
To capture the kind of variable dependencies relevant for expansion-based QBF solvers, Samer con-
sidered an alternative definition of dependency schemes based on variable independence [11]. It might be
interesting to study resolution path dependencies in this context as well.
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