Seasonal predictions from climate models are increasingly invoked in various sectors like water management, energy and transport to cite a few. This study investigates the post-processing of the seasonal predictions of the EUROSIP multi-model system. The hindcasts comprise samples of 23 to 36 years and ensembles of 10 to 28 members depending on the 5 models included. Skill scores both deterministic and probabilistic are calculated in order to compare the impact of the post-processing 5 and help selecting -if any -the multi-or single-model and the post-processing method best suited for a specific location, target season and lead-time. The presence of trends and the cross-validation setting add some complexity to the already heterogeneous database. This study focuses on six cases in Western Europe and the Mediterranean Region. The forecasts of three monthly averages of surface temperature and of mean sea level pressure are compared with the corresponding ERA Interim reanalysis data whereas the forecasts of precipitation are evaluated with the rain-gauge data from the Global Precipitation Climatology 10 Centre.
. Composition of the EUROSIP hindcast data base; (T) label for the range of years, (N) sample size, (M) ensemble size; GLOSEA5 in single model ensemble M=40 (hindcasts S12 and S13), in multi-model ensemble M=28 (hindcasts S13 only); multi-models: ({(A) ,-,C,...}) such that A may be included or not, B is excluded and C is required; in total 26 combinations, T=b,...,h, M=22-90. The seasonal forecasts have been retrieved from the EUROSIP hindcast database as it was in 2018. Data from the 5 participating centres differ, among other, in the sample ranges of years and the ensemble size (Table 1) . For simplicity, the models have been named "A" to "E". For the verification of the single model ensembles (SME), the full sample of each model is used, respectively 5 "a" to "e". The hindcasts of the GLOSEA5 system (model "B") are produced "on-the-fly" and have been renewed several times since GLOSEA5 is operational. The last two versions (named system 12 and system 13 in the EUROSIP database and hereafter S12 and S13) cover the same period 1993-2015 and have been merged in this study for the skill assessment of single model ensembles. For the study of multi-model ensemble, only the hindcasts S13 have been used.
This study is motivated by the development of seasonal hydrological outlooks for two area: the first area includes the 2.2 Post-processing of temperature and mean sea level pressure
The seasonal predictions of temperature and the mean sea level pressure are corrected according to a statistical model adjusting separately the ensemble mean F t and the spread of the deviation to the mean e m t of the ensemble members m:
Three methods are compared:
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-A simple bias correction (in short "bc") is applied: β = γ = 1 and α = ⟨ X t − F Ht ⟩ t i.e. the average difference between observations and hindcast ensemble means.
-The variance inflation ("infl") addresses the correction of biases in the climatological mean and variance and the ensemble reliability (Johnson and Bowler, 2009; Wood and Schaake, 2008) :
(2) 10 where S X and S F H are the standard deviations of the observations and the ensemble means, respectively, R XF H is the Pearson correlation coefficient between both series, and where S 2 e = ⟨ S 2 F m H ⟩ t is the average of the ensemble variance.
-The member-by-member ("mbm") approach described by Van Schaeybroeck and Vannitsem (2015) is a generalization of (1) to several predictors. The parameter γ is made depending on the ensemble spread. The absolute-value spread is chosen: D t = ⟨⟨|F m1 2.3 Post-processing of precipitation
The lower boundary to zero and the probability of no precipitation have to be taken into account. Here, for three-monthly averages of precipitation forecasts, the linear scaling and the logistic regression are tested. The linear scaling (e.g. Crochemore et al., 2016 ) is used to correct the raw ensemble members:
Three methods to estimate the scaling factor have been tested.
-The scaling factor is obtained by calculating the ratio of the average of the observations and the average of the hindcasts ensemble means ("scr"): δ = ⟨X t ⟩ t /⟨F Ht ⟩ t -The scaling factor is estimated through the minimisation of the CRPS like in the member-by-member approach described above for temperature ("scmc").
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-The scaling factor is allowed to vary in time with the absolute-value spread of the ensembles ("scsp"): δ t = δ 1 + δ 2 D −1 t . The two parameters are also estimated by minimisation of the CRPS.
The extended logistic regression ("extlr") relates the probability that the observed precipitation X t doesn't exceed a threshold q to the predictor F t and to the threshold itself (Wilks, 2009) :
)] −1 (4) 15 The methodology described by Roulin and Vannitsem (2012) is followed except that the precipitation forecasts and the thresholds are not power transformed:
The three parameters β are optimized by maximizing the likelihood function.
Multi-model 20
The multi-model ensembles have been obtained by simple pooling of all the members of the models involved. All the model combinations have been tested, each over the longest common period. There are 26 combinations possible. Due to the different overlapping periods, the multi-model ensembles (MME) correspond to one of 7 ranges of years among which 4 correspond to a SME (those labelled b to e, see Table 1 ) and 3 correspond to other intersections (f to h). The period common to the 5 models, f , is only 18 years long i.e. half the length of a (model "A"). The size of the SME vary from 10 to 28 and those of MME 25 vary from 22 to 90. When a post-processing technique is tested on a multi-model ensemble, the hindcasts of the relevant single model ensembles are post-processed separately with the same method. Then the different corrected ensemble are pooled. In the following, multi-models will be designated like: {A,B,C,D} = {A,B,C,D} f since f is the period common to the four models. 
Validation
Three skill scores or relative improvement over a reference unskilled forecast system are estimated. Here the sample climatology is taken as the reference. The first skill score is deterministic: the mean square error skill score (MSSS) compares the forecast ensemble mean with the observation. The reference forecast consist in always issuing the mean of the observations in the sample. The other two are probabilistic: the Brier skill scores BSS1 and BSS2 where forecast probabilities of some events 5 are compared with their observed occurrence. The events are respectively that the variable will be lower than the lower tercile in the sample distribution (BSS1) and that it will be larger than or equal to the upper tercile (BSS2). The forecast probabilities are taken as the fraction of members satisfying the inequality. The reference forecast is always 1/3. The ranked probability skill score RPSS has also been calculated and is always falling between BSS1 ad BSS2 and is reported at some occasion.
The Pearson correlation coefficient is related to the mean square skill score through the relation (Murphy, 1988; Slater et al., 10 2017):
where the RCB term is a conditional bias and the RU B term is an unconditional bias so that R 2 may be considered as the potential skill that might be achieved in the absence of biases (Slater et al., 2017) . The unconditional bias is totally removed with a bias correction based on the full sample. It is easily shown from (2) and (6) that in-sample ("is") post-processing with 15 the variance inflation method results in RCB = 0 and RUB = 0.
The spread-skill relationship is quantified with the Pearson correlation coefficient between the standard deviation of the ensemble members and the mean absolute value of the ensemble-mean forecast error SP K = R S t,F m ,|F t−Xt| (Grimit and Mass, 2007) .
Uncertainty about the skill score estimates is evaluated with a bootstrapping procedure. A thousand samples are built by 20 drawing with replacement in the original forecast-observation sample. The skill scores are computed for each of these bootstrap samples and the values are ranked. A forecast will be said to have (potential) skill and be selected if the fifth percentile of the skill score (or the Pearson correlation coefficient) is positive. This percentile method for interval of confidences has been compared with the bias corrected and accelerated method ("BCa", Efron and Tibshirani, 1993) which is more accurate and palliates to biases arising from non-Gaussian distributions. 25 As the post-processing and the verification is performed on the same hindcasts, the leave-one-out ("loo") cross-validation scheme is followed (Wilks, 2011) . The parameters of a post-processing equation are evaluated on the set of hindcasts and corresponding observations from which the data of one year are put aside. The statistical correction is then applied on the hindcasts of the year left out. The process is repeated each year in turn until the whole sample of post-processed hindcasts and corresponding independent observations is completed. This scheme applies also to the multi-model ensembles. 
Trend
Trends in the time series are computed by least-squares regression and the uncertainty about the slope is evaluated on the base of the same bootstrap samples as above. The de-trending of both the observed time series and the forecast time series prior to the post-processing has been tested either in the in-sample or the leave-one-out cross-validation schemes.
Summary tables 5
For each variable, there are 6 locations, 4 seasons, 3 lead times, that is 72 situations to be forecast. For each situation, we compare the output of 5 models and 26 combinations of them. All model output are post-processed using 3 different methods (4 for precipitation) so that there are 93 (124) forecasts ensembles to be evaluated per situation (the raw ensembles are not counted). As the evaluation is performed using 3 skill scores, there is a total of ∼ 2 − 3 10 4 skill score values to be analysed.
In the result section, these values will be pooled in various ways. The first way to summarize the results consists in tables -10 one for every study area and variable -prepared with the following criteria.
-Only the positive values of the skill scores (MSSS, BSS1 and BSS2) selected with the bootstrapping procedure are reported. The Pearson correlation coefficient (R) has been selected the same way but reported as squared values i.e. as potential skill to be compared to MSSS.
-For the single model ensembles (SME), the skill of the three (four) post-processing methods are shown for the model 15 with the highest value (in bold) found among the five models.
-For multi-model ensembles (MME), the value of the skill score of a model combination is larger than that of any of the models available for the range of years and which are post-processed and re-evaluated with the same method and the same period.
-The values of the skill scores of these contributing single models are all larger than 0.1 but not necessarily significantly 20 larger than zero. This threshold is introduced to exclude single model ensembles with poor skill or no skill for the case considered.
-Among the model combinations successful with the above criteria, the MME involving the largest number of single models and resulting in the largest value of the skill score is reported (in bold) along with the skill obtained with the other post-processing methods. Since there is no fair comparison between different MMEs across the different periods, 25 the largest combination of models suited for a specific case is put forward.
Results and discussion
The skill scores of the seasonal predictions of temperature for the case studies CS3 and CS5, of precipitation for CS1 and CS2
and of mean sea level pressure for CS4 are in Tables 2 to 6. The results for the remaining case studies are in Annex in Tables   A1 to A13. 30 
At first glance, a small number of cases are emerging for which all three skill scores are simultaneously and significantly positive, be it with different models or model combinations and with different post-processing methods. For temperature:
for CS1, the spring temperature predicted with a zero lead time;
for CS2, the spring and autumn temperature with lead time 0;
for CS3, spring temperature with lead time 0 and 1 month;
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for CS4, no case with the three skill score significantly positive;
for CS5, spring temperature with lead time 0; for CS6, the summer temperature with lead time 0 to 2 months.
For precipitation, only two cases meet the condition of skilfulness according to the three scores:
over the CS1 area, winter precipitation with lead time 1 month;
same for the CS5 area, winter precipitation with lead time 0.
As for the mean sea level pressure, there is no case with the three skill scores simultaneously positive. Note however the 5 good skill scores MSSS and BSS2 achieved for the following cases, all at the zero lead time :
spring mean sea level pressure over the CS2 area;
spring and winter over the CS4 area, ; Table 4 . Skill of forecasts of seasonal precipitation over the CS1 domain; best single model ensemble (SME) and multi-model ensemble (MME); post-processing methods: (scr) rescaling with multiplicative bias, (scmc) rescaling with crps minimisation,(scsp) heteroscedastic rescaling with crps minimisation, (extlr) extended logistic regression; (-) skill score or R value not significantly positive; the best value in bold.
Skill
Season Lead SME scr scmc scsp extlr MME scr scmc scsp extlr Table 5 . Skill of forecasts of seasonal precipitation over the CS5 domain; see Table 4 .
Season Lead SME scr scmc scsp extlr MME scr scmc scsp extlr Table 6 . Skill of seasonal mean sea level pressure forecasts over the CS4 domain; best single model ensemble (SME) and best multi-model ensemble (MME); post-processing methods: (bc) bias correction, (infl) variance inflation, (mbm) member by member; (-) skill score or R value not significantly positive; the best value in bold.
Season Lead SME bc infl mbm MME bc infl mbm
and spring over the CS5 area.
Temperature
Let's pool the 72 forecast situations for the 3 skill scores i.e. a total of 216 cases of different kinds. For temperature, 52 skilful cases are found or almost a quarter of the total. Among these skilful cases, 23 are met with both SME and MME. For 19 cases, only skilful SME are found whereas for the remaining 10 cases, no skilful SME are detected but some combinations of them 5 are. The first benefit of multi-model is therefore to increase the number of cases for which the ensembles of at least one model or one multi-model result in a skill score significantly positive.
The post-processing methods are ranked best differently for SMEs and MMEs. For SMEs, the bias correction, the variance inflation and the member by member methods are ranked first in 19, 11 and 15 cases, respectively (three cases with two exaequo). For MMEs, the same methods are ranked first in 5, 8 and 20 cases, respectively. The selection of the post-processing 10 and the model is based on the highest skill score values. The comparison of the distributions of the skill score values of the bootstrap replicates indicates that the differences between the best values and the values ranked second are generally not significant. In some cases, only one post-processing method results in skilful forecasts as for 29% of the SME selected cases and 61% of the MME ones.
In 57% of the SME skilful cases, the model A is chosen. In 82% of the MME skilful cases, the model A is included in the 15 combination. The model D is also included in 82% of the selected MME and model E in 61%. These three models correspond to three longest hindcast samples (Table 1) . The case study CS6 counts the most significantly positive skill score values. Spring and summer are the seasons with the most skilful cases, and, not surprisingly, the lead time 0 is over-represented in the tables.
There are more cases with MSSS significantly positive than with BSS2 or with BSS1.
Consider now the 72 situations evaluated with Pearson correlation coefficient R between the ensemble means of a SME or a MME and the corresponding observations. For 53 situations i.e. almost three quarter, R is significantly positive. In Table   5 7, the correlation coefficient and the skill scores of spring temperature forecast over CS3 with model D and a lead time of 0 month is presented for the raw ensembles and the three post-processing techniques under the in sample or in the leave-one-out settings. The raw ensembles have a significantly negative mean error which translates into a large RUB term in the MSSS decomposition. This unconditional bias is perfectly removed by all post-processing methods. As expected, when using the full sample, the bias correction is not affecting the RCB term at all. In the same condition, the correlation coefficient is unchanged 10 with the linear transformation of the bc and infl methods and, in the present case, the use of ensemble spread as predictor must not have made any difference in the mbm method. Both the infl and the mbm methods remove completely the conditional biases. Under the leave-one-out re-sampling scheme, the correlation coefficient is decreased to different values for the three methods and the conditional bias of the MSSS decomposition is less perfectly removed by infl and mbm and decreased to the half for bc. The balance of the three terms determines the actual value of the MSSS and the best skill score value is the mbm's 15 one. In Table 7 , the probabilistic scores are reported as well. The raw ensembles have no skill and the in sample values are better than the leave-one-out corresponding ones. The model D has skill at predicting the probability of a seasonal temperature lower than the first tercile in the sample climatology and the best BSS1 is achieved with the mbm method. The RPSS is significantly positive for bc and infl despite that BSS2 is not. The same case with model A results in very similar skill score values except that BSS2 is skilful (0.307 with infl) and it is one of the very few situation where the same model with the same post-processing 20 method is successful simultaneously for the three skill scores. 
Precipitation
The results for precipitation are by far more sparse: on 72 forecast situations, 5 have been forecast with at least one SME and resulted in positive values of MSSS (significant at the 5% level), 3 for BSS1 and 5 for BSS2. All together 13 cases with positive skill scores on a total of 216. An additional two cases correspond to skilled forecasts with some model combinations. Among the 13 SME cases, the post-processing methods scr, scm, scsp and extlr perform the best in 1, 6, 2 and 4 cases, respectively.
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The model A and C are at the origin of the majority best skill scores. The case study areas CS2 and CS3 have no skill at all for precipitation. The winter counts 8 skilful cases, spring 3 cases and summer and autumn, one case each.
The best scores for precipitation are obtained with the winter predictions over the area CS1 with the system C and a lead time of one month (Table 4 ). Complementary results for this case are presented in Table 8 . regression is able to reduce RCB and results in a MSSS value larger than those of scr and scmc but not significant. The leave-20 one-out cross-validation scheme adds a layer of uncertainty. For scr and scmc, it improves the RCB which is slightly diminished relative to the raw ensembles. The correlation coefficient is lower than with the in-sample setting. The only significant MSSS value is obtained with scsd. It is also the only method resulting in a large positive value of BSS2. Note that BSS1 is similar but not significant for the four scaling methods and that RPSS lies somewhere between BSS1 and BSS2.
The very few skilful cases for precipitation seasonal forecasts motivated to address some issues. First, when plotting the 25 bootstrap average versus the values obtained on the full sample, we notice a bias towards low values for the three skill scores (MSSS, BSS1 and BSS2) whereas Pearson correlation coefficient data lie close to the 1:1 diagonal. For a given confidence level, the lower boundary of the confidence interval is probably too small and some cases are incorrectly left out. The percentile method and the BCa method (Efron and Tibshirani, 1993) for confidence intervals have been compared for the 72 forecast situations with the 5 SMEs and with the 4 post-processing methods. The results (not shown) may be summarized in terms 30 of the number of situations with the correlation coefficient significantly greater than zero. The number of significant cases is larger when the percentile method is used than with the BCa. The same analysis for the three skill scores leads to the opposite conclusion which is consistent with the biases reported above. This is not a proof that the BCa method is appropriate for a specific skill score. A comparison with analytical expressions like in Bradley et al. (2008) is expected to face the same problem due to for small samples so that large uncertainties subsist. The summary tables for precipitations are based on the use of the BCa confidence intervals for the skill scores and on the percentile confidence intervals for the correlation coefficients.
A second issue is due to the chosen level α = 0.05 which allows for some cases to be wrongly selected. The test for SMEs have been re-iterated using α = 0.005. For this purpose the number of bootstrap replicates has been increased to 5000. The number of positive tests (out of 4320) has decreased from 34 to 9 with the more severe level. In terms of the number of forecast 5 situations successful for a skill score with a least one SME, the 13 cases (out of 216) is reduced to 6. Only one situation, the CS1 winter precipitation forecast with the model C and the lead time of one month has two skill scores simultaneously significantly positive. It is worth mentioning that on the one hand, the process of drawing randomly a finite number of bootstrap samples results in an uncertainty on the confidence interval and the outcome of the test may vary from one realization to the other. This uncertainty could be estimated on the same bootstrap samples. On the other hand, if this number is high and the size of the 10 samples is small, the risk of trivial scores increases. However these problems arise mostly for cases with low skill.
We have used 4 post-processing methods easy to implement. The first two differ by the method of estimating the scale factor. The results are very similar: they are almost always significantly positive together. The skill score for scmc is better than the skill score for scr in more occasions than the reverse in particular when the comparison is made on the BSSs. We would recommend the scmc based on the minimization of the CRPS. The third scaling method should be investigated more in depth 15 and in more cases. The extended logistic regression is applied in a context different from the known applications on daily data e.g. with respect to sample size. The only four cases where extlr succeeds, it also gives a better value of the skill score than the three scaling methods. As far as the correlation coefficient is concerned, the four post-processing methods scr, scmc, scsp and extlr result respectively in 23, 23, 27 and 20 cases with a significantly positive value. In terms of best values, their number are respectively 4, 3, 13 and 6 i.e. a total of 26 on a total of 72 forecast situations. Except the cases of scmc like the one described in Table 8 , the goal of post-processing is to keep a correlation as high as the one already existing in the raw ensembles while improving other aspects like the bias, reliability etc.
Model combination
In the setting adopted here, for each case and for a given post-processing method, 26 different combinations of the 5 models are possible and involve 8 different ranges of years. An example is given on Table 9 with the case of spring temperature forecast 5 with a lead time 0 over the CS3 area. The Pearson correlation coefficient is chosen so that more combinations are selected than with a skill score. The mbm post-processing is shown because for this case, this method performs better than the other two.
In this This multi-model has been reported in the summary Table 2 . However, the difference between this multi-model and the second selected four-ensemble combination is very thin with regard to the variability seen for instance with the scores of a single model ensemble across the different ranges. The choice of the largest number of models participating to the multi-model is obviously not the only way to follow. We could just take the maximum value of 0.747 with {A,D}. This multi-model and also the second ranked {A,D,E} benefit from the high potential skill of model A for the range of years d. As the potential skill of A and of model D vary across the ranges, so must do the potential skill of their multi-model. An additional evaluation of {A,D}
for the range f gives a correlation of 0.611 which is better than any of the five single model ensembles for f but less than 5 0.621, the correlation for {A,B,C,D}. However, there is no guaranty that the correlation for {A,B,C,D} remains greater than the correlation for {A,D} over d or a.
Trends
Trends are first estimated in the longest observation (i.e. ERA Interim) time-series of temperature (sample labelled a in Table   1 , 36 years). Warming trends are found in spring temperature in all six domains. For summer and autumn, the trends are also 10 detected except for CS1 and CS2 in summer and CS4 in autumn as for these cases a null trend is not rejected. Concerning in Table 10 . The trends are estimated "in sample" in order to avoid anticipated additional uncertainties due to cross-validation.
Only the 7 cases over 24 for which MSSS without de-trending is significantly positive. All the MSSS values are decreased after the de-trending. For three cases, MSSS values remain significantly positive: the spring temperature in the domains CS1, CS2
and CS3. The four cases with too low or even negative MSSS values correspond to the domains in the Mediterranean region -CS4, CS5 and CS6 during summer and also CS6 during spring. These four cases have in common larger warming trends than 30 the first group. The bias correction (bc) results in the best scores after the de-trending. The impacts on the other skill scores are no better. From the four cases having skill according to BSS1, two remain significantly positive after de-trending. For BSS2, none of the five skillful cases are left. For temperature, 23-24 years seem not long enough to characterize trends and hence their impact on the skill of seasonal predictions. De-trending both the observed and forecasts time-series reduces drastically the values of the skill scores.
For precipitation, no significant trend is detected anywhere and whatever the length of the time-series with the exception of autumn precipitation increase for CS5 domain and the five periods considered. For mean sea level pressure, some cases with negative trends are found in the Mediterranean Region for summer and autumn. Further analysis of the EUROSIP hindcasts 5 validation concerning the impacts of sample length and ensemble size are presented in the Appendix B1 and B2
Discussion
One striking outcome of this work is the skill found in the forecasts of spring temperature in all case-studies but one (CS4). Four out of these five case-studies have significant skill according to the three skill scores used in this analysis and, for CS3, the skill extends even to the lead time of one month. In the literature, most of the reported skills of seasonal predictions over Europe 10 focus on winter and summer when many extremes are likely to occur. Earlier studies describing the results of integrations using observed global sea surface temperature as a lower boundary condition suggested that there was a tendency for the skill of ensemble mean to be highest in the spring season (Brankovic et al., 1994) . Speculating why it might be so, these authors noted the potentially conflicting effects of, on the one hand the internal variability which is at a minimum in summer and, on the other hand, dynamical teleconnections with the tropics usually associated with a winter. As Brankovic et al. (1994) wrote, it is 15 possible that the trade-off between these two requirements occurs in spring. They finally remark that springtime predictability may not be manifest in the fully coupled problem. Using the Arpège model hindcasts of temperature and precipitation from the DEMETER project as forcing data for hydrological seasonal predictions over France, Céron et al. (2010) focus on the predictability of soil moisture and river flows over France for spring because this season covers a large part of the snow melting period and it is critical for the onset of drought. Singla et al. (2012) extend the study to more rivers and use the Arpège model hindcasts from the ENSEMBLE project. Alessandri et al. (2011) compared the probabilistic quality of the hindcasts of temperature from both projects. They found that the ENSEMBLE predictions were significantly better than those of DEMETER, in particular for spring in the Euro-Atlantic region. However no skill score was provided from these studies.
Note that Doblas-Reyes (2010) uses the persistence of observed anomalies as benchmark. For spring temperature with onemonth lead, persistence has substantial skill (correlation) over central and Northern Europe in spring and the domain with 5 significant skill includes the CS1, CS2 and CS3 area of the present study. According to Doblas-Reyes (2010), the spring temperature forecast with ECMWF seasonal prediction System 3 has skill for CS1 only. Using System 4 (not shown) we have detected significant skill in the three areas like we did with System 5 (SEAS5 or model "A") in Tables 2, A1 and A2.
The second main result is the predictability of summer temperature in the Mediterranean region obtained without de-trending the observed and forecast data. Significant skill (anomaly correlation) is also shown by Mishra et al. (2018) in their skill 10 assessment of EUROSIP for the forecasts of summer temperature with one-month lead time for areas including the CS4 and CS6 domains of this study for three models. The skill for CS6 is also supported by their results with a probabilistic skill score and for the multi-model. Based on the reliability diagrams, Weisheimer and Palmer (2014) rank 4 to 5 on a scale of 5 the "goodness" of predictions of cold summer or warm summer over the Mediterranean region. The impact of de-trending suggest that predictability is associated over that region with our ability to make forecast of the climate trend. It seems that no low 15 frequency variability is associated with that predictability.
The configuration of operational multi-model seasonal prediction systems will continue to require specific solutions related to the length of time series and the size of the ensemble. For instance, the Copernicus Climate Change Service (C3S) Seasonal
Multi-system -successor of EUROSIP, is currently composed of 5 systems with hindcasts of 24 to 36 year long and ensembles from 25 to 40 members (https://confluence.ecmwf.int/display/COPSRV/Description+of+the+C3S+seasonal+multi-system). 20 
Conclusions
The skill of seasonal prediction of near surface atmospheric variables over six case studies in Western Europe and the Mediterranean Region has been investigated using the hindcast data base of the operational EUROSIP multi-model system. The aim was to explore situations defined by the case-study area, the target season and the lead time for which seasonal predictions would have skill relative to a reference forecast. Three skill scores have been estimated: one deterministic measuring the 25 square of the error of the forecast ensemble mean and two probabilistic based on the forecast probability of higher values than observed on average and probability of lower than average. The hindcasts of five state-of-the-art coupled Atmosphere-Ocean General Circulation Models (GCMs) have been compared to reanalysis data and raingauge data. Different post-processing methods have been compared and the different model combinations have been tested. In order to maximize the opportunities, the longest hindcast period available have been used for each single model ensemble (SME) and multi-model ensemble (MME) 30 tested. It comes out of this work that hindcasts should be long enough to properly calibrate the post-processing of the seasonal predictions, assess their skill and disentangle the trends and other decadal variations. This echoes e.g. Sansom et al. (2016) and Siegert et al. (2017) .
As expected in medium-latitude regions, the skill is poor and difficult to assess. The reasons are the low predictability and the ensemble size but also in the case of retrospective forecasts, the length of the sample which counts from 18 to 36 seasons (years), and, in the case of temperature, the trend. The bootstrap method has been applied to measure the uncertainties and perform tests about whether a skill score is significantly positive (more skill than sample climatology which serves as reference). Not all the results are provided: instead, summary tables contain for every study area, the best scores obtained with 5 a SME or a MME combined with a post-processing algorithm. The most predictable weather element revealed in this study and, to our knowledge, rarely reported, is the spring (average MAM) temperature over the study areas CS1, CS2, CS3 and CS5.
For CS3, the skill extends to 1 month lead time (model initiated beginning of February). Autumn temperature over CS2 and summer temperature over CS6 also reveal to have skill. But for the latter, the skill is degraded after de-trending the forecasts and the observations. For precipitation, the skill is sparse: skill for winter precipitation prediction over CS1 achieved mainly by 10 model C and winter precipitation over CS5. As for the mean sea level pressure, spring and winter over the CS4 area are cases with some skill. The progresses of the seasonal predictions of these cases are worth being followed in future.
Within the EUROSIP multi-model seasonal prediction system, all models have skill for a number of situations. For temperature, we have seen that model A counts the most SME's best skill scores and that A, D and E are members of most of best MMEs. For precipitation, model A ranks first in the number of best skill scores followed by model C. In many situations the 15 skill scores obtained after different post-processing methods are of the same order. For temperature, there are more best skill scores after a simple bias correction of SMEs than after applying the variance inflation or the member by member methods.
For MMEs, the member-by-member performs best. For precipitation, the re-scaling with a factor estimated by minimizing the CRPS seems the most efficient post-processing method among the four tested. The extended logistic regression is also efficient in a number of situation. The use of the ensemble spread as predictor will be investigated further. 20 We have found windows of opportunity (diverting the words from Frias et al., 2010) which are heterogeneous because they are obtained by different models or model combinations and post-processing methods. Furthermore, they are pertaining to spatial and temporal averages which are far from requirements of applications like hydrological forecasting. Instead, consistent scenarios of precipitation, temperature and other variables are needed at a finer spatial and temporal scale. Post-processing and downscaling GCM predictions have been the object of intense research to bridge this gap, and the present effort is a step toward 25 the optimal use of operational multi-model systems.
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Appendix A: Skill summary tables 21 https://doi.org /10.5194/npg-2019-45 Preprint. Discussion started: 18 September 2019 c Author(s) 2019. CC BY 4.0 License. -Table A5 . Skill of forecasts of seasonal precipitation over the CS2 domain; best single model ensemble (SME) and best multi-model ensemble (MME); post-processing methods: (scr) rescaling with multiplicative bias, (scmc) rescaling with crps minimisation,(scsp) heteroscedastic rescaling with crps minimisation, (extlr) extended logistic regression; (-) skill score or R value not significantly positive; the best value in bold.
Skill Season Lead SME scr scmc scsp extlr MME scr scmc scsp extlr Table A6 . Skill of forecasts of seasonal precipitation over the CS3 domain; see Table A5 .
Skill Season Lead SME scr scmc scsp extlr MME scr scmc scsp extlr Table B1 . Seasonal prediction of temperature; number of skilful cases (at 5% level) for the single models A and D and for the multi-model {A,D} evaluated over the ranges d and f ; (NMM) number of situations for which a multi-model is scoring better than the single models that make it up; (NBS) number of situations for which a multi-model covering one range is scoring better than that covering the other range; skill scores of the 72 situations and post-processing with mbm. processing method is applied to the seasonal predictions of temperature and all the 72 forecast situations are considered (6 domains x 4 seasons x 3 lead times). The results are summarised in Table B1 in terms of numbers of skilful forecasts and numbers of best scoring multi-models.
The models A and B and the multi-model {A,D} have their forecasts positively correlated with the observations in nearly the half of the 72 situations when the samples correspond to the range d. This number falls to less than one third when the 10 samples correspond to the shorter range f . Out of these cases with positive correlation for {A,D}, about one half have a better correlation than the single models separately -that makes 19 cases for {A,D} d and 11 for {A,D} f . Comparing the values of the correlation coefficient for these successful multi-models, for 15 cases, the multi-model over d have a better correlation than that over f , and for 7, it is the reverse. Therefore taking the largest common sample is advantageous at the different stages of the model selection. This choice could also lead to a decrease in the uncertainty about the correlation coefficient as the 15 comparison of the confidence intervals seems to reveal. Here the width of the confidence interval is defined as a difference of percentiles in the ranked bootstrap replicates (P95-P05). For 11 cases out of 35 with a positive correlation for {A,D} d (Table   B1 ), the confidence interval of the multi-model is narrower than those of the single models separately. For {A,D} f , this number is 7. For 10 cases, the confidence intervals of {A,D} d are even narrower than those of the corresponding {A,D} f against only one case for the reverse. 20 When it comes to making the same analysis on skill scores, we must interpret the small numbers with caution. With the larger sample d, the number of skilful cases according to MSSS is 9 and 5 for model A d and D d , respectively (Table B1 ). This qualification of skilfulness is based on the 5% level so that on a set of 72 forecast situations, it might happen that, on average, Table B2 . Seasonal prediction of temperature with model B using hindcast S13 (M=28 members) and pooled S12+S13 (M=40 members) ;
Pearson correlation coefficient for the 72 situations : (a) the number of selected cases (significant at 5% level), (b) comparison between the two datasets (M) of the number of cases with the best value and (c) of the number of cases with the narrowest confidence interval (P95-P05 of bootstrap replicates of R), and (d) comparison of between the six combinations of the number of best performing post-processing method (pp). 3.6 be selected by chance -being understood that in the present case it is a mixture of cases of various kinds. For the multimodel {A,D} d , there are 11 skilful cases among which 7 with better MSSS values than the corresponding single models and 6 with confidence intervals narrower than those of the single models. With the smaller sample f , there are only 3 skillful cases for the multi-model. For these 3 cases, the multi-model is scoring better than the single models and has a narrower confidence interval. In conclusion, there are some clues that more cases are selected by taking the longest hindcast time-series available 5 and pooling model ensembles.
B2 Ensemble size
The 28-member ensembles of the release S13 of the model B hindcasts (see Section 2.1) are compared with the 40-member pooled ensembles S12+S13 . For these two datasets, the seasonal temperature forecasts corresponding to the 72 situations and post-processed with the three methods are evaluated with the Pearson correlation coefficient and the results are summarised 10 in Table B2 . The number of cases for which the forecasts are significantly positively correlated with the reanalysis data is of the same order for the two ensemble sizes and the three post-processing methods with a little smaller number for S13 and for the variance inflation (Table B2a ). For all three post-processing methods, there are more cases with a better correlation for the pooled ensembles (Table B2b ) and more cases with less uncertainty in the value of the correlation coefficient for the pooled ensembles than for the S13 ensembles (Table B2c ). On a total of 25 cases (over 72) with at least one forecast with a significant 15 correlation (out of six for 2 sizes and 3 post-processing methods), 11 best values are obtained with the pooled ensemble and the simple bias correction ( Table B2d ). The variance inflation method has only one case for which this method is best performing (ibidem). The results for the skill scores are not shown: there are only two cases with skill for MSSS, three for BSS1, and one case for BSS2. Some of these results are included in the summary tables (Tables A1 and 3 ). In this analysis, the most striking effect of ensemble size is the larger number of cases with the best correlation for the pooled ensembles. 
