To avoid performance limitations caused by an open-loop unstable pole, a threeelement structure, which is equivalent to a twodegrees-of-freedom control design, is proposed to synthesise a control system for an open-loop unstable process with time delay. Through this proposed approach, control problems such as stabilising an unstable pole, servo-tracking and disturbance rejection can be treated independently. The resulting three-element structure can then be used to derive conventional two-degrees-of-freedom elements or conventional PID systems. Tuning rules for a PID controller are also provided. Examples are presented to illustrate the proposed method.
Introduction
Control system design for an open-loop unstable process is more difficult than that for a stable one. The difficulties are mostly due to the unstable nature of the dynamics, for which most design tools cannot be used. For example, the Bode stability criterion and the pole/ zero cancellation method become inapplicable when an unstable pole exists [l] . The strongly stabilising problem is also an immense obstacle for the unstable process [2] . The parity-interlacing property makes it clear that there are times when right-halfplane poles must be added in the compensator in order to stabilise the unstable process. Except for the stability problems, the performance specification which can be assigned to the control system for an unstable process is also different from that for a stable one. Some performance specifications which are very common for stable processes, however, would be impossible to achieve for unstable processes. The performance limitations due to the right-halfplane (RHP) poles and zeros in the process are discussed very early by Youla, Bongiorno and Jabr [3] . They pointed out that every RHP pole of the process is a zero of the sensitivity function of at least the same multiplicity. Freudenberg and Looze made a series of 0 IEE, 1997 IEE Proceedings online no. 19971222 Paper first received 8th July 1996 and in revised form 7th March 1997 The authors are with the Department of Chemical Engineering, National Taiwan University, Taipei 10617, Taiwan, Republic of China 334 studies on performance limitations relating to RHP poles and zeros in frequency domain [4-61. Their work showed that these performance limitations are not only imposed on a specific frequency but also interfere with each other at all frequencies. These effects are important to the loop-shaping design method [7] . In this paper, such limitations in the frequency domain are found to be a lower bound of the complementary sensitivity function. Moreover, performance limitations in the time domain for time-delayed unstable processes are also discussed. These problems of performance limitations are discussed in Section 2.
The objectives for controlling an open-loop unstable process should include: stabilising the unstable pole, achieving good performance in servo-tracking and in disturbance rejection. As is discussed in Section 2, the existing design methods, including those of the 2-degree-of-freedom (2DF) control system, are, as usual, inadequate to achieve all these three objectives satisfactorily. Consequently, the success of a design is very much dependent on a case-by-case basis. To make up for this deficiency, a design method for the control of time-delayed unstable processes, in which the stability problem and performance problem can be taken into account separately, is thus proposed. The proposed method is conducted in a three-element structure which has three controllers. Each of these controllers has a different purpose, as mentioned above. After completion of these controllers in the three-element structure, the controllers in the conventional 2DF system are then directly derived from the three-element structure. In Section 3, the problems of designing these three controllers in the three-element structure and the equivalence between the three-element structure and conventional 2DF structure are discussed.
Since the PID controller has been considered to be the most widely used controller in industry, a PID controller tuning method evolved from the three-element structure is proposed in the paper.
Although tuning of PID controllers for time-delayed unstable processes has been an active area of research in the literature, most work has dealt only with firstorder time-delayed unstable processes. Moreover, all these studies only apply to the case where the ratio of delay to unstable time constant (i.e. 8/T) is smaller than unity . In this paper, the proposed PID method can apply to the case where 8/T is smaller than 2 for the first-order time-delayed unstable process, and is not limited to first-order unstable processes only. All the problems in tuning the PID controllers are discussed in Section 4.
In Section 5, three examples are simulated to show the performance and robustness of the proposed method. These examples include two first-order examples with 0/T < 1 and 0/T > 1, respectively. The third example is an example of a high-order process.
Performance limitations
The existence of the RHP poles or RHP zeros in an open-loop transfer function of a process will cause some inevitable limitations on the performance of closed-loop control. Traditionally, these limitations are expressed in terms of the sensitivity function or the complementary sensitivity function [3] . Freudenberg and Looze pointed out that the existence of the RHP poles and RHP zeros would result in interactions in all frequencies [4] [5] [6] . The Bode integral relation was then extended to include processes having unstable poles in their works. In this paper, it is shown that such an integral relation will result in a lower bound of the complementary sensitivity function. Performance limitations in the time domain for time-delayed unstable processes are also discussed.
Time-domain limitation
If the process has an open-loop unstable pole, the response of the closed-loop system would inevitably go higher than the reference value in all cases. This fact can be easily understood from the following theorem.
Theorem 1
Consider the unity-feedback control structure (Fig. 1 For a step change in setpoint, the output of the process at the start time will fall behind the new setpoint value; therefore, the system will result in a negative error in the start. Consequently, the output of the process should rise higher than the new setpoint value to compensate these starting errors.
In addition to the RHP poles, time delay in the process will also cause performance degradation in the control system. In the following, it is shown that the maximum value of the process output would be bounded from below due to the RHP pole and time delay.
Corollary 2
Consider the unity-feedback control structure. Assume that there is a real RHP pole A in the process, that the corresponding feedback system is stable, and that the input signal is a unity step change in setpoint r(t). In addition, assume that there is a time delay 0 in the process. Then, the maximum value of the output ymax will be bounded from below:
Proof From eqn. 1, and the following relations:
we have:
Corollary 2 shows that, if the control system for a time-delayed unstable process produces no steady-state error, then the output of the process will have at least an overshoot of eaH 1. For controlling stable processes, the overshoot of the output can be suppressed arbitrarily to a desired value, for example less than 15% as usual [14] . However, as shown by Corollary 2, the magnitude of overshoot cannot be assigned arbitrarily for a time-delayed unstable process.
The ability of a control system to reject disturbances will also degrade if there are RHP poles in the process. To avoid disturbance rejection, the output of the process should be kept as close to the setpoint as possible, but the minimum value of the process output is bounded from above if there are unstable poles and time delay in the process. Corollary 3 Consider the unity-feedback control structure. Assume that there is a real RHP pole h in the process, that the corresponding feedback system is stable, and that the input signal is a unity step disturbance d(t) at the output of the process. In addition, assume that there is a time delay 0 in the process. Then, the minimum value of the output y,,, will be bounded from above: 
Proof
We have y ( t ) = d(t) = 1, 0 < t < 8, and the following equation follows eqn. 1 immediately:
Note that the bounds proposed in corollaries 2 and 3 are very conservative. It is understood from the fact that both proposed bounds are reachable only under the assumption that an infinitely large control action is possible. This control action can only be realised by infinitely high controller gain. However, the maximum feedback gain is always limited in a time-delayed unstable process. Although the proposed bounds seems too conservative to be useful, corollaries 2 and 3 still provide us important implications on performance problems for controlling time-delayed unstable processes. First, some impossible performance specifications about overshoot can be ruled out. Secondly, as these corollaries show, in general, the performance of a control system will become worse as the product of A and 8 increases.
Frequency-domain limitation
In the frequency domain, the maximum magnitude of the complementary sensitivity function of a control system TQu) is an important index for both the control performance and stability robustness. Here it is shown that the m-norm of such a TQu) has a lower bound due to the presence of the RHP pole and time delay. To do this, the following definition and theorem proposed by Freudenberg and Looze are referred to first [4] . 
The ratio of ilT(.)lm to iIT(0)ll is referred to as the peak gain ratio in most control textbooks [14, I] . For stable processes, the peak gain ratio of the control system is usually assigned to be about 1.3 [15] . However, as eqn. 4 shows, it is impossible to require the peak gain ratio to be about 1.3 for some time-delayed unstable processes.
3
Control-system synthesis in three-element structure Although there are many studies which discuss the the issue of tuning a PID controller for a time-delayed unstable process in the unity-feedback structure , however, as shown in the preceding section, the performance improvement of the control system is limited if a unity-feedback structure is considered. Thus, the 2DF control structure should be considered to improve the performance. Nevertheless, studies on 2DF structure are still rare [16-181. In Quinn and Sanathanans' work, the delay is approximated to a rational function by using the second-order Pade approximation [ 161. Then, a method similar to the linear algebraic method [19] is introduced to design the controllers based on the approximate model. The disadvantages of such a method are: First, it is necessary to assign a reference model of the overall system, but it is still unclear how such a reference model can be chosen which satisfies a specific performance specification for unstable processes. Moreover, the zeros of such a reference model cannot be arbitrarily assigned; thus, trial-and-error steps are needed to find an acceptable reference model. Secondly, as pointed out in the literature, such a method is applicable only for a lower ratio of time delay to unstable time constant. For larger values of such a ratio, the method is reported not to be robust for perturbation in parameters [ 181.
Internal model control (IMC) is a powerful method for control-system synthesis, and it is well known that the control system cannot be implemented by the IMC structure if the process is an unstable one [17] . However, as suggested by Morari and Zafiriou, one can still design the controllers using the IMC method, and then, implement the controllers in an equivalent-feedback structure. This suggestion is only true for processes without delav, but would encounter difficulties for 
) =
The standard IMC filter is chosen to meet the requirements of internal stability and pole-zero excess:
After a detailed inspection on C(s), it is found that s = / 3 is both the zero and pole of C(s). Because the denominator of C(s) is not in a rational form, obviously, it is not possible to cancel s = fi in C(s) explicitly. Although
can be implemented by the structure shown in Fig. 2 , however, owing to the presence of the unstable factor s = /3 in X(s), it is not admissible to execute the IMC feedback controller by such a structure [3] . Thus, to implement the IMC feedback controller for a timedelayed unstable process, it is necessary to approximate C(s) by some other method to cancel the unstable factor. Doing so unavoidably makes the design procedure very tedious. In addition to this implementation problem, another major disadvantage of using the IMC method directly is that the design of IMC filter for an unstable process is never as simple as for the stable case, and the robust-stability problem is not clearly related to the IMC filter constant as in the stable case POI. Recently, Jacob and Chidambaram discussed some strategies in the design of controllers for time-delayed unstable processes in the 2DF structure [18] . However, their work was limited to the first-order process only, and because the controller in their work is assumed to be a P/PI controller, these methods are applicable only for processes in which the ratio of delay to unstable time constant is less than unity. As pointed out by many studies in the literature, to control a time-delayed unstable systein is by no means a simple task . Thus, direct design of controllers in a 2DF structure is difficult for time-delayed unstable processes, because it is hard to handle stability and performance problems simultaneously. To make the relation of the design procedures to the specification requirements more transparent, a three-element control structure, as shown in Fig. 3 , is thus proposed to design a 2DF system. This structure has three controllers which are designed for different objectives. Of the three controllers, C1 in the inner loop is provided to stabilise the unstable pole first. The other two controllers in the outer loop are then used to take care of servotracking and disturbance rejection by considering the inner loop as an open-loop stable process. Although there are three controllers in the proposed structure, this structure is, with one assumption which does not lose generality, equivalent to the 2-degree-of-freedom (2DF) feedback structure shown in Fig. 4 . Thus, the proposed structure is used to handle the stability and performance problems independently in controller design steps, and it affords a target system from which the desired 2DF control system can be derived. This advantage makes the work of designing more straightforward and easier than designing in the conventional 2DF structure. This is discussed in detail below. To illustrate the equivalence of the proposed structure and the 2DF structure shown in Fig. 4 , refer to Fig. 3 first. It is straightforward to derive the following relation (where d is assumed to be zero):
Thus, using the structure in Fig. 3 as a target, the control system in Fig. 4, which has two controllers (i.e. G,' and G,?, is constructed as:
Note that, unless C2 is semiproper (biproper), the system in Fig. 3 will not be equivalent to that in Fig. 4 completely. However, this is usually true in practice, for example in PID controllers and lead-lag controllers. If C2 is semiproper, the proposed structure can be implemented by the 2DF structure in Fig. 4 , and the feedback controllers G,' and G: can be thus synthesised according to eqns. 6 and 7.
I Design C7 for stabilising general unstable processes
The controller C1 is provided to stabilise the plant Gp so that the inner loop becomes stable. No performance issue is considered in this step for this stabilised inner loop. As the parity-interlacing property shows, we may fail to stabilise some unstable processes even without time delay, if only stable controllers are to be considered. Thus, only the following two types of timedelayed unstable processes are considered in this work:
For convenience, these two processes are termed the FODUP (first-order delayed unstable process) and the SODUP (second-order delayed unstable process), respectively. It is well known that a higher-order stable part of a transfer function can be approximated effectively to a stable first-order transfer function with time delay. Thus, the proposed method still can apply to the higher-order processes.
It has been reported in the literature that a well tuned PIP1 controller could stabilise a FODUP if and only if BIT < 1 [21, 111 . A recent study shows that this constraint will relax to B/T < 2 if the PDiPID controller is considered [22] . It was also known that a SODUP could be stabilised by a well tuned P controller if and only if BIT + aIT < 1. Thus, if a PD controller is used to cancel the stable pole of a SODUP this constraint can be relaxed to BIT < 1 for a SODUP.
The loop gain which stabilises a time delayed unstable process is always bounded from both below and above. The maximum loop gain KM and the minimum loop gain K, which stabilise the system can be calculated from the phase criterion of root loci. 
KM
In this paper, C1 is chosen to be a PD controller [i.e. In foregoing cases, the loop gain is chosen to be the mean value of K, and KM Such a choice is due to the &4).
G,(s)
robustness [8] . The issues of robustness stability about the inner loop of the proposed three-element structure are discussed in the following two theorems. 
Proof
The proof is trivially similar to that of theorem 6. With the aid of the foregoing two theorems, the allowable parameter variations in B and T can be estimated for the proposed method, if the uncertainty does not occur in Kp. If the uncertainty in Kp occurs, theorems similar to the above two still can be derived, but the uncertainty bound on Kp should be known first. Fig. 3 , the dynamic equation of the the inner loop is
Design of C, and C, Referring to
If Gp and Gd, which are open-loop stable, are known, design of C, and C3 for either servotracking or disturbance rejection becomes easy and straightforward. The dynamics of Gp and GL (f GdGL) can be expressed either in nonparametric form or in parametric form. For the former, one can prepare the Bode plot of Gp and GL and read the key parameters such as bandwidth, critical gains and critical frequency accordingly. The resulting parameters can then be used to design C, and C3 for either purpose [19] . Alternatively, one can find the best approximate transfer functions of Gp and GL using the parametric-optimisation method to fit in the Bode plot, and then design controllers according to these approximate models.
In this paper, controllers C, and C3 are designed by employing the IMC method according to the stable transfer function Gp and GL. The whole design process is illustrated in the following.
Case (i) : FOD UP
Then the stabilising controller C1 will be C,(s) = K,(bS + 1) (12) where b and K,. are constructed as discussed in Section 3.1. Such a design of controller C1 will make the inner loop of Fig. 3 stable. In other words, the following equation has no RHP roots:
where K = KcKp, so that
The IMC controllers q, and qb (referring to Fig. 7) are defined as where .f, and ,fh are two standard IMC filters which serve the two degrees of freedom to shape the system for servotracking and for disturbance rejection, respectively. Then controllers C1 and C, are derived as (19) The controllers C2 and C3 can be implemented by the structure shown in Fig. 2 . The whole system can also be implemented in the stable IMC structure or in the 2DF structure. However, in the 2DF structure, two controllers (i.e. G,' and G, ? are needed instead of three in the three-element structure (i.e. C1, C, and C,).
Case (ii): SODUP
Then the stabilising controller C1 will be Where K, is designed using the method described above so that the following equation has no RHP roots:
where K = K,KP, so that It is obvious that, when the process is considered to be in the nominal case, the process output in the proposed method would be
Obviously, qa and qb are designed to improve the performance in reference tracking and disturbance rejection, respectively. Thus, the proposed method could allow the reference-tracking problem and the disturbance-rejection problem to be considered independently. Although the parallel-form expression is more common in the literature, the series-form expression is adopted in this work for convenience in formulation. The methods of parameters interchange between these two forms are well known and can easily be found in many control textbooks [1, 241. In the following, a tuning method is developed for a PID controller from the previous three-elementstructure design. Obviously, the series-form PID con-
Design of PID control system
340 trol system has only one degree of freedom in design, so it is not directly compatible with a three-element system without simplification. However, as is discussed below, if some further assumptions are made, the proposed three-element design can be approximated to a PID one.
Y GP Fig. 8 2DF structure 11 Referring to Fig. 4 , if controller G? is moved from the feedback path to the forward path, the whole system will turn into that shown in Fig. 8 . In Fig. 8 , the main controller in the loop should be and the prefilter for the setpoint input is To simplify this 2DF control system to a 1DF PID one, further assumptions are necessary. Since, in a 1DF control system, there will be no extra degree of freedom to treat servotracking and disturbance rejection independently, the first simplification is to make the IMC filters fa and f b equal. Consequently, C, will equal unity. As a result, F and G, will be equal to C2/(1 + C,) and C1(l + C,), respectively. According to eqn. 19, C, approaches infinity in the low-frequency range so that F can be taken as unity therein. Then, if eqn. 28 is examined, it can be seen that F functions like a lowpass filter with unity gain in low-frequency range. Note that the main loop in Fig. 8 is stabilised by G, and the main concern of control signals is emphasised in thF low-frequency range. It is thus reasonable to take F as unity as the second assumption for simplification which would not endanger the stability and performance of the system. Because controller C1 is indeed a PD controller, controller G, = C1(l + C,) can be approximated to a series-form PID controller as depicted in the following. Case (i): FOD UP In this case,
(31) where z f and N are the IMC filter constant and the degree of the filter, respectively. In this work, N is chosen as 2, and it can trivially be shown that C2(s) has the following properties according to this choice:
lim C,(S) = 00 
Simulation examples
In this Section, three examples are simulated to check the feasibility of the proposed method. The first example is a typical FODUP for which BIT is smaller than unity. Some results in the literature for such an example are also included to compare with the proposed method. The second one is a FODUP for which 0IT is larger than unity. The third is an example of a highorder process. It is approximated to a SODUP first, and then the control system is synthesised according to this SODUP model. In all the examples, simulations in both the three-element system and PID control system are included. The integration interval is taken to be 0.005 in all simulation examples.
Example 1
Consider an unstable plant as:
Referring to Fig. 6 , the optimum value of 6 is 0. The simulation results for setpoint tracking and disturbance rejection are shown in Figs. 9 and 10 . When the three-element system is simplified into the PID control system, a more conservative value of 1MC filter is chosen to assure robust stability. In this example, the filter constant is chosen to be 1.5, and the corresponding tuning parameters in a series PID controller are then 
Nominal responses of different methods for example 1: distur-
For the existing methods in the literature, Shafiei and Sehenton's work needs to assign the closed-loop pole of the control system first, but does not address the method of choosing the proper pole [lo] . Venkatashankar and Chidambarams' work proposed a method to tune only the PI controller, and it is obvious that its performance is inferior to that of a PID one [ll] . Huang and Lins' method is indeed a 2DF PIDcontroller-tuning method, and the controller output of such a method is modified by a nonlinear saturation element, but it does not address how to determine the saturation range [ 121. Therefore the above-mentioned studies are not compared with the proposed method. However, the work of De Paor and O'Malley [8] and Rotstein and Lewin [9] is compared with the proposed method in this example.
Tuning parameters in the PID controller of this example for these two studies and the proposed method are listed in Table 2 . Note that the PID-parameter list in Table 2 is based on the parallel-form PID controller. As shown in Figs. 9 and 10 , the overshoot of all the PID-tuning methods is over 100%. However, this fact can be understood from theorem 2. The minimum overshoot of any feedback controller will be -1 = 0.492, if perfect control is possible. Because the PID controller is a low-order controller with a specific structure, the real overshoot in the control system would be much higher than that minimum value. In our experience, the overshoot would be about 2 4 times this minimum value in a PID control system. In the three-element structure, the overshoot is, indeed, suppressed, as shown in the simulation results.
For comparison, the integral absolute error (IAE) corresponding to all the methods for this example are listed in Table 3 . As Table 3 shows, the proposed three-element method improves the performance in both tracking and attenuation considerably according the IAE performance index. The proposed PID method is also superior to the other two methods in the sense of IAE. Although there seem to be no significant improvements in setpoint tracking when the proposed PID method is compared with Rotstein and Lewins' method, the proposed method behaves better than their method in the attenuation case. Moreover, note that the method suggested by Rotstein and Lewin is limited to 0iT < 1 for a FODUP but the proposed method can be applied to the case of 8IT < 2. In tuning a PID controller for a stable process, it makes no difference whether the controller parameters are tuned in the sequence K,, zR and zD, or in the sequence K,, Z , and z , . However, this is not true for tuning of a PID controller for an unstable process. In the proposed method, the PID controller is tuned in the sequence of Kc, z , and zR. This is why the proposed PID method still works for 1 5 B/T < 2.
For the purpose of comparison, the integral absolute error (IAE) corresponding to the three-element system and the PID system for this example are listed in Table 4 . As Table 4 shows, the proposed three-element method improves the performance in both tracking and attenuation considerably, according the IAE performance index. To test the robustness-performance issues of the proposed methods, it is assumed that there are &5% parameter perturbations in K,, T and 0, respectively. The foregoing design parameters are then introduced to test the robustness performance of the proposed methods. As shown in Figs. 19-24 , the proposed methods are robust to parameter perturbation in this example. As Table 5 shows, the proposed three-element method improves the performance in both tracking and attenuation significantly, according the IAE performance index. To test the robustness-performance issues of the proposed methods, it is assumed that there are 220% parameter perturbations in Kp, T and 8, respectively. As shown in Figs. 27-32, the proposed methods are robust to parameter perturbation in this example. 
Conclusions and discussion
Open-loop unstable processes are considered to be difficult to control in processes industries. In this paper, performance degradations for unstable processes are studied based on both the time domain and the frequency domain to highlight these difficulties which are imposed on the overshoot and the infinity norm of the complementary sensitivity function. To avoid these difficulties, a three-element structure, which is indeed a 2DF structure, is proposed to handle this problem effectively. A PID tuning method evolved from the proposed structure is also suggested. Simulation examples show a reasonable performance and robustness of the proposed method. Thus, the proposed method provide a simple and effective controller-design technique for the time-delayed unstable process.
Although the performance of the proposed design method in the three-element structure is much better than that in the traditional unity-feedback structure in both tracking and attenuation, according to IAE performance index, as shown in the simulation examples, the improvement in disturbance attenuation is still not very satisfactory. To make up this deficiency, a new type of the IMC filter for qb should be considered, instead of the standard IMC filter. This is a topic for future study.
The strongly stabilising conditions for the timedelayed unstable process are still unclear in the Iiterature. This means that we do not know when we must use an unstable controller to stabilise a time-delayed unstable process. Thus, the proposedl work is indeed confined to the process which can be stabilised by a PDiPID controller only. The strongly stabilising problem for the time-delayed unstable process is another challenging topic for the future.
