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THE P-ADIC ANALYTIC SUBGROUP THEOREM AND
APPLICATIONS
TZANKO MATEV
Abstract. We prove a p-adic analogue of Wu¨stholz’s analytic
subgroup theorem. We apply this result to show that a curve em-
bedded in its Jacobian intersects the p-adic closure of the Mordell-
Weil group transversely whenever the latter has rank equal to 1.
This allows us to give some theoretical justification to Chabauty
techniques applied to finding rational points on curves whose Ja-
cobian has Mordel-Weil group of rank 1.
1. Introduction
In this paper we develop a p-adic analogue to Wu¨stholz’s analytic
subgroup theorem [11] and give an application to finding rational points
on curves.
Let G be a commutative algebraic group defined over the algebraic
numbers and let V be a proper linear subspace of the Lie algebra of
G(C), spanned by algebraic vectors. Then the analytic subgroup theo-
rem states that if V contains a vector whose image under the exponen-
tial map is an algebraic point in G(C), then there exists an algebraic
subgroup of G, containing the said point, whose Lie algebra is a linear
subspace of V .
In order to state the p-adic analogue we replace the exponential map
with the logarithm, since it behaves better in the non-archimedean
case. Let V be a linear subspace of the p-adic Lie algebra of G spanned
by algebraic vectors. Then the theorem states that if the logarithm
of an algebraic point is contained in V , then there exists an algebraic
subgroup, containing that point, whose Lie algebra is a linear subspace
of V . The precise statement is given in Section 2.
The proof of the theorem is very similar to the proof of the original
result. One constructs a section of a sheaf on G which has zeros of
high order on a certain finite set of algebraic points. We then proceed
to show that the negation of the theorem forces this section to have
many more zeros, which, using a multiplicity estimate, gives a contra-
diction. The main difference to the original proof is the replacement of
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certain complex analytic estimates with their p-adic analogues, which
are stated in Proposition 13. The proof of the theorem is presented in
Sections 4 to 8.
In Section 3 we give an application of the p-adic analytic subgroup
theorem to finding rational points on curves. Let ϕ : C → J be an
embedding of a curve defined over Q into its Jacobian. We show that if
the Jacobian is simple and has Mordell-Weil rank equal to 1, then the p-
adic completion of C intersects the p-adic closure of J(Q) transversally
at every point in C(Q). In particular, every rational point in C has a
p-adic neighbourhood which intersects the p-adic closure of the Mordell-
Weil group at a single point.
Bruin and Stoll have combined the Mordell-Weil Sieve with Chabauty
techniques to develop an algorithm for finding the rational points on
curves whose Mordell-Weil rank is smaller than the genus (see [4], 4.4).
The proof that the algorithm terminates is conditional on Stoll’s Main
Conjecture [10], as well as on an additional conjecture (Conjecture 4.2
in [4]). Our results imply that when the rank of the Mordell-Weil group
is equal to 1, one can slightly modify their algorithm so that its termi-
nation depends only on the Main Conjecture.
2. Notation and Main Result
Let Q denote the field of algebraic numbers and let M be a complete
ultrametric extension of Q. Let G be a commutative algebraic group
over Q and let GM be its base extension over M . If we denote by
tG and tGM the tangent spaces at the identity element e of G and
GM respectively, we have the relation tGM = tG ⊗Q M and one has a
canonical Q-linear embedding ι : tG → tGM , v 7→ v ⊗ 1. We will use
this map to identify tG with a subset of tGM , and to identify the space
V ⊗Q M with a subspace of tGM for every vector space V ⊆ tG. We
shall call vectors that lie in the image of ι algebraic vectors.
Following Bourbaki [3, §3.7.6] one can define a logarithm map log :
G(M)∗ → tGM , where G(M)∗ is the set of all points γ ∈ G(M) with
the property that the identity e is an accumulation point of the set
{γn | n ∈ N}. Then we have
Theorem 1. Assume that γ ∈ G(M)∗ is an algebraic point and that
V ⊆ tG is a Q-linear subspace such that log(γ) ∈ V ⊗QM . Then there
exists an algebraic subgroup B ⊆ G defined over Q, such that γ ∈ B(Q)
and tB ⊆ V .
Remark. There are a couple of cases, where the statement of the theo-
rem is trivial. If V = tG, then one can simply choose B = G. If on the
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other hand γ is a torsion point, say γm = e for some m ∈ N, then we
can pick B to be the group of m-torsion points. Therefore the theorem
gives non-trivial implications only when V is a proper linear subspace,
and γ is a non-torsion point.
3. Finding points on curves
Let K be a number field with a non-archimedean valuation v, and
let Kv be the completion with respect to this valuation. Let K
alg
v de-
note the field of all algebraic numbers in Kv. We are going to apply
Theorem 1 in the case when the group G is a simple abelian variety
defined over K and the linear space V is one-dimensional. Then the set
G(Kv) is compact, which implies that G(Kv)
∗ = G(Kv) and that the
logarithm is globally defined. We have the following:
Lemma 2. Let A be a simple abelian variety defined over K. Let b ∈ tA
be a non-zero tangent vector and let γ ∈ A(K) be a K-rational point
of infinite order. Then the vectors b and log γ are linearly independent
over Kv.
Remark. We should note that if the abelian variety A is absolutely
simple then the lemma is a trivial corollary of Theorem 1. The difficulty
lies in showing the result for a simple, but not absolutely simple, abelian
variety.
Proof. We shall give a proof by contradiction. Let A be a simple abelian
variety which is not absolutely simple. Assume that there exists an al-
gebraic vector b and a K-rational point γ such that log γ lies in the
one-dimensional Kv-linear space spanned by b. Then Theorem 1 im-
plies that there exists an algebraic subgroup B defined over some finite
Galois extension L, such that γ ∈ B(L) and such that tB is a subspace
of the L-linear space spanned by b. Let B0 be the connected component
at identity of this group, and let γ0 be a multiple of γ, which lies in
B0. The group B is one-dimensional, therefore B0 is an elliptic curve.
We will show that B0 is defined over K and thus derive a contradiction
with the assumption that A is simple.
The idea of the following was suggested to me by Brendan Creutz.
Let σ ∈ Gal(L/K). The set of points {γn0 : n ∈ Z} is infinite, therefore it
is Zariski dense in B0. The Galois automorphism induces a morphism
σ : AL → AL. This morphism is both open and continuous in the
Zariski topology. It fixes the points γn0 , for all n ∈ Z, therefore it fixes
their Zariski closure. But the closure of the set {γn0 : n ∈ Z} is the curve
B0, therefore the morphism σ fixes B0. Since this is true for every Galois
automorphism in Gal(L/K), we have that B0 is defined over K. 
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Let C be a smooth curve defined over K. We assume that C has
at least one K-rational point P . Then we have an embedding defined
over K
ϕP : C −→ J
into the Jacobian J/K of C such that ϕP (P ) = e, where e ∈ J(K) is
the identity element. Let A/K be a simple abelian variety, and let
i : C −→ A
be a smooth non-constant morphism defined over K which factors
through ϕP . (Since A is simple this implies that the implied map J → A
is surjective.)
For any field extension L of K, let Ω1(L) denote the sheaf of alge-
braic 1-forms with coefficients in L on a variety. The general theory of
abelian varieties allows us to identify the cotangent space at the iden-
tity t∗A ⊗ L with the space of global 1-forms Γ(A,Ω1(L)). We shall use
that identification without further mention.
Theorem 3. Assume that W := spanKv logA(K) is a 1-dimensional
Kv-vector space. Then for every point Q ∈ C(Kalgv ) there exists a 1-
form w ∈ W⊥ ⊂ Γ(A,Ω1(Kv)) such that i∗(w)(Q) 6= 0.
In other words, the image of the curve C under the map i is transver-
sal to the v-adic closure of A(K) at every intersection point which is
algebraic. The theorem, however, does not say anything for any possible
transcendental intersection points.
Proof. Without loss of generality we can assume that Q ∈ C(K) (oth-
erwise we replace K by a finite extension whose v-adic completion
is still Kv). Let tC,Q denote the tangent space at Q, which is a 1-
dimensional K-vector space. We have a map i∗ : tC,Q → tA,i(Q), where,
similarly, tA,i(Q) is the tangent space at i(Q). Composing this map with
the differential of the translation map we get a K-linear homomor-
phism φ : tC,Q → tA. Note that, since i is smooth, the map φ is an
injection. Let V := φ(tC,Q). Let γ ∈ A(K) be a point of infinite order.
Since A is simple, Lemma 2 implies that log γ 6∈ V ⊗K Kv, therefore
the spaces V ⊗K Kv and W are linearly independent over Kv. Hence
there exists a global 1-form w ∈ Γ(A,Ω1(Kv)) which does not vanish
on V and such that w(W ) = 0. It is easily seen that any such form w
satisfies i∗(w)(Q) 6= 0. 
3.1. The modified Bruin-Stoll algorithm. Let C/Q be a smooth
curve of genus at least two. We assume that C has a rational point
P which defines the embedding ϕP : C → J into the Jacobian of
C. We also assume that its Jacobian is simple, and that the group
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J(Q) has rank 1. We pick a prime p such that the map ϕP can be ex-
tended to a smooth morphism between smooth and proper Zp-schemes
ΦP : C → J , where CQp := C ×Q SpecQp and JQp := J ×Q SpecQp are
the generic fibres of C and J respectively.
Let Q ∈ C(Q). Then, according to Theorem 3, there exists a global
p-adic 1-form w ∈ Γ(C,Ω1(Qp)), such that its corresponding 1-form
ϕ∗−1P w on JQp annihilates log J(Q). We fix one such form. Let t be a
local parameter on P which gives a local parameter t¯ on the reduction
of C as well. Then one has the expansion w = (a0 +a1t+ . . . )dt, where
one can assume that ai ∈ Zp. We define v(w) := v(a0). This definition
does not depend on the choice of the local parameter.
Let J1(Qp) be the kernel of the reduction map J(Qp)→ J(Fp), and
let Jn+1(Qp) := pnJ1(Qp), where we consider J1(Qp) as a formal group.
We have maps ϕnP : C(Qp)→ J(Qp)/Jn(Qp) defined in the obvious way.
Then we have
Proposition 4. If p ≥ 3 and n ≥ v(w)+1, then the preimage of ϕnP (Q)
contains a single rational point.
Proof. The proof is a slight modification of the proof of Proposition 6.3
in [9]. Let r1, . . . , rg be local parameters of J at ϕP (Q) such that their
reduction gives local parameters on the special fiber of J . Then there
exists an index i such that ϕ∗P ri and its reduction give local parameters
on C and C × SpecFp respectively. Without loss of generality we can
assume that i = 1. Then one has the representation
w = (a0 + a1r1 + · · · )dr1.
Since the residue class of ϕnP (Q) consists precisely of the points for
which max{|r1|, . . . , |rg|} ≤ p−n, we have that |r1| ≤ p−n for all points
in the preimage of ϕnP (Q). Let r := p
−nr1.
Then, the logarithm corresponding to w is given by
λw(r) = a0p
nr +
a1p
2n
2
r2 + · · ·+ amp
n(m+1)
m+ 1
rm+1 + · · ·
According to the Chabauty theory (see [9] for details) we know that
all the rational points lying in the preimage of ϕnP (Q) correspond to
zeros of λw(r) for |r| ≤ 1. It is clear that if v(ampn(m+1)m+1 ) > v(pna0) for
all m ≥ 1, then this function will have a single solution r = 0. One can
easily check that for p ≥ 3 and n ≥ v(a0) + 1 this is precisely the case.
This proves the proposition. 
The Mordell-Weil Sieve involves constructing a certain finite abelian
group G together with a subset XG ⊂ G and a group homomorphism
ψ : J(Q)→ G such that ϕP (C(Q)) ⊆ ψ−1(XG). It is expected that one
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can construct G in such a way so that the last relation becomes an
equality of sets (see [4] for details). In practice one picks a number
N which kills all elements in G, and only considers the quotient map
ψN : J(Q)/NJ(Q) → G. Then we have the following algorithm for
finding the rational points on C:
(1) Fix a prime of smooth reduction p ≥ 3, and compute Gp :=
J(Fp), as well as Xp := ϕP (C(Fp)). Compute G and XG us-
ing the Mordell-Weil Sieve and pick N to be a multiple of the
exponent of Gp ×G.
(2) Find all the residue classes of J(Q)/NJ(Q) which map into
Xp×XG ⊂ Gp×G. If there are no such classes then terminate.
(3) For each of the residue classes we have found in Step 2, find
the representative with smallest canonical height in J(Q) and
check if it comes from a rational point on the curve. Let A be
the set of all rational points which we have found in this way.
(4) For each rational point Q ∈ A, find a global analytic 1-form
wQ which does not vanish on Q but such that ϕ
∗−1
P w vanishes
on J(Q). Compute vQ := v(wQ). Let n be the maximum of all
such vQs.
(5) Set Gp := J(Qp)/Jn(Qp), Xp := ϕnP (C(Qp)) \ ϕnP (A). Fix a
new choice for G, XG and N such that N is a multiple of the
exponent of Gp ×G.
(6) Go to Step 2.
Proposition 4 guarantees that the only rational points of C mapped
to ϕnP (A) are those coming from A, which implies that if the algorithm
terminates, then the union of all sets A which we find in Step 3 will
be equal to C(Q). This algorithm is in practice equivalent to the one
given by Bruin and Stoll. Theorem 3, however, guarantees that one can
always perform Step 4, hence the termination of the algorithm depends
only on Stoll’s Main Conjecture.
4. Reduction to the semistable case
We are going to prove Theorem 1 by reducing it to a special case.
We will need the following definition. Let G be a commutative alge-
braic group of dimension n defined over Q, and let V ⊆ tG be a d-
dimensional Q-linear subspace (we allow d = n). We set τ(G, V ) :=
d/n, if dimG ≥ 1, and τ(G, V ) := 1, otherwise. The pair (G, V ) is
called semistable, if for all proper quotients pi : G→ G′ we have
τ(G, V ) ≤ τ(G′, V ′),
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where V ′ = pi∗(V ). Since τ(G′, V ′) can take only finitely many possible
values, it follows that every pair (G, V ) has a semistable quotient. It
is also easy to see that if τ(G, V ) = 0 or τ(G, V ) = 1, then the pair
(G, V ) is semistable.
The following statement is a special case of Theorem 1.
Theorem 5. Let V be a proper linear subspace of tG, such that (G, V )
is semistable. Then log γ /∈ V ⊗QM for any algebraic non-torsion point
γ ∈ G(M)∗.
Lemma 6. Theorem 5 implies Theorem 1.
Proof. Let G be a commutative algebraic group and let V be a linear
subspace of tG. We proceed by induction on dimG.
If the pair (G, V ) is semistable, then Theorem 5 together with the
remark in Section 2 trivially imply Theorem 1. In particular, Theorem 1
is true whenever dimG ≤ 1.
Assume (G, V ) is not semistable and that Theorem 1 is true for all
commutative algebraic groups with dimension less than dimG. Let γ ∈
G(M)∗ be an algebraic point such that log γ ∈ V ⊗M . Let pi : G→ G′
be a quotient to a semistable pair (G′, V ′), where V ′ = pi∗(V ). Then
1 > τ(G, V ) > τ(G′, V ′),
hence dimG′ > dimV ′ and V ′ is a proper linear subspace of tG. Theo-
rem 5 implies that the only algebraic points inG′(M)∗, whose logarithm
lies in V ′⊗M , are the torsion points. On the other hand pi(γ) ∈ G′(M)∗,
since pi is continuous. The commutativity of the diagram
G(M)∗ pi //
log

G′(M)∗
log

tG ⊗M pi∗ // tG′ ⊗M
implies that log pi(γ) ∈ V ′ ⊗M , therefore, by the inductive hypothesis
pi(γ) is a torsion point. Let k be the order of pi(γ), and let γ′ = kγ. Then
γ′ ∈ H(M), where H := ker pi. If tH ⊆ V , then we pick the algebraic
group B consisiting of the points B(Q) = {θ ∈ G(Q) : θk ∈ H(Q)}.
Clearly γ ∈ B(Q) and tB = tH ⊆ V , hence Theorem 1 is true. If on the
other hand tH 6⊆ V , then, using the inductive hypothesis, we can apply
Theorem 1 to H, γ′ and the space tH ∩V . Since log γ′ ∈ (tH ∩V )⊗M ,
there exists an algebraic subgroup B1 of H, such that tB1 ⊆ tH∩V ⊆ V
and γ′ ∈ B1(Q). We then pick B such that B(Q) = {θ ∈ G(Q) : θk ∈
B1(Q)}. This group satisfies the properties prescribed in Theorem 1.
This concludes the proof. 
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5. Preliminaries
In this section we introduce some notation and standard results
which are going to be needed for the proof of Theorem 5.
We shall prove Theorem 5 by contradiction. We assume that there
exist a linear subspace V ( tG and an algebraic non-torsion point
γ ∈ G(M)∗ such that the pair (G, V ) is semistable and log γ ∈ V ⊗M .
We will denote n = dimG, d = dimV . Let Γ be the group generated
by γ in G(M).
We fix an embedding φ : G → PN of G into an N -dimensional pro-
jective space such that φ(Γ)∩{XN = 0} = ∅. (We will use X0, . . . , XN
to denote the coordinates in PN .) We can always choose such an em-
bedding. Indeed, let ψ : G→ PN be an arbitrary embedding. Then the
composition of ψ with a projective automorphism which sends some
hyperplane defined over a sufficiently large extension of the field of
definition of Γ to the hyperplane {XN = 0} will give us the desired
morphism φ.
We shall identify G with φ(G). We denote U¯ := G¯ ∩ {XN 6= 0}, and
U := U¯ ∩G. Here G¯ is the Zariski closure of G in PN . The restriction
morphism OG¯(U¯) → OG¯(U) = OG(U) is an injection. Therefore we
shall identify OG¯(U¯) with a subset of OG(U).
The proof of the following lemma is given in [11, Section 2]
Lemma 7. There exists a Zariski open set U ′ ⊂ G×G such that Γ×Γ ⊂
U ′ and such that the group law is represented on U ′ by a single set of
bi-homogeneous polynomials E0, . . . , EN ∈ Q[X0, . . . , XN , X ′0, . . . , X ′N ]
of bi-degree b, whose coefficients are algebraic integers.
We fix such a set of polynomials and denote E := (E0 : · · · : EN).
Remark. One can show that for an appropriate embedding φ the group
operation can be given by bi-homogenous polynomials of bi-degree 2.
However, since our results are not effective, we are not going to need
this fact.
From now on we shall assume that G, V , γ and E are defined over
a fixed number field K with a fixed embedding into Q. We will abuse
notation by denoting the tangent space at e of G again by tG. It is now
a n-dimensional K-linear space. The embedding K ↪→ Q ↪→ M gives
rise to a non-archimedean valuation v on K. Let Kv be the completion
of K with respect to that valuation. Then log γ ∈ tGKv = tG ⊗K Kv.
We take the height of a point in PN(Q) to be its projective height.
This means that if α ∈ PN(L) for some number field L, α = (α0, . . . , αN),
then
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h(α) :=
∑
w∈ML
log(max
i
|αi|w),
where the sum runs over the set ML consisting of all places of L. Here
we define |x|w := |NLw/Qw′ (x)|1/[L:Q]w′ , where w′ is the unique place of
Q such that w′|w. The height h(P ) of a homogenous polynomial P
of degree D is the height of its coefficients taken as a point in PA(Q),
where A =
(
N+D
N
)−1. The following lemma is proved in [8, Proposition
5]:
Lemma 8. Let α1, . . . , αk ∈ G(K). Then there exist constants c1, c2
such that
h(αn11 . . . α
nk
k ) ≤ c1 + c2(
∑
i
|ni|)2, for all (ni) ∈ Zk.
6. Differentiation
We fix a basis ∂1, . . . ∂n of tG. It is a standard fact in the theory of
group varieties that for every ∂ ∈ tG there exists a unique translation
invariant derivation D(∂). This means that we have a morphism of
sheaves of K-linear spaces D(∂) : OG → OG such that if U is a Zariski-
open subset of G, f, g ∈ OG(U), α ∈ U(Q) and c ∈ K then
(1) D(∂)c = 0;
(2) D(∂)fg = fD(∂)g + gD(∂)f ;
(3) D(∂)f(α) = D(∂)(f ◦ Tα)(e) = ∂(f ◦ Tα),
where Tα(β) := αβ is the translation-by-α morphism. Since G is com-
mutative, we also have
(4) D(∂)D(∂′)f = D(∂′)D(∂)f
for any two vectors ∂, ∂′ ∈ tG. From now on we shall use the same
notation for a vector in tG and for its corresponding derivation. For
any linear space W ⊆ tG, K[W ] will denote the ring of differential
operators with coefficients in K generated by derivations in W .
Let ∆1, . . . ,∆d be a basis of V . We denote
D(∞) := {∆ ∈ K[V ] : ∆ = ∆t11 . . .∆tdd , ti ≥ 0}.
For any differential operator ∆ ∈ D(∞), ∆ = ∆t11 . . .∆tdd , we denote
|∆| := t1 + · · ·+ td. For any non-negative integer T we set
D(T ) := {∆: |∆| ≤ T}.
Despite the notation, the sets D(∞) and D(T ) depend on the choice
of basis of V . We shall later fix a convenient basis to work with.
Let α ∈ G(K) and let P ∈ K[X0, . . . , XN ] be a homogenous polyno-
mial of degree D. Assume that Q is another such polynomial with the
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same degree and such that Q(α) 6= 0. We define the order of P along
V at the point α to be the smallest number t such that there exists
∆ ∈ D(t) with
∆
P
Q
(α) 6= 0
We denote the order by ordV,α P . One can check that this definition
depends neither on Q, nor on the choice of basis for V .
Let P be a homogenous polynomial of degree D and let ∆ ∈ K[V ].
Then P◦E(X0,...,XN ,Y0,...,YN )
Y bDN
, when considered as a function of Y, induces
a rational function f(X0, . . . , XN) ∈ OG(U). We define
P∆(X0, . . . , XN) := (∆f(X0, . . . , XN))(e)
Then P∆ is a homogenous polynomial of degree bD and it is not difficult
to show that ordV,α P∆ ≥ ordV,α P − |∆|. This allows us to study the
multiplicity of P at a point using the polynomials P∆.
If P is any polynomial we write |P |v for the maximum of the absolute
values of its coefficients. We shall later need an estimate of |P∆|v in
terms of |P |v. We are going to show next that after an appropriate
choice of basis for V such an estimate becomes trivial. More precisely,
let us call a basis ∆1, . . . ,∆d ∈ V , nice, if the following property holds:
For any homogenous polynomial P with |P |v ≤ 1 and any ∆ ∈ D(∞)
one has |P∆|v ≤ 1.
Lemma 9. The linear space V has a nice basis.
Proof. Let ∆′1, . . . ,∆
′
d be any basis of V . The K-algebra OG(U) is
finitely generated. Pick a set of generators f1, . . . , fk ∈ OG(U) which
contains the functions Xi
XN
for all i = 0, . . . , N − 1 and such that
|fj(e)|v ≤ 1 for all j = 1, . . . , k. Then there exist polynomials F ′ij ∈
K[T1, . . . , Tk] such that ∆
′
ifj = F
′
ij(f1, . . . , fk). Pick ∆i = ci∆
′
i where
ci is any non-zero integer such that |ciF ′ij|v ≤ 1 for all j. We are going
to show that this basis has the required property.
Let F ∈ K[T1 . . . , Tk] be such, that |F |v ≤ 1. It is then easy to show
that |∆F (f1, . . . , fk)(e)|v ≤ 1 for any choice of ∆ = ∆t11 · · ·∆tdd .
Let now P be a homogenous polynomial of degree D. Then we have
the representation
f(X0, . . . , XN) :=
P ◦ E(X0, . . . , XN , Y0, . . . , YN)
Y bDN
=
∑
J
AJX
J0
0 . . . X
JN
N ,
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where AJ ∈ OG(U). Since the coefficients of E are algebraic inte-
gers and |P |v ≤ 1, it follows that f , when considered as a poly-
nomial in X0, . . . , XN ,
Y0
YN
, . . . , YN−1
YN
, has |f |v ≤ 1. Hence, since the
functions Yi/YN lie in the set {f1, . . . , fk}, one has a representation
AJ =
∑
I A
I
Jf
I1
1 . . . f
Ik
k , where A
I
J ∈ K, |AIJ |v ≤ 1. By the observa-
tion in the previous paragraph it follows that |∆AJ(e)|v ≤ 1 for all
∆ ∈ D(∞). Since
P∆(X0, . . . , XN) =
∑
J
∆AJ(e)X
J0
0 . . . X
JN
N ,
one concludes that |P∆|v ≤ 1 for all ∆ ∈ D(∞). 
From now on we fix a nice basis ∆1, . . . ,∆d of V .
In order to complete the proof of Theorem 5 we will need to apply a
multiplicity estimate. We state here one estimate, given in [2]:
Theorem 10. Let (G, V ) be a semistable pair and let γ ∈ G(M).
We fix an embedding of G into projective space, and a Zariski open
subset U as in Section 5. Let γ0 ∈ Γ. We fix a basis ∆1, . . . ,∆d of V .
There exists an effectively computable constant c > 0 with the following
property. Let S0, T0 and D0 be non-negative integers such that
S0T
d
0 > cD
n
0 .
Assume in addition that there exists a homogenous polynomial P of
degree D0, which does not vanish identically on G and such that
P
∆
t1
1 ...∆
td
d
(γs0) = 0
for all 0 ≤ s ≤ S0 and all non-negative integers t1, . . . , td with
0 ≤ t1 + · · ·+ td ≤ T0. Then γ0 is a torsion point.
One could also use the more general Philippon multiplicity estimate
[7] of which the previous theorem is an easy consequence (See Chapter
11, Corollary 4.2 in [6]).
7. Proof of Theorem 5
There exists a system of v-adic open neighbourhoods of e in G(Kv)
consisting of subgroups of G(Kv). Hence there exists an open (and
closed) subgroup W0 ⊂ U(Kv)∩{α ∈ PN(Kv) : | XiXN (α)|v ≤ 1 for all i =
0, . . . , N − 1} where the logarithm is a local isomorphism. Since γ ∈
G(Kv)
∗, there exists k ∈ N such that γk ∈ W0. Since log γ = 1k log(γk),
in order to prove Theorem 5 one only needs to show that log(γk) 6∈ V ⊗
Kv. Therefore, without loss of generality, we can assume that γ ∈ W0.
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Let D, T , S, l be nonnegative integers. Since our result is not effective
we do not need to keep track of all the constants appearing in our
estimates. Therefore, in order to simplify notation, we will use the letter
c to denote a sufficiently large positive number, which can change from
line to line, and which does not depend on D, T , S and l. Let γ1 := γ
p,
where p is the prime which is extended by v, and let γ′ = γl1. We denote
the group generated by γ′ by Γ′, and we also set Γ′(S) := {γ′s : 0 ≤
s ≤ S}.
The main steps of the proof are contained in the following three
propositions. We defer the proofs of those propositions to the next
section.
Proposition 11 (Auxiliary polynomial). Assume that the following
inequality holds
(1) Dn ≥ 2n(degK)(T + n)d(S + 1)
Then there exists a homogeneous polynomial P with integer coefficients
and degree D, which does not vanish on G, such that for all ∆ ∈ D(T/2)
and all α ∈ Γ′(S) we have
(a). ordV,α P∆ ≥ T/2,
(b). h(P∆) ≤ c(D + T ) log(D + T ) + cD(lS)2.
To any polynomial P satisfying the conditions given in the propo-
sition and any ∆ ∈ D(∞) we associate a function f∆ = P∆c∆XbDN , where
c∆ ∈ K is any coefficient of P∆ such that |P∆|v = |c∆|v.
Lemma 12. The functions f∆ have the following properties:
(a). |f∆(α)|v ≤ 1 whenever |Xi(α)/XN(α)|v ≤ 1 for all i;
(b). If XN(α) 6= 0, then h(f∆(α)) ≤ log
(
N+bD
N
)
+ h(P∆) + bDh(α).
Proof. Part (a) is trivial. Part (b) is easily shown using elementary
height estimates. 
Proposition 13 (Upper bound). Let ∆ ∈ D(T/2), let 0 ≤ s ≤ lS,
and let P be the polynomial in Proposition 11. Then
log|f∆(γs1)|v ≤ −cST
Proposition 14 (Lower bound). Let ∆ ∈ D(T/2), let 0 ≤ s ≤ lS and
let P be the polynomial in Proposition 11. Then either P∆(γ
s
1) = 0, or
log|f∆(γs1)|v ≥ −c(lS)2D − c(D + T ) log(D + T ).
Proof of Theorem 5. Choose l = S
3
2 , T = S5n+2, D = b(S5nd+2d+2)1/nc.
Then we can pick S large enough so that the inequality (1) is satisfied.
Choose a polynomial P with the properties given in Proposition 11.
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Let ∆ ∈ D(T/2), 0 ≤ s ≤ lS. Then, according to Proposition 13, for S
large enough we have
(2) log|f∆(γs1)|v ≤ −cST ≤ −cS5n+3
On the other hand Proposition 14 implies that either P∆(γ
s
1) = 0 or
that
− log|f∆(γs1)|v ≤ c(lS)2D + c(D + T ) log(D + T )
≤ cS5+5d+ 2d+2n + c(S5d+ 2d+2n + S5n+2) logS
At this point we use the assumption that the linear space V is a proper
subspace of tG. This means that d ≤ n− 1, hence we get the estimate
− log|f∆(γs1)|v ≤ cS5n+2 + c(S5n−2 + S5n+2) logS
≤ cS5n+2.5(3)
However, if S is large enough, the estimates (2) and (3) cannot simul-
taneously be satisfied, hence P∆(γ
s
1) = 0 for all non-negative s ≤ lS
and all ∆ ∈ D(T/2).
Finally we apply Theorem 10 where we set S0 := lS, T0 := T/2,
D0 := D and γ0 := γ1. Since (lS)T
d ∼ DnS 12 , if we apply the theorem
for large enough S we get that γ1 is a torsion point. This, however, con-
tradicts the assumption that γ is a non-torsion point, which completes
the proof of the theorem. 
8. Proofs of the main propositions
8.1. The auxiliary polynomial. We are only going to give a sketch
of the proof of Proposition 11. It is very similar to the proof of Lemma
4.1 in [11], the only difference being that the heights of the points in
Γ′(S) are bounded above by c(lS)2 instead of cS2. Condition (1) of
the proposition is implied by having P∆(γ
′s) = 0 for all ∆ ∈ D(T )
and all s, 0 ≤ s ≤ S. Each of those equations is a linear equation
for the coefficients of P and there are roughly ST d such equations.
The space of polynomials of degree D modulo polynomials vanishing
on G has dimension roughly Dn. Therefore if Dn ≥ cST d there exists
a polynomial satisfying Condition (1). Siegel’s Lemma tells us that
we can pick the polynomial to have integer coefficients and a certain
upper bound of the height, determined by the height of the system
of linear equations. A not very difficult (but long) computation shows
that the height of the coefficients of each equation is bounded above by
c(D+T ) log(D+T )+h(γ′s). Using Lemma 8 we see that the second term
is bounded above by c(lS)2. Applying Siegel’s Lemma one shows the
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existence of a polynomial P with small height which satisfies Condition
(1). It is then not difficult to show that condition (2) is also satisfied.
8.2. The upper bound. Let f be a v-adic analytic function of one
variable. We will use the notation
‖f‖r := max|z|v≤r |f(z)|v.
We shall call a power series f(z) =
∑∞
n=1 anz
n normal, if
(1) limn→∞|an|v = 0, and
(2) |an|v ≤ 1.
Those condtions are equivalent to
(1) f(z) is defined and analytic on |z|v ≤ 1.
(2) ‖f‖1 ≤ 1.
The following theorem is due to Mahler [1, Appendix, Theorem 14]:
Theorem 15. Let f(z) be a normal function which has zeros at
x1, . . . , xn ∈ Kv of multiplicities d1, . . . , dn respectively. Assume |xi|v ≤
r, where 0 < r < 1, and let d = d1 + · · ·+ dn. Then given any x ∈ Kv
such that |x|v ≤ r and any k = 0, 1, 2, . . . we have
|f (k)(x)|v ≤ rd−k
Proof of Proposition 13. Let w := log γ, and let φ(z) := f∆(exp(zw)).
(Here exp is the inverse of restriction of the the logarithm function
to W0.) Since γ ∈ W0 we have that φ is defined and analytic for all
|z|v ≤ 1. For any α ∈ W0, since
∣∣∣ XiXN (α)∣∣∣v ≤ 1 for all i, Lemma 12(a)
implies that |f∆(α)|v ≤ 1. We conclude that ‖φ‖1 ≤ 1, hence φ is
normal.
By Proposition 11 (1), it follows that the order of φ at points
0, pl, 2pl, . . . , plS is at least T/2. Let r = |p|v. Then, since 0 < r < 1
and |spl|v ≤ r, applying Theorem 15 we conclude that for any integer
s we have
|f∆(γs1)|v = |φ(ps)|v ≤ rST/2.
Taking logarithms we obtain the desired result. 
8.3. The lower bound.
Proof of Proposition 14. We are going to prove this proposition by means
of Liouville’s inequality [5, Lemma D.3.3]. Assume that P∆(γ
s
1) 6= 0.
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Using Propositon 11, Lemma 12(b) and Lemma 8 we estimate
h(f∆(γ
s
1)) ≤ bDh(γs1) + h(P∆) + log
(
N + bD
N
)
≤ cs2D + c(D + T ) log(D + T ) + cD(lS)2 + c logD
≤ c(lS)2D + c(D + T ) log(D + T )
Since we have assumed that P∆(γ
s
1) 6= 0, Liouville’s inequality implies
that
[Kv : Qp] log|f∆(γs1)|v ≥ −[K : Q]h(f∆(γs1))
Combining this inequality with the previous estimate proves the asser-
tion. 
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