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Abstract
Traditional linear mixed effects models assume the distributions of the random effects and errors follow
normal distribution with mean zero and homoscedastic variance σ2. This thesis presents a new nonpara-
metric testing approach for normality for the random effects distribution based on the piecewise linear in-
terpolate of the log characteristic function along the grid when the number of replications is low. The ideas
behind this approach were presented first by Meintanis and Portnoy (2011). The best initial grid and grid
length were found, and empirical powers from the presented approach were compared with the empirical
powers from Kolmogorov-Smirnov test under two venues, the first one assuming the variance of the random
errors distribution is less than the variance of the random effects distribution and the second one assuming
the contrary. The method was proven to be
√
n consistent. Real data set from the Modification of Diet
in Renal Disease Trial (MDRD) Study A — a longitudinal study — was used to test for normality of the
random effects and errors distributions, and further, from the empirical characteristic function of the random
effects and errors, the empirical density functions were estimated through the deconvolution of the empirical
characteristic functions.
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Chapter 1
Introduction
Mixed effects models (MEMs) are models with three components, the parameters associated with an
entire population called fixed effects, the random effects linked with individual subjects drawn at random
from a given population and measure overs a period of time t, and finally, the measurement errors also
called random errors. MEMs are frequently used to evaluate the subject/group-specific effect, also called
the random effect over the period of time under investigation. The recent increase of repeated measures data
in various areas of research has made its modeling an exciting topic. Because of its popularity, its use has
expanded to almost all areas of statistical application as diverse as biomedical, econometric (panel data),
manufacturing, social science, agriculture, education testing, psychology and more.
Traditionally, linear mixed effects models (LMEMs) have the form:

Yij = X
T
ijβ + µi + εij i = 1, 2, 3, ...I , j = 1, 2, 3, ...J
µi ∼ IIDN(0, σ2µ)
εij ∼ IIDN(0, σ2ε)
(1.1)
where
Yij is the response variable;
Xij is the vector of (p+ 1) fixed effects coefficients for the ith subject and jth measurement;
β is the vector of (p+ 1) fixed effects parameters;
µi is the random effect of the ith subject/group. The random effects are assumed to follow an Indepen-
dent Identical Normal Distribution (IIND) with mean 0 and variance σ2µ, and σ
2
µ denotes the between-
subject/group variance;
εij is the random error of the ith subject/group for the jth measurement; the error terms (random errors)
also are assumed to follow an IIND with mean 0 and variance σ2ε , and σ
2
ε denotes the within subject/group
1
variance.
The assumption of normality makes the computational part of estimating the MEMs less challenging
and more convenient. Proponents of the status quo of normality of random effects and errors have defended,
under the umbrella of Central Limit Theorem (CLT), the assumption of normality even in the case where
the true distributions deviate moderately or flagrantly from normality. They argued that, based on CLT,
the sum of any nonnormal distribution is asymptotically normal. Nonetheless, there is extensive literature
on linear mixed effects models (LMEM) with nonnormal random effects distribution. Lange and Ryan
(1989) gave three examples of mixed effects models with nonnormal random effects. Greene (2001) found
in the modification of diet in renal disease (MDRD) analysis that the distribution of the random effects
that characterizes the rate of disease progression has a long left tail, a finding that was corroborated a year
later by Ishwaran and Takahara (2002). Therefore, concerns have often arisen disputing different aspects
relative to fitting linear mixed effect models (LMEMs) when the true distributions of the random effects
µi and errors εij deviate from normality. These concerns have questioned the adequacy and validity of the
model given the data (lack-of-fit tests), robustness, efficiency and consistency of the estimates. Previous
research answered some key concerns relative to the LMEMs modeling when the true distributions of the
random effects and random errors deviate from normality. Beal and Sheiner (1988) and Verbeke and Lesaffre
(1997), as cited by Zhang et al. (2008), have pointed out that the widespread use of normal LMMs (linear
mixed model) is, in part, motivated by the fact that, under general regularity conditions, estimates of the
fixed and variance components obtained under a normal linear mixed model (LMM) remain consistent and
asymptotically normal, even if the assumption of normality is violated. Jacqmin-Gadda et al. (2007), have
argued that the inference on fixed effects from a linear mixed effects model assuming independent gaussian
errors with homogeneous variance was not impaired when the true errors distribution is either non-gaussian
or heteroscedastic. Agresti et al. (2004) studied the impact of mispecification of random effects distribution
and concluded that severe mispecification of the random effects distribution not only affects the quality
of prediction of characteristics involving random effects but also affects the inference on the fixed effects.
Both Jacqmin-Gadda et al. (2007), and Agresti et al. (2004) have agreed that when the random effects
estimates are of interest, the distribution assumption for the errors must be checked carefully. Zhang et al.
(2008) pointed out that the deviations from normality can adversely affect the efficiency of estimates of fixed
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effects and also may adversely affect the estimation of subject-specific random effects if a normal LMM is
assumed.
Other researchers addressed testing of normality of the random effects and errors distributions for linear
mixed effects model. Jiang (2001) proposed a Pearson χ2-type test of normality of random effects and errors
by partitioning the range of response values into disjoint intervals, although the test statistic does not follow
the χ2 distribution. Inspired by the work of Eubank and Hart (1992), who introduced the order selection
tests to investigate the fit of a regression mean function, and Hart and Can˜ette (2011), who proposed the use
of minimum distance method to obtain nonparametric estimates of the distribution of components in random
effects models, Claeskens and Hart (2009) have proposed two methods to test for normality of the random
effects. The first method uses the order selection goodness-of-fit test based on the work of Eubank and
Hart. The second method is based on the minimum distance method and uses the characteristic function.
The minimum distance method was first introduced by Worfowitz (1957) before being exploited by Hart
and Can˜ette to fit the distribution function of the random errors. Meintanis and Portnoy (2011) proposed
two nonparametric goodness-of-fit tests for normality based on the L2-type distance between the empirical
characteristic function (ECF) of the random errors and the normal characteristic function (CF).
This thesis aims to further the work of Meintanis and Portnoy (2011), who, exploiting the additive prop-
erty of the linear mixed effects models, and given the multiplicative property of the characteristic function
and the intrinsic additivity inherent to the log of the characteristic function, proposed two nonparametric
goodness-of-fit tests of normality of the random errors based on empirical estimates of characteristic func-
tions. The two tests are based on L2-type distance between the theoretical characteristic function and the
empirical characteristic function. The first model is suitable for large J and computes a straightforward em-
pirical estimate of the characteristic function of the random errors, while the second is more convenient for
moderate and small number of replications J and computes the characteristic function recursively through
the linear interpolate of the log characteristic function along a grid. Yu (2004) pointed out that fitting a
model via empirical characteristic function has the advantage of avoiding difficulties inherent to calculating
or maximizing the likelihood function, as the characteristic function is always bounded and has a tractable
expression. Hall and Yao (2003) used a method based on characteristic function to estimate the distributions
of the random effects and random errors when the number of replications is as low as two, and they have
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shown that those estimates are
√
n-consistent.
L2-type hypothesis tests based on characteristic functions also had been proposed earlier by Epps and
Pulley (1983), who introduced the L2-type test based on the weighted integral of the square modulus of the
difference between the characteristic function of the sample and of the normal distribution. Hall and Welsh
(1983) also proposed an L2-type distance test based on the characteristic function. Epps (2005) proposed the
new version of the L2-type weighted test based on empirical characteristic function, which uses as weight
function for each location-scale family the squared of the modulus of the standard normal characteristic
function. In this thesis we will focus our interest on the second approach proposed by Meintanis and Portnoy
(2011), which is an L2-type distance test based on the novel way of computing the empirical characteristic
function through the piecewise linear interpolate of the log characteristic function of the random errors
defined along the grid of uniform intervals of mesh τ of length κ. This approach is especially appropriate
when the number of replications is low, say less than five. Our main focus is to develop an analogous test for
the distribution of the random effects. Specifically, we propose a test also defined by an empirical piecewise
log characteristic function estimate defined along the grid of mesh (τ) and grid length (κ), and we will
investigate the behavior of the test when the distribution of the random errors deviates from the general and
widespread assumption of normality. Our work differs from the Meintanis and Portnoy (2011) in the sense
that we will use not only the approach to test for nonnormality of the random effects, but we also will try to
find the optimal initial mesh and grid length (τ0, κ0) for the test.
As emphasized above, we are interested in detecting the efficient pair of (τ0, κ0) that leads to higher
empirical powers over a range of alternatives for the distribution of the random effects. The test is based
on the nonparametric approach using a piecewise linear interpolate of the log characteristic function defined
along the grid of mesh τ and grid length κ.
We will test the following hypothesis:
H0 : µi ∼ N(0, σ2µ) and εij ∼ N(0, σ2ε) vs HA : µi arbitrary and εij ∼ N(0, σ2ε).
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The L2-type distance test statistic Tn is of form:
Tn ≡
∫
| φˆ(t)− φ0(t) |2dt, (1.2)
where φˆ(t) is the empirical characteristic function of the random effects and φ0(t) is the standard normal
characteristic function.
We also would like to check on the robustness of the test to variation in the distribution of the random errors;
that is, we also consider:
H0 : µi ∼ N(0, σ2µ) and εij  N(0, σ2ε) vs HA : µi arbitrary and εij  N(0, σ2ε).
Using the result obtained from the first step, the optimal pair (τ0, κ0), and driven by the intuition that the
test statistic may perform differently given the direction taken by the ratio σ
2
ε
σ2µ
(
σ2ε
σ2µ
< 1 and σ
2
ε
σ2µ
> 1
)
, we
were prompted to consider two settings when testing for the normality of the random effects. The first one
will assume that the variance of the random errors is less than the variance of the random effects (σ2ε < σ
2
µ),
and the second will take the opposite direction (σ2ε > σ
2
µ). In both settings, we will consider first a simple
model with only the random effects and errors and then another one with the three components present. To
investigate how well our test performs compared to one of the established well-known omnibus tests, the
popular Kolmogorov-Smirnov test will be used to compare the empirical powers of our method, under the
above two cases. To close our study, we will test a real data set provided by Dr. Gerald J. Beck of the
Cleveland Clinic Foundation; the data is a repeated measurement from the Modification of Diet in Renal
Disease (MDRD) Study A, thus the random effects and errors distributions will be tested, and we also will
estimate the density functions of both inverting the empirical characteristic function.
This thesis is structured as follows: after the Introduction, the nonparametric approach is presented in
Chapter 2. Section 2.1 presents the innovative concept of piecewise linear interpolate of the log character-
istic function along a grid’s approach to estimate the empirical characteristic function, and Section 2.2 gives
a brief overview of nonparametric statistics and robustness of a test. Chapter 3 introduces the simulation
experiment to analyze the behavior of the test over different values of (τ0, κ0) and find the efficient pair
(τ0, κ0). Section 3.1 presents the simulations results of the test over different values of (τ0, κ0) when the
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assumption of normality holds for the distribution of the random errors; Section 3.2 investigates the empiri-
cal powers of the test when the assumption of normality of the random errors distribution does not hold; and
Section 3.3 gives the summary for the best pair and presents the conclusion on the behavior of the empirical
powers when the distribution of the random errors is no longer normal. Chapter 4 shows the comparison of
the results of our test with the Kolmogorov-Smirnov test and investigates the performance of the two tests
[our test (LCF) and Kolmogorov-Smirnov (KS)] when the distribution of the random errors distribution is
no longer normal, this under two different venues, (σ2ε < σ
2
µ) and (σ
2
ε > σ
2
µ). While Section 4.1 presents
the Kolmogorov-Smirnov test, Section 4.2 presents the simulations and the results, and Section 4.3 gives
the conclusion. The test — when the fixed effect is present in the model — is given in Chapter 5;
Section 5.1 explains the simulations, Section 5.2 displays the results under the two venues, and Section 5.3
gives the conclusion. Chapter 6 presents the implementation of the test using the real data set from the
Modification of Diet in Renal Disease (MDRD) Study A and applying the inverse of the characteristic func-
tion, in which we estimate the density functions for the random effects and errors. Section 6.1 presents the
model with one fixed effect, Section 6.2 displays the model with two fixed effects, and Section 6.3 presents
the conclusion.
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Chapter 2
Piecewise Linear Interpolate of the Log
Characteristic Function along a Grid
In the traditional setting of the linear mixed effects models (LMEMs), the random effects and the random
errors are assumed to follow normal distributions with mean zero and variance σ2. In their paper, Meintanis
and Portnoy have proposed two methods to test for normality of the random errors. Both approaches are
based on the L2-type distance between the empirical and the theoretical characteristic functions. The first
approach, more appropriate for large J , computes the characteristic function straightforward. The second
approach uses an innovative way to compute the empirical characteristic function through the piecewise
linear interpolate of the log characteristic function along the grid of mesh τ and grid length κ and is more
convenient for repeated measurement models with small number of replications. Using the second approach
of Meintanis and Portnoy (2011), we will like to test for normality of the random effects distribution while
the assumption of normality holds and does not hold.
This chapter will present the second Meintanis and Portnoy (2011) approach and is structured so that
Section 2.1 presents the approach and Section 2.2 gives a brief overview of nonparametric statistics and
robustness.
2.1 Piecewise Linear Interpolation of the Log Characteristic Function
The proposed method is based on L2-type distance between the theoretical standard normal and the
empirical characteristic functions. L2-type distance-based methods have been proposed previously by Hall
and Welsh (1983), Epps and Pulley (1983) , Hall and Yao (2003) and Epps (2005). The method presented
in this paper is a nonparametric goodness-of-fit test for normality presented first by Meintanis and Portnoy
(2011), and it is based on L2-type distance between the empirical characteristic function and the theoretical
standard normal characteristic function.
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The test is of form Eq. (1.2);
T ≡
∫ ∣∣∣φˆ(t)− φ0(t)∣∣∣2dt,
where φ0(t) = e−
t2
2 is the standard normal characteristic function (CF), φˆ(t) = 1I
I∑
i=1
eιtµˆi is the empirical
characteristic function of the random effects, and ι =
√−1.
To implement the above goodness-of-fit test, we need to estimate the empirical characteristic function
of the random effects. Leaning on Meintanis and Portnoy (2011)’s work, we have followed the second
approach presented in their paper, which is based on the piecewise linear interpolate of the logarithm of the
characteristic function along the grid of uniform interval of mesh (τ). To achieve a good estimate of the
empirical characteristic function through the piecewise linear interpolate of the log characteristic function,
a mesh of suitable length is needed so that the piece of the log characteristic function will be nearly linear
within the mesh. The determination of the appropriate mesh for which the piece of the log characteristic
function is linear is very crucial to the approach. Because the length of the mesh is deeply associated with
the length of the grid, these two values are very important to the approach. One important advantage of
this approach is that exact inversion formulas are available when the log characteristic function is piecewise
linear along the grid.
Meintanis and Portnoy (2011) focused on the test for normality of the random errors distribution of the
linear mixed effects model, and we are interested in the test of normality for random effects distribution.
Given the linear mixed effects model, Eq. (1.1)

Yij = X
T
ijβ + µi + εij i = 1, 2, 3, ...I , j = 1, 2, 3, ...J
µi ∼ IID(0, σ2µ)
εij ∼ IID(0, σ2ε),
and capitalizing on the advantage of the additive form of the mixed effects models (MEM), we will esti-
mate the log characteristic function of both the response variable and the random errors distribution. From
these two estimates, we deduct by substraction the log characteristic function of the random effects, which,
through exponentiation, is the estimate of the empirical characteristic function of the random effects distri-
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bution. Then we will test for normality of the random effects.
From the property of the characteristic function and given that Yij is a random variable from a repeated
measurement, then from the Eq. (1.1),
Yij = X
T
ijβ + µi + εij i = 1, 2, 3, ...I, j = 1, 2, ..., J.
The characteristic function associated with Y is of form:
E
(
eitYij
)
= E
(
eit(X
T
ijβ+µi+εij)
)
φy(t) = E
(
eit(X
T
ijβ)
)
E
(
eit(µi)
)
E
(
eit(εij)
)
, t ∈ R
= φXβ(t)φµ(t)φε(t). (2.1)
Let g(t) denote the natural logarithm of the characteristic function φ(t);
that is g(t) = logeφ(t) = ln φ(t); therefore, from the properties of the logarithm function;
gy(t) = loge φy(t)
then
gy(t) = gXβ(t) + gµ(t) + gε(t). (2.2)
From Eq. (2.2); gy(t) = gXβ(t) + gµ(t) + gε(t), to estimate the empirical characteristic function of µ
from the empirical characteristic function of the response variable (Y ), we need to deal withXβ and gε(t).
Basically, we assume we can estimate β and use a piecewise linear version of the empirical characteristic
function for the error (ε) to estimate gµ(t). As {εij} are not observable, the residuals may be used in lieu of
the unobserved random errors to find the empirical log characteristic function of the random errors.
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Let εˆij be the residuals of the ith subject for jth measurement.
εˆij can be written as
εˆij = Yij −XTij βˆ − µˆi, i = 1, 2, 3, ...I , j = 1, 2, 3, ...J, (2.3)
where βˆ is the vector of estimators of the fixed effects parameters β, and µˆis are estimators of the
random effects µi.
Let ε˜ij be;
ε˜ij =
Yij−XTij βˆ−µˆi
σˆε
, i = 1, 2, 3, ...I , j = 1, 2, 3, ...J (2.4)
where σˆ2ε is the estimate of the random errors variance.
For simplicity, we consider the model without any fixed effects. The response variable is then the sum of
the random effects and the random errors
Yij = µi + εij . (2.5)
Thus, the population mean is
Y¯ =
1
n
I∑
i=1
J∑
j=1
yij , where n = I × J. (2.6)
Given the subject mean; Y¯i
Y¯i =
1
J
J∑
j=1
yij , where J = number of replications, (2.7)
the residuals εˆij can be expressed as εˆij = Yij − Y¯i, where Y¯i, the row means, is from Eq. (2.7). Thus,
the residuals for the ith subject and jth measurement can be estimated also as the difference of the subject
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estimated error εi. = ε¯i = 1J
J∑
j=1
εij from the unobserved error εij :
εˆij = εij − εi·
= εij − 1
J
J∑
j=1
εij
= εij − 1
J
εij − 1
J
J−1∑
j′ 6=j
εij
= εij
(
1− 1
J
)
− 1
J
J−1∑
j′ 6=j
εij (2.8)
The characteristic function of the residuals is found as follows:
E
(
eitεˆij
)
= E
(
eitεij(1−
1
J
)
) J−1∏
j′ 6=j
E(eitεij(−
1
J
))
= E(eit(1−
1
J
)εij )
J−1∏
j′ 6=j
E
(
eit(−
1
J
)εij
)
= E(eit(
J−1
J
)εij )
J−1∏
j′ 6=j
E
(
eit(−
1
J
)εij
)
= E(ei(t
J−1
J
)εij )
J−1∏
j′ 6=j
E
(
ei(−
t
J
)εij
)
= φε
(
t
J − 1
J
)(
φε
(
− t
J
))J−1
(2.9)
The log characteristic function of the residuals will be
loge(εˆij) = loge
(
φε
(
t
J − 1
J
)(
φε
(
− t
J
))J−1)
= logeφε
(
t
J − 1
J
)
+ (J − 1) loge φε
(
− t
J
)
gεˆ(t) = gε
(
t
J − 1
J
)
+ (J − 1)gε
(
− t
J
)
= gε
(
t
J − 1
J
)
+ (J − 1)g¯ε
(
t
J
)
, (2.10)
where g¯ε denotes the complex conjugate.
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2.1.1 Estimation of the Piecewise Linear Log Characteristic Function along the Grid
Let t` = `τ ; ` = 0, 1, 2, ..., k be a grid of equispaced mesh τ (to = 0), and consider the piecewise
linear interpolate, g?ε(t), of gε(t) with breakpoints along the grid. If the domain is bounded: | t |≤ T , then
k will be the smallest integer with kτ ≥ T . Note that τ and k will depend on the sample size (n = I × J)
to obtain asymptotic results. Let a` denote the (complex) slopes of g?ε(t) along the grid. We can extrapolate
g?ε(t) by defining
ak+1 = <e d
dt
gε(kτ).
We assume ak+1 < 0; that is,
g?ε(t) = g
?
ε(kτ) + ak+1t, t > kτ.
Note that g?ε(0) = 0, and therefore these slopes (and continuity) define g
?
ε(t) on (0,∞); and g?ε(−t) = g¯?ε(t)
otherwise. Similarly, consider a grid of mesh τ˜ (with the same number, k + 1, of breakpoints) and let a˜`
denote the slopes for the piecewise linear interpolate, g?εˆ , of gεˆ for t > 0.
Define
τˆ =
(J − 1)τ
J
(2.11)
differentiate Eq. (2.10) and evaluate along the grid:
g
′
εˆ(`τ˜) =
(
J − 1
J
)(
g
′
ε(`τ) + g
′
ε
(
− `τ
J − 1
))
. (2.12)
Replace ` by `(J − 1) + j for j = 1, 2, 3, ..., (J − 1) and note that g′ε(−τ(`+ ( jJ−1)) will remain constant
for j = 1, 2, ..., (J − 1) by piecewise linearity. By the same token, for ` = 0, 1, ..., k, define a piecewise
linear approximation to gεˆ(t) with slopes satisfying:
aˆ?`(J−1)+j =
J−1
J
(
a`(J−1)+j + a¯`+1
)
, j = 1, 2, 3, ..., (J − 1), (2.13)
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with the mesh of size given by Eq. (2.11). aˆ?` will not define the piecewise linear interpolate of gεˆ(t), but
the slopes can differ by no more than O(τ) under the conditions of Theorem 3.2 of Meintanis and Portnoy
(2011).
We also note,
aˆ?1 =
(
J − 1
J
)
(a1 + a¯1). (2.14)
Hence, the imaginary part of aˆ?1 is always zero. This makes the distribution of {εˆij} appear more symmetric
than that of {εij}.
To compute the slopes and grid for gε from those for gεˆ, this can be done recursively from Eq. (2.13)
once we initialize the value of a1. From Eq. (2.14) we take a1 to be real; and, hence
a1 =
(
J
2(J − 1)
)
<e(aˆ?1). (2.15)
As E(εij) = 0 (which is needed to identify the model), g
′
ε(0) = 0; and obviously, g
′
εˆ(0) = 0.
Thus, if g
′′
ε (t) (the second derivative) is uniformly bounded, for which a finite second moment suffices, then
for 0 ≤ t ≤ τ, (g′ε(t) − a1) = O(τ) and also (g
′
εˆ(t) − aˆ?1) = O(τ). These bounds are needed in the
consistency argument and demonstrate that any sufficiently small initialization will work.
Once a1 is defined, Eq. (2.13) can be solved recursively, and Eq. (2.11) can be used to obtain:
a`(J−1)+j = JJ−1 aˆ
∗
`(J−1)+j − a¯`+1; τ = JJ−1 τˆ (2.16)
for ` = 0, 1, 2, ..., k + 1 and j = 1, 2, ..., (J − 1).
The a¯`+1 term that is being subtracted in Eq. (2.16) will be available from earlier in the recursive calculation,
and so Eq. (2.16) will provide the desired solution for gε(t).
It is crucial to provide some details to show that the influence of the a¯`+1 terms do not accumulate too
quickly as Eq. (2.16) is solved recursively. To show this, we consider some special cases. Let ` = 0, given
the fact that a1 = 0, and from Eq. (2.13),
aj =
J
J−1 aˆ
?
j − a¯1, j = 1, 2, ..., (J − 1).
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To simplify the notation, let a(m) denote am.
For ` = 1, 2, ..., J − 2, inserting the above in Eq. (2.13):
a (`(J − 1) + j) = J
J − 1
[
aˆ?(`(J − 1) + j)− Conj(aˆ?(`+ 1))
]
+ a¯1, j = 1, 2, ..., J − 1,
where Conj(a) denotes the complex conjugate a¯.
Again, for `1 = 1, 2, ..., J − 2 and `2 = 1, 2, ..., J − 2,
a
(
`1(J − 1)2 + `2(J − 1) + j
)
=
J
J − 1[aˆ
?(`1(J − 1)2 + `2(J − 1) + j)
− Conj(aˆ?(`1(J − 1) + `2 + 1) + aˆ?(`1 + 1)] + a¯1
again for j = 1, 2, ..., J − 1. Continuing recursively, we have: for µ an integer, let
m(µ) ≡
µ∑
ν=0
`ν(J − 1)µ−ν
with `ν = 1, 2, ..., J − 2 for ν < µ and `µ = 1, 2, ..., J − 1.
Then
a(m(µ)) =
J
J − 1
[
aˆ?(m(µ)) +
µ∑
ν=1
(−1)νConjν(aˆ?(µ− ν + 1))
]
+ (−1)µ+1a¯1. (2.17)
a(m(µ)) is a sum of only logJ−1m(µ) + 1 terms, and thus the errors in the aˆ?’s accumulate only at a loga-
rithmic rate, according to Meintanis and Portnoy (Theorem 3.2 2011, page 2550). This can be summarized
in the following:
Proposition 2.1. If {a`} satisfy Eq. (2.17), then {a?`} satisfy Eq. (2.13).
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Estimation of gµ(t) from gy¯i(t) and gε(t)
Taking advantage of the additive nature of the linear mixed effects models and the inherent product due
to exponentiating the components of an additive model, and given Y from the simplified model Eq. (2.5),
Yij = µi + εij .
We have:
E(eitYij ) = E(eit(µi+εij))
φy(t) = E(e
it(µi))E(eit(εij)), t ∈ R
φy(t) = φµ(t)φε(t)
given
gy(t) = loge φy(t)
then
gy(t) = gµ(t) + gε(t). (2.18)
It is possible to estimate gµ(t), the log characteristic function for {µi}. gµ(t) can be estimated through
the log characteristic function of the row means, {Y¯i}, and the log characteristic function of the random
errors, {εij}. Let gY¯ (t) be the log characteristic function of the row means, {Y¯i}, and note that
gY¯ (t) = gµ(t) + Jgε(
t
J ). Therefore let {b`} and {c`} denote the slopes of the piecewise linear interpolates
of gY¯ and gµ, respectively, both defined on a grid of mesh τ
? = τJ where ` = 0, 1, 2, ..., k + 1.
Therefore, for any m,
g
′
Y¯
(mτ?) = g
′
µ(mτ
?) + Jg
′
ε(
mτ?
J );
so b`J+j = c`J+j + a`+1 for ` = 0, 1, 2, ..., k + 1 and j = 1, 2, ..., J − 1.
Thus, we may define:
c`J+j = b`J+j − a`+1; τ? = τJ . (2.19)
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Given a sample from the random mixed effects model, the aˆ?, bˆ? and the τˆ values may be obtained
from the piecewise linear interpolates to the natural log of the empirical characteristic functions for the
observable {εˆij} and {Y¯i} and may be used with Eq. (2.16) to define the corresponding a, c and τ values
for piecewise linear estimates for the natural log characteristic function of {εij} and {µi}. These estimates
are asymptotically equivalent to the empirical log CFs for {εij} and {µi}.
Theorem 2.1. Assuming φY¯i(t) and φε(t) 6= 0 on |t| ≤ T and |φ(t)| ≥  > 0 on |t| ≤ T then
|gˆµ(t)− gµ(t)| = Op(τn log n) = Op(n− 12 log n).
Proof. Let φ be a characteristic function (CF) and g be the log characteristic function (LCF), g = log(φ)
and for  > 0, note that φ(i.) >  on [−T, T ].
Then
|gˆµ(t)− gµ(t)| = |gˆy¯i(t)− gˆi. (t)− gy¯i(t) + gi. (t)|
=
∣∣∣∣gˆy¯i(t)− Jgˆ( tJ
)
− gy¯i(t) + Jg
(
t
J
)∣∣∣∣
=
∣∣∣∣(gˆy¯i(t)− gy¯i(t))− J (gˆ( tJ
)
− g
(
t
J
))∣∣∣∣
≤
∣∣∣∣gˆy¯i(t)− gy¯i(t)∣∣∣∣+ J ∣∣∣∣gˆ( tJ
)
− g
(
t
J
)∣∣∣∣ (2.20)
= A1 +A2,
where gˆy¯i is the interpolated empirical log CF of y¯i.
By Theorem 3.2 of Meintanis and Portnoy (2011), gˆ(t)−g(t) = Op(τn log n) where τn can be taken
to be Op(n− 12 ), thus
A2 = J
∣∣∣∣gˆ( tJ
)
− g
(
t
J
)∣∣∣∣ = Op(n− 12 log n). (2.21)
Next, let’s prove that A1 =
∣∣∣∣gˆy¯i(t)− gy¯i(t)∣∣∣∣ = Op(n− 12 (log n) 12).
Write,
gˆy¯i(t)− gy¯i(t) = gˆy¯i(t)− g˜y¯i(t) + g˜y¯i(t)− gy¯i(t),
where g˜y¯i is the empirical log CF of y¯i;
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thus,
∣∣∣∣gˆy¯i(t)− gy¯i(t)∣∣∣∣ ≤ ∣∣∣∣gˆy¯i(t)− g˜y¯i(t)∣∣∣∣+ ∣∣∣∣g˜y¯i(t)− gy¯i(t)∣∣∣∣ (2.22)
= A11 +A12.
By the fact that the mesh τn = Op
(
n−
1
2
)
and by the definition of gˆy¯i(t) and g˜y¯i(t)
A11 =
∣∣∣∣gˆy¯i(t)− g˜y¯i(t)∣∣∣∣ = Op (n− 12) . (2.23)
If |φ(t)| ≥  > 0 then φ′|φ| ≤ β where φ′ is the derivative of the characteristic function. Using a Taylor
expansion on log φ˜n(t), the log of the empirical characteristic function for y¯i
log φ˜n(t)− log φ(t) = Op
(∣∣∣φ˜n(t)− φ(t)∣∣∣) .
By Cso¨rgo˝ (1981) Theorem 4, assuming α = 0 and n > 3.
Thus
Sup
|t|<T
∣∣∣√n(φ˜n(t)− φ(t))− Zn(t)∣∣∣ = Op ((log n) 12)
φ˜n(t)− φ(t) = Op
(
n−
1
2 (log n)
1
2
)
+ Sup
|t|<T
|Zn(t)|√
n
= Op
(
n−
1
2 (log n)
1
2
)
+Op
(
n−
1
2
)
= Op
(
n−
1
2 (log n)
1
2
)
.
Hence,
A12 =
∣∣∣∣log φ˜(y¯i)(t)− log φy¯i(t)∣∣∣∣= ∣∣∣∣g˜y¯i(t)− gy¯i(t)∣∣∣∣ = Op(n− 12 (log n) 12) . (2.24)
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From Eq. (2.22), given Eq. (2.23) and Eq. (2.24),
∣∣∣∣gˆy¯i(t)− gy¯i(t)∣∣∣∣ ≤ ∣∣∣∣gˆy¯i(t)− g˜y¯i(t)∣∣∣∣+ ∣∣∣∣g˜y¯i(t)− gy¯i(t)∣∣∣∣
≤ Op
(
n−
1
2
)
+Op
(
n−
1
2 (log n)
1
2
)
= Op
(
n−
1
2 (log n)
1
2
)
. (2.25)
Thus, from Eq. (2.20), given Eq. (2.25) and Eq. (2.21),
|gˆµ(t)− gµ(t)| ≤
∣∣∣∣gˆy¯i(t)− gy¯i(t)∣∣∣∣+ J ∣∣∣∣gˆ( tJ
)
− g
(
t
J
)∣∣∣∣
|gˆµ(t)− gµ(t)| ≤ Op
(
n−
1
2 (log n)
1
2
)
+Op(n− 12 log n)
= Op
(
n−
1
2 log n
)
.
Corollary 2.2. Assuming that the random effect µ has finite variance and that J ≥ 3, then with T fixed and
|t| ≤ T , then
∣∣∣φˆµ(t)− φµ(t)∣∣∣ = Op (n− 12 log n).
Proof. This follows from∣∣egˆµ(t) − egµ(t)∣∣ = ∣∣∣φˆµ(t)− φµ(t)∣∣∣ ≤ C |gˆµ(t)− gµ(t)| = Op (n− 12 log n) .
2.2 Nonparametric Statistics and Robustness
A nonparametric statistic (procedure), also called a distribution-free statistic, is a statistic that, for its
validity, does not rely on any assumption about the form of distribution that is considered to have generated
the sample value on the basis of which inferences about the population distribution are to be made. A
test is distribution-free if the probability of falsely rejecting the null hypothesis is the same for all possible
underlying continuous distributions; that is, the probability of Type I error is the same regardless of the
set of underlying distributions. According to Huber (1996), most distribution-free tests happen to have
a reasonably stable power and good robustness of total performance. He also pointed out that this is an
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accident, due to the fact that distribution freeness does not imply anything about the behavior of the power
function; therefore, the distribution-free statistic stabilizes the size of the test but not necessarily the power.
The distribution-free procedures (tests) present some advantage over the parametric procedures;
• By definition they are valid under minimal assumptions about the underlying distribution.
• They have very satisfactory efficiency and robustness properties.
• Mostly they are based on very simply permutation or randomization.
Aside from the above appeal and considering the case where the parametric statistics may be appropriate,
the distribution-free statistics have the drawback of having low power compared to the parametric statistics,
and they may require a larger sample size to achieve the same significance level over the one required by the
parametric methods.
Robustness can be defined as the insensitivity against deviations from assumptions. Distributional-robust
statistic is a statistic that performs well when the shape of the true underlying distribution deviates slightly
from the assumed model. Thus, for hypothesis testing, robustness will assess if the significance level and
the power of a given test are still approximately valid under the violation of the assumptions.
The traditional framework of linear mixed effects models relies heavily upon assumptions. Under the
linear mixed effects models, the random effects and the random errors distributions are assumed to fol-
low normal distribution with mean zero and variance σ2. To test for normality of the random effects, we
have assumed the random errors distribution follows normal distribution under both the null and alternative
hypotheses. The random effects distribution follows normal distribution under the null hypothesis and an
arbitrary distribution under the alternative. Beyond testing for normality under the traditional assumptions
of linear mixed effects models, we also investigate the behavior of the test when the random errors deviate
from the assumption of normality. In other words, we examine how the violation of normality assumption
of the random errors distribution affects the empirical power of the test; this is testing the distributional
robustness of the test under the departure from normality. For this goal, we test the normality assuming
that, under the null and alternative hypotheses, the random errors follow a nonnormal distribution while the
setup for the random effects distribution remains unchanged — normal under the null and arbitrary under
the alternative —. If the results of the empirical powers change markedly when the true distribution of the
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random errors is not normal, then the test is not distributional-robust; conversely, if the empirical powers are
close to the one found under the normality assumption of the random errors distribution, then we consider
the approach to be robust under the change of the distribution of the random errors.
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Chapter 3
Choice of Optimal Mesh (τ0) and Grid
Length (κ0)
The approach we are about to borrow from Meintanis and Portnoy (2011) uses the piecewise linear
interpolate of the log characteristic function along the grid and requires that the axis of the abscissa be
partitioned into small intervals so that the log characteristic function will be linear in each prefixed interval.
Thus, the partition of the t-axis is important to the approach. The goal in this chapter will be to search
among a modest range of cases for the optimal initial interval of the mesh (τ0) and grid length (κ0) to yield
the best estimate of the log characteristic function and, specifically, the highest empirical power over the
range of cases considered.
The characteristic function of Y is a function φy : R→ C defined by
φy(t) := E(e
itY ) = E(cos(tY )) + iE(sin(tY ))
=
∫
R cos(ty)F (dy) + i
∫
R sin(ty)F (dy),
where i =
√−1 and φy(t), the characteristic function of Y , is the expectation of the random variable eitY .
By the nature of the exponential function, the characteristic function is not a linear function. As presented
in the preceding section, the core foundation of our method for testing normality of the random effects is
built upon the principle of the piecewise linearity of the log characteristic function along the grid of uniform
mesh τ and grid length κ. These two values have to be initialized to implement our test. Once the initial
mesh τ0 and the initial grid length κ0 are determined, the interpolated empirical log characteristic function
can be found and exponentiated to obtain the empirical characteristic function. The determination of the
initial mesh and grid length is very important to the estimation of the empirical characteristic function.
As said above, the motivation in this chapter will be to find the best initial values for τ0, along which
the piece of the log characteristic function is linear and the length of the grid κ0, both of which we expect to
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lead to a good estimate of the empirical characteristic function. Consequently, this will yield high empirical
power for testing normality. Two cases will be considered, the first assumes normality of the random errors
distribution under the null and alternative hypotheses. The second, which aims to test for the robustness of
the test under the departure from normality, assumes a chi-square distribution with four degrees of freedom
for the random errors under the null and alternative hypotheses. In both cases, the random effects are drawn
from the normal distribution under the null hypothesis and an arbitrary distribution under the alternative.
For the sake of simplicity, we consider a simple model Eq. (2.5) with only the random effects and random
errors without any fixed effects; Yij = µi + εij . Thus, we will use Y transformed so that each component
is divided by its standard deviation to have:
˜˜yij =
ˆij
σˆ
+
µˆi
σˆµ
.
This chapter is organized as follows: Section 3.1 will present the simulations and the empirical powers
of the test for various pairs of (τ0, κ0) when the random errors are normally distributed. Section 3.2 will
present the results for various pairs of (τ0, κ0) when the distribution of the random errors departs from the
assumption of normality. Section 3.3 — the summaries of the results — will give the efficient pair(s) of
(τ0, κ0) and present the conclusion on the robustness of the test under the violation of normal assumption.
3.1 Simulations Assuming Standard Normal Random Errors Distribution
This section presents the simulation experiments carried out to find the efficient pair (τ0, κ0) that yields
higher empirical power testing for normality of the random effects. The empirical log characteristic function
for the random effects was estimated as presented in Section 2.1. Given the simplified model
Eq. (2.5), Yij = µi + εij , we consider the setup in which the response variable is, under the null hypothesis,
the sum of a standard normal random effects distribution and a standard normal random errors distribution.
Under the alternative, the response variable is the sum of an arbitrary random effects distribution and the
standard normal random errors distribution.
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That is, the hypothesis test is :
H0 : µ ∼ N(0, 1) and ε ∼ N(0, 1) vs HA : µ arbitrary and ε ∼ N(0, 1).
Thus, under the null hypothesis, the random effects are assumed to follow the standard normal distribution
N(0, 1); whereas, under the alternative, the random effects µi are assumed to follow one of the following
distributions:
Table 3.1: Distributions under the Alternative Hypothesis
Abbreviation Distributions Density function Space
CS(d) Chi-square f(µ) = 1
Γ(d/2)2d/2
µ(d/2)−1e−µ/2 0 ≤ µ <∞
T(d) Student’s td f(µ) =
Γ( d+12 )
(dpi)
1
2 Γ( d
2
)
(
1 + µ
2
d
)−( d+12 )
d > 0 and −∞ < µ <∞
LG Logistic f(µ) = e
µ
(1+eµ)2
−∞ < µ <∞
DE Double Exponential f(µ) = 1
2
e−|µ| −∞ < µ <∞
SN(θ) Skew Normal f(µ) = 1√
1−θ2
(θ | µ1 | +µ2) −∞ < µi <∞, (µ1, µ2) ∼ N(0, 1)
TU Tukey f(µ) = 1
θ
(eθµ − 1) −∞ < µ <∞, µ ∼ N(0, 1)
MN(µ1, µ2) Scale-mixture of Normal f(µ) = piφ(ν1, σ1) + (1− pi)φ(ν2, σ2) pi = (0.75) and (µ1, µ2) ∼ N(ν, σ2)
Data were generated in conformity to these hypotheses. A range of I subjects, I ∈ (50, 100, 200),
were considered, and for each value of I , 10,000 replications were run over the range of the couple (τ0, κ0),
where τ0 ∈ (0.025, 0.05, 0.075, 0.10, 0.20) and κ0 ∈ (25, 50, 75, 100 ). The values for the τ0 and
κ0 were suggested by small-scale preliminary simulations and by the use of τ0 = 0.05 and κ0 = 60 in
Meintanis and Portnoy (2011).
The theoretical test statistic for normality Eq. (1.2) is the L2-type distance of form
T ≡
∫
| φˆ(t)− φ0(t) |2dt.
As the characteristic function (CF) is not defined beyond the upper bound kt? ≡ ( kJJ−1) × τ0, we used the
truncated form for the test statistic:
T ≡
∫ kt?
0
| φˆ(t)− φ0(t) |2dt, (3.1)
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where φ0(t) = e−
t2
2 is the standard normal characteristic function (CF) with estimated parameters and
φˆ(t) = egˆµ(t) is the estimate from piecewise linear approximate of the log characteristic function of the
random effects.
The approximate integral as a Riemann sum is:
T˜ ≡ 1
kt
kt∑
j=0
∣∣∣∣egˆµ(tj) − e− t2j2 ∣∣∣∣2, (3.2)
where gµˆ(t) is the cumulative sum of the estimated piecewise slopes:
gˆ
′
µ(t) = ci ti−1 ≤ t ≤ ti
gˆµ(t) = τ
∑
tj<t
cj + (t− ti−1)ci for ti−1 ≤ t ≤ ti.
The significance levels α = Prob{T˜ ≥ t?|H0} were chosen to be respectively 0.05 and 0.10.
The critical value t? was chosen so that the test has a size not exceeding the preassigned significance level
α = (0.05, 0.10); that is, α : Prob{T˜n ≥ t?} ≤ α. To obtain the test of level α, the threshold t? = t?α should
be a (1− α) quantile of the statistics Tn. Following the above scheme, the critical value t? was determined
by simulation to be the (1− α) ∗ 100th quantile of the test under the null hypothesis; t? = (1− α) ∗ 100th
quantile of the vector of 10,000 values generated from the replications of 1kt
kt∑
j=0
∣∣∣∣egµˆ(tj) − e− t2j2 ∣∣∣∣
2
, where
gµˆ(t) is the cumulative sum of the estimate piecewise slopes of the random effects under the null hypothesis.
The power of the test defines the probability of detecting an alternative function that does not follow a normal
distribution, pi = Prob{T˜ > t?|HA}. The proportions of the test statistics greater than the upper 5% and
10% quantiles of the test under the null,
∑ | φˆ(t)− φ0(t) |2 > t? were recorded, where φˆ(t) is the empirical
characteristic function under the alternative.
The empirical powers of the test, pˆi — the rejection percentage while the alternative hypothesis is true —
for different triplet (I, τ0, κ0) values are listed in Appendix A, Table A.1 to Table A.2 pp 72-79. Appendix
A.1 pp 72-75 gives the empirical powers of the test with J = 4, while Appendix A.2 pp 76-79 displays
the results when J = 10. The first and second rows (entries) are for significance level, α equal 0.05 and
0.10, respectively. The simulations were carried out in R software; the seed was set to 5; and different
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distributions were standardized to have mean 0 and variance 1.
Thus, from the results in Appendix A, it appears that, for different triplets (I, τ0, κ0), the empirical
powers of the tests are almost always at their best when the couple (τ0, κ0) = (0.025, 50). We can conclude
that the piecewise linear log characteristic function along the grid is well estimated when the initial mesh τ0
is 0.025 and the initial grid length κ0 is about 50.
3.2 Simulations Assuming Chi-Square Four Random Errors Distribution
To investigate the robustness of the test given the distribution of the random errors distribution, we
considered the second case. In the second set of the simulations, the response variable is under the null
hypothesis, the sum of two components, a standard normal random effects and the random errors distributed
as a chi-square with four degrees of freedom (χ24). Under the alternative, the response variable is the
sum of an arbitrary random effects and the χ24 random errors distributions. The alternative random effects
distributions are those used previously, as shown in Table 3.1, and all other details remain the same. Given
the simplified linear mixed effects model Eq. (2.5), Yij = µi + εij , we test the following hypothesis:
H0 : µ ∼ N(0, 1) and ε ∼ χ24 vs HA : µ arbitrary and ε ∼ χ24.
We have relocated and rescaled the distribution of the random errors so that it has mean 0 and variance 1
by subtracting the mean d and dividing by the standard deviation of the chi-square distribution
√
2d =
√
8.
Appendix B pp 80-87 gives the results of the empirical powers; Appendix B.1 pp 80-83 gives the results
when J = 4, whereas Appendix B.2 pp 84-87 displays results when J = 10 .
From Appendix B, we can say that the empirical powers of the test are at their best when the couple
(τ0, κ0) = (0.025, 50), same as the ones found in the first simulations. The empirical powers of the test
only change slightly in response to the change of the distribution of the random errors. While the sim-
ulation sample size is sufficiently large to detect differences in behavior between the case of normal and
chi-square random errors, the overall similarity justified some expectation that the test is somewhat robust
to the distribution of the random errors.
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3.3 Summaries of the Results
In this chapter, we have run a set of simulations to determine the best pair of initial mesh τ0 and grid
length κ0, which yield the best estimate of the interpolate of the log characteristic function along the grid and
consequently will achieve the higher empirical power of the test. From the results of our simulation on pages
72 to 87, the highest empirical powers are yielded almost always when the pair ( τ0, κ0) = (0.025, 50), but
for the skew normal and mixture normal distributions, the higher empirical powers are not achieved at
τ0 = 0.025 but rather with wider meshes (τ0 > 0.025).
A comparison of the results in Appendix A (empirical powers when the random errors and effects
distributions follow normal distributions under the null hypothesis) and Appendix B (empirical powers
when the random errors follow the chi-square distribution with four degrees of freedom and the random
effects follow a normal distribution under the null hypothesis) clearly demonstrates that the proposed test
is somewhat robust under the distribution of the random errors because the empirical powers are not highly
affected by the distribution of the random errors. As stated in Section 2.2 of Chapter 2, a test is distribution-
free if the level of the test is the same for all possible underlying continuous distributions, and according
to Huber (1996), most distribution-free tests happen to have a reasonable stable power and good robustness
of total performance. To test for this, we have run a simulation assuming normal distribution for random
errors and effects for the null hypothesis. Under the alternative, the random errors follow chi-square with
four degrees of freedom and the random effects follow the normal distribution. The table below gives the
level of the test whose critical values assume εij ∼ N(0, 1) when in fact εij ∼ χ24.
Table 3.2: Levels for LCF method test assuming εij = N(0, 1) while εij = χ24
J = 4 J = 10
50 100 200 50 100 200
α = 0.05 5.58 4.19 4.23 5.07 4.84 4.92
α = 0.10 10.15 8.73 8.49 10.16 9.59 10.37
From the results in Table 3.2, the observed levels are close to the theoretical level, which confirms the
conclusion drawn when comparing the results in the two appendices.
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Chapter 4
Piecewise Log Characteristic Function Test
Versus Kolmogorov-Smirnov Test Without
Fixed Effects
Building its foundation on the ground of piecewise linearity of the log characteristic function along the
grids of length κ of equal mesh τ , the leitmotif of the preceding chapter was to find among various pairs
of initial (τ0, κ0), the optimal pair for which the empirical powers of our tests are at their best. From the
simulation’s results, the efficient pair was (τ0, κ0) = (0.025, 50). Here we compare the performance of our
method with one of the well-known omnibus tests for normality, the Kolmogorov-Smnirnov test.
In this chapter, we will compare the test based on the piecewise linear interpolate of log characteristic
function along the grid method (LCF) to the Kolmogorov-Smirnov (KS) test. The KS test does not apply
directly to random effects distributions. To test for the distribution of the random effects, we consider
the average µˆi = Y¯i, and, applying the KS test to this sample, clearly it will be contaminated by the
distribution of the random errors. As the distribution of the Kolmogorov-Smirnov test statistic is affected
by the estimates of the parameters mean and variance (µ and σ2), we will determine the critical value by
simulation as we did for the log characteristic function’s approach in Chapter 3, as described on page 24.
Because the two approaches, [the Kolmogorov-Smirnov (KS) and the Log Characteristic Function (LCF)]
proceed differently, the KS tests for normality of the random effects contaminated by the random errors,
whereas LCF tests for normality of an unbiased (uncontaminated) distribution of the random effects. We
have anticipated the two tests to behave in different ways given two distinct settings. Thus, the comparison
will be seen to depend on the ratio of σ2ε/σ
2
µ. As stated, our expectation is that the KS test will be affected
by the weight of the variance of the random errors. From that intuition, we would predict that the KS test
may perform better compared to the LCF test when the ratio σ2ε/σ
2
µ is less than one, because the variability
of the random errors is small compared to the total variability of the two components. The KS test may have
the worst empirical power when the ratio σ2ε/σ
2
µ is greater than one, because the weight of the variability
of the random errors on the total variability is heavy. To account for these two cases, two options will be
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considered; the first will examine the behavior of the empirical powers when σ2ε < σ
2
µ, while the second one
will tackle the behavior of the two tests when σ2ε > σ
2
µ.
Once again, we considered two different assumptions for the distribution of the random errors. Under
the first assumption, the response variable under the null hypothesis is the sum of the random effects drawn
from the standard normal distribution and the random errors that follow a normal distribution with mean 0
and variance σ2ε , where σ
2
ε ; is either 1 or J . J (the number of replications) is either 4 or 10. Under the
alternative, the response variable is the sum of an arbitrary random effects distribution chosen from
Table 3.1 and a normal random errors distribution with mean 0 and variance σ2ε , where σ
2
ε is either 1 or J .
The variance of the random errors is 1 when σ2ε < σ
2
µ; otherwise, the variance is J .
Under the second assumption, we test for the robustness of the Kolmogorov-Smirnov test given the
distribution of the random errors. Thus, we considered the model where the response variable Y is the sum
of random effects distribution drawn from a normal distribution with mean 0 and variance 1 and the random
errors distribution that follows the chi-square with four degrees of freedom under the null hypothesis. Under
the alternative, the response variable is the sum of an arbitrary random effects distribution as displayed in
Table 3.1 and the chi-square random errors distribution with four degrees of freedom. The distributions of
the random errors were rescaled and relocated; the χ24 distribution was relocated and rescaled to have mean
0 and variance either 1 or J, depending on the setup under investigation, by dividing the central χ2 by
√
2d or√
2d
J . Random effects distributions from the alternative hypothesis were relocated and rescaled accordingly
to have mean 0 and variance 1.
The simple model Eq. (2.5), with only the random effects and the random errors, was considered without
any fixed covariate.
Yij = µi + εij i = 1, 2, 3, ...I and j = 1, 2, ..., J.
This chapter is structured such that Section 4.1 presents the Kolmogorov-Smirnov goodness-of-fit test,
Section 4.2 presents the different results of the empirical powers from the simulations, and Section 4.3
gives the conclusion.
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4.1 The Kolmogorov-Smirnov Goodness-of-fit Test
In this section we will present the well-known Kolmogorov-Smirnov goodness-of-fit test for normality.
4.1.1 Goodness-of-Fit Tests
Given a sample X1, X2, ..., Xn−1, Xn of (iid) observations, the goodness-of-fit test answers the basic
question of whether the Xs have been drawn from a specified distribution F0(x) or family of distributions
Fn(x).
This translates to testing:
H0 : F = F0 against HA : F 6= F0.
Goodness-of-fit testing has a long history that can be traced back to the well-known and most popular
nonparametric Pearson’s χ2 goodness-of-fit tests by Karl Pearson (1900), the nonparmetric Crame´r-von
Mises tests (1928) developed by Harald Crame´r (1928) and Richard E. von Mises (1931), permutation tests
by Fisher (1935), the nonparametric Kolmogorov-Smirnov tests by Andrey N. Kolmogorov (1933) and N.X.
Sminorv (1939), rank tests by Friedman (1935), Wilcoxon tests (1945, 1947, 1949), sign tests by Dixon and
Mood (1946), U-statistics by Hoeffding (1948), median tests by Mood (1950), the nonparmetric Anderson-
Darling tests (1952), and others.
4.1.2 The Classical Kolmogorov-Smirnov Goodness-of-fit Test
The Kolmogorov test is a nonparametric test based on statistics measuring the discrepancy between
the hypothesized and the empirical distribution function (EDF). The test statistic is evaluated through
the closeness between the empirical cumulative function Fˆn(x) and the hypothetical cumulative distribu-
tion F0(x) of a collected data set. Let X1, X2, X3, ..., Xn−1, Xn be a random sample from a specified
continuous distribution F (X) and X(1), X(2), ..., X(n−1), X(n) be the observed order statistics, such that
X(1) ≤ X(2) ≤ ... ≤ X(n).
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Then, given that no two observations are equal, the empirical cumulative function (ECF) is defined by
Fˆn(x) =

0, if x < x(1),
k/n, if x(k) ≤ x ≤ x(k+1), k = 1, 2, ..., n− 1
1, if x(n) ≤ x.
The Kolmogorov-Smirnov test statistic is defined by
Dn = Sup
x
[∣∣∣∣Fˆn(x)− F0(x)∣∣∣∣]
where
Fn =
1
n
n∑
i=1
IXi≤ x
I; the indicator function is
I =

1, if Xi < x,
0, otherwise
and Dn is the least upperbound (supremum) of all pointwise differences | Fˆn(x)− F0(x) |.
The Kolmogorov distribution is the distribution to the random variable
K = Sup
t∈(0,1)
|B(t)| ,
whereB(t) is the Brownian bridge, which is a continuous time stochastic process whose probability distribu-
tion is B(t) = W (t)− tW (1), and W (t) is the distribution of the Wiener process (a stationary continuous
time process for t ≥ 0 with W (0) = 0, and such that the increment W (t) −W (s) is N(0, (t − s)) for
0 ≤ s < t, and the increment for non-overlapping time intervals are independent).
30
Under the null hypothesis that the sample is from the hypothetical cumulative distribution F (x),
√
nDn
d→ Sup
t
|B(F (t))| as n→∞,
if F is continuous, then under the null hypothesis,
√
nDn converges to the Kolmogorov distribution, which
does not depend on F . The Kolmogorov-Smirnov goodness-of-fit test is constructed by using the critical
value of the Kolmogorov distribution.
The null hypothesis is rejected at the significance level α if
√
(n)Dn > Kα where Kα is found so that
the size of the test α is, α : Prob(K > Kα) ≤ α.
Dn does not depend on any particular function F0(x) of the continuous type, due to the fact that
Y = F0(x) has a uniform distribution, Y ∼ U(0, 1). Thus, Dn is a distribution-free statistic.
Advantage of the Kolmogorov-Smirnov Test over the Pearson χ2
The Karl Pearson chi-square test is the more popular goodness-of-fit test due to the fact that it is easy to
use and it is valid over a very wide range of situations; however, the Kolmogorov-Smirnov goodness-of-fit
test presents some advantages over the the well-known Pearson chi-square goodness-of-fit test [David and
Johnson (1948) and Massey (1951)], as cited by Lilliefors (1967):
• The KS test is valid even in cases when the sample size is small, which is not the case for the chi-
square test.
• The KS test is generally more powerful compared to the Pearson chi-square goodness-of-fit test.
The Lilliefors Test
The classical Kolmogorov-Smirnov test provides a means to test for normality when the sample is
from some completely specified continuous distribution function F0(X), but when certain parameters of
the distribution have to be estimated (the scale or the location parameters) from the sample, the classi-
cal Kolmogorov-Smirnov test is no longer appropriate using the commonly tabulated critical points. The
Lilliefors test, developed by Hubert W. Lilliefors, Lilliefors (1967), is based on the Kolmogorov-Smirnov
goodness-of-fit test statistic. The test is implemented using the sample mean and the sample variance as
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the mean and variance of the theoretical population, against which the observed sample is compared. The
value of the test is calculated as the maximal absolute difference between the empirical and hypothetical
cumulative distribution function.
The statistic is computed as follows:
Dmax = Max
{
D+max , D
−
max
}
D+max =
√
n max
1≤k≤n
{
k
n
− F
(
Xk − X¯
S
)}
D−max =
√
n max
1≤k≤n
{
F
(
Xk − X¯
S
)
− k − 1
n
}
where X¯ is the sample mean and S2 is the sample variance.
The Lilliefors test can be found in R software under the nortest library. Unlike the Kolmogorov-
Smirnov test, the Lilliefors test null distribution is no longer distribution-free but depends on the unknown
parameters being estimated, and therefore, the critical values need to be estimated by simulation.
4.2 Simulations
From the result shown in Chapter 3, we set (τ0 , κ0) = (0.025, 50) and carry out another set of sim-
ulations to compare the Kolmogorov-Smirnov (KS) test to the piecewise log characteristic function (LCF)
test. As noted in the introduction of this chapter, we consider two setups to compare the two tests. In the first
setup, the variance of the random errors is less than the variance of the random effects
(
σ2ε < σ
2
µ
)
, whereas,
in the second we have the opposite situation.
4.2.1 The First Scenario; σ2ε < σ2µ
The piecewise log characteristic method’s empirical powers are given in Appendix A and
Appendix B, and the aggregated table is provided in Table 4.2 on page 34 to ease the comparison. To com-
pare our test to the KS test, we have used the Lilliefors version found in the nortest library in R program,
and we generated the response variable under the null hypothesis as the sum of two standard normal dis-
tributions, the random effects and the random errors. The estimated random effects were equal to the row
average. Ten thousand (10, 000) replications were run. The values of the test statistic D were recorded, and
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the critical value D? was determined to be the (1− α)× 100% percentile of the Ds, where the significance
levels α was respectively α = (0.05, 0.10). Under the alternative, the distribution of the random effects was
one of the distributions listed in Table 3.1, and the random errors follow the standard normal distribution.
Another 10,000 replications were run, and the empirical power was equal to the percentage of rejection given
the alternative, results of which are found in Table 4.3. From the comparison of the two tests, as presented
in the aggregated Table 4.2 and Table 4.3 on pp 34-35, the LCF method has mostly higher empirical powers
compared to the KS test, except for chi-square and Tukey distributions when the sample size I = 200.
In the previous chapter, we investigated the behavior of the power of our approach under the disturbance
of the distribution of the random errors. In this chapter, we are interested in examining the behavior of
the Kolmogorov-Smirnov test under the departure from the normality assumption. We ran another set of
simulations, generating 10,000 replications where the random errors are under the null, and the alternative,
a chi-square distribution with four degrees of freedom
(
ε ∼ χ24
)
, the setup for random effects remained
unchanged. The motivation behind this second set of simulations was to assess the robustness of the KS test
under the change of the random errors distribution. Following the same path as in the previous simulations,
we determine critical value. The critical value was found using the same scheme as above, and the empirical
power was found to be the percentage of rejection given the alternative is true. Once again, in this setup,
the empirical powers of the LCF method are mostly higher than the one based on KS test, except for some
distributions mainly chi-square and Tukey when I = (100 or 200).
Recalling the results in Chapter 3, we have found that the empirical powers under the assumption of
normality of the random errors, and those found when the assumption of normality is violated, to be close
for the LCF test. Thus, we concluded that the LCF test is relatively robust to the departure from normality of
the distribution of the random errors. Comparing the empirical powers found under normal and chi-square
random errors distributions for KS test, we might say that KS test is also robust to the change of the random
errors distribution, as the empirical powers found under the chi-square random errors distribution did not
drift too far away from the one found under the normality assumption of the random errors distribution. To
confirm this, we ran a simulation as in the previous chapter to compute the level of the test; while under
the null hypothesis the random errors follow the standard normal, and under the alternative hypothesis the
random errors follow the χ24 distribution. The table below gives the level of the test assuming normality.
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Table 4.1: Level for Kolmogorov Test Assuming εij = N(0, 1) while εij = χ24
J = 4 J = 10
50 100 200 50 100 200
α = 0.05 5.61 5.51 5.77 5.46 5.00 4.97
α = 0.10 10.33 10.27 11.02 10.35 10.21 9.96
As shown in Table 4.1, the levels of the test are close to the true levels, which confirms our conclusion
based on the comparison of the empirical powers.
Table 4.2: Empirical Powers of the Test for σ2ε < σ
2
µ, Log Characteristic Function Test
Distribution J = 4, εij ∼ N(0, 1) J = 4, εij ∼ (χ
2
4−4)√
8
J = 10, εij ∼ N(0, 1) J = 10, εij ∼ (χ
2
4−4)√
8
I 50 100 200 50 100 200 50 100 200 50 100 200
CS(4) 47.13 70.54 91.98 44.14 69.35 90.55 60.88 86.68 98.87 61.58 87.17 98.60
57.29 79.76 95.59 55.73 77.90 94.23 71.37 91.78 99.44 71.36 92.34 99.33
CS(6) 35.37 55.62 79.09 33.35 53.93 76.92 46.69 71.74 93.43 45.74 72.25 93.23
45.20 66.23 85.74 44.53 64.93 84.34 58.24 80.14 96.06 57.31 80.86 95.69
CS(8) 29.27 45.15 67.49 26.77 43.89 64.47 37.71 60.37 86.07 38.22 60.27 84.83
39.17 56.45 76.94 37.09 55.11 74.59 48.99 71.19 91.32 49.36 71.42 90.18
T (2) 87.86 98.69 100.00 86.53 98.61 99.99 87.31 98.67 99.99 86.64 98.82 100.00
91.23 99.18 100.00 90.04 99.18 100.00 91.10 99.18 100.00 90.25 99.29 100.00
T (4) 49.34 71.44 92.01 45.42 70.22 91.66 47.09 72.39 93.68 47.53 72.25 93.45
58.43 79.40 95.37 55.37 78.59 95.13 56.62 79.99 96.31 57.69 80.40 96.03
T (6) 29.64 44.48 67.00 26.88 43.35 65.74 28.67 45.57 71.11 27.65 46.35 71.47
39.16 56.22 76.26 37.60 54.88 75.30 38.32 56.96 79.82 37.47 58.21 80.23
Logistic 20.33 27.99 43.62 16.74 27.71 43.72 19.39 30.08 51.08 19.00 30.63 50.70
28.62 40.51 56.00 26.55 39.51 55.75 29.05 42.66 63.43 28.48 43.48 62.55
DE 52.84 77.30 96.07 48.24 76.53 95.70 51.25 79.89 97.45 51.67 80.07 97.54
63.11 85.35 98.18 60.10 85.06 97.87 62.52 87.33 98.74 62.67 87.42 98.91
SN(2) 85.27 99.61 100.00 84.54 99.85 100.00 99.86 100.00 100.00 99.91 100.00 100.00
95.63 99.94 100.00 96.49 100.00 100.00 99.98 100.00 100.00 99.99 100.00 100.00
SN(2.5) 91.40 99.91 100.00 90.33 99.99 100.00 99.98 100.00 100.00 100.00 100.00 100.00
97.81 100.00 100.00 98.40 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
Tukey(0.15) 10.39 12.62 17.00 10.08 12.89 16.72 10.47 14.12 20.11 10.60 14.31 19.87
16.85 20.10 26.46 16.67 21.18 25.58 17.39 22.64 29.92 17.29 23.09 29.36
Tukey(0.50) 56.71 79.25 95.93 54.99 79.21 95.81 61.95 86.35 98.61 59.93 85.93 98.41
64.82 85.66 97.56 63.94 85.80 97.46 70.49 91.42 99.41 68.95 91.34 99.26
MN(2,−2) 96.57 99.98 100.00 96.46 100.00 100.00 99.89 100.00 100.00 99.94 100.00 100.00
99.15 100.00 100.00 99.43 100.00 100.00 99.95 100.00 100.00 99.97 100.00 100.00
MN(−5, 10) 99.97 100.00 100.00 99.98 99.99 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
First row α = 0.05 and second row α = 0.10
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Table 4.3: Empirical Powers of the Test for σ2ε < σ
2
µ, Kolmogorov-Smirnov Test
Distribution J = 4, εij ∼ N(0, 1) J = 4, εij ∼ (χ
2
4−4)√
8
J = 10, εij ∼ N(0, 1) J = 10, εij ∼ (χ
2
4−4)√
8
50 100 200 50 100 200 50 100 200 50 100 200
CS(4) 39.13 66.87 92.16 42.09 70.21 95.00 57.14 84.62 99.16 56.29 85.83 99.14
50.59 77.24 96.05 54.83 80.78 98.00 68.35 91.38 99.66 68.06 92.27 99.65
CS(6) 28.53 51.89 80.63 30.92 55.89 85.60 40.89 68.96 93.79 40.85 69.87 94.47
39.27 63.88 88.54 43.97 69.22 92.35 52.98 80.22 97.19 53.00 80.08 97.28
CS(8) 23.45 41.31 69.38 24.92 46.03 74.54 32.87 56.48 85.73 33.02 57.55 87.18
33.95 53.69 79.95 36.87 59.91 84.73 44.08 69.50 91.96 44.65 70.01 92.88
T (2) 70.54 91.67 99.49 69.81 91.64 99.45 75.26 93.89 99.82 74.80 94.26 99.82
77.17 94.36 99.79 76.99 94.94 99.81 81.29 96.42 99.97 80.79 96.55 99.92
T (4) 24.56 36.56 57.34 23.04 36.12 56.77 28.56 41.92 67.70 27.29 41.98 67.51
33.46 46.64 68.70 32.59 47.47 69.02 37.89 53.92 77.62 36.71 53.02 77.47
T (6) 12.43 17.14 24.22 11.80 15.88 23.39 15.14 19.94 30.92 14.28 19.53 31.65
19.40 25.73 36.01 19.46 25.30 35.16 22.68 30.31 43.10 22.10 29.74 43.73
Logistic 8.48 10.08 12.38 7.96 9.53 12.87 10.30 11.88 18.25 10.02 12.20 17.74
14.60 16.66 21.15 14.65 17.78 21.85 17.46 21.06 28.32 17.27 21.12 27.97
DE 26.86 44.42 71.88 26.08 45.22 70.55 35.52 57.46 85.92 34.94 58.36 86.63
37.47 56.48 82.14 37.49 58.13 81.65 46.33 69.82 92.22 46.75 70.26 92.57
SN(2.00) 7.22 9.78 14.09 9.76 15.61 26.29 10.01 14.32 24.01 10.65 13.36 27.83
13.13 16.61 23.90 17.32 24.84 38.32 16.97 23.43 35.26 17.68 22.32 39.48
SN(2.50) 8.48 11.99 18.88 11.92 20.21 33.96 13.07 20.02 35.67 13.85 22.86 40.69
14.63 19.58 29.49 20.57 30.28 48.14 20.56 30.89 48.79 21.97 33.88 53.63
Tukey(0.15) 8.15 12.35 19.35 10.10 14.34 23.88 10.76 16.07 27.07 10.77 16.12 27.39
14.62 20.10 30.57 17.33 23.73 36.76 17.92 25.49 38.26 17.52 25.29 38.94
Tukey(0.50) 48.28 77.69 97.16 50.78 80.01 97.69 63.19 89.27 99.53 60.57 89.05 99.47
59.53 85.47 98.72 62.26 87.72 99.20 72.95 94.23 99.89 70.62 93.87 99.81
MN(2,−2) 14.66 25.68 49.68 12.86 24.28 44.67 15.17 27.05 52.69 14.53 26.76 52.65
23.90 38.14 65.09 22.19 37.31 61.59 25.95 41.19 68.17 23.70 40.48 67.66
MN(−5, 10) 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
First row α = 0.05 and second row α = 0.10
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4.2.2 The Second Scenario, σ2ε > σ2µ
Under the second scenario, we considered the case where σ2ε > σ
2
µ, and again we examine two choices
for the null distribution. In the first setup, the response variable was generated under the null hypothesis
as the sum of the standard normal random effects and a normal random errors with mean 0 and variance
J , where J (the number of replications) is either four or 10. Under the alternative, the response variable
was the sum of an arbitrary random effects distribution, as listed in Table 3.1, and the normal random errors
distribution with mean 0 and variance J . In the second setup, which aims to test for the robustness of the
test under the change of the distribution of the random errors, we generated the response variable under the
null hypothesis as the sum of the standard normal distribution and the central χ24. To account for the fact
that σ2ε > σ
2
µ, we rescaled the central χ
2
4 distribution by dividing it to the square root of
2d
J . The empirical
powers of the test are given in Table 4.4 page 37 for the LCF test and Table 4.5 page 38 for the Kolmogorov-
Smirnov test. From the results in Table 4.4 and Table 4.5 on pp 37-38, we may say that, when σ2ε > σ
2
µ,
the log characteristic function approach behaves better than the KS test and yields higher empirical powers.
Furthermore, the log characteristic function (LCF) test is a little more robust compared to the KS.
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Table 4.4: Empirical Powers of the Test for σ2ε > σ
2
µ, Log Characteristic Function Test
Distribution J = 4, εij ∼ N(0, 4) J = 4, εij ∼ (χ
2
4−4)√
8
4
J = 10, εij ∼ N(0, 10) J = 10, εij ∼ (χ
2
4−4)√
8
10
I 50 100 200 50 100 200 50 100 200 50 100 200
CS(4) 19.73 30.25 45.78 19.69 29.26 44.38 19.52 30.92 48.75 21.31 32.74 53.04
28.91 42.00 57.88 28.89 40.64 57.27 27.57 41.22 60.66 30.81 45.08 64.81
CS(6) 15.71 22.73 32.44 15.20 22.66 32.47 15.10 21.94 35.19 16.56 24.56 39.08
23.65 33.20 44.45 24.20 33.19 45.42 22.55 31.37 47.44 25.41 35.62 50.93
CS(8) 12.87 19.00 24.98 13.12 18.69 25.78 12.86 17.42 27.00 14.45 20.47 31.24
20.28 28.52 36.36 21.36 28.21 37.49 19.83 26.43 38.68 22.80 30.66 42.27
T (2) 76.57 94.68 99.71 72.32 92.12 99.36 73.26 92.97 99.67 71.01 91.28 99.36
81.87 96.58 99.85 78.73 94.92 99.67 78.13 95.17 99.84 77.03 94.37 99.67
T (4) 31.35 47.99 69.03 25.74 39.85 60.28 27.10 41.82 65.42 25.13 38.30 58.83
40.67 58.23 77.37 34.99 51.26 71.27 34.93 52.30 75.11 34.06 49.13 69.10
T (6) 16.64 24.99 36.34 14.10 19.41 27.26 14.55 21.05 32.22 12.46 17.99 27.59
24.84 35.57 47.50 22.20 28.85 39.70 21.53 30.93 43.82 20.00 28.16 39.17
Logistic 10.05 12.81 16.09 8.80 11.51 14.69 8.21 10.74 15.17 7.86 10.32 13.50
17.16 21.54 25.51 15.74 19.70 24.74 14.08 18.16 24.71 14.68 17.40 23.13
DE 29.07 46.06 69.62 23.23 37.92 58.15 24.35 40.00 64.22 21.37 34.75 57.08
40.13 58.09 79.30 34.17 50.36 71.62 33.74 51.97 75.22 31.23 47.78 69.55
SN(2.00) 41.53 81.28 98.86 26.27 62.73 95.06 82.18 98.91 100.00 70.72 96.83 99.98
66.02 92.83 99.76 52.79 84.03 98.83 90.44 99.59 100.00 84.96 99.11 99.99
SN(2.50) 46.96 86.49 96.49 30.60 70.16 97.46 86.28 99.44 100.00 75.98 98.46 99.99
71.25 95.45 99.02 58.20 88.61 99.65 93.02 99.81 100.00 88.73 99.57 100.00
Tukey(0.15) 6.80 7.34 8.55 7.35 7.93 8.08 6.33 7.20 8.06 6.47 7.25 8.11
12.31 13.36 15.47 12.92 14.10 15.32 11.64 12.89 15.18 12.23 12.64 14.35
Tukey(0.50) 31.01 47.34 69.53 29.55 43.05 62.50 28.28 45.64 69.60 26.74 41.52 62.71
39.95 58.49 78.30 38.23 54.17 73.18 37.45 57.05 79.85 36.31 53.14 73.30
MN(2,−2) 92.29 99.93 100.00 47.33 100.00 100.00 99.60 100.00 100.00 99.42 100.00 100.00
98.29 99.99 100.00 75.97 100.00 100.00 99.87 100.00 100.00 99.86 100.00 100.00
MN(−5, 10) 99.97 100.00 100.00 99.78 99.85 100.00 100.00 100.00 100.00 100.00 100.00 100.00
99.99 100.00 100.00 100.00 99.97 100.00 100.00 100.00 100.00 100.00 100.00 100.00
First row α = 0.05 and second row α = 0.10
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Table 4.5: Empirical Powers of the Test for σ2ε > σ
2
µ, Kolmogorov-Smirnov Test
Distribution J = 4, εij ∼ N(0, 4) J = 4, εij ∼ (χ
2
4−4)√
8
4
J = 10, εij ∼ N(0, 10) J = 10, εij ∼ (χ
2
4−4)√
8
10
I 50 100 200 50 100 200 50 100 200 50 100 200
CS(4) 13.90 21.52 36.85 18.66 30.45 52.77 13.76 21.16 36.59 17.68 28.34 49.06
21.53 31.07 48.63 28.69 43.72 66.34 22.05 31.83 49.91 26.72 41.29 62.65
CS(6) 11.19 16.45 26.98 14.60 24.67 41.39 10.70 16.07 27.17 14.16 21.73 38.54
18.29 25.77 38.42 23.40 36.23 55.20 18.30 24.97 39.13 22.63 24.79 52.15
CS(8) 9.65 13.31 21.64 25.89 20.66 34.76 9.68 13.30 21.42 8.54 18.33 31.45
16.39 21.64 31.90 39.87 31.64 48.26 16.80 21.62 32.36 14.47 29.09 44.52
T (2) 55.09 77.68 95.01 52.01 73.39 92.60 54.68 77.45 95.76 53.49 74.63 94.03
62.65 83.44 96.90 59.70 80.13 95.30 62.73 83.53 97.69 61.38 81.38 96.29
T (4) 14.38 18.74 27.96 12.05 16.09 21.27 13.85 18.82 27.87 13.42 16.83 23.55
21.30 27.14 38.07 18.99 23.76 31.19 21.62 27.25 38.86 20.17 25.79 34.09
T (6) 7.77 9.21 10.44 7.27 7.50 8.19 8.43 8.46 10.43 7.83 7.43 8.96
13.47 15.54 17.39 13.26 13.48 14.62 15.01 14.96 18.69 13.27 13.91 15.69
Logistic 6.60 6.54 6.40 6.03 6.81 8.18 5.89 5.81 6.59 6.40 5.77 7.04
12.15 11.65 11.72 11.18 12.73 14.35 11.15 11.59 12.62 11.53 11.38 13.11
DE 12.77 15.78 26.41 10.14 13.59 18.80 12.20 16.30 25.79 11.43 13.49 21.77
20.16 25.58 38.36 17.58 22.54 29.66 19.74 25.81 38.62 19.14 23.21 33.53
SN(2.00) 5.34 5.65 6.29 9.10 12.95 20.42 5.44 5.72 5.82 7.31 9.29 13.88
10.20 10.55 11.46 15.68 21.22 31.22 10.54 11.29 11.65 13.40 16.83 22.74
SN(2.50) 5.58 6.17 6.53 10.39 14.65 23.14 5.17 6.04 6.33 8.20 10.05 15.84
10.24 11.10 11.55 17.45 23.54 34.80 10.52 11.09 12.28 14.25 17.85 26.09
Tukey(0.15) 6.14 6.33 9.01 7.37 9.93 13.81 5.92 6.43 8.93 7.63 9.14 13.09
11.17 12.04 15.21 13.98 16.80 22.71 11.82 12.52 15.40 13.39 15.77 21.74
Tukey(0.50) 21.44 34.62 60.24 25.26 42.10 67.21 21.31 35.05 60.08 25.20 39.41 66.18
30.26 45.74 70.79 36.03 55.00 79.04 30.74 47.33 72.01 35.10 53.01 77.06
MN(2,−2) 14.77 20.63 37.35 7.68 11.73 16.68 12.23 19.29 35.96 10.31 14.24 25.68
23.75 31.77 50.92 14.52 19.90 27.88 20.61 30.73 50.75 17.75 24.79 38.89
MN(−5, 10) 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
First row α = 0.05 and second row α = 0.10
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4.3 Conclusion
This chapter shows the comparison of the LCF test with the Kolmogorov-Smirnov test for testing nor-
mality of the random effects distribution. The LCF test was run using the findings from Chapter 3, which
suggested that the best pair to achieve the higher empirical power is ( τ0, κ0) = (0.025, 50). For the pur-
pose of the comparison, we consider two different settings, the first one assuming that σ2ε < σ
2
µ and the
second, σ2ε > σ
2
µ. Concerning the comparison of the empirical power under the two settings
(σε < σµ and σε > σµ), the LCF test achieved higher empirical powers than the KS test except for chi-
square when I = 200 and Tukey distributions when the sample size is either 100 or 200. Furthermore,
we noticed that LCF test yields high empirical powers approaching 100 for the skewed and mixture normal
distributions, while the KS test does not. The KS empirical powers for the skew normal distributions are
low in comparison to those for LCF, but for the mixture normal, KS has low empirical powers only for the
mixture normal distribution with means (µ1, µ2) = (2,−2), and it did achieve almost the same performance
for the mixture normal distribution with means (µ1, µ2) = (−5, 10). While comparing the robustness of the
tests, we found that the LCF test is robust under the two settings σ2ε < σ
2
µ and σ
2
ε > σ
2
µ, while the KS test
is only robust under the first venue when the ratio σεσµ < 1. It is a little less robust in comparison of LCF
test under σεσµ > 1. As expected, the empirical powers of the test are lower when σε > σµ compared to the
empirical powers when σε < σµ for both approaches LCF and KS.
From the comparison of the empirical powers based on the LCF’s approach and the KS test, we ob-
served that, when J = 4 and the variance of the random errors is less than the variance of the random
effects
(
σ2ε < σ
2
µ
)
and the random errors distribution follows the standard normal distribution under the null
hypothesis. Out of the 42 simulations with the significance levels equal to α = (0.05, 0.10), in 67 cases
out of 84 (about 80% of the time), the LCF test outperformed the KS test, while in six cases we have a tie.
Under the above conditions but taking J = 10, our test outperformed the KS test in 60 cases out of 84 (about
71% of the time), with six draws. When the random errors distribution follows the chi-square distribution
and J = 4, our test is better 59 times out of 84, or about 70% of the time. When J = 10, the LCF test
outperformed the KS test in 60 cases out of 84 (about 71% of the time), with six draws.
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When comparing the empirical powers based on the LCF approach and KS test, we observed that, when
J = 4 and the variance of the random errors is greater than the variance of the random effects
(
σ2ε > σ
2
µ
)
and the random errors follow a normal distribution under the null hypothesis. Out of the 42 simulations
with the significance levels equal to α = (0.05, 0.10), in 77 cases out of 84 (about 92% of the time), the
LCF test outperformed the KS test, while in four cases we have a tie. Under the same condition above but
taking J = 10, our test outperformed the KS test in 75 cases out of 84 (about 89% of the time), with six
draws. When the random errors distribution follows the chi-square distribution and J = 4, our test is better
55 times out of 84, or about 65% of the time. Taking J = 10, the LCF approach outperformed the KS test
in 67 cases out of 84 (about 80% of the time), with six draws.
Overall, our test performed better than the KS test in both settings, with the best performance achieved
when the variance of the random errors is larger than the variance of the random effects
(
σ2ε > σ
2
µ
)
, with
274 cases against 246 cases when
(
σ2ε < σ
2
µ
)
, out of 336 cases. This is respectively 82% against 73%, a 9%
difference between the two settings.
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Chapter 5
Piecewise Log Characteristic Function Test
Versus Kolmogorov-Smirnov Test with
Fixed Effects
In Chapter 3 and Chapter 4, attention was restricted to testing for normality of the random effects
distributions considering the simple model, which consists only of the random effects and the random errors
without the fixed effects. In this chapter we introduce the fixed effects component to the model. The response
variable Y will be the sum of three components: the fixed effects, {XTijβ}; the random intercept, {µi}; and
the random error, {εij}; such that
Yij = X
T
ijβ + µi + εij i = 1, 2, 3, ...I and j = 1, 2, ..., J (5.1)
whereXij is a 2× 1 vector of coefficients,
µi is the random effect, and
εij is the random error.
To carry out the simulation, the fixed effects parameters are estimated using the least squares method
and the new response variable is the residuals from the least squares regression:
y˜ij = yij − (βˆ0 + βˆ1xij) = µ˜i + ε˜ij . (5.2)
The new response variable is the sum of two components, where each component is divided by its
standard deviation. Thus,
˜˜yij =
ˆij
σˆε
+
µˆi
σˆµ
where µˆi, the subject mean, is equal to Y¯i =
1
J
J∑
j=1
y˜ij , and
εˆij is found by subtracting the row mean from the regression residual εˆij = (yij − (βˆ0 − βˆ1xij))− Y¯i.
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The goal in this chapter is to examine how the test behaves in the presence of the fixed effects in the
model. Chapter 5 is developed so that Section 5.1 discusses the simulations, Section 5.2 presents the
empirical powers for KCF and KS tests under two different scenarios, and the Section 5.3 gives the summary
of the results.
5.1 Simulations
As in the previous chapter, we kept the two scenarios identical but we added the fixed effects to the
model to beXTijβ = β0 + β1xij where β0 = 10, β1 = 0.8 and xij is an i
th element from an n-dimensional
vector, generated as a sequence of I values from 0 to 1 increment by 1I . The vector is replicated J times to
be conformable for the calculation.
The β estimates were found as the least squares estimates:
βˆ1 =
I∑
i=1
J∑
j=1
(yij − Y¯ )(xij − X¯)
I∑
i=1
J∑
j=1
(xij − X¯)2
and βˆ0 = Y¯ − βˆ1X¯ .
Once the estimates of the fixed effects were found, the fixed effects component was removed from the
model and the simulation was run as in the previous chapter.
From a mixed effects model Eq. (5.1):
Yij = X
T
ijβ + µi + εij i = 1, 2, 3, ...I and j = 1, 2, ..., J,
we estimate the fixed effects component of the linear mixed effects model and deduct it so we are left with
a response variable with only two components, the random effects and the random errors Eq.(5.2):
y˜ij = yij − (βˆ0 + βˆ1xij) = µ˜i + ε˜ij .
The new response variable after the removal of the estimated fixed effects was used to estimate the
empirical log characteristic functions of both the row means and the estimated random errors in order to
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estimate the empirical characteristic function of the random effects and perform our test. Simulations were
carried out as in Chapter 4, but first we will prove that the estimator of the log characteristic function is
√
n
consistent.
Theorem 5.1. Assume the conditions of Theorem 4.1 of Meintanis and Portnoy (2011) and assume
Max |Xij | ≤ β, let φˆµ(t, β) denote the estimator of the characteristic function of the random effects defined
along the grid with true regression subtracted. That is, φˆµ(t) ≡ φˆµ(t, βˆ) is the estimator applied to
Y¯i − βˆX¯i, then φˆµ(t, βˆ) is consistent at rate logn√n for estimating φµ(t, β), the characteristic function of the
random effects.
Proof.
Given
Yij = βXij + µi + ij , therefore Yij − βXij = µi + ij is the random effects model without regression.
Thus the row mean is
Y¯i = βX¯i + µi + i., (5.3)
then
Y¯i − βX¯i = µi + i.
Let us write;
log φˆ(µi+i.)(t, βˆ)− log φ(µi+i.)(t, β) = log φˆ(µi+i.)(t, βˆ)− log φ˜(µi+i.)(t, βˆ) + log φ˜(µi+i.)(t, βˆ)
− log φ˜(µi+i.)(t, β) + log φ˜(µi+i.)(t, β)− log φ(µi+i.)(t, β),
(5.4)
where φˆ(µi+i.) is the interpolated empirical CF of Y¯i − βX¯i and φ˜(µi+i.) is the empirical CF of Y¯i − βX¯i.
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Thus, from Eq. (5.4)
∣∣∣log φˆ(µi+i.)(t, βˆ)− log φ(µi+i.)(t, β)∣∣∣ ≤ ∣∣∣log φˆ(µi+i.)(t, βˆ)− log φ˜(µi+i.)(t, βˆ)∣∣∣
+
∣∣∣log φ˜(µi+i.)(t, βˆ)− log φ˜(µi+i.)(t, β)∣∣∣
+
∣∣∣log φ˜(µi+i.)(t, β)− log φ(µi+i.)(t, β)∣∣∣ (5.5)
= A1 +A2 +A3.
Since the log φˆµ+ε is the interpolated empirical log characteristic function of Y¯i − βˆX¯i then
A1 =
∣∣∣log φˆ(µi+i.)(t, βˆ)− log φ˜(µi+i.)(t, βˆ)∣∣∣ = Op (n− 12) .
From Eq. (5.7) below and given the positivity of the characteristic function
A2 =
∣∣∣log φ˜(µi+i.)(t, βˆ)− log φ˜(µi+i.)(t, β)∣∣∣ = Op (n− 12) .
From Cso¨rgo˝ (1981) Theorem 4 and given the positivity of the CF
A3 =
∣∣∣log φ˜(µi+i.)(t, βˆ)− log φ(µi+i.)(t, β)∣∣∣ = Op
((
log n
n
) 1
2
)
.
Thus, from Eq. (5.5)
∣∣∣log φˆ(µi+i.)(t, βˆ)− log φ(µi+i.)(t, β)∣∣∣ ≤ Op (n− 12)+Op (n− 12)+Op
((
log n
n
) 1
2
)
≤ Op
((
log n
n
) 1
2
)
.
From the argument of Meintanis and Portnoy (2011) Theorem 4.1 and the positivity of the CF
∣∣∣log φ(i.)(t, βˆ)− log φ(i.)(t, β)∣∣∣ = Op( log n√n
)
.
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The result follows, since
log φˆµ(t, βˆ) = log φˆ(µ+ε)(t, βˆ)− log φˆε(t, βˆ),
and so ∣∣∣log φˆµ(t, βˆ)− log φµ(t, β)∣∣∣ = ( log n√
n
)
. (5.6)
Thus, from Eq. (5.6), it follows that
∣∣∣elog φˆµ(t,βˆ) − elog φµ(t,β)∣∣∣ = ∣∣∣φˆµ(t, βˆ)− φµ(t, β)∣∣∣ ≤ C ∣∣∣log φˆµ(t, βˆ)− log φµ(t, β)∣∣∣ = Op (n− 12 log n) .
It remains to be shown that the empirical characteristic function φ˜(µi+i.)(t, βˆ) of Y¯i − βˆX¯i, converges
to the characteristic function φ˜(µi+i.)(t, β) of Y¯i − βX¯i; that is, showing A2 above. Recall Equation (5.3)
Y¯i = βX¯i + µi + i. ⇒ Y¯i − βX¯i = µi + i.
Then
∣∣∣φ˜(µi+i.)(t, βˆ)− φ˜(µi+i.)(t, β)∣∣∣2 = ∣∣∣∣ 1n∑ eit(Y¯i−βˆX¯i) − 1n∑ eit(Y¯i−βX¯i)
∣∣∣∣2
=
∣∣∣∣ 1n∑ eit(Y¯i−βX¯i)
(
1− 1
n
∑
eit(Y¯i−βˆX¯i)−it(Y¯i−βX¯i)
)∣∣∣∣2
≤
∣∣∣∣1− 1n∑ eit(Y¯i−βˆX¯i)−it(Y¯i−βX¯i)
∣∣∣∣2
=
∣∣∣∣1− 1n∑ eit(βˆ−β)X¯i
∣∣∣∣2
≤ 1
n
∑∣∣∣1− eit(βˆ−β)X¯i∣∣∣2 ≤Max|Xi|2C∣∣∣βˆ − β∣∣∣2 = C∗∣∣∣βˆ − β∣∣∣2
≤ 1
n
∑
Op
(∣∣∣βˆ − β∣∣∣2) = Op( 1
n
)
. (5.7)
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Corollary 5.2. Let φ be a characteristic function and g be the log characteristic function, g = log(φ) and
for  > 0, let φ(i.) and φ(µi) > 0 on [−T, T ] then
gˆµi(t) = gˆ(µi+i.)(t)− gˆ(i.)(t)
p→ gµi(t) = g(µi+i.)(t)− g(i.)(t) at rate logn√n .
Proof.
Follows from the above.
5.2 Results
The empirical powers from the LCF test and the KS test are displayed on pp 47-50, Table 5.1 to
Table 5.4.
5.2.1 The First Scenario, σ2ε < σ2µ
After the removal of the fixed effects from the response variable, the simulations were done following
the same scheme of the preceding simulations in Chapter 3 and Chapter 4. The empirical powers of the
test are given in Table 5.1 and Table 5.2 pp 47-48. Table 5.1 gives the results using the piecewise linear
interpolate of the log characteristic function along the grid, while Table 5.2 displays the empirical powers
for the Kolmogorov-Smirnov test using the Lilliefors test.
From the two tables, we can draw the following conclusions:
• The LCF method has, in general, higher empirical powers compared to the Kolmogorov-Smirnov test,
except, not only for the two mixture normal distributions under the normal and chi-square random
errors for J ∈ (4, 10) but also for chi-square and Tukey distributions when I = 200, J = 4 and
εij ∼ χ24.
• Both tests are robust to the departure from normality.
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Table 5.1: Empirical Powers of the Test for σ2ε < σ
2
µ, Log Characteristic Function Test
Distribution J = 4, εij ∼ N(0, 1) J = 4, εij ∼ (χ
2
4−4)√
8
J = 10, εij ∼ N(0, 1) J = 10, εij ∼ (χ
2
4−4)√
8
I 50 100 200 50 100 200 50 100 200 50 100 200
CS(4) 45.65 69.95 92.08 42.98 69.04 90.95 63.62 89.86 99.46 63.01 90.31 99.45
55.83 79.40 95.26 54.69 77.51 94.59 73.78 94.07 99.75 73.92 94.50 99.72
CS(6) 34.48 55.43 79.21 32.08 54.10 77.69 49.60 76.83 95.80 48.21 76.83 95.58
44.13 66.24 85.93 43.49 64.54 84.75 60.41 84.66 98.02 59.65 84.78 97.62
CS(8) 28.42 44.66 67.41 25.99 44.05 65.28 40.32 65.67 89.86 40.08 65.39 89.13
38.50 55.84 76.59 36.61 54.45 74.85 51.14 75.66 94.48 51.72 75.20 94.04
T (2) 87.60 98.68 100.00 86.39 98.62 99.98 89.24 98.98 99.99 88.33 99.03 100.00
91.28 99.18 100.00 90.17 99.25 100.00 92.27 99.37 99.99 91.90 99.46 100.00
T (4) 48.96 71.56 92.31 44.85 71.06 92.06 52.29 76.33 95.18 52.09 76.54 95.02
58.22 79.56 95.29 55.32 78.90 95.32 61.30 83.68 97.39 61.69 82.88 97.20
T (6) 29.48 45.12 67.74 26.65 44.43 66.77 33.12 50.90 75.06 31.01 51.40 76.22
39.38 56.83 76.57 37.45 55.22 76.33 43.09 62.05 83.37 41.78 62.36 84.08
Logistic 20.55 29.16 44.35 16.74 28.81 45.03 22.91 35.20 56.05 21.80 36.05 56.18
29.20 40.73 56.28 26.70 40.16 57.05 32.84 47.94 69.11 31.91 48.20 68.01
DE 52.87 77.66 96.26 47.51 77.48 96.03 57.54 84.17 98.25 56.68 83.91 98.34
63.47 85.30 98.15 60.12 85.46 97.95 67.73 90.28 99.28 67.78 90.44 99.27
SN(2.00) 8.39 10.21 13.46 9.25 13.79 18.38 11.81 17.72 25.27 12.24 18.06 28.02
14.78 17.55 22.17 15.98 21.82 27.50 19.45 27.32 38.58 19.99 28.07 39.88
SN(2.50) 9.68 12.35 17.34 11.03 16.93 23.56 15.04 23.72 37.00 15.06 24.72 39.97
16.12 19.84 27.31 17.90 24.96 33.54 23.39 35.38 50.87 23.65 35.96 52.09
Tukey(0.15) 10.93 13.70 19.75 10.25 14.10 18.80 13.33 20.14 31.34 13.24 20.36 30.96
17.73 21.67 29.39 17.25 22.21 28.71 21.01 30.26 44.18 21.40 30.35 43.04
Tukey(0.50) 58.21 82.96 97.43 55.98 82.45 96.98 72.58 94.20 99.78 70.35 94.11 99.76
67.38 89.04 98.31 65.92 88.21 98.16 80.55 96.95 99.93 79.61 96.58 99.87
MN(2,−2) 11.25 15.69 28.49 9.31 18.63 31.14 14.71 25.81 47.24 13.86 26.32 49.83
19.86 26.58 41.68 18.52 31.07 45.47 24.36 39.32 63.04 24.64 40.15 63.98
MN(−5, 10) 52.42 76.24 95.64 47.21 74.83 94.44 73.33 97.05 100.00 72.02 96.87 99.97
64.18 85.56 97.80 60.27 83.93 96.99 84.32 99.06 100.00 84.22 99.03 100.00
First row α = 0.05 and second row α = 0.10
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Table 5.2: Empirical Powers of the Test for σ2ε < σ
2
µ, Kolmogorov-Smirnov Test
Distribution J = 4, εij ∼ N(0, 1) J = 4, εij ∼ (χ
2
4−4)√
8
J = 10, εij ∼ N(0, 1) J = 10, εij ∼ (χ
2
4−4)√
8
I 50 100 200 50 100 200 50 100 200 50 100 200
CS(4) 36.33 65.28 92.00 39.48 69.28 94.82 53.32 83.49 98.96 53.60 84.56 99.08
47.80 75.81 96.00 52.44 79.97 97.77 65.59 90.16 99.61 65.57 91.68 99.64
CS(6) 26.78 49.77 79.83 29.14 54.51 85.27 38.41 67.96 93.55 37.48 68.07 94.08
37.23 62.03 88.24 41.45 67.25 91.79 50.96 78.47 97.07 50.11 79.17 97.00
CS(8) 21.62 39.96 68.43 23.29 45.28 74.26 30.52 55.76 85.84 31.30 55.51 86.93
32.34 52.50 80.02 34.36 58.15 83.73 42.31 67.95 92.11 43.82 68.59 92.55
T (2) 67.94 90.72 99.45 67.65 90.98 99.43 71.97 93.37 99.85 72.05 93.82 99.79
75.39 93.67 99.73 75.19 94.24 99.72 78.96 96.03 99.94 79.39 96.24 99.93
T (4) 22.86 35.37 56.65 22.00 34.37 56.56 26.39 41.12 67.73 25.74 41.26 67.16
31.93 45.77 68.35 31.12 45.48 67.92 36.42 52.35 77.29 35.56 52.41 77.19
T (6) 11.25 16.43 24.17 11.70 15.72 22.86 13.75 19.42 31.67 13.51 19.20 31.69
18.56 25.13 35.72 19.52 24.75 34.12 21.83 29.27 43.63 21.38 29.15 43.40
Logistic 7.79 9.60 12.48 7.29 9.23 12.88 9.36 12.12 19.38 9.65 12.15 17.79
14.20 16.43 21.23 13.92 16.95 21.28 16.88 20.81 29.19 16.72 20.89 27.56
DE 24.44 41.51 70.61 23.99 42.78 69.87 31.86 55.64 85.52 31.53 56.13 86.19
35.28 54.45 81.84 34.67 56.05 80.16 43.04 68.10 91.57 43.59 68.83 92.02
SN(2.00) 7.00 9.28 14.51 9.89 15.24 25.83 9.47 14.31 23.99 10.14 16.16 26.87
13.02 16.12 23.56 16.65 24.21 37.12 16.16 23.19 35.28 17.42 25.56 38.30
SN(2.50) 7.84 12.17 19.25 11.74 19.86 33.67 11.98 19.82 35.43 13.26 22.11 40.25
14.07 19.23 29.90 19.89 29.22 46.57 19.92 30.20 48.60 21.69 33.26 52.70
Tukey(0.15) 8.46 11.94 19.14 9.94 14.05 24.15 10.14 15.44 27.23 9.81 15.56 27.96
14.04 19.60 30.25 17.17 23.19 35.82 18.13 24.36 38.40 17.08 25.21 39.15
Tukey(0.50) 45.39 76.27 97.01 48.23 78.89 97.52 60.23 88.14 99.62 57.88 88.02 99.45
57.04 84.51 98.64 60.55 86.59 98.92 70.88 93.52 99.91 68.87 93.62 99.78
MN(2,−2) 12.77 24.06 44.06 12.24 23.45 43.48 14.09 26.08 51.76 13.58 25.33 51.70
21.18 36.98 59.74 20.75 36.32 59.43 23.65 39.47 67.57 22.72 38.82 66.30
MN(−5, 10) 99.85 100.00 100.00 99.75 100.00 100.00 99.82 100.00 100.00 99.78 100.00 100.00
99.93 100.00 100.00 99.87 100.00 100.00 99.89 100.00 100.00 99.91 100.00 100.00
First row α = 0.05 and second row α = 0.10
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5.2.2 The Second Scenario, σ2ε > σ2µ
Table 5.3 and Table 5.4 pp 49-50 give the results when the variance for the random errors distribution
is larger than the variance for random effects distribution. So, under the null hypothesis, εij ∼ N(0, J) or
εij ∼
(
χ24−4√
8
J
)
where J is either four or 10. From the results, the same pattern is seen; in general, the LCF
test outperforms KS test and is a little more robust to the departure from normality compared to the KS test.
The KS has better performance, not only for the two mixture normal distributions for I = (50, 100, 200)
and εij ∼ N(0, J) or εij ∼
(
χ24−4√
8
J
)
, but also for Tukey and skew normal distributions when J = 4 and
εij ∼
(
χ24−4√
8
4
)
.
Table 5.3: Empirical Powers of the Test for σ2ε > σ
2
µ, Log Characteristic Function Test
Distribution J = 4, εij ∼ N(0, 4) J = 4, εij ∼ (χ
2
4−4)√
8
4
J = 10, εij ∼ N(0, 10) J = 10, εij ∼ (χ
2
4−4)√
8
10
I 50 100 200 50 100 200 50 100 200 50 100 200
CS(4) 19.67 30.84 46.50 19.22 28.76 44.71 21.94 34.49 53.92 22.89 36.56 56.89
29.18 41.57 58.42 27.88 39.41 56.76 31.26 45.10 65.19 33.01 48.25 69.50
CS(6) 15.80 23.04 32.93 15.04 22.41 32.63 16.99 24.93 39.85 17.82 27.11 41.93
23.79 33.25 45.00 23.22 32.51 45.05 25.28 35.02 51.45 27.14 38.11 54.80
CS(8) 12.99 19.03 25.29 12.98 18.32 25.88 14.62 20.11 31.11 15.36 22.34 33.42
20.52 28.37 36.46 20.10 27.33 36.93 22.61 29.36 42.97 24.88 32.08 46.28
T (2) 76.73 94.78 99.74 72.03 92.10 99.36 76.08 94.34 99.80 73.51 93.16 99.52
82.11 96.57 99.87 78.82 94.92 99.67 81.37 96.27 99.90 79.63 95.22 99.79
T (4) 31.31 48.54 69.69 25.94 40.33 61.00 30.71 47.10 70.48 28.07 42.96 62.46
41.27 59.02 78.29 35.07 51.01 71.41 39.73 57.36 78.74 38.00 52.60 72.91
T (6) 17.09 25.21 37.05 14.05 19.38 28.20 17.22 25.05 36.90 14.21 21.25 30.81
25.39 36.27 48.81 22.04 28.50 39.56 25.09 34.89 48.55 22.72 30.87 43.38
Logistic 10.05 13.05 16.56 8.66 11.67 15.13 9.52 12.67 17.84 8.94 12.05 15.29
17.52 21.93 25.88 15.26 19.45 24.75 16.63 20.90 27.74 15.90 19.46 25.54
DE 29.35 46.58 70.60 22.76 38.21 59.28 29.14 46.27 69.95 25.73 40.50 62.02
40.97 59.06 79.98 33.54 50.17 71.72 39.95 58.05 79.45 37.03 52.24 74.09
SN(2.00) 5.37 6.05 6.40 8.75 11.53 14.80 5.59 6.47 6.96 7.68 10.32 12.80
10.54 11.48 11.66 15.06 18.52 23.60 11.22 12.25 13.11 14.29 16.87 22.13
SN(2.50) 5.56 6.18 6.53 9.50 12.61 16.58 5.75 6.75 7.31 8.27 11.28 14.48
10.86 12.00 12.17 16.01 20.12 26.16 11.50 12.43 14.01 15.15 18.21 24.09
Tukey(0.15) 6.85 7.60 9.33 7.62 8.45 9.53 7.21 8.65 10.88 7.73 10.12 12.15
12.33 14.18 16.47 13.26 14.62 16.62 13.43 15.24 18.50 13.94 17.02 21.36
Tukey(0.50) 31.87 50.73 73.67 30.35 45.93 68.04 35.08 55.62 79.42 33.82 54.76 78.07
41.61 61.30 81.49 39.76 57.51 77.41 45.36 65.36 86.44 45.00 65.16 86.18
MN(2,−2) 8.87 11.91 18.58 4.87 6.23 8.16 11.35 17.40 30.15 7.93 8.74 18.25
16.51 21.51 29.69 10.63 13.25 16.46 19.75 27.79 43.15 15.39 15.89 30.73
MN(−5, 10) 49.69 74.87 94.71 38.64 61.14 85.84 72.17 96.63 99.99 65.38 93.07 99.91
62.50 84.58 97.47 51.62 72.88 91.98 83.80 98.81 100.00 79.61 97.19 99.97
First row α = 0.05 and second row α = 0.10
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Table 5.4: Empirical Powers of the Test for σ2ε > σ
2
µ, Kolmogorov-Smirnov Test
Distribution J = 4, εij ∼ N(0, 4) J = 4, εij ∼ (χ
2
4−4)√
8
4
J = 10, εij ∼ N(0, 10) J = 10, εij ∼ (χ
2
4−4)√
8
10
I 50 100 200 50 100 200 50 100 200 50 100 200
CS(4) 12.49 20.63 36.19 18.39 30.01 51.51 12.47 19.97 36.22 16.72 27.47 48.58
20.30 30.77 48.95 28.41 42.97 65.59 21.08 30.97 48.73 26.21 40.32 62.50
CS(6) 10.57 16.44 26.70 13.69 24.11 39.78 9.45 14.95 26.82 13.28 21.65 37.96
18.24 24.51 38.60 22.93 35.72 54.54 17.22 24.20 38.36 22.28 33.23 51.96
CS(8) 9.24 13.22 21.36 12.02 20.28 33.38 8.89 11.91 20.95 12.62 18.55 31.05
15.91 21.37 32.57 20.62 31.47 47.35 16.05 21.07 31.78 20.56 28.50 44.26
T (2) 52.77 77.00 95.01 49.74 72.50 92.28 51.95 75.56 95.48 50.71 74.47 93.91
61.39 83.08 96.93 58.25 79.47 95.13 60.78 82.78 97.59 59.41 80.98 96.18
T (4) 13.12 18.75 27.59 11.34 15.45 20.53 12.73 17.42 27.38 12.39 16.56 23.25
20.40 27.45 38.30 19.09 23.72 30.96 20.34 26.72 38.37 19.97 25.26 33.90
T (6) 7.25 8.94 10.38 6.87 7.21 7.92 7.45 7.88 10.67 7.04 7.53 9.12
13.33 16.01 17.68 13.15 13.38 14.46 14.00 15.17 18.09 12.92 13.98 15.77
Logistic 6.27 6.48 6.18 5.79 6.55 7.47 5.42 5.47 6.55 5.99 6.12 7.06
11.68 12.27 11.76 11.10 12.39 13.81 11.07 11.54 12.43 11.91 11.57 12.85
DE 11.65 15.30 26.11 9.57 13.21 17.82 11.21 14.68 25.10 10.83 13.69 21.14
19.17 25.00 38.77 16.81 22.36 28.76 19.27 24.89 38.02 19.20 23.43 33.18
SN(2.00) 5.05 5.63 6.17 9.00 12.93 19.44 4.87 5.16 5.72 7.20 9.49 13.77
9.89 10.68 11.95 16.22 21.18 30.13 10.36 10.56 11.32 13.29 16.35 22.85
SN(2.50) 5.35 5.78 6.35 9.81 14.56 22.23 5.28 5.69 6.22 7.88 10.37 15.74
10.25 11.24 12.42 17.26 23.37 34.28 10.60 11.46 11.85 14.61 17.62 25.53
Tukey(0.15) 5.74 6.72 8.67 7.57 9.54 13.54 5.31 6.18 8.55 7.35 9.01 13.03
10.93 12.48 15.54 14.21 16.99 22.62 11.05 12.09 15.11 13.35 15.91 21.34
Tukey(0.50) 19.59 33.94 59.78 23.99 40.55 66.39 19.38 32.89 59.70 23.76 38.94 65.49
28.78 45.38 70.87 35.56 54.24 77.99 29.39 46.13 70.89 33.91 51.94 76.55
MN(2,−2) 11.77 20.01 36.81 7.85 12.03 15.47 11.13 18.22 36.13 9.66 14.55 25.01
10.03 30.93 51.33 14.61 20.24 27.06 19.52 30.01 50.48 17.31 24.06 38.34
MN(−5, 10) 99.72 100.00 100.00 99.48 100.00 100.00 99.72 100.00 100.00 99.59 100.00 100.00
99.90 100.00 100.00 99.81 100.00 100.00 99.89 100.00 100.00 99.87 100.00 100.00
First row α = 0.05 and second row α = 0.10
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5.3 Conclusion
In this chapter, it was a question of testing the normality as in Chapter 4, and the only difference here
is that we estimated the piecewise linear interpolate of the log characteristic function after subtracting off
the estimate of the fixed effects. Our goal was to find out if the presence of the fixed effects in the model
could affect the empirical powers. Comparing Table 4.2 and Table 5.1 on pages 34 and 47 and Table 4.4
and Table 5.3 on page 37 and 49, we can say that the empirical powers for the LCF method, whether the
fixed effects are present, are close to each other for almost every distributions. This is true except for the
skew normal and the mixture normal distributions, which have lower empirical powers in the model where
the fixed effects component was subtracted, compared to the empirical powers in the model where the fixed
effects component was not estimated nor subtracted (model without fixed effects). When it comes to the
comparison of Tables 4.3 and Table 5.2 on pages 35 and 48 and Table 4.5 and Table 5.4 on pages 38 and 50,
we see that the empirical powers for the Kolmogorov-Smirnov test are close in the two cases (σε < σµ and
σε > σµ) for all the distributions under the alternative.
While comparing the empirical powers of the test using LCF approach and the KS test, we observed
that under the first setting σε < σµ, given that J = 4 and the random errors distribution follows under
the null hypothesis the standard normal distribution. Out of 42 simulations with significance levels set
at α = (0.05, 0.10), in 61 cases out of 84 (roughly 73% of the time) our test outperformed the KS test.
Keeping everything unchanged but taking J = 10, our test has higher empirical power in 74 cases (88%)
yet twice it has the same power as the KS test. When the random errors distribution follows the chi-square
distribution and J = 4, our test is better only in 46 cases out 84 (55% of the time) and taking J = 10, our
test outperformed the KS test in 74 (88%) of the cases, with one draw.
Under the second scenario σε > σµ, given that J = 4 and the random errors follow, under the null
hypothesis, a normal distribution. Out of 42 simulations with α = (0.05, 0.10), in 71 cases out of 84
(roughly 85% of the time), our test outperformed the KS test. Keeping everything unchanged but taking
J = 10, our test has higher empirical power in 74 cases (88%), while once it has the same power as the KS
test. When the random errors distribution follows the chi-square distribution and J = 4, our test is better
only in 40 cases out 84 (48% of the time), meaning that, in this scenario, the KS test works better in general
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than our test, and while for J = 10, our test outperformed the KS test in 67 cases (80%).
Overall, when the fixed effects component is estimated and removed to estimate the empirical character-
istic function, the KCF test performed well in both scenarios with 256 (76%) when σε < σµ and 252 (75%)
when σε > σµ out of a total of 336.
In the presence of the fixed effects, the best performance is achieved when σε < σµ (76% vs 75%). Without
the fixed effects, the best performance was attained when σε > σµ (73% [σε < σµ] vs 82% [σε > σµ]).
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Chapter 6
Testing the Modification of Diet in Renal
Disease (MDRD) Data Set
The Modification of Diet in Renal Disease (MDRD) Study A was a longitudinal, randomized, multi-
center clinical trial designed to find out whether the modification of dietary protein and phosphorus intake
conjugated with the reduction of blood pressure would significantly lower the progression of renal disease
[Klahr et al. (1994); MDRD Study Group (1991)]. A total of 585 male and female patients, aged from
18-70 years, with moderate chronic renal insufficiency were assigned to a 2×2 factorial designed to either a
usual-protein diet or a low-protein diet, and to either a moderate or low mean arterial blood pressure (MAP)
goal. A usual-protein diet consisted of 1.3g of protein and 16 to 20 mg of phosphorus intake per kilogram
per day, and a low-protein diet was composed of 0.58 g of protein and 5 to 10 mg of phosphorus intake per
kilogram and per day. The moderate MAP goal was defined by a MAP of ≤ 107 mmHg for patients aged
18-60 years and of ≤ 113 mm Hg for patients 61 years or older; the low MAP was defined by a MAP of
≤ 92 mmHg for patients aged 18-60 years and of ≤ 98 mmHg for patients 61 years or older. At the end
of the baseline period, each patient’s Glomerular Filtration Rate (GFR) was evaluated for eligibility into the
study, and patients with moderate chronic renal disease were determined to have a GFR ranging from
25 - 55 ml/min/1.73m2 of body surface area. The typical GFR measure in healthy subjects range from
90-120 ml/min/1.73m2, and at the range between 13-24 ml/min/1.73m2, patients were considered to
have severe chronic renal disease. A patient whose GFR drops below 10 ml/min/1.73m2 has to go into
dialysis therapy or undergo a kidney transplant to survive. Only patients with moderate chronic renal dis-
ease were eligible for the study. To assess the effectiveness of the two diet regimens and the two arterial
blood pressure interventions, the GFR rate was evaluated periodically, first at two and four months and
then every four months thereafter over a period of time ranging from a minimum of 18 months to a maxi-
mum of 45 months or until reaching a serious medical condition (dialysis, transplantation, high reduction of
GFR). Patients were distributed so that 294 and 291 patients were randomly assigned to a usual-protein and
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low-protein intake respectively, and 285 patients were assigned to a moderate MAP goal, while 300 were
assigned to a low MAP goal.
The data was provided by Dr. Gerald Beck of the Cleveland Clinic Foundation. For the goal of this
study, we have dropped the second factor — the MAP — and considered only the diet factor. The data set
has four variables, the Diet group (Diet), which has two levels: a “1” for control (normal diet regimen) and a
“2” for protein-restricted (low diet regimen); ID, which gives the sequential of patient identification by diet
group; the GFR, which evaluates the level of kidney function; and Time, which is time from randomization.
Of the 585 patients randomized into either the control or the treatment (protein-restricted), 571 individuals
follow up, and the rate of change in the GFR — the response variable — was measured to determine the
effects of the diet on the renal function. For the purpose of the study, the total number of replications was
restricted to four; replications beyond the fourth were deleted, and a subject with less than four replications
was discarded. The total number of subjects after cleaning the data was 527, with 266 of the subjects under
the control diet and the remaining 261 under the treatment diet.
This chapter has two sections, organized so that, in each subsection, the LCF test is performed to test for
normality of the random effects and random errors distributions and the KS test to assess for normality of
the random effects distribution. Furthermore, we estimated the empirical density functions for the random
effects and errors. Section 6.1 considers a model with Diet as the fixed effect and ID indexing the random
effects, and it is subdivided into two subsections, with the first dealing with the overall data set and the
second with the data set divided into two subsets depending on the diet regimen. Section 6.2 proposes a
model with the mean effects Diet and Time and is subdivided into two subsections following the timetable
of Section 6.1. This chapter will be closed with a short conclusion in Section 6.3.
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6.1 Model with Fixed Effect Diet and Random Intercepts
In this section we tested for normality of the random effects and random errors distributions for the
MDRD data set. We also estimated the empirical density functions of both distributions through the decon-
volution of the empirical characteristic function estimated using the piecewise linear interpolate of the log
characteristic function. First, we considered an overall model that combines the two diet regimen groups
and then a model for each diet regimen group separately.
6.1.1 Model for the Overall Data Set with Fixed Effect Diet and Random Intercepts
For the overall data set, all of the 527 subjects were used to test for normality assumption for random
effects and random errors distributions, and the inverse characteristic function was used to estimate the
density functions for both. We have tested also the random effects distribution using the Lilliefors test,
where the critical value was determined through simulation.
The first proposed model is:
GFRij = α0 + α1Dieti + boi + ij i = 1, 2, 3, ..., 527 and j = 1, 2, 3, 4
where α0 + α1Dieti is the fixed effect, boi is the random intercept and ij is the random error.
The fixed effect was removed from the response so that the new response variable was of form:
G˜FRij = GFRij − (αˆ0 + αˆ1Dieti) = b˜oi + ˜ij .
where Diet = “1” or “2” .
To account for the variance of the random effects and errors, the response variable was transformed so
that each component was divided by its standard error to have:
G˜FRij =
εˆij
σˆε
+
bˆoi
σˆbo
where i = 1, 2, 3, ..., 527 and j = 1, 2, 3, 4.
55
The table below shows the results for the test statistics; αis are the least squares estimates for the mean
effects (fixed effect); σˆs are standard errors; T˜ is the LCF statistic with (τ0, κ0) = (0.05, 100); and D˜ is a
D statistic of the Lilliefors test.
Table 6.1: Results Testing Random Effects and Errors Distributions
Estimate
Parameter Value SE p - value
αˆ0 39.2102 0.4022 < 0.0001
αˆ1 -0.5428 0.5716 0.3423
σˆµ 11.3113 - -
σˆε 4.3248 - -
T˜µ 2.2007 - < 0.0100
T˜ε 0.4770 - > 0.1000
D˜µ 0.0633 - < 0.0100
From the results, the least squares estimate for the slope of the fixed effect is not significant at the 5%
significance level. The LCF test rejected the null hypothesis of normality in favor of a nonnormal random
effects distribution with a p-value of < 0.01, agreeing with the earlier results by Zhang et al. (2008), who
concluded that the log-gamma LMM fits the data better than the normal LMM. With a p-value greater than
0.10, the LCF test did not reject the null hypothesis of normality for random errors distribution. The Lil-
liefors test rejected the null hypothesis of normality with a p-value of less than 0.01 for the distribution of
the random effects.
Empirical Density Functions for Random Effects and Random Errors
From the empirical characteristic function, we estimated the empirical density function for the random ef-
fects and errors using the linear approximation of the log characteristic function and inverting it to get the
density function [Meintanis and Portnoy (see 2011, page 2550)].
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Specifically, the piecewise linear function with slopes, {a`} can be written as:
g(t) =

a1t 0 ≤ t ≤ τ
... ...
a`t+A`τ (`− 1)τ ≤ t ≤ `τ
... ...
akt+Akτ (k − 1)τ ≤ t ≤ kτ
<e(ak)t+ <e(Ak)τ t ≥ kτ
(6.1)
where A1 = 0 and for ` > 1,
A` ≡
`−1∑
ν=1
aν − (`− 1)a`.
Assuming <e(ak) < 0, then it is possible to invert eg(t) as follows:
f(x) =
1
2pi
∫ ∞
−∞
e−itx+g(t)dt =
1
2pi
∫ ∞
0
e−itx+g(t)dt+
1
2pi
∫ ∞
0
eitx+g¯(t)dt
=
1
2pi
k∑
`=1
{∫ `τ
(`−1)τ
ea`t+A`τ−ixtdt+
∫ `τ
(`−1)τ
ea¯`t+A¯`τ+ixtdt+ 2
∫ ∞
kτ
e<(ak)t+<(Ak)τ−ixtdt
}
(6.2)
f(x) =
1
2pi
k−1∑
`=1
{
eA`τ
a` − ixe
`τ(a`−ix)
(
1− e−τ(a`−ix)
)
+
eA¯`τ
a¯` − ixe
`τ(a¯`+ix)
(
1− e−τ(a¯`+ix)
)}
− 1
2pi
{
eAkτ
ak − ixe
(k−1)τ(ak−ix) +
eA¯kτ
a¯k − ixe
(k−1)τ(a¯k+ix)
}
where i =
√−1. (6.3)
Using the above equations, we have estimated the density functions in R for the random effects and random
errors distributions.
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Empirical Density Functions for GFR Random Effects
Figure 6.1: Densities Function with τ0 = 0.025, τ0 = 0.20 and k0 = 100
The solid line is the estimated empirical density function for the random effects distribution of the GFR,
and the dashed line is the estimated empirical density function of the random effects assuming the standard
normal distribution. Both were estimated using the inverse function of the exponential of the piecewise linear
interpolate of the log characteristic function. The dotted line is the theoretical density function generated
from the function below:
f(t) =
1√
2pi
e−
1
2
t2 , − 4 ≤ t ≤ 4.
The above figure indicates that the random effects distribution is skewed, which goes along with
Greene (2001), Ishwaran and Takahara (2002) and Zhang et al. (2008). They concluded in the earliest
studies, concerning the MDRD analysis, that the distribution of random effects that characterizes the rate
for disease progression is skewed to the left.
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Empirical Density Functions for GFR Random Errors
Figure 6.2: Densities Function with τ0 = 0.025, k0 = 50 and τ0 = 0.05, k0 = 100
The solid line is the empirical density function for the random errors distribution of the GFR, and the
dashed line is the empirical density function of the random errors assuming the standard normal distribution,
both estimated using the inverse function of the exponential of LCF. The dotted line is the theoretical density
function generated as in the preceding paragraph.
The estimated density function of the random errors is close to the normal distribution, which agrees
with the LCF test.
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6.1.2 Random-Intercept Model for Control and Treatment
Of 527 subjects with four replications, 266 were under the control (normal diet regimen), and the re-
maining 261 were under the treatment (low diet regimen). The factor Diet has two levels, a “1” for control
and a “2” for treatment.
The proposed model for control and treatment was of form:
GFRij = boi + ij i = 1, 2, 3, ..., I and j = 1, 2, 3, 4.
Random-Intercept Model for Control
The sample size for control is 266, with four replications for each subject (I = 266 and J = 4).
Table 6.2: Results Testing Random Effects and Errors Distributions
Estimate
Parameter Value SE p - value
σˆµ 11.7310 - -
σˆε 4.3206 - -
T˜µ 2.3113 - < 0.0500
T˜ε 0.8974 - > 0.1000
D˜µ 0.0670 - < 0.0100
From the above results, the LCF test rejected the null hypothesis of normality for the random effects dis-
tribution but did not reject the null hypothesis for random errors distribution. The KS test rejected the null
hypothesis of normality for the random effects distribution.
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Empirical Density Functions for GFR Random Effects for Control
Figure 6.3: Densities Function with τ0 = 0.05, τ0 = 0.10 and k0 = 100
As shown in Figure 6.3, the random effects distribution is skewed. This goes along with the test dis-
played in Table 6.2
Empirical Density Functions for GFR Random Errors
Figure 6.4: Densities Function with τ0 = 0.025, k0 = 50 and τ0 = 0.05, k0 = 50
The estimated empirical density function for the random errors distribution appears symmetric, which
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agrees with the test shown in Table 6.2.
Random-Intercept Model for Treatment
The sample size for treatment is 261, with four replications for each patient (I = 261 and J = 4).
Table 6.3: Results Testing Random Effects and Errors Distributions
Estimates
Parameter Value SE p - value
σˆµ 10.8926 - -
σˆε 4.3314 - -
T˜µ 1.9801 - < 0.1000
T˜ε 0.3830 - > 0.1000
D˜µ 0.0669 - < 0.0100
As displayed in Table 6.3 above, the random effects distribution is non-normal at the 10% significance
level, but it is normal at the 5% significance level based on the LCF test. The random errors distribution is
normal based on the LCF test. The KS test rejected the null hypothesis of normality at the 1% significance
level.
Empirical Density Functions for GFR Random Effects
Figure 6.5: Densities Function with τ0 = 0.025, k0 = 75 and τ0 = 0.05, k0 = 50
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From the above Figure 6.5, we can see that the random effects is a little skewed. This is consistent with
the results shown in Table 6.3, which rejected the null hypothesis of normality at the 10% significance level
instead of 5%
Empirical Density Functions for GFR Random Errors
Figure 6.6: Densities Function with τ0 = 0.025, k0 = 75 and τ0 = 0.05, k0 = 50
As shown in Figure 6.6, the estimated density function of the random errors appears symmetric, which
agrees with the test in Table 6.3, p-value for T˜ε > 0.10, failing to reject the null hypothesis of normality.
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6.2 Model with Fixed Effects Diet and Time and Random Intercepts
As in Section 6.1, in this section we tested the random effects and random errors distributions for the
data. Inverting the empirical characteristic function estimated using LCF method, we estimated the empirical
density functions for the two distributions. The first model was based on the data set, which combines the
two diet regimen groups, and the second model was based on diet group. The fixed effects for the overall
model are diet regimen (Diet) and time from randomization (Time), and the fixed effect for the model
based on diet regimen has one covariate, the Time.
6.2.1 Model for the Overall Data Set with Fixed Effects Diet and Time and Random
Intercepts
The second proposed model is
GFRij = α0 + α1Dieti + α2Timeij + boi + ij i = 1, 2, 3, ..., 527 and j = 1, 2, 3, 4
where α0 + α1Dieti + α2Timeij is the fixed effects component,
boi is the random effect and
ij is the random error.
Removing the fixed effects from the response, the model becomes:
G˜FRij = GFRij − (αˆ0 + αˆ1Dieti + αˆ2Timeij) = b˜oi + ˜ij i = 1, 2, 3, ..., 527 and j = 1, 2, 3, 4.
The means for both random effects and random errors distributions are zero because the random effects and
random errors are residuals from the following linear regression model:
GFRij = α0 + α1Dieti + α2Timeij i = 1, 2, 3, ..., 527 and j = 1, 2, 3, 4
where Diet = “1” for control and “2” for treatment.
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Table 6.4: Results Testing Random Effects and Errors Distributions
Estimate
Parameter Value SE p - value
αˆ0 42.7050 0.7109 < 0.0001
αˆ1 -0.5334 0.5670 0.3470
αˆ2 -0.3268 0.0550 < 0.0001
σˆµ 11.3073 - -
σˆε 4.1378 - -
T˜µ 2.1834 - < 0.0100
T˜ε 0.5795 - > 0.1000
D˜µ 0.0596 - < 0.0100
From Table 6.4, the least squares estimate for Diet has a p-value of 0.3470, which is not significant
at the 5% significance level, while the time from randomization coefficient (Time) is significant at the 5%
significance level. The LCF test rejected the null hypothesis of normality for the random effects distribution
but did not reject the null hypothesis for the random errors distribution. The Lilliefors test rejected the null
hypothesis of normality for the random effects.
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Empirical Density Functions for GFR Random Effects (overall data set)
Figure 6.7: Densities Function with τ0 = 0.025, k0 = 100 and τ0 = 0.10, k0 = 100
The density function for the random effects distribution is skewed, as shown in Figure 6.7, which agrees
with the early findings by Greene (2001), Ishwaran and Takahara (2002) and Zhang et al. (2008), as pointed
out in the previous section.
Empirical Density Functions for GFR Random Errors (overall data set)
Figure 6.8: Densities Function with τ0 = 0.025, k0 = 100 and τ0 = 0.10, k0 = 30
The random errors distribution appears symmetric and thus, looks close to the normal distribution.
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6.2.2 Model with Fixed Effect Time and Random Intercepts for Control and Treatment
In this section we considered two models, each based on the diet regimen.
The proposed model is
GFRij = α0 + α1Timeij + boi + ij i = 1, 2, 3, ..., I and j = 1, 2, 3, 4
where Diet = “1” for control or “2” for treatment.
Model with Fixed Effect Time and Random Intercepts for Control
The proposed model is
GFRij = α0 + α1Timeij + boi + ij i = 1, 2, 3, ..., 266 and j = 1, 2, 3, 4
where Diet = Control.
Table 6.5: Results Testing Random Effects and Errors Distributions
Estimate
Parameter Value SE p - value
αˆ0 43.2690 0.94757 < 0.0001
αˆ1 -0.3795 0.07989 < 0.0001
σˆµ 11.7352 - -
σˆε 4.0560 - -
T˜µ 2.2994 - < 0.0500
T˜ε 0.7386 - > 0.1000
D˜µ 0.0641 - < 0.0500
As shown in Table 6.5, the least squares estimate of the slope has a p-value of <0.0001, which is
significant at the 5% significance. The LCF test rejected the null hypothesis of normality for the distribution
of random effects but did not reject the null hypothesis for the distribution of random errors. The Lilliefors
test rejected the null hypothesis of normality for the distribution of the random effects.
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Empirical Density Functions for GFR Random Effects (control)
Figure 6.9: Densities Function with τ0 = 0.025, k0 = 75 and τ0 = 0.05, k0 = 100
The empirical density function is skewed.
Empirical Density Functions for GFR Random Errors (control)
Figure 6.10: Densities Function with τ0 = 0.025, k0 = 100 and τ0 = 0.10, k0 = 30
The density function for the random errors distribution appears symmetric and looks like a normal
distribution.
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Model with Fixed Effect Time and Random Intercepts for Treatment
The proposed model is
GFRij = α0 + α1Timeij + boi + ij i = 1, 2, 3, ..., 261 and j = 1, 2, 3, 4
where Diet = Treatment (protein restricted).
Table 6.6: Results Testing Random Effects and Errors Distributions
Estimate
Parameter Value SE p - value
αˆ0 41.6054 0.90036 < 0.0001
αˆ1 -0.2740 0.07561 0.0003
σˆµ 10.8818 - -
σˆε 4.2103 - -
T˜µ 1.9765 - < 0.1000
T˜ε 1.3810 - > 0.1000
D˜µ 0.0652 - < 0.0500
Table 6.6 shows the estimated slope from least squares with a p-value of 0.0003, which is significant at
the 5% significance level. The null hypothesis of normality for the random effects was rejected using the
LCF test at the 10% significance level but was not rejected for the distribution of random errors at the same
level. The LCF test did not reject the normality of the random effects distribution at the 5% significance level.
The Lilliefors test rejected the null hypothesis of normality for the random effects at the 5% significance
level.
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Empirical Density Functions for GFR Random Effects (treatment)
Figure 6.11: Densities Function with τ0 = 0.025, k0 = 75 and τ0 = 0.05, k0 = 50
The empirical density function of the random effects distribution is a little skewed, aligning with the
results shown in Table 6.6, which rejected the null hypothesis of normality at the 10% significance level
instead of 5%.
Empirical Density Functions for GFR Random Errors (treatment)
Figure 6.12: Densities Function with τ0 = 0.025, k0 = 100 and τ0 = 0.05, k0 = 50
The empirical density function for the random errors distribution appears symmetric and looks normal.
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6.3 Conclusion
Chapter 6 dealt with a real data set for the MDRD Study A provided by Cleveland Clinic to test for
the normality of both the random effects and errors distributions using the LCF approach. For the KS
test, we only tested for the random effects distribution. In addition to testing for normality, we estimated
the empirical density function for random effects and errors distributions using the LCF by inverting the
exponential of the piecewise linear interpolate of the log characteristic function.
From the results, the LCF test rejected the null hypothesis of normality for the random effects distribu-
tion but did not reject the null hypothesis of normality for the random errors distribution, and the KS test
also rejected the null hypothesis of normality for random effects distribution.
The empirical density functions of the random effects distribution estimated through the deconvolution
of the exponential of the piecewise linear interpolate of the log characteristic functions for different mod-
els are skewed. This agrees not only with the early findings by Greene (2001) and Ishwaran and Takahara
(2002), whose conclusions for the MDRD analysis indicated that the distribution of the random effects
characterizing the rate of disease progression is skewed to the left, but also with Zhang et al. (2008), who
proposed a log-gamma distribution for the distribution of the random effects for the MDRD data set and
concluded that the log-gamma LMM fits the data better than the normal LMM. The empirical density func-
tions for random errors distributions appear symmetric, agreeing with the test results that did not reject the
null hypothesis of normality.
71
Appendix A
Empirical Powers where εij ∼ N(0, 1)
A.1 Empirical Powers where εij ∼ N(0, 1) with J = 4
Table A.1: Empirical Powers of the Test via Characteristic Function Assuming εij ∼ N(0, 1) and J = 4
Grid Length
I 50 100 200
κ0 25 50 75 100 25 50 75 100 25 50 75 100
Distribution
τ0
CS(4)
0.025 37.80 47.13 26.92 25.60 59.84 70.54 53.70 37.31 83.29 91.98 84.76 59.64
47.77 57.29 45.82 38.27 69.04 79.76 70.17 53.75 88.78 95.59 92.38 73.85
0.05 32.05 34.62 35.21 35.21 51.15 55.67 56.48 56.48 75.69 78.92 80.04 80.04
42.82 45.66 46.23 46.23 61.31 66.60 67.55 67.55 83.18 85.65 86.64 86.64
0.075 20.72 21.43 21.43 21.43 30.96 32.30 32.30 32.30 42.43 46.50 46.50 46.50
30.45 31.02 31.02 31.02 39.55 41.19 41.19 41.19 52.23 56.19 56.19 56.19
0.10 12.76 12.80 12.80 12.80 18.87 18.95 18.95 18.95 27.15 27.31 27.31 27.31
20.68 20.70 20.70 20.70 27.00 27.06 27.06 27.06 36.79 36.95 36.95 36.95
0.20 6.21 6.21 6.21 6.21 8.40 8.40 8.40 8.40 11.65 11.65 11.65 11.65
11.55 11.55 11.55 11.55 14.35 14.35 14.35 14.35 18.27 18.27 18.27 18.27
CS(6)
0.025 28.48 35.37 18.00 16.90 45.73 55.62 37.88 24.21 67.39 79.09 66.97 37.92
37.02 45.20 34.14 27.63 56.41 66.23 55.02 37.92 76.58 85.74 79.44 53.87
0.05 22.87 23.71 24.21 24.21 36.18 38.84 39.41 39.41 57.68 61.80 62.88 62.88
32.63 33.87 34.44 34.44 46.03 50.92 51.57 51.57 68.39 71.50 72.42 72.42
0.075 14.79 15.02 15.02 15.02 20.51 21.82 21.82 21.82 30.79 32.98 32.98 32.98
23.31 23.48 23.48 23.48 28.98 30.15 30.15 30.15 40.70 43.05 43.05 43.05
0.10 9.62 9.63 9.63 9.63 12.91 12.93 12.93 12.93 20.50 20.48 20.48 20.48
16.58 16.61 16.61 16.61 20.16 20.17 20.17 20.17 29.76 29.72 29.72 29.72
0.20 5.94 5.94 5.94 5.94 6.67 6.67 6.67 6.67 10.50 10.50 10.50 10.50
11.43 11.43 11.43 11.43 12.06 12.06 12.06 12.06 16.52 16.52 16.52 16.52
CS(8)
0.025 23.55 29.27 14.54 13.67 37.73 45.15 29.65 18.28 56.06 67.49 52.70 26.12
32.05 39.17 28.96 23.13 48.06 56.45 44.99 30.57 66.47 76.94 67.54 40.99
0.05 18.71 19.35 19.80 19.80 29.64 31.16 31.64 31.64 45.41 49.10 50.15 50.15
27.88 29.50 30.09 30.09 38.60 42.86 43.43 43.44 57.00 60.38 61.36 61.36
0.075 12.19 12.37 12.37 12.37 17.96 18.58 18.58 18.58 24.91 26.37 26.37 26.37
20.09 20.20 20.20 20.20 25.08 25.92 25.92 25.92 34.36 35.68 35.68 35.68
0.10 8.70 8.71 8.71 8.71 11.84 11.86 11.86 11.86 17.45 17.44 17.44 17.44
15.13 15.14 15.14 15.14 18.74 18.73 18.73 18.73 25.99 26.04 26.04 26.04
0.20 5.67 5.67 5.67 5.67 6.74 6.74 6.74 6.74 9.30 9.30 9.30 9.30
11.01 11.01 11.01 11.01 12.20 12.20 12.20 12.20 15.42 15.42 15.42 15.42
First row α = 0.05 and second row α = 0.10
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Table A.1: Empirical Powers of the Test via Characteristic Function Assuming εij ∼ N(0, 1) and J = 4 (cont.)
Grid Length
I 50 100 200
κ0 25 50 75 100 25 50 75 100 25 50 75 100
Distribution
τ0
T (2)
0.025 83.56 87.86 79.46 81.43 98.16 98.69 96.29 94.23 99.98 100.00 99.99 99.54
88.55 91.23 87.02 85.55 99.05 99.18 98.33 96.19 100.00 100.00 100.00 99.79
0.05 70.85 77.09 77.51 77.51 87.87 92.42 92.77 92.77 97.37 98.81 98.99 98.99
74.55 81.09 81.64 81.64 90.21 93.95 94.42 94.42 98.03 99.19 99.21 99.21
0.075 56.04 59.05 59.05 59.05 70.45 74.45 74.45 74.45 81.72 88.15 88.15 88.15
60.41 63.56 63.56 63.56 72.48 76.69 76.69 76.69 82.74 89.22 89.22 89.22
0.1 37.91 37.91 37.91 37.91 49.23 49.24 49.24 49.24 65.49 65.65 65.65 65.65
43.45 43.48 43.48 43.48 52.19 52.15 52.15 52.15 67.08 67.26 67.26 67.26
0.2 2.74 2.74 2.74 2.74 1.69 1.69 1.69 1.69 1.45 1.45 1.45 1.45
5.32 5.32 5.32 5.32 2.81 2.81 2.81 2.81 1.76 1.76 1.76 1.76
T (4)
0.025 44.83 49.34 33.40 35.11 70.04 71.44 52.70 45.06 91.35 92.01 81.36 59.30
54.52 58.43 46.42 44.18 78.08 79.40 67.06 55.85 94.90 95.37 89.05 70.05
0.05 24.74 29.69 30.30 30.30 26.60 36.48 37.71 37.71 28.91 42.16 44.94 44.95
31.32 37.80 38.41 38.41 32.68 43.56 45.06 45.06 35.04 47.69 50.56 50.59
0.075 12.79 14.31 14.31 14.31 9.48 11.34 11.34 11.34 4.39 7.21 7.21 7.21
18.24 19.77 19.77 19.77 12.02 14.31 14.31 14.31 5.34 8.53 8.53 8.53
0.10 8.80 8.80 8.80 8.80 4.81 4.81 4.81 4.82 2.05 2.07 2.07 2.07
13.18 13.17 13.17 13.17 6.94 6.96 6.96 6.96 2.81 2.81 2.81 2.81
0.20 3.98 3.98 3.98 3.98 3.08 3.08 3.08 3.08 1.86 1.86 1.86 1.86
8.14 8.14 8.14 8.14 5.54 5.54 5.54 5.54 3.47 3.47 3.47 3.47
T (6)
0.025 26.18 29.64 18.70 19.36 55.54 44.48 28.07 24.79 67.42 67.00 48.61 29.56
35.95 39.16 29.76 28.32 55.81 56.22 41.75 34.58 76.74 76.26 62.58 40.16
0.05 11.67 15.38 15.73 15.73 10.38 17.65 18.16 18.16 7.26 16.91 18.61 18.61
17.40 22.52 23.00 23.00 15.29 24.43 25.34 25.34 11.15 21.82 23.73 23.73
0.075 6.43 6.78 6.78 6.78 4.31 4.83 4.83 4.83 1.96 2.36 2.36 2.36
11.26 11.68 11.68 11.68 7.19 7.96 7.96 7.96 3.50 3.97 3.97 3.97
0.10 5.09 5.08 5.08 5.08 3.49 3.50 3.50 3.50 2.10 2.10 2.10 2.10
9.12 9.12 9.12 9.12 6.49 6.50 6.50 6.50 3.89 3.89 3.89 3.89
0.20 4.57 4.57 4.57 4.57 3.92 3.92 3.92 3.92 3.41 3.41 3.41 3.41
8.64 8.64 8.64 8.64 7.44 7.44 7.44 7.44 6.35 6.35 6.35 6.35
LG
0.025 17.69 20.33 13.84 14.16 28.09 27.99 18.41 16.23 43.61 43.62 30.39 19.80
26.65 28.62 23.10 21.86 39.28 40.51 30.52 25.55 56.47 56.00 43.40 28.83
0.05 7.50 11.01 11.25 11.25 6.26 11.83 11.97 11.97 3.94 10.27 10.99 10.99
12.83 17.57 17.84 17.84 10.30 18.02 18.54 18.54 7.17 15.54 16.53 16.54
0.075 5.38 5.54 5.54 5.54 4.15 4.27 4.27 4.27 2.40 2.58 2.58 2.58
10.26 10.46 10.46 10.46 7.26 7.59 7.59 7.59 4.38 4.65 4.65 4.65
0.10 4.54 4.54 4.54 4.54 3.85 3.85 3.85 3.85 2.71 2.70 2.70 2.70
9.05 9.05 9.05 9.05 7.30 7.29 7.29 7.29 5.06 5.06 5.06 5.06
0.20 4.63 4.63 4.63 4.63 4.53 4.53 4.53 4.53 3.72 3.72 3.72 3.72
9.23 9.23 9.23 9.23 8.29 8.29 8.29 8.29 7.44 7.44 7.44 7.44
First row α = 0.05 and second row α = 0.10
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Table A.1: Empirical Powers of the Test via Characteristic Function Assuming εij ∼ N(0, 1) and J = 4 (cont.)
Grid Length
I 50 100 200
κ0 25 50 75 100 25 50 75 100 25 50 75 100
Distribution
τ0
DE
0.025 43.86 52.84 45.11 45.99 71.25 77.30 69.10 63.20 93.74 96.07 93.49 82.84
56.49 63.11 58.82 56.69 81.65 85.35 80.82 72.98 97.02 98.18 97.04 89.24
0.05 21.21 37.24 37.97 37.97 23.43 52.36 53.57 53.56 26.58 68.46 70.78 70.79
27.80 46.33 47.37 47.37 30.29 59.82 61.20 61.20 34.24 73.41 76.01 76.01
0.075 13.43 14.43 14.43 14.43 11.07 13.67 13.67 13.67 6.82 11.87 11.87 11.87
19.38 20.85 20.85 20.85 14.73 17.92 17.92 17.92 8.25 14.79 14.79 14.79
0.10 6.21 6.22 6.22 6.22 3.36 3.37 3.37 3.37 1.10 1.08 1.08 1.08
10.18 10.19 10.19 10.19 5.60 5.60 5.60 5.60 2.07 2.10 2.10 2.10
0.20 3.91 3.91 3.91 3.91 2.88 2.88 2.88 2.88 1.81 1.81 1.81 1.81
7.46 7.46 7.46 7.46 6.03 6.03 6.03 6.03 3.54 3.54 3.54 3.54
SN(2.00)
0.025 99.77 85.27 14.45 17.67 100.00 99.61 68.05 32.73 100.00 100.00 99.98 75.78
99.92 95.63 43.23 37.29 100.00 99.94 96.05 64.68 100.00 100.00 100.00 96.87
0.05 99.89 99.58 99.59 99.59 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
99.96 99.88 99.89 99.89 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.075 99.94 99.94 99.94 99.94 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.10 99.99 99.99 99.99 99.99 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.20 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
SN(2.50)
0.025 99.94 91.40 17.17 20.68 100.00 99.91 80.06 41.69 100.00 100.00 100.00 88.44
100.00 97.81 52.10 43.44 100.00 100.00 98.48 75.60 100.00 100.00 100.00 99.32
0.05 99.96 99.85 99.85 99.85 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.075 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.10 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.20 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
TU(0.15)
0.025 9.03 10.39 6.68 6.75 12.32 12.62 8.97 7.35 17.11 17.00 12.27 7.86
16.00 16.85 13.92 12.72 19.54 20.10 16.65 13.50 26.29 26.46 20.83 14.27
0.05 5.61 6.50 6.63 6.63 5.53 7.08 7.12 7.12 5.12 7.09 7.38 7.38
11.17 12.18 12.30 12.30 10.59 13.26 13.43 13.43 10.11 13.34 13.73 13.73
0.075 5.06 5.05 5.05 5.05 5.39 5.49 5.49 5.49 5.25 5.36 5.36 5.36
10.53 10.56 10.56 10.56 10.08 10.14 10.14 10.14 9.72 9.84 9.84 9.84
0.10 5.13 5.13 5.13 5.13 5.71 5.71 5.71 5.71 6.22 6.21 6.21 6.21
10.36 10.38 10.38 10.38 10.73 10.73 10.73 10.73 11.00 10.99 10.99 10.99
0.20 5.78 5.78 5.78 5.78 7.55 7.55 7.55 7.55 9.46 9.46 9.46 9.46
11.43 11.43 11.43 11.43 13.13 13.13 13.13 13.13 15.39 15.39 15.39 15.39
First row α = 0.05 and second row α = 0.10
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Table A.1: Empirical Powers of the Test via Characteristic Function Assuming εij ∼ N(0, 1) and J = 4 (cont.)
Grid Length
I 50 100 200
κ0 25 50 75 100 25 50 75 100 25 50 75 100
Distribution
τ0
TU(0.50)
0.025 48.81 56.71 38.50 38.17 75.21 79.25 65.67 51.45 94.38 95.93 92.01 73.66
59.17 64.82 53.77 47.66 82.70 85.66 78.38 63.51 96.71 97.56 96.17 84.07
0.05 31.81 36.31 36.75 36.75 39.57 51.83 52.94 52.94 54.01 68.79 70.68 70.68
39.96 46.52 47.24 47.24 49.49 61.13 62.37 62.37 65.23 76.08 77.82 77.82
0.075 18.78 19.79 19.79 19.79 19.17 21.20 21.20 21.20 14.32 20.60 20.60 20.60
27.12 28.43 28.43 28.43 25.32 27.95 27.95 27.95 19.15 26.56 26.56 26.56
0.10 13.05 13.05 13.05 13.05 11.71 11.74 11.74 11.74 9.82 9.81 9.81 9.81
19.45 19.44 19.44 19.44 17.36 17.39 17.39 17.39 14.61 14.68 14.68 14.68
0.20 14.15 14.15 14.15 14.15 20.76 20.76 20.76 20.76 30.70 30.70 30.70 30.70
21.94 21.94 21.94 21.94 28.79 28.79 28.79 28.79 38.99 38.99 38.99 38.99
MN(−5, 10)
0.025 100.00 99.97 95.14 94.33 100.00 100.00 100.00 99.97 100.00 100.00 100.00 100.00
100.00 100.00 99.25 98.29 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.05 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.075 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.10 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.20 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
MN(2,−2)
0.025 99.88 96.57 33.49 32.82 100.00 99.98 96.02 69.50 100.00 100.00 100.00 99.52
99.94 99.15 75.24 63.16 100.00 100.00 99.81 94.36 100.00 100.00 100.00 100.00
0.05 99.99 99.95 99.95 99.95 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 99.99 99.99 99.99 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.075 99.99 99.99 99.99 99.99 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.10 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.20 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
First row α = 0.05 and second row α = 0.10
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A.2 Empirical Powers where εij ∼ N(0, 1) with J = 10
Table A.2: Empirical Powers of the Test via Characteristic Function Assuming εij ∼ N(0, 1) and J = 10
Grid Length
I 50 100 200
κ0 25 50 75 100 25 50 75 100 25 50 75 100
Distribution
τ0
CS(4)
0.025 42.96 60.88 54.02 38.82 68.69 86.68 83.17 65.36 91.44 98.87 98.86 94.19
53.56 71.37 68.49 54.15 77.37 91.78 90.33 78.97 94.31 99.44 99.47 97.95
0.05 25.09 28.62 29.05 29.06 35.73 40.08 40.47 40.50 53.21 56.51 57.00 57.00
35.24 39.41 39.91 39.91 46.20 50.52 50.72 50.73 62.51 64.91 65.44 65.44
0.075 14.20 14.03 14.03 14.03 20.19 20.05 20.06 20.06 27.77 27.86 27.86 27.86
21.69 21.67 21.67 21.67 28.32 28.37 28.37 28.37 36.99 37.15 37.15 37.15
0.10 10.29 10.29 10.29 10.29 14.58 14.57 14.57 14.57 20.06 20.07 20.07 20.07
17.13 17.13 17.13 17.13 22.42 22.41 22.41 22.41 29.30 29.30 29.30 29.30
0.20 7.35 7.35 7.35 7.35 8.79 8.79 8.79 8.79 11.64 11.64 11.64 11.64
12.61 12.61 12.61 12.61 15.83 15.83 15.83 15.83 19.09 19.09 19.09 19.09
CS(6)
0.025 32.33 46.69 38.22 24.82 52.79 71.74 65.83 43.94 78.37 93.43 92.57 78.86
42.40 58.24 52.96 38.50 62.99 80.14 77.06 60.26 84.85 96.06 96.14 89.00
0.05 18.04 20.00 20.29 20.31 25.96 28.23 28.33 28.35 41.31 42.69 42.94 42.95
27.13 29.74 29.80 29.80 36.01 38.49 38.69 38.68 50.93 51.75 52.02 52.01
0.075 10.93 10.84 10.84 10.84 15.10 15.09 15.09 15.09 22.85 22.85 22.85 22.85
17.93 17.87 17.87 17.87 22.99 22.87 22.87 22.87 32.12 32.20 32.20 32.20
0.10 8.58 8.58 8.58 8.58 11.48 11.48 11.48 11.48 17.51 17.51 17.51 17.51
14.78 14.78 14.78 14.78 18.60 18.59 18.59 18.59 25.84 25.84 25.84 25.84
0.20 6.34 6.34 6.34 6.34 7.50 7.50 7.50 7.50 10.85 10.85 10.85 10.85
11.52 11.52 11.52 11.52 13.50 13.50 13.50 13.50 18.04 18.04 18.04 18.04
CS(8)
0.025 26.31 37.71 29.90 18.14 43.92 60.37 53.14 31.51 67.38 86.07 83.14 61.24
35.47 48.99 43.79 30.44 54.32 71.19 66.16 47.66 75.90 91.32 90.33 76.84
0.05 14.32 15.56 15.79 15.79 21.02 22.20 22.41 22.41 33.48 34.26 34.33 34.35
22.46 24.54 24.63 24.63 30.26 32.10 32.22 32.23 43.39 43.25 43.47 43.47
0.075 9.25 9.22 9.22 9.22 13.03 13.07 13.07 13.07 19.29 19.31 19.31 19.31
15.65 15.57 15.57 15.57 20.68 20.67 20.67 20.67 28.32 28.33 28.33 28.33
0.10 7.72 7.72 7.72 7.72 10.21 10.21 10.21 10.21 14.71 14.71 14.71 14.71
13.53 13.53 13.53 13.53 17.29 19.27 19.27 19.27 23.11 23.11 23.11 23.11
0.20 5.97 5.97 5.97 5.97 7.14 7.14 7.14 7.14 9.35 9.35 9.35 9.35
11.16 11.16 11.16 11.16 12.63 12.63 12.63 12.63 16.03 16.03 16.03 16.03
First row α = 0.05 and second row α = 0.10
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Table A.2: Empirical Powers of the Test via Characteristic Function Assuming εij ∼ N(0, 1) and J = 10 (cont.)
Grid Length
I 50 100 200
κ0 25 50 75 100 25 50 75 100 25 50 75 100
Distribution
τ0
T (2)
0.025 82.41 87.31 82.30 76.54 98.12 98.67 97.71 94.29 99.98 99.99 99.99 99.89
88.27 91.10 88.55 83.42 99.02 99.18 98.81 96.71 99.99 100.00 100.00 99.99
0.05 40.82 42.97 44.50 44.57 47.51 53.11 55.20 55.18 60.21 64.63 67.14 67.21
45.68 47.62 48.67 48.70 50.91 56.75 58.12 58.14 62.48 66.46 68.91 68.94
0.075 19.81 20.21 20.21 20.21 16.20 20.13 20.12 20.12 15.98 20.40 20.41 20.41
21.44 22.14 22.14 22.14 17.29 21.17 21.17 21.17 16.60 21.09 21.09 21.09
0.10 9.43 9.43 9.43 9.43 5.38 5.46 5.46 5.46 6.74 6.89 6.89 6.89
11.21 11.21 11.21 11.21 6.07 6.17 6.17 6.17 7.01 7.18 7.18 7.18
0.20 1.89 1.89 1.89 1.89 0.63 0.63 0.63 0.63 0.12 0.12 0.12 0.12
3.88 3.88 3.88 3.88 1.36 1.36 1.36 1.36 0.28 0.28 0.28 0.28
T (4)
0.025 42.04 47.09 35.42 27.45 70.25 72.39 59.73 41.36 93.66 93.68 87.51 68.31
52.64 56.62 48.38 38.67 79.27 79.99 70.53 54.19 96.34 96.31 92.62 80.33
0.05 6.59 6.54 6.77 6.76 3.39 3.27 3.44 3.44 1.73 1.27 1.31 1.31
10.24 10.22 10.36 10.36 4.97 4.98 5.09 5.10 2.08 1.57 1.56 1.57
0.075 2.94 2.79 2.79 2.79 1.52 1.59 1.59 1.59 0.36 0.41 0.41 0.41
5.34 5.19 5.19 5.19 2.54 2.61 2.61 2.61 0.55 0.59 0.59 0.59
0.10 2.80 2.80 2.80 2.80 1.63 1.63 1.63 1.63 0.45 0.45 0.45 0.45
5.48 5.48 5.48 5.48 3.34 3.34 3.34 3.34 0.96 0.96 0.96 0.96
0.20 3.48 3.48 3.48 3.48 2.70 2.70 2.70 2.70 1.46 1.46 1.46 1.46
6.88 6.88 6.88 6.88 5.77 5.77 5.77 5.77 2.97 2.97 2.97 2.97
T (6)
0.025 25.62 28.67 19.59 14.75 45.25 45.57 32.37 19.16 72.80 71.11 56.34 31.80
35.63 38.32 30.80 23.69 57.02 56.96 44.61 30.54 81.19 79.82 68.05 46.88
0.05 4.09 4.25 4.34 4.34 1.97 1.92 1.94 1.93 0.86 0.76 0.79 0.79
7.53 7.79 7.88 7.88 4.02 3.93 3.95 3.95 1.52 1.15 1.15 1.15
0.075 3.53 3.47 3.47 3.47 1.94 1.94 1.94 1.94 0.92 0.91 0.91 0.91
6.45 6.41 6.41 6.41 4.08 4.07 4.07 4.07 1.75 1.73 1.73 1.73
0.10 3.71 3.71 3.71 3.71 2.38 2.38 2.38 2.38 1.34 1.34 1.34 1.34
6.88 6.88 6.88 6.88 5.06 5.07 5.07 5.07 2.57 2.57 2.57 2.57
0.20 4.27 4.27 4.27 4.27 3.32 3.32 3.32 3.32 2.45 2.45 2.45 2.45
8.28 8.28 8.28 8.28 7.15 7.15 7.15 7.15 5.33 5.33 5.33 5.33
LG
0.025 17.31 19.39 14.10 10.92 29.71 30.08 22.54 14.58 52.59 51.08 38.66 20.97
26.81 29.05 24.27 18.83 41.80 42.66 33.63 23.58 64.19 63.43 52.04 34.16
0.05 3.93 4.04 4.11 4.12 2.47 2.44 2.47 2.47 1.29 1.17 1.18 1.18
7.77 8.09 8.12 8.13 4.83 4.61 4.62 4.62 2.55 1.99 2.02 2.01
0.075 3.89 3.88 3.88 3.88 2.67 2.68 2.68 2.68 1.53 1.53 1.53 1.53
7.65 7.71 7.71 7.71 5.10 5.07 5.07 5.07 3.11 3.12 3.12 3.12
0.10 4.20 4.20 4.20 4.20 3.03 3.03 3.03 3.03 1.97 1.97 1.97 1.97
8.33 8.32 8.32 8.32 6.22 6.22 6.22 6.22 4.31 4.31 4.31 4.31
0.20 4.57 4.57 4.57 4.57 3.80 3.80 3.80 3.80 3.21 3.21 3.21 3.21
9.22 9.22 9.22 9.22 8.11 8.11 8.11 8.11 6.92 6.92 6.92 6.92
DE
0.025 41.15 51.25 48.90 41.68 72.70 79.89 77.38 64.61 95.67 97.45 96.98 91.50
54.78 62.52 62.23 54.58 83.11 87.33 85.71 75.83 98.01 98.74 98.70 96.11
0.05 4.00 6.98 7.49 7.51 1.34 4.39 4.66 4.70 0.18 1.41 1.55 1.56
7.11 11.42 12.03 12.05 2.46 6.62 6.90 6.92 0.33 2.02 2.17 2.18
0.075 2.11 2.09 2.09 2.09 0.76 0.78 0.78 0.78 0.16 0.16 0.16 0.16
4.21 4.25 4.25 4.25 1.65 1.66 1.66 1.66 0.32 0.33 0.33 0.33
0.10 2.48 2.48 2.48 2.48 1.23 1.23 1.23 1.23 0.37 0.37 0.37 0.37
5.03 5.03 5.03 5.03 2.49 2.49 2.49 2.49 0.68 0.68 0.68 0.68
0.20 3.35 3.35 3.35 3.35 2.22 2.22 2.22 2.22 1.43 1.43 1.43 1.43
6.87 6.87 6.87 6.87 5.23 5.23 5.23 5.23 3.05 3.05 3.05 3.05
First row α = 0.05 and second row α = 0.10
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Table A.2: Empirical Powers of the Test via Characteristic Function Assuming εij ∼ N(0, 1) and J = 10 (cont.)
Grid Length
I 50 100 200
κ0 25 50 75 100 25 50 75 100 25 50 75 100
Distribution
τ0
SN(2.0)
0.025 100.00 99.86 97.66 88.92 100.00 100.00 100.00 99.98 100.00 100.00 100.00 100.00
100.00 99.98 99.72 97.67 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.05 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.075 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.10 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.20 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
SN(2.5)
0.025 100.00 99.98 99.36 95.40 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 99.96 99.34 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.05 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.075 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.10 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.20 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
TU(0.15)
0.025 8.91 10.47 8.99 6.16 12.81 14.12 11.51 7.58 19.99 20.11 16.76 9.18
16.12 17.39 16.09 12.15 21.35 22.64 18.82 13.46 29.59 29.92 26.52 17.20
0.05 4.75 4.93 4.95 4.95 4.77 4.89 4.92 4.92 4.18 4.15 4.21 4.21
9.64 9.94 9.94 9.94 9.07 9.42 9.43 9.43 8.13 8.18 8.17 8.17
0.075 5.04 5.00 5.00 5.00 5.23 5.23 5.23 5.23 4.80 4.79 4.79 4.79
9.99 10.00 10.00 10.00 9.59 9.57 9.57 9.57 9.39 9.41 9.41 9.41
0.10 5.36 5.36 5.36 5.36 5.75 5.75 5.75 5.75 5.78 5.78 5.78 5.78
10.41 10.41 10.41 10.41 10.82 10.82 10.82 10.82 11.44 11.44 11.44 11.44
0.20 6.30 6.30 6.30 6.30 7.28 7.28 7.28 7.28 8.57 8.57 8.57 8.57
11.91 11.91 11.91 11.91 13.12 13.12 13.12 13.12 15.88 15.88 15.88 15.88
TU(0.50)
0.025 51.68 61.95 54.43 39.52 80.85 86.35 81.98 63.99 97.43 98.61 98.38 92.67
63.27 70.49 66.52 53.31 87.46 91.42 89.35 77.12 98.64 99.41 99.36 96.87
0.05 10.82 12.73 12.95 12.96 6.58 9.81 9.79 9.81 3.02 5.06 4.90 4.91
16.58 20.05 20.12 20.13 10.16 14.69 14.66 14.67 4.51 7.34 7.40 7.42
0.075 5.89 5.78 5.78 5.78 4.92 4.96 4.96 4.96 3.36 3.35 3.35 3.35
10.21 10.13 10.13 10.13 8.30 8.34 8.34 8.34 5.26 5.33 5.33 5.33
0.10 7.85 7.85 7.85 7.85 8.80 8.80 8.80 8.80 8.26 8.26 8.26 8.26
12.89 12.88 12.88 12.88 13.70 13.70 13.70 13.70 12.51 12.51 12.51 12.51
0.20 15.00 15.00 15.00 15.00 21.90 21.90 21.90 21.90 32.65 32.65 32.65 32.65
22.55 22.55 22.55 22.55 31.94 31.94 31.94 31.94 42.63 42.63 42.63 42.63
First row α = 0.05 and second row α = 0.10
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Table A.2: Empirical Powers of the Test via Characteristic Function Assuming εij ∼ N(0, 1) and J = 10 (cont.)
Grid Length
I 50 100 200
κ0 25 50 75 100 25 50 75 100 25 50 75 100
Distribution
τ0
MN(−5, 10)
0.025 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.05 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.075 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.10 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.20 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
MN(2,−2)
0.025 99.98 99.89 98.81 95.69 100.00 100.00 100.00 99.99 100.00 100.00 100.00 100.00
99.99 99.95 99.85 98.95 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.05 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.075 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.10 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.20 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
First row α = 0.05 and second row α = 0.10
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Appendix B
Empirical Powers where εij ∼ χ2(4)
B.1 Empirical Powers where εij ∼ χ24 with J = 4
Table B.1: Empirical Powers of the Test via Characteristic Function Assuming εij ∼ (χ
2
4−4)√
8
and J = 4
Grid Length
I 50 100 200
κ0 25 50 75 100 25 50 75 100 25 50 75 100
Distribution
τ0
CS(4)
0.025 34.70 44.14 28.99 25.28 58.80 69.35 56.21 38.56 80.39 90.55 85.36 62.87
45.42 55.73 45.54 36.69 67.74 77.90 70.70 53.29 86.70 94.23 92.65 77.69
0.05 30.30 33.33 33.66 33.66 46.22 50.29 51.09 51.09 68.05 72.97 73.89 73.89
39.85 43.53 44.14 44.14 56.63 61.41 62.18 62.18 76.65 80.08 80.94 80.94
0.075 19.76 19.95 19.95 19.95 27.11 27.97 27.97 27.97 36.81 39.39 39.39 39.39
27.93 28.50 28.50 28.50 36.05 37.19 37.19 37.19 47.02 49.76 49.77 49.77
0.10 12.12 12.14 12.14 12.14 17.37 17.38 17.38 17.38 25.21 25.21 25.21 25.21
19.87 19.87 19.87 19.87 25.93 25.96 25.96 25.96 35.21 35.17 35.17 35.17
0.20 6.12 6.12 6.12 6.12 8.26 8.26 8.26 8.26 12.26 12.26 12.26 12.26
11.32 11.32 11.32 11.32 15.16 15.16 15.16 15.16 20.61 20.61 20.61 20.61
CS(6)
0.025 26.45 33.35 19.74 16.84 44.99 53.93 41.20 25.55 65.19 76.92 67.71 40.14
36.08 44.53 33.97 27.12 54.35 64.93 56.72 38.34 74.28 84.34 80.53 57.29
0.05 21.81 23.11 23.56 23.56 33.14 35.61 36.14 36.14 49.42 54.16 54.55 54.55
30.06 33.07 33.44 33.44 43.44 46.35 47.15 47.15 60.89 63.95 64.34 64.35
0.075 13.76 13.83 13.83 13.83 19.59 20.13 20.13 20.13 26.14 27.31 27.32 27.32
21.55 21.51 21.51 21.51 27.92 28.56 28.56 28.56 35.87 37.59 37.59 37.59
0.10 9.36 9.38 9.38 9.38 13.48 13.52 13.52 13.52 19.17 19.19 19.19 19.19
15.99 15.99 15.99 15.99 20.89 20.90 20.90 20.90 28.23 28.24 28.24 28.24
0.20 5.65 5.65 5.65 5.65 7.46 7.46 7.46 7.46 10.70 10.70 10.70 10.70
11.16 11.16 11.16 11.16 13.88 13.88 13.88 13.88 18.09 18.09 18.09 18.09
CS(8)
0.025 21.13 26.77 15.47 12.82 37.37 43.89 31.56 18.59 53.80 64.47 53.91 28.50
30.52 37.09 27.57 21.40 46.59 55.11 46.94 29.66 64.54 74.59 68.30 43.56
0.05 16.90 18.08 18.25 18.25 25.65 27.38 27.84 27.84 38.98 42.32 42.86 42.86
25.15 26.12 26.38 26.38 35.40 37.87 38.44 38.45 49.85 52.72 53.14 53.14
0.075 11.35 11.24 11.24 11.24 15.52 15.79 15.79 15.79 21.32 22.13 22.13 22.13
18.49 18.42 18.42 18.42 23.16 23.63 23.63 23.63 30.77 31.96 31.96 31.96
0.10 7.92 7.93 7.93 7.93 11.34 11.33 11.33 11.33 15.87 15.87 15.87 15.87
14.17 14.16 14.16 14.16 18.13 18.11 18.11 18.11 24.92 24.89 24.89 24.89
0.20 5.48 5.48 5.48 5.48 7.23 7.23 7.23 7.23 9.47 9.47 9.47 9.47
10.31 10.31 10.31 10.31 13.41 13.41 13.41 13.41 16.74 16.74 16.74 16.74
First row α = 0.05 and second row α = 0.10
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Table B.1: Empirical Powers of the Test via Characteristic Function Assuming εij ∼ (χ
2
4−4)√
8
and J = 4 (cont.)
Grid Length
I 50 100 200
κ0 25 50 75 100 25 50 75 100 25 50 75 100
Distribution
τ0
T (2)
0.025 82.17 86.53 78.27 78.51 98.11 98.61 96.65 93.74 99.98 99.99 99.93 99.49
87.94 90.04 85.10 83.21 98.86 99.18 98.28 96.10 100.00 100.00 99.99 99.86
0.05 69.42 74.90 75.47 75.47 86.58 90.13 90.72 90.72 96.90 97.96 98.24 98.26
73.17 78.90 79.62 79.62 89.43 92.29 92.61 92.61 97.66 98.43 98.56 98.56
0.075 53.35 56.39 56.39 56.39 64.60 68.59 68.59 68.59 75.99 82.10 82.10 82.10
57.43 60.69 60.69 60.69 66.82 71.24 71.25 71.25 77.71 83.59 83.60 83.60
0.10 36.01 36.04 36.04 36.04 43.84 43.84 43.84 43.84 57.92 58.05 58.05 58.05
40.92 40.97 40.97 40.97 46.93 46.93 46.93 46.93 56.64 59.90 59.90 59.90
0.20 2.27 2.27 2.27 2.27 1.60 1.60 1.60 1.60 1.61 1.61 1.61 1.61
4.91 4.91 4.91 4.91 2.95 2.95 2.95 2.95 1.98 1.98 1.98 1.98
T (4)
0.025 40.66 45.42 31.77 31.73 68.76 70.22 52.76 42.24 91.07 91.66 80.53 58.46
51.28 55.37 43.37 41.51 77.19 78.59 66.68 53.13 94.68 95.13 89.26 70.54
0.05 22.25 26.87 27.33 27.33 24.53 30.89 32.22 32.23 26.93 34.73 37.12 37.13
28.02 33.26 34.25 34.25 30.83 37.96 39.46 39.44 32.97 40.57 43.37 43.38
0.075 10.78 11.77 11.77 11.77 7.41 8.47 8.47 8.47 3.47 4.53 4.53 4.53
14.96 16.24 16.24 16.24 10.15 11.65 11.65 11.65 4.51 5.88 5.89 5.89
0.10 7.72 7.73 7.73 7.73 3.88 3.91 3.91 3.91 1.69 1.70 1.70 1.70
11.26 11.26 11.26 11.26 5.80 5.79 5.79 5.79 2.60 2.62 2.62 2.62
0.20 3.27 3.27 3.27 3.27 2.51 2.51 2.51 2.51 1.68 1.68 1.68 1.68
7.16 7.16 7.16 7.16 5.37 5.37 5.37 5.37 3.56 3.56 3.56 3.56
T (6)
0.025 24.12 26.88 17.40 16.81 43.71 43.35 27.62 22.62 65.35 65.74 47.79 27.53
34.48 37.60 27.13 25.72 54.17 54.88 41.88 32.12 75.40 75.30 62.71 40.16
0.05 11.08 14.30 14.47 14.48 9.47 13.99 14.37 14.37 6.19 11.76 12.81 12.80
16.68 19.95 20.41 20.41 14.74 20.38 21.31 21.31 10.06 16.20 17.55 17.57
0.075 5.67 5.95 5.95 5.95 3.74 3.97 3.97 3.97 1.60 1.73 1.73 1.73
10.44 10.65 10.65 10.65 6.72 7.13 7.13 7.13 3.02 3.24 3.24 3.24
0.10 4.53 4.53 4.53 4.53 2.98 2.97 2.97 2.97 1.68 1.68 1.68 1.68
8.75 8.76 8.76 8.76 6.09 6.08 6.08 6.08 3.49 3.50 3.50 3.50
0.20 4.01 4.01 4.01 4.01 3.73 3.73 3.73 3.73 3.02 3.02 3.02 3.02
8.41 8.41 8.41 8.41 7.68 7.68 7.68 7.68 5.99 5.99 5.99 5.99
LG
0.025 14.93 16.74 12.60 12.51 27.42 27.71 18.95 15.73 41.79 43.72 30.44 19.17
24.32 26.55 20.74 19.66 38.30 39.51 30.92 24.72 55.21 55.75 45.78 29.54
0.05 6.63 9.98 10.14 10.14 5.20 9.73 9.94 9.95 3.60 8.03 8.60 8.60
11.85 15.96 16.22 16.22 9.76 15.58 16.25 16.26 6.88 12.31 12.92 12.91
0.075 4.80 4.87 4.87 4.87 3.56 3.68 3.68 3.68 2.30 2.40 2.40 2.40
9.19 9.36 9.36 9.36 6.89 7.15 7.15 7.15 4.66 4.78 4.78 4.78
0.10 4.21 4.53 4.53 4.53 3.51 3.50 3.50 3.50 2.53 2.53 2.53 2.53
8.21 8.76 8.76 8.76 7.06 7.06 7.06 7.06 5.45 5.45 5.45 5.45
0.20 4.37 4.37 4.37 4.37 4.15 4.15 4.15 4.15 3.75 3.75 3.75 3.75
8.83 8.83 8.83 8.83 8.41 8.41 8.41 8.41 7.59 7.59 7.59 7.59
DE
0.025 39.49 48.24 42.09 42.05 70.86 76.53 69.28 61.65 92.37 95.70 92.98 80.80
53.20 60.10 54.70 52.87 80.31 85.06 81.39 72.03 96.36 97.87 96.97 88.96
0.05 19.64 33.89 34.64 34.64 22.38 46.45 48.15 48.14 23.58 57.80 60.69 60.74
26.32 41.88 43.04 43.03 29.80 54.82 56.30 56.30 31.33 63.13 66.09 66.12
0.075 10.98 11.75 11.75 11.75 8.69 10.33 10.33 10.33 3.69 6.71 6.72 6.72
16.44 17.41 17.41 17.41 12.38 14.45 14.45 14.45 5.12 9.09 9.09 9.09
0.10 5.20 5.20 5.20 5.20 2.99 3.00 3.00 3.00 0.97 0.98 0.98 0.98
8.87 8.89 8.89 8.89 5.50 5.52 5.52 5.52 1.79 1.79 1.79 1.79
0.20 3.70 3.70 3.70 3.70 2.94 2.94 2.94 2.94 2.05 2.05 2.05 2.05
7.36 7.36 7.36 7.36 5.95 5.95 5.95 5.95 3.87 3.87 3.87 3.87
First row α = 0.05 and second row α = 0.10
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Table B.1: Empirical Powers of the Test via Characteristic Function Assuming εij ∼ (χ
2
4−4)√
8
and J = 4 (cont.)
Grid Length
I 50 100 200
κ0 25 50 75 100 25 50 75 100 25 50 75 100
Distribution
τ0
SN(2.00)
0.025 99.84 84.54 18.51 19.32 100.00 99.85 86.20 45.92 100.00 100.00 100.00 ?0
99.97 96.49 50.08 41.04 100.00 100.00 99.06 80.20 100.00 100.00 100.00 100.00
0.05 99.94 99.82 99.82 99.82 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
99.99 99.96 99.95 99.95 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.075 99.98 99.98 99.98 99.98 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
99.99 99.99 99.99 99.99 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.10 99.99 99.99 99.99 99.99 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
99.99 99.99 99.99 99.99 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.20 99.99 99.99 99.99 99.99 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
SN(2.50)
0.025 99.98 90.33 22.93 23.43 100.00 99.99 93.58 58.61 100.00 100.00 100.00 99.07
99.99 98.40 60.25 48.62 100.00 100.00 99.80 89.34 100.00 100.00 100.00 100.00
0.05 99.99 99.95 99.95 99.95 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 99.99 99.99 99.99 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.075 99.99 99.99 99.99 99.99 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.10 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.20 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
TU(0.15)
0.025 8.65 10.08 7.71 7.00 12.91 12.89 9.76 7.40 16.12 16.72 12.22 8.23
15.42 16.67 14.30 12.53 20.33 21.18 17.44 13.13 25.78 25.58 21.29 14.47
0.05 6.11 6.79 6.84 6.84 5.64 6.13 6.26 6.24 5.07 6.35 6.39 6.39
11.55 11.97 12.16 12.16 10.36 11.94 12.20 12.19 9.85 11.96 12.00 12.00
0.075 5.49 5.44 5.44 5.44 5.42 5.51 5.51 5.51 5.25 5.32 5.32 5.32
11.05 11.02 11.02 11.02 10.00 10.09 10.09 10.09 10.00 10.11 10.11 10.11
0.10 5.28 5.29 5.29 5.29 5.56 5.56 5.56 5.56 5.70 5.70 5.70 5.70
10.49 10.49 10.49 10.49 10.45 10.46 10.46 10.46 11.29 11.29 11.29 11.29
0.20 5.98 5.98 5.98 5.98 6.46 6.46 6.46 6.46 7.85 7.85 7.85 7.85
11.16 11.16 11.16 11.16 12.49 12.49 12.49 12.49 14.70 14.70 14.70 14.70
TU(0.50)
0.025 47.17 54.99 39.54 37.90 75.67 79.21 66.85 52.61 94.23 95.81 91.81 75.64
58.58 63.94 52.83 46.70 83.14 85.80 79.04 64.02 96.81 97.46 96.21 85.67
0.05 30.99 35.28 35.31 35.32 38.21 47.03 47.84 47.83 48.46 61.35 62.30 62.32
39.05 43.83 44.36 44.36 47.76 56.97 57.43 57.44 59.99 68.63 69.95 69.95
0.075 18.22 19.03 19.03 19.03 17.14 18.14 18.14 18.14 11.27 13.38 13.39 13.39
26.21 27.11 27.11 27.11 23.28 24.24 24.24 24.24 15.37 19.02 19.01 19.01
0.10 13.59 13.62 13.62 13.62 11.24 11.22 11.22 11.22 9.09 9.10 9.10 9.10
20.13 20.15 20.15 20.15 16.78 16.75 16.75 16.75 13.60 13.62 13.62 13.62
0.20 13.86 13.86 13.86 13.86 19.94 19.94 19.94 19.94 29.29 29.29 29.29 29.29
20.98 20.98 20.98 20.98 28.71 28.71 28.71 28.71 38.86 38.86 38.86 38.86
First row α = 0.05 and second row α = 0.10
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Table B.1: Empirical Powers of the Test via Characteristic Function Assuming εij ∼ (χ
2
4−4)√
8
and J = 4 (cont.)
Grid Length
I 50 100 200
κ0 25 50 75 100 25 50 75 100 25 50 75 100
Distribution
τ0
MN(−5, 10)
0.025 100.00 99.98 96.73 95.58 100.00 100.00 100.00 99.97 100.00 100.00 100.00 100.00
100.00 100.00 99.42 98.73 100.00 100.00 100.00 99.99 100.00 100.00 100.00 100.00
0.10 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.075 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.10 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.20 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
MN(−2, 2)
0.025 99.86 96.46 38.89 33.29 100.00 99.99 99.07 86.84 100.00 100.00 99.61 100.00
99.97 99.43 79.69 69.37 100.00 100.00 99.98 98.51 100.00 100.00 99.93 100.00
0.05 99.99 99.98 99.98 99.98 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 99.99 99.99 99.99 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.075 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.10 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.20 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
First row α = 0.05 and second row α = 0.10
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B.2 Empirical Powers where εij ∼ χ24 with J = 10
Table B.2: Empirical Powers of the Test via Characteristic Function Assuming εij ∼ (χ
2
4−4)√
8
and J = 10
Grid Length
I 50 100 200
κ0 25 50 75 100 25 50 75 100 25 50 75 100
Distribution
τ0
CS(4)
0.025 42.60 61.58 54.40 40.83 69.10 87.17 83.15 66.57 91.12 98.60 98.66 94.43
53.36 71.36 67.65 56.15 77.23 92.34 90.94 79.25 94.19 99.33 99.51 98.15
0.05 24.84 28.75 29.12 29.10 36.68 41.04 41.35 41.36 53.77 56.43 56.94 56.92
34.49 38.40 38.74 38.75 47.55 51.23 51.45 51.44 62.28 64.57 65.07 65.07
0.075 14.01 14.11 14.11 14.11 20.34 20.32 20.32 20.32 29.45 29.59 29.60 29.60
22.13 22.20 22.20 22.20 29.11 29.29 29.29 29.29 38.34 38.48 38.49 38.49
0.10 10.21 10.20 10.20 10.20 14.97 14.96 14.96 14.96 21.90 21.90 21.90 21.90
17.23 17.23 17.23 17.23 22.53 22.53 22.53 22.53 30.51 30.52 30.52 30.52
0.20 6.95 6.95 6.95 6.95 9.70 9.70 9.70 9.70 13.10 13.10 13.10 13.10
12.73 12.73 12.73 12.73 15.77 15.77 15.77 15.77 20.77 20.77 20.77 20.77
CS(6)
0.025 31.63 45.74 38.41 26.42 53.54 72.25 66.02 43.79 77.77 93.23 92.37 77.75
41.72 57.31 51.57 40.12 62.96 80.86 78.03 59.94 84.35 95.69 95.80 89.50
0.05 17.83 20.29 20.33 20.34 27.08 29.54 29.79 29.78 41.38 42.66 42.81 42.82
26.46 28.72 28.91 28.91 38.06 39.76 39.89 39.91 51.23 51.61 51.85 51.85
0.075 11.44 11.32 11.32 11.32 16.34 16.33 16.33 16.33 23.61 23.63 23.63 23.63
18.05 17.98 17.98 17.98 24.52 24.48 24.48 24.48 32.41 32.45 32.45 32.45
0.10 8.72 8.72 8.72 8.72 11.98 11.98 11.98 11.98 17.72 17.73 17.73 17.73
14.86 14.86 14.86 14.86 19.46 19.46 19.46 19.46 26.09 26.10 26.10 26.10
0.20 6.53 6.53 6.53 6.53 7.93 7.93 7.93 7.93 11.50 11.50 11.50 11.50
11.79 11.79 11.79 11.79 13.74 13.74 13.74 13.74 17.68 17.68 17.68 17.68
CS(6)
0.025 26.15 38.22 30.72 19.59 44.00 60.27 53.27 31.71 66.13 84.83 83.34 61.37
35.48 49.36 43.78 32.46 53.49 71.42 66.66 47.87 74.39 90.18 90.38 78.29
0.05 14.44 15.72 15.83 15.83 21.69 22.98 23.05 23.04 33.83 33.82 33.88 33.90
22.75 24.09 24.25 24.25 31.46 32.83 32.84 32.84 43.64 43.72 43.69 43.67
0.075 9.51 9.49 9.49 9.49 14.06 13.97 13.97 13.97 20.04 20.04 20.04 20.04
16.14 16.14 16.14 16.14 21.17 21.18 21.18 21.18 29.09 29.05 29.05 29.05
0.10 7.38 7.37 7.37 7.37 10.95 10.95 10.95 10.95 15.52 15.52 15.52 15.52
13.74 13.74 13.74 13.74 17.38 17.39 17.39 17.39 23.27 23.27 23.27 23.27
0.20 5.68 5.68 5.68 5.68 7.90 7.90 7.90 7.90 9.78 9.78 9.78 9.78
11.01 11.01 11.01 11.01 13.10 13.10 13.10 13.10 16.16 16.16 16.16 16.16
First row α = 0.05 and second row α = 0.10
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Table B.2: Empirical Powers of the Test via Characteristic Function Assuming εij ∼ (χ
2
4−4)√
8
and J = 10 (cont.)
Grid Length
I 50 100 200
κ0 25 50 75 100 25 50 75 100 25 50 75 100
Distribution
τ0
T (2)
0.025 81.27 86.64 81.42 76.65 98.11 98.82 97.83 94.68 100.00 100.00 99.98 99.87
87.35 90.25 87.66 83.38 98.97 99.29 98.82 96.91 100.00 100.00 100.00 99.84
0.05 40.33 42.33 43.81 43.82 47.60 52.75 54.61 54.68 59.29 64.08 66.04 66.15
45.35 46.58 47.89 47.91 51.13 55.60 57.43 57.46 61.71 65.90 67.87 67.96
0.075 19.55 20.00 20.00 20.00 15.60 19.72 19.72 19.72 16.51 20.18 20.18 20.18
21.48 22.30 22.30 22.30 16.60 20.87 20.86 20.86 17.12 20.74 20.75 20.75
0.10 9.05 9.05 9.05 9.05 5.45 5.45 5.45 5.45 6.70 6.88 6.88 6.88
10.87 10.88 10.88 10.88 5.95 5.99 5.99 5.99 7.10 7.33 7.33 7.33
0.20 1.85 1.85 1.85 1.85 0.66 0.66 0.66 0.66 0.09 0.08 0.08 0.08
4.05 4.05 4.05 4.05 1.48 1.48 1.48 1.48 0.25 0.25 0.25 0.25
T (4)
0.025 41.20 47.53 35.56 28.85 70.69 72.25 59.41 41.35 93.15 93.45 87.09 67.53
52.81 57.69 47.56 39.08 78.72 80.40 70.58 53.84 96.01 96.03 92.25 80.64
0.05 6.50 6.29 6.60 6.60 3.06 3.06 3.18 3.17 1.39 0.97 0.96 0.95
9.80 9.64 9.86 9.87 4.82 4.71 4.72 4.73 1.84 1.25 1.30 1.31
0.075 3.14 3.01 3.01 3.01 1.35 1.43 1.43 1.43 0.34 0.33 0.33 0.33
5.51 5.45 5.45 5.45 2.57 2.64 2.64 2.64 0.61 0.61 0.61 0.61
0.10 3.14 3.14 3.14 3.14 1.62 1.62 1.62 1.62 0.64 0.64 0.64 0.64
5.75 5.75 5.75 5.75 3.22 3.22 3.22 3.22 1.04 1.03 1.03 1.03
0.20 3.48 3.48 3.48 3.48 2.83 2.83 2.83 2.83 1.79 1.79 1.79 1.79
7.15 7.15 7.15 7.15 5.44 5.44 5.44 5.44 3.17 3.17 3.17 3.17
T (6)
0.025 24.11 27.65 19.67 15.94 46.06 46.35 32.72 19.39 72.81 71.47 56.92 31.07
34.53 37.47 29.89 24.56 56.87 58.21 45.57 30.16 81.26 80.23 68.95 47.46
0.05 3.66 3.85 3.90 3.90 2.35 2.18 2.23 2.23 0.86 0.69 0.69 0.69
6.99 7.23 7.23 7.22 4.70 4.52 4.48 4.49 1.67 1.31 1.33 1.32
0.075 3.16 3.12 3.12 3.12 2.46 2.48 2.48 2.48 1.08 1.08 1.08 1.08
6.25 6.22 6.22 6.22 4.65 4.66 4.66 4.66 1.91 1.90 1.90 1.90
0.10 3.35 3.35 3.35 3.35 2.88 2.88 2.88 2.88 1.47 1.47 1.47 1.47
6.77 6.77 6.77 6.77 5.40 5.40 5.40 5.40 2.97 2.97 2.97 2.97
0.20 4.10 4.10 4.10 4.10 3.85 3.85 3.85 3.85 2.79 2.79 2.79 2.79
8.06 8.06 8.06 8.06 7.51 7.51 7.51 7.51 5.57 5.57 5.57 5.57
LG
0.025 15.84 19.00 15.10 12.39 30.52 30.63 22.28 14.29 51.46 50.70 38.45 20.27
26.31 28.48 23.87 20.59 41.51 43.48 33.99 22.99 63.35 62.55 51.16 34.39
0.05 3.99 4.24 4.25 4.25 2.28 2.16 2.18 2.18 1.28 1.08 1.08 1.08
7.55 7.63 7.68 7.65 4.65 4.44 4.41 4.41 2.58 2.09 2.07 2.07
0.075 3.87 3.87 3.87 3.87 2.39 2.41 2.41 2.41 1.55 1.55 1.55 1.55
7.46 7.46 7.46 7.46 5.08 5.07 5.07 5.07 3.20 3.18 3.18 3.18
0.10 4.13 4.13 4.13 4.13 2.79 2.79 2.79 2.79 2.19 2.19 2.19 2.19
8.01 8.01 8.01 8.01 5.92 5.92 5.92 5.92 4.30 4.30 4.30 4.30
0.20 4.82 4.82 4.82 4.82 3.86 3.86 3.86 3.86 3.58 3.58 3.58 3.58
9.12 9.12 9.12 9.12 7.61 7.61 7.61 7.61 6.64 6.64 6.64 6.64
DE
0.025 39.84 51.67 49.01 44.56 73.09 80.07 78.60 65.70 96.11 97.54 97.02 90.75
53.84 62.67 62.07 56.31 82.65 87.42 86.53 76.68 98.20 98.91 98.70 95.88
0.05 3.98 7.57 7.91 7.93 1.57 4.26 4.56 4.57 0.22 1.36 1.44 1.44
6.85 11.79 12.57 12.37 2.74 6.62 6.89 6.92 0.39 1.85 1.96 1.96
0.075 1.94 1.95 1.95 1.95 1.02 1.02 1.02 1.02 0.20 0.20 0.20 0.20
4.28 4.27 4.27 4.27 1.79 1.79 1.79 1.79 0.32 0.32 0.32 0.32
0.10 2.28 2.28 2.28 2.28 1.51 1.51 1.51 1.51 0.38 0.38 0.38 0.38
4.79 4.79 4.79 4.79 2.71 2.71 2.71 2.71 0.79 0.79 0.79 0.79
0.20 3.33 3.33 3.33 3.33 2.83 2.83 2.83 2.83 1.47 1.47 1.47 1.47
7.01 7.01 7.01 7.01 5.75 5.75 5.75 5.75 3.13 3.13 3.13 3.13
First row α = 0.05 and second row α = 0.10
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Table B.2: Empirical Powers of the Test via Characteristic Function Assuming εij ∼ (χ
2
4−4)√
8
and J = 10 (cont.)
Grid’s Length
I 50 100 200
κ0 25 50 75 100 25 50 75 100 25 50 75 100
Distribution
τ0
SN(2.0)
0.025 100.00 99.91 97.92 91.20 100.00 100.00 100.00 99.98 100.00 100.00 100.00 100.00
100.00 99.99 99.82 98.28 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.05 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.075 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.1 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.2 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
SN(2.5)
0.025 100.00 100.00 99.52 96.48 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 99.98 99.67 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.05 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.075 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.10 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.20 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
TU(0.15)
0.025 9.40 10.60 8.48 6.20 13.14 14.31 11.02 7.06 19.66 19.87 16.11 9.03
16.08 17.29 15.09 12.14 20.58 23.09 19.18 13.18 28.98 29.36 25.40 17.54
0.05 4.91 5.15 5.16 5.16 4.64 4.95 4.97 4.96 4.15 4.08 4.05 4.05
9.62 9.52 9.61 9.61 9.31 9.52 9.41 9.41 8.43 8.29 8.35 8.35
0.075 5.08 5.08 5.08 5.08 5.18 5.17 5.17 5.17 5.13 5.13 5.13 5.13
9.70 9.70 9.70 9.70 9.90 9.91 9.91 9.91 9.71 9.70 9.70 9.70
0.10 5.36 5.36 5.36 5.36 5.84 5.84 5.84 5.84 6.41 6.41 6.41 6.41
10.44 10.44 10.44 10.44 10.86 10.86 10.86 10.86 11.68 11.68 11.68 11.68
0.20 6.02 6.02 6.02 6.02 7.53 7.53 7.53 7.53 9.53 9.53 9.53 9.53
11.70 11.70 11.70 11.70 13.10 13.10 13.10 13.10 16.04 16.04 16.04 16.04
TU(0.50)
0.025 50.50 59.93 52.88 39.82 80.52 85.93 81.32 63.74 97.13 98.41 97.94 91.36
62.19 68.95 65.32 52.32 86.69 91.34 88.89 76.47 98.57 99.26 99.13 96.66
0.05 10.73 12.17 12.24 12.24 6.61 9.50 9.21 9.18 2.57 4.38 4.17 4.19
16.16 18.69 18.66 18.67 10.48 14.98 14.56 14.56 4.14 6.70 6.62 6.60
0.075 5.95 6.04 6.04 6.04 4.98 4.96 4.96 4.96 3.60 3.60 3.60 3.60
10.69 10.72 10.73 10.73 8.27 8.23 8.23 8.23 5.42 5.47 5.47 5.47
0.10 7.60 7.60 7.61 7.61 8.72 8.73 8.73 8.73 8.85 8.85 8.85 8.85
13.38 13.39 13.39 13.39 13.50 13.50 13.50 13.50 13.00 13.01 13.01 13.01
0.20 15.33 15.33 15.33 15.33 22.73 22.73 22.73 22.73 33.20 33.20 33.20 33.20
23.43 23.43 23.43 23.43 31.19 31.19 31.19 31.19 42.30 42.30 42.30 42.30
First row α = 0.05 and second row α = 0.10
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Table B.2: Empirical Powers of the Test via Characteristic Function Assuming εij ∼ (χ
2
4−4)√
8
and J = 10 (cont.)
Grid’s Length
I 50 100 200
κ0 25 50 75 100 25 50 75 100 25 50 75 100
Distribution
τ0
MN(−5, 10)
0.025 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.05 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.075 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.10 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.20 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
MN(2,−2)
0.025 99.97 99.94 99.04 96.83 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 99.97 99.85 99.19 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.05 99.99 99.99 99.99 99.99 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.075 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.10 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.20 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
First row α = 0.05 and second row α = 0.10
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