When recorded in an enclosed room, a sound signal will most certainly get affected by reverberation. This not only undermines audio quality, but also poses a problem for many humanmachine interaction technologies that use speech as their input. In this paper, a new blind, two-stage dereverberation approach based in a generalized β-divergence as a fidelity term over a non-negative representation is proposed. The first stage consists of learning the spectral structure of the signal solely from the observed spectrogram, while the second stage is devoted to model reverberation. Both steps are taken by minimizing a cost function in which the aim is put either in constructing a dictionary or a good representation by changing the divergence involved. In addition, an approach for finding an optimal fidelity parameter for dictionary learning is proposed. An algorithm for implementing the proposed method is described and tested against state-of-the-art methods. Results show improvements for both artificial reverberation and real recordings.
I. INTRODUCTION
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Digital Object Identifier 10.1109/TASLP.2019.2901643 affective state recognition [2] , digital personal assistants [3] , to name just a few that require the use of speech as inputs.
One of the main difficulties within this context comes from the fact that when recorded in enclosed rooms, audio signals are affected by reverberant components due to reflections of the sound waves in the walls, floor and ceiling. This can severely degrade the quality of the recorded signals (particularly when the microphones are far away from the sources, [4] ), which in turn makes them unsuitable for direct use in certain speech applications [5] . The goal of this work is to produce a dereverberation technique for removing or highly attenuating the reverberant components of a recorded signal in order to enhance its quality.
A speech dereverberation problem can be classified as "blind" whenever the available data consist only of the reverberant signal itself, or as "supervised" when information of the environment or the speakers is available. The problem can also be classified as single or multi-channel, depending on the number of microphones used for recording. In this work, we shall address the problem within a blind, single-channel setting, which is the most common in real-life problems, but also the most difficult, because of the scarce information.
Due to the characteristics of speech signals, most state-ofthe-art methods deal with the dereverberation problem in a transformed domain, such as the one obtained by the Fan-Chirp Transform (see [6] ) or the Short-Time Fourier Transform (STFT) [7] . Some of these methods make use of non-negative matrix factorization (NMF) or its variants, such as convolutive NMF [8] , along with Bayesian or penalization approaches.
Although some early NMF-based approaches, such as those introduced in [9] and [10] , have shown to produce satisfactory results, they often neglect the relation between frequency components. In fact, an underlying hypothesis is that the frequency bins on the spectrogram of a clean signal are uncorrelated, which turns out to be an oversimplification when dealing with speech signals, given their harmonic structure. This spectral structure can be incorporated on a convolutive NMF model by using a dictionary-based approach, as proposed in [11] . This approach has shown good performance within a supervised framework, but not quite so within a blind setting. This has to do with the fact that there are too many variables that have to be learned simultaneously from the scarce available data. This often results in a good representation of the reverberant spectrogram with elements that do not allow for a good representation of the associated clean spectrogram.
In order to overcome the aforementioned issues, in this work we propose to approach the problem in a two stage setting.
The first stage is meant to build a dictionary from the data that allows for a good representation of the clean signal, while the second one is devoted to use such a dictionary for getting an appropriate representation of the reverberant spectrogram. This is accomplished by introducing a general form of a cost function with mixed penalization over a dictionary-based convolutive reverberation model, that can then be tuned up to fit either the task on the first or the second stage of the method. The main novelty of this work is that the process of learning the spectral structure (i.e. the first stage) is not aimed to obtain an optimal representation of the reverberant signal.
The paper is organized as follows: in Section II we state the reverberation model combining a convolutive and a dictionarybased NMF representations. In Section III we provide a brief overview of the dereverberation algorithm and introduce the cost function to be minimized. The updating rules for iteratively approaching minimizers of such a cost function are derived in Section IV, along with the full algorithm. Parameter estimation processes and validation experiments are detailed in Section V, as well as the obtained results. Conclusions are discussed in Section VI.
II. REVERBERATION MODEL
Let s, x, h : R → R, supported in [0, ∞), denote the functions associated to the clean and reverberant signals, and the room impulse response (RIR), respectively. As it is customary, we make the assumption that reverberation is well represented by a Linear Time-Invariant (LTI) system, which can be written as
where " * " denotes convolution. The use of this representation is underlaid by the hypotheses that the source and microphone positions are fixed, and the non-linear components are small enough to be neglected. As we previously mentioned, when dealing with speech signals, it is often convenient to work with time-frequency representations rather than in the time domain. Thus, we shall make use of the Short Time Fourier Transform (STFT).
A. STFT-Based Reverberation Model
The STFT of a function x can be defined as
where w : R → R + 0 is a prescribed even and compactly supported function such that w 1 = 1, called window.
Naturally, in practice we work with discretized versions of the signals, denoted as x[·], h[·], s[·], and w [·] . The corresponding discrete STFT can be defined as
where n = 1, . . . , N, is a discrete time variable associated to the window locations, and k = 1, . . . , K, denotes the frequency sub-band. Similarly, we denote by s k [n] and h k [n] the STFTs of s and h, respectively. A discrete approximation of (1) in the STFT domain is given by
where M is a given model parameter determined by the reverberation time. The model is built as in [12] , where the approximation in (2) holds due to the use of band-to-band only filters. The window locations are chosen so that the support of the observed signal is contained in the union of the supports of the windows, and K as to reach up to half the sampling frequency.
Since phase angles on the STFT components have been shown to be highly sensitive to mild variations on the associated signal [13] , and within our blind setting we have no information about reverberation conditions, we proceed as in [9] , by treating the phase angles φ k [m] of h k [m] as random variables. Let us assume them to be i.i.d. with uniform distribution in [−π, π). Under this hypothesis, it can be shown [7] that the expected value of |x k [t]| 2 is given by
Note that the choice of [−π, π) is arbitrary, since the equality holds for any 2π−length interval. Finally, by defining S k,n . = |s k [n]| 2 , H k,n . = |h k [n]| 2 and X k,n . = E|x k [n]| 2 , the convolutive NMF model reads
for k = 1, . . . , K, n = 1, . . . , N. Here, M . = min{M − 1, n − 1}, so we can treat X, S and H as nonnegative matrices with elements X k,n , S k,n and H k,n , respectively.
Since we intend to introduce a spectral modeling of the clean signal, we shall make use of an NMF approach over the clean spectrogram S.
B. NMF Model
Let us assume that there exist
The accuracy of this approximation can be defined in terms of the Euclidean distance or some divergence measure (details on this will be discussed later on). In order to keep the notation simple, we shall assume the latter approximation to hold exactly and replace S in (3) by W U, which results in the model
Two remarks are in order: firstly, note that the approximation error in the assumption S = W U will be taken into account by the representation error of X with respect to the data, and hence the latter assumption poses no problem. Secondly, we note that the model (4) has a scale indeterminacy, in the sense that for , using a 512 samples window with overlapping of 256. W L2 : dictionary obtained using Frobenius norm. W KL : dictionary obtained using Kullback-Leibler divergence. W IS : dictionary obtained using Itakura-Saito divergence. All the dictionary atoms were ordered by correlation in order to help visualization. any α > 0, the matricesW = αW ,H = αH, andŨ = α −2 U would give the same representation X. Hence, in order to avoid numerical issues, we add the constraints W j 1 = H T k ∞ = 1, where W j , j = 1, . . . , J, are the columns of W and H k , k = 1, . . . , K are the rows of H. This means that the spectrogram S is represented by a normalized dictionary and that reverberation preserves the signal's maximal energy.
III. ALGORITHM AND COST FUNCTIONS
In this section, a fidelity term and penalizers for building an appropriate cost function f will be defined. This cost function will then be minimized in order to obtain the desired matriceŝ W ,Û andĤ, as follows:
Algorithm overview 1) Set the parameters of f = f (Y, X) so as to prioritize spectral learning and minimize f with respect to its arguments in order to find an appropriate dictionaryŴ . 2) Reset the parameters of f in order to emphasize accuracy in the representation. Then minimize f with respect to U and H subject to W =Ŵ , to obtainÛ andĤ. 3) Approximate the clean spectrogram S usingŴ andÛ .
A. Fidelity Term
Given a reverberant (and possibly noisy) spectrogram Y , we intend to find matrices W , U and H that, while complying with certain desired characteristics, provide a representation X, as in (4), that accurately approximates Y .
Many ways of measuring the fidelity of that approximation have been proposed: the Euclidean distance [9] , the Kullback-Leibler divergence [11] , and the Itakura-Saito divergence [14] being the most commonly used. Assume we have a known clean spectrogram S that we want to represent using an NMF factorization W U. Different choices of the fidelity measure will lead to dictionary atoms (column vectors of W ) with different characteristics. This is illustrated in Fig. 1 , where it can be observed that a particular fidelity measure may emphasize the appearance of atoms with high values in the low frequencies (thus enabling a good approximation in the higher energy zones while neglecting the low-energy ones), while another fidelity measure may result in a more evenly represented frequency range. Even though it might appear that the latter would be better, the relation between the observed differences in the dictionaries and their capability for representing a high-quality audio signal is unclear at this point. In fact, later on it will be shown that the optimal choice (in some sense) of the divergence measure for building a dictionary does not correspond to any of the ones depicted here.
In order to find an "optimal" dictionary W , we begin by recalling a generalized divergence, as introduced in [15] . For
This β-divergence generalizes all three aforementioned fidelity measures. In fact, it can be seen that D 2 (·||·) corresponds to (half) the squared Frobenius norm of Y − X, whereas D β (·||·) approaches the Kullback-Leibler divergence as β → 1 and the Itakura-Saito divergence as β → 0. An appropriate way of choosing the parameter β will be discussed later on. We now proceed to introduce the penalization terms which shall embed the desired characteristics on the components that constitute the model.
B. Penalizers
Clearly, there are many ways of building the matrices W, U and H leading to a representation with small divergence with respect to the observation. One way of narrowing down the possible choices is by introducing penalizing terms into our cost function for promoting certain desired features over its minimizers. In a quite general context, this leads to a cost function of the form where P u : R J ×N 0,+ → R 0,+ , and P h : R K ×M 0,+ → R 0,+ are penalizing functions, each one imposing a cost over the appearance of certain features on U and H, respectively.
As it can be observed, while the spectrogram of the clean signal depicted in Fig. 2 presents a somewhat sparse structure, the one corresponding to the reverberant signal presents a smoother, more diffuse structure. It is well known that sparsity over the coefficient matrix can be induced by using the 1 norm (see [11] ). In our case, we shall hinder the smoothness observed in the reverberant spectrogram from appearing in the restored spectrogram by using a penalizer over the activation coefficients matrix U of the form
n ≥ 0, n = 1, . . . , N, are penalization parameters. Note that since the elements of U are non-negative, this penalizer corresponds to a weighted 1 norm of U . In order to allow for better compliance with the inherent silences of the recorded signals, we let the penalizer depend on the time index n (more on this subject in Section V-B3).
In order to define a penalizer over H, we turn our attention to Fig. 3 , that shows a recorded RIR in a room with a reverberation time of 600 [ms]. The log-spectrogram exhibits a high-energy vertical band on the left, corresponding to the first echoes to reach the receiver, that slowly fades to the right, as deemed by a linear impulse response. From this characteristic, and the fact that the overlapping of windows results in consecutive time components of H capturing common information, it is reasonable to expect the components of H to exhibit a smooth decay over time [16] . This structure can be promoted (see [7] ) by introducing a penalizer of the form
With all of the above, the cost function is defined as follows:
(5) In the next section we state a two-stage optimization process in order to minimize f , first with respect to W , and then with respect to both U and H. In-line with the core idea stated before, by appropriately tunning its parameters, the cost function (5) can be used for building a good dictionary in a first stage, and for seeking a good representation of the data in a second step.
IV. OPTIMIZATION
The optimization process that shall yield the restored spec-trogramŜ is divided in two main steps: firstly, given the observed reverberant spectrogram Y ∈ R K ×N 0,+ , a suitable dictio-naryŴ ∈ R K ×J 0,+ that be able to provide a good representation of the target clean spectrogram S is built. Once this is accomplished, the algorithm proceeds to findÛ ∈ R J ×N 0,+ and H ∈ R K ×M 0,+ minimizing f givenŴ . In order to minimize the cost function, we shall begin by recalling the concept of auxiliary function. = arg min ω g(ω, ω t−1 ), t ∈ N then it can be shown [17] that the sequence {f (ω t )} t≥1 is nonincreasing.
A. Auxiliary Function
The idea is to build an auxiliary function g for f with respect to each of its three arguments individually, and then use them iteratively for minimizing f .
We will proceed in a similar fashion than in [18] . Firstly, let us notice that ∀Y ∈
, and
In the following, we will make use of this decomposition in order to build auxiliary functions for updating each one of the components of X.
B. BuildingŴ
As mentioned before, the parameters required for building a proper dictionaryŴ are not necessarily the same as those leading to an optimal representation. Thus, we begin by fixing H k,n = 1 if n = 1 and H k,n = 0, ∀n = 2, . . . , M, k = 1 . . . , K. This means that we are precluding H from modeling reverberation, and henceforth it does not make sense to promote temporal sparsity over U , and so we set λ (u ) n = 0, ∀n = 1, . . . , N, only for the first stage. Now, provided we have found adequate parameters (what we address in Section V-B3), the problem of finding an appropriate dictionary reduces to minimizing (5) with respect to W and U subject to H and λ (u ) n be set as above. To do this, we begin by stating an auxiliary function for f w.r.t. W as follows:
A proof that g w complies with the conditions in Definition 4.1 can be found in Appendix A. Since g w (W, W ) is convex with respect to W , it can be minimized by equating its gradient to zero, what leads to
where α 1 = (β − 1)χ β >1 (β), and α 2 = (β − 2)χ β ≤2 (β). This automatically leads to the updating equation
Here, the supra index t denotes the iteration number and [·] denotes the operation max{·, }, with being a small constant (∼ 10 −10 ). This is used to avoid the elements of W from dropping to 0 (or below), as once an element is null, it cannot regain positive values by a multiplicative updating procedure (see [19] ). For simplicity of notation, we have avoided the use of superscripts in all the variables that do not depend directly on W .
An analogous procedure (see Appendix B) leads to the following updating rule for U :
The dictionaryŴ = arg min W f (W, U, H) can thus be obtained by alternatively updating W and U using (7) and (8), respectively, until convergence.
OnceŴ is obtained, we proceed to findÛ andĤ that be able to effectively model reverberation.
C. BuildingÛ andĤ
Unlike in the first step, now we do want to impose a sparse structure over U , and so λ (u ) n should no longer be null for every n = 1, . . . , N. Furthermore, it should be pointed out that the value of β in this stage is not necessarily the same as in the previous one (and in fact they will be chosen differently in practice).
The updating rule for U is exactly the same as stated in (8) . For updating H, we begin by defining, for every k = 1, . . . , K, the diagonal matrix . Then, under the same approximation used for arriving at (8), we can update H by solving for H (t) k , k = 1, . . . , K, the linear system
The justification for this can be found in Appendix C.
Algorithm 1: Variable β-divergence Dereverberation. Preliminaries
Given a speech signal y, build Y k,n = |STFT(y) k,n | 2 .
Stage 1
Set β = β 1 and λ (u ) n = 0, ∀n. Let H k,n = 1 if n = 1 and H k,n = 0, ∀n ≥ 2, ∀k. Initialize W (0) and U (0) randomly.
Update W (t) as stated in (7) . Update U (t) as stated in (8) .
Update U (t) as stated in (8) . Update H (t) as stated in (9) .
Let G k,n . = jŴ k,jÛj,n / j,mŴ k,jÛj,n−m ,Ĥ k,m . LetŜ k,n = G k,n Y k,n .
Define Z ∈ C K ×N by Z k,n = Ŝ k,n arg(Y k,n ). Define the restored signal in the time domain aŝ s . = ISTFT(Z).
D. Additional Considerations
Our approximate solution could be defined simply asŜ = WÛ , but although this clearly leaves out reverberation (which is captured byĤ), this low-rank approximation still entails some error. In order to avoid this, we estimate the clean spectrogram by multiplying the data elements Y k,n by a time-varying gain function G k,n . = jŴ k , jÛ j , n j , mŴ k , jÛ j , n −m ,Ĥ k , m , as suggested in [11] .
Some results corroborating the importance of this step can be found in Section V-B3. All steps of our dereverberation method are summarized in Algorithm 1. 1 Next, we proceed to show some experimental results.
V. EXPERIMENTS AND RESULTS
In this section we present a series of experiments, firstly for parameter search and then for validating our method. All signals used in the experiments were taken from the TIMIT database 1 To try online: http://sinc.unl.edu.ar/web-demo/beta-dereverberation/ [20] , sampled at 16 [kHz] . For the artificial RIR signals we made use of the software Room Impulse Response Generator. 2 The signals used for parameter estimation and those used for validation tests were uttered by different speakers, and the simulated RIRs correspond to different rooms.
In order to measure the quality of the restored signals, we used the well known frequency weighted segmental signal-to-noise ratio (fwsSNR) and the cepstral distance [21] . Additionally, we computed the values of the speech-to-reverberation modulation energy ratio (SRMR, [22] ). However, since the SRMR is non intrusive, its values must be used with caution for comparison purposes, keeping in mind that the resemblance of a restoration with the corresponding clean signal is not taken into account.
A. Parameter Estimation 1) Estimation Method for β 1 :
We begin by addressing the main parameter estimation problem for Stage 1 of Algorithm 1. Namely, finding an optimal value of β for building a dictionary whose atoms (columns) be able to provide a good representation of the clean spectrogram. In order to evaluate whether a given parameter β 1 is good for dictionary building, we take a reverberant spectrogram Y , build a dictionary W (β 1 ) by minimizing D β 1 (Y ||W U), and then proceed to check how well can W (β 1 ) represent the corresponding clean spectrogram S. To do this, given β * , we minimize D β * (S||W (β 1 ) U ) with respect to U . It is important to point out that in this second step, β * is not necessarily the same as β 1 , and hence the two steps above are performed for every pair (β 1 , β * ) in order to find the optimal.
Summarizing, given a reverberant spectrogram Y and each admissible pair (β 1 , β * ), we take the following steps: 1) Build a dictionary W (β 1 ) = arg min W,U D β 1 (Y ||W U).
2) Use W (β 1 ) to find a representationŜ = W (β 1 )Û for the associated clean spectrogram S, whereÛ = arg min U D β * (S||W (β 1 ) U ).
3) Test the accuracy of the representationŜ by computing
the cepstral distance with respect to S. It is timely to point out that although this parameter estimation method can be costly, depending on the resolution of the grid over which (β 1 , β * ) is defined, it has shown to be robust with respect to the reverberation conditions. This means it is not necessary to perform this experiment for every specific RIR, and the proposed method is intended to be used by simply setting the parameters as found optimal here.
2) Settings and Results: To perform this experiment, we five random clean signals were taken from the TIMIT database and made reverberant by means of a discrete convolution with three different RIRs (450 [ms], 600 [ms], and 750 [ms]). The speakers and the room dimensions are different than those later used for the validation experiments. Fig. 4 depicts the resulting mean cepstral distance as a function of the parameters β 1 and β * . The minimizer is reached at (0.75,1.45), showing that β 1 = 0.75 is the best parameter choice for Stage 1 of Algorithm 1. Note that this does not necessarily mean that β 2 = 1.45 is the best choice for the second Fig. 4 . Mean cepstral distance values obtained from a representation of clean signals using a β * divergence, with a dictionary built from reverberant versions using β 1 . Smaller values correspond to better results The marks IS, KL and L2 indicate the results using the Itakura-Saito divergence, Kullback-Leibler divergence and Frobenius norm, respectively. stage of Algorithm 1, since here we are minimizing D β (S||Ŝ) whereas the second step of the dereverberation method requires minimizing f (W, U, H) w.r.t. U and H (see Eq. (5)).
It should be pointed out that functional (5) is a generalization of a Bayesian approach (similar to the one in [7] ) if U and ∇ t H are treated as random variables with exponential and normal a-priori distributions, respectively. In fact, by choosing β = 2, the minimizer of (5) corresponds to a maximum-a-posteriori (MAP) estimator, given proper choices of the penalization parameters. Therefore, we have chosen β = 2 for Stage 2 of Algorithm 1, which in fact was observed to lead to better results than β = 1.45. This choice was corroborated by minimizing the cepstral distance over a uniform grid of values of β. Detailed explanations on the relation between Bayesian and penalization approaches can be found in [23] , along with other possible Bayesian interpretations.
A few relevant conclusions can be derived by observing Fig. 4 . First, that the values of (β 1 , β * ) leading to the smallest cepstral distances are away from the diagonal, thus corroborating our original conjecture that using different parameter values for the learning and representation steps could lead to improved results. Furthermore, note that better results are obtained for values of (β 1 , β * ) in the top left area. This most probably reflects the fact that small values of β 1 lead to dictionaries which take all the frequency range into account, whereas high values of β * promote fidelity on the high-energy zones of the represented spectrogram.
It is reasonable to expect the optimal value of β 1 to depend on the reverberation conditions. In fact, the optimal values for β 1 were found to be β 1 = 0.75 for reverberation times of 450 [ms] and 600 [ms], and β 1 = 0.85 for 750 [ms] . This suggests that the choice of β 1 could be further tuned up within a supervised setting, but the method is robust enough to cope with moderate variations on the reverberation conditions.
3) Other Parameters: The choice of parameters was made taking information from the reverberant signal spectrogram into account. As customary [11] , given that the norms of the columns of W were set equal to 1 and the elements of U are meant to reconstruct the clean spectrogram, λ (u ) n was chosen proportional to the mean value of Y . On the other hand, given that reverberation can depend on the frequency range, λ (h) k was chosen proportional to Y k 2 , k = 1, . . . , K. After these considerations, the method showed to be robust enough with respect to the regularization parameters for the minimization of the cepstral distance over a coarse logarithmic grid to provide a good estimation. Two randomly chosen signals (from a male and a female speaker not in the validation set) were artificially made reverberant (600 [ms] RIR) and then used for computing the values depicted in Table I . Nonetheless, it is worth mentioning that finding an optimal way of choosing regularization parameters remains an open problem.
The number of columns of the matrices W and H (J and M , respectively) were empirically chosen. The number of dictionary atoms has to be large enough to provide a good representation of the clean spectrogram but not so large to allow for a trivial representation. In the extreme case, if J >> N, then W could contain atoms solely devoted to model reverberant components. In regard to M , it simply has to be large enough to capture most of the RIR, though an extremely large value of M along with a λ (h) k not large enough may result in little oscillations on H leading to a degraded representation. It should be pointed out that no issues were observed within mild variations in these parameters.
B. Validation
We have chosen two different settings for the validation experiments. The first one using simulations in order have a large number of trials available, and the second one using real recordings to guarantee the method is applicable in real-life conditions.
The divergence parameters were fixed as β 1 = 0.75 and β 2 = 2. The rest of the parameters used for all the experiments are detailed in Table I .
In order to evaluate the performance of our method, comparisons against three state-of-the-art methods applicable under the same conditions were made. The first one was proposed by Wisdom et al. in [6] , and showed an excellent performance in the Reverb Challenge [24] . The second one, by Mohammadiha et al. [11] is an early attempt to incorporate a dictionary-based approach to a convolutive NMF approach. The third one [7] uses Fig. 5 . Representation elements obtained with the proposed method. W (1) , U (1) , H (1) , and S (1) = W (1) U (1) are the matrices at the end of Stage 1, and U (2) , H (2) , and S (2) = W (1) U (2) are the matrices at the end of the dereverberation process. All the elements are in log scale, in amplitude.
TABLE II SIMULATED ROOM SETTINGS
a Bayesian approach, and it has shown to perform quite well, yet posing the frequency decorrelation issue mentioned in the introduction.
1) Performance Illustration: Before beginning with the actual experiments we show how the method works by plotting the result obtained for just one signal. The signal corresponds to a female speaker pronouncing the sentence "She had your dark suit in greasy wash water all year", from the TIMIT database, recorded in an office room (Room 1, in Table IV ) in real-life conditions, as specified in Section V-B3. All representation elements are depicted in Fig. 5 . It can be seen that at the end of Stage 1, a dictionary W (1) is built while reverberation is captured in the coefficient matrix U (1) . In the second stage, reverberation is mostly represented by H (2) , thus allowing the coefficients in U (2) to provide a good representation S (2) of the clean spectrogram S.
2) Simulated Experiments: For the simulations, 110 speech signals from the TIMIT database were taken, and made reverberant by convolution with artificial impulse responses. The artificial RIRs were generated varying the microphone positions and room dimensions, as specified in Table II distributions of the results have -or do not have-the same means. This has shown our proposed method (labeled "Beta") outperforms (p < 0.01) the other three in terms of fwsSNR and cepstral distance, but not the Bayesian [7] in terms of SRMR. However, taking into account that SRMR quantifies the extent to which a signal "seems" reverberant, but not how much such a restoration resembles the corresponding clean signal, it should only be considered as a complement to the other two measures.
3) Experiments Using Recordings:
In order to test whether our method works in real-life situations, we made recordings in two of our own office rooms, during standard office hours and with air conditioners and computers left on. The offices' dimensions are shown in Table IV , along with the speaker and microphone positions. The reverberation times of the rooms [25] . Four speakers (two male and two female) were randomly selected from the TIMIT database, and 10 speech signals from each were recorded in each room, with a sampling frequency of 16 [kHz].
As it is customary, the clean speech sources had their lowfrequency components filtered out. Hence, we pre-processed our reverberant recordings using a 5000 tap FIR high-pass filter with cut-off frequency of 30 [Hz] to mitigate the low frequency noise. For the comparisons to be fair, all the methods were tested after this pre-processing was made.
In order to better cope with the noise, the penalization parameters for U were reset to λ
n is the n-th column of U as estimated at the end of Stage 1 of Algorithm 1. Given that Stage 1 is somewhat equivalent to a non-regularized NMF factorization of a noisy, reverberant signal, ambient noise during speech silences will tend to be represented by linear combinations of the atoms with small coefficients. Hence, we can use this information at the end of Stage 1 to augment penalization in these areas simply dividing the penalization parameter by U 1 n 1 . Results are depicted in Table V and illustrated in Fig. 7 . Once again, we see that our proposed method outperforms the others in terms of the fwsSNR, but loses to the Bayesian in terms of SRMR. As for the cepstral distance, the improvement between our proposed method and Wisdom's is the only one not reaching statistical significance (p > 0.01).
In order to illustrate the relevance of the gain operation at the end of Algorithm 1, the experiment was also run omitting this last step. The obtained values were fwsSNR = 5.952, Cepstral Distance = 4.852 and SRMR = 3.920, which compared to the results observed in Table V highlight the importance of this operation.
VI. CONCLUSION
In this work, a new blind, single channel dereverberation method in the time-frequency domain that makes use of variable β-divergence as a cost function was presented and tested. The method comprises two stages: one for learning the spectral structure into a dictionary, and a second one for using such a dictionary to build an accurate representation by means of a convolutive NMF model. The corresponding algorithm for implementing the method was introduced and tested. Additionally, a method for finding an optimal learning divergence was introduced.
Results show that the proposed method improves restoration quality with respect to state-of-the-art methods, as measured by the fwsSNR and cepstral distance. Improvement in regard to SRMR is only partial, but given that it is a non-intrusive measure, that is not too much of a drawback.
There is certainly much room for improvement. For instance, exploring the use of penalization terms at the learning stage and other ways of enhancing the quality of the dictionary, as well as generating atoms for specifically modeling (and then removing) noise and incorporating specific initialization methods. All this is subject of future study.
Finally, although our method is constructed for a blind setting, it is worth noting that it can be easily adapted to be supervised by modifying the learning stage, provided speaker information is available.
APPENDIX A AUXILIARY FUNCTION FOR W
We shall build an auxiliary function for (5) 
where the last step is due to Jensen's inequality.
In regard toD β , since it is concave w.r.t. X, it follows that D β (Y k,n ||X k,n ) ≤D β (Y k,n ||X k,n ) + ∂D β (Y k,n ||X k,n ) ∂X k,n j,m (W k,j − W k,j )U j,n−m H k,m .
Given U and H fixed, let us define g w : R K ×J
During the experiments, we have observed that using a multiplicative updating rule analogous to those used for W (t) and U (t) might incur in undesired oscillations in the elements of H (t) . This is most likely due to the alternating signs in the rows of L T L. In order to overcome this potential drawback, we define, for every k = 1, . . . , K, the diagonal matrix A . Then, under the same approximation used in Appendix B, we can update H by solving for H (t) k , k = 1, . . . , K, the linear system
It can be shown that the matrix A (k ) + 2λ (h) k L T L is strictly positive definite (unless A (k ) is null), and hence the linear system (9) has a unique solution, whose elements are non-negative.
