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SOME RESULTS ON MAPS THAT FACTOR THROUGH A TREE
ROGER ZU¨ST
Abstract. We give a necessary and sufficient condition for a map defined
on a simply-connected quasi-convex metric space to factor through a tree. In
case the target is the Euclidean plane and the map is Ho¨lder continuous with
exponent bigger than 1/2, such maps can be characterized by the vanishing of
some integrals over winding number functions. This in particular shows that
if the target is the Heisenberg group equipped with the Carnot-Carathe´odory
metric and the Ho¨lder exponent of the map is bigger than 2/3, the map factors
through a tree.
1. Introduction
In these notes a tree is a metric space T that is uniquely arc-connected, i.e. for
different points p, p′ ∈ T there is an embedding γ : [0, 1]→ T with γ(0) = p, γ(1) =
p′ and any other such embedding is a reparameterization of γ. Let ϕ : X → Y be a
uniformly continuous map between metric spaces. Depending on some conditions
on X we want to characterize those maps ϕ that factor through a tree. We say
that ϕ has Property (T) if:
(T)


For all x, x′ ∈ X with ϕ(x) 6= ϕ(x′) there is a point y ∈
Y \ {ϕ(x), ϕ(x′)} such that for any curve γ : [0, 1]→ X
connecting x with x′, y is contained in im(ϕ ◦ γ).
Since a tree is uniquely arc-connected this property of ϕ is necessary in order
for it to factor through a tree. Depending on some conditions on X it is also
sufficient. To see that this doesn’t work for any X consider for example the unit
circle in the complex plane and the map x 7→ x2. This map has Property (T)
but it doesn’t factor through a tree. If we additionally assume that the domain
is simply-connected, this implication does hold. The terms used in the statements
below will be clarified in the beginning of Section 2.
Theorem 1.1. Assume that X is a C-quasi-convex metric space with H1(X) = 0 or
HLip1 (X) = 0. Let ϕ : X → Y be a map that is σ-continuous and has Property (T).
Then there is a tree (T, dT ) and surjective maps ψ : X → T , ϕ : T → im(ϕ) with
ϕ = ϕ ◦ ψ and for all x, x′ ∈ X,
dY (ϕ(x), ϕ(x
′)) ≤ dT (ψ(x), ψ(x
′)) ≤ σ(CdX (x, x
′)) .
The tree has the following additional properties:
(1) The metric dT is monotone on arcs, i.e. dT (p, p
′) ≤ dT (q, q
′) whenever p
and p′ are contained in the arc [q, q′] connecting q with q′.
(2) dim(T, dT ) ≤ 1.
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(3) For any p ∈ T there is a contraction πp : T ×R≥0 → T with πp(q, t) ∈ [p, q],
πp(q, 0) = p, πp(q, t) = q for t ≥ C distX(ψ
−1(p), ψ−1(q)) and
dT (πp(q, t), πp(q
′, t′)) ≤ dT (q, q
′) + σ(|t− t′|) .
A similar result has been obtained by Wenger and Young for Lipschitz maps in
case Y is purely 2-unrectifiable [17, Theorem 5]. Like in the proof presented therein,
the tree in the theorem above is constructed as a quotient of X . In particular if X
is compact, then T consists of the connected components of preimages of points,
see Lemma 3.2.
Since X is quasi-convex any curve in X can be uniformly approximated by
Lipschitz curves. In Property (T) we therefore could additionally assume that γ
is Lipschitz. The restriction to points x, x′ ∈ X with ϕ(x) 6= ϕ(x′) will be very
convenient in Proposition 4.1 where we give a condition on a Ho¨lder continuous
map which is equivalent to (T) by using the theory of currents. If further Y is the
Euclidean plane and applying a connection between currents and winding numbers,
we have the following characterization of Property (T).
Theorem 1.2. Let X be a quasi-convex metric space with HLip1 (X) = 0 and ϕ :
X → R2 be a Ho¨lder continuous map of regularity α. If α > 23 , then ϕ has
Property (T) if and only if for all closed Lipschitz curves γ : S1 → X,∫
R2
wϕ◦γ(q) dq = 0 .
If α > 12 , then ϕ has Property (T) if and only if for all closed Lipschitz curves
γ : S1 → X,∫
R2
wϕ◦γ(q) dq =
∫
R2
qx wϕ◦γ(q) dq =
∫
R2
qy wϕ◦γ(q) dq = 0 ,
where q = (qx, qy). In both cases ϕ factors through a tree as in Theorem 1.1.
It was shown in [19, Proposition 4.6] that for a closed curve η : S1 → R2 of Ho¨lder
regularity α > 12 , the winding number function q 7→ wη(q) is integrable and hence
the integrals in the theorem above are well defined. Further,
∫
w+η and
∫
w−η are
independent of the coordinate system in R2 in which we evaluate it because for an
isometry A of R2 it is wAη(Aq) = wη(q). If we assume that
∫
wη(q) dq = 0, then the
vector
∫
qwη(q) dq has the geometric interpretation as (c(w
+
η )−c(w
−
η ))
∫
w±η , where
c(w+η ) and c(w
−
η ) are the centers of mass of the densities w
+
η and w
−
η respectively.
As such, the length of this vector and in particular the additional assumption for
α > 12 in the statement above do also not depend on the coordinate system. These
integrals of the winding number function are connected to the signature of curves
as demonstrated in [3, Theorem 1] for closed curves with bounded total variation.
Actually, these terms represent the first few nontrivial entries in the logarithmic
signature of the closed curves ϕ ◦ γ. The theorem above follows from an integral
formula for maps on a square that resembles similar formulas that appear in the
theory of rough paths, see Theorem 4.3.
Theorem 1.2 is related to the Ho¨lder problem for the Heisenberg group. Gromov
showed in [8] that there is no embedding of an open subset of the plane into the
first Heisenberg group H equipped with the Carnot-Carathe´odory metric dcc that
is Ho¨lder continuous of regularity α > 23 . The two theorems above strengthen this
result.
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Theorem 1.3. Let X be a quasi-convex metric space with HLip1 (X) = 0 and ϕ :
(X, dX)→ (H, dcc) be a Ho¨lder continuous map of regularity α >
2
3 . Then ϕ factors
through a tree. If moreover dim(X) ≥ 2, then ϕ can’t be an embedding.
A natural follow-up question is if the same conclusion also holds for α > 12 . This
would solve the Ho¨lder problem for the Heisenberg group and show that there is
no local homeomorphism from R3 to H of Ho¨lder regularity α > 12 . The statement
is stronger than that and additionally would characterize these maps as locally
factoring through a tree. A solution of this problem falls short because of the
additional vanishing assumptions in Theorem 1.2 for α > 12 .
2. Definitions and Preliminaries
Here we state some definitions and statements from the literature we will rely
on and hope that the rest of these notes are reasonably self-contained.
A curve in a topological space X is a continuous map γ : [a, b] → X defined
on some compact interval. An arc in X is the image of an injective curve. X is
called path-connected if any two points in X can be connected by a curve (being
consistent with our terminology we should actually call it curve-connected, but this
usage is not common). A metric space X is called C-quasi-convex if for any two
points x, x′ ∈ X there is a curve γ : [0, 1]→ X connecting the two points and
length(γ) ≤ CdX(x, x
′) .
By reparameterizing γ by arc length we can assume that Lip(γ) ≤ CdX(x, x
′).
In metric geometry it is most common to work with geodesic trees. A geodesic
tree is a metric space in which any two points are connected by a unique geodesic,
i.e. a curve of length equal to the distance of the two endpoints. Those trees we
are working with here are more general but they are related to geodesic trees by a
theorem of Mayer and Oversteegen.
Theorem 2.1 ([15, Theorem 5.1]). If a metric space T is uniquely arc-connected
and locally arc-connected, then T is homeomorphic to a geodesic tree.
This in particular applies to the tree in Theorem 1.1 because a tree with a
monotone distance on arcs is locally arc-connected and by definition uniquely arc-
connected. The dimension bound dim(T ) ≤ 1 in Theorem 1.1 holds for any of
the three main topological dimensions; the small inductive dimension, the large
inductive dimension and the Lebesgue covering dimension. This follows directly
from the theorem above and [15, Theorem 2.3]. More generally, a result of Lang
and Schlichenmaier shows that geodesic trees with more than one point have Nagata
dimension one [11, Theorem 3.2] and this bounds from above the Lebesgue covering
dimension [11, Theorem 2.2] and hence also the other two topological dimensions
mentioned earlier.
Let σ : R≥0 → R≥0 be a continuous and strictly increasing function with σ(0) =
0. A map ϕ : X → Y between metric spaces is σ-continuous if for all x, x′ ∈ X ,
dY (ϕ(x), ϕ(x
′)) ≤ σ(dX(x, x
′)) .
Note that for any uniformly continuous map ϕ : X → Y there is such a σ for which
ϕ is σ-continuous. For example,
ω(t) := sup{dY (ϕ(x), ϕ(x
′)) : dX(x, x
′) ≤ t}
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is increasing and continuous at 0 with ω(0) = 0. The function σ : R≥0 → R≥0
defined by
σ(t) := t+
1
t
∫ 2t
t
ω(s) ds
has all the properties we want and makes ϕ into a σ-continuous map. With this
observation we see that any uniformly continuous map is treated by Theorem 1.1.
As a particular instance of σ-continuity, ϕ : X → Y is called Ho¨lder continuous of
regularity α > 0 if there is a constant C ≥ 0 such that for all x, x′ ∈ X ,
dY (ϕ(x), ϕ(x
′)) ≤ CdX(x, x
′)α .
The infimum over all such C is Hα(ϕ) and Hα(X,Y ) denotes the set of all Ho¨lder
continuous maps of regularity α from X to Y . In case Y = R we abbreviate
Hα(X) := Hα(X,R). For a sequence (ϕk) in H
α(X,Y ) we write ϕk
α
−→ ϕ if
supx∈X dY (ϕk(x), ϕ(x)) → 0 and supk H
α(ϕk) < ∞. It follows immediately that
this limit satisfies Hα(ϕ) ≤ lim infk H
α(ϕn) and hence ϕ ∈ H
α(X,Y ). The following
theorem collects some results of Young.
Theorem 2.2 ([18]). Let a ≤ b and 0 < α, β ≤ 1 with α+ β > 1. If f ∈ Hα([a, b])
and g ∈ Hβ([a, b]), then the Riemann-Stieltjes integral
∫ b
a
f dg exists. Further:
(1) There is a constant Cα,β, such that for all c ∈ [a, b],∣∣∣∣∣
∫ b
a
f dg − f(c)(g(b)− g(a))
∣∣∣∣∣ ≤ Cα,β Hα(f)Hβ(g)|b− a|α+β .
(2) If f and g are Lipschitz, then∫ b
a
f dg =
∫ b
a
f(t) g′(t) dL1(t) .
(3) If (fk) and (gk) are sequences of functions on [a, b] with fk
α
−→ f and
gk
β
−→ g, then ∫ b
a
fk dgk →
∫ b
a
f dg .
This Riemann-Stieltjes integral over Ho¨lder functions can be generalized to
higher dimensions. For a square Q ⊂ R2 we denote by Pn(Q) the partition of
Q into 4n similar squares. Given functions f, g1, g2 : Q→ R we define the approxi-
mate functionals
IQ,n(f, g1, g2) :=
∑
R∈Pn(Q)
f(pR)
∫
∂R
g1 dg2 ,
for some predefined choice of points pR ∈ R and assuming the integrals in the
sum make sense. They are to be understood as Riemann-Stieltjes integrals running
counterclockwise around the boundary of the indicated square. In particular, if g1
and g2 are Ho¨lder continuous as in Theorem 2.2, then IQ,n(f, g1, g2) is well defined
for all n. The limit we obtain below does not depend on the choice of the points
pR ∈ R and we will thus not refer to them specifically (we can fix pR to be the
barycenter of R for example). The following lemma is the two-dimensional case of
[20, Theorem 3.2].
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Lemma 2.3. Let f ∈ Hα(Q), g1 ∈ H
β1(Q) and g2 ∈ H
β2(Q). If α + β1 + β2 > 2,
then the limit
IQ(f, g1, g2) := lim
n→∞
IQ,n(f, g1, g2)
exists. Further, IQ satisfies and is uniquely defined by the following properties:
(1) IQ is linear in each argument,
(2) IQ(f, g1, g2) =
∫
Q
f detD(g1, g2) dL
2 if all three functions are Lipschitz,
(3) IQ(fk, g1,k, g2,k)→ IQ(f, g1, g2) if fk
α
−→ f and gi,k
βi
−→ f for i = 1, 2.
We will occasionally use properties of the mapping degree and the winding num-
ber respectively. Regarding those, everything we state here can be found for exam-
ple in [14]. We mention here some relation between winding numbers and currents.
An appropriate theory for currents in metric spaces was introduced by Ambrosio
and Kirchheim in [1] extending the classical theory which is described with great
detail in the monograph of Federer [6]. Since for a large part we work with Ho¨lder
maps the currents that appear have in general infinite mass and we therefore mainly
refer to the theory of Lang [10] which does not rely on the finite mass assumption
in its initial setting.
For w ∈ L1(Rn) we write JwK for the current of finite mass in Mn(R
n) obtained
by integrating n-forms over w. For an oriented submanifold Mm ⊂ Rn we also
denote by JMK ∈ Dm(R
n) the m-dimensional current induced by integrating m-
forms over M . If X and Y are metric spaces, ϕ ∈ Hα(X,Y ) for some α > n
n+1 and
T ∈ Nn(X) is a normal current with compact support, then ϕ#T is a well defined
current in Dn(Y ) by [20, Theorem 4.3]. For T = JS
1K and Y = R2, there is some
connection between the winding number function q 7→ wγ(q) of γ : S
1 → R2 and
the push-forward γ#JS
1K as noted in [19, Proposition 4.6].
Lemma 2.4. Let γ ∈ Hα(S1,R2) for α > 12 . Then wγ is integrable and JwγK is
the unique filling with compact support of γ#JS
1K ∈ D1(R
2), i.e.
∂JwγK = γ#JS
1K .
Respectively, if g = (g1, g2) ∈ Lip(R
2,R2), then∫
R2
wγ(q) detDg(q) dq =
∫
S1
g1 ◦ γ d(g2 ◦ γ) .
If ϕ ∈ Hα(Q,R2) for a square Q ⊂ R2 and α > 23 this can be combined with
Lemma 2.3 to obtain,
(2.1)
∫
R2
wϕ|∂Q f detDg = ϕ#JQK(f dg1 ∧ dg2) = IQ(f ◦ ϕ, g1 ◦ ϕ, g2 ◦ ϕ) .
for f, g1, g2 ∈ Lip(R
2) and g = (g1, g2).
We denote by Hm(X) the mth singular homology group and by H
Lip
m (X) the
mth singular Lipschitz homology group. Every singular Lipschitz m-chain in X
represents an m-dimensional integral current, i.e. an element of Im(X), as defined
in [1] or [10]. More precisely if c =
∑
i niΓi for a finite sum of integers ni and
Lipschitz maps Γi : ∆
m → X defined on the m-dimensional standard simplex ∆m,
the current JcK :=
∑l
i=1 niΓi#J∆
mK is an element of Im(X). By definition it is clear
that Jc+ c′K = JcK+ Jc′K and Stokes’ theorem implies that J∂cK = ∂JcK, see [16] for
more details on this construction and some further results on the relation between
homology groups and integral currents. In particular, if HLip1 (X) = 0 and γ : S
1 →
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X is Lipschitz, then there are finitely many Lipschitz maps Γi : B
2(0, 1)→ X and
integers ni such that
(2.2) γ#JS
1K =
∑
i
ni∂
(
Γi#JB
2(0, 1)K
)
.
3. Construction of the tree
Let ϕ : X → Y be a continuous map between metric spaces (X, dX) and (Y, dY )
as in Theorem 1.1. In this section d denotes the intrinsic metric on X . This means
that d(x, x′) is the infimal length of all curves connecting x with x′, see e.g. [4,
Chapter 2] for properties of d. The resulting space (X, d) is a length space, i.e.
for any two points x, x′ ∈ X and any ǫ > 0 there is a curve γǫ with length(γǫ) ≤
d(x, x′) + ǫ connecting x and x′. Because (X, dX) is C-quasi-convex,
(3.1) dX(x, x
′) ≤ d(x, x′) ≤ CdX(x, x
′) ,
for all x, x′ ∈ X . Since σ is increasing the first estimate shows that ϕ is also σ-
continuous with respect to d. Until the end of this section we work with the length
metric d instead of dX .
Similarly as in the proof of [17, Theorem 5] we define a pseudo-metric on X . For
x, x′ ∈ X ,
(3.2) D(x, x′) := inf {diam(ϕ(C)) : x, x′ ∈ C and C is connected} .
Lemma 3.1. D is a pseudo-metric on X and moreover for all x, x′ ∈ X,
dY (ϕ(x), ϕ(x
′)) ≤ D(x, x′) ≤ σ(d(x, x′)) .
Proof. For connected subsets A,B ⊂ X with x, x′ ∈ A and x′, x′′ ∈ B there holds
diam(ϕ(A ∪ B)) ≤ diam(ϕ(A)) + diam(ϕ(B)) because ϕ(A) ∩ ϕ(B) is nonempty.
Similarly, because A ∩ B is nonempty, A ∪ B is connected and this immediately
implies the triangle inequality for D. The first inequality is obvious since any set
C′ ⊂ Y that contains both ϕ(x) and ϕ(x′) satisfies diam(C′) ≥ dY (ϕ(x), ϕ(x
′)).
For the second, take Cǫ := im(γǫ) for some curve γǫ with length(γǫ) ≤ d(x, x
′) + ǫ
connecting x and x′ in X . Since ϕ is σ-continuous,
D(x, x′) ≤ diam(ϕ(Cǫ)) ≤ σ(diam(Cǫ)) ≤ σ(d(x, x
′) + ǫ) .
Taking the limit for ǫ→ 0, the continuity of σ implies the second estimate. 
Our candidate for the tree in Theorem 1.1 is the set of equivalence classes T :=
X/∼, where x ∼ x
′ if D(x, x′) = 0. We further denote by ψ : X → T the quotient
map ψ(x) := [x] and define ϕ : T → Y by ϕ([x]) := ϕ(x). Note that ϕ is well
defined by the lemma above. An obvious choice for a metric on T is D itself, i.e.
D([x], [x′]) := D(x, x′). In the next part we will show that (T,D) is indeed a tree.
3.1. Proof that T is a tree. It follows from Lemma 3.1 that every point p ∈ T
represents a closed subset of ϕ−1(y) for some y ∈ Y . In particular, any connected
component of ϕ−1(y) is contained in some p ∈ T . In case X is compact this is
actually a characterization of T . Although we will not use this fact in the process,
we think that it is interesting to note anyway and add a proof for completeness
sake.
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Lemma 3.2. If X is compact, then
T = {c : c is a connected component of ϕ−1(y) for some y ∈ Y } .
Proof. As noted above, any connected component c as in the statement is contained
in some p ∈ T . On the other side let c, c′ be two such components with D(x, x′) = 0
for some fixed x ∈ c and x′ ∈ c′. We want to show that c = c′. From Lemma 3.1
it follows that ϕ(c) = ϕ(c′) = {y} for some y ∈ Y and from the definition of
D we obtain for any n ∈ N a connected subset Cn ⊂ X with x, x
′ ∈ Cn and
ϕ(Cn) ⊂ BY (y,
1
n
). By taking the closure, we can as well assume that Cn is
compact. By a theorem of Blaschke [2], the set
{K ⊂ X : K is compact and nonempty}
equipped with the Hausdorff distance
dH(K,K
′) := inf{ǫ > 0 : K ⊂ BX(K
′, ǫ),K ′ ⊂ BX(K, ǫ)}
is a compact metric space. Applied to the situation at hand, there is a subsequence
of c ∪ c′ ∪ Cn converging to some compact subset C ⊂ X . It is easy to check
that a Hausdorff limit of connected sets is connected itself. C is therefore compact
and connected and moreover contains c and c′. Since ϕ is continuous we have
ϕ(C) = {y} and hence c = c′ = C. 
As used in the proof above, it follows directly from the definition of D that for
any x, x′ ∈ X and any ǫ > 0 there is a connected set Cǫ ⊂ X with x, x
′ ⊂ Cǫ
and ϕ(Cǫ) ⊂ UY (ϕ(x), D(x, x
′) + ǫ). Because (X, d) is a length space and Cǫ is
connected, any open neighborhood UX(Cǫ, δ) of Cǫ is Lipschitz path connected.
Since ϕ is uniformly continuous and by choosing δ small enough, there is a curve
γx,x′,ǫ : [0, 1]→ X with γx,x′,ǫ(0) = x, γx,x′,ǫ(1) = x
′ and
(3.3) im(ϕ ◦ γx,x′,ǫ) ⊂ UY (ϕ(x), D(x, x
′) + ǫ) .
Given two points x, x′ ∈ X with ϕ(x) 6= ϕ(x′) let Y(x, x′) be the set of all points
y ∈ Y such that for any curve γ : [0, 1] → X connecting x with x′, the point y
lies in im(ϕ ◦ γ). Property (T) guarantees that apart from ϕ(x) and ϕ(x′) the set
Y(x, x′) contains additional points.
Lemma 3.3. Let γi : [0, 1]→ X, i = 1, 2, be two curves with γ1(t), γ2(t) ∈ pt ∈ T
for t = 0, 1 and ϕ(p0) 6= ϕ(p1). Then Y(γ1(0), γ1(1)) = Y(γ2(0), γ2(1)).
Proof. For some fixed y ∈ Y(γ2(0), γ2(1)) we want to show that y is also in
Y(γ1(0), γ1(1)). If y = ϕ(p0) or y = ϕ(p1) we are done. So assume this is not
the case and let ǫ > 0 be small enough such that
ǫ < min{dY (ϕ(p0), y), dY (ϕ(p1), y)} .
Using the curves as in (3.3), define the concatenated curve (read from left to right)
γ′1 := γγ2(0),γ1(0),ǫ ∗ γ1 ∗ γγ1(1),γ2(1),ǫ .
γ′1 connects γ2(0) with γ2(1) by going through γ1. For t = 0, 1, (3.3) implies,
im(ϕ ◦ γγ2(t),γ1(t),ǫ) ⊂ UY (ϕ(pt), ǫ) ⊂ Y \ {y} .
Since y ∈ im(ϕ ◦ γ′1) by assumption, we get that y ∈ im(ϕ ◦ γ1). 
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This lemma allows to define Y(p, p′) for p, p′ ∈ T in case ϕ(p) 6= ϕ(p′). The
next result is the main reason for this particular definition of T and precisely where
we need H1(X) = 0 or H
Lip
1 (X) = 0. It can be stated in both the continuous
and Lipschitz category and we therefore don’t prefer one homology group over the
other. Note that for an open set in a locally (Lipschitz) path connected space,
components and (Lipschitz) path components are the same. It is likely that this
result is classical, but the author couldn’t find a reference for it.
Lemma 3.4. Let Z be a connected and locally (Lipschitz) path connected space
with H
(Lip)
1 (Z) = 0. Assume that A ⊂ Z is a closed set that disconnects z and z
′
in Z. Then there is a connected component of A that disconnects z and z′.
Proof. We will formulate the proof in the continuous category since the arguments
in the Lipschitz case are the same. Consider the collection A of closed subsets of
A that disconnect z and z′. Set inclusion gives a partial order on A and we want
to show that there is a minimal element in A. By Zorn’s lemma it suffices to find
for any chain A′ ⊂ A a lower bound in A. Let B :=
⋂
A′ and C ⊂ X be the image
of a curve that connects z and z′. By definition, B is closed and the intersection
C ∩ A1 ∩ · · · ∩ An is nonempty for every finite collection A1, . . . , An ∈ A
′. This
holds because A1 ∩ · · · ∩An = Ai for some i since A
′ is a chain and Ai disconnects
z and z′ inside the connected set C. Since C ∩ A′ is a nonempty closed set in the
compact set C for any A′ ∈ A′, the intersection C ∩B is nonempty too and hence
B ∈ A.
So let M be a minimal element of A. This M has to be connected. Assume by
contradiction that it is not and let M1 and M2 be a partition of M into disjoint,
nonempty, closed subsets. Set U := X \M1 and V := X \M2. Clearly, X = U ∪ V
and the tail of the Mayer-Vietoris sequence reads as
0 = H1(X)
∂∗−→ H0(U ∩ V )
(i∗,j∗)
−−−−→ H0(U)⊕H0(V )
k∗−l∗−−−−→ H0(X) = Z,
where i : U ∩ V → U , j : U ∩ V → V , k : U → X and l : V → X are the
inclusions. Because H1(X) = 0 and this sequence is exact, the homomorphism
(i∗, j∗) is injective. Since z and z
′ are disconnected byM , they represented different
elements [z] and [z′] in H0(U ∩ V ). It follows that (i∗[z], j∗[z]) 6= (i∗[z
′], j∗[z
′]) and
hence i∗[z] 6= i∗[z
′] or j∗[z] 6= j∗[z
′]. This means that z and z′ are in different path
components of U or V , respectively, M1 or M2 disconnects z and z
′, contradicting
the minimality of M . Therefore M is connected and contained in some connected
component of A. 
This result is used in the following lemma.
Lemma 3.5. Let p, p′ ∈ T with ϕ(p) 6= ϕ(p′). Then for every y ∈ Y(p, p′) \
{ϕ(p), ϕ(p′)} there is some q ∈ T with ϕ(q) = y that disconnects p from p′ inside
X, i.e. every curve from p to p′ in X intersects q.
Proof. Fix some points x, x′ ∈ X with ψ(x) = p and ψ(x′) = p′ and let y ∈ Y(x, x′)\
{ϕ(x), ϕ(x′)}. By the definition of Y, the two points x and x′ are in different path
components of X \ ϕ−1(y). As a length space (X, d) is locally Lipschitz path
connected and therefore Lemma 3.4 implies that there is a connected component
c of ϕ−1(y) that disconnects x and x′. By the construction of T , this set c is
contained in some q ∈ T with ϕ(q) = y. Justified by Lemma 3.3 we identified
Y(p, p′) = Y(x, x′) and hence any curve connecting p and p′ in X intersects q. 
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This result can be applied to curves in T by constructing approximative lifts in
X .
Lemma 3.6. Let γ : [0, 1] → T be a curve connecting p with p′ in T . Then there
is a sequence of curves ηn : [0, 1] → X such that ψ ◦ ηn(t) = γ(t) for t = 0, 1 and
ψ ◦ ηn converges uniformly to γ.
In particular, for all p, p′ ∈ T with ϕ(p) 6= ϕ(p′) there is some q ∈ T \ {p, p′}
such that any curve in T connecting p with p′ goes through q.
Proof. Since γ is uniformly continuous, we can find for every δ > 0 some m ∈ N
such that D(γ(t), γ(t′)) < δ if |t− t′| ≤ 1
m
. In particular, for every 0 ≤ i ≤ m − 1
it is D(γ( i
m
), γ( i+1
m
)) < δ. Fix some points xi ∈ γ(
i
m
) ⊂ X and using the curves of
(3.3) define the curve ηδ : [0, 1]→ X by
ηδ(t) := γxi,xi+1,δ(tm− i) for 0 ≤ i ≤ m− 1 and t ∈
[
i
m
, i+1
m
]
.
It is stated in (3.3) that
im
(
ϕ ◦ γxi,xi+1,δ
)
⊂ UY
(
ϕ(γ( i
m
)), D(xi, xi+1) + δ
)
⊂ UY
(
ϕ(γ( i
m
)), 2δ
)
.
Since images of curves are connected, the definition of D implies for t ∈
[
i
m
, i+1
m
]
,
ψ ◦ ηδ(t) ∈ im
(
ψ ◦ γxi,xi+1,δ
)
⊂ UT
(
γ( i
m
), 4δ
)
.
Hence for 0 ≤ i ≤ m− 1 and t ∈
[
i
m
, i+1
m
]
,
D(ψ ◦ ηδ(t), γ(t)) ≤ D(ψ ◦ ηδ(t), γ(
i
m
)) +D(γ( i
m
), γ(t)) ≤ 5δ .
Choosing δ = 1
n
gives a sequence of curves as stated in the first part of the lemma.
For the second part let p, p′ ∈ T with ϕ(p) 6= ϕ(p′) and γ : [0, 1]→ T be a curve
connecting p with p′ in T . From Lemma 3.5 and Property (T) it follows that there
is some q ∈ T \ {p, p′} disconnecting p and p′ in X . Now let γ : [0, 1] → T be
any curve connecting p with p′. From the first part we obtain a sequence of curves
ηn : [0, 1]→ X such that ψ◦ηn(0) = p, ψ◦ηn(1) = p
′ and ψ◦ηn converges uniformly
to γ. Since q disconnects p and p′ in X , every curve of the sequence ηn intersects
q. Hence q ∈ im(ψ ◦ ηn) for all n and thus q ∈ im(γ) because ψ ◦ ηn converges
uniformly to γ. This holds for any such curve γ and the lemma follows. 
So far we have only considered points in T with different images when applied
to ϕ. The next lemma justifies this assumption and shows that curves in T are not
completely degenerate in some sense.
Lemma 3.7. If γ : [0, 1] → T is a non constant curve, then there is a t ∈ [0, 1]
with ϕ(γ(0)) 6= ϕ(γ(t)).
Proof. Assume that y = ϕ(γ(0)) = ϕ(γ(t)) for all t. From Lemma 3.6 it follows
that there is a sequence of curves ηn : [0, 1] → X with ψ(ηn(t)) = γ(t) for t = 0, 1
and ψ ◦ ηn converges uniformly to γ. Since ϕ : T → Y is uniformly continuous we
get for any ǫ > 0 that im(ϕ ◦ ηn) ⊂ UY (y, ǫ) for large enough n. For such an n the
definition of D implies D(ηn(0), ηn(t)) ≤ 2ǫ for all t ∈ [0, 1]. Hence
D(γ(0), γ(t)) ≤ lim sup
n→∞
D(ψ ◦ ηn(0), ψ ◦ ηn(t)) +D(ψ ◦ ηn(t), γ(t))
= lim sup
n→∞
D(ηn(0), ηn(t)) +D(ψ ◦ ηn(t), γ(t)) ≤ 2ǫ .
This is true for any ǫ and it follows that γ is constant. 
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Now we are ready to show that (T,D) is a tree.
Proposition 3.8. (T,D) is a tree. I.e. (T,D) is an arc-connected metric space
and if γ1, γ2 : [0, 1]→ T are two injective curves with the same endpoints, then the
curves are reparameterizations of each other.
Proof. As an image of a path-connected space, T is also path-connected. It is a stan-
dard fact that such a topological space is arc-connected (this is also a consequence
of Lemma 3.11). Let γ1 and γ2 be two injective curves as in the statement. We will
show that im(γ1) = im(γ2). Assume by contradiction that there is a t ∈ [0, 1] with
γ1(t) /∈ im(γ2). By continuity there are t1 < t < t2 such that γ1(t) /∈ im(γ2) for all
t ∈ ]t1, t2[ but γ1(ti) ∈ im(γ2) for i = 1, 2. Concatenating the part of γ1 from t1 to
t2 with the backward parameterization of γ2 connecting γ1(t1) and γ1(t2) we get
an injective closed curve γ : S1 → T . By Lemma 3.7 there are two poins s, s′ ∈ S1
with ϕ(γ(s)) 6= ϕ(γ(s′)). The second part of Lemma 3.6 implies that there is some
q ∈ T \ {γ(s), γ(s′)} disconnecting γ(s) and γ(s′) inside T . Hence γ has to go
twice through q, a contradiction. This shows that im(γ1) ⊂ im(γ2) and vice versa.
Both curves are injective, therefore γ1 ◦ γ
−1
2 is a homeomorphism of [0, 1] and a
reparameterization from γ2 to γ1. 
3.2. Monotone metric and sigma-variation. For p, p′ ∈ T we denote by [p, p′]
a parameterization of the arc in T connecting p with p′. By abuse of notation we
also use [p, p′] for the image of this curve, the arc itself. The metric D may not be
monotone on arcs. For this reason we introduce a new metric dT on T defined by
dT (p, p
′) := sup{D(q, q′) : [q, q′] ⊂ [p, p′]} .
It is not so hard to check that dT is indeed a metric on T . This follows from the
fact that arcs are compact and for all p, p′, p′′ ∈ T the arc [p, p′′] is contained in the
union [p, p′] ∪ [p′, p′′].
Lemma 3.9. For all x, x′ ∈ X,
dY (ϕ(x), ϕ(x
′)) ≤ dT (ψ(x), ψ(x
′)) ≤ σ(d(x, x′)) .
Further, (T, dT ) is a tree.
Proof. It is D ≤ dT by the definition of dT . Hence idT : (T, dT ) → (T,D) is
continuous and the first inequality follows from Lemma 3.1. To obtain the second,
let ǫ > 0 and γǫ : [0, 1]→ X be a curve in X connecting x and x
′ with length(γǫ) ≤
d(x, x′) + ǫ. Let p, p′ ∈ [ψ(x), ψ(x′)] ⊂ T with D(p, p′) = dT (ψ(x), ψ(x
′)). Because
(T,D) is a tree, the curve ψ ◦ γǫ goes through both p and p
′, respectively, γǫ
intersects both p and p′ seen as subsets of X . As noted in the beginning of this
section, ϕ is σ-continuous with respect to d and hence the definition of D in (3.2)
and Lemma 3.1 imply
dT (ψ(x), ψ(x
′)) = D(p, p′) ≤ diamY (ϕ(im(γǫ))) ≤ σ(diamX(im(γǫ)))
≤ σ(length(γǫ)) ≤ σ(d(x, x
′) + ǫ) .
Because ǫ > 0 is arbitrary and σ is continuous, dT (ψ(x), ψ(x
′)) ≤ σ(d(x, x′)).
Since X is path-connected and ψ : (X, d) → (T, dT ) is continuous as we have
just seen, any two points in (T, dT ) can be connected by an arc. Because of D ≤ dT
any arc in (T, dT ) is also an arc in (T,D), hence up to reparameterization there can
only be one arc in (T, dT ) connecting two given points. Hence (T, dT ) is a tree. 
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Let (Z, dZ) be a metric space. The σ-variation of a curve γ : [a, b] → X is
defined by
Vσ(γ) := sup
n−1∑
i=0
σ−1(dZ(γ(ti+1), γ(ti))) ,
where the supremum is taken over all finite sequences a = t0 < · · · < tn = b. This
definition is clearly independent of the parameterization of γ. One can show that for
a continuous curve γ : [a, b]→ (Z, dZ) with Vσ(γ) <∞ there is a reparameterization
γ˜ : [0, Vσ(γ)] → Z of γ with t = Vσ(γ˜|[0,t]). This is a standard result and uses the
fact that τ(t) := Vσ(γ|[0,t]) is continuous. For the readers convenience we include a
proof here.
Lemma 3.10. Let ν : [0, 1]2 → [0,∞[ and define ν : [0, 1]→ [0,∞] by
ν(t) := sup
n−1∑
i=0
ν(ti+1, ti) ,
where the supremum is taken over all finite sequences 0 = t0 < · · · < tn = t. If ν is
continuous, ν(t, t) = 0 for all t and ν(1) <∞, then ν is continuous.
Proof. We will first show continuity at 0. Obviously, ν(0) = 0 and ν is increas-
ing by definition. So it is enough to find a strictly decreasing sequence (tn) with
limn→∞ tn = 0 = limn→∞ ν(tn). Without loss of generality we assume that ν(t) > 0
for all t > 0. We start with t1 = 1 and proceed recursively as follows. Given tn, let
0 = t0n < · · · < t
kn
n = tn be a strictly increasing sequence with
kn−1∑
i=0
ν(ti+1n , t
i
n) >
ν(tn)
2
.
Because lima→0 ν(b, a)+ν(a, 0) = ν(b, 0) for all b we can assume that in the sequence
above we have 0 < t1n <
tn
2 and
kn−1∑
i=1
ν(ti+1n , t
i
n) >
ν(tn)
2
.
Note that the sum here starts from i = 1. Set tn+1 := t
1
n. Obviously, (tn) is strictly
decreasing and converges to 0. Further, for all l ∈ N
l∑
n=1
ν(tn) < 2
l∑
n=1
kn−1∑
i=1
ν(ti+1n , t
i
n) ≤ 2ν(1) .
Because ν(1) <∞ we get that ν(tn)→ 0 for n→∞ and hence ν is continuous at
0.
Now let t > 0 and we will show that ν is continuous from below at t. For any
n ∈ N with t > 1
n
let 0 = t0 < · · · < tkn = t be a finite sequence with
kn−1∑
i=0
ν(ti+1, ti) > ν(t)−
1
n
.
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Because lima→t ν(b, a)+ν(a, t) = ν(b, t) for all b we can assume that ν(t, tkn−1) <
1
n
and 0 < t− 1
n
< tkn−1 < t. Hence,
ν(t) ≥ ν(tkn−1) ≥
kn−2∑
i=0
ν(ti+1, ti) > ν(t)−
2
n
.
We obtain limn→∞ tkn−1 = t and limn→∞ ν(tkn−1) = ν(t). Since ν is increasing,
this shows that it is continuous from below at t.
To see continuity from above, let t < 1 and (tn) be a strictly decreasing sequence
with limn→∞ tn = t. Without loss of generality we may assume that ν(tn) > 0 for
all n. Let 0 = t0n < · · · < t
kn
n = tn be a finite sequence with
(3.4)
kn−1∑
i=0
ν(ti+1n , t
i
n) > ν(tn)−
1
n
.
Since tn > t for each n, there is an index in < kn with t ∈ [t
in
n , t
in+1
n [. From
limn→∞ tn = t it follows that t
in+1
n > t, limn→∞ t
in+1
n → t and since ν is uniformly
continuous (the domain of definition is compact),
lim
n→∞
ν(tin+1n , t) + ν(t, t
in
n )− ν(t
in+1
n , t
in
n ) = 0 .
For big n we can therefore assume that (3.4) is satisfied with t being part of the
sequence, say t = tlnn for some integer ln. But then
ν(tn) <
1
n
+ ν(t) +
kn−1∑
i=ln
ν(ti+1n , t
i
n) .
This latter sum is over a partition of [t, tn] and as such tends to zero for tn → t as
we have already seen in the first part of the proof. Thus limn→∞ ν(tn) = ν(t) and
ν is continuous from above at t. 
If Vσ(γ) < ∞ for γ : [a, b] → Z, then τ : [a, b] → [0, Vσ(γ)] defined by τ(v) :=
Vσ(γ|[0,v]) is increasing and continuous by the lemma above applied to the function
ν(u, v) := σ−1(dZ(γ(u), γ(v))) defined on [a, b]
2. For 0 ≤ s ≤ t ≤ Vσ(γ) let
a ≤ u ≤ v ≤ b be such that τ(u) = s and τ(v) = t. This is possible precisely
because τ is continuous using the intermediate value theorem. Then
σ−1(dZ(γ(v), γ(u))) ≤ Vσ(γ|[u,v]) ≤ Vσ(γ|[0,v])− Vσ(γ|[0,u])
= τ(v)− τ(u) = t− s .
This allows to define γ˜ : [0, Vσ(γ)]→ Z by γ˜(τ(v)) := γ(v) for all v ∈ [a, b] and we
obtain
(3.5) dZ(γ˜(t), γ˜(s)) ≤ σ(t− s) .
The new curve γ˜ is a continuous reparameterization of γ and it follows from the
definition of σ-variation that
(3.6) Vσ(γ˜|[0,t]) = Vσ(γ|[0,v]) = τ(v) = t .
For a curve γ : [0, 1] → Z into a metric space Z let Sγ be the collection of all
compact intervals [a, b] ⊂ [0, 1] with a < b, γ(a) = γ(b) and for which there is
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no interval [a′, b′] strictly containing [a, b] with γ(a′) = γ(b′). For a collection of
disjoint intervals S ⊂ Sγ define γS : [0, 1]→ Z by
γS(t) :=
{
γ(a) if t ∈ [a, b] ∈ S ,
γ(t) otherwise .
Lemma 3.11. Let γ : [0, 1] → Z be a σ-continuous curve and S ⊂ Sγ be some
maximal subset of disjoint intervals. Then γS is σ-continuous and γS(s) = γS(t)
for 0 ≤ s < t ≤ 1 implies that γS is constant on [s, t].
Moreover, Vσ(γS) ≤ 1 and the reparameterization γ˜S : [0, Vσ(γS)] → Z with
respect to σ-variation is injective.
Proof. Let S :=
⋃
S ⊂ [0, 1]. For a point u ∈ S denote by [au, bu] ∈ S the unique
interval with u ∈ [au, bu]. Now let s, t ∈ [0, 1] with s < t. If both s and t are not in
S, then
dZ(γS(t), γS(s)) = dZ(γ(t), γ(s)) ≤ σ(t − s) .
If s, t ∈ S we have three cases. If the two intervals [as, bs] and [at, bt] intersect they
are the same and γS(t) = γS(s). Otherwise, bs < at and since σ is increasing
dZ(γS(t), γS(s)) = dZ(γ(bs), γ(at)) ≤ σ(at − bs) ≤ σ(t− s) .
If s ∈ S and t /∈ S, then
dZ(γS(t), γS(s)) = dZ(γ(t), γ(bs)) ≤ σ(t − bs) ≤ σ(t− s) .
The case s /∈ S and t ∈ S is treated analogously.
Now assume that γS(s) = γS(t) for s < t. If both s and t are in the complement
of S, then γ(s) = γ(t) and there is some [a, b] ∈ S that intersects [s, t] by the
maximality of S. Neither s or t can be contained in [a, b] because s, t /∈ S, so [a, b]
is a proper subset of [s, t], but this is not possible by the definition of Sγ . If s ∈ S
and t /∈ S, then bs < t and
γ(as) = γS(s) = γS(t) = γ(t) ,
contradicting [as, bs] ∈ Sγ . The case s /∈ S and t ∈ S is treated analogously. If
s, t ∈ S then γ(as) = γ(bt) and hence [as, bs] = [at, bt] by the maximality of these
intervals in Sγ .
For the last part first note that Vσ(γS) ≤ 1 follows directly from the definition
of σ-variation and the fact that γS is σ-continuous. Let 0 ≤ s ≤ t ≤ 1 with
γ˜S(s) = γ˜S(t) and let s = τ(u) and t = τ(v) where τ(w) = Vσ(γS |[0,w]) and
γ˜S(τ(w)) = γS(w) for w ∈ [0, 1] as before. Then γS(u) = γS(v) and from the first
part we conclude that γS is constant on [u, v]. This implies
s = τ(u) = Vσ(γS |[0,u]) = Vσ(γS |[0,v]) = τ(v) = t ,
and hence γ˜S is injective. 
Let p, p′ ∈ T be two different points and for a fixed ǫ > 0 consider a curve
η : [0, 1] → X with length(η) ≤ dist(X,d)(p, p
′) + ǫ connecting the subsets p and p′
of X . Reparameterizing η linearly with respect to arc length we may assume that
Lip(η) ≤ dist(X,d)(p, p
′) + ǫ. From Lemma 3.9 it follows that γ := ψ ◦ η satisfies
dT (γ(t), γ(s)) ≤ σ(d(η(t), η(s))) ≤ σ((dist(X,d)(p, p
′) + ǫ)|t− s|) .
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The curve γS : [0, 1] → (T, dT ) constructed in the lemma above for some maximal
set S ⊂ Sγ has the same continuity estimate as γ and satisfies im(γS) = [p, p
′]
because of the second part of Lemma 3.11 and the fact that T is a tree. Hence
(3.7) Vσ([p, p
′]) = Vσ(γS) ≤ dist(X,d)(p, p
′) + ǫ .
With (3.5), (3.6), Lemma 3.11 and taking the limit ǫ→ 0 in (3.7), the reparameter-
ization of γS with respect to the σ-variation gives a curve [p, p
′] : [0, Vσ([p, p
′])] →
(T, dT ) with the following properties:
(3.8)


dT ([p, p
′](t), [p, p′](s)) ≤ σ(|t − s|) ,
Vσ([p, p
′]|[0,t]) = t ,
Vσ([p, p
′]) ≤ dist(X,d)(p, p
′) ,
[p, p′] is injective .
Note that a priori the curves [p, p′] we construct depend on γ and S, but the second
and forth property above uniquely determine a parameterization of the arc from p
to p′.
Proof of Theorem 1.1. From Lemma 3.9 and the definition of dT we get that (T, dT )
is a tree with a metric monotone on arcs. From Theorem 2.1 and the discussion
thereafter we see that dim(T, dT ) ≤ 1 (and of course dim(T, dT ) = 1 if T contains
more than one point). The maps ψ and ϕ have the right continuity properties with
respect to the length metric d on X . By translating the estimates in Lemma 3.9
back to the original metric dX using (3.1) we obtain the continuity estimates in the
statement of the theorem. It remains to construct the contractions.
Fix a point p ∈ T and consider the map πp : T × R≥0 → T defined by
πp(q, t) := [p, q](min{V (q), t}) ,
where V (q) := Vσ([p, q]). If t ≥ C dist(X,dX)(p, q), then t ≥ dist(X,d)(p, q) because
(X, dX) is C-quasi-convex and πp(q, t) = q follows from (3.8). For t1, t2 ≥ 0 and
q ∈ T it also follows from (3.8) that
dT (πp(q, t1), πp(q, t2)) ≤ σ(|min{V (q), t1} −min{V (q), t2}|) ≤ σ(|t1 − t2|) .
Since T is a tree, there is a unique point q ∈ T in the intersection of the images
of the arcs [q1, q2], [p, q1] and [p, q2] for all choices of q1, q2 ∈ T . At equal times we
have πp(q1, t) = πp(q2, t) if t ≤ V (q) and [πp(q1, t), πp(q2, t)] is contained in [q1, q2]
otherwise. Because dT is monotone on arcs, this leads to
dT (πp(q1, t), πp(q2, t)) ≤ dT (q1, q2) ,
for all t ≥ 0. Combining the two estimates using the triangle inequality for dT we
get
dT (πp(q1, t1), πp(q2, t2)) ≤ dT (q1, q2) + σ(|t1 − t2|) .
This finishes the proof of Theorem 1.1. 
We want to mention some implications of these contractions for obtaining con-
tinuous extensions.
Corollary 3.12. Let f : Sm−1 → T for m ≥ 2 and L ≥ 0 be a constant such
that dT (f(s), f(s
′)) ≤ σ(L|s− s′|) for all s, s′ ∈ Sm−1. Then there is an extension
F : Bm(0, 1)→ T such that im(f) = im(F ) and
dT (F (x), F (x
′)) ≤ 2σ(2πL|x− x′|) ,
for all x, x′ ∈ Bm(0, 1).
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Proof. Fix some point p ∈ im(f) and consider the extension F : Bm(0, 1) → T
defined by
F (st) := πp(f(s), Rmax{0, 2t− 1}) ,
for s ∈ Sm−1, t ∈ [0, 1] and R := Lπ. Any two points in Sm−1 can be connected
by a curve γ in Sm−1 with length(γ) ≤ π. Using Lemma 3.9 we get
Vσ(f ◦ γ) = sup
n−1∑
i=0
σ−1(dT (f ◦ γ(ti+1), f ◦ γ(ti)))
≤ sup
n−1∑
i=0
L|γ(ti+1)− γ(ti)|
≤ πL .
Because T is a tree, any arc [f(s), f(s′)] is covered by some curve f ◦ γ with γ
as above. Hence Vσ([p, q]) ≤ R for all q ∈ im(f) and further F (s) = f(s) for all
s ∈ Sm−1 follows from the definition of πp. If x, x
′ ∈ Bm(0, 1) with |x|, |x′| ≥ 12 ,
then
dT (F (x), F (x
′)) = dT (πp(f(|x|
−1x), R(2|x| − 1)), πp(f(|x
′|−1x′), R(2|x′| − 1)))
≤ dT (f(|x|
−1x), f(|x′|−1x′)) + σ(2R|x− x′|)
≤ σ(L||x|−1x− |x′|−1x′|) + σ(2R|x− x′|)
≤ 2σ(2πL|x− x′|) .
If |x| ≥ 12 ≥ |x
′|, then
dT (F (x), F (x
′)) = dT (πp(f(|x|
−1x), R(2|x| − 1)), p)
≤ σ(R(2|x| − 1))
≤ σ(R(2|x| − 2|x′|))
≤ σ(2πL|x− x′|) .
This shows the continuity property of F . Any arc [p, q] with endpoints in im(f) ⊂ T
is contained entirely in im(f) because T is a tree and this set is connected. Hence
im(F ) = im(f) by the construction of πp. 
4. Ho¨lder maps
In this section we want to proof Theorem 1.2. First we establish a result that
connects Property (T) with currents and winding numbers.
Proposition 4.1. Let X be a quasi-convex metric space with H1(X) = 0 or
HLip1 (X) = 0 and ϕ : X → Y be a Ho¨lder continuous map of regularity α >
1
2 .
Then ϕ has Property (T) if and only if (ϕ ◦ γ)#JS
1K = 0 for all closed Lipschitz
curves γ : S1 → X.
Moreover, if Y = R2, then ϕ has Property (T) if and only if for all closed
Lipschitz curves γ : S1 → X, the winding number function q 7→ wϕ◦γ(q) vanishes
for almost every q ∈ R2.
Proof. First assume that (ϕ◦γ)#JS
1K = 0 for all closed Lipschitz curves γ : S1 → X .
Note that since X is quasi-convex any curve in X can be uniformly approximated
by Lipschitz curves. So if we show Property (T) for Lipschitz curves, we have it
for all curves. Fix two points x, x′ ∈ X with ϕ(x) 6= ϕ(x′) and let η : [0, 1] → X
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be a Lipschitz curve connecting x with x′. By the discussion before Lemma 2.4 the
current (ϕ ◦ η)#J0, 1K ∈ D1(Y ) is well defined and
∂ ((ϕ ◦ η)#J0, 1K) = (ϕ ◦ η)# (∂J0, 1K) = Jϕ(x
′)K − Jϕ(x)K 6= 0 .
This shows that (ϕ◦ η)#J0, 1K 6= 0. A nonzero metric current S ∈ D1(Y ) as defined
in [10] can’t be supported on finitely many points because S(f, g) = 0 if g is locally
constant on spt(S), [10, Lemma 3.2]. For another argument, a finite metric space
has Nagata dimension zero, but the Nagata dimension of spt(S) has to be at least
the dimension of S by [19, Proposition 2.5]. Therefore we can find a point y ∈
spt((ϕ ◦ η)#J0, 1K) \ {ϕ(x), ϕ(x
′)}. Let η′ : [0, 1]→ X be any other Lipschitz curve
connecting x with x′. We define the closed Lipschitz curve γ := η ∗ η′−1 : S1 → X .
By assumption,
0 = (ϕ ◦ γ)#JS
1K = (ϕ ◦ η)#J0, 1K− (ϕ ◦ η
′)#J0, 1K .
In particular, y ∈ spt((ϕ ◦ η)#J0, 1K) = spt((ϕ ◦ η
′)#J0, 1K). By the definition of the
push-forward and the support of currents it is clear that y ∈ spt((ϕ ◦ η)#J0, 1K) ⊂
im(ϕ ◦ η) and also y ∈ im(ϕ ◦ η′). Since η′ was arbitrary, this shows Property (T)
for ϕ.
Now assume that Y = R2 and wϕ◦γ = 0 almost everywhere for all Lipschitz
curves γ : S1 → X . Lemma 2.4 implies that 0 = ∂Jwϕ◦γK = (ϕ ◦ γ)#JS
1K and from
the first part it follows that ϕ has Property (T). On the other hand, if ϕ : X → R2
has Property (T), it follows from Theorem 1.1 that there is a tree (T, dT ) and maps
ψ : X → T , ϕ : T → R2 with ϕ = ϕ ◦ ψ. Let γ : S1 → X be a closed Lipschitz
curve. Using Corollary 3.12 we obtain a continuous extension Γ : B2(0, 1) → T of
ψ ◦ γ with im(Γ) = im(ψ ◦ γ). Therefore im(ϕ ◦ Γ) ⊂ im(ϕ ◦ γ). As a property of
the mapping degree, deg
(
ϕ ◦ Γ,U2(0, 1), q
)
6= 0 implies that q is in the image of
ϕ ◦ Γ. Since H2(im(ϕ ◦ Γ)) ≤ H2(im(ϕ ◦ γ)) = 0 it follows
wϕ◦γ(q) = deg
(
ϕ ◦ Γ,U2(0, 1), q
)
= 0 ,
for almost every q (indeed for all q ∈ R2 \ im(ϕ ◦ γ)).
Finally assume that ϕ : X → Y has Property (T) for a general metric space Y .
Theorem 1.1 gives again a factorization through a tree as in the case Y = R2 above.
Consider a closed Lipschitz curve γ : S1 → X . Since the quotient map ψ : X → T
is Ho¨lder continuous of regularity α > 12 , the current (ψ ◦ γ)#JS
1K ∈ D1(T ) is well
defined. Assume by contradiction that this current is nonzero. By the definition
of metric currents this means that there are Lipschitz functions g1, g2 : T → R
with 0 6= (ψ ◦ γ)#JS
1K(g1, g2). Using the Lipschitz map g = (g1, g2) : T → R
2 this
implies with Lemma 2.4,
0 6= (ψ ◦ γ)#JS
1K(g1, g2) = (g ◦ ψ ◦ γ)#JS
1K(x dy) =
∫
R2
wg◦ψ◦γ(q) dq .
Hence g ◦ ψ : X → R2 does not have Property (T) by the case Y = R2 consid-
ered above. But g ◦ ψ factors though a tree by construction and therefore has
property (T), a contradiction. 
The assumption α > 12 is optimal in the sense that for η ∈ H
α(S1,R2) the wind-
ing number wη(q) is defined for almost every q ∈ R
2 precisely because im(η) is a
set of Lebesgue measure zero. For α ≤ 12 there are closed Peano curves η with
image [0, 1]2 for example and as such wη(q) is not defined for any q ∈ [0, 1]
2. It
is also optimal for defining continuous extensions for currents to Ho¨lder functions.
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For such an extension one wishes the continuity property as in Theorem 2.2. But
it was already noticed by Young [18], that for α ≤ 12 there are sequences of smooth
functions fn
α
−→ f and gn
α
−→ g such that
∫
fn dgn doesn’t converge. Proposi-
tion 4.1 has some immediate consequences in combination with Theorem 1.1. In
particular we can recover [17, Theorem 5]. Note that we give a formulation with
HLip1 (X) = 0 instead of π
Lip
1 (X) = 0 which is a slightly weaker assumption by
Hurewicz’ theorem.
Corollary 4.2. Let ϕ : X → Y .
(1) If X is a quasi-convex metric space with H1(X) = 0 or H
Lip
1 (X) = 0,
Y = R2, ϕ is Ho¨lder continuous of regularity α > 12 and L
2(im(ϕ)) = 0,
then ϕ factors through a tree.
(2) If X is a quasi-convex metric space with HLip1 (X) = 0, Y is purely 2-
unrectifiable and ϕ is Lipschitz continuous, then ϕ factors through a geo-
desic tree via Lipschitz maps.
Proof. The first statement is obvious because any winding number function consid-
ered in Proposition 4.1 vanishes outside the image of ϕ. To see the second, let Γ :
B2(0, 1)→ X be a Lipschitz map. The current (ϕ◦Γ)#JB
2(0, 1)K is a 2-dimensional
integral current in Y . Since Y is purely 2-unrectifiable, (ϕ ◦ Γ)#JB
2(0, 1)K = 0 and
hence also,
(4.1) 0 = ∂
(
(ϕ ◦ Γ)#JB
2(0, 1)K
)
= (ϕ ◦ (Γ|S1))#JS
1K .
Since we assume that HLip1 (X) = 0 it follows from (2.2) that (ϕ ◦ γ)#JS
1K = 0
for any closed Lipschitz curve γ : S1 → X . From the estimates of the distances
in Theorem 1.1, the maps ψ and ϕ are Lipschitz and by switching to the length
metric on T we can also assume (T, dT ) to be a length space. Note here that a
length metric on a tree is indeed geodesic since the minimal length is attained by
the arcs. 
With (2.1) we can give a proof of Theorem 1.2 for the case α > 23 . Assume
ϕ : X → R2 satisfies
∫
wϕ◦γ = 0 for all closed Lipschitz curves γ in X . First
consider some Lipschitz map Γ : Q = [0, 1]2 → X and let γ be the restriction of Γ
to ∂Q. We want to show that (ϕ◦γ)#J∂QK = 0. For any square R ⊂ Q, Lemma 2.4
implies ∫
∂R
(ϕ ◦ Γ)x d(ϕ ◦ Γ)y =
∫
R2
wϕ◦Γ|∂R = 0 .
Hence for any f ∈ Lip(R2),
(ϕ ◦ Γ)#JQK(f dx ∧ dy) = IQ(f ◦ ϕ ◦ Γ, (ϕ ◦ Γ)x, (ϕ ◦ Γ)y)
= lim
m→∞
∑
R∈Pm(Q)
f ◦ ϕ ◦ Γ(pR)
∫
∂R
(ϕ ◦ Γ)x (ϕ ◦ Γ)y
= 0 .
Therefore (ϕ◦Γ)#JQK = 0 and the same must hold for its boundary (ϕ◦γ)#J∂QK =
0. Since we assume that HLip1 (X) = 0 we get from (2.2) that γ#JS
1K = 0 for an
arbitrary closed Lipschitz curve γ : S1 → X . Finally, Proposition 4.1 implies the
first part of Theorem 1.2.
This argument doesn’t work for α ∈
]
1
2 ,
2
3
]
because we can’t define the two-
dimensional current (ϕ ◦ Γ)#JQK if ϕ has this lower regularity. To circumvent this
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problem, we construct a functional close in spirit to IQ that makes sense also for
this range of α and allows for evaluating a smooth test-function f similar to the
calculation above.
4.1. Integration with second order terms. In this subsection we consider
Ho¨lder maps ϕ = (ϕ1, ϕ2) : Q → R
2 of regularity α > 12 defined on a square
Q ⊂ R2. We first fix some notation. As in the definition of IQ let Pn(Q) be the
partition of Q into 4n similar squares. For any square R ⊂ Q fix some point pR ∈ R
(the barycenter for example) and define
XR := ϕ(pR) ∈ R
2 ,
X
1
R :=
∫
∂R
ϕ1 dϕ2 ∈ R ,
X
2
R :=
1
2
(∫
∂R
(ϕ1 − ϕ1(pR))
2 dϕ2,
∫
∂R
ϕ1 d(ϕ2 − ϕ2(pR))
2
)
∈ R2 .
Note that if we choose pR ∈ ∂R, then all these terms depend only on the values of
ϕ on ∂R. A direct computation shows that
(4.2) X2R = X˜
2
R −XRX
1
R ,
where
X˜
2
R :=
1
2
(∫
∂R
ϕ21 dϕ2,
∫
∂R
ϕ1 dϕ
2
2
)
.
These boundary terms are well defined as Riemann-Stieltjes-Young integrals by
Theorem 2.2 precisely because α > 12 . Moreover we have the following a priori
bounds that follow directly from results in [18] stated in Theorem 2.2. There is a
constant Cα > 0 such that for any square R ⊂ Q,
(4.3) |X1R| ≤ Cα H
α(ϕ)2 diam(R)2α , |X2R| ≤ CαH
α(ϕ)3 diam(R)3α .
To see the second estimate we just have to note that for i = 1, 2,
Hα((ϕi − ϕi(pR))
2) ≤ 2 sup
x∈R
|ϕi(x) − ϕi(pR)|H
α(ϕi) ≤ 2H
α(ϕ)2 diam(R)α .
For α > 23 and f ∈ Lip(R
2,R) formula (2.1) reads
(4.4)
∫
R2
f(x) deg(ϕ,Q, x) dx = lim
n→∞
∑
R∈Pn(Q)
f(XR)X
1
R .
This can be interpreted as
∫
Q
f ◦ϕdϕ1∧dϕ2 even though the integrand is in general
an ill-defined differential form for Ho¨lder maps ϕ. We want to emphasize the close
connection to the Riemann-Stieltjes integral and its extension to integration along
rough paths. For a curve X ∈ Hα([0, 1],Rn) with α > 12 , the results of Young give
meaning to
∫
f ◦X dX by defining∫ 1
0
f ◦X dX := lim
|P|→0
∑
[s,t]∈P
f(Xs)(Xt −Xs) .
In order to solve a wide range of stochastic partial differential equations Lyons
introduced rough paths [13]. In this setting it is possible to integrate along rough
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paths of lower regularity α ≤ 12 . For instance if X = (X,X) is a truncated rough
path on [0, 1] of Ho¨lder regularity α > 13 , then
(4.5)
∫ 1
0
f ◦X dX := lim
|P|→0
∑
[s,t]∈P
f(Xs)(Xt −Xs) +Df(Xs)Xs,t
is well defined for f ∈ C1,1, see e.g. [7, Theorem 4.4] for a proof and defining
properties of X in the notation used above. Similarly, in order to extend (4.4) for
maps ϕ with Ho¨lder regularity α > 12 we make use of the second order terms X
2.
The following result is very similar to (4.5) but for maps defined on a square.
Theorem 4.3. Let ϕ ∈ Hα(Q,R2). If α > 23 and f ∈ Lip(R
2,R), then
∫
R2
f(x) deg(ϕ,Q, x) dx = lim
n→∞
∑
R∈Pn(Q)
f(XR)X
1
R .
If α > 12 and f ∈ C
1,1(R2,R), then
∫
R2
f(x) deg(ϕ,Q, x) dx = lim
n→∞
∑
R∈Pn(Q)
f(XR)X
1
R +Df(XR)X
2
R .
Proof. The identity for α > 23 is just a restatement of (4.4). In order to show the
second identity fix some f ∈ C1,1(R2,R) and let In(f, ϕ) be the nth approximation
on the right-hand side of the second identity in the theorem. We first show that
(In(f, ϕ)) is a Cauchy sequence in R and hence its limit exists. Let R ⊂ Q be some
square and denote by R1, R2, R3, R4 the partition of R into four squares half the
size. To simplify notation we will write the terms pR, XR,X
∗
R without index and
those relating to the square Ri with index i. Let L ≥ 0 be a common Lipschitz
constant for f and Df and H be an upper bound on the Ho¨lder constant of ϕ with
respect to α. We have
max
i
{|f(X)− f(Xi)|, ‖Df(X)−Df(Xi)‖}
≤ L|X −Xi| ≤ LH |p− pi|
α ≤ LH diam(R)α .(4.6)
The mean value theorem implies that for any i there is some xi ∈ [X,Xi] such that
f(Xi)− f(X) = Df(xi)(Xi −X). Hence
|f(X)− f(Xi) +Df(X)(Xi −X)| = |(Df(X)−Df(xi))(Xi −X)|
≤ L|Xi −X |
2 ≤ LH2 diam(R)2α .(4.7)
With (4.2) we can rewrite
f(X)X1 +Df(X)X2 = f(X)X1 +Df(X)(X˜2 −XX1)
= (f(X)−Df(X)X)X1 +Df(X)X˜2 .
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Since
∑4
i=1 X
1
i = X
1 and
∑4
i=1 X˜
2
i = X˜
2 we get,
f(X)X1 +Df(X)X2 −
4∑
i=1
f(Xi)X
1
i +Df(Xi)X
2
i
=
4∑
i=1
(f(X)−Df(X)X − (f(Xi)−Df(Xi)Xi))X
1
i + (Df(X)−Df(Xi))X˜
2
i
=
4∑
i=1
(f(X)− f(Xi) +Df(X)(Xi −X))X
1
i
+ (Df(Xi)−Df(X))XiX
1
i + (Df(X)−Df(Xi))X˜
2
i
=
4∑
i=1
(f(X)− f(Xi) +Df(X)(Xi −X))X
1
i + (Df(X)−Df(Xi))X
2
i .
Applying the estimates in (4.6), (4.7) and (4.3) to the identity above leads to∣∣∣∣∣f(X)X1 +Df(X)X2 −
4∑
i=1
f(Xi)X
1
i +Df(Xi)X
2
i
∣∣∣∣∣
≤
4∑
i=1
LH2 diam(R)2α|X1i |+ LH diam(R)
α|X2i |
≤ 8CαLH
4 diam(R)4α .
The difference of successive approximations is estimated by summing over all R ∈
Pn(Q) for some fixed n ∈ N. This gives
(4.8) |In(f, ϕ)− In+1(f, ϕ)| ≤ 4
nCH42−4αn = CH422n(1−2α) ,
for some constant C depending on diam(Q), α and L. Since α > 12 we see that
(In(f, ϕ)) is a Cauchy sequence in R and hence converges. Denote by I(f, ϕ) its
limit. From (4.8) it is straightforward to obtain the upper bound
(4.9) |I(f, ϕ)− In(f, ϕ)| ≤ C
′H422n(1−2α) ,
for a constant C′ with the same dependencies as C. Let (ϕk) be a sequence in
Hα(Q,R2) with ϕk → ϕ and supk H
α(ϕk) ≤ H . As finite sums over Riemann-
Stieltjes-Young integrals and evaluations of ϕk it follows from Theorem 2.2 that
limk→∞ In(f, ϕk) = In(f, ϕ) for all n. Applying (4.9) we obtain
lim sup
k→∞
|I(f, ϕk)− I(f, ϕ)| ≤ lim sup
k→∞
(
|I(f, ϕk)− In(f, ϕk)|
+ |In(f, ϕk)− In(f, ϕ)|+ |In(f, ϕ)− I(f, ϕ)|
)
≤ 2C′H422n(1−2α) .
This is true for all n and hence I(f, ϕk) converges to I(f, ϕ).
For Lipschitz maps the sum involving the terms X2R vanish in the limit since
|X2R| ≤ o(diam(R)
2) by (4.3) and hence for Lipschitz maps the second formula in
the theorem is a consequence of the first one. It follows as in the proof of [19,
Proposition 4.6] that x 7→ deg(ϕ,Q, x) is integrable in case ϕ is in Hα and any
ϕ can be approximated by a sequence of Lipschitz maps (ϕk) in such a way that
supk H
α(ϕk) <∞ and x 7→ deg(ϕk, Q, x) converges weakly (as distributions in the
sense of Schwartz) to x 7→ deg(ϕ,Q, x). This proves the theorem. 
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The setting in the theorem above is simpler than for rough paths in (4.5) because
range and domain have the same dimension and we get the terms X2 for free. This
fact shouldn’t come as a surprise since a compactly supported 2-dimensional current
in R2 is uniquely determined by its boundary due to the constancy theorem for
currents [6] and we already know from Lemma 2.4 that the filling of ϕ#J∂QK is
obtained by integrating over the degree of ϕ. The situation for maps into higher
dimensional spaces is different and new ideas are needed to extend Theorem 4.3 in
case α ∈
]
1
2 ,
2
3
]
and the target R2 is replaced by Rn for n ≥ 3.
With this construction we can give a proof of Theorem 1.2 stated in the intro-
duction.
Proof of Theorem 1.2. If ϕ has Property (T), then Proposition 4.1 implies that all
the integrals in the statement of the theorem vanish.
To see the converse implication, assume that all the winding number integrals
vanish as stated. Fix Q = [0, 1]2, let Γ : Q → X be some Lipschitz map and set
ϕ˜ := ϕ ◦ Γ : Q → R2 and γ := Γ|∂Q. By assumption and Lemma 2.4 we have for
all squares R ⊂ Q, ∫
∂R
ϕ˜x dϕ˜y = 0 ,
in case α > 23 and ∫
∂R
ϕ˜x dϕ˜y =
∫
∂R
ϕ˜2x dϕ˜y =
∫
∂R
ϕ˜x dϕ˜
2
y = 0 ,
in case α > 12 . Theorem 4.3 shows that for smooth f : R
2 → R,∫
R2
f(q)wϕ◦γ(q) dq = 0 .
Hence wϕ◦γ vanishes almost everywhere and thus γ#J∂QK = 0 by Lemma 2.4. Since
we assume that HLip1 (X) = 0 it follows from (2.2) that γ#JS
1K = 0 holds for any
closed Lipschitz curve γ : S1 → X . With Proposition 4.1 we conclude that ϕ has
Property (T). 
4.2. Heisenberg group target. The first Heisenberg group equipped with the
Carnot-Carathe´odory metric (H, dcc) is bi-Lipschitz equivalent to R
3 equipped with
the Kora´nyi metric,
dK(p, q) :=
[
(|qx − px|
2 + |qy − py|
2)2 + 16|qz − pz −
1
2 (pxqy − pyqx)|
2
] 1
4 ,
see e.g. [5, Subsection 2.2.1]. Since the statements of Theorem 1.3 do not depend
on a change to a bi-Lipschitz equivalent metric, we will work with (R3, dK) instead
of (H, dcc). It is rather direct to check that for any bounded subset B ⊂ R
3 there
is a constant C > 0 such that for all p, q ∈ B,
C−1dE(p, q) ≤ dK(p, q) ≤ CdE(p, q)
1
2 ,
where dE denotes the Euclidean metric. Along the proof of [12, Lemma 3.2] one
can show that for curves γ : [a, b]→ (R3, dK) and f : [a, b]→ R of Ho¨lder regularity
α > 1/2,
(4.10)
∫ b
a
f dγz =
1
2
[∫ b
a
fγx dγy −
∫ b
a
fγy dγx
]
.
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If γ is further a closed curve, this implies
(4.11)
∫
γx dγz =
3
4
∫
γ2x dγy,
∫
γy dγz =
3
4
∫
γx dγ
2
y .
Here is a derivation of the first identity,∫
γx dγz =
1
2
[∫
γ2x dγy −
∫
γxγy dγx
]
=
1
2
[∫
γ2x dγy −
1
2
∫
γy dγ
2
x
]
=
3
4
∫
γ2x dγy .
It is interesting to note that the terms
∫
γ2x dγy and
∫
γx dγ
2
y that appear in (4.11)
are precisely those that are assumed to vanish in Theorem 1.2 in case 12 < α ≤
2
3 .
First we show the following lemma.
Lemma 4.4. Let Q ⊂ R2 be a square and ϕ : (Q, dE) → (R
3, dK) be Ho¨lder
continuous of regularity α > 23 . Then ϕ˜#JQK = 0 for the Ho¨lder map ϕ˜ : (Q, dE)→
(R3, dE) obtained by changing the metric on R
3.
Proof. By a smoothing argument it is enough to show that ϕ˜#JQK(ω) = 0 for any
smooth differential form ω ∈ Ω2(R3). Using (2.1) and since ω can be written as∑
i<j gij dxi ∧ dxj for smooth functions gij on R
3, it is enough to show that for all
indices i < j,
ϕ˜#JQK(gij dxi ∧ dxj) = IQ(gij ◦ ϕ, ϕi, ϕj) = 0 .
By the definition of IQ and (4.11),
ϕ˜#JQK(g dx ∧ dz) = IQ(g ◦ ϕ, ϕx, ϕz)
= lim
n→∞
∑
R∈Pn(Q)
g ◦ ϕ(pR)
∫
∂R
ϕx dϕz
= lim
n→∞
3
4
∑
R∈Pn(Q)
g ◦ ϕ(pR)
∫
∂R
ϕ2x dϕy
=
3
4
ϕ˜#JQK(g dx
2 ∧ dy)
=
3
2
ϕ˜#JQK(xg dx ∧ dy) .
Similarly, ϕ˜#JQK(g dy ∧ dz) =
3
2 ϕ˜#JQK(yg dx ∧ dy) and hence it remains to show
that ϕ˜#JQK(g dx ∧ dy) = 0 for all smooth g : R
3 → R. By setting f ≡ 1 in (4.10),
we get
∫
∂R
ϕx dϕy = 0 for all squares R ⊂ Q, and therefore ϕ˜#JQK(g dx ∧ dy) = 0
follows from the definition of IQ. 
With this preparation we can give a proof of the remaining theorem in the
introduction.
Proof of Theorem 1.3. Let ϕ : (X, dX)→ (H, dcc) be a Ho¨lder map as in the state-
ment of the theorem. In order to apply Theorem 1.1 we will show that ϕ˜ : X → R3
as defined in the lemma above has Property (T). Let γ : ∂Q → X be any closed
Lipschitz curve defined on the boundary of some square Q ⊂ R2 and assume that
there is a Lipschitz extension Γ : Q→ X . By Lemma 4.4,
0 = ∂((ϕ˜ ◦ Γ)#JQK) = (ϕ˜ ◦ γ)#J∂QK .
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Since we assume HLip1 (X) = 0 the same result for arbitrary closed Lipschitz curves
is a consequence of (2.2). Proposition 4.1 now implies that ϕ˜ has Property (T).
Because this property is purely topological, the same holds for ϕ and Theorem 1.1
applies. 
With Corollary 3.12 we can conclude that the higher homotopy groups παk (H, dcc)
for k ≥ 2 are trivial in the category of Ho¨lder continuous maps with regularity α > 23
similar to the conclusion in [17] with respect to Lipschitz maps.
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