This paper describes an application of pointwise structure from known motion to assist in the construction of roadside and trackside maps. A single camera is used to record the view from the front of the vehicle, and positional information from an onboard GPS receiver is used to provide the location and orientation of the vehicle. After calibration from known structures, the transformation from world coordinates to image coordinates can be specified for each frame, and multiple views of the same feature, allow the world coordinates of the features to be recovered. Objects must be selected and labelled by hand, but thereafter tracking, recovery and mapping are automated. Examples are given of the recovery and logging of structures along a railway line.
Introduction
Maps of roads, railways and waterways can be routinely created and revised nowadays using data from GPS receivers [7] carried along the route (eg [3, 1] ). Using differential ½ and other signal analysis techniques, commercial GPS receivers of increasing sophistication and cost quote positional accuracies in the range ¦ m to ¦¼ ½m, figures which can be improved upon if the motion of and noise in the receiver is modelled within a filter [6] , and if other inertial guidance data is available to patch over loss of GPS signal. Such mapping is particularly useful in three areas: (i) remote regions with such sparse detail that aerial surveying is uneconomic; (ii) regions where climate or man's activity mean that roads move; and (iii) in more populous regions where detailed visual logging of wayside structures is required. It is the last application that we are concerned with here, focussing on the application to railways and trackside furniture.
For this task, the typical methodology used commercially is to direct two cameras to the left and right of the moving vehicle ( Figure 1a ) so that a particular pixel column in the camera is perpendicular to the road or track. Each video frame is timestamped by the GPS, so that frame and location can be married up later. The two videos are viewed offline by eye, and the moment an object passes the fiduciary column are logged. The resulting description of an object is then "leftside" or "rightside" at the current position of the GPS. The weaknesses are obvious enough: two cameras are required; the visual data are all but thrown away; and, because the cameras are pointing laterally, the viewer can be surprised by near objects moving rapidly through the field of view. Given the sophistication of the GPS system (involving not least a few tens of satellites!), just a little more care with the visual data seems warranted.
½ which provide independence from Selective Availability imposed on Navstar GPS by the US Department of Defense One system that does take more care is the GPSVan developed over several years at the Ohio State University [2] . This system uses stereo cameras, capturing digital stereo pairs every 30m or so. The stereo cameras use a baseline of order 2m and the depths of particular objects are found from a single pair of images, given the known position of the two cameras.
In this paper we recover structure from a monocular image stream, given the known motion and hence motion of the single camera. The data is recorded on analogue tape from a standard video camera and digitized later, making the accumulation of data less specialized than in [2] . A map reference together with height are recovered for each selected object by tracking it in a single front facing camera (Figure 1b) . The problem of surprise in the entirely manual process is removed because the objects of interest can be seen approaching but, as shown later, because we can guarantee that they will be passed, they do not have to be tracked until quite close to the vehicle.
Section 2 outlines the basis of the method, Section 3 describes the implementation, and Section 4 shows mapping results obtained from a railway line, comparing output with that from the Ordnance Survey. Although there is little novel in the visual processing per se, the paper might serve as a reminder to the vision researcher that a modest financial investment in a GPS receiver makes structure from known motion feasible outside the laboratory and away from the robot arm.
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Left Camera Right Camera (a) (b) Figure 1 : The typical existing method of visual logging (a) uses two cameras directed laterally, and objects are marked when passing the perpendicular. In the present method (b) a single forward-facing camera is used and objects are tracked over several frames.
Algorithm
The aim in map generation is to find the positional reference for individual objects, but then only to represent the object symbolically. There is thus no requirement to recover dense structure, but there is a need to recognize and select objects. In this work recognition and selection is performed by the operator. For busy and varied street scenes, operator intervention seems inevitable, but in the less cluttered and more stylized trackside environments explored here it may indeed be possible to automate at least part of this stage.
Once selected, a point on the object Ó is tracked over images until it exits the field of view giving rise to Ò image measurements´Ü Ýµ Ó . Using homogeneous coordinates, the projection into the image is
where Ã holds the camera intrinsic parameters, determined by calibration, and È is the ¿ ¢ projection matrix Á ¼ [4] .
The object coordinate Ó in the camera frame is related to the desired static world coordinate Ï Ó by the concatentation of two transformations, a variable one between the world frame Ï and GPS reference frame within the vehicle, and a fixed one between GPS and camera frames (Figure 2(a):
The GPS frame has its -and -axes along the longitudinal and transverse axes of the vehicle, so that is a tangent and normal to the space curve following by the vehicle.
is the bi-tangent, polarized to have an upwards component ( Figure 2a ). The variable transformation thus involves the translation Ø Ï , the position of the GPS receiver in the world frame at image , and a rotation which is decomposed into a combination of heading elevation and roll Ê ¯ , in the usual order shown in Figure 2 (b). In practice, GPS delivers rather poor altitude values, but as the rate of change of altitude is small it is sufficient to assume the space curve lies in a plane parallel to the world'splane. The the variable elevation¯ and roll are set to zero, and the variable heading found by fitting a tangent to the GPS measurements. The fixed transformation describes the offset translation Ø and offset rotation of the camera from the GPS frame. Again the rotation is decomposed into heading, elevation and roll, but a final change of axes is required to use the convention that the camera's optic axis is along . Ê ¯ where all ÔÕ are zero except ½¾ ¾¿ ¿½ ½ . The offsets are found by calibration as described in section 3.
Combining the various transformations we have solved in the least-squares sense using the pseudo-inverse or, preferably, by singular value decomposition. Care is taken to centre the data using a linear transformation before solving.
The solution from this linear method is then used as the starting point for a non-linear optimization (eg [4] ) which finds the which minimizes the sum of the squares of the 
Calibration
The method adopted requires that the camera's intrinsic parameters and extrinsic parameters with respect to the GPS frame be known. Rather than using laboratory techniques to calibrate, we have used large outdoor structures with known geometry combined with the GPS data.
Camera intrinsics
Measurements were made of the image width and height of a bridge of known scene dimensions (Figure 3a) . Taking the width as an example, starting from some unknown distance ¼ from the bridge of width Ï , the image width Û was measured as a function of distance Þ moved forward, a value provided by the GPS independently of offsets between the GPS head and camera. Now ½ ´½ µpixel. From the Þ-intercept of the graph we find ¼ ½ ¿´½µm, a figure we shall return to below. Similar Ý was found to be ¾¿´½ µ pixels, confirming the expected aspect ratio of near unity. Henceforth we take Ü Ý .
The principal point was not measured and is taken to be at the image centre´Ù ¼ Ú ¼ µ ´½ ¾ ½ µ. 
Extrinsic offsets from the GPS frame
( Figure 3(a) was also used to determine the fixed transformation between camera and GPS frames. Because the tracks are parallel to the GPS -axis, their vanishing point defines the direction of this axis in the image provide a measure of the elevation and heading offsets. By intersecting straight line fits to the tracks, Ü Î ´½ ½ ¿½ µ and, taking and to be negligible,¯ Ø Ò ½ ´Ý Î Ú ¼ µ Ý ¼ ½ Ö The small and are highly correlated, but each is of maximum value ¼ ¼½Ö and can be safely neglected within errors.
In the camera's coordinate system (after changing the axes using ), a point´ The camera was at Ø ½¼m, ie 10m in front of the GPS receiver in these experiments, a measurement verified in two ways. First recall that from Figure 3 
Object selection and tracking
Object selection is carried out by the operator. The object is described as one of a number of structures, such as bridges, huts, signs, switchboxes, buildings, platform starts and ends.
An ¾½¢¾½ pixel mask centred at the selected point is stored, and tracking is performed from frame to frame using normalized grey-level correlation. A correlation maximum is found to the nearest integer, and quadratic fitting to the correlation surface around the maximum is used to obtain sub-pixel acuity. A new mask is then generated by interpolation for matching to the next image. With two or fewer matches search for matches is restricted to a band around the epipolar line, but with more matches the 3D position is well enough determined to restrict search to a small window about the predicted projection.
The recomputation of the correlation mask is essential to reduce feature drift. This problem is further mitigated by limiting the start of tracking until the object is quite close to the camera. The underlying rationale is that because the object is at the side of the track, its last observation can be assured to be close to the edge of the image, and thus we can determine an optimum position for its first observation, a position which is not so much further from the camera.
Consider Figure 5 , which shows the geometry for two viewing positions of an object laterally displaced from the camera ¾ at Ï . It is obvious that the best localization will always be obtained if one of the views is the closest possible, where the object is imaged at the extreme pixel Û, with a position error of ¦¬. The bounds of uncertainty ¾ Again using the coordinate system after application of . 
Experiments
Video and GPS data were recorded at 25Hz during a hour long journey along a railway line through Poole. Each video frame had a VITC time code written at the top of the image, allowing video and GPS data frames to be rematched during offline analysis. The experiments shown here use images sampled at 2Hz (actually at alternating intervals of 480 and 520ms).
Tests on individual structures
We compare the output from the method with two structures whose position is available from a 1:1250 scale OS map, and where the considerable care has been taken with the matching. Figure 6 (top) shows four images taken during the approach to a milepost whose positions is read from the OS map as (404495, 91557)m. 
Extended test with assorted trackside clutter
We now give examples of the map output. In practice the output is destined for a GIS system, but here we generate a simple graphical output showing track, bridges and so on. It is worth noting first that the train was moving in the westwards direction and so location is based on the eastwards facing parts of the structures, and second that bridge symbols have been oriented perpendicular to the track direction (it would be desirable of course to make measurements of each pillar). The first example shows a section about 800m east of Parkstone station in Poole and compare it with the OS map of that area.
The second example in Figure 8 shows the mapping of Parkstone Station itself. As with the first example, only the text has been added by hand. Note that the train is travelling on the left hand, more southerly, track, and this is recovered in the map. 
