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We provide an analytic solution to the problem of system-bath dynamics under the effect of
high-frequency driving that has applications in a large class of settings, such as driven-dissipative
many-body systems. Our method relies on discrete symmetries of the system-bath Hamiltonian and
provides the time evolution operator of the full system, including bath degrees of freedom, without
weak-coupling or Markovian assumptions. An interpretation of the solution in terms of the strobo-
scopic evolution of a family of observables under the influence of an effective static Hamiltonian is
proposed, which constitutes a flexible simulation procedure of non-trivial Hamiltonians. We instan-
tiate the result with the study of the spin-boson model with time-dependent tunneling amplitude.
We analyze the class of Hamiltonians that may be stroboscopically accessed for this example and
illustrate the dynamics of system and bath degrees of freedom.
PACS numbers: 32.80.Qk, 42.50.Lc,03.65.Yz, 05.30.-d
Introduction:- An external driving breaks continuous
translational invariance in time, which is associated with
lack of energy conservation. In a seminal paper [1],
Shirley showed that, in the case of a periodically-driven
quantum system, the discrete translational symmetry
in time can be exploited to derive a theory analogous
to the Bloch theorem in condensed matter. Despite
the lack of energy conservation, one can still intro-
duce a stroboscopic conserved quantity referred to as
the quasienergy—similar to the quasimomentum in con-
densed matter. In Floquet theory, extension of the origi-
nal Hilbert space of square integrable functions with one
of periodic functions in time [2] facilitates the identifica-
tion of additional symmetries of the system that emerge
as a consequence of the driving.
Driving-induced symmetries are a powerful tool in the
theory of driven quantum systems [3–10]. Among various
applications, it becomes possible to define a generalized
parity symmetry in the extended Hilbert space of a driven
qubit such that quantum degeneracies are exploited to
suppress tunneling in a coherent manner [6, 7]. This has
important consequences in the context of driven open
quantum systems [3, 11–20], where a nontrivial interplay
of time dependent fields and dissipation takes place.
Up until now, the study of periodically driven open
quantum systems has relied heavily on the Floquet-
Markov [3, 15–18] approach. This approach consists
on deriving a weak coupling Born-Markov master equa-
tion [21, 22] in the Floquet basis of the driven system.
Conditions under which periodically driven open quan-
tum systems thermalize have also been studied recently
[23, 24]. Besides this approach, there is an obvious inter-
est in reaching beyond the weak coupling regime and the
Markovian approximation.
In this letter, we provide an analytic solution of a
driven open quantum system based on a perturbative
expansion up to first order with respect to the period of
the driving. The solution is valid in strong-coupling and
non-Markovian scenarios [25–27] and suits a large class of
systems provided that the general system-bath Hamilto-
nian has certain driving-induced discrete symmetries. In
particular, this may also be used for the study of driven-
dissipative many-body systems.
With the analytical solution at hand, it is possible to
interpret the evolution in terms of a stroboscopic sam-
pling of a class of observables under the effect of a static,
effective Hamiltonian. For open quantum systems, this
may involve both system and bath degrees of freedom.
Due to growing interest in quantum simulation of open
systems by means of driven control [28, 29], this insight
opens up an exciting new path of exploration. In this
letter we first present the solution, specify the conditions
required for its application and propose a way to simu-
late static Hamiltonians of open quantum systems, based
on the stroboscopic description of driven systems. We
then apply our results to the spin-boson model, which
is a paradigmatic model in the theory of open quantum
systems [20–22, 30].
Floquet theorem and high frequency expansions:- The
suitability of Floquet theorem for the study of pe-
riodically driven systems has been extensively estab-
lished [1, 3–5]. In its most general form, it states that the
evolution operator associated to a time-dependent peri-
odic Hamiltonian Hˆ(t + T ) = Hˆ(t) can be decomposed
as
Uˆ(t, t1) = e
−iKˆFt0(t)e−iHˆ
F
t0
(t−t1)eiKˆ
F
t0
(t1), (1)
where KˆFt0(t) is the stroboscopic kick operator and Hˆ
F
t0 is
the Floquet Hamiltonian. The parametric time depen-
dence t1 ≤ t0 ≤ t1 + T is associated to the start of the
stroboscopic evolution. The stroboscopic kick operator
inherits the periodicity of the Hamiltonian Hˆ(t), such
2that Uˆ(t0 + nT, t0) = e
−iHˆFt0nT , with n an integer and
KˆFt0(t0) = Kˆ
F
t0(t0 + nT ) = 0.
With the exception of some simple systems, it is im-
possible to find a closed form for the Floquet Hamil-
tonian and the stroboscopic kick operator. Never-
theless one may resort to high frequency expansions
(HFEs) [4, 5, 31–37] such as the well known Floquet-
Magnus expansion [35–37]. The HFE is defined as a
power series in 1/ωL, where ωL is the frequency of the
driving. This makes ωL the dominant energy scale of the
system, since it has to remain larger than any energy
scale of the undriven model to support a suitable trunca-
tion of the HFE [4, 5]. It is possible to define a unitary
transformation that completely removes the dependence
of t0 from the HFE [4, 5]. This defines the kick operator
Kˆ(t) and the effective Hamiltonian HˆF so that Eq. (1)
may be rewritten as
Uˆ(t, t1) = e
−iKˆ(t)e−iHˆ
F(t−t1)eiKˆ(t1). (2)
Note that, unlike the Floquet Hamiltonian, the effective
Hamiltonian HˆF does not necessarily generate the stro-
boscopic evolution of the system, since Kˆ(t0) may not
vanish. Expansions up to first order for both forms [(1)
and (2)] can be found in the supplemental material [38].
The effective or Van Vleck expansion [4, 5] based on (2)
takes an especially simple form which may be exploited
in the analytical derivation of the evolution operator of
a large class of systems.
Analytical solution:-We consider a system-bath Hamil-
tonian of the form
Hˆ(t) = HˆS(t) + HˆB + Sˆ Xˆ, (3)
where HˆS(t) = ω0Sˆ +A cos(ωLt)Vˆ is the Hamiltonian of
the system and Sˆ and Vˆ are time independent operators.
Correspondingly, A is the amplitude and ωL is the fre-
quency of the external driving with period T = 2pi/ωL.
The operator HˆB =
∑N
k=1 ωkaˆ
†
kaˆk is the Hamiltonian of
the bath with N modes, Xˆ =
∑N
k=1 gk
(
aˆ†k + aˆk
)
, and
aˆ†k, aˆk creation and annihilation operators of the bath.
The case where A = 0 can be solved analytically since
it is a dephasing-type model [21, 22], where the popu-
lations of the system remain stationary while the coher-
ences decay. The external driving breaks the integrability
of the model, but it also generates new symmetries in the
Sambe space [2]. For example, the Hamiltonian of Eq. (3)
is invariant under t 7→ −t, and the combined action of
the transformations t 7→ t+ T/2 and Vˆ 7→ −Vˆ .
We now briefly explain how to obtain an analyti-
cal form of the reduced density matrix of the system
from Hamiltonian (3). For further detail the reader is
referred to the supplemental material [38]. We be-
gin by going to a rotating frame defined by operator
Uˆ(t) = e
−i A
ωL
sin(ωLt) Vˆ . On this frame, up to first order
in 1/ωL and due to the symmetries of the driving, the
effective Hamiltonian and kick operator have the form
HˆF = Sˆ(0)(ω0 + Xˆ) + HˆB , (4)
Kˆ(t) = Mˆ(t)
(
ω0 + Xˆ
)
, (5)
where Mˆ(t) =
∑∞
l 6=0 Sˆ
(l) eilωLt
iωLl
and Sˆ(l) is the l-Fourier
component of operator Sˆ in the rotating frame.
Based on the particular form of (4), (5) and decomposi-
tion (2), the evolution operator in the rotating frame can
be seen as the product of three system-state-dependent
displacement operators (polaron-type transformations)
and some time-dependent phases. With the help of the
spectral decomposition of system operators Oˆ into pro-
jectors PmO = |Om〉〈Om| associated to each eigenvalue
{Om}, the evolution operator Uˆ(t, 0) = Uˆ(t)UˆR(t, 0) of
Eq. (2) can be written in terms of the propagator in the
rotating frame
UˆR(t, 0) =
∑
n
e−iΩn(t)eiIm[χn(t)]e−iHBtGˆn(t)Dˆ[Λn(t)] .
(6)
The multi-index n = (n1, n2, n3) labels the eigenstates
of the operators Mˆ(t), Sˆ(0) and Mˆ(0), respectively.
Gˆn(t) = P
n1
M(t)P
n2
S(0)
Pn3M(0) is the product of three system
projectors and the displacement operator is defined by
Dˆ [µ] = e
∑N
k=1 µka
†
k
−µ∗kak , where µ = (µ1, . . . , µN ). As
a result of the product of the polaron-type transforma-
tions in Eq. (2), we obtain a net displacement of the bath
Λn(t) = αn1(t)+ϑn2(t)−αn3(0) and the complex phase
by χn(t) = αn1(t)·ϑ
∗
n2(t)−[αn1(t)+ϑn2(t)]·α
∗
n3(0), with
αmk (t) = −iMm(t)gke
iωkt and ϑn2k (t) =
S(0)n2 gk
ωk
(1 − eiωkt).
Additionally, we have defined the time-dependent phase
Ωn(t) = ω0
[
Mn1(t) + S
(0)
n2 t−Mn3(0)
]
− ηn2(t), where
ηn2(t) =
(
S
(0)
n2
)2∑N
k=1
(
gk
ωk
)2
(ωkt − sinωkt). This is a
general treatment and could be used in a large variety
of situations beyond the scope of this letter due to the
arbitrariness in the form of operators Sˆ and Vˆ in (3).
In the rotating frame, the density matrix describing the
dynamics of both the system and the bath has the form
ρˆ(t) = UˆR(t, 0)ρˆ(0)Uˆ
†
R(t, 0). Our approach allows us to
calculate the time evolution of any initial state of the to-
tal system. For simplicity, we take ρˆ(0) = ρˆS(0)⊗ ρˆB(0),
where ρˆB(0) = e
−βHB/Zβ is a thermal state, Zβ =
Tr(e−βHB) the partition function, and β = 1/Tβ the in-
verse temperature. The reduced density matrix of the
system obtained by tracing out the bath is
ρS(t) =
∑
n,n˜
eiθn,n˜(t)e−δn,n˜(t)Gˆn(t)ρS(0)Gˆ
†
n˜(t) , (7)
where θn,n˜ = Ωn˜−Ωn+Im(χn)−Im(χn˜)+Im [Λn ·Λ
∗
n˜].
The dissipative effects of the bath on the system are
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FIG. 1: (a) Diagram of the spin-boson model with time de-
pendent tunneling amplitude ǫ(t) = A cos(ωLt), where the
evolution of an observable Oˆ due to a driven Hamiltonian
H(t) can be interpreted as the evolution of a continuous fam-
ily of observables Oˆτ due to an effective static Hamiltonian
HFt0 . (b) Expectation value of σz in the laboratory frame for
different amplitudes of driving strength. In the upper plot
2A/ωL ≈ 3.83 and in the lower plot 2A/ωL ≈ 2.4. Other
parameters are ωL = 10ω0, ωc = 0.9ω0, λ = 0.15ω0 and tem-
perature Tβ = ω0. The system is initially in the state |−〉y.
(c) Density plot of the upper envelope of expectation value σz
in the lab frame as a function of time and the ratio 2A/ωL.
Same parameters as (b). (d) Expectation value of σz in the
rotating frame for different frequencies of the driving. Blue
line corresponds to ωL = 10ω0, orange to ωL = 15ω0, purple
to ωL = 20ω0 and red to ωL → ∞, where only the zeroth
order term has an effect. Other parameters are ωc = 0.9ω0,
λ = 0.5ω0, Tβ = 7ω0, 2A/ωL ≈ 2.4 and the system is initially
in the excited state |+〉z.
contained on δn,n˜ =
1
2
∑N
k=1 |Λ
n
k − Λ
n˜
k |
2 coth(βωk/2).
The explicit derivation of the reduced density operator
of Eq. (7) is discussed in the supplemental material [38].
Application to the spin-boson model:- In this section we
apply our formalism to the spin boson model (Fig. 1 a)
Hˆ(t) = ω0σz +A cos(ωLt)σx + HˆB + σzXˆ, (8)
which is a paradigm of quantum dissipation [18–22, 30].
Whereas we present an analytical solution, previous
works have numerically explored the dissipative dynam-
ics of the spin boson model with a monochromatic driv-
ing on the bias term proportional to σz . In this case,
signatures of coherent destruction of tunneling appear in
the dynamics of the population inversion 〈σz〉 both in
the Markovian [18] as well as in the non-Markovian [19]
regimes.
From Eq. (3) we can identify the operators Sˆ = σz
and Vˆ = σx. After some algebra, we can write the
operator Mˆ(t) = ft σz − ht σy appearing in Eq. (5),
where ft =
∑∞
m=2 Jm(
2A
ωL
)2 sin(mωLt)mωL for even m, and
ht =
∑∞
m=1 Jm(
2A
ωL
)2 cos(mωLt)mωL for odd m. In these ex-
pressions, Jl(x) is the l-th order Bessel function the first
kind. The convergence of the results presented below
was extensively tested by means of comparison with nu-
merically exact solutions computed with the hierarchy of
equations of motion [39].
Up to first order in 1/ωL, the quasienergies of the
driven spin are given by the eigenvalues of the effective
Hamiltonian (4) with Xˆ = 0. Therefore, the zeros of
the Bessel function J0(
2A
ωL
) determine the occurrence of
degeneracies in the Floquet spectrum as a consequence
of the parity symmetry t 7→ t + T/2 and σx 7→ −σx
in the extended Hilbert space. In the context of driven
quantum systems, this phenomenon is known as coherent
destruction of tunneling or dynamical localization [3, 6].
In Fig. 1 b), the expectation value of σz is shown for two
specific values of 2A/ωL and an Ohmic spectral density
J(ω) = λωe−ω/ωc for the bath. Although this form is
used in the remainder of the letter, our solution is valid
for an arbitrary spectral density.
The ratio 2A/ωL may be chosen to match the zeros
(extrema) of Bessel function J0(
2A
ωL
), which are associ-
ated to minima (maxima) of the relaxation rate of σz .
The value 2A/ωL ≈ 3.83 (upper panel in Fig. 1 b), cor-
responds to the second maximum of J0(
2A
ωL
), so that the
dissipative effect of the driving, in an originally dephasing
environment, can be appreciated best. Besides, collapses
and revivals characteristic of driven closed systems are
also apparent. When 2A/ωL ≈ 2.4 (lower panel in Fig. 1
b), the first zero of J0(
2A
ωL
) is matched and the effective
Hamiltonian (4) only contains the free bath term. The
evolution is then dominated by the kick operator and
the system is effectively decoupled from the environment.
Therefore, σz oscillates between constant values without
decaying, thus reproducing the behavior of continuous
wave dynamical decoupling setups [40–43]. Fig. 1 c) il-
lustrates the transition between the two limits, providing
evidence of the high tunability of the effect of the driving
that is available.
Effect of the first order term in 1/ωL:- Up to zeroth
order in the period (ωL → ∞) the effective Hamiltonian
is given by (4) and the kick operator vanishes Kˆ(t) = 0.
In such a case, the populations should stay constant in
the rotating frame and the observation of any popula-
tion transfer is a direct consequence of including the first
order term in our treatment. This effect is shown in
Fig. 1.d), where the expectation value of σz in the rotat-
ing frame is depicted for a system initially in the excited
state and different values of the driving frequency ωL.
As the frequency is lowered, a cross-over between a de-
phasing behavior and a dissipative one can be observed.
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FIG. 2: (a) Expectation value of σz (blue solid line) for Hamil-
tonian (8). Dots show the stroboscopic simulation of static
Hamiltonian (9): red dots correspond to τ = 0, green to
τ = π/ωL, orange to τ = π/(1.3ωL). Other parameters are
ωL = 11ω0, 2A = 2.7ωL, λ = 0.5ω0, ωc = 1.3ω0, Tβ = 3.5ω0
and t0 = 0. The system is initially in the excited state |+〉z.
(b) Density plot of the stroboscopic simulation of σz as a func-
tion of the stroboscopic parameter τ and time t. For each τ ,
time can only take discrete values τ+nT , and an interpolation
between dots has been applied. Parameters as in (a).
Besides the decay of populations, there is also a presence
of oscillations. Parameters are chosen to match the first
zero of the Bessel function (2A/ωL ≈ 2.4), so that in
this case the dissipative behavior is caused by the kick
operator (5) alone.
Stroboscopic simulation:- For any arbitrary observable
Oˆ and t1 = t0 [see Eq. (1)], its expectation value at
the stroboscopic times t0n = t0 + nT is simply given
in terms of the Floquet Hamiltonian by
〈
Oˆ(t0n)
〉
=〈
Oˆ(t0n)
〉
F
≡
〈
eiHˆ
F
t0
nT Oˆe−iHˆ
F
t0
nT
〉
. This property can
be extended to arbitrary stroboscopic times τn = τ+nT ,
where t0 ≤ τ ≤ t0 + T , with help of the continuous fam-
ily of observables Oˆτ = e
iKˆFt0(τ)Oˆe−iKˆ
F
t0
(τ). This def-
inition allows us to interpret the expectation value of
an observable Oˆ at any time τn as the evolution of ob-
servable Oˆτ under the static Hamiltonian Hˆ
F
t0 , following〈
Oˆ(τn)
〉
=
〈
Oˆτ (τn)
〉
F
. This provides us with the oppor-
tunity to simulate static Hamiltonians and observables
by judiciously controlling the external driving of a sim-
pler system. We stress that this interpretation applies in
general for any periodically driven system.
For our example of the spin-boson model, the Floquet
Hamiltonian (1) corresponding to (8) has the form
HˆFt0 = J0
(
2A
ωL
)
σz
(
ω0 + Xˆ
)
+ (ft0σz + ht0σy)
˙ˆ
X (9)
+ 2ht0J0
(
2A
ωL
)
σx
(
ω0 + Xˆ
)2
+ HˆB ,
where
˙ˆ
X = i
[
HˆB, Xˆ
]
= i
∑N
k=1 gk ωk
(
aˆ†k − aˆk
)
. In ad-
dition, the stroboscopic kick operator (1) is given by
KˆFt0(t) = M˜t0(t)
(
ω0 + Xˆ
)
, where M˜t0(t) = f˜t0(t)σz −
h˜t0(t)σy , f˜t0(t) = ft − ft0 and h˜t0(t) = ht − ht0 . In this
Hamiltonian, the parametric freedom on A and t0 allows
us to vary the specific form of Eq. (9). In particular, the
strong coupling limit, i.e., ft0 , ht0 ∼ J0
(
2A
ωL
)
, is acces-
sible in this case, where the usual Born-Markov master
equation is not valid and polaron dynamics play an im-
portant role. This can be assessed in the evolution of the
system observable Oˆ = σz , whose associated continuous
family is σzτ = e
iKˆFt0 (τ)σze
−iKˆFt0 (τ). This family involves
such combination of system and bath operators that its
expectation value, which ranges between -1 and +1, can
be interpreted as a measure of polaron coherence. This
can be best understood in the case f˜t0(τ) ≃ 0 (t0 = 0
and τ ≃ 0.14/ω0), where the operator has the simple
form σzτ = σz e
2 i h˜t0 (τ)(ω0+Xˆ)σy . For a polaron state
|+〉y|h˜(τ)〉 ± |−〉y| − h˜(τ)〉, where Dˆ[h˜(τ)]|0〉 ≡ |h˜(τ)〉
is a coherent state of the bath with h˜k(τ) = 2ih˜t0(τ)gk,
the expectation value of σzτ takes the extrema ±1. The
function h˜t0(τ) is a measure of the polaron displacement
from the center of the environmental phase space.
These ideas are exemplified in Fig. 2. Fig. 2 a) shows
the dynamics of observable 〈σz〉 for the driven system
(8) in a continuous blue line. The dot series corre-
spond to different values of the stroboscopic parameter
τ , corresponding to observables σzτ under the effect of
the static Hamiltonian (9). Fig. 2 b) shows the evolu-
tion of the whole family of observables as a function of
time. Our choice of parameter values corresponds to an
effective Hamiltonian with strong system-bath coupling,
such that polaron dynamics plays an important role. In-
deed, for an initial state |+〉z, the system-bath state is
gradually transformed into the polaron associated to the
observable σzτ for τ ≃ 0.12/ω0. This stroboscopic simula-
tion provides a unique insight into these dynamics under
the whole range of system-bath couplings. Alternative
choices of t0 are associated to additional, highly non-
trivial Hamiltonians, so that this procedure constitutes
a flexible tool for the simulation of a large class of open
quantum systems.
Conclusion and outlook:- We have obtained the dy-
namics of a driven dissipative system valid to all orders
in the system-bath coupling using a high-frequency ex-
pansion. The driving introduces nontrivial effects on the
relaxation of populations of the system which can be ac-
curately controlled by choice of the driving parameters.
Our approach goes beyond usual studies based on weak
coupling master equation and Markovian regime. Based
on this solution, we also proposed a method to simu-
late the dynamics of non trivial static Hamiltonians for
strong and weak coupling regimes. Our method can be
generalized to a large class of driven-dissipative systems.
Just to mention some examples, in quantum optics, the
Eq. (3) is a driven Rabi Hamiltonian for N = 1. Its
multimode version with N > 1 can be realized in circuit
5QED [44]. In cavity optomechanics, one can use Sˆ = bˆ†bˆ
and Vˆ = bˆ† + bˆ to investigate non-Markovian effects on
continuous variable quantum state processing [45]. In
the context of many-body systems, we anticipate that
our method can be used as a platform to simulate sys-
tems with exotic effective interactions due to the effect
of driving.
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Supplemental Material
High Frequency Expansions
We present the the Floquet-Magnus expansion and the (van Vleck) high-frequency expansion (HFE). For a more
detailed description, refer to [4, 5, 31–35]. For a time-dependent periodic Hamiltonian Hˆ(t) = Hˆ(t+ T ) with period
T = 2pi/ωL one can express the Hamiltonian in terms of its Fourier series Hˆ(t) =
∑∞
n=−∞ Hˆn e
inωLt, with n a positive
6integer. The dynamics of such a Hamiltonian are described by the evolution operator
Uˆ(t, t0) = Tˆt
{
exp
[
−i
∫ t
t0
dt′Hˆ(t′)
]}
= e−iKˆ
F
t0
(t)e−iHˆ
F
t0
(t−t0) (10)
where Tˆt is the time-ordering operator and the last term is the statement of the Floquet theorem. The first few terms
of the Floquet-Magnus expansion read
Hˆ
F(0)
t0 =
1
T
∫ T+t0
t0
dtHˆ(t) = Hˆ0 (11)
Hˆ
F(1)
t0 =
−i
2T
∫ T+t0
t0
dt1
∫ t1
t0
dt2
[
Hˆ(t1), Hˆ(t2)
]
=
1
ωL
∞∑
n=1
1
n
([
Hˆn, Hˆ−n
]
− einωLt0
[
Hˆn, Hˆ0
]
− e−inωLt0
[
Hˆ−n, Hˆ0
])
(12)
Kˆ
F(0)
t0 (t) = 0, (13)
Kˆ
F(1)
t0 (t) =
∫ t
t0
dt′
(
Hˆ(t′)− Hˆ
(1)
F
)
=
1
iωL
∑
n6=0
Hˆn
einωLt − einωLt0
n
. (14)
These terms constitute the first order terms of the well known Floquet-Magnus expansion, where the Floquet Hamilto-
nian provides a stroboscopic description of the system dynamics. Both the kick operator and the Floquet Hamiltonian
carry a dependence on t0.
The dependence of the expansion on t0 can be removed by applying a unitary transformation that leads to the Van-
Vleck expansion. Under this transformation, the evolution operator has the form Uˆ(t, t0) = e
−iKˆ(t)e−iHˆ
FteiKˆ(t0) and
the first terms of the expansion are given by
HˆF(0) =
1
T
∫ T
0
dtHˆ(t) = Hˆ0. Kˆ
(0)(t) = 0, (15)
HˆF(1) =
1
ωL
∞∑
n=1
1
n
[
Hˆn, Hˆ−n
]
. Kˆ(1)(t) =
1
iωL
∑
n6=0
Hˆn
einωLt
n
. (16)
Derivation of the general evolution Operator
Let us consider the system-bath Hamiltonian
Hˆ(t) = ω0Sˆ +A cos(ωLt)Vˆ + HˆB + Sˆ Xˆ, (17)
where HˆB =
∑N
k=1 ωkaˆ
†
kaˆk is the Hamiltonian of the bath with N modes, and Xˆ =
∑N
k=1 gk
(
aˆ†k + aˆk
)
. In a
rotating frame defined by operator Uˆ(t) = e
−i A
ωL
sin(ωLt) Vˆ , the transformed Hamiltonian has the form HˆR(t) =
Sˆ(t)(ω0 + Xˆ) + HˆB, with Sˆ(t) = Uˆ
†(t)SˆUˆ(t) =
∑∞
l=−∞ Sˆ
(l)eilωLt, due to the periodicity of the transformation. Now
we can expand the Hamiltonian HˆR(t) = HˆR0 +
∑∞
l=1
(
HˆRl e
ilωLt + HˆR−le
−ilωLt
)
, where HˆR0 = Sˆ
(0)(ω0 + Xˆ) + HˆB and
HˆRl = Sˆ
(l)(ω0 + Xˆ).
Since the system satisfies the algebraic condition HˆR−l = (−1)
lHˆRl , the effective Hamiltonian and kick operator read
HˆF = Sˆ(0)(ω0 + Xˆ) + HˆB (18)
Kˆ(t) = Mˆ(t)
(
ω0 + Xˆ
)
, (19)
where we have defined Mˆ(t) =
∑∞
l=1
Sˆ(2l)
lωL
sin(2lωLt) +
∑∞
l=0
2Sˆ(2l+1)
i(2l+1)ωL
cos[(2l + 1)ωLt].
The operators Mˆ(t), Sˆ(0) and Mˆ(t) have eigenvaluesMn1(t), S
(0)
n2 , andMn3(0), respectively. The evolution operator
in the rotating frame can then be explicitly written as
UˆR(t, 0) = e
−iMˆ(t)(ω0+Xˆ)e−i[Sˆ
(0)(ω0+Xˆ)+HˆB]teiMˆ(0)(ω0+Xˆ). (20)
7We can use the decomposition e−iH
Ft =
∑
n2
e−i(ω0S
(0)
n2
+HB)teiηn2(t)|S
(0)
n2 〉〈S
(0)
n2 |Dˆ[ϑn2(t)], ϑ
n2
k (t) =
S(0)n2 gk
ωk
(1−eiωkt) and
ηn2(t) =
(
S
(0)
n2
)2∑N
k=1
(
gk
ωk
)2
[ωkt − sinωkt], where Sˆ
(0)|S
(0)
n2 〉 = S
(0)
n2 |S
(0)
n2 〉 and we have considered the displacement
operator D(µ) = e
∑N
k=1 µka
†
k
−µ∗kak , with µ = (µ1, . . . , µN ). To calculate the propagator, we also need to calculate the
exponential function of the kick operator K(t). This can be done by using the instantaneous eigenbasis {|Mn2(t)〉} of
the operator Mˆ(t). After some algebra, we obtain e−iMˆ(t)(ω0+Xˆ) =
∑
n1
e−iω0Mn1(t)|Mn1(t)〉〈Mn1 (t)|Dˆ[αn1(t)], where
αmk (t) = −iMm(t)gke
iωkt.
We now define the operator Gˆn(t) = P
n1
M(t)P
n2
S(0)
Pn3M(0), where P
m
O = |Om〉〈Om| are projectors into the eigenstates of
a given operator Oˆ. By using this, and the identity for the product of three displacement operators D(α)D(β)D(γ) =
ei Im(α·β
∗+(α+β)·γ∗)D(α+ β + γ), we obtain the final form of the propagator
UˆR(t, 0) =
∑
n
e−iΩn(t)eiIm[χn(t)]e−iHBtGˆn(t)Dˆ[Λn(t)], (21)
where Ωn(t) = ω0
[
Mn1(t) + S
(0)
n2 t−Mn3(0)
]
−ηn2(t), Λn(t) = αn1(t)+ϑn2 (t)−αn3 (0) and χn(t) = αn1(t) ·ϑ
∗
n2 (t)−
[αn1(t) + ϑn2(t)] ·α
∗
n3(0).
Calculation of the reduced density matrix of the system in the rotating frame
The density matrix describing the dynamics of both, the system and the bath, has the form ρˆ(t) =
UˆR(t, 0)ρˆ(0)Uˆ
†
R(t, 0). Taking the trace over the bath, the reduced density matrix of the system reads:
ρS(t) =
∑
n,n˜
eiθn,n˜(t)Gˆn(t)ρ(0)Gˆ
†
n˜(t) 〈D(Λn −Λn˜)〉 , (22)
where 〈D(µ)〉 = TrB{D(µ)ρB} = e
−
∑N
k=1
|µk|
2
2 coth(
ωkβ
2 ) is the expectation value of the displacement operator assuming
an initial thermal state with inverse temperature β. The dynamical phase is given by θn,n˜(t) = Ωn˜(t) − Ωn(t) +
Im(χn)− Im(χn˜) + Im [Λn · Λ
∗
n˜]. The reduced density matrix of the system has its final form
ρS(t) =
∑
n,n˜
eiθn,n˜(t)e−δn,n˜(t)Gˆn(t)ρ(0)Gˆ
†
n˜(t). (23)
Calculation of the reduced density matrix of the qubit for the spin-boson model
In the particular case of the spin-boson model the Hamiltonian is the following Hˆ = ω0σz+A cos(ωLt)σx+HˆB+σzXˆ.
Operator Mˆ(t) can be easily identified as Mˆ(t) = ft σz − ht σy, where ft =
∑∞
m=2 Jm(
2A
ωL
)2 sin(mωLt)mωL for even m, and
ht =
∑∞
m=1 Jm(
2A
ωL
)2 cos(mωLt)mωL for odd m. In these expressions, Jl(x) is the l-th order Bessel function the first
kind. An integral expression for the time-dependent function in Mˆ(t) can also be found. They have the form
ft =
∫ t
0
du cos
[
2A
ωL
sin(ωLu)
]
− J0
(
2A
ωL
)
t and ht = −
∫ t
pi
2ωL
du sin
[
2A
ωL
sin(ωLu)
]
. Taking the continuum limit and
using the spectral density of the bath J(ω) =
∑
k |gk|
2δ(ω − ωk), the exponential terms can be written as
δn,n˜ = 2J
2
0 (
2A
ωL
)(−1 + n˜2n2)
∫
dω J(ω)
1 − cos(ωt)
ω2
coth(ωβ2 ) (24)
+
[
(1 − n˜1n1)η
2
t + (1− n˜3n3)η
2
0
] ∫
dω J(ω) coth(ωβ2 )−∆n1∆n3 ηtη0
∫
dω J(ω) cos(ωt) coth(ωβ2 )
+ J0(
2A
ωL
)∆n2 [∆n1ηt −∆n2η0]
∫
dω J(ω) sin(ωt)ω coth(
ωβ
2 )
θn,n˜ = Ωn˜(t)− Ωn(t) + J
2
0 (
2A
ωL
) [(n3 + n˜3)∆n2 η0 − (n2 + n˜2)∆n1 ηt]
∫
dω J(ω)
1 − cos(ωt)
ω
(25)
+ (n3 + n˜3)∆n1 ηtη0
∫
dω J(ω) sin(ωt),
8where we have defined ηt =
√
f2t + h
2
t and ∆nl = n˜l − nl. In this particular case, the index nj = ±1 for j ∈ {1, 2, 3}.
