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SHARP CONSTANTS OF APPROXIMATION THEORY. IV. ASYMPTOTIC
RELATIONS IN GENERAL SETTINGS
MICHAEL I. GANZBURG
Abstract. In this paper we first introduce the unified definition of the sharp constant that includes
constants in three major problems of approximation theory, such as, inequalities for approximating
elements, approximation of individual elements, and approximation on classes of elements. Second,
we find sufficient conditions that imply limit relations between various sharp constants of approxi-
mation theory in general settings. Third, a number of examples from various areas of approximation
theory illustrates the general approach.
1. Introduction
We continue the study of the sharp constants of approximation theory that began in [31, 32, 44,
38, 41, 42, 43]. In this paper we discuss limit relations between sharp constants of approximation
theory in general settings.
Sharp constants of approximation theory have attracted much attention of approximation ana-
lysts for more than a century (see monographs [74, 1, 52, 23, 60, 15, 53, 6] and references therein).
Our unified definition of the sharp constant (see (2.6)) includes constants in three major problems
of approximation theory, such as, inequalities for approximating elements (Problem A), approxi-
mation of individual elements (Problem B), and approximation on classes of elements (Problem
C).
It was Bernstein who in 1913 and 1938 initiated the study of asymptotic relations in Problem B
for the errors of best polynomial approximation of fλ(τ) := |τ |λ by proving the following celebrated
result (see [7] for λ = 1 and [8] for λ > 0): for any λ > 0, there is a constant µλ ∈ (0,∞) such that
lim
n→∞
nλ min
Pn∈Pn
max
τ∈[−1,1]
|fλ(τ)− Pn(τ)| = µλ, (1.1)
where Pn is the class of all univariate algebraic polynomials of degree at most n. Nikolskii [63]
proved that an L1[−1, 1]-version of (1.1) is valid as well. In addition to (1.1), Bernstein [8] also
showed that µλσ
−λ coincides with the error of best approximation of fλ by entire functions of
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exponential type σ, σ > 0, on the real axis, that is,
µλ = σ
λ inf
g∈Bσ
sup
τ∈(−∞,∞)
|fλ(τ)− g(τ)| . (1.2)
Later Bernstein [11, 13] (see also [74, Sect. 2.6.22] and [1, Appendix, Sect. 84]) extended the
combination of relations (1.1) and (1.2) to any continuous function f of polynomial growth in the
following form:
lim
n→∞
min
Pn∈Pn
max
τ∈[−n/σ,n/σ]
|f(τ)− Pn(τ)| = inf
g∈Bσ
sup
τ∈(−∞,∞)
|f(τ)− g(τ)| . (1.3)
This relation holds true for almost all σ > 0, while for certain functions (e.g., for fλ) it is valid for
all σ > 0. In particular, (1.3) implies (1.1) and (1.2). An Lp-version of (1.3) for p ∈ [1,∞) and
all σ > 0 was obtained by Raitsin [66]. Certain periodic analogues of (1.3) were given in [10]. The
corresponding multivariate extensions of these results were established by the author [29, 30, 31, 32]
(see also Examples 7.8 and 7.9 in Section 7). Weighted Lp-versions of (1.3) for p ∈ (0,∞] were
obtained in [36] (see also Example 7.10).
In addition, Bernstein [9] discussed limit relations in Problem C between the least upper bounds
of the errors of best harmonic and polynomial approximation on Ho¨lder classes Hλ, λ ∈ (0, 1]. In
particular, he proved the following relation:
lim
n→∞
nλ sup
f∈Hλ[−1,1]
min
Pn∈Pn
max
τ∈[−1,1]
|f(τ)− Pn(τ)| = sup
f∈Hλ(−∞,∞)
min
g∈B1
sup
τ∈(−∞,∞)
|f(τ)− g(τ)| . (1.4)
More general versions of (1.4) were discussed by Bernstein [12] and by the author [31, 35] (see also
Examples 7.15 and 7.16).
A general approach to limit (asymptotic) relations between sharp constants in normed spaces
in Problems B and C was developed by the author [31]. This approach was later extended to
β-normed spaces [32].
The first asymptotic relations between sharp constants in Nikolskii-type inequalities of Problem
A were established by Taikov [72, 73], Garsia et al [46], and Gorbachev [47]. Levin and Lubinsky
[57, 58] obtained more general results. The latest asymptotics for the sharp constants in Nikolskii-
Bernstein type inequalities were given by the author and Tikhonov [44]; in particular, the following
relation was proved in [44]:
lim
n→∞
n−s−1/p sup
Q∈Tn\{0}
∥∥Q(s)∥∥
L∞([0,2pi))
‖Q‖Lp([0,2pi))
= σ−s−1/p sup
g∈(Bσ∩Lp(R))\{0}
∥∥g(s)∥∥
L∞((−∞,∞))
‖g‖Lp((−∞,∞))
, (1.5)
where Tn is the class of all univariate trigonometric polynomials of degree at most n and p ∈ (0,∞].
A multivariate generalization of (1.5) was obtained in [41]. Univariate and multivariate versions of
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(1.5) for algebraic polynomials were given in [38, 21, 42, 43, 22] (see also Examples 7.2, 7.3, and
7.4).
This paper was inspired by several publications [44, 38, 41, 42, 43] about limit relations between
sharp constants in univariate and multivariate Markov-Bernstein type inequalities of different met-
rics for trigonometric and algebraic polynomials and entire functions of exponential type. Analyzing
these publications, we noticed that the proofs of the corresponding limit relations are based on ver-
ification of certain conditions that often coincide with the conditions introduced in [31, 32]. As
a result of this observation, in this paper we develop a more general approach, compared with
[31, 32], to limit relations for sharp constants in vector spaces. In addition to Problems B and C,
this approach also includes inequalities for approximating elements. However, in certain details the
approach differs from the one in [31, 32] for Problems B and C.
In Section 2 the definition of the sharp constant C is introduced, and special cases of C in
approximation theory and analysis are discussed. In Section 3 we introduce conditions on sets,
vector spaces, and operators and study their properties. In Section 4 we prove asymptotic relations
between sharp constants in vector spaces that are based on conditions from Section 3. The proofs
are simple but we believe that this general condition-based approach is useful in approximation
theory. Special cases of asymptotic relations in Problems A, B, and C are discussed in Section 5.
Function spaces, function classes, special operators, and their properties are discussed in Sec-
tion 6. In Section 7 for each of Problems A, B, and C, we discuss limit relations between sharp
constants in function spaces, including three examples of Markov-Bernstein type inequalities of
different metrics, three examples of limit theorems for polynomial and harmonic approximation,
and two examples of limit relations between constants of approximation theory. In the capacity of
approximating elements in the examples, we use univariate and multivariate trigonometric and al-
gebraic polynomials and entire functions of exponential type. These examples cover most of known
results in this area and Example 7.15 is new.
2. Definitions and Properties of Sharp Constants in Vector Spaces
Here, we first describe major spaces that are discussed in this paper. Next, we give the unified
definition of a sharp constant in general settings and study some of its properties. Finally, we
discuss certain special cases of sharp constants of approximation theory and analysis.
2.1. Spaces. Let F be a vector space over the field of complex numbers C or real numbers R. Let
F be equipped with a functional ‖ · ‖F : F → [0,∞), which is not necessarily a norm though we
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use the same notation. Occasionally, we will refer to ‖ · ‖F as a ”norm.” In particular, ‖ · ‖F could
be a norm, a seminorm, or more generally, a β-norm or a β-seminorm.
Definition 2.1. [49, p. 1102] We say that F is a β-normed space, β ∈ (0, 1], if there exists a
β-norm ‖ · ‖F on F with the following properties:
(a) ‖f‖F ≥ 0 for all f ∈ F and ‖f‖F = 0 if and only if f = 0.
(b) ‖αf‖F = |α| ‖f‖F for all α ∈ C (or α ∈ R).
(c) ‖f + g‖F ≤
(
‖f‖βF + ‖g‖βF
)1/β
for all f ∈ F, g ∈ F .
Occasionally, we will refer to (b) and (c) as the homogeneity property and the β-triangle inequality,
respectively. In case of β = 1, ‖ · ‖F is a norm and F is a normed space. Note that a β-norm is
closely related to a γ-quasinorm ||| · |||F satisfying conditions (a), (b), and (c*) |||f + g|||F ≤
γ(|||f |||F + |||g|||F ), γ ≥ 1; f ∈ F, g ∈ F. Obviously, a β-norm is a 21/β−1-quasinorm. Conversely,
the Aoki-Rolewicz theorem [3, 68] states that if for some β ∈ (0, 1], ||| · |||F is a 21/β−1-quasinorm,
then there exists a β-norm ‖ · ‖F , which is equivalent to ||| · |||F .
If we replace property (a) with
(a*) ‖f‖F ≥ 0 for all f ∈ F ,
then ‖·‖F and F are called a β-seminorm and a β-seminormed space, respectively. For β = 1, ‖·‖F
is a seminorm and F is a seminormed space.
However, in this paper ‖ · ‖F is not necessarily a β-norm or a β-seminorm. For example, the
trivial functional
‖f‖F,triv :=

 0, f = 0,1, f 6= 0, f ∈ F, (2.1)
satisfies property (a) and also property (c) for any β ∈ (0, 1] but does not satisfy property (b).
Meantime, ‖ · ‖F,triv satisfies the symmetry property
(b*) ‖ − f‖F = ‖f‖F for all f ∈ F .
Note that a vector space F can be equipped with two (or more) different ”norms;” we often
denote them by ‖ · ‖F and ‖ · ‖∗F . So the equality F = G for vector spaces F and G means that
they are equal as sets but can be equipped with different ”norms,” while the equality ‖ · ‖F = ‖ · ‖G
also means that F = G.
In this paper we also discuss sequences of ”norms” {‖ · ‖Fn}∞n=1 that possess either the continuity
(C) or generalized continuity (GC) properties, which can replace the β-triangle inequality in certain
problems.
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Definition 2.2. We say that {‖ · ‖Fn}∞n=1 possesses the C-property if for any hn ∈ Fn, gn ∈ Fn, n ∈
N, such that limn→∞ ‖gn‖Fn = 0, the following relations hold true:
lim inf
n→∞
‖hn + gn‖Fn = lim infn→∞ ‖hn‖Fn , (2.2)
lim sup
n→∞
‖hn + gn‖Fn = lim sup
n→∞
‖hn‖Fn . (2.3)
Proposition 2.3. (i) If ”norms” ‖ · ‖Fn , n ∈ N, satisfy the symmetry property (b*) and the
β-triangle inequality (c), where β ∈ (0, 1] is independent of n, then {‖ · ‖Fn}∞n=1 possesses the C-
property.
(ii) If ‖ · ‖Fn is a β-norm or a β-seminorm, n ∈ N, where β ∈ (0, 1] is independent of n, then
{‖ · ‖Fn}∞n=1 possesses the C-property.
(iii) If ‖ · ‖Fn = ‖ · ‖Fn,triv, n ∈ N, then {‖ · ‖Fn}∞n=1 possesses the C-property.
Proof. Statement (i) follows immediately from the β-triangle inequalities
‖hn‖βFn − ‖gn‖
β
Fn
≤ ‖hn + gn‖βFn ≤ ‖hn‖
β
Fn
+ ‖gn‖βFn , n ∈ N,
while statements (ii) and (iii) are easy consequences of (i). 
Definition 2.4. Let Fn be equipped with two ”norms” ‖ · ‖Fn and ‖ · ‖∗Fn , n ∈ N. We say that
{‖ · ‖Fn}∞n=1 possesses the GC-property with respect to
{‖ · ‖∗Fn}∞n=1 if for any hn ∈ Fn, gn ∈
Fn, n ∈ N, such that limn→∞ ‖gn‖∗Fn = 0, relations (2.2) and (2.3) hold true.
In case of ‖ · ‖Fn = ‖ · ‖∗Fn , n ∈ N, the GC-property is reduced to the C-property. In most of our
applications we use sequences of ”norms” with the C-property. However, in the following typical
example (related to approximation theory) we present a sequence of ”norms” that possesses the
GC-property but does not possess the C-property.
Example 2.5. Let Fn 6= {0} and let ‖ · ‖∗Fn , n ∈ N, satisfy property (b) of Definition 2.1. Next,
let
{‖ · ‖∗Fn}∞n=1 possess the C-property. Let us set
‖f‖Fn := ‖ϕn − f‖∗Fn , f ∈ Fn,
where ϕn is a fixed element of Fn, n ∈ N. Then {‖ · ‖Fn}∞n=1 possesses the GC-property with respect
to
{‖ · ‖∗Fn}∞n=1. Indeed, for any hn ∈ Fn, gn ∈ Fn, n ∈ N, such that
lim
n→∞
‖gn‖∗Fn = limn→∞ ‖ − gn‖
∗
Fn = 0,
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we have
lim inf
n→∞
‖hn + gn‖Fn = lim infn→∞ (‖ϕn − hn) + (−gn)‖
∗
Fn
= lim inf
n→∞
‖ϕn − hn‖∗Fn
= lim inf
n→∞
‖hn‖Fn . (2.4)
Similar relations hold true if we replace lim inf in (2.4) with lim sup. Hence (2.2) and (2.3) are
valid.
On the other hand, since Fn 6= {0}, n ∈ N, then by property (b) of Definition 2.1, it is always
possible to choose ϕn ∈ Fn, n ∈ N, such that limn→∞ ‖ϕn‖∗Fn = a, where a ∈ (0,∞) is a fixed
number. Then for hn := (1/3)ϕn and gn := (1 − 1/n)ϕn, n ∈ N, we have limn→∞ ‖gn‖Fn =
limn→∞(1/n)‖ϕn‖∗Fn = 0 and
lim
n→∞
‖hn + gn‖Fn = limn→∞ ‖ϕn − hn − gn‖
∗
Fn = a/3; limn→∞
‖hn‖Fn = limn→∞ ‖ϕn − hn‖
∗
Fn = 2a/3.
These relations show that in general {‖ · ‖Fn}∞n=1 does not possess the C-property.
2.2. Sharp Constants. For vector spaces F and H equipped with the corresponding ”norms” and
for an operator L : F → H, we define the ”norm” of L by the formula
‖L‖ = ‖L‖F→H := sup
h∈F, ‖h‖F>0
‖L(h)‖H
‖h‖F . (2.5)
If B is a subset of F , we define the ”norm” ‖L‖ of an operator L : B → H on B by the right hand
side of (2.5) with h ∈ F replaced by h ∈ B.
Let F (j) 6= {0} be a vector space over C or R equipped with a ”norm” ‖ · ‖F (j) , j = 1, 2, and let
B be a nonempty subset of F (2). Next, let D : B → F (1) be an operator. In case of the imbedding
operator D = I, we assume that F (1) ∩F (2) 6= ∅ and B ⊆ F (1) ∩F (2). Certainly, if F (1) = F (2) and
‖ · ‖F (1) = ‖ · ‖F (2) , then I is the identity operator.
Let us define the following sharp constant :
C = C
(
D,B,F (1), F (2)
)
:= sup
f∈B, ‖f‖
F (2)
>0
‖D(f)‖F (1)
‖f‖F (2)
, (2.6)
which is the ”norm” of D on B. Clearly, C ∈ [0,∞].
In certain cases the following formulae for C are valid:
C = sup
f∈B, ‖f‖
F (2)
=1
‖D(f)‖F (1) , (2.7)
C = sup
f∈B, ‖f‖
F (2)
>0, ‖D(f)‖
F (1)
=1
1
‖f‖F (2)
. (2.8)
In particular, it is easy to verify the following proposition.
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Proposition 2.6. (i) Let B be a subspace of F (2), D be a 1-homogeneous operator (that is, D(αf) =
αD(f), α > 0), and ”norms” ‖·‖F (j) , j = 1, 2, satisfy the homogeneity property (b). Then relations
(2.7) and (2.8) hold true.
(ii) If ‖ · ‖F (2) = ‖ · ‖F (2),triv, then (2.7) holds true.
(iii) If ‖ · ‖F (1) = ‖ · ‖F (1),triv, then (2.8) holds true.
2.3. Sharp Constants in Approximation Theory and Analysis. It turns out that the prob-
lem of finding C = C (D,B,F (1), F (2)) includes most classical problems of approximation theory
that are related to sharp constants. In addition, it includes certain analysis problems as well. Below
we first discuss three major approximation problems A, B, and C as special cases of the problem
of finding C.
A. Inequalities for Approximating Elements. Let F (j) be a βj-normed functional space, j = 1, 2; B
be a nontrivial subspace of F (2); and D be a linear (often differential) operator. Then C is the
sharp constant in various inequalities for approximating elements that we call Markov-Bernstein
type inequalities of different metrics. This is one of the most studied topics of approximation the-
ory. Several special problems are discussed below.
A1. Markov-Bernstein Type Inequalities for ‖ · ‖F (1) = ‖ · ‖F (2) .
A1.1. A. A. Markov and V. A. Markov type inequalities for the set B of algebraic polynomials of
one or several variables.
A1.2. Bernstein type inequalities for the set B of trigonometric polynomials, splines, or entire
functions of exponential type of one or several variables.
A2. Inequalities of Different Metrics for D = I and ‖ · ‖F (1) 6= ‖ · ‖F (2).
A2.1. Nikolskii type inequalities for the set B of trigonometric or algebraic polynomials, splines, or
entire functions of exponential type of one or several variables.
A2.2. Schur type inequalities for a nonweighted space F (1), a weighted space F (2), and the set B
of trigonometric or algebraic polynomials or entire functions of exponential type of one or several
variables.
A2.3. Remez type inequalities for a weighted space F (2) when a weight vanishes outside of a
measurable set and for the set B of trigonometric, algebraic, or Mu¨ntz polynomials.
There are numerous publications related to all these inequalities, see, e.g., [74, 76, 60, 15, 53, 55,
33, 6, 47, 24, 27, 4, 25, 38, 41, 5, 42, 43] and references therein.
B. Approximation of Individual Elements. Let us define the operator D : B → F (1) arbitrarily with
8 MICHAEL I. GANZBURG
the only restriction that D(f) 6= 0 for f ∈ B and let us choose ‖ · ‖F (1) = ‖ · ‖F (1),triv. We denote
by F
(2)
∗ the vector space F
(2) equipped with a certain β2-norm ‖ · ‖∗F (2) on F (2), β2 ∈ (0, 1]. For a
fixed element ϕ ∈ F (2)∗ \B we choose ‖f‖F (2) = ‖ϕ− f‖∗F (2) , f ∈ F
(2)
∗ . Then
C = 1
inff∈B, f 6=0 ‖ϕ− f‖∗F (2)
=
1
E
(
ϕ,B,F
(2)
∗
) , (2.9)
where E
(
ϕ,B,F
(2)
∗
)
is the error of best approximation by elements from B in the space F
(2)
∗ . To
have C <∞, we assume that E
(
ϕ,B,F
(2)
∗
)
> 0.
So the problem of finding C is reduced to finding sharp or asymptotically sharp value of
E
(
ϕ,B,F
(2)
∗
)
. These problems have attracted much attention in classical and contemporary
approximation theory, having started with classical works by Chebyshev, A. A. Markov, V. A.
Markov, Zolotarev, and Bernstein (see, e.g., [74, 1, 23, 60, 15]). Much contributions to this topic,
including asymptotic relations (1.1) through (1.4) and their generalizations, have been made in
[7, 8, 11, 13, 74, 1, 29, 30, 31, 32, 70, 37, 20, 19] and references therein.
C. Approximation on Classes of Elements. Let F (1) = F (2), D = I, and let us choose ‖ · ‖F (2) =
‖ · ‖F (2),triv. Let ‖ · ‖F (1) be a β1-seminorm of the form
‖f‖F (1) := E
(
f,G, F
(1)
∗
)
= inf
g∈G
‖f − g‖∗
F (1)
, f ∈ F (1)∗ ,
where G is a subspace of F (1) and F
(1)
∗ is a vector space F
(1) equipped with a certain β1-norm
‖·‖∗
F (1)
on F (1), β1 ∈ (0, 1]. Then C = supf∈B E
(
f,G, F
(1)
∗
)
is the sharp constant of approximation
by elements from G in the β1-normed space F
(1)
∗ on a class B. Sharp or asymptotically sharp
values of this constant of approximation by trigonometric or algebraic polynomials, splines, and
entire functions of exponential type have been found since the 1930s for various classes, see, e.g.,
[2, 62, 9, 12, 74, 1, 51, 26, 52, 31, 32, 35, 39, 40] and references therein.
We also discuss the following important problem in analysis.
D. Norms of Operators. If F (j) is a βj-normed space, j = 1, 2, and B = F
(2), then C = ‖D‖ is the
”norm” of the operator D : F (2) → F (1). Finding or estimating C is one of the major problems in
functional analysis, Fourier analysis, real and complex analysis, and other areas. Below we discuss
just a few examples of such a problem.
D1. Lebesgue constants in Fourier analysis, see, e.g., [77, Vol. I, Sect. 2.12] and [59].
D2. Summability methods, see, e.g., [74, Ch. 8] and [75, Ch. 8].
D3. Hausdorf-Young-F. Riesz inequalities, see, e.g., [77, Vol. 2, Sects. 12.2 and 16.3].
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D4. Embedding and extension operators, see, e.g., [65, 18, 17].
D5. Hilbert and maximal Hardy-Littlewood operators, see, e.g., [45, Sects 4.3 and 6.6].
3. Problems and Conditions
Here, we discuss major objectives of this paper and introduce conditions that are needed for our
results.
3.1. Problems. Let
C := C
(
D,B,F (1), F (2)
)
:= sup
f∈B, ‖f‖
F (2)
>0
‖D(f)‖F (1)
‖f‖F (2)
, (3.1)
Cn := C
(
Dn, Bn, F
(1)
n , F
(2)
n
)
:= sup
fn∈Bn, ‖fn‖
F
(2)
n
>0
‖Dn(fn)‖F (1)n
‖fn‖F (2)n
(3.2)
be two sharp constants over two families of components
{
D,B,F (1), F (2)
}
and
{
Dn, Bn, F
(1)
n , F
(2)
n
}
with a running parameter n ∈ N attached to the second family.
Our goal is to obtain asymptotic relations of the form:
C ≤ lim inf
n→∞
Cn, (3.3)
C ≥ lim sup
n→∞
Cn, (3.4)
C = lim
n→∞
Cn. (3.5)
In special cases when C and Cn are reduced to approximation of individual elements or approxima-
tion on classes of elements, relations like (3.3)–(3.5) were obtained by Bernstein [9, 10, 11, 12, 13]
for approximation by univariate trigonometric or algebraic polynomials and entire functions of ex-
ponential type. The author extended these results to multivariate approximation [29, 30] and to
a more general setting [31, 32]. Burenkov and Goldman [18] discussed relations like (3.3)–(3.5)
between norms of linear operators on periodic and nonperiodic spaces. Relations like (3.3)–(3.5) in
Markov-Bernstein type inequalities of different metrics for trigonometric and algebraic polynomials
and entire functions of exponential type were proved by Taikov [72, 73], Gorbachev [47, 48], Levin
and Lubinsky [57, 58], the author and Tikhonov [44], Dai, Gorbachev, and Tikhonov [21, 22], and
the author [38, 41, 42, 43].
Below we introduce some conditions on families
{
D,B,F (1), F (2)
}
and
{
Dn, Bn, F
(1)
n , F
(2)
n
}
, n ∈
N, that are needed for the proof of relations (3.3)–(3.5).
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3.2. Conditions and their Properties. The first group of conditions is needed for the proof of
relation (3.3).
Condition C1). A space F
(1)
n is equipped with another ”norm” ‖ · ‖∗
F
(1)
n
, n ∈ N, and
{
‖ · ‖
F
(1)
n
}∞
n=1
possesses the GC-property with respect to
{
‖ · ‖∗
F
(1)
n
}∞
n=1
(see Definition 2.4).
Condition C2). There exists a sequence of operators L
(1)
n : F (1) → F (1)n , n ∈ N, such that the
following two conditions hold:
Condition C3). For every f ∈ B with ‖f‖F (2) > 0, there exists a sequence fn ∈ Bn, n ∈ N, such
that
lim sup
n→∞
‖fn‖F (2)n ≤ ‖f‖F (2) (3.6)
and
lim
n→∞
∥∥∥L(1)n (D(f))−Dn(fn)∥∥∥∗
F
(1)
n
= 0. (3.7)
Condition C4). For every h ∈ F (1),
lim inf
n→∞
∥∥∥L(1)n (h)∥∥∥
F
(1)
n
≥ ‖h‖F (1) . (3.8)
In certain cases a slightly different condition is needed.
Condition C4′). Let B ⊆ F (1) ∩ F (2) and D(B) ⊆ B. Then for every h ∈ B, inequality (3.8) holds
true.
A group of stronger conditions marked with asterisks is given below.
Condition C1*). A space F
(j)
n is equipped with another ”norm” ‖ · ‖∗
F
(j)
n
, n ∈ N, and
{
‖ · ‖
F
(j)
n
}∞
n=1
possesses the GC-property with respect to
{
‖ · ‖∗
F
(j)
n
}∞
n=1
, j=1, 2 (see Definition 2.4).
Condition C2*). There exist two sequences of operators L
(j)
n : F (j) → F (j)n , n ∈ N, j = 1, 2, such
that the following two conditions hold:
Condition C3*). For every f ∈ B with ‖f‖F (2) > 0, there exists a sequence fn ∈ Bn, n ∈ N, such
that
lim
n→∞
∥∥∥L(1)n (D(f))−Dn(fn)∥∥∥∗
F
(1)
n
= 0, (3.9)
lim
n→∞
∥∥∥fn − L(2)n (f)∥∥∥∗
F
(2)
n
= 0. (3.10)
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Condition C4*). For every h ∈ F (2) with ‖h‖F (2) > 0,
lim sup
n→∞
∥∥∥L(2)n (h)∥∥∥
F
(2)
n
≤ ‖h‖F (2) . (3.11)
Proposition 3.1. Conditions C1*) through C4*) imply Conditions C1) through C3).
Proof. It suffices to show that C1*), C2*), (3.10) of C3*), and (3.11) of C4*) imply (3.6). By
C2*), C3*), and C4*), for every f ∈ B there exists a sequence {fn}∞n=1 that satisfies (3.10), where{
L
(2)
n
}∞
n=1
satisfies (3.11). Then using C1*), (3.10), and (3.11), we obtain
lim sup
n→∞
‖fn‖F (2)n = lim supn→∞
∥∥∥L(2)n (f) + (fn − L(2)n (f))∥∥∥
F
(2)
n
= lim sup
n→∞
∥∥∥L(2)n (f)∥∥∥
F
(2)
n
≤ ‖f‖F (2) .
Hence (3.6) follows. 
Next, we introduce the second group of conditions that is needed for the proof of relation (3.4).
Condition C5). A space F
(j)
n is equipped with another ”norm” ‖ · ‖∗
F
(j)
n
, n ∈ N, and
{
‖ · ‖
F
(j)
n
}∞
n=1
possesses the GC-property with respect to
{
‖ · ‖∗
F
(j)
n
}∞
n=1
, j=1, 2 (see Definition 2.4).
Condition C6). There exist two sequences of operators l
(j)
n : F (j) → F (j)n , n ∈ N, j = 1, 2, such that
the following two properties hold:
Condition C6a). For every h ∈ F (1) with ‖h‖F (1) > 0,
lim sup
n→∞
∥∥∥l(1)n (h)∥∥∥
F
(1)
n
≤ ‖h‖F (1) . (3.12)
Condition C6b). For every h ∈ F (2),
lim inf
n→∞
∥∥∥l(2)n (h)∥∥∥
F
(2)
n
≥ ‖h‖F (2) . (3.13)
Condition C7). There is a constant C1 ∈ (0,∞) such that for every h ∈ F (2) with ‖h‖F (2) > 0,
lim sup
n→∞
∥∥∥l(2)n (h)∥∥∥
F
(2)
n
≤ C1‖h‖F (2) . (3.14)
Next, we need one of the following two conditions associated with relations like (2.7) and (2.8).
Condition C8). There is a set B′n ⊆
{
fn ∈ Bn : ‖fn‖F (2)n = 1
}
such that the following relations
hold:
Cn = sup
fn∈B′n
‖Dn(fn)‖F (1)n = supfn∈B′n
‖Dn(fn)‖F (1)n
‖fn‖F (2)n
, n ∈ N. (3.15)
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Condition C9). There is a set B′n ⊆
{
fn ∈ Bn : ‖fn‖F (2)n > 0, ‖Dn(fn)‖F (1)n = 1
}
such that the
following relations hold:
Cn = sup
fn∈B′n
1
‖fn‖F (2)n
= sup
fn∈B′n
‖Dn(fn)‖F (1)n
‖fn‖F (2)n
, n ∈ N. (3.16)
Condition C10). (Compactness condition) For any sequence {fn}∞n=1, fn ∈ B′n \ {0}, n ∈ N, there
exist a sequence {nk}∞k=1 of natural numbers and an element f ∈ B such that
lim
k→∞
∥∥∥Dnk (fnk)− l(1)nk (D(f))
∥∥∥∗
F
(1)
nk
= 0, (3.17)
lim
k→∞
∥∥∥fnk − l(2)nk (f)
∥∥∥∗
F
(2)
nk
= 0. (3.18)
Further, we discuss a different group of conditions with a weak compactness condition that replaces
C10).
Condition C11). There exist two families of operators l
(j)
n,s : F
(j)
n → F (j)s , n ∈ N, s ∈ N, j = 1, 2,
such that the following property holds:
Condition C11a).
sup
n∈N, s∈N
∥∥∥l(2)n,s∥∥∥ ≤ 1. (3.19)
We recall that the ”norm” of an operator is defined by (2.5).
Condition C12). (Weak compactness condition) For any sequence {fn}∞n=1, fn ∈ B′n, n ∈ N, there
exists f ∈ B such that for any fixed s ∈ N, there exists a sequence {nk}∞k=1 of natural numbers
(nk = nk(s), k ∈ N) such that
lim
k→∞
∥∥∥l(1)nk,s (Dnk (fnk))− l(1)s (D(f))
∥∥∥∗
F
(1)
s
= 0, (3.20)
lim
k→∞
∥∥∥l(2)nk,s(fnk)− l(2)s (f)
∥∥∥∗
F
(2)
s
= 0, (3.21)
and, in addition,
‖Dnk (fnk)‖F (1)nk =
∥∥∥l(1)nk,s (Dnk (fnk))
∥∥∥
F
(1)
s
, k ∈ N. (3.22)
Condition C13). There is a constant C2 ∈ (0,∞) such that for every hn ∈ F (2)n ,
lim sup
n→∞
‖hn‖F (2)n ≤ C2 lim sups→∞ lim supn→∞
∥∥∥l(2)n,s(hn)∥∥∥
F
(2)
s
. (3.23)
In Section 5.3 we will need modified conditions C6a), C10), and C12) marked with asterisks below.
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Condition C6*a). There exists a sequence of operators l
(1)
n : F (1) → F (1)n , n ∈ N, such that for
every h ∈ F (1) with ‖h‖F (1) > 0,
lim sup
n→∞
∥∥∥l(1)n (h)∥∥∥
F
(1)
n
≤ ‖h‖F (1) . (3.24)
Condition C10*a). For any sequence {fn}∞n=1, fn ∈ B′n\{0}, n ∈ N, there exists a sequence {nk}∞k=1
of natural numbers and an element f ∈ B such that
lim
k→∞
∥∥∥Dnk (fnk)− l(1)nk (D(f))
∥∥∥∗
F
(1)
nk
= 0. (3.25)
Condition C10*b). For any sequence {fn}∞n=1, fn ∈ B′n \ {0}, n ∈ N, for the sequence {nk}∞k=1 of
natural numbers from Condition C10*a), and for the element f ∈ B from Condition C10*a), there
exists a sequence of operators l
(2)
n : F (2) → F (2)n , n ∈ N, such that Conditions C6b) and C7) are
satisfied. In addition, the following relation holds:
lim
k→∞
∥∥∥fnk − l(2)nk (f)
∥∥∥∗
F
(2)
nk
= 0. (3.26)
Condition C12*a). There exists a family of operators l
(1)
n,s : F
(1)
n → F (1)s , n ∈ N, s ∈ N, such that
for any sequence {fn}∞n=1, fn ∈ B′n \ {0}, n ∈ N, there exists f ∈ B such that for any fixed s ∈ N,
there exists a sequence {nk}∞k=1 of natural numbers (nk = nk(s), k ∈ N) such that
lim
k→∞
∥∥∥l(1)nk,s (Dnk (fnk))− l(1)s (D(f))
∥∥∥∗
F
(1)
s
= 0, (3.27)
‖Dnk (fnk)‖F (1)nk =
∥∥∥l(1)nk,s (Dnk (fnk))
∥∥∥
F
(1)
s
, k ∈ N. (3.28)
Condition C12*b). For any sequence {fn}∞n=1, fn ∈ B′n \ {0}, n ∈ N, for the sequence {nk}∞k=1
of natural numbers from Condition C12*a) and the element f ∈ B from Condition C12*a), there
exists a sequence of operators l
(2)
n : F (2) → F (2)n , n ∈ N, such that Conditions C6b) and C7) are
satisfied and there exists a sequence of operators l
(2)
n,s : F
(2)
n → F (2)s , n ∈ N, s ∈ N, such that
Conditions C11a) and C13) are satisfied. In addition, the following relation holds:
lim
k→∞
∥∥∥l(2)nk,s(fnk)− l(2)s (f)
∥∥∥∗
F
(2)
s
= 0, s ∈ N. (3.29)
Remark 3.2. Condition C4′) includes inequality (3.8) with a weaker requirement h ∈ B, so if
B ⊆ F (1) ∩ F (2) and D(B) ⊆ B (for example, if D = I is an imbedding operator), then Condition
C4′) can efficiently replace Condition C4), see Theorem 4.2 and Corollaries 4.3, 5.1 (i), 5.5 (i) for
details.
Remark 3.3. Modified compactness conditions C10*b) and C12*b) are characterized by the depen-
dence of operators
{
l
(2)
n
}
n∈N
and
{
l
(2)
n,s
}
n∈N,s∈N
on a sequence {fn}∞n=1 (fn ∈ B′n \ {0}, n ∈ N), the
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sequence {nk}∞k=1, and f ∈ B, while these operators are defined in C6) and C11) independently of
C10) and C12).
Remark 3.4. The set B′n, n ∈ N, mentioned in the Compactness Conditions C10), C12), C10*a),
C10*b) C12*a), and C12*b) is defined in C8) or C9). In other words, if any of these Compactness
Conditions is satisfied, then either C8) or C9) must be satisfied as well. Actually, Conditions C8)
and C9) state only the existence of B′n, n ∈ N. So these sets should be defined for each concrete
problem separately (see Chapters 5 and 7).
Remark 3.5. Conditions C4*), C6a), C6*a), and C7) can be replaced by stronger conditions for
the ”norms” of the corresponding operators. For example, if the condition lim supn→∞
∥∥∥L(2)n ∥∥∥ ≤ 1
is satisfied, then C4*) is satisfied as well. However in general, C4*) does not imply this condition.
Several conditions defined above are satisfied for certain special ”norms.”
Proposition 3.6. Let j = 1 or j = 2 and let βj ∈ (0, 1] be independent of n ∈ N. Next, let F (j)n
be equipped with two ”norms” ‖·‖
F
(j)
n
and ‖·‖∗
F
(j)
n
, n ∈ N (see Conditions C1), C1*), and C5)). In
addition, let ‖·‖
F
(j)
n
, n ∈ N, be one of the following ”norms:”
a) ‖·‖
F
(j)
n
= ‖·‖∗
F
(j)
n
is a βj-norm or a βj-seminorm, n ∈ N.
b) ‖·‖
F
(j)
n
= ‖·‖∗
F
(j)
n
:= ‖ · ‖
F
(j)
n ,triv
, n ∈ N.
c) ‖fn‖F (j)n = ‖ϕn − fn‖
∗
F
(j)
n
, fn ∈ F (j)n , where ϕn is a fixed element of F (j)n , and ‖ · ‖∗
F
(j)
n
is a
βj-norm or a βj-seminorm, n ∈ N.
Then the following statements are valid:
(i) If j = 1, then Condition C1) is satisfied.
(ii) If j = 1, 2, then Conditions C1*) and C5) are satisfied.
Proof. In case of ”norms” a) and b), the corresponding sequence
{
‖ · ‖
F
(j)
n
}∞
n=1
=
{
‖ · ‖∗
F
(j)
n
}∞
n=1
possesses the C-property by statements (ii) and (iii) of Proposition 2.3. In case of ”norm” c),
the sequence
{
‖ · ‖∗
F
(j)
n
}∞
n=1
possesses the C-property by statement (ii) of Proposition 2.3. Then{
‖ · ‖
F
(j)
n
}∞
n=1
possesses the GC-property with respect to
{
‖ · ‖∗
F
(j)
n
}∞
n=1
. Indeed, like in Example
2.5, for any hn ∈ F (j)n , gn ∈ F (j)n , n ∈ N, such that
lim
n→∞
‖gn‖∗
F
(j)
n
= lim
n→∞
‖ − gn‖∗
F
(j)
n
= 0,
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we have
lim inf
n→∞
‖hn + gn‖F (j)n = lim infn→∞ (‖ϕn − hn) + (−gn)‖
∗
F
(j)
n
= lim inf
n→∞
‖ϕn − hn‖∗
F
(j)
n
= lim inf
n→∞
‖hn‖F (j)n . (3.30)
Similar relations hold true if we replace lim inf in (3.30) with lim sup. Hence (2.2) and (2.3) are
valid for Fn replaced with F
(j)
n . 
Proposition 3.7. (i) Let F
(j)
n , n ∈ N, be a βj-normed or βj-seminormed space, where βj is in-
dependent of n, j = 1, 2. In addition, let Bn be a subspace of F
(2)
n and let Dn be a 1-homogeneous
operator (that is, Dn(αf) = αDn(f), α > 0), n ∈ N. Then Conditions C8) and C9) are satisfied.
(ii) If ‖·‖
F
(2)
n
= ‖ · ‖
F
(2)
n ,triv
, n ∈ N, then C8) is satisfied.
(iii) If ‖·‖
F
(1)
n
= ‖ · ‖
F
(1)
n ,triv
, n ∈ N, then C9) is satisfied.
Proof. Let us define a set Gn, n ∈ N, by
Gn :=


{
fn ∈ Bn : ‖fn‖F (2)n = 1
}
for Condition C8),{
fn ∈ Bn : ‖fn‖F (2)n > 0, ‖Dn(fn)‖F (1)n = 1
}
for Condition C9).
It follows immediately from Proposition 2.6 that relation (3.15) or relation (3.16) holds true with
B′n replaced by Gn, n ∈ N. Therefore, there exists B′n ⊆ Gn, n ∈ N, such that (3.15) or (3.16) is
valid for all premises of statements (i), (ii), and (iii) of Proposition 3.7 
4. Asymptotic Relations between Sharp Constants in Vector Spaces
Here, we prove asymptotic relations (3.3), (3.4), and (3.5). We first discuss asymptotic relations of
the form
C = C
(
D,B,F (1), F (2)
)
≤ lim inf
n→∞
C
(
Dn, Bn, F
(1)
n , F
(2)
n
)
= lim inf
n→∞
Cn. (4.1)
Theorem 4.1. If Conditions C1) through C4) are satisfied, then (4.1) holds true.
Proof. Let f ∈ B be a fixed element with ‖f‖F (2) > 0. Then D(f) ∈ F (1) and using Condition C2)
and inequality (3.8) of Condition C4), we have
‖D(f)‖F (1) ≤ lim infn→∞
∥∥∥L(1)n (D(f))∥∥∥
F
(1)
n
. (4.2)
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Next by C2) and C3), there exists a sequence fn ∈ Bn, n ∈ N, such that (3.6) and (3.7) hold. Then
using C1), we obtain from (4.2), (3.7), and (3.6)
‖D(f)‖F (1) ≤ lim infn→∞
∥∥∥Dn(fn) + (L(1)n (D(f))−Dn(fn))∥∥∥
F
(1)
n
= lim inf
n→∞
‖Dn(fn)‖F (1)n
≤ lim inf
n→∞
(
‖fn‖F (2)n Cn
)
≤ lim sup
n→∞
‖fn‖F (2)n lim infn→∞ Cn ≤ ‖f‖F (2) lim infn→∞ Cn.
Therefore, ‖D(f)‖F (1)/‖f‖F (2) ≤ lim infn→∞ Cn and (4.1) is established. 
The following theorem can be proved similarly to Theorem 4.1.
Theorem 4.2. If Conditions C1) through C3) and C4′) are satisfied, then (4.1) holds true.
Corollary 4.3. If Conditions C4) (or C4′)) and C1*) through C4*) are satisfied, then (4.1) holds
true.
The corollary follows immediately from Theorems 4.1, 4.2, and Proposition 3.1.
Next, we discuss asymptotic relations of the form
C = C
(
D,B,F (1), F (2)
)
≥ lim sup
n→∞
C
(
Dn, Bn, F
(1)
n , F
(2)
n
)
= lim sup
n→∞
Cn. (4.3)
In the following Theorems 4.4, 4.5, and 4.7 we take account of Remark 3.4.
Theorem 4.4. Let Cn be a finite number for every n ∈ N, and let either Conditions C7), C8) or
Condition C9) be satisfied. In addition, let C5), C6), and C10) be satisfied. Then (4.3) holds true.
Proof. Assume without loss of generality that C < ∞. Next, we assume that Conditions C7) and
C8) are satisfied. Since Cn <∞, we see from C8) that for any fixed ε > 0 there exists fn = fn,ε ∈ B′n
with ‖fn‖F (2)n = 1 such that
Cn <
‖Dn(fn)‖F (1)n
‖fn‖F (2)n
+ ε, n ∈ N. (4.4)
If Condition C9) is satisfied, then for any fixed ε > 0 there exists fn = fn,ε ∈ B′n with ‖fn‖F (2)n > 0
and ‖Dn(fn)‖F (1)n = 1 such that (4.4) holds true as well.
Let {np}∞p=1 be a sequence such that
lim sup
n→∞
Cn = lim
p→∞
Cnp . (4.5)
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Next, we apply Conditions C6), C6a), C6b) and C10) to a sequence {fnp}∞p=1. Then there exist a
subsequence {fnpk}∞k=1 and an element f ∈ B such that
lim
k→∞
∥∥∥Dnpk
(
fnpk
)
− l(1)npk (D(f))
∥∥∥∗
F
(1)
npk
= 0, (4.6)
lim
k→∞
∥∥∥fnpk − l(2)npk (f)
∥∥∥∗
F
(2)
npk
= 0, (4.7)
where l
(j)
n , n ∈ N, j = 1, 2, satisfy C6a) and C6b). In particular, ‖f‖F (2) <∞ since B ⊆ F (2).
If C7) and C8) are satisfied, then we have from (4.7), C5), and (3.14) of C7)
1 = lim
k→∞
∥∥∥fnpk
∥∥∥
F
(2)
npk
= lim
k→∞
∥∥∥l(2)npk (f) +
(
fnpk − l(2)npk (f)
)∥∥∥
F
(2)
npk
= lim
k→∞
∥∥∥l(2)npk (f)
∥∥∥
F
(2)
npk
≤ C1‖f‖F (2) .
Hence there exist k0 ∈ N and constants C3 > 0 and C4 > 0 such that
inf
k≥k0
∥∥∥l(2)npk (f)
∥∥∥
F
(2)
npk
≥ C3, ‖f‖F (2) ≥ C4. (4.8)
If C9) is satisfied, then we have from (4.6) and Conditions C5), C6a), and C6b)
1 = lim
k→∞
∥∥∥Dnpk
(
fnpk
)∥∥∥
F
(1)
npk
= lim
k→∞
∥∥∥l(1)npk (D(f)) +
(
D(f)− l(1)npk (D(f))
)∥∥∥
F
(1)
npk
= lim
k→∞
∥∥∥l(1)npk (D(f))
∥∥∥
F
(1)
npk
≤ ‖D(f)‖F (1) ≤ C‖f‖F (2) ≤ C lim inf
k→∞
∥∥∥l(2)npk (f)
∥∥∥
F
(2)
npk
.
Hence (4.8) holds true in this case as well with C4 = 1/C.
Next using (4.6) and (4.7) again, we obtain by (4.4), (4.5), and C5),
lim
k→∞
Cnpk ≤
lim supk→∞
∥∥∥Dnpk
(
fnpk
)∥∥∥
F
(1)
npk
lim infk→∞
∥∥∥fnpk
∥∥∥
F
(2)
npk
+ ε =
lim supk→∞
∥∥∥l(1)npk (D(f))
∥∥∥
F
(1)
npk
lim infk→∞
∥∥∥l(2)npk (f)
∥∥∥
F
(2)
npk
+ ε, (4.9)
where lim infk→∞
∥∥∥l(2)npk (f)
∥∥∥
F
(2)
npk
> 0 by (4.8). Since ‖f‖F (2) > 0 by (4.8), it follows from (4.5),
(4.9), and Conditions C6a) and C6b) that
lim sup
n→∞
Cn ≤ ‖D(f)‖F (1)‖f‖F (2)
+ ε ≤ C + ε. (4.10)
Finally letting ε→ 0+ in (4.10), we arrive at (4.3). 
Theorem 4.5. Let Cn be a finite number for every n ∈ N, and let either Conditions C7), C8),
C13) or Condition C9) be satisfied. In addition, let C5), C6), C11), and C12) be satisfied. Then
(4.3) holds true.
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Proof. The proof is similar to that of Theorem 4.4. We can assume without loss of generality that
C < ∞. Next, we assume that Conditions C7), C8), and C13) are satisfied. Since Cn < ∞, we see
from C8) that for any fixed ε > 0 there exists fn = fn,ε ∈ B′n with ‖fn‖F (2)n = 1 such that
Cn <
‖Dn(fn)‖F (1)n
‖fn‖F (2)n
+ ε, n ∈ N. (4.11)
If Condition C9) is satisfied, then for any fixed ε > 0 there exists fn = fn,ε ∈ B′n with ‖fn‖F (2)n > 0
and ‖Dn(fn)‖F (1)n = 1 such that (4.11) holds true as well.
Let {np}∞p=1 be a sequence such that
lim sup
n→∞
Cn = lim
p→∞
Cnp . (4.12)
Next, we apply Conditions C6), C6a), C6b), C11), and C12) to a sequence {fnp}∞p=1. Then there
exists an element f ∈ B such that for any fixed s ∈ N there exists a subsequence {fnpk}∞k=1
(npk = npk(s), k ∈ N) such that
lim
k→∞
∥∥∥l(1)npk ,s
(
Dnpk
(
fnpk
))
− l(1)s (D(f))
∥∥∥∗
F
(1)
s
= 0, (4.13)
lim
k→∞
∥∥∥l(2)npk ,s
(
fnpk
)
− l(2)s (f)
∥∥∥∗
F
(2)
s
= 0, (4.14)
and in addition,
∥∥∥Dnpk
(
fnpk
)∥∥∥
F
(1)
npk
=
∥∥∥l(1)npk ,s
(
Dnpk
(
fnpk
))∥∥∥
F
(1)
s
, k ∈ N. (4.15)
Here, l
(j)
n and l
(j)
n,s, n ∈ N, s ∈ N, j = 1, 2, satisfy C6a), C6b), and C11a). In particular, ‖f‖F (2) <
∞ since B ⊆ F (2). If C7), C8), and C13) are satisfied, then we have from (3.23) of C13), Condition
C5), (4.14), and (3.14) of C7)
1 = lim
k→∞
∥∥∥fnpk
∥∥∥
F
(2)
npk
≤ C2 lim sup
s→∞
lim sup
k→∞
∥∥∥l(2)npk ,s(fnpk )
∥∥∥
F
(2)
s
= C2 lim sup
s→∞
lim sup
k→∞
∥∥∥l(2)s (f) + (l(2)npk ,s(fnpk )− l(2)s (f)
)∥∥∥
F
(2)
s
= C2 lim sup
s→∞
∥∥∥l(2)s (f)∥∥∥
F
(2)
s
≤ C1C2‖f‖F (2) .
Hence there exist s0 ∈ N and constants C5 > 0 and C6 = 1/(C1C2) > 0 such that
inf
s≥s0
∥∥∥l(2)s (f)∥∥∥
F
(2)
s
≥ C5, ‖f‖F (2) ≥ C6. (4.16)
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If C9) is satisfied, then by C5) we obtain from (4.15), (4.13), and Conditions C6a) and C6b)
1 = lim
k→∞
∥∥∥Dnpk
(
fnpk
)∥∥∥
F
(1)
npk
= lim
k→∞
∥∥∥l(1)npk ,s
(
Dnpk
(
fnpk
))∥∥∥
F
(1)
s
=
∥∥∥l(1)npk ,s
(
Dnpk
(
fnpk
))
+
(
l(1)s (D(f))− l(1)npk ,s
(
Dnpk
(
fnpk
)))∥∥∥
F
(1)
s
=
∥∥∥l(1)s (D(f))∥∥∥
F
(1)
s
≤ ‖D(f)‖F (1) ≤ C‖f‖F (2) .
Hence (4.16) holds true in this case as well with C6 = 1/C.
Further, we use (4.11), (4.15), (4.13), (4.14), and Conditions C5) and C11a) to obtain the
following relations for s ≥ s0:
lim
k→∞
Cnpk ≤
lim supk→∞
∥∥∥Dnpk
(
fnpk
)∥∥∥
F
(1)
npk
lim infk→∞
∥∥∥fnpk
∥∥∥
F
(2)
npk
+ ε
≤
lim supk→∞
∥∥∥l(1)npk ,s
(
Dnpk
(
fnpk
))∥∥∥
F
(1)
s
lim infk→∞
∥∥∥l(2)npk ,s
(
fnpk
)∥∥∥
F
(2)
s
+ ε
=
∥∥∥l(1)s (D(f))∥∥∥
F
(1)
s∥∥∥l(2)s (f)∥∥∥
F
(2)
s
+ ε.
Therefore for some f ∈ B, satisfying (4.16), we have
lim
k→∞
Cnpk ≤
lim sups→∞
∥∥∥l(1)s (D(f))∥∥∥
F
(1)
s
lim infs→∞
∥∥∥l(2)s (f)∥∥∥
F
(2)
s
+ ε, (4.17)
where lim infs→∞
∥∥∥l(2)s (f)∥∥∥
F
(2)
s
> 0 by (4.16). Since ‖f‖F (2) > 0 by (4.16), it follows from (4.12),
(4.17) and Conditions C6a) and C6b) that
lim sup
n→∞
Cn ≤ ‖D(f)‖F (1)‖f‖F (2)
+ ε ≤ C + ε. (4.18)
Finally letting ε→ 0+ in (4.18), we arrive at (4.3). 
Combining Theorems 4.1, 4.4, 4.5 and Corollary 4.3, we can obtain the relation
C = C
(
D,B,F (1), F (2)
)
= lim
n→∞
C
(
Dn, Bn, F
(1)
n , F
(2)
n
)
= lim sup
n→∞
Cn. (4.19)
Corollary 4.6. If all the conditions of Theorems 4.1 or 4.2 or Corollary 4.3 are satisfied and, in
addition, all the conditions of Theorem 4.4 or Theorem 4.5 are satisfied, then relation (4.19) holds
true.
Special versions of Theorems 4.4 and 4.5 are presented below.
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Theorem 4.7. Let Cn be a finite number for every n ∈ N.
(a) Let Conditions C5), C6*a), C8), C10*a), and C10*b) be satisfied. Then (4.3) holds true.
(b) Let Conditions C5), C6*a), C8), C12*a), and C12*b) be satisfied. Then (4.3) holds true.
Proof. The proof of Theorem 4.7 follows that of Theorem 4.4 (or Theorem 4.5) if Condition C10)
(or Condition C12)) is replaced with Conditions C10*a) and C10*b) (or Conditions C12*a) and
C12*b)). The outline of the proof with a new component of the proof, compared with that of
Theorem 4.4 (or Theorem 4.5), is presented below.
Given ε > 0 let {fn}∞n=1, fn = fn,ε ∈ B′n with ‖fn‖F (2)n = 1 be a sequence such that (4.4) (or
(4.11)) holds true. In addition, let {np}∞p=1 be a sequence such that (4.5) (or (4.12)) is valid. Next,
by Condition C10*a) (or C12*a), there exist a subsequence {npk}∞k=1 and f ∈ B such that (4.6) (or
(4.13) and (4.15)) hold(s) true. Further, by Condition C10*b) (or C12*b), there exists a sequence
of operators
{
l
(2)
n
}∞
n=1
(or, in addition, a sequence of operators
{
l
(2)
n,s
}∞
n,s=1
) such that (4.7) (or
(4.14)) is valid.
The rest of the proof can be copied from the proof of Theorem 4.4 (or Theorem 4.5). 
Remark 4.8. It is not difficult to extend asymptotic relations of this section to familiesDα, Bα, F
(1)
α ,
and F
(2)
α defined on a set E filtering with respect to a filter Φ. The corresponding upper and lower
limits are considered with respect to the filtering set E (cf. [16, Ch. 4]).
Remark 4.9. We apply the results of this section to Problems A, B, and C of approximation theory
(see Sections 2.3, 5, and 7). However, it is possible to apply them to Problem D of analysis as well
(see Section 2.3). The similar condition-based approach to norms of linear operators in periodic
and nonperiodic spaces was discussed in [18].
5. Asymptotic Relations in Approximation Theory
We recall that three major Problems A, B, and C of approximation theory related to sharp constants
are described in Section 2.3. Here, we apply Theorems 4.1, 4.2 4.4, 4.5, and 4.7 and Corollary 4.3
to these problems of approximation theory. In Problem A, in general, we cannot essentially reduce
the number of conditions in asymptotic results of Section 4. However, we can do that in Problems
B and C.
5.1. Inequalities for Approximating Elements (Problem A). In this case we assume that
F (j) and F
(j)
n are βj-normed spaces, where βj is independent of n, j = 1, 2, n ∈ N. In addition, we
set ‖ ·‖∗
F
(j)
n
= ‖ ·‖
F
(j)
n
, j = 1, 2, n ∈ N. Next, let B and Bn be nontrivial subspaces of F (2) and F (2)n ,
respectively, and let Dn be a 1-homogeneous operator (that is, Dn(αf) = αDn(f), α > 0), n ∈ N.
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Then Conditions C1), C1*), and C5) are satisfied by Proposition 3.6. In addition, Conditions
C8) and C9) are satisfied by Proposition 3.7 (i). However, it appears that in Problem A Conditions
C1) through C3) are more efficient than Conditions C1*) through C4*) and Condition C9) is more
efficient than Condition C8) (see Corollary 7.1 and Examples 7.2, 7.3, and 7.4).
The following corollary follows from Theorems 4.1, 4.2, 4.4, and 4.5.
Corollary 5.1. (i) If Conditions C2), C3), C4) (or C4′)) are satisfied, then
sup
f∈B, ‖f‖
F (2)
>0
‖D(f)‖F (1)
‖f‖F (2)
≤ lim inf
n→∞
sup
f∈Bn, ‖f‖
F
(2)
n
>0
‖Dn(f)‖F (1)n
‖f‖
F
(2)
n
. (5.1)
(ii) Let Cn be a finite number for every n ∈ N, and let Conditions C6) and C10) be satisfied. Then
sup
f∈B, ‖f‖
F (2)
>0
‖D(f)‖F (1)
‖f‖F (2)
≥ lim sup
n→∞
sup
f∈Bn, ‖f‖
F
(2)
n
>0
‖Dn(f)‖F (1)n
‖f‖
F
(2)
n
. (5.2)
(iii) Let Cn be a finite number for every n ∈ N, and let Conditions C6), C11), and C12) be satisfied.
Then (5.2) holds true.
Remark 5.2. Unlike Problems B and C, inequalities for approximating elements were not included
into the general approach to limit relations between sharp constants developed in [31, 32].
5.2. Approximation of Individual Elements (Problem B). In this case we set
F (1)n = F
(1); D(f) := f0, f ∈ B; Dn(fn) := f0, fn ∈ Bn; n ∈ N, (5.3)
where f0 6= 0 is a fixed element of F (1). In addition, we set
‖ · ‖∗
F
(1)
n
= ‖ · ‖
F
(1)
n
= ‖ · ‖F (1) := ‖ · ‖F (1),triv, n ∈ N, (5.4)
where ‖ · ‖F (1),triv is defined by (2.1). We also assume that B and Bn are proper nonempty subsets
of F (2) and F
(2)
n , respectively, n ∈ N. It follows from (5.3) and (5.4) that
‖D(f)‖F (1) = ‖Dn(fn)‖F (1)n = 1, f ∈ B, fn ∈ Bn, n ∈ N. (5.5)
Next, for certain β2-norms ‖ · ‖∗F (2) and ‖ · ‖∗F (2)n , n ∈ N, where β2 ∈ (0, 1] is independent of n, we
define the following ”norms”
‖h‖F (2) := ‖ϕ− h‖∗F (2) , h ∈ F (2); ‖hn‖F (2)n := ‖ϕn − hn‖
∗
F
(2)
n
, hn ∈ F (2)n , (5.6)
where ϕ ∈ F (2) \B and ϕn ∈ F (2)n \Bn, n ∈ N, are fixed elements. Then by (2.6), (5.5), and (5.6),
C = 1/E
(
ϕ,B,F
(2)
∗
)
, Cn = 1/E
(
ϕn, Bn, F
(2)
∗n
)
, (5.7)
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where F
(2)
∗ and F
(2)
∗n are vector spaces F
(2) and F
(2)
n equipped with the ”norms” ‖ · ‖∗F (2) and
‖ · ‖∗
F
(2)
n
, n ∈ N, respectively. In addition, we recall that
E
(
ϕ,B,F
(2)
∗
)
= inf
f∈B
‖ϕ − f‖∗
F (2)
, E
(
ϕn, Bn, F
(2)
∗n
)
= inf
fn∈Bn
‖ϕn − fn‖∗
F
(2)
n
, n ∈ N,
are the errors of best approximation (see (2.9)). We also assume that E
(
ϕ,B,F
(2)
∗
)
> 0 and
E
(
ϕn, Bn, F
(2)
∗n
)
> 0, so C <∞ and Cn <∞, n ∈ N. Further, let
L(1)n = l
(1)
n = l
(1)
n,s = I, n ∈ N, s ∈ N, (5.8)
be the corresponding identity operators (because of (5.3) and (5.4)). Since by (5.5), Bn \ {0} ={
fn ∈ Bn : ‖fn‖F (2)n > 0, ‖Dn(fn)‖F (1)n = 1
}
, we choose B′n from Condition C9) as a subset of Bn \
{0}, satisfying the equality
E
(
ϕn, Bn, F
(2)
∗n
)
= E
(
ϕn, B
′
n, F
(2)
∗n
)
, n ∈ N.
Then Conditions C1), C1*), and C5) are satisfied by Proposition 3.6. In addition, Condition C9)
is satisfied by the choice of B′n, n ∈ N, and by Proposition 3.7 (iii) if we take into account (3.16),
(5.5), and (5.7). Next, relations (3.7), (3.8), (3.9), (3.12), (3.17), (3.20), and (3.22) of Conditions
C3), C3*), C4), C4′), C6a), C10), and C12) are trivially satisfied by (5.3), (5.4), (5.5), and (5.8).
In particular, Conditions C1) through C3) can be reduced to inequality (3.6) from C3), which
coincides with (5.9) below. Since (5.9) is one of the inequalities we wish to prove, Conditions C1)
through C3) are obviously inefficient in Problem B. However, Conditions C1*) through C4*) can be
reduced to more efficient relations (3.10) and (3.11) from C3*) and C4*), respectively (see Corollary
7.6 (i) and Examples 7.8, 7.9, and 7.10).
The following corollary follows from relations (5.3) through (5.8), Corollary 4.3, and Theorems
4.4 and 4.5.
Corollary 5.3. (i) If there exists a sequence of operators L
(2)
n : F (2) → F (2)n , n ∈ N, such that
relations (3.10) of C3*) and (3.11) of C4*) are satisfied, then
lim sup
n→∞
E
(
ϕn, Bn, F
(2)
∗n
)
≤ E
(
ϕ,B,F
(2)
∗
)
. (5.9)
(ii) If there exists a sequence of operators l
(2)
n : F (2) → F (2)n , n ∈ N, such that C6b) and relation
(3.18) of C10) are satisfied, then
lim inf
n→∞
E
(
ϕn, Bn, F
(2)
∗n
)
≥ E
(
ϕ,B,F
(2)
∗
)
. (5.10)
(iii) If there exist families of operators l
(2)
n : F (2) → F (2)n , n ∈ N, and l(2)n,s : F (2)n → F (2)s , n ∈ N, s ∈
N, such that C6b), C11a), and relation (3.21) of C12) are satisfied, then (5.10) holds true.
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Remark 5.4. Special cases of Corollary 5.3 were discussed in [31, 32]. In case of linear operators
L
(2)
n : F
(2)
∗ → F (2)∗n with lim supn→∞
∥∥∥L(2)n ∥∥∥
F
(2)
∗ →F
(2)
∗n
≤ 1 and ϕn = L(2)n (ϕ), n ∈ N, relation (3.11)
of C4*) is satisfied. Indeed, for every h ∈ F (2),
lim sup
n→∞
∥∥∥L(2)n (h)∥∥∥
F
(2)
n
= lim sup
n→∞
∥∥∥L(2)n (ϕ)− L(2)n (h)∥∥∥∗
F
(2)
n
≤ ‖ϕ− h‖∗
F (2)
= ‖h‖F (2) . (5.11)
Next, in case of linear operators l
(2)
n : F
(2)
∗ → F (2)∗n with lim infn→∞
∥∥∥l(2)n (h)∥∥∥∗
F
(2)
n
≥ ‖h‖∗
F (2)
and
ϕn = l
(2)
n (ϕ), n ∈ N, relation (3.13) of C6b) is satisfied. The proof of this fact is similar to (5.11).
Further, in case of linear operators l
(2)
n,s : F
(2)
∗n → F (2)∗s with l(2)s = l(2)n,s l(2)n , n ∈ N, s ∈ N;
supn∈N,s∈N
∥∥∥l(2)n,s∥∥∥
F
(2)
∗n →F
(2)
∗s
≤ 1, and ϕn = l(2)n (ϕ), n ∈ N, relation (3.13) of C11a) is satisfied.
Indeed, for every h ∈ F (2),
∥∥∥l(2)n,s(h)∥∥∥
F
(2)
s
=
∥∥∥l(2)s (ϕ) − l(2)n,s(h)∥∥∥∗
F
(2)
s
=
∥∥∥l(2)n,s (l(2)n (ϕ) − h)∥∥∥∗
F
(2)
s
≤ ‖l(2)n (ϕ)− h‖∗F (2)n = ‖h‖F (2)n .
In all these special cases, Corollary 5.3 was established in [31, Theorems 2.1a) and 2.2a)] for normed
spaces F
(2)
∗ and F
(2)
∗n , n ∈ N. For β2-normed spaces F (2)∗ and F (2)∗n , n ∈ N, the corresponding results
were proved in [32, Theorems 1.1a) and 1.2a)].
5.3. Approximation on Classes of Elements (Problem C). We set
F (2) = F (1), F (2)n = F
(1)
n , D = Dn = I, n ∈ N, (5.12)
where I is the corresponding imbedding operator, and
‖ · ‖F (2) := ‖ · ‖F (2),triv, ‖ · ‖∗F (2)n = ‖ · ‖F (2)n := ‖ · ‖F (2)n ,triv, n ∈ N. (5.13)
It follows from (5.13) that
‖f‖F (2) = ‖fn‖F (2)n = 1, f ∈ B \ {0}, fn ∈ Bn \ {0}, n ∈ N. (5.14)
Next, for β1-norms ‖ · ‖∗F (1) and ‖ · ‖∗F (1)n , n ∈ N, where β1 ∈ (0, 1] is independent of n, we define the
following ”norms”
‖h‖F (1) := E
(
h,G, F
(1)
∗
)
= inf
g∈G
‖h− g‖∗
F (1)
, h ∈ F (1), (5.15)
‖hn‖F (1)n := E
(
hn, Gn, F
(1)
∗n
)
= inf
gn∈Gn
‖hn − gn‖∗
F
(1)
n
, hn ∈ F (1)n , n ∈ N. (5.16)
Here, F
(1)
∗ and F
(1)
∗n are vector spaces F
(1) and F
(1)
n equipped with the ”norms” ‖·‖∗F (1) and ‖·‖∗F (1)n ,
respectively, and, in addition, G and Gn are subspaces of F
(1)
∗ and F
(1)
∗n , respectively, n ∈ N. Note
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that ‖ · ‖F (1) and ‖ · ‖F (1)n , n ∈ N, defined by (5.15) and (5.16) are β1-seminorms. Then by (2.6),
(5.14), (5.15), and (5.16),
C = sup
f∈B\{0}
E
(
f,G, F
(1)
∗
)
, Cn = sup
fn∈Bn\{0}
E
(
fn, Gn, F
(1)
∗n
)
= sup
fn∈Bn
E
(
fn, Gn, F
(1)
∗n
)
(5.17)
are sharp constants of best approximation on classes of elements B\{0} and Bn, n ∈ N. In addition,
since by (5.14), Bn \{0} =
{
fn ∈ Bn : ‖fn‖F (2)n = 1
}
, we choose B′n from Condition C8) as a subset
of Bn \ {0}, satisfying the equality
sup
fn∈Bn
E
(
fn, Gn, F
(1)
∗n
)
= sup
fn∈B′n
E
(
fn, Gn, F
(1)
∗n
)
, n ∈ N.
Let us also define l
(2)
n : F (2) → F (2)n and l(2)n,s : F (2)n → F (2)s for each sequence {fn}∞n=1, fn ∈
Bn \ {0}, n ∈ N, s ∈ N, and f ∈ B (mentioned in C10*a) and C12*a)), by the formulae
l(2)n (h) :=

 fn, h = f,fn,0, h ∈ F (2) \ {f}, l
(2)
n,s(hn) :=

 fs, hn = fn,fs,0, hn ∈ F (2)n \ {fn}, (5.18)
where fn,0 6= 0 is a fixed element from F (2)n , n ∈ N. It follows from (5.13) and (5.18) that for every
h ∈ F (2) \ {f} and every hn ∈ F (2)n \ {fn},
∥∥∥l(2)n (h)∥∥∥
F
(2)
n
=
∥∥∥l(2)n,s(hn)∥∥∥
F
(2)
s
= 1; l(2)n (f) = fn, l
(2)
n,s(fn) = fs, n ∈ N, s ∈ N. (5.19)
Then Conditions C1), C1*), C5) are satisfied by Proposition 3.6. In addition, Condition C8) is
satisfied by the choice of B′n, n ∈ N, and by Proposition 3.7 (ii) if we take into account (3.15),
(5.14), and (5.17). Next, relations (3.6), (3.10), (3.11), (3.13), (3.14) (with C1 = 1), (3.18), (3.19),
(3.21), (3.23) (with C2 = 1), (3.26), and (3.29) of Conditions C3), C3*), C4′), C6b), C7), C10),
C13), C10*b), and C12*b) are trivially satisfied by (5.14) and (5.19).
Since inequality (3.6) of Condition C3) is trivially satisfied, it appears that in Problem C Con-
ditions C1) through C3) are more efficient than Conditions C1*) through C4*) (see Corollary 7.13
(i) and Examples 7.15 and 7.16).
The following corollary follows from relations (5.12) through (5.19) and Theorems 4.2, 4.7 (a),
and 4.7 (b).
Corollary 5.5. (i) If relations (3.7) of C3) and (3.8) of C4′) are satisfied, then
sup
f∈B\{0}
E
(
f,G, F
(1)
∗
)
≤ lim inf
n→∞
sup
fn∈Bn
E
(
fn, Gn, F
(1)
∗n
)
. (5.20)
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(ii) Let supfn∈Bn E
(
fn, Gn, F
(1)
∗n
)
be a finite number for every n ∈ N. If Conditions C6*a) and
C10*a) are satisfied, then
sup
f∈B\{0}
E
(
f,G, F
(1)
∗
)
≥ lim sup
n→∞
sup
fn∈Bn
E
(
fn, Gn, F
(1)
∗n
)
. (5.21)
(iii) Let supfn∈Bn E
(
fn, Gn, F
(1)
∗n
)
be a finite number for every n ∈ N. If Conditions C6*a) and
C12*a) are satisfied, then (5.21) holds true.
Remark 5.6. Note that relations B ⊆ F (1) ∩ F (2) and D(B) ⊆ B of Condition C4′) are satisfied
because F (2) = F (1) and D = I is an imbedding operator by (5.12).
Remark 5.7. For linear operators L
(1)
n , l
(1)
n and linear operators l
(1)
n,s with l
(1)
s = l
(1)
n,s l
(1)
n , n ∈ N, s ∈ N,
and supn∈N,s∈N
∥∥∥l(1)n,s∥∥∥
F
(1)
∗n →F
(1)
∗s
≤ 1, Corollary 5.5 with slightly different conditions was obtained in
[31, Theorems 2.1 (b) and 2.2 (b)] for normed spaces F
(1)
∗ and F
(1)
∗n , n ∈ N. For β2-normed spaces
F
(1)
∗ and F
(1)
∗n , n ∈ N, the corresponding results were proved in [32, Theorems 1.1 (b) and 1.2 (b)].
Remark 5.8. Summarizing the applications of the results from Section 4 to Problems A, B, and C
presented in this section, we conclude that Corollary 5.1 is new, while weaker versions of Corollaries
5.3 and 5.5 were obtained in [31, 32] (see also Remarks 5.2, 5.4 and 5.7).
6. Function Spaces, Function Classes, and Operators
Applications of Corollaries 5.1, 5.3, and 5.5 to concrete problems of approximation theory (see
Section 7) require more specified spaces. Here, we introduce some function spaces, function classes,
and operators and study their certain properties.
6.1. Notation. Let Rm be the Euclideanm-dimensional space with elements x = (x1, . . . , xm), y =
(y1, . . . , ym), t = (t1, . . . , tm), the inner product t · y :=
∑m
j=1 tjyj, and the norm |t| :=
√
t · t. Next,
C
m := Rm+ iRm is the m-dimensional complex space with elements z = (z1, . . . , zm) = x+ iy and
the norm |z| :=
√
|x|2 + |y|2; Zm denotes the set of all integral lattice points k = (k1, . . . , km) in
R
m; and Zm+ is a subset of Z
m of all points with nonnegative coordinates. We also use multi-indices
β = (β1, . . . , βm) ∈ Zm+ and α = (α1, . . . , αm) ∈ Zm+ with
|β| :=
m∑
j=1
βj , |α| :=
m∑
j=1
αj , y
β := yβ11 · · · yβmm , Dα :=
∂α1
∂yα11
· · · ∂
αm
∂yαmm
.
Let V be a centrally symmetric (with respect to the origin) closed convex body in Rm and
V ∗ := {y ∈ Rm : ∀ t ∈ V, |t · y| ≤ 1} be the polar of V . It is well known that V ∗ is a centrally
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symmetric (with respect to the origin) closed convex body in Rm and V ∗∗ = V (see, e.g., [67, Sect.
14]). The set V generates the following dual norms on Rm and Cm by
‖y‖∗V := sup
t∈V
|t · y|, y ∈ Rm; ‖z‖∗V := sup
t∈V
∣∣∣∣∣∣
m∑
j=1
tjzj
∣∣∣∣∣∣ , z ∈ Cm.
Note also that V ∗ is the unit ball in the norm ‖ · ‖∗V on Rm. Examples of sets V and V ∗ and dual
norms ‖ · ‖∗V are given below. Given σ ∈ Rm, σj > 0, 1 ≤ j ≤ m, and M > 0, let Πmσ := {t ∈ Rm :
|tj | ≤ σj , 1 ≤ j ≤ m}, QmM := {t ∈ Rm : |tj | ≤ M, 1 ≤ j ≤ m}, and BmM := {t ∈ Rm : |t| ≤ M} be
the m-dimensional parallelepiped, cube, and ball, respectively.
For example, if σ ∈ Rm, σj > 0, 1 ≤ j ≤ m, and V =
{
t ∈ Rm :
(∑m
j=1 |tj/σj|µ
)1/µ ≤ 1}, then
for y ∈ Rm, ‖y‖∗V =
(∑m
j=1 |σjyj|λ
)1/λ
and V ∗ =
{
y ∈ Rm :
(∑m
j=1 |σjyj|λ
)1/λ ≤ 1}, where µ ∈
[1,∞], λ ∈ [1,∞], and 1/µ + 1/λ = 1. In particular, ‖y‖∗Πmσ =
∑m
j=1 σj|yj |, ‖y‖∗QmM = M
∑m
j=1 |yj|,
and ‖y‖∗
BmM
=M |y|.
We also use the floor function ⌊·⌋.
6.2. Function spaces. In the capacity of spaces F (1), F (2), F
(1)
n , and F
(2)
n from Sections 3, 4, and
5 or their ∗-modifications from Section 5, we mostly use the following function spaces.
Let µ be a σ-finite positive measure on a σ-algebra Σ over Rm and let Sµ(R
m) be a vector space
of all µ-measurable functions f : Rm → C1. Next, let F (Rm) = F (Rm, µ) be a β-normed space,
β ∈ (0, 1], of functions from Sµ(Rm). We assume that the β-norm of F (Rm) possesses properties
of monotonicity and ω-continuity.
Definition 6.1. We say that the β-norm ‖·‖F (Rm) ismonotone if relations g ∈ Sµ(Rm), f ∈ F (Rm),
and |g(x)| ≤ |f(x)|, x ∈ Rm, imply g ∈ F (Rm) and ‖g‖F (Rm) ≤ ‖f‖F (Rm).
Given a µ-measurable set Ω ⊂ Rm and a space F (Rm), we define a space F (Ω) of the restrictions
f |Ω of functions f ∈ Sµ(Rm) to Ω with the finite β-norm ‖f |Ω ‖F (Ω) := ‖f · χ(Ω)‖F (Rm), where
χ(Ω) is the characteristic function of Ω. If there is no confusion, we use the notation f instead of
f |Ω . For a monotone β-norm ‖ · ‖F (Rm),
‖f‖F (Ω) ≤ ‖f‖F (Rm), f ∈ F (Rm), (6.1)
so if f ∈ F (Rm), then f = f |Ω ∈ F (Ω). In a sense, the next definition allows us to reverse the
inequality sign in (6.1).
Definition 6.2. We say that the monotone β-norm ‖ · ‖F (Rm) is ω-continuous if for any increasing
sequence of µ-measurable sets ω := {Ωn}∞n=1 in Rm with ∪∞n=1Ωn = Rm, the following relation is
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valid:
lim
n→∞
‖f‖F (Ωn) = ‖f‖F (Rm), f ∈ F (Rm). (6.2)
Examples of spaces with monotone and ω-continuous norms include certain Orlicz, Lorentz, and
Marcinkiewicz spaces (see, e.g. [50, Sect. 4.3]). In particular, normed separable spaces F (Rm)
or normed spaces, satisfying the Fatou condition (named C-condition in [50, Sect. 4.3]), have
ω-continuous norms.
A typical example of a space with a monotone and ω-continuous β-norm is the space Lr,µ(R
m), r ∈
(0,∞], of all µ-measurable complex-valued functions f on Rm with the finite β-norm
‖f‖Lr,µ(Rm) :=


(∫
Rm
|f(x)|rdµ(x))1/r , 0 < r <∞,
ess supx∈Rm |f(x)|, r =∞,
(6.3)
where β = min{1, r}. For a µ-measurable set Ω ⊂ Rm, we also use the β-normed space Lr,µ(Ω)
(r ∈ (0,∞], β = min{1, r}).
In all examples of Chapter 7, µ is a weighted measure on Rm, i.e., dµ(x) = W (x)dx, x ∈ Rm,
whereW is a locally Lebesgue-integrable weight on Rm. In particular, we use the weighted measure
with a univariate power weight W (x) = |x|2ν+1 in Example 7.4. In case of the Lebesgue measure
µ (i.e, W = 1), we use the notation Lr(R
m) and Lr(Ω), r ∈ (0,∞], in Examples 7.2, 7.3, 7.8, 7.9,
7.15, and 7.16.
In Example 7.10 we use a univariate exponential weight W (x) = Wr(x) := exp(−rQ(x)), r ∈
(0,∞), whereQ : R1 → [0,∞) is an even differentiable convex function (see, e.g., [56, 36] for applica-
tions ofWr in analysis). A typical example ofWr is a Freud weightWr,α(x) := exp(−r|x|α)), α > 1.
The corresponding β-norm is a version of (6.3) in the following form:
‖f‖Lr(Wr ,R1) :=
(∫
R1
|f(x) exp(−Q(x))|rdx
)1/r
, 0 < r <∞, (6.4)
where β = min{1, r}. An extension of (6.4) to r =∞ is given by
‖f‖L∞(W∞,R1) := ess sup
x∈R1
|f(x) exp(−Q(x))|. (6.5)
The space Lr(Wr,R
1) (r ∈ (0,∞], β = min{1, r}) is the space of all Lebesgue-measurable complex-
valued functions f on R1 with the finite monotone and ω-continuous β-norms (6.4) and (6.5). Note
that norm (6.5) is different, compared with norm (6.3) for r =∞.
One more typical example of a space with a monotone and ω-continuous norm is the normed space
C0(R
m) of all complex-valued continuous functions f on Rm with the ”point” norm ‖f‖C0(Rm) :=
|f(0)|. For a compact set Ω ⊂ Rm, 0 ∈ Ω, we can also define the normed space C0(Ω). We use
these norms in Examples 7.3 and 7.4.
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Given a > 0, the space of all functions f from L∞(R
m) that are 2pia-periodic in each variable is
denoted by L˜∞,2pia,m with the norm ‖f‖L˜∞,2pia,m = ‖f‖L∞(Rm) = ‖f‖L∞(Qmpia) (see Example 7.15).
6.3. Function classes. In the capacity of sets B and Bn from Sections 3, 4, and 5, we use the
following function classes.
Let Pn,m be a set of all polynomials P (y) =
∑
|β|≤n cβy
β in m variables of degree at most
n, n ∈ Z1+, with complex coefficients. Given a > 0, the set of all trigonometric polynomials Q(x) =∑
k∈aV ∩Zm cke
(ik)·x with complex coefficients is denoted by TaV and the set of all trigonometric
polynomials T (x) =
∑
k∈aV ∩Zm cke
(ik)·(x/a) with complex coefficients is denoted by Ta,V .
Definition 6.3. We say that an entire function f : Cm → C1 has exponential type V if for any
ε > 0 there exists a constant C0(ε, f) such that for all z ∈ C, |f(z)| ≤ C0(ε, f) exp ((1 + ε)‖z‖∗V ).
The set of all entire function of exponential type V is denoted by BV . The set BV was defined
by Stein and Weiss [71, Sect. 3.4]. For V = Πmσ , V = Q
m
M , and V = B
m
M , similar sets of entire
functions were defined by Bernstein [14] and Nikolskii [64], [65, Sects. 3.1, 3.2.6], see also [24,
Definition 5.1]. Properties of functions from BV have been investigated in numerous publications
(see, e.g., [14, 64, 65, 71, 61, 29, 30, 33] and references therein).
Throughout the remaining sections of the paper, if no confusion may occur, the same notation
is applied to functions f ∈ BV , f ∈ TaV , f ∈ Ta,V , and f ∈ Pn,m and their restrictions to Rm or to
a subset Ω of Rm (e.g., in the form f ∈ BV ∩ Lp(Rm)).
Let MC,N be the set of all Lebesgue measurable functions f , satisfying the inequality
|f(x)| ≤ C(1 + |x|)N
for a. a. x ∈ Rm, where C > 0 and N ≥ 0 are constants independent of x. In particular, we discuss
classes Ta,V ∩MC,N in Examples 7.8 and 7.15.
In addition, let ω : [0,∞) → [0,∞) be a modulus of continuity, i.e., ω(0) = 0 and ω is a
continuous, nondecreasing, and subadditive function on [0,∞). Next, we define the class Hω(Ω) of
all functions f on Ω ⊆ Rm, satisfying the inequality
|f(x)− f(y)| ≤ ω(|x− y|), x ∈ Ω, y ∈ Ω.
We also need a subclass Hω,0(R
m) := {f ∈ Hω(Rm) : f(0) = 0} of Hω(Rm). Note that
Hω,0(R
m) ⊆Mω(2),1. (6.6)
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Indeed, if f ∈ Hω,0(Rm), then |f(x)| ≤ ω(|x|), x ∈ Rm. Next, maxτ∈[0,2] ω(τ) = ω(2), and if
2k < τ ≤ 2k+1, k ∈ N, then ω(τ) ≤ ω(2k+1) < τω(2). Therefore, |f(x)| ≤ ω(2)(1 + |x|), x ∈ Rm,
and (6.6) holds true.
In case of ω(τ) = τλ, τ ∈ [0,∞), 0 < λ ≤ 1, the class Hλ(Ω) := Hω(Ω) is called the Ho¨lder
class. For m = 1 we also define the class W sHω(R
1) of all s-differentiable functions on R1 with
f (s) ∈ Hω(R1), s ∈ Z1+.
We also recall that the error of best approximation of ϕ ∈ F (Ω) by elements from a subspace B
of F (Ω) is defined by
E(ϕ,B,F (Ω)) := inf
f∈B
‖ϕ− f‖F (Ω) (6.7)
(see (2.9)).
Certain properties of functions from defined classes are discussed below. We first prove multi-
variate versions of two known univariate results (see, e.g., [74, Sects. 4.10.2 and 2.6.21]).
Lemma 6.4. If a function f ∈ BV has a period of 2pia in each variable, then f ∈ Ta,V , a > 0.
Proof. The entire function f coincides with its Fourier series
∑
k∈Zm cke
(ik)·(x/a). Since f ∈
L∞(R
m), this function is a tempered distribution on Rm. Then by the generalized Paley-Wiener
theorem [61, p. 13], the support of the Fourier transform of f is a subset of V . So ck = 0 for
k ∈ Zm \ aV . 
Lemma 6.5. If ϕ ∈ L˜∞,2pia,m, then
E(ϕ,BV , L∞(R
m)) = E(ϕ,Ta,V , L∞(Rm)). (6.8)
Proof. Since Ta,V ⊆ BV , we have
E(ϕ,BV , L∞(R
m)) ≤ E(ϕ,Ta,V , L∞(Rm)). (6.9)
Next given ε ∈ (0,∞), let gε ∈ BV ∩ L∞(Rm) satisfy the relation
‖ϕ− gε‖L∞(Rm) < E(ϕ,BV , L∞(Rm)) + ε. (6.10)
Then the function
GN (x) := (2N + 1)
−m
∑
k∈QmN
gε(x+ 2piak), N ∈ N,
belongs to BV and by (6.10),
‖ϕ−GN‖L∞(Rm) < E(ϕ,BV , L∞(Rm)) + ε. (6.11)
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Moreover, supN∈N ‖GN‖L∞(Rm) ≤ ‖gε‖L∞(Rm). Applying the compactness theorem (see [41, Lemma
2.3]) to the sequence {GN}∞N=1 we see that there exist a sequence of natural numbers {Ns}∞s=1 and
a function G0 ∈ BV such that
lim
s→∞
GNs(x) = G0(x) (6.12)
uniformly on any compact K ⊂ Rm. Then (6.11) and (6.12) imply that
‖ϕ−G0‖L∞(Rm) ≤ E(ϕ,BV , L∞(Rm)) + ε. (6.13)
Next, denoting by ej the jth unit vector in R
m, 1 ≤ j ≤ m, we have
max
1≤j≤m
‖GN (·+ 2piaej)−GN (·)‖L∞(Rm) ≤ C7/N, (6.14)
where a constant C7 > 0 is independent of N . Setting N = Ns and letting s→∞ in (6.14), we see
from (6.12) and (6.14) that G0 is 2pia-periodic in each variable. Therefore, G0 ∈ Ta,V by Lemma
6.4, and it follows from (6.13) that
E(ϕ,Ta,V , L∞(Rm)) ≤ ‖ϕ−G0‖L∞(Rm) ≤ E(ϕ,BV , L∞(Rm)) + ε. (6.15)
Letting ε→ 0+ in (6.15) and taking account of (6.9), we arrive at (6.8). 
We also need the following extension theorem.
Lemma 6.6. Given function f : QmM → R1, M > 0, there exists a function f˜ : Rm → R1 such
that f˜ = f on QmM and f˜ is 4M -periodic in each variable. In addition, if f ∈ Hω(QmM ), then
f˜ ∈ Hω(Rm).
Proof. Let us set
hp(x) := (−1)kp(xp − 2Mkp), x ∈ QmM + 2Mk, 1 ≤ p ≤ m, k = (k1, . . . , km) ∈ Zm. (6.16)
Then h(x) = (h1(x), . . . , hm(x)) : R
m → QmM is a vector-valued function. Indeed, this statement is
obviously true for any interior point x of QmM + 2Mk, k ∈ Zm. Let x belong to the boundary of
QmM + 2Mk, k ∈ Zm. Then without loss of generality we can assume that there exists s ∈ N, 1 ≤
s ≤ m, such that
xp = −M + 2Mkp =M + 2M(kp − 1), 1 ≤ p ≤ s,
xp = x
∗
p + 2Mkp, |x∗p| < M, s+ 1 ≤ p ≤ m.
It follows from (6.16) that h(xp) = (−1)kp+1M, 1 ≤ p ≤ s, and h(xp) for s+1 ≤ p ≤ m is uniquely
defined by (6.16) as well. Therefore, h is a function.
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Next, h is 4M -periodic in each variable. Indeed, if x ∈ QmM + 2Mk, k ∈ Zm, then for every
l = (l1, . . . , lm) ∈ Zm,
hp(x+ 4Ml) = (−1)kp+2lp(xp + 4Mlp − 2M(kp + 2lp)) = hp(x), 1 ≤ p ≤ m.
In addition, h(x) = x on QmM . Then |h(x) − h(x∗)| ≤ |x − x∗|, x ∈ Rm, x∗ ∈ Rm. Indeed, it
suffices to show that yp = hp(xp) ∈ H1(R1), 1 ≤ p ≤ m. Since yp is 4M -periodic on R1 and the
curve has the slope of 1 on [−M,M ] and the slope of −1 on [−2M,−M ] and [M, 2M ], we see that
yp ∈ H1(R1), 1 ≤ p ≤ m.
Finally, the function f˜(x) := f(h(x)) satisfies all conditions of the lemma. 
Note that for m = 1 this result can be found in [74, Sect. 3.5.71], while for m > 1 Shvedov [69,
Proof of Theorem 4] presented a geometric construction of f˜ with no proof provided.
6.4. Operators. In the capacity of operators D and Dn from Sections 3, 4, and 5, we use linear
operators, in particular, linear differential operators of the form dN :=
∑
|α|=N bαD
α with constant
coefficients bα ∈ C1, α ∈ Zm+ , |α| = N, N ∈ Z1+. In case of N = 0 we assume that dN is the
corresponding imbedding (or identity) operator I.
In the capacity of operators L
(1)
n , L
(2)
n , l
(1)
n , l
(2)
n , l
(1)
n,s and l
(2)
n,s from the conditions of Section 3.2
and also from Sections 4 and 5, we use the following linear restriction operator. Let Ω1 and Ω2 be
µ-measurable subsets of Rm such that Ω2 ⊆ Ω1 and let R = R(Ω1,Ω2) : F (Ω1) → F (Ω2) be the
restriction operator. For Ω ⊆ Rm we also use the notation Dn |Ω := DnR(Rm,Ω). If no confusion
may occur, we often use the notation Dn instead of Dn |Ω .
The following proposition is a direct consequence of (6.1) and (6.2).
Proposition 6.7. (i) If F (Rm) is a space with a monotone norm, then ‖R(Ω1,Ω2)‖ ≤ 1, i.e., for
any h ∈ F (Ω1),
‖R(Ω1,Ω2) (h)‖F (Ω2) ≤ ‖h‖F (Ω1).
(ii) Let ω = {Ωn}∞n=1 be any increasing sequence of µ-measurable sets in Rm with ∪∞n=1Ωn = Rm.
If F (Rm) is a space with a ω-continuous norm, then for any h ∈ F (Rm),
lim
n→∞
‖R(Rm,Ωn) (h)‖F (Ωn) = ‖h‖F (Rm).
In addition, for a set A of functions f : Rm → C1 we define by A |Ω := {R(Rm,Ω)(f) : f ∈ A}
the set of the restrictions to Ω ⊆ Rm of functions from A. In Section 7, if no confusion may occur,
we often do not use this restriction notation for sets BV , TaV , Ta,V , Pn,m, and their subsets.
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7. Examples of Asymptotic Relations between Sharp Constants in Function Spaces
In this section we discuss specified conditions and examples of relations between sharp constants in
function spaces separately for each major Problem A, B, and C of approximation theory described
in Sections 2.3 and 5.
Throughout the section {Ωn}∞n=1 and {Ω∗n}∞n=1 are increasing sequences of µ-measurable sets in
R
m with ∪∞n=1Ωn = Rm and ∪∞n=1Ω∗n = Rm.
7.1. Inequalities for Approximating Elements (Problem A). Here, we discuss a special case
of Corollary 5.1 and three examples.
General result. We assume that all assumptions of Section 5.1 are held in the following special
cases. First, we assume that F (j) = F (j)(Rm) = F (j)(Rm, µ) is a βj-normed functional space with
the monotone and ω-continuous βj-norm (see Definitions 6.1 and 6.2), βj ∈ (0, 1], and F (j)n =
F (j)(Ωn) or F
(j)
n = F (j)(Ω∗n), j = 1, 2, n ∈ N. Next, we define the restriction operators L(1)n =
R(Rm,Ω∗n), l
(1)
n = l
(2)
n = R(Rm,Ωn), n ∈ N, and
l(1)n,s = l
(2)
n,s =

 R(Ωn,Ωs), n ≥ s,R(Ωs,Ωn), n < s, n ∈ N, s ∈ N.
We also assume that B, Bn, andB
∗
n are nontrivial subspaces of F
(2)(Rm), F (2)(Ωn), and F
(2)(Ω∗n),
respectively, n ∈ N. In addition, let D : B → F (1)(Rm), Dn : Bn → F (1)(Ωn), and D∗n : B∗n →
F (1)(Ω∗n), n ∈ N, be linear operators. Finally, let B′n ⊆
{
fn ∈ Bn \ {0} : ‖Dn(fn)‖F (1)(Ωn) = 1
}
be
a set from Condition C9) such that the following relations hold:
sup
fn∈B′n
1
‖fn‖F (2)(Ωn)
= sup
fn∈B′n
‖Dn(fn)‖F (1)(Ωn)
‖fn‖F (2)(Ωn)
= sup
f∈Bn\{0}
‖Dn(f)‖F (1)(Ωn)
‖f‖F (2)(Ωn)
, n ∈ N.
The existence of B′n, n ∈ N, follows immediately from Proposition 3.7 (i).
Below we introduce some conditions on families
{
D,B,F (1)(Rm), F (2)(Rm)
}
,{
Dn, Bn, F
(1)(Ωn), F
(2)(Ωn)
}
, and
{
D∗n, B
∗
n, F
(1)(Ω∗n), F
(2)(Ω∗n)
}
, n ∈ N, that are needed for the
validity of relations like (5.1) and/or (5.2) in function spaces.
Condition C3.1). For every f ∈ B \ {0} there exists a sequence f∗n ∈ B∗n, n ∈ N, such that
lim sup
n→∞
‖f∗n‖F (2)(Ω∗n) ≤ ‖f‖F (2)(Rm) (7.1)
and
lim
n→∞
‖D(f)−D∗n(f∗n)‖F (1)(Ω∗n) = 0. (7.2)
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Condition C3.1.1). Let Ω∗n ⊆ Ωn, n ∈ N. For every f ∈ B \ {0} there exists a sequence fn ∈
Bn, n ∈ N, such that
lim sup
n→∞
‖fn‖F (2)(Ωn) ≤ ‖f‖F (2)(Rm) (7.3)
and
lim
n→∞
‖D(f)−Dn(fn)‖F (1)(Ω∗n) = 0. (7.4)
Condition C10.1). (Compactness condition) For any sequence {fn}∞n=1 such that fn ∈ B′n, n ∈ N,
there exist a sequence {nk}∞k=1 of natural numbers and an element f ∈ B such that
lim
k→∞
‖Dnk(fnk)−D(f)‖F (1)(Ωnk) = 0, (7.5)
lim
k→∞
‖fnk − f‖F (2)(Ωnk) = 0. (7.6)
Condition C12.1). (Weak compactness condition) For any sequence {fn}∞n=1 such that fn ∈ B′n, n ∈
N, there exists f ∈ B such that for any fixed s ∈ N, there exists a sequence {nk}∞k=1 of natural
numbers (nk = nk(s), k ∈ N) such that
lim
k→∞
‖Dnk(fnk)−D(f)‖F (1)(Ωs) = 0, (7.7)
lim
k→∞
‖fnk − f‖F (2)(Ωs) = 0, (7.8)
and, in addition,
‖Dnk(fnk)‖F (1)(Ωnk) = ‖Dnk(fnk)‖F (1)(Ωs) , k ∈ N. (7.9)
The following corollary holds true.
Corollary 7.1. (i) If Condition C3.1) is satisfied, then
sup
f∈B\{0}
‖D(f)‖F (1)(Rm)
‖f‖F (2)(Rm)
≤ lim inf
n→∞
sup
f∈B∗n\{0}
‖D∗n(f)‖F (1)(Ω∗n)
‖f‖F (2)(Ω∗n)
. (7.10)
(ii) If Condition C3.1.1) is satisfied, then
sup
f∈B\{0}
‖D(f)‖F (1)(Rm)
‖f‖F (2)(Rm)
≤ lim inf
n→∞
sup
f∈Bn\{0}
‖Dn(f)‖F (1)(Ωn)
‖f‖F (2)(Ωn)
. (7.11)
(iii) Let
C
(
Dn, Bn, F
(1)(Ωn), F
(2)(Ωn)
)
= sup
f∈Bn\{0}
‖Dn(f)‖F (1)(Ωn)
‖f‖F (2)(Ωn)
(see (3.2)) be a finite number for every n ∈ N, and let Condition C10.1) be satisfied. Then
sup
f∈B\{0}
‖D(f)‖F (1)(Rm)
‖f‖F (2)(Rm)
≥ lim sup
n→∞
sup
f∈Bn\{0}
‖Dn(f)‖F (1)(Ωn)
‖f‖F (2)(Ωn)
. (7.12)
(iv) Let C (Dn, Bn, F (1)(Ωn), F (2)(Ωn)) be a finite number for every n ∈ N, and let Condition C12.1)
be satisfied. Then (7.12) holds true.
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(v) Let Ω∗n ⊆ Ωn and let B∗n be a set of the restrictions (fn)∗ := R(Rm,Ω∗n)(fn) to Ω∗n of all elements
fn from Bn, n ∈ N. In addition, let D∗n((fn)∗) := (Dn(fn))∗, n ∈ N. Next, let
C (Dn, Bn, F (1)(Ωn), F (2)(Ωn)) be a finite number for every n ∈ N, and let Condition C3.1) and
either C10.1) or C12.1) be satisfied. Then
lim sup
n→∞
sup
f∈Bn\{0}
‖Dn(f)‖F (1)(Ωn)
‖f‖F (2)(Ωn)
≤ sup
f∈B\{0}
‖D(f)‖F (1)(Rm)
‖f‖F (2)(Rm)
≤ lim inf
n→∞
sup
f∈B∗n\{0}
‖D∗n(f)‖F (1)(Ω∗n)
‖f‖F (2)(Ω∗n)
. (7.13)
(vi) Let C (Dn, Bn, F (1)(Ωn), F (2)(Ωn)) be a finite number for every n ∈ N, and let Condition
C3.1.1) and either C10.1) or C12.1) be satisfied. Then
sup
f∈B\{0}
‖D(f)‖F (1)(Rm)
‖f‖F (2)(Rm)
= lim
n→∞
sup
f∈Bn\{0}
‖Dn(f)‖F (1)(Ωn)
‖f‖F (2)(Ωn)
. (7.14)
Proof. Note first that in this proof all elements in discussed Conditions C1) through C13) are
replaced without further notice by the corresponding elements that are used in Conditions C3.1),
C3.1.1), C10.1), C12.1) and relations (7.10) through (7.14). For example, in Condition C3) Bn is
replaced by B∗n.
By the assumptions about the functional spaces and operators introduced above, Conditions
C2), C4), C6), C6a), C6b), C11), and C11a) of Section 3.2 are satisfied. Indeed, Conditions C2),
C6), and C11) are satisfied by the direct definitions of the operators whose existence is required in
these conditions. In addition, Conditions C4), C6a), C6b), and C11a) are satisfied by Proposition
6.7. Next, Conditions C3.1), C10.1), and C12.1) of this section are equivalent to Conditions C3),
C10), and C12) of Section 3.2, respectively. Therefore, statements (i), (iii), and (iv) of Corollary
7.1 follow immediately from statements (i), (ii), and (iii) of Corollary 5.1, respectively.
To prove statement (ii), we recall that the norm ‖ · ‖F (1)(Rm) is monotone and ω-continuous. So
for any f ∈ B \ {0}, we obtain by Proposition 6.7 and relation (7.4) of Condition C3.1.1)
‖D(f)‖F (1)(Rm) = limn→∞ ‖D(f)‖F (1)(Ω∗n)
≤ lim inf
n→∞
(
‖D(f)−Dn(fn)‖β1F (1)(Ω∗n) + ‖Dn(fn)‖
β1
F (1)(Ω∗n)
)1/β1
= lim inf
n→∞
‖Dn(fn)‖F (1)(Ω∗n) ≤ lim infn→∞ ‖Dn(fn)‖F (1)(Ωn)
≤ lim inf
n→∞
sup
f∈Bn\{0}
‖Dn(f)‖F (1)(Ωn)
‖f‖F (2)(Ωn)
lim sup
n→∞
(
‖fn‖F (2)(Ωn)
)
. (7.15)
Then (7.11) follows from (7.15) and (7.3). Finally, statement (v) follows from (i), (iii), and (iv),
and statement (vi) follows from (ii), (iii), and (iv). 
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Examples. There is a number of publications [72, 73, 47, 57, 58, 44, 38, 41, 42, 43] about special
cases of Corollary 7.1; here, we call them Bernstein-Nikolskii type inequalities or inequalities of
different metrics (see also Section 2.3 A). Examples 7.2, 7.3, and 7.4 below discuss inequalities
(7.11), (7.13) and (7.14) proved in these papers in various situations.
Example 7.2. (Multivariate Bernstein-Nikolskii type inequalities). Let F (1)(Rm) = Lq(R
m), β1 =
min{1, q}, F (2)(Rm) = Lp(Rm), β2 = min{1, p}, B = BV ∩ Lp(Rm), 0 < p ≤ q ≤ ∞, Ωn =
Qmpin, Ω
∗
n = Q
m
nδ
, δ = δ(p,m) ∈ (0, 1), Bn = Tn,V |Ωn = Tn,V , B∗n = Tn,V
∣∣
Ω∗n = Tn,V , n ∈ N. Next,
let dN =
∑
|α|=N bαD
α, where bα ∈ C1 (α ∈ Zm+ , |α| = N), and N ∈ Z1+, are independent of n, and
let D = dN |Rm = dN , Dn = dN |Ωn = dN , D∗n = dN
∣∣
Ω∗n = dN , n ∈ N.
Inequality (7.11) for 0 < p ≤ q ≤ ∞ and equality (7.14) for 0 < p ≤ ∞ and q = ∞ were proved
by the author [41] in the following form:
sup
f∈(BV ∩Lp(Rm))\{0}
‖dN (f)‖Lq(Rm)
‖f‖Lp(Rm)
≤ lim inf
n→∞
sup
T∈Tn,V \{0}
‖dN (T )‖Lq(Qmpin)
‖T‖Lp(Qmpin)
, (7.16)
sup
f∈(BV ∩Lp(Rm))\{0}
‖dN (f)‖L∞(Rm)
‖f‖Lp(Rm)
= lim
n→∞
sup
T∈Tn,V \{0}
‖dN (T )‖L∞(Qmpin)
‖T‖Lp(Qmpin)
. (7.17)
The following asymptotic results (see [41, Theorems 1.2 and 1.3]) are easy corollaries of (7.16) and
(7.17) (0 < p ≤ q ≤ ∞):
sup
f∈(BV ∩Lp(Rm))\{0}
‖dN (f)‖Lq(Rm)
‖f‖Lp(Rm)
≤ lim inf
n→∞
n−N−m/p+m/q sup
Q∈TnV \{0}
‖dN (Q)‖Lq(Qmpi )
‖Q‖Lp(Qmpi )
,(7.18)
sup
f∈(BV ∩Lp(Rm))\{0}
‖dN (f)‖L∞(Rm)
‖f‖Lp(Rm)
= lim
n→∞
n−N−m/p sup
Q∈TnV \{0}
‖dN (Q)‖L∞(Qmpi )
‖Q‖Lp(Qmpi )
. (7.19)
For m = 1 and V = [−σ, σ] relations (7.18) and (7.19) were established by the author and Tikhonov
[44, Theorems 1.4 and 1.5]. Similar relations for m = 1, V = [−σ, σ], and N = 0 were obtained
earlier by Levin and Lubinsky [57, p. 246], [58, Theorem 1]. A special case of m = 1, V =
[−1, 1], q = ∞, p = 1, and N = 0 was discussed by Taikov [72, Eq. (3)], [73, Lemma 1] and
Gorbachev [47, Theorem 2]. More references can be found in [44, 41].
Condition C3.1.1) of approximation of entire functions of exponential type V by trigonometric
polynomials was verified by using univariate and multivariate Levitan’s polynomials (see [44, Sect.
2] for m = 1 and [41, Sect. 3] for m > 1).
In addition, we choose
B′n =
{
fn ∈ Tn,V \ {0} :
(
‖dN (fn)‖L∞(Qmpin) = |dN (fn)(0)| = 1
)
∧
(
sup
T∈Tn,V \{0}
‖dN (T )‖L∞(Qmpin)
‖T‖Lp(Qmpin)
= ‖fn‖−1Lp(Qmpin)
)}
, n ∈ N.
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Since the set Tn,V consists of 2pin-periodic trigonometric polynomials, we have
sup
T∈Tn,V \{0}
‖dN (T )‖L∞(Qmpin)
‖T‖Lp(Qmpin)
= sup
T∈Tn,V \{0}
|dN (T )(0)|
‖T‖Lp(Qmpin)
, n ∈ N. (7.20)
Therefore, by (7.20) and by the standard compactness argument (see the proof of Theorem 1.3 in
[41] for details), we conclude that B′n 6= ∅ and in addition,
sup
T∈Tn,V \{0}
‖dN (T )‖L∞(Qmpin)
‖T‖Lp(Qmpin)
= sup
fn∈B′n
‖dN (fn)‖L∞(Qmpin)
‖fn‖Lp(Qmpin)
, n ∈ N.
Thus Condition C9) is satisfied for the chosen B′n, n ∈ N. Next, equality (7.9) of C12.1) holds true
since for any fn ∈ B′n we have (n ∈ N, s ∈ N)
‖Dn(fn)‖F (1)(Ωn) = ‖dN (fn)‖L∞(Qmpin) = |dN (fn)(0)| = ‖dN (fn)‖L∞(Qmpis) = ‖Dn(fn)‖F (1)(Ωs) .
Further, the compactness condition of {B′n}∞n=1, stated in (7.7) and (7.8) of C12.1) (with a sequence
{nk}∞k=1 that is independent of s), is satisfied as well. Indeed, let fn ∈ B′n, n ∈ N. Then for
p ∈ (0,∞)
sup
n∈N
‖fn‖L∞(Qmpin) ≤ sup
n∈N
C (d0,Tn,V , L∞(Qmpin), Lp(Qmpin)) ‖fn‖Lp(Qmpin)
= sup
n∈N
C (d0,Tn,V , L∞(Qmpin), Lp(Qmpin)) /C (dN ,Tn,V , L∞(Qmpin), Lp(Qmpin)) = C8 <∞,
by the choice of B′n and by crude estimates of the constants in multivariate Bernstein-Nikolskii
type inequalities (see [41, Eq. (4.2)]). Therefore,
∪∞n=1B′n ⊆ {T ∈ ∪∞n=1Tn,V : ‖T‖L∞(Qmpin) ≤ C8}
⊆ {f ∈ BV : ‖f‖L∞(Rm) ≤ C8}, (7.21)
since Tn,V ⊆ BV , n ∈ N, and the compactness property of the right-hand side set in (7.21) is proved
in [41, Lemma 2.3] (a special case is discussed in [65, Theorem 3.3.6]). Note also that by [41, Eq.
(4.2)],
C (dN ,Tn,V , L∞(Qmpin), Lp(Qmpin)) <∞, n ∈ N.
So (7.16) for 0 < p ≤ q ≤ ∞ and (7.17) for 0 < p ≤ ∞ and q = ∞ follow from statements (i)
and (vi) of Corollary 7.1, respectively.
Example 7.3. (Multivariate inequalities of different metrics). Let F (1)(Rm) = C0(R
m), β1 =
1, F (2)(Rm) = Lp(R
m), β2 = min{1, p}, B = BV ∩ Lp(Rm), 0 < p ≤ ∞, Ωn = nV ∗, Ω∗n =
τnV ∗, τ ∈ (0, 1), Bn = Pn,m |Ωn = Pn,m, B∗n = Pn,m
∣∣
Ω∗n = Pn,m. Next, let dN =
∑
|α|=N bαD
α,
where bα ∈ C1 (α ∈ Zm+ , |α| = N) and N ∈ Z1+, are independent of n, and let D = dN |Rm =
dN , Dn = dN |Ωn = dN , D∗n = dN
∣∣
Ω∗n = dN , n ∈ N.
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Inequalities (7.13) were proved by the author [43] in the following form:
lim sup
n→∞
sup
P∈Pn,m\{0}
|dN (P )(0)|
‖P‖Lp(nV ∗)
≤ sup
f∈(BV ∩Lp(Rm))\{0}
|dN (f)(0)|
‖f‖Lp(Rm)
= sup
f∈(BV ∩Lp(Rm))\{0}
‖dN (f)‖L∞(Rm)
‖f‖Lp(Rm)
≤ lim inf
n→∞
sup
P∈Pn,m\{0}
|dN (P )(0)|
‖P‖Lp(τnV ∗)
(7.22)
for τ ∈ (0, 1). By letting τ → 1− in (7.22), we arrive at the following asymptotic result for
0 < p ≤ ∞ (see [43, Theorem 1.2]):
sup
f∈(BV ∩Lp(Rm))\{0}
‖dN (f)‖L∞(Rm)
‖f‖Lp(Rm)
= lim
n→∞
n−N−m/p sup
Q∈Pn,m\{0}
|dN (Q)(0)|
‖Q‖Lp(V ∗)
. (7.23)
For m = 1, V = [−1, 1], V ∗ = [−1, 1], and dN (f) = dNf/dxN , equality (7.23) was established in
[38, Theorem 1.1]. In case when V and V ∗ are the unit ball Bm1 and d2N = ∆
N is the polyhar-
monic operator, (7.23) was proved in [42, Corollary 3.9] by reducing the multivariate problem to a
univariate one in weighted spaces (see Example 7.4).
Condition C3.1) of approximation of entire functions from BV ∩Lp(Rm) by algebraic polynomials
was verified in [29, Lemma 4.4] and [43, Lemma 2.4] by using approximation methods developed
by Bernstein [11] (see also [74, Sect. 5.4.4] and [1, Appendix, Sect. 83]) and by the author [29, 43].
In addition, we choose
B′n =
{
fn ∈ Pn,m \ {0} : (|dN (fn)(0)| = 1) ∧
(
sup
P∈Pn,m\{0}
|dN (P )(0)|
‖P‖Lp(nV ∗)
= ‖fn‖−1Lp(nV ∗)
)}
, n ∈ N.
By the standard compactness argument (see the proof of Theorem 1.2 in [43] for details), we
conclude that B′n 6= ∅ and in addition,
sup
P∈Pn,m\{0}
|dN (P )(0)|
‖P‖Lp(nV ∗)
= sup
fn∈B′n
|dN (fn)(0)|
‖fn‖Lp(nV ∗)
, n ∈ N.
Thus Condition C9) is satisfied for the chosen B′n, n ∈ N. Next, it is easy to verify that equality
(7.9) of C12.1) holds true in this case as well since for any fn ∈ B′n we have
‖Dn(fn)‖F (1)(Ωn) = ‖dN (fn)‖C0(nV ∗) = ‖dN (fn)‖C0(sV ∗) = ‖Dn(fn)‖F (1)(Ωs) , n ∈ N, s ∈ N.
Further, the compactness condition of {B′n}∞n=1, stated in (7.7) and (7.8) of C12.1) (with a sequence
{nk}∞k=1 that is independent of s), is satisfied. The proof of this fact given in [43] is based on results
of Bernstein [11] (for m = 1) and the author [43, Lemma 2.2] (for m > 1). Note also that by a
crude estimate of the constant in a multivariate inequality of different metrics (see [43, Lemma 2.7
(a)]), C (dN ,Pn,m, C0(nV ∗), Lp(nV ∗)) <∞ for n ∈ N.
So (7.22) for p ∈ (0,∞] follows from Corollary 7.1 (v).
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Example 7.4. (Univariate inequalities of different weighted metrics). Let dµ(x) = |x|2ν+1dx, ν ≥
−1/2, be the univariate weighted measure on R1. Next, let F (1)(R1) = C0(R1), β1 = 1, F (2)(R1) =
Lp,µ(R
1), β2 = min{1, p},
B = B1,e ∩ Lp,µ(R1) := {f ∈ B[−1,1] : f(−x) = f(x), x ∈ R1} ∩ Lp,µ(R1),
0 < p ≤ ∞, Ωn = [−n, n], Ω∗n = [−τn, τn], τ ∈ (0, 1), n ∈ N.
Next, let Be(ϕ)(x) := ϕ′′(x)+((2ν+1)/x)ϕ′(x) be the Bessel operator and let D = (Be)N |Rm =
(Be)N , Dn = (Be)
N |Ωn = (Be)N , D∗n = (Be)N
∣∣
Ω∗n = (Be)
N , N ∈ Z1+, n ∈ N. Further, let
Pn,1,e := {P ∈ Pn,1 : P (−x) = P (x), x ∈ R1}
be a subset of Pn,1 of all even univariate polynomials with complex coefficients, and let Bn =
Pn,1,e |Ωn and B∗n = Pn,1,e
∣∣
Ω∗n , n ∈ N.
Inequalities (7.13) were proved by the author [42] in the following form:
lim
n→∞
sup
P∈P2⌊n/2⌋,1,e\{0}
|(Be)N (P )(0)|
‖P‖Lp,µ([−n,n])
≤ sup
f∈(B1,e∩Lp,µ(R1))\{0}
|(Be)N (f)(0)|
‖f‖Lp,µ(R1)
≤ lim
n→∞
sup
P∈P2⌊n/2⌋,1,e\{0}
|(Be)N (P )(0)|
‖P‖Lp,µ([−τn,τn])
(7.24)
for τ ∈ (0, 1). By letting τ → 1− in (7.24), we arrive at the following asymptotic result for
0 < p ≤ ∞ (see [42, Theorem 4.1]):
sup
f∈(B1,e∩Lp,µ(R1))\{0}
|(Be)N (f)(0)|
‖f‖Lp,µ(R1)
= lim
n→∞
n−2N−(2ν+2)/p sup
P∈P2⌊n/2⌋,1,e\{0}
|(Be)N (P )(0)|
‖P‖Lp,µ([−1,1])
.
Verifications of Conditions C3.1) and C12.1) in weighted spaces are provided similarly to Example
7.3 (see [42] for details).
So (7.24) for p ∈ (0,∞] follows from Corollary 7.1 (v).
Remark 7.5. Special cases of relations (7.11), (7.13), and (7.14) that are discussed in Examples 7.2,
7.3, and 7.4 and published in [44, 38, 41, 42, 43] follow from statements (ii), (v), and (vi) of Corollary
7.1. In other words, the relations presented in the aforementioned publications can be proved by
verifying the validity of the corresponding conditions C3.1) (or C3.1.1)) and C12.1). Despite the
fact that these conditions were not formulated explicitly in these papers, the proofs of special
cases of (7.11), (7.13), and (7.14) were actually based on the verification of these conditions. This
observation along with the general approach to sharp constants of approximation theory developed
in [31, 32] were the major motivations for writing this paper.
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7.2. Approximation of Individual Elements (Problem B). Here, we discuss a special case
of Corollary 5.3 and three examples.
General result. We assume that all assumptions of Section 5.2 are held in the following special
cases. First, we assume that F
(2)
∗ = F (R
m) = F (Rm, µ) is a β2-normed functional space with the
monotone and ω-continuous β2-norm (see Definitions 6.1 and 6.2), β2 ∈ (0, 1], and F (2)∗n = F (Ωn)
or F
(2)
∗n = F (Ω
∗
n), n ∈ N. Next, we define the restriction operators L(2)n = R(Rm,Ω∗n), l(2)n =
R(Rm,Ωn), n ∈ N, and
l(2)n,s =

 R(Ωn,Ωs), n ≥ s,R(Ωs,Ωn), n < s, n ∈ N, s ∈ N.
We also assume that B, Bn, and B
∗
n are nontrivial subspaces of F (R
m), F (Ωn), and F (Ω
∗
n),
respectively, n ∈ N. Next, for ϕ ∈ F (Rm) we set ϕn := L(2)n (ϕ) = ϕ
∣∣
Ω∗n ∈ F (Ω∗n) or ϕn :=
l
(2)
n (ϕ) = ϕ |Ωn ∈ F (Ωn). In addition, we assume that ϕ ∈ F (Rm) \ B and ϕ |Ωn ∈ F (Ωn) \ Bn or
ϕn
∣∣
Ω∗n ∈ F (Ω∗n) \B∗n. Note that to the end of the example we use the notation ϕ instead of ϕ |Ωn
or ϕ
∣∣
Ω∗n .
The ”norms” are defined by (5.6) as follows.
‖h‖F (2) := ‖ϕ− h‖F (Rm), h ∈ F (Rm); ‖hn‖F (2)n := ‖ϕ− hn‖F (Ω), hn ∈ F (Ω), (7.25)
where Ω = Ωn or Ω = Ω
∗
n.
Furthermore, for ϕ ∈ F (Rm) we consider the errors of best approximation E(ϕ,B,F (Rm)),
E(ϕ,Bn, F (Ωn)), and E(ϕ,B
∗
n, F (Ω
∗
n)), n ∈ N (see (2.9) or (6.7) for the definition); by the assump-
tions on ϕ and its restriction to Ωn or Ω
∗
n, n ∈ N, all these approximation errors are positive.
Finally, let B′n ⊆ Bn \ {0} be a set from Condition C9) such that the following relation holds:
E(ϕ,Bn, F (Ωn)) = E(ϕ,B
′
n, F (Ωn)).
Below we introduce some conditions on families {B,F (Rm)} , {Bn, F (Ωn)}, and {B∗n, F (Ω∗n)} ,
n ∈ N, that are needed for the validity of relations (5.9) and/or (5.10) in function spaces.
Condition C3.2*). For every f ∈ B \ {0} there exists a sequence f∗n ∈ B∗n, n ∈ N, such that
lim
n→∞
‖f − f∗n‖F (Ω∗n) = 0. (7.26)
Condition C10.2). (Compactness condition) For any sequence {fn}∞n=1 such that fn ∈ B′n, n ∈ N,
there exist a sequence {nk}∞k=1 of natural numbers and an element f ∈ B such that
lim
k→∞
‖fnk − f‖F(Ωnk) = 0. (7.27)
40 MICHAEL I. GANZBURG
Condition C12.2). (Weak compactness condition) For any sequence {fn}∞n=1 such that fn ∈ B′n, n ∈
N, there exists f ∈ B such that for any fixed s ∈ N, there exists a sequence {nk}∞k=1 of natural
numbers (nk = nk(s), k ∈ N) such that
lim
k→∞
‖fnk − f‖F (Ωs) = 0, (7.28)
The following corollary holds true.
Corollary 7.6. (i) If Condition C3.2*) is satisfied, then
lim sup
n→∞
E (ϕ,B∗n, F (Ω
∗
n)) ≤ E (ϕ,B,F (Rm)) . (7.29)
(ii) If Condition C10.2) is satisfied, then
lim inf
n→∞
E (ϕ,Bn, F (Ωn)) ≥ E (ϕ,B,F (Rm)) . (7.30)
(iii) If Condition C12.2) is satisfied, then (7.30) holds true.
(iv) Let Condition C3.2*) and either C10.2) or C12.2) be satisfied. Then
lim sup
n→∞
E (ϕ,B∗n, F (Ω
∗
n)) ≤ E (ϕ,B,F (Rm)) ≤ lim infn→∞ E (ϕ,Bn, F (Ωn)). (7.31)
Proof. Note first that in this proof all elements in discussed Conditions C1) through C13) are
replaced without further notice by the corresponding elements that are used in Conditions C3.2*),
C10.2), C12.2) and relations (7.29), (7.30), (7.31). For example, in Condition C3*) Bn is replaced
by B∗n.
By the assumptions about the functional spaces and operators introduced above, Conditions
C4*), C6), C6b), C11), and C11a) of Section 3.2 are satisfied. Indeed, Conditions C6) and C11)
are satisfied by the direct definitions of the operators whose existence is required in these conditions.
In addition, Conditions C4*), C6b), and C11a) are satisfied by Proposition 6.7. For example, for
every h ∈ F (2) we obtain by (7.25) and by Proposition 6.7 (ii)
lim inf
n→∞
∥∥∥l(2)n (h)∥∥∥
F
(2)
n
= lim inf
n→∞
∥∥∥ϕn − l(2)n (h)∥∥∥
F (Ωn)
= lim inf
n→∞
∥∥∥l(2)n (ϕ− h)∥∥∥
F (Ωn)
= ‖ϕ− h‖F (Rm) = ‖h‖F (2) .
Therefore, Condition C6b) is satisfied. Similarly we can prove that Conditions C4*) and C11a) are
satisfied (see also Remark 5.4).
Next, Conditions C3.2*), C10.2), and C12.2) of this section are equivalent to Conditions C3*),
equation (3.18) of C10), and equation (3.21) of C12) from Section 3.2, respectively. Therefore,
statements (i), (ii), and (iii) of Corollary 7.6 follow immediately from Corollary 5.3, while statement
(iv) is a direct corollary of (i), (ii), and (iii). 
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Remark 7.7. Statements (i) and (ii) of Corollary 7.6 with slightly different conditions were obtained
in [31, Corollary 3.1] for normed spaces and in [32, Sect. 1.4.3] for β2-normed spaces.
Examples. There are numerous publications [7, 8, 10, 11, 13, 74, 1, 66, 29, 30, 31, 32, 34, 36]
about special cases of Corollary 7.6 and their modifications; here, we call them limit theorems of
approximation theory (see also Section 2.3 B). Examples 7.8, 7.9, and 7.10 below discuss relations
(7.31) proved in these papers in various situations.
Example 7.8. (Limit theorems for multivariate periodic approximations). Let F (Rm) = Lp(R
m),
β2 = min{1, p}, and let ϕ ∈ Lp(Rm) ∩ MC,N be a fixed function, 0 < p ≤ ∞. Next, let B =
BV ∩ Lp(Rm), 0 < p ≤ ∞, Ωn = Ω∗n = Qmγ(n), Bn = B∗N = Tn,V ∩ MC9C,N+2
∣∣∣Qm
γ(n)
= Tn,V ∩
MC9C,N+2, n ∈ N. Here, C > 0 and N ≥ 0 are fixed constants; C9 is any constant such that
C9 ≥ C10 > 0, and C9 and C10 are independent of n and ϕ. In addition, a number sequence
{γ(n)}∞n=1 satisfies the conditions
0 < γ(n) ≤ pin, n ∈ N, lim
n→∞
γ(n) =∞, lim
n→∞
(γ(n))2+m/pn−1/(m+2) = 0. (7.32)
Relations (7.31) were proved by the author [31, 32] in the following form:
lim
n→∞
E
(
ϕ,Tn,V ∩MC9C,N+2, Lp
(
Qmγ(n)
))
= E (ϕ,BV ∩ Lp(Rm), Lp(Rm)) . (7.33)
For p ∈ [1,∞] equality (7.33) was proved in [31, Theorem 5.1] in a more general situation; the case
of p ∈ (0, 1) was discussed in [32, Sect. 1.4.4.5]. For m = 1, V = [−σ, σ], and p = ∞, (7.33) was
established by Bernstein [10, Theorem 5].
Condition C3.2*) of approximation of entire functions of exponential type V by multivariate
trigonometric polynomials was verified in [31, Lemma 5.1] (see also [41, Sect. 3]).
In addition, we choose B′n = Bn = Tn,V ∩MC9C,N+2. Since Tn,V ⊆ BV , the compactness property
of ∪∞n=1B′n, stated in C12.2), can be found in [28, Lemma 2] and [41, Lemma 2.3] (a special case is
discussed in [65, Theorem 3.3.6]).
So (7.33) for p ∈ (0,∞] follows from Corollary 7.6 (iv).
Example 7.9. (Limit theorems for multivariate polynomial approximations). Let F (Rm) =
Lp(R
m), β2 = min{1, p}, B = BV ∩ Lp(Rm), 0 < p ≤ ∞, Ωn = nV ∗, Ω∗n = τnV ∗, τ ∈ (0, 1), Bn =
Pn,m |Ωn = Pn,m, B∗n = Pn,m
∣∣
Ω∗n = Pn,m, n ∈ N.
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Relations (7.31) were proved in [29]. The following result is a corollary of (7.31): if ϕ ∈ L∞(Rm),
then
E (ϕ,BV ∩ L∞(Rm), L∞(Rm)) ≤ lim inf
n→∞
E (ϕ,Pn,m, L∞ (nV ∗))
≤ lim sup
n→∞
E (ϕ,Pn,m, L∞ (nV ∗)) ≤ lim
τ→1−
E (ϕ,BτV ∩ L∞(Rm), L∞(Rm)) , (7.34)
and if ϕ ∈ Lp(Rm) ∩ L∞(Rm), p ∈ (0,∞), then
lim
n→∞
E (ϕ,Pn,m, Lp (nV ∗)) = E (ϕ,BV ∩ Lp(Rm), Lp(Rm)) . (7.35)
For p ∈ [1,∞] relations (7.34) and (7.35) were proved in [29, Theorems 5.1 and 5.2]; the case of
p ∈ (0, 1) was discussed in a more general and precise form in [32, Theorem 1.3]. For m = 1, V =
[−σ, σ], and V ∗ = [−1/σ, 1/σ], inequalities (7.34) were established by Bernstein [11, Theorem 6].
Equality (7.35) for m = 1, V = [−σ, σ], V ∗ = [−1/σ, 1/σ], and p ∈ [1,∞) was proved by Raitsin
[66]. More precise relations than (7.34) were proved in [30].
Condition C3.2*) of approximation of entire functions of exponential type V by multivariate
algebraic polynomials was verified in [29, Lemma 4.4] (see also [43, Lemma 2.4]).
In addition, we choose
B′n =
{
fn ∈ Pn,m : ‖fn‖Lp(nV ∗) ≤
(
2β2 + 1
)1/β2 ‖ϕ‖Lp(Rm)
}
, n ∈ N.
Then
E(ϕ,Pn,m, Lp(nV ∗)) = E(ϕ,B′n, Lp(nV ∗)), n ∈ N. (7.36)
Indeed, given ε ∈ (0, ‖ϕ‖Lp(Rm)) and n ∈ N, let fn,ε ∈ Pn,m satisfy the inequalities
‖ϕ‖Lp(Rm) ≥ E (ϕ,Pn,m, Lp (nV ∗)) > ‖ϕ− fn,ε‖Lp(nV ∗) − ε.
Then using the β2-triangle inequality, we see that fn,ε ∈ B′n, and, in addition,
E (ϕ,Pn,m, Lp (nV ∗)) = inf
ε∈(0,‖ϕ‖Lp(Rm))
‖ϕ− fn,ε‖Lp(nV ∗) ≥ E
(
ϕ,B′n, Lp (nV
∗)
)
.
Therefore, (7.36) holds true.
The compactness property of ∪∞n=1B′n, stated in C12.2), was verified by Bernstein [11] for m = 1
and by the author [43, Lemma 2.2] for m > 1.
So (7.31) for p ∈ (0,∞] follows from Corollary 7.6 (iv).
Example 7.10. (Limit theorems for univariate polynomial approximations with exponential
weight). Let Q : R1 → [0,∞) be an even differentiable convex function and let β2-norms ‖ ·
‖Lp(Wp,R1), p ∈ (0,∞], β2 = min{1, p}, be defined by (6.4) and (6.5).
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In addition, let an = an(Q) be the nth Mhaskar-Rakhmanov-Saff number defined as the positive
root of the equation
n =
2
pi
∫ 1
0
anxQ
′(anx)√
1− x2 dx
and let
bn = bn(Q) :=
2
pi
∫ 1
0
Q′(anx)
√
1− x2
x
dx+ n/an.
Next, let F
(2)
∗ = Lp(R
1), B = B[−σ,σ] ∩ Lp(R1), F (2)∗n = Lp
(
Wp((σ/bn)·),R1
)
, σ > 0, Ωn = Ω
∗
n =
R
1, Bn = Pn,1, B∗n = P⌊n/τ⌋,1, τ ∈ (0, 1), n ∈ N, p ∈ (0,∞].
Relations like (7.31) were proved in [36]. The following result is a corollary of these relations:
let Wp satisfy some additional conditions (see [36, Definition 1.4.6]); if ϕ ∈ L∞(R1), then
E
(
ϕ,B[−σ,σ] ∩ L∞(R1), L∞(R1)
)
≤ lim inf
n→∞
E
(
ϕ((bn/σ)·),Pn,1, L∞
(
W∞,R
1
))
≤ lim sup
n→∞
E
(
ϕ((bn/σ)·),Pn,1, L∞
(
W∞,R
1
))
≤ lim
τ→1−
E
(
ϕ,B[−τσ,τσ] ∩ L∞(R1), L∞(R1)
)
, (7.37)
and if ϕ ∈ Lp(R1), p ∈ (0,∞), then
lim
n→∞
(bn/σ)
1/pE
(
ϕ((bn/σ)·),Pn,1, Lp
(
Wp,R
1
))
= E
(
ϕ,B[−σ,σ] ∩ Lp(R1), Lp(R1)
)
. (7.38)
For p ∈ (0,∞) equality (7.38) was proved in [36, Theorem 2.1.2], while a stronger version of
relations (7.37) for p = ∞ was established in [36, Theorem 2.1.1]. For the Hermite weight similar
results were obtained in [34].
Condition C3.2*) of polynomial approximation with exponential weights of entire functions of
exponential type follows from [36, Theorem 2.2.1]. The sets B′n, n ∈ N, can be chosen like in
Example 7.9. The compactness property of ∪∞n=1B′n, stated in C12.2), is based on [36, Theorem
2.3.2] and verified in [36, Sect. 7.1].
So (7.31) for p ∈ (0,∞] follows from Corollary 7.6 (iv).
Remark 7.11. Special cases of relations (7.31) that are discussed in Examples 7.8, 7.9, and 7.10 and
published in [11, 66, 29, 32, 36] follow from statement (iv) of Corollary 7.6. In other words, the
relations presented in the aforementioned publications can be proved by verifying the validity of
the corresponding conditions C3.2*) or/and C12.2). Despite the fact that these conditions were not
formulated explicitly in these papers, the proofs of special cases of (7.31) were actually based on the
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verification of these conditions. This observation was the major motivation for general approach
developed in [31, 32].
7.3. Approximation on Classes of Elements (Problem C). Here, we discuss a special case
of Corollary 5.5 and two examples.
General result. We assume that all assumptions of Section 5.3 are held in the following special
cases. First, we assume that F
(1)
∗ = F (R
m) = F (Rm, µ) is a β1-normed functional space with the
monotone and ω-continuous β1-norm (see Definitions 6.1 and 6.2), β1 ∈ (0, 1], and F (1)∗n = F (Ωn)
or F
(1)
∗n = F (Ω
∗
n), n ∈ N. Next, we define the restriction operators L(1)n = R(Rm,Ω∗n), l(1)n =
R(Rm,Ωn), n ∈ N, and
l(1)n,s =

 R(Ωn,Ωs), n ≥ s,R(Ωs,Ωn), n < s, n ∈ N, s ∈ N.
We also assume that B, Bn, and B
∗
n are nontrivial subspaces of F (R
m), F (Ωn), and F (Ω
∗
n),
respectively, n ∈ N. In addition, let G be a subspace of F (Rm), Gn be a subspace of F (Ωn), and
G∗n be a subspace of F (Ω
∗
n), n ∈ N. Next, for f ∈ B, fn ∈ Bn, and f∗n ∈ B∗n we consider the errors
of best approximation E(f,G, F (Rm)), E(fn, Gn, F (Ωn)), and E(f
∗
n, G
∗
n, F (Ω
∗
n)), n ∈ N (see (2.9)
or (6.7) for the definition). Note that each of these errors of best approximation are β1-seminorms
on the corresponding spaces.
The ”norms” are defined by (5.15) and (5.16) as follows.
‖h‖F (1) = E(h,G, F (Rm)), h ∈ F (Rm), ‖hn‖F (1)n = E(hn, G˜, F (Ω)), hn ∈ F (Ω), (7.39)
where Ω = Ωn or Ω = Ω
∗
n and G˜ = Gn or G˜ = G
∗
n, n ∈ N. Note that G˜ in (7.39) can depend on hn.
Finally, let B′n ⊆ Bn \ {0} be a set from Condition C8) such that the following relation holds:
sup
fn∈Bn
E(fn, Gn, F (Ωn)) = sup
fn∈B′n
E(fn, Gn, F (Ωn)).
Below we introduce some conditions on families {B,F (Rm)} , {Bn, F (Ωn)}, and {B∗n, F (Ω∗n)} ,
n ∈ N, that are needed for the validity of relations (5.20) and/or (5.21) in function spaces.
Condition C3.3). For every f ∈ B \ {0} there exists a sequence f∗n ∈ B∗n, n ∈ N, such that
lim
n→∞
‖f − f∗n‖F (Ω∗n) = 0. (7.40)
Condition C4.3). For every h ∈ B,
lim inf
n→∞
E
(
h
∣∣
Ω∗n , G
∗
n, F (Ω
∗
n)
)
= lim inf
n→∞
E (h,G∗n, F (Ω
∗
n)) ≥ E(h,G, F (Rm)) . (7.41)
SHARP CONSTANTS OF APPROXIMATION THEORY 45
Condition C6.3*a). For every h ∈ F (Rm),
lim sup
n→∞
E (h |Ωn , Gn, F (Ωn)) = lim sup
n→∞
E (h,Gn, F (Ωn)) ≤ E(h,G, F (Rm)) . (7.42)
Remark 7.12. Condition C4.3) can be verified by using statements (ii) or (iii) of Corollary 7.6,
while Condition C6.3*a) can be verified by using statement (i) of Corollary 7.6.
Condition C10.3*a). (Compactness condition) For any sequence {fn}∞n=1 such that fn ∈ B′n, n ∈ N,
there exist a sequence {nk}∞k=1 of natural numbers and an element f ∈ B such that
lim
k→∞
‖fnk − f‖F(Ωnk) = 0. (7.43)
The following corollary holds true.
Corollary 7.13. (i) If Conditions C3.3) and C4.3) are satisfied, then
lim inf
n→∞
sup
fn∈B∗n
E (fn, G
∗
n, F (Ω
∗
n)) ≥ sup
f∈B
E (f,B, F (Rm)) . (7.44)
(ii) Let supfn∈Bn E (fn, Gn, F (Ωn)) be a finite number for every n ∈ N. If Conditions C6.3*a) and
C10.3*a) are satisfied, then
lim sup
n→∞
sup
fn∈Bn
E (fn, Gn, F (Ωn)) ≤ sup
f∈B
E (f,B, F (Rm)) . (7.45)
(iii) Let supfn∈Bn E (fn, Gn, F (Ωn)) be a finite number for every n ∈ N. If Conditions C3.3), C4.3),
C6.3*a), and C10.3*a) are satisfied, then
lim inf
n→∞
sup
fn∈B∗n
E (fn, G
∗
n, F (Ω
∗
n)) ≥ sup
f∈B
E (f,B, F (Rm)) ≥ lim sup
n→∞
sup
fn∈Bn
E (fn, Gn, F (Ωn)) . (7.46)
Proof. Note first that in this proof all elements in discussed Conditions C1) through C13) and
C10*a) are replaced without further notice by the corresponding elements that are used in Condi-
tions C3.3), C4.3), C6.3a), C10.3*a) and relations (7.44), (7.45), (7.46). For example, in Condition
C3) Bn is replaced by B
∗
n.
Next, Conditions C6) and C11) of Section 3.2 are satisfied by the direct definitions of the opera-
tors whose existence is required in these conditions. Further, Conditions C3.3), C4.3), C6.3*a), and
C10.3*a) of this section are equivalent to Conditions C3), C4), C6*a) and C10*a) of Section 3.2,
respectively. Therefore, statements (i) and (ii) of Corollary 7.13 follow immediately from Corollary
5.5, while statement (iii) is a direct corollary of (i) and (ii). 
Remark 7.14. Statements (i) and (ii) of Corollary 7.13 with slightly different conditions were ob-
tained in [31, Corollary 3.1] for normed spaces and in [32, Sect. 1.4.3] for β1-normed spaces.
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Examples. There is a number of publications [9, 12, 74, 31, 32, 35] about special cases of Corollary
7.6 and their modifications; here, we call them relations between constants of approximation theory
(see also Section 2.3 C). Examples 7.15 and 7.16 below discuss relations like (7.44) proved in these
papers in various situations.
Example 7.15. (Periodic approximation on Hω(R
m) ∩ L˜∞,n,m)). Let F (Rm) = L∞(Rm), β1 =
1, B = Hω,0(R
m) ∩ L∞(Rm), B∗n = Hω,0(Rm) ∩ L˜∞,2pin,m, G = BV ∩ L∞(Rm), G∗n = Tn,V ∩
MC9ω(2),3, Ω
∗
n = Q
m
pin/2, n ∈ N.
Let us chooseM =M(n) = pin/2, n ∈ N, and let f ∈ Hω,0(Rm)∩L∞(Rm). Then by Lemma 6.6,
there exists a function f∗n = f˜ : R
m → Rm such that f∗n = f onQmpin/2 and f∗n ∈ Hω,0(Rm)∩L˜∞,2pin,m.
Since f − f∗n = 0 on Qmpin/2, Condition C3.3) is satisfied.
Next, Condition C4.3) is satisfied as well. Indeed, let a number sequence {γ(n)}∞n=1 satisfy (7.32).
Then for all large enough n, γ(n) ≤ pin/2, since by (7.32), γ(n) = o(n) as n→∞. In addition, for
any h ∈ Hω,0(Rm)∩L∞(Rm), we have h ∈Mω(2),1 ∩L∞(Rm), by (6.6). Then using relation (7.33)
for p =∞, C = ω(2), and N = 1, we obtain
lim inf
n→∞
E
(
h,Tn,V ∩MC9ω(2),3, L∞
(
Qmpin/2)
))
≥ lim
n→∞
E
(
h,Tn,V ∩MC9ω(2),3, L∞
(
Qmγ(n))
))
= E (h,BV ∩ L∞(Rm), L∞(Rm)) , h ∈ Hω,0(Rm) ∩ L∞(Rm).
Thus Condition C4.3) is satisfied. We recall that C9 is the same constant as in Example 7.8, i.e.,
C9 is any constant such that C9 ≥ C10 > 0, and C9 and C10 are independent of n and h.
Therefore using Corollary 7.13 (i), we obtain
lim inf
n→∞
sup
fn∈Hω,0(Rm)∩L˜∞,2pin,m
E
(
fn,Tn,V ∩MC9ω(2),3, L∞ (Qmpin)
)
≥ sup
fn∈Hω,0(Rm)∩L˜∞,2pin,m
E
(
fn,Tn,V ∩MC9ω(2),3, L∞
(
Qmpin/2
))
≥ sup
f∈Hω,0(Rm)∩L∞(Rm)
E (f,BV ∩ L∞(Rm), L∞ (Rm)) . (7.47)
Furthermore, we prove that for any fn ∈ Hω,0(Rm) ∩ L˜∞,2pin,m, n ∈ N, and for large enough
C9 ≥ C10, the following equality holds true:
E
(
fn,Tn,V ∩MC9ω(2),3, L∞ (Qmpin)
)
= E (fn,Tn,V , L∞ (Qmpin)) . (7.48)
Indeed, let us set
Tn,V,1 :=
{
gn ∈ Tn,V : E (fn,Tn,V , L∞ (Qmpin)) ≥ ‖fn − gn‖L∞(Qmpin) − 1
}
.
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If gn ∈ Tn,V,1, then by (6.6),
|gn(x)| ≤ E (fn,Tn,V , L∞ (Qmpin)) + 1 + |fn(x)|
≤ E (fn,Tn,V , L∞ (Qmpin)) + 1 + ω(2)(1 + |x|), x ∈ Rm. (7.49)
Since by Jackson’s theorem (see [65, Theorem 5.3.2]),
sup
n∈N
sup
fn∈Hω,0(Rm)∩L˜∞,2pin,m
E (fn,Tn,V , L∞ (Qmpin))
= sup
n∈N
sup
fn∈Hω,0(Rm)∩L˜∞,2pin,m
E (fn(n·),TnV , L∞ (Qmpi )) <∞, (7.50)
we see from (7.49) and (7.50) that Tn,V,1 ⊆MC11,1, where C11 is independent of n.
Then setting C9 = max{C10, C11/ω(2)}, we obtain
E
(
fn,Tn,V ∩MC9ω(2),3, L∞ (Qmpin)
) ≤ E (fn,Tn,V ∩MC11,1, L∞ (Qmpin))
≤ E (fn,Tn,V,1, L∞ (Qmpin)) = E (fn,Tn,V , L∞ (Qmpin)) . (7.51)
Thus (7.48) follows from (7.51).
Finally combining (7.47) and (7.48), we obtain
lim inf
n→∞
sup
fn∈Hω(Rm)∩L˜∞,2pin,m
E (fn,Tn,V , L∞ (Qmpin))
= lim inf
n→∞
sup
fn∈Hω,0(Rm)∩L˜∞,2pin,m
E (fn,Tn,V , L∞ (Qmpin))
≥ sup
f∈Hω,0(Rm)∩L∞(Rm)
E (f,BV ∩ L∞(Rm), L∞ (Rm))
= sup
f∈Hω(Rm)∩L∞(Rm)
E (f,BV ∩ L∞(Rm), L∞ (Rm)) . (7.52)
Next, by Lemma 6.5, for any fn ∈ Hω(Rm) ∩ L˜∞,2pin,m,
E (fn,Tn,V , L∞ (Qmpin)) = E (fn, BV ∩ L∞(Rm), L∞ (Rm)) , n ∈ N. (7.53)
Taking into account a trivial inclusion Hω(R
m) ∩ L˜∞,2pin,m ⊆ Hω(Rm) ∩ L∞(Rm), we obtain from
(7.53)
lim sup
n→∞
sup
fn∈Hω(Rm)∩L˜∞,2pin,m
E (fn,Tn,V , L∞ (Qmpin))
≤ sup
f∈Hω(Rm)∩L∞(Rm)
E (f,BV ∩ L∞(Rm), L∞ (Rm)) . (7.54)
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Combining (7.52) and (7.54), we arrive at
lim
n→∞
sup
fn∈Hω(Rm)∩L˜∞,2pin,m
E (fn,Tn,V , L∞ (Qmpin))
= sup
f∈Hω(Rm)∩L∞(Rm)
E (f,BV ∩ L∞(Rm), L∞ (Rm)) . (7.55)
The corresponding values of the sharp constants in (7.55) were found only for m = 1 and for a
concave modulus of continuity ω (see [52, 26]). For the Ho¨lder class Hλ(Rm) = Hω(R
m) with
ω(τ) = τλ, τ ∈ (0,∞), 0 < λ ≤ 1, (7.55) immediately implies the relation
lim
n→∞
nλ sup
f∈Hλ(Rm)∩L˜∞,2pi,m
E (f,TnV , L∞ (Qmpi ))
= sup
f∈Hλ(Rm)∩L∞(Rm)
E (f,BV ∩ L∞(Rm), L∞ (Rm)) .
A more precise result with Hλ(Rm) ∩L∞(Rm) replaced by Hλ(Rm) was obtained in [31, Theorem
5.2]. The corresponding univariate result was proved by Bernstein [9]. Bernstein [12] attempted to
extend this result to the class W sHλ(R1) but his proof was incomplete (see also Example 7.16).
Example 7.16. (Periodic approximation on W sHω(R
1)).
The author [35, Theorem 1] solved a relatively long-standing problem of finding the exact value
of supf∈W sHω(R1)E(f,B[−σ,σ], L∞(R
1)), s ∈ Z1+, where ω is a concave modulus of continuity. The
proof is based on a solution of the corresponding periodic problem (see Korneichuk [51], [52, Theo-
rem 7.2.2]) and on a limit relation between periodic and nonperiodic approximations like (7.47) (see
[35, Theorem 2]). Note that for s = 0 the problem was solved by Dzyadyk [26]. More references
can be found in [35].
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