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6Resumen
En este trabajo se hace un estudio de Geometr´ıa no-Euclidiana dos dimensio-
nal, en particular del Plano Hiperbo´lico H2 y sus distintas representaciones. Para
comenzar, se define H2 mediante el modelo del Plano de Poincare´ (o tambie´n lla-
mado Semi-plano Superior). A partir de dicho modelo se hace el ca´lculo de sus
geode´sicas y consecuentemente se analizan los postulados de Euclides para este ti-
po de geometr´ıa, mostrando as´ı que el quinto de estos postulados (de las paralelas)
no se cumple para H2. Adema´s, se enuncia otras tres definiciones para el Plano
Hiperbo´lico y se demuestra que e´stos son isome´tricamente equivalentes entre s´ı,
usando como base el modelo del Plano de Poincare´. Finalmente, se hace referencia
a aplicaciones pra´cticas de H2, como son las teselaciones y las Figuras de Escher.
Palabras clave: Plano Hiperbo´lico, postulados de Euclides, Plano de Poincare´,
geode´sicas, paralelas, isometr´ıa, teselaciones.
7Abstract
In this work it is made an study of two dimensional Non-Euclidean Geometry,
in particular of the Hyperbolic Plane H2 and its representations. First, it is defi-
ned H2 through the model of Poincare´’s Plane (also called Superior Semi-plane).
From this model it is made the calculation of its geodesics and then we discuss the
Euclid’s postulates for this type of geometry, showing that the fifth of such postu-
lates (parallel postulate) is not true for H2. Furthermore, we enunciate other three
definitions for the Hyperbolic Plane and it is proven that these models are isome-
trically equivalent to each other, using as a reference the Poincare´’s Plane model.
Finally, a discussion about practical applications of H2 is made, like tessellations
and Escher’s Figures.
Keywords : Hyperbolic Plane, Euclid’s postulates, Poincare´’s Plane, geodesics,
parallels, isometry, tessellations.
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Introduccio´n
Histo´ricamente, la geometr´ıa era una coleccio´n de bocetos construidos con
l´ıneas rectas y c´ırculos. Por lo que, en el an˜o 300 AC, Euclides escribe 5 principios
ba´sicos para describir la geometr´ıa plana (en 2 dimensiones), estas afirmaciones
se las conoce como los Postulados o Axiomas de Euclides. Los mismos que son
recordados de la siguiente manera [26]:
1◦ Por dos puntos cualesquiera en el plano, se puede unir una y so´lo una recta
que pase por ambos puntos.
2◦ Dados un punto y una distancia fijos, se puede trazar un u´nico c´ırculo cen-
trado en ese punto y con radio igual a la distancia dada.
3◦ Un segmento de recta se puede extender indefinidamente en una recta.
4◦ Todos los a´ngulos rectos son iguales.
5◦ Considerando una recta L1 y un punto p fuera de esta recta, existe una u´nica
recta L2 que pasa por el punto p y nunca se interseca con L1.
De todos estos axiomas, el quinto es el ma´s famoso y se lo conoce tambie´n como
postulado de las paralelas. En principio, muchos matema´ticos intentaron probar
dicho postulado a partir de los otros 4, pero no tuvieron e´xito. Hoy por hoy, se
conoce que el quinto axioma no se puede probar desde los anteriores. As´ı que,
gracias a estos intentos fallidos, en el siglo XIX se descubrio´ una nueva geometr´ıa
que no cumple con el postulado de las paralelas de Euclides. Esta nueva descripcio´n
matema´tica fue llamada Geometr´ıa no-Euclidiana. La misma que, de manera ma´s
general, se enfoca en el estudio de espacios que no cumplen con el postulado de
paralelismo.
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Es entonces que, Nikola´i Iva´novich Lobachevski (1793-1856), quien partiendo
de los cuatro primeros y de un nuevo quinto postulado: por un punto exterior
a una recta se puede trazar al menos dos rectas paralelas a ella, formulo´
una nueva Geometr´ıa que llamo´ Geometr´ıa Imaginaria, la misma que hoy en d´ıa
se conoce como Geometr´ıa Hiperbo´lica.
En cuanto a Geometr´ıa Hiperbo´lica en 2 dimensiones, denominada Plano Hi-
perbo´lico o H2 y que se utilizara´ principalmente en este escrito, tambie´n cabe
destacar al france´s Jules Henri Poincare´ (1854-1912), quien fue un gran genio ma-
tema´tico y f´ısico; ya que, describio´ dos modelos de este espacio. Uno de ellos ocupa
el interior de un disco unitario y otro el semiplano superior [17]. Fue as´ı como se
iniciaron los estudios de la Geometr´ıa Hiperbo´lica. Por lo cual, en este escrito se
analizara´n algunas de las propiedades de H2, al igual que la equivalencia de algunas
de sus representaciones y aplicaciones.
Resumen de Contenidos
Este escrito esta´ organizado como se indica a continuacio´n. En el Cap´ıtulo 1,
y como complemento a esta introduccio´n, se muestran los principales conceptos a
usarse en este escrito, la me´trica, las geode´sicas, el espacio hiperbo´lico, por ejemplo.
As´ı como, notacio´n a implementarse y algunos resultados algebraicos importantes.
Adema´s, se usa el ca´lculo variacional para obtener las ecuaciones de Euler-Lagrange
y poder deducir las geode´sicas del plano de Poincare´ mediante su resolucio´n en
la seccio´n 2.1; asimismo se hace el mismo ca´lculo con la definicio´n dada en la
seccio´n 1.3.3, mostrando que ambos me´todos son equivalentes. En el Cap´ıtulo 2,
se hace un ana´lisis de los postulados de la geometr´ıa hiperbo´lica en dos dimensiones
(H2), en contraste con los del plano Euclidiano R2 comprobando si realmente se
cumplen los 4 primeros y co´mo se puede modificar el quinto (de paralelismo),
e´sto se demuestra mediante el Lema 2.6.1 en la seccio´n 2.6. En el Cap´ıtulo 3, se
enuncian los diferentes modelos que describen el plano hiperbo´lico y se prueba su
equivalencia, encontrando las respetivas isometr´ıas entre los mismos en la seccio´n
3.1; as´ı tambie´n, se indica co´mo son las geode´sicas en cada uno de dichos modelos,
tomando como referencia a las encontradas en el Cap´ıtulo 2.1, en la seccio´n 3.2.
Finalmente, en el Cap´ıtulo 4, se presentan teselaciones como aplicaciones del plano
hiperbo´lico, ma´s espec´ıficamente con el modelo del disco de Poincare´ D. En esta
seccio´n tambie´n se realiza una teselacio´n con tria´ngulos hiperbo´licos iso´celes y se
muestran varios ejemplos similares, haciendo referencias a las obras de arte de
M.C. Escher.
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Cap´ıtulo 1
Fundamentos Teo´ricos
Para que este trabajo sea lo ma´s autocontenido posible en este cap´ıtulo se men-
cionan algunos de los resultados principales y necesarios en Geometr´ıa Diferencial,
en particular para superficies.
1.1. Superficies Diferenciables
As´ı como en la Geometr´ıa Euclidiana, que es la ma´s comu´n en el uso cotidiano,
existe el concepto de cercan´ıa, e´sta puede extenderse para entender otros objetos
geome´tricos o espacios, denominados Variedades Topolo´gicas, en los que para poder
trabajar con cada punto en este espacio se debe hacer un estudio local usando
mapas coordenados. Como esta tesis esta´ enfocada en superficies, las definiciones
estara´n restringidas al caso 2 dimensional, esto es superficies topolo´gicas 1.
Definicio´n 1.1.1. [9] Dado un espacio topolo´gico S, una carta local o mapa
coordenado de dos coordenadas es un par (U, ψ = {x1, x2}) donde U es un con-
junto abierto de R2 y ψ : U → S, tal que:
1. ψ es diferenciable.
2. ψ : U −→ ψ(U) ⊆ S es un homeomorfismo.
1Para conocer la definicio´n formal de superficies topolo´gicas ve´ase Do Carmo,Riemannian
Geometry [10].
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3. dψ(x1,x2) es uno a uno, ∀(x1, x2) ∈ U .
Si a un espacio topolo´gico se le puede asociar de forma local a un punto p ∈ S
una carta de dos coordenadas con las tres condiciones indicadas, entonces se dice
que es una superficie localmente diferenciable en el punto p.
Si se define a un punto p ∈ S como p = ψ(x1p, x2p) entonces se dice que (x1p, x2p)
son las coordenadas locales de p asociadas con ψ.
La condicio´n 3 indica que los dos vectores columna 2 de dψ(x1p,x2p) =
(
∂ψ
∂x1
∣∣∣
p
, ∂ψ
∂x2
∣∣∣
p
)
=(
∂ψ
∂x1p
, ∂ψ
∂x2p
)
son linealmente independientes para cada punto p ∈ S, donde (x1, x2)
son las variables de ψ [9].
Definicio´n 1.1.2. El espacio generado por los vectores
(
∂ψ
∂x1p
, ∂ψ
∂x2p
)
se denomina
plano tangente a S en el punto p y se escribe TpS como se muestra en la Figura
1.1.
Figura 1.1: Mapa Coordenado (U, ψ) para la superficie S y el plano tangente TpS
para p ∈ ψ(U).
Definicio´n 1.1.3. Un atlas diferenciable de dos dimensiones, A, para un es-
pacio topolo´gico S es una familia de cartas locales de dos coordenadas {(Uα, ψα)}α∈Λ
tal que:
2Se denominan vectores columna porque, ∂ψ∂xi
∣∣∣
p
=
(
∂ψ1
∂xi
∂ψ2
∂xi
)
, donde ψ1 y ψ2 son las funciones
coordenadas de ψ (es decir ψ = (ψ1, ψ2)) y las derivadas parciales esta´n evaluadas en el punto p.
Por otra parte, la expresio´n
(
∂ψ
∂x1p
, ∂ψ∂x2p
)
se la implementa con el afa´n de simplificar la notacio´n
correcta, que es
(
∂ψ
∂x1
∣∣∣
p
, ∂ψ∂x2
∣∣∣
p
)
.
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1. Cubren el espacio topolo´gico por completo,
⋃
α
Uα = S, α ∈ Λ.
2. Si las ima´genes de dos cartas (Uα, ψα) y (Uβ, ψβ) se sobreponen: M ∩N 6= ∅,
donde ψα(Uα) = M y ψβ(Uβ) = N , entonces ambas cartas son compatibles
entre s´ı, es decir, la funcio´n ψ−1α ◦ ψβ : ψ−1β (M ∩ N) → ψ−1α (M ∩ N) es
diferenciable entre conjuntos abiertos en R2.
Para visualizar la condicion de compatibilidad, la Figura 1.2 hace referencia a
este hecho.
Figura 1.2: Mapas Coordenados (Uα, ψα) y (Uβ, ψβ) compatibles entre s´ı.
Definicio´n 1.1.4. Una Superficie (Diferenciable) S es un espacio topolo´gico
provisto de un atlas A de dos dimensiones que, adema´s de cumplir con las con-
diciones del mismo, satisface que para puntos cualesquiera p 6= q en S, existen
conjuntos abiertos de S disjuntos, U y V , tales que p ∈ U y q ∈ V .
Las superficies (diferenciables) tambie´n son conocidas como variedades (dife-
renciables) de dimensio´n 2. Para entender el concepto de variedad de mejor ma-
nera, consulte la referencia [25]. En este escrito, la definicio´n previa es suficiente.
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Definicio´n 1.1.5. Sea f : S1 −→ S2 una aplicacio´n entre superficies, p ∈ S1 y
f(p) ∈ S2. (U, ψ1) y (V, ψ2) son cartas locales de p y f(p), respectivamente. Se dice
que f es diferenciable en p ∈ S1 si la funcio´n ψ−12 ◦ f ◦ψ1 : U −→ V es diferen-
ciable en ψ−12 (f(p)) para todas las cartas (U, ψ1) y (V, ψ2). f es diferenciable si
es diferenciable ∀p ∈ S1.
Figura 1.3: Visualizacio´n de la diferenciabilidad de f entre dos superficies diferen-
ciables.
Definicio´n 1.1.6. Un difeomorfismo entre dos superficies, S1 y S2, es una fun-
cio´n bijectiva f : S1 −→ S2 tal que f y su inversa f−1 : S2 −→ S1 son diferencia-
bles.
1.1.1. Curvas Parame´tricas
En ocasiones, para facilitar el estudio de las curvas, es necesario conocer su
longitud (ve´ase subseccio´n 1.3.2). Es as´ı que, intuitivamente, a una curva se la
puede ver como una ‘copia continua’ de un intervalo; por lo que ser´ıa lo ma´s lo´gico
definir a una curva como la imagen de una funcio´n continua f : I ⊆ R → S.
Sin embargo, esta definicio´n es muy general para usos pra´cticos; la imagen de un
intervalo cerrado puede ser un cuadrado en R2. Para mayor informacio´n, consulte
James Munkres, Topology. MIT. (2000) p. 85. Por lo tanto, se imponen condiciones
adicionales para la funcio´n f . Las definiciones siguientes son tomadas de Baxandall
& Liebeck, Vector Calculus, pp. 45-46 y Walter Rudin, Principles of Mathematical
Analysis, p. 136. [2] y [24], respectivamente:
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Definicio´n 1.1.7. Una funcio´n f : I ⊆ R → S se dice que es continuamente
diferenciable o funcio´n C1 si f es diferenciable y su primera derivada, f ′, es
continua; en general, una funcio´n Ck es aquella cuya (k−1)-e´sima derivada existe,
es diferenciable y f (k) es continua.
Debido a que f es una funcio´n en S, es importante notar que la diferenciabilidad
de f (es decir la existencia de f ′) tiene sentido siempre y cuando la funcio´n ψ−1 ◦f
sea diferenciable en U ⊂ R2.
Definicio´n 1.1.8. Una funcio´n Ck, α : I ⊆ R→ S, donde I es un intervalo tal que
α(I) = M y M es un subconjunto de S se la denomina curva (Ck-diferenciable)
en I. La funcio´n α es tambie´n denominada una parametrizacio´n (Ck) de M .
Figura 1.4: Parametrizacio´n de M por medio de α.
Por ejemplo, la funcio´n α : [0, 2pi) ⊆ R→ R2 definida por α(t) = (cos(t), sin(t))
es una parametrizacio´n Ck, para todo k ∈ N, de la circunferencia unitaria mostrada
en la Figura 1.5. Se dice que α es C∞ o infinitamente diferenciable.
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Figura 1.5: Parametrizacio´n de la circunferencia de radio 1.
1.2. Ca´lculo Tensorial
Para caracterizar una superficie diferenciable, se deben introducir los conceptos
de distancia entre dos puntos, el a´ngulo entre dos vectores e incluso el volumen de
una regio´n. Sin embargo, e´stos se obtienen de manera diferente al caso Euclidiano.
Es as´ı que en esta seccio´n se introducira´ la notacio´n y definicio´n de tensores para
entender la me´trica de una superficie diferenciable, la cual nos permite realizar
ca´lculos como los mencionados previamente y obtener una forma de medir sobre
e´sta.
Definicio´n 1.2.1. [5] Se dice que f : V1×V2×. . .×Vk → W , donde V1, V2, ..., Vk, W
son espacios vectoriales, es una aplicacio´n multilineal si para todo 1 ≤ i ≤ k :
1. f(~v1, ..., λ~vi, ..., ~vk) = λf(~v1, ..., ~vi, ..., ~vk), donde λ ∈ R.
2. f(~v1, ..., ~vi + ~vi
′, ..., ~vk) = f(~v1, ..., ~vi, ..., ~vk) + f(~v1, ..., ~vi
′, ..., ~vk).
Generalmente, las variables de una aplicacio´n lineal pertenecen a un mismo
espacio vectorial, por lo que V1 = V2 = ... = Vk = V . Considerando el caso
particular en el que W = R, se tiene la siguiente definicio´n:
Definicio´n 1.2.2. Se denomina tensor k veces covariante (k-covariante) a
cualquier aplicacio´n multilineal de la forma T : V × V × . . .× V︸ ︷︷ ︸
k veces
→ R.
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A partir de ahora y por mayor facilidad, se usara´ V k para representar la ex-
presio´n V × V × . . .× V︸ ︷︷ ︸
k veces
.
Definicio´n 1.2.3. Sea T y T ′ dos tensores r y r′ veces covariante respectivamente.
Se define el producto tensorial de T por T ′ como:
T ⊗ T ′ : V r+r′ −→ R
(u1, ..., ur+r′) 7−→ T ⊗ T ′(u1, ..., ur+r′)
siendo
T ⊗ T ′(u1, ..., ur+r′) := T (u1, ..., ur) · T ′(ur+1, ..., ur+r′).
En particular, los tensores pueden actuar en una base determinada del espacio
vectorial V (que se considerara´ de dimensio´n 2, ya que a lo largo de este trabajo
se trabajara´ exclusivamente con esta dimensio´n.). Entonces, sea B =
{
~b1, ~b2
}
una base de V y B∗ = {φ1, φ2} su base dual correspondiente (base 3 del espacio
dual V ∗), una base para un tensor 2 veces covariante se puede escribir como el
conjunto {φi ⊗ φj : i, j ∈ {1, 2}} [25]. Es decir que si T es un tensor 2 veces
covariante, puede escribirse como una combinacio´n lineal de los elementos de la
base {φi ⊗ φj : i, j ∈ {1, 2}}. Como consecuencia, se puede enunciar el siguiente
lema:
Lema 1.2.1. Si T =
∑2
i,j=1 tijφ
i ⊗ φj es un tensor 2-covariante, entonces tkl =
T (bk, bl), ∀k, l ∈ 1, 2.
Demostracio´n:
T (bk, bl) =
2∑
i,j=1
tij
(
φi ⊗ φj) (~bk, ~bl) = 2∑
i,j=1
tijφ
i(~bk) · φj(~bl) =
2∑
i,j=1
tijδ
i
kδ
j
l = tkl.
3[25]El espacio dual a V es un espacio conformado por todas las transformaciones lineales
de V a R. Es decir: V ∗ = {φ | φ : V → R} y φ es lineal. Si B =
{
~b1, ..., ~bn
}
es una base para
el espacio vectorial V , entonces la base dual de B o base de V ∗, B∗ =
{
φ1, ..., φn
}
, esta´
conformada por funciones lineales φi : V → R que verifican:
φi(~bj) = δij =
 1, i = j
0, i 6= j
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Los elementos tij ∈ R del tensor T con respecto a la base B se pueden escribir
de forma matricial:
MB(T ) = (tij)i,j∈{1,2} =
(
T (~b1, ~b1) T (~b1, ~b2)
T (~b2, ~b1) T (~b2, ~b2)
)
=
(
t11 t12
t21 t22
)
donde MB(T ) es la matriz asociada al tensor T con respecto a la base B del espacio
vectorial V .
Este estudio requiere el uso de tensores en el espacio vectorial tangente a cada
punto de una superficie diferenciable S (ve´ase definicio´n 1.1.2 donde se define el es-
pacio tangente de una superficie). Entonces, sea (U, ψ = {x1, x2}) un mapa coorde-
nado de un punto p ∈ ψ(U) en la superficie S. Se toma V = TpS. Usando las coor-
denadas {x1, x2} se pueden construir las bases coordenadas Bp =
{
∂
∂x1
∣∣
p
, ∂
∂x2
∣∣
p
}
y B∗p =
{
dx1p, dx
2
p
}
.
Por lo que, cada vector ~vp en el espacio tangente a la superficie TpS se puede
escribir como ~vp =
∑2
i=1 vi
∂
∂xip
.
Consecuentemente, si Tp es un tensor r veces covariante en un punto p sobre
el espacio vectorial TpS, existen nu´meros reales ti1...ir tales que
Tp =
2∑
i1,...,ir=1
ti1...irdx
i1
p ⊗ · · · ⊗ dxirp
donde ti1...ir = Tp
(
∂
∂xi1
∣∣
p
, · · · , ∂
∂xir
∣∣
p
)
.
Para generalizar el concepto de tensores sobre superficies, se define:
Definicio´n 1.2.4. Un campo tensorial T r-covariante sobre una superficie S
es una asignacio´n diferenciable de un tensor Tp r-covariante sobre sobre el espacio
vectorial tangente TpS a cada punto p ∈ S.
La 1−forma diferencial4 k, por ejemplo, es un campo tensorial 1-covariante,
la cual si se le asigna un entorno coordenado (U, ψ = {x1, x2}) de S entonces
4La diferencial de una funcio´n f es un ejemplo de 1-forma diferencial, esto es df .
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k =
2∑
i=1
kidx
i, donde ki = k
(
∂
∂xi
)
.
Siguiendo este ejemplo, si se tiene un campo tensorial T y un entorno coordena-
do (U, ψ = {x1, x2}), existen funciones diferenciables ti1,...,ir , con i1, ..., ir ∈ {1, 2}
definidas en U , tales que:
T =
2∑
i1,...,ir=1
ti1,...,irdx
i1 ⊗ · · · ⊗ dxir
Definicio´n 1.2.5. [25] Sea T un campo tensorial 2-veces covariante sobre una
superficie diferenciable S. Se dice que T es sime´trico si Tq es sime´trico, para
todo q ∈ S. Es decir, si
Tq(~vq, ~wq) = Tq( ~wq, ~vq), ∀~vq, ~wq ∈ TqS, ∀q ∈ S.
Con esto, se puede obtener la definicio´n de Me´trica a partir del concepto ante-
rior, como sigue:
Definicio´n 1.2.6. Se dice que g es un Campo Tensorial Me´trico, o simple-
mente Me´trica sobre una superficie diferenciable S si es un campo de tensores
dos veces covariante sime´trico sobre S y gp es un tensor en todo punto p ∈ S que
representa un producto escalar en TpS que cumple las siguientes condiciones:
1. Definido positivamente: gp(~vp, ~vp) ≥ 0, ∀~vp ∈ TpS, para todo p ∈ S. Y
gp(~vp, ~vp) = 0⇔ ~vp = ~0,
2. Simetr´ıa: gp(~vp, ~wp) = gp( ~wp, ~vp), ∀~vp, ~wp ∈ TpS, y
3. Desigualdad Triangular: gp(~vp, ~up) ≤ gp(~vp, ~wp) + gp( ~wp, ~up), ∀~vp, ~wp, ~up ∈
TpS.
Entonces, la matriz asociada a la me´trica con respecto a una base B es repre-
sentada de la siguiente forma:
MB(gp) =
(
g11 g12
g21 g22
)
donde gij = gij(x1, x2) son funciones diferenciables. Asimismo, se define la matriz
inversa asociada a la me´trica como:
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[MB(gp)]
−1 =
1
g11g22 − g12g21
(
g22 −g21
−g12 g11
)
=
(
g11 g12
g21 g22
)
Es importante notar que como consecuencia de la simetr´ıa de g y si se denota
dxidxj = 1
2
(dxi ⊗ dxj + dxj ⊗ dxi), entonces la me´trica puede escribirse de manera
general como 5
g =
2∑
i,j=1
i 6=j
gijdx
i ⊗ dxj = 2
2∑
i,j=1
gijdx
idxj (1.1)
donde gij = g
(
∂
∂xi
, ∂
∂xj
)
.
Cabe recalcar tambie´n que el tensor me´trico es equivalente a una forma cuadra´ti-
ca diferencial6 y, por tanto, es equivalente al cuadrado del elemento de longitud7,
ds. Es as´ı que, la ecuacio´n (1.1) puede escribirse como:
ds2 =
2∑
i,j=1
gijdx
idxj. (1.2)
Un ejemplo cla´sico es la me´trica Euclidiana de dimensio´n 2 en coordenadas
cartesianas, cuya matriz asociada esta´ dada por la matriz identidad para la base
5Debido a la simetr´ıa de g, entonces gij = gji. Por lo tanto,
1
2gijdx
i ⊗ dxj + 12gjidxj ⊗ dxi
= 12gij
(
dxi ⊗ dxj + dxj ⊗ dxi) = gijdxidxj .
Para el caso i = j, se tiene dx2i = dxidxi =
1
2
(
dxi ⊗ dxi + dxi ⊗ dxi) = dxi ⊗ dxi. As´ı,
g =
∑2
i,j=1 gijdx
idxj .
6Una forma cuadra´tica es una funcio´n q : V → R (V es un espacio vectorial que tiene
dimensio´n n, es decir esta´ conformado por n-tuplas (x1, x2, . . . , xn)) si existe una matriz
sime´trica n× n, A, tal que
q(h) = [h]tA[h] =
n∑
i=1
n∑
j=1
aijhihj ,
con h ∈ V , ht representa la transpuesta de h y aij son los elementos de la matriz A [2].
7Para la equivalencia entre el elemento de longitud y la me´trica se puede consultar la referencia
[22].
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B =
{
∂
∂x1
, ∂
∂x2
}
en todo punto en R2, as´ı se obtiene:
MB(g) =
(
1 0
0 1
)
.
O de forma equivalente que, ds2 = dx21 + dx
2
2, de manera ma´s familiar se puede
escribir ds2 = dx2 + dy2, con x1 = x y x2 = y, donde s representa la longitud de
arco, o distancia entre dos puntos en R2.
El Tensor Me´trico es muy u´til para conocer el producto interno y el a´ngulo
entre dos vectores, as´ı como la norma de los mismos. Dicho esto, se tiene [22]:
Definicio´n 1.2.7. Dada una me´trica g en una superficie diferenciable S y
un mapa coordenado (U, ψ = {x1, x2}). Se definen para un punto p ∈ S:
1. El producto escalar o producto interno entre dos vectores ~up, ~vp en
TpS como gp( ~up, ~vp) = 〈 ~up, ~vp〉p =
∑2
i,j=1 gij(p)u
ivj, donde ~up = u
i ∂
∂xip
, ~vp =
vi ∂
∂xip
.
2. La norma de un vector ~up ∈ TpQ, ‖ ~up‖ =
√∑2
i,j=1 gij(p)u
iuj.
3. El a´ngulo θp entre dos vectores ~up y ~vp en TpS como cos (θp) =
〈 ~up, ~vp〉
‖up‖‖vp‖ .
1.3. Superficies Riemannianas
Una vez conocido el concepto de me´trica, se puede definir una Superficie Rie-
manniana de la siguiente manera:
Definicio´n 1.3.1. Sea S una superficie diferenciable y g su me´trica asociada, al
par (S, g) se lo denomina Superficie Riemanniana.
Dicho esto, se puede introducir la nocio´n de isometr´ıa que es una equivalencia
entre dos superficies Riemannianas, como sigue:
Definicio´n 1.3.2. [19] Sean (S1, g1) y (S2, g2) dos superficies Riemannianas. Un
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difeomorfismo ϕ de S1 en S2 se dice que es una isometr´ıa
8 si ϕ∗g2 = g1.
Se dice que S1 y S2 son isome´tricos (o isome´tricamente equivalentes) si existe una
isometr´ıa ϕ entre S1 y S2.
1.3.1. Plano Hiperbo´lico: El Modelo de Poincare´
Como ejemplo de superficie Riemanniana se tiene el Plano Hiperbo´lico. El
mismo que corresponde al tema principal del presente trabajo.
Debido a que existen varias formas de representarlo (ve´ase Cap´ıtulo 3) se usara´
por el momento el modelo del Plano de Poincare´, que se define como se muestra a
continuacio´n:
Definicio´n 1.3.3. Se denomina Espacio Hiperbo´lico de dimensio´n 2 o Plano
Hiperbo´lico H2 al espacio descrito por todos los puntos (x1, x2) tales que x2 > 0,
xi ∈ R y cuya me´trica esta´ dada por la expresio´n:
ds2 =
1
x22
(
dx21 + dx
2
2
)
(1.3)
Obse´rvese que la me´trica recie´n descrita se comporta de la siguiente manera:
mientras ma´s cerca esta´ un punto del eje x1, la distancia Eucl´ıdea es mayor con
un factor de 1
x2
.
Se puede ver claramente que los elementos de la me´trica g dependen de la
coordenada x2 del punto p al que se le esta´ aplicando. Es decir, MB(gp) es diagonal,
para la base B =
{
∂
∂x1
∣∣
p
, ∂
∂x2
∣∣
p
}
del espacio tangente a H2 en p:
MB(gp) =
(
1
x22
0
0 1
x22
)
,
y se puede notar que g12 = 0 y g11 = g22 =
1
x22
. De la misma manera y por la
definicio´n 1.2.7, el a´ngulo entre dos vectores ~up y ~vp ∈ TpS, queda definido como:
8La aplicacio´n (ϕ∗g2)p(~u,~v) = (g2)ϕ(p)(dϕp(~u), dϕp(~v)), donde ~u,~v ∈ TpS1, se denomina
pullback de g2 por ϕ (en nuestra definicio´n, e´sta es la me´trica de S1 inducida por ϕ y S2). Para
mayores detalles de esta aplicacio´n, consulte a Javier Lafuente, Ca´lculo en Variedades, p. 62. [15]
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cos (θp) =
∑2
i=1 uivi√∑2
i=1 |u2i |
√∑2
i=1 |v2i |
(1.4)
donde ui y vi son dados como en la definicio´n 1.2.7.
Resultado sumamente interesante, ya que esta misma expresio´n se usa para
calcular a´ngulos en el Plano Euclidiano, (R2, dx21 + dx22). En el Cap´ıtulo 2, seccio´n
2.5, se hablara´ un poco ma´s de esta relacio´n en comparacio´n con los postulados
de Euclides.
Debido a que este trabajo esta´ enfocado en superficies, la definicio´n previa
es suficiente. Sin embargo, se puede generalizar dicha definicio´n para el Espacio
Hiperbo´lico n-dimensional Hn que viene dado por {(x1, x2, ..., xn) ∈ Rn : xn > 0}
y ds2 = 1
x2n
(dx21 + dx
2
2 + ...+ dx
2
n).
Asimismo, la Definicio´n 1.3.2 nos permitira´ demostrar la equivalencia entre
varios de los modelos de H2 en el Cap´ıtulo 3, seccio´n 3.1.
1.3.2. Longitud de Arco
Para conocer la magnitud de un segmento de curva en particular, se debe
implementar una funcio´n que sea capaz de proporcionar este valor. Es por ello
que se define la funcio´n longitud de una curva o funcio´n longitud de arco de la
siguiente manera:
Definicio´n 1.3.4. Sea α : [a, b] ⊆ R → S una parametrizacio´n C1 de una curva,
la longitud de α se define como:
s =
∫ b
a
‖α′(t)‖ dt
Ahora bien, si se considera α(t) = (x1(t), x2(t)) una curva definida localmente,
esto es, existe un mapa coordenado (U, ψ) tal que α(I) ⊆ U , donde cada xi(t) es
una funcio´n real del mismo para´metro t ∈ R y recordando la Definicio´n 1.3.2 de
norma de una superficie diferenciable S en un punto p de la misma, se tiene que
la longitud de arco de α en U queda de la forma:
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s =
∫ b
a
√√√√ 2∑
i,j=1
∣∣gij(p)x′i(t)x′j(t)∣∣ dt (1.5)
Es importante notar que el diferencial de la longitud de la curva, ds2, es el
cuadrado del denominado elemento de l´ınea o elemento de longitud, el mismo de
la ecuacio´n (1.2).
1.3.3. Geode´sicas
Ahora que se tiene presente la nocio´n de longitud de una curva, es necesario
saber cua´ndo este valor es un extremo (mı´nimo o ma´ximo). Es decir, dados dos
puntos cualesquiera, ¿cua´l es la curva que extremiza la distancia entre dichos pun-
tos? Como resultado a esta pregunta, nace la definicio´n de geode´sica. Por otro lado,
debido a la cantidad de definiciones y por la complejidad de este te´rmino en sus
generalizaciones9, la Definicio´n 1.3.6 es suficiente para abordar e´ste y los cap´ıtulos
posteriores del presente escrito. As´ı, por ejemplo, para superficies S en R3 con
la me´trica Eucl´ıdea se dice que las geode´sicas son aquellas curvas parametrizadas
α : I ⊆ R −→ R3 tales que para todo punto α(t) en la superficie, la segunda
derivada en R3, α′′(t), es perpendicular (u ortogonal) a la superficie en ese punto,
como se observa en la Figura 1.6.
9Para conocer la expresio´n general de las geode´sicas y varias de sus aplicaciones, se recomienda
revisar Manfredo Perdiga˜o Do Carmo. Riemannian Geometry. (1993) p. 61.
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Figura 1.6: Geode´sicas en una superficie diferenciable S ⊆ R3.
A continuacio´n se presenta el ejemplo de la esfera S2 ⊂ R3. Como la esfera es
una superficie en R3, se considera α como una parametrizacio´n de cualquier c´ırculo
en la esfera, entonces es fa´cil comprobar que α′′ apunta en la direccio´n del centro
de dicho c´ırculo (ortogonal al mismo). Ahora bien, si se consideran grandes c´ırculos
10, su centro coincide con el centro de la esfera; por lo tanto, α′′ es perpendicular a
la superficie esfe´rica para todos los puntos α(t). Concluyendo que las geode´sicas en
una esfera son parametrizaciones de sus c´ırculos ma´ximos, como se muestran
en la Figura 1.7.
10Un gran c´ırculo o c´ırculo ma´ximo es una circunferencia en la esfera resultado de una sec-
cio´n trazada mediante un plano que pase a trave´s del centro de la esfera, dividie´ndola en dos
hemisferios. La seccio´n circular obtenida cuenta con el mismo dia´metro de la esfera.
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Figura 1.7: C´ırculos Ma´ximos α, esto es geode´sicas de la esfera. La segunda deri-
vada α′′ es ortogonal a la superficie. Mientras que el c´ırculo β no corresponde a
una geode´sica en la esfera.
Debido a que no todas las superficies riemannianas son subconjuntos de R3 y
lo u´nico que se conoce es que localmente son iguales de forma diferenciable a un
conjunto abierto U de R2 se necesita una definicio´n ma´s general para describir las
geode´sicas. Por lo que, se tiene:
Definicio´n 1.3.5. [9] Una curva parametrizada, no-constante α : I −→ S se dice
que es una geode´sica en t ∈ I si el campo de sus vectores tangentes α′(t) es
paralelo a lo largo de α en t; es decir, ∇α′α′(t) = 0.
α es una geode´sica parametrizada si es una geode´sica para todo t ∈ I.
Aqu´ı, ∇ es la denominada conexio´n Levi-Civita11 que nos permite conocer las
propiedades intr´ınsecas de la superficie, como por ejemplo nos da informacio´n de
co´mo se deriva sobre S.
11Para ma´s detalles del significado de ∇α′α′ y de la conexio´n Levi-Civita, en general, consulte
a Miguel Sa´nchez y Jose´ Luis Flores, Introduccio´n a la Geometr´ıa Diferencial de Variedades, [25].
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Una consecuencia importante y muy u´til de la definicio´n anterior se menciona
en la definicio´n 1.3.6. Cabe recalcar que e´sta no es necesariamente una definicio´n
en las referencias, se la muestra como un teorema. Sin embargo, en este caso se la
utilizara´ como una caracterizacio´n utilizando coordenadas locales, para facilidades
pra´cticas.
Definicio´n 1.3.6. [14] Sea α(t) = (x1(t), x2(t)) una parametrizacio´n de una curva
en un entorno coordenado U de una superficie S. Se dice que α es una geode´sica
si y solo si
d2xi
dt2
+
∑
j,k
Γijk
dxj
dt
dxk
dt
= 0, i = 1, 2
donde Γijk =
1
2
∑n
m=1 g
im
(
∂gmj
∂xk
+ ∂gmk
∂xj
− ∂gjk
∂xm
)
, (con i, j, k = 1, 2) son denomina-
dos s´ımbolos de Christoffel y los gimp son los componentes de la matriz inversa a
MB(gp). Obse´rvese que Γ
i
jk es una funcio´n diferenciable.
Como ejemplo, se tiene:
Espacio Euclidiano 2-dimensional, R2: Usando el me´todo de los s´ımbolos de
Christoffel, y recordando que la me´trica para R2 es la matriz identidad. Entonces,
Γijk = 0 para todos los i, j, k. Por lo tanto, por la definicio´n de geode´sicas, las
ecuaciones a resolver son:
d2xi
dt2
= 0, para cada i. Concluyendo as´ı que la u´nica
forma de que estas condiciones se cumplan es que α sea una l´ınea recta. Por tanto,
las geode´sicas en R2 son parametrizaciones de l´ıneas rectas.
1.4. Ca´lculo Variacional
Esta rama matema´tica se encarga de encontrar la curva, superficie, etc que
permite a una funcio´n tener un valor estacionario. Es decir encontrar los valores
extremos (mı´nimos y ma´ximos) de funcionales. A ra´ız de esta formulacio´n, se pue-
den encontrar las trayectorias ma´s cortas entre dos puntos en un espacio vectorial
dado, ecuaciones del movimiento de una part´ıcula, superficies de a´rea mı´nima,
entre otras aplicaciones.
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1.4.1. Funcionales
Como se menciono´ previamente, para resolver problemas de ca´lculo variacio-
nal es necesario encontrar los extremos de funcionales ; pero, ¿que´ es realmente
un funcional? De acuerdo con R. Courant y D. Hilbert en su libro Methods of
Mathematical Physics : “Se entiende por ‘funcional’ a una cantidad o funcio´n que
depende de una o varias funciones, en lugar de un nu´mero de variables discretas”.
Para entender este concepto de mejor manera, un funcional es una funcio´n cu-
yo dominio es un conjunto de funciones. Considerando la siguiente integral, por
ejemplo:
L =
∫ b
a
f(x)dx
la funcio´n L depende u´nicamente de la funcio´n f(x), por lo tanto L = L(f) es
un funcional, cuyo dominio es el conjunto de todas las funciones diferenciables.
Asimismo, la funcio´n,
g = g(y, z)
donde y = y(x) y z = z(x) para todo x ∈ R. Implica que g no es simplemente una
funcio´n, sino mas bien, un funcional que depende de dos funciones.
Ahora bien, para calcular las geode´sicas enH2, hay que partir de la definicio´n de
longitud de arco, ecuacio´n (1.5), y los elementos del tensor me´trico de la Definicio´n
1.3.3. Por lo tanto, considerando la relacio´n (1.3) y la curva C2 diferenciable β(t) =
(x(t), y(t)), la ecuacio´n (1.5) puede ser escrita como sigue:
s =
∫ b
a
√
1 +
(
dy/dt
dx/dt
)2
y(t)
dx
dt
dt
o de forma equivalente:
s =
∫ x1
x0
√
1 + (y′(x))2
y
dx (1.6)
donde x0 = x(a), x1 = x(b) y y
′(x) =
dy
dx
(x).
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De la ecuacio´n obtenida, se define f(y, y′) como:
f(y, y′) =
√
1 + (y′)2
y
(1.7)
Por lo tanto, la ecuacio´n (1.6) se reduce a:
s =
∫ x1
x0
f(y, y′)dx
El objetivo es encontrar un camino o funcio´n continua particular para y(x) de
tal manera que la integral s tenga un valor estacionario relativo a un conjunto
de caminos pro´ximos (tales que y(x0) = y0 y y(x1) = y1). Esto ocurre cuando la
variacio´n relativa a algu´n conjunto particular de caminos vecinos que dependen de
un para´metro infinitesimal α es nula. Tomando en cuenta lo dicho por Goldstein,
en su libro Meca´nica Cla´sica, pp. 45-48; se puede representar dicho conjunto de
caminos mediante la relacio´n:
y(x, α) = y(x, 0) + αη(x) (1.8)
donde y(x, 0) es el camino con la distancia ma´s corta entre los puntos (x0, y0),
(x1, y1) y la funcio´n η(x) se anula en x = x0 y x = x1. Se asume por mayor
sencillez que tanto y(x) como η(x) son funciones continuas y C2. Es as´ı que para
cualquier familia de curvas C2 dadas por (1.8), la integral s tambie´n sera´ una
funcio´n dependiente del para´metro α,
s(α) =
∫ x1
x0
f(y(x, α), y′(x, α))dx
por tanto, la condicio´n para obtener un punto estacionario o valor cr´ıtico de la
funcio´n s(α) en α = 0 es
ds
dα
∣∣∣∣
α=0
= 0. Dicha condicio´n nos ayuda a calcular las
geode´sicas o curvas que extremizan la distancia entre los puntos: (x0, y0) y (x1, y1).
Por lo tanto la derivada de s con respecto al para´metro α es
ds
dα
=
d
dα
[∫ x1
x0
f(y(x, α), y′(x, α))dx
]
(1.9)
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Como la integral anterior es finita y por la continuidad de f y y, as´ı como sus
derivadas parciales, usando la Fo´rmula de Leibniz12, la ecuacio´n (1.9) es ahora:
ds
dα
=
∫ x1
x0
∂
∂α
[f(y, y′)] dx
Desarrollando la ecuacio´n previa, se tiene:
ds
dα
=
∫ x1
x0
[
∂f
∂y
∂y
∂α
+
∂f
∂y′
∂y′
∂α
]
dx (1.10)
Enfoca´ndonos en la segunda de estas derivadas
∂f
∂y′
∂y′
∂α
=
∂f
∂y′
∂2y
∂x∂α
y usando
integracio´n por partes (con u = ∂f
∂y′ y dv =
∂2f
∂x∂α
dx), el segundo te´rmino de la parte
derecha de la integral puede reducirse a:
∫ x1
x0
[
∂f
∂y′
∂2y
∂x∂α
]
dx =
∂f
∂y′
∂y
∂α
∣∣∣∣x1
x0
−
∫ x1
x0
d
dx
(
∂f
∂y′
)
∂y
∂α
dx
dado que
∂y
∂α
= η(x) por la igualdad (1.8) y por las condiciones impuestas a η(x) en
x0 y x1, el primer te´rmino de la ecuacio´n previa se anula. Por lo tanto, la ecuacio´n
(1.10) queda:
ds
dα
=
∫ x1
x0
[
∂f
∂y
− d
dx
(
∂f
∂y′
)]
∂y
∂α
dx
Aplicando ahora la condicio´n de valor estacionario:
ds
dα
∣∣∣∣
α=0
=
∫ x1
x0
[
∂f
∂y
− d
dx
(
∂f
∂y′
)]
∂y
∂α
∣∣∣∣
α=0
dx = 0
12Esta fo´rmula es una generalizacio´n del Teorema Fundamental del Ca´lculo:
Si F (x) =
∫ h(x)
g(x)
f(t, x)dt, entonces F ′(x) =
∫ h(x)
g(x)
∂f
∂x
dt+ f(h(x), x) · h′(x)− f(g(x), x) · g′(x)
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y usando el denominado “lema fundamental” del ca´lculo variacional13 se tienen as´ı
las Ecuaciones de Euler-Lagrange para el funcional14 f(y, y′):
∂f
∂y
− d
dx
(
∂f
∂y′
)
= 0 (1.11)
En el cap´ıtulo siguiente, se utilizara´ este resultado para conocer las geode´si-
cas del Plano de Poincare´. Las mismas que ayudara´n en la obtencio´n de otros
resultados interesantes en las secciones posteriores.
13Dicho lema dice que si se tiene ∫ x1
x0
M(x)η(x)dx = 0
donde M(x) es continua, para todas las funciones arbitrarias η(x) continuas hasta la segunda
derivada que cumplen con η(x0) = η(x1) = 0, entonces la funcio´n M(x) sera´ igual a cero en el
intervalo (x0, x1). La demostracio´n de dicho lema puede encontrarse en la referencia [3].
14Es importante hacer notar que las ecuaciones aqu´ı mostradas no esta´n restringidas u´nica-
mente al funcional (1.7), de hecho pueden ser utilizadas para cualquier funcional f que se obtiene
directamente de la ecuacio´n (1.5).
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Cap´ıtulo 2
Geode´sicas y Postulados del
Plano Hiperbo´lico
Para poder saber con exactitud si los 4 primeros postulados de Euclides se
aplican al plano hiperbo´lico, se deben definir, primero, los equivalentes a l´ıneas y
c´ırculos en R2 con esta nueva geometr´ıa definida en la definicio´n 1.3.3. Posterior-
mente, en el cap´ıtulo 3 se observara´ que esta forma de representacio´n del Plano
H2 no es u´nica y existen otros modelos equivalentes. Asimismo, en este cap´ıtulo
se usara´ el ca´lculo variacional y el concepto de funcionales, ve´ase seccio´n 1.5 as´ı
como los s´ımbolos de Christoffel (seccio´n 1.3.6).
2.1. Geode´sicas en el Plano de Poincare´
En la presente seccio´n se estudiara´n las ecuaciones de Euler-Lagrange para el
funcional f que ayudara´ a la obtencio´n de las geode´sicas del modelo del Plano de
Poincare´. Es as´ı que haciendo referencia a la ecuacio´n obtenida en (1.11) y como
f(y, y′) =
√
1 + (y′)2
y
depende exclusivamente de y y y′, se pueden calcular sus
respectivas derivadas parciales, obteniendo
∂f
∂y
= −
√
1 + (y′)2
y2
(2.1)
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y
∂f
∂y′
=
1
y
y′√
1 + (y′)2
(2.2)
debido a que y > 0 por la Definicio´n 1.3.3, se puede afirmar que tanto el funcional
f como sus derivadas parciales existen en todos los puntos de sus dominios.
Las soluciones de la ecuacio´n
∂f
∂y
− d
dx
(
∂f
∂y′
)
= 0 representan la curva ma´s
corta que une dos puntos en el plano Hiperbo´lico descrito por la me´trica (1.3).
Por lo tanto, las geode´sicas del Plano de Poincare´ son parametrizaciones de las
soluciones de la ecuacio´n (1.11).
Para resolver la ecuacio´n (1.11) con el funcional descrito, se usan las equiva-
lencias obtenidas en (1.7), (2.1) y (2.2). Obteniendo que la ecuacio´n (1.11) queda:
y′′ (y′)2
y
(
1 + (y′)2
)3/2 − y′′
y
√
1 + (y′)2
+
(y′)2
y2
√
1 + (y′)2
−
√
1 + (y′)2
y2
= 0
multiplicando ambos lados de la ecuacio´n por y2
(
1 + (y′)2
)3/2
y reduciendo te´rmi-
nos semejantes, se llega a la ecuacio´n diferencial ordinaria:
y′′ +
1
y
(y′)2 +
1
y
= 0
o de forma equivalente,
d2y
dx2
+
1
y
(
dy
dx
)2
+
1
y
= 0 (2.3)
cuya solucio´n es:
x2 + y2 − ax− b = 0 (2.4)
donde a y b son constantes que esta´n determinadas por las condiciones iniciales.
Se resolvera´ para un caso en particular: cuando se conocen dos puntos por donde
pasa la geode´sica. Entonces, considerando los puntos (x0, y0) y (x1, y1) con x0 6= x1
y reemplazando los mismos en la ecuacio´n (2.4), se obtiene que
a = (x1 + x0) +
y21 − y20
x1 − x0 (2.5)
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y
b =
x1 (x
2
0 + y
2
0)− x0 (x21 + y21)
x1 − x0 (2.6)
Por lo que, reescribiendo la ecuacio´n (2.4), se tiene que:
(
x− a
2
)2
+ y2 = b+
a2
4
(2.7)
Es decir, las curvas que minimizan la distancia entre dos puntos, (x0, y0) y (x1, y1)
tal que x0 6= x1, en el Plano de Poincare´ son semicircunferencias centradas en(
a
2
, 0
)
y con un radio igual a
r =
√
b+
a2
4
(2.8)
Para el caso x0 = x1, si se reemplaza los valores de a y b de nuevo en la ecuacio´n
(2.4) se llega a la siguiente relacio´n
(x1 − x0)
(
x2 + y2
)− (x21 − x20)x− (y21 − y20)x− (x20 + y20)x1 + (x21 + y21)x0 = 0
usando la condicio´n x0 = x1 y agrupando te´rminos semejantes, se llega a una nueva
ecuacio´n:
x = x0 (2.9)
es decir una l´ınea perpendicular al eje horizontal que pasa por x0.
Los resultados obtenidos son llamadas geode´sicas del Plano de Hiperbo´lico
(modelo de Poincare´). De la misma manera, la ecuacio´n diferencial (2.3) se puede
obtener mediante el uso de la definicio´n de geode´sicas mostrada en la seccio´n
anterior. Para esto, es necesario calcular los s´ımbolos de Christoffel. Por tanto,
dado que la matriz inversa a la matriz asociada al tensor me´trico para un punto p
y una base B en la superficie esta´ dada por
(MB(gp))
−1 =
(
y2 0
0 y2
)
entonces, g11 = g22 = y2, g12 = g21 = 0 y como g11 = g22 =
1
y2
, g12 = g21 = 0; los
s´ımbolos de Christoffel quedan de la siguiente manera:
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Γ222 =
1
2
y2
[
∂
∂y
(
1
y2
)]
= −1
y
y de manera similar se obtienen
Γ112 = Γ
1
21 = Γ
2
11 =
1
y
Γ111 = Γ
1
22 = Γ
2
12 = Γ
2
21 = 0
Consecuentemente, usando la Definicio´n 1.3.6, las geode´sicas se obtienen resol-
viendo el sistema de ecuaciones:
d2x
dt2
− 2
y
dx
dt
dy
dt
= 0
y
d2y
dt2
+
1
y
(
dx
dt
)2
− 1
y
(
dy
dt
)2
= 0.
Para comprobar que el sistema anterior y la ecuacio´n (2.3) son equivalentes, se
toma en cuenta que
dy
dt
=
dy
dx
dx
dt
y
d2y
dt2
=
d2y
dx2
(
dx
dt
)2
+
dy
dx
d2x
dt2
. Por lo tanto,
reemplazando ambas igualdades y sustituyendo el valor de
d2x
dt2
en la segunda
ecuacio´n, el sistema previo queda:
d2y
dx2
(
dx
dt
)2
+
2
y
(
dy
dx
dx
dt
)2
− 1
y
(
dy
dx
)2(
dx
dt
)2
+
1
y
(
dx
dt
)2
= 0
debido a que
dx
dt
no es cero para todo t ∈ R, entonces reduciendo te´rminos seme-
jantes la ecuacio´n se reduce a
d2y
dx2
+
1
y
(
dy
dx
)2
+
1
y
= 0
igual que la ecuacio´n (2.3). Es decir, ambos me´todos para el ca´lculo de las geode´si-
cas son equivalentes, como era de esperarse. Y cuyas soluciones se muestran en la
Figura 2.1.
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Figura 2.1: Geode´sicas del Plano de Poincare´
Ahora bien, es importante recalcar varios aspectos mencionados en los pos-
tulados de Euclides para este modelo en particular: Las denominadas ‘rectas’ en
el plano Euclidiano son ahora geode´sicas en el plano Hiperbo´lico (descritas por
la ecuacio´n (2.7)). Como extensio´n de ‘segmento de recta’, es decir una geode´si-
ca limitada por dos puntos en el plano Hiperbo´lico, se entiende que e´sta puede
verse como un subconjunto de una geode´sica que pasa dichos puntos. Por otro
lado, a´ngulo recto se denomina a aquel que representa un producto interno nulo
entre dos vectores ~up, ~vp ∈ TpS. Las geode´sicas paralelas son aquellas que no se
intersecan en ningu´n punto. Finalmente, la distancia entre dos puntos (x0, y0) y
(x1, y1) se puede obtener mediante la Definicio´n 1.3.4 para los dos casos: x0 = x1
y x0 6= x1. Para el caso x0 = x1, la distancia esta´ simplemente dada por
s((x0, y0), (x1, y1)) =
∫ t1
t0
√
x′(t)2 + y′(t)2
y(t)
dt (2.10)
donde (x(t0), y(t0)) = (x0, y0) y (x(t1), y(t1)) = (x1, y1). Dado que por la ecuacio´n
(2.9) x(t) = x0 = x1 entonces, x
′(t) = 0 y la ecuacio´n previa se reduce a:
s((x0, y0), (x0, y1)) =
∫ t1
t0
y′(t)
y(t)
dt = ln
∣∣∣∣y1y0
∣∣∣∣ = ln y1y0 . (2.11)
La u´ltima igualdad se da porque y > 0. Dado que el logaritmo puede tener valores
negativos, la distancia realmente es el valor absoluto del resultado en (2.11).
De manera similar, para el caso x0 6= x1 si se considera la parametrizacio´n:
x(t) =
a
2
+ rcos(t) y y(t) = rsin(t), donde t ∈ (0, pi) (de tal manera que y(t) > 0),
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a y r esta´n definidas en (2.5) y (2.6), respectivamente. Entonces, la ecuacio´n (2.10)
queda:
s((x0, y0), (x1, y1)) =
∫ t1
t0
√
r2
rsin(t)
dt =
∫ t
t0
1
sin(t)
dt = ln
∣∣∣∣cot(t0) + csc(t0)cot(t1) + csc(t1)
∣∣∣∣
por definicio´n: cot(t) =
cos(t)
sin(t)
y csc(t) =
1
sin(t)
, adema´s como cos2(t) + sin2(t) =
1, y(t) = rsin(t) > 0, sin(t) ≤ 1 y en consecuencia 1
sin(t)
≥ 1. Entonces
s((x0, y0), (x1, y1)) es ahora
1:
s((x0, y0), (x1, y1)) = ln

√
1
sin2(t0)
− 1 + 1
sin(t0)√
1
sin2(t1)
− 1 + 1
sin(t1)
 = arcosh( 1
sin(t0)
)
−arcosh
(
1
sin(t1)
)
debido a la parametrizacio´n para x e y, entonces,
s((x0, y0), (x1, y1)) = arcosh
(
r
y0
)
− arcosh
(
r
y1
)
entre algunas de las identidades de las funciones trigonome´tricas hiperbo´licas [23],
se tiene que arcosh(x)±arcosh(y) = arcosh
(
xy ±√(x2 − 1)(y2 − 1)). Es as´ı que,
s((x0, y0), (x1, y1)) = arcosh
[
r2
y0y1
−
√(
r2
y20
− 1
)(
r2
y21
− 1
)]
. Reemplazando el
valor de r (de la ecuacio´n (2.8)) y reduciendo te´rminos semejantes, se concluye
que la distancia entre dos puntos (x0, y0), (x1, y1) es:
s((x0, y0), (x1, y1)) = arcosh
(
1 +
(x1 − x0)2 + (y1 − y0)2)
2y0y1
)
. (2.12)
De igual manera que en el caso anterior, la distancia es el valor absoluto de la
expresio´n previa.
Es as´ı que mientras los valores de y0 o y1 de algu´n par de puntos sean muy
1La funcio´n hiperbo´lica inversa, arcosh(x), puede ser escrita como ln
(
x+
√
x2 − 1), para
x ≥ 1. E´sta y otras equivalencias se muestran en [20], p. 430.
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pequen˜os, la distancia es mucho ma´s grande que la distancia Euclidiana de la forma
que muestra la ecuacio´n (2.11) o (2.12), dependiendo del caso.
Intuitivamente, cuando se aplica el l´ım
x0→x1
s((x0, y0), (x1, y1)), se debe llegar al
mismo resultado obtenido en (2.11):
l´ım
x0→x1
s((x0, y0), (x1, y1)) = arcosh
(
y21 + y
2
0
2y0y1
)
= ln
(
y21 + y
2
0 + y
2
1 − y20
2y0y1
)
= ln
y1
y0
ya que la distancia debe ser positiva, entonces se toma el valor absoluto de la
expresio´n anterior y se tiene la igualdad con (2.11).
Con estos prea´mbulos y como se menciono´ en la Introduccio´n, la Geometr´ıa
Hiperbo´lica se definio´ por no cumplir el postulado 5. Por ende, la pregunta ra-
dica si esta geometr´ıa realmente cumple con los 4 postulados restantes y co´mo
es el comportamiento de los mismos. Gracias a que ya se conoce la forma de las
geode´sicas (ve´ase la seccio´n 2.1), se puede llevar a cabo este estudio. Au´n as´ı, ya
que el intere´s radica en otro espacio, se deben reformular los 5 axiomas con la
terminolog´ıa adecuada para el caso particular de H2, como sigue:
1◦ Por dos puntos cualesquiera en el Plano de Poincare´, se puede unir una y
solo una geode´sica que pase por ambos puntos.
2◦ Dados un punto y una distancia2 fijos, se puede trazar un u´nico c´ırculo
centrado en ese punto y con radio igual a la distancia dada.
3◦ Una geode´sica limitada por dos puntos (inicial y final) se puede extender en
una geode´sica que pasa por dichos puntos.
4◦ Todos los a´ngulos rectos son iguales.
5◦ Considerando una geode´sica C1 y un punto p fuera de e´sta, existe una u´nica
geode´sica C2 que pasa por el punto p y nunca se interseca con C1.
Los postulados 2, 3 y 4 son pra´cticamente consecuencias de las definiciones y
resultados ya obtenidos hasta ahora, por lo que se hara´ una discusio´n breve de lo
que significan. Por otra parte, se sabe que el quinto postulado no se cumple, pero
se lo incluye para comprobar que efectivamente no es verdadero y co´mo se lo debe
reformular.
2La distancia, en este caso, es la obtenida en (2.11) o (2.12), dependiendo del caso.
43
2.2. Primer Postulado
Por dos puntos cualesquiera en el Plano de Poincare´, se puede unir una y solo
una geode´sica que pase por ambos puntos.
Dados dos puntos cualesquiera, (x0, y0) y (x1, y1) en H2 que cumplen con la
ecuacio´n (2.7) o la ecuacio´n (2.5), respectivamente, se vuelve a considerar los dos
casos x0 = x1 y x0 6= x1.
Para el caso x0 = x1 que corresponde a una l´ınea recta, es fa´cil ver que el
postulado se cumple al igual que para el plano Euclidiano. Para el caso x0 6= x1
que corresponde a semicircunferencias determinadas por el valor de las constantes
a y b corresponden a las igualdades (2.5) y (2.6), respectivamente se puede ver
trivialmente que los valores de a y b dependen u´nicamente de los puntos (x0, y0) y
(x1, y1). Concluyendo entonces, que el primer postulado se cumple de igual manera
para el plano H2.
2.3. Segundo Postulado
Dados un punto y una distancia fijos, se puede trazar un u´nico c´ırculo centrado
en ese punto y con radio igual a la distancia dada.
Ba´sicamente el enunciado del postulado es la definicio´n general de circunferen-
cia, esto es una circunferencia es un conjunto de puntos equidistantes (distancia
fija) a un punto denominado centro. Sin embargo, se puede hacer un ana´lisis de
co´mo se representan las circunferencias en H2.
Es as´ı que, la distancia entre un centro, (x0, y0), y un conjunto de puntos
cualesquiera, (x, y), debe ser constante; entonces, la ecuacio´n para la circunferencia
se obtiene al resolver la ecuacio´n (2.12) para una distancia fija R:
R = arcosh
(
1 +
(x− x0)2 + (y − y0)2)
2y0y
)
(2.13)
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Debido a que se quiere conocer que ecuacio´n representa a las circunferencias
Hiperbo´licas, se busca expresar la igualdad (2.13) en una forma ma´s familiar. Por
lo que se llega a,
2yy0cosh(R) = (x− x0)2 + y2 + y20
y completando el trinomio cuadrado perfecto, se obtiene una fo´rmula bastante
conocida:
(x− x0)2 + (y − y0cosh(R))2 = (y0sinh(R))2 (2.14)
esta ecuacio´n representa las circunferencias en H2 con centro en (x0, y0) y radio
R. Dichas curvas son nada ma´s y nada menos que circunferencias en el plano
Euclidiano con centro en (x0, y0cosh(R)) y radio y0sinh(R), es decir que preservan
la forma geome´trica, como se muestra en la Figura 2.2.
Figura 2.2: Circunferencias en el Plano Hiperbo´lico
2.4. Tercer Postulado
Una geode´sica limitada por dos puntos (inicial y final) se puede extender
en una geode´sica que pasa por dichos puntos.
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Este axioma, es una consecuencia de las condiciones iniciales usadas para la
obtencio´n de las geode´sicas (2.7) y (2.9). Consecuentemente, es va´lido sin necesidad
de hacer ca´lculos adicionales. Aun as´ı, es importante mencionar que la distancia
entre dos puntos cercanos al eje x se comporta de manera diferente a que si dichos
puntos estuvieran lejos del mismo eje, como se menciono´ anteriormente. En la
Figura 2.3, por ejemplo si se midiera (de forma tradicional, esto es en R2) la
distancia entre (x0, y0) y (x1, y1) as´ı como la distancia entre (x2, y2) y (x3, y3), se
puede notar que ambas son iguales (sea esta distancia: y1 − y0 = y3 − y2 = L).
Pero, si se lo hace utilizando la ecuacio´n (2.11) correspondiente a distancias en H2
para x0 = x1 y x2 = x3, se obtiene que la que tiene los puntos ma´s cercanos al eje
horizontal es mayor dado que como
y1
y0
=
L
y0
+ 1 y
y3
y3
=
L
y2
+ 1, entonces
y3
y2
>
y1
y0
,
ya que y0 > y2. Adema´s como
y1
y0
> 1 y
y3
y2
> 1, se tiene:
∣∣∣∣∣∣∣∣lny3y2
∣∣∣∣ > lny1y0
∣∣∣∣ .
Claramente el resultado previo es va´lido para las geode´sicas que corresponden
a l´ıneas perpendiculares al eje x. Un resultado similar se obtiene para el otro caso.
Figura 2.3: Diferencia entre distancias en el Plano Hiperbo´lico
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2.5. Cuarto Postulado
Todos los a´ngulos rectos son iguales.
Como se vio con anterioridad, se puede calcular el a´ngulo entre dos vectores en
el espacio tangente a H2 (en un punto p ∈ H2). Si los vectores asignados en dicho
punto son ~up y ~vp, el a´ngulo queda definido como:
cos θp =
∑2
i=1 uivi√∑2
i=1 |u2i |
√∑2
i=1 |v2i |
(2.15)
Sin embargo, recordando el ejemplo dado en la seccio´n 1.2 del Cap´ıtulo 1, para
el espacio Eucl´ıdeo, R2, los componentes gij son iguales a la unidad cuando i = j
y cero en otros casos caso. Por lo cual, el a´ngulo entre dos vectores en R2 que se
intersecan en un punto q ∈ R2, ~wq y ~zq, queda:
cos θq =
∑2
i=1wizi√∑2
i=1 |w2i |
√∑2
i=1 |z2i |
Es decir, ¡el ca´lculo del a´ngulo entre dos vectores tanto para el plano Eucl´ıdeo
como para el plano Hiperbo´lico es el mismo! A pesar de que son espacios diferentes,
descritos por me´tricas distintas, los a´ngulos se miden de la misma manera en
ambos casos. Entonces, a´ngulos rectos en H2 son iguales a a´ngulos rectos en R2
que ocurren cuando el producto interno entre los vectores definidos es cero (es decir∑2
i=1 uivi = 0). Concluyendo de esta forma que se cumple con el cuarto postulado.
2.6. Quinto Postulado
Considerando una geode´sica C1 y un punto p fuera de e´sta, existe una u´nica
geode´sica C2 que pasa por el punto p y nunca se interseca con C1.
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Se puede observar que los 4 postulados se cumplen de igual manera para el
plano hiperbo´lico, y la u´nica forma de que este tipo de Espacio sea diferente al
habitual, es que no se cumpla el quinto postulado de Euclides. En consecuencia,
en este apartado se estudiara´ por que´ no e´ste es verdadero. Como se menciono´ al
principio de esta seccio´n, las geode´sicas paralelas son curvas que nunca se intersecan
entre s´ı. Como ejemplo se tiene el plano cartesiano, R2, sean L1 : y = a1x + b1 y
L2 : y = a2x + b2 dos rectas, se dice que son paralelas si a1 = a2 y b1 6= b2, como
se ilustra en la Figura 2.4.
Figura 2.4: L´ıneas paralelas en R2.
Como ya se conoce, el ana´logo de las l´ıneas paralelas en H2 son geode´sicas que
no se intersecan entre s´ı. Por lo tanto, si se considera un punto p ∈ H2 y una
geode´sica C1, entonces existen algunas otras geode´sicas que pasan por p y son
paralelas a C1, como se observa en la Figura 2.5.
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Figura 2.5: Geode´sicas paralelas a C1 en H2. Puede observarse fa´cilmente que C2,
C3 y C4 no son paralelas entre s´ı.
Se puede observar y concluir que el postulado 5 no se cumple, ya que las
geode´sicas C2, C3 y C4 son paralelas a C1 y pasan por p. Por lo tanto, en H2 el
postulado 5 es falso.
En consecuencia, la pregunta radica en que si no se cumple con el postulado de
paralelismo, entonces ¿cua´ntas geode´sicas paralelas a C1 se pueden construir tales
que pasen por el punto p? Como respuesta, se presenta el siguiente lema:
Lema 2.6.1. Dado una geode´sica C1 en H2 y un punto p fuera de e´sta, existen
infinitas l´ıneas que pasan por p y son paralelas a C1.
Demostracio´n: Se toma una geode´sica C1 que corresponde a una semicir-
cunferencia con centro en (xC1 , 0) y radio rC1 ; y un punto p fuera de ella, cuyas
coordenadas son (xp, yp), respectivamente. Sin pe´rdida de generalidad, asumiremos
que xp ≥ xC1 (dado que para xp ≤ xC1 la demostracio´n es la misma). Por lo tanto,
se dividira´ este problema en dos casos: i) cuando xp < (xC1 + rC1) y ii) cuando
xp ≥ (xC1 + rC1).
i) xp < (xC1 + rC1): Para este caso, construiremos dos geode´sicas paralelas a
C1 que pasen por p, donde los respectivos centros de las semicircunferencias
representara´n dos puntos tales que formen un intervalo cerrado. Es decir,
se construye una semicircunferencia que pase por p y tenga centro en el
punto (xC1 , 0) y otra que tambie´n pase por p, pero cuyo centro es tal que la
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geode´sica se encuentra tangente a C1 en el punto (xC1 + rC1 , 0)
3, como se ve
en la Figura 2.6.
Figura 2.6: Construccio´n de semic´ırculos que tambie´n pertenecen al conjunto de
geode´sicas paralelas a C1 que pasan por el punto p.
En esta figura se representa a los centros de C1 y C2 como b = (xC1 , 0) y
al centro de C3 como a = (xC3 , 0), por simplicidad. Ahora bien, con estas
semicircunferencias nos enfocamos en el intervalo [a, b] = [(xC3 , 0), (xC1 , 0)],
que se reduce a considerar el intervalo [xC3 , xC1 ]. Y en tal intervalo real,
existen infinitos z ∈ R de tal manera que xC3 ≤ z ≤ xC1 . Es as´ı que existen
infinitos puntos q ∈ R2 de la forma [z, 0] tales que pertenecen a [a, b]. Estos
puntos q sera´n los centros de mu´ltiples semicircunferencias que se construyen
de tal manera que pasen por p. Estas geode´sicas de H2 son todas paralelas a
C1, como se observan algunas de ellas en la Figura 2.7:
3Este punto no pertenece al plano H2; por lo cual, la recta que pasa por dicho punto es
paralela a C1.
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Figura 2.7: Construccio´n de dos geode´sicas paralelas a C1 que pasan por p y cuyos
centros esta´n entre a y b.
ii) xp ≥ (xC1 + rC1): En este caso, el proceso de construccio´n de las geode´sicas
es similar: se construye una semicircunferencia que pase por p, con el mismo
centro que C1 y la geode´sica x = xp. Por lo cual, se forma el intervalo de
puntos de la forma (z, 0) donde z ∈ (−∞, xC1 ]. De igual manera que en el
inciso anterior, estos puntos sera´n los centros de mu´ltiples semicircunferen-
cias (geode´sicas en H2) que se construira´n de tal manera que pasen por el
punto p (Figura 2.8). Siendo as´ı infinito el nu´mero de geode´sicas paralelas a
C1 que pasen por p, como en el caso previo.
Si se hubiese considerado desde un principio a una geode´sica de la forma x =
x0 entonces se aplica u´nicamente el segundo caso cambiando las condiciones.
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Figura 2.8: Construccio´n de dos geode´sicas paralelas a C1 que pasan por p y cu-
yos centros son puntos de la forma (z, 0) donde z esta´ en el intervalo (−∞, xC1 ].
Adema´s de las geode´sicas, C2 y C3, que tambie´n son paralelas a C1.
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Cap´ıtulo 3
Modelos del Plano Hiperbo´lico
Como se menciono´ en el Cap´ıtulo 1 del presente escrito, la Definicio´n dada
en 1.3.3 es una descripcio´n del espacio hiperbo´lico. Sin embargo, existen otros
modelos que representan el mismo espacio, pero de diferente manera. Por lo que,
en este cap´ıtulo se estudiara´n 3 de tales modelos H2 y el ca´lculo de sus respectivas
geode´sicas (que es el resultado ma´s importante) para cualquier uso. Asimismo, se
comprueba que los 4 modelos, incluyendo el que se dio en la Definicio´n 1.3.3, son
realmente equivalentes (isome´tricamente equivalentes).
Por lo tanto, entre las representaciones del espacio hiperbo´lico se encuentran
las siguientes:
i) El modelo del disco de Poincare´: D = {(x1, ..., xn) : x21 + ...+ x2n < 1}, es el
conjunto de puntos en el interior de un c´ırculo n-dimensional.
ii) El modelo del Hiperboloide: H =
{
(x1, ..., xn+1) : x
2
1 + ...+ x
2
n − x2n+1 = −1,
xn+1 > 0}.
iii) El modelo de la Semiesfera1 (Hemisferio): S =
{
(x1, ..., xn+1) : x
2
1 + ...+ x
2
n+1
= 1, xn+1 > 0}. Es decir una semiesfera (n+ 1)-dimensional.
Sin embargo, para poder comprobar que las respectivas descripciones para el
plano hiperbo´lico son equivalentes se las debe colocar dentro de una misma di-
1Esta descripcio´n no es realmente un modelo, pero nos facilita encontrar las isometr´ıas para
la equivalencia entre los dema´s modelos. Entonces, se lo considera como un modelo adicional,
pero no lo es necesariamente.
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mensio´n y redefinirlas de tal manera que se aprecie su relacio´n. En este caso se
dara´n definiciones espec´ıficas para los 4 modelos en dimensio´n n + 1 = 3 (como
superficies2 en R3), cabe notar que el lector puede dar otras definiciones y llegar a
los mismos resultados; por lo que, se consideran:
i) El modelo del disco de Poincare´: D = {(x, y, 0) : x2 + y2 < 1}. La me´trica
de esta representacio´n es:
gD = 4
dx2 + dy2
(1− x2 − y2)2
ii) El modelo del Hiperboloide: H = {(x, y, z) : x2 + y2 − z2 = −1, z > 0}. Cuya
me´trica esta dada por:
gH = dx
2 + dy2 − dz2
iii) El modelo de la Semiesfera: S = {(x, y, z) : x2 + y2 + z2 = 1 y z > 0}. Con
me´trica:
gS =
dx2 + dy2 + dz2
z2
iv) Y el modelo que ya se conoce (Plano de Poincare´): P = {(1, y, z) : z > 0}. Y
me´trica:
gP =
dy2 + dz2
z2
Ahora bien, con estas definiciones, se pueden realizar aplicaciones utilizando
todos los modelos al mismo tiempo. Como se vera´ a continuacio´n.
3.1. Equivalencia entre Modelos
Para demostrar la equivalencia entre los modelos, se puede tomar cualquier
par, pero por facilidad se tomara´ como base el de la Semiesfera y se probara´ que
e´ste es isome´trico a los otros 3. Para esto, se deben hallar difeomorfismos que
preserven las me´tricas entre cada par elegido. Es as´ı que, haciendo referencia a
2Es importante aclarar que se los considera como superficies en R3 pero cada modelo tiene su
me´trica respectiva que lo describe.
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James Cannon, William Floyd, et al. en Hyperbolic Geometry, p. 71. [4]. se tienen
las siguientes funciones biyectivas:
α : S −→ P, (x, y, z) 7→
(
1, 2
y
x+ 1
, 2
z
x+ 1
)
β : S −→ D, (x, y, z) 7→
(
x
z + 1
,
y
z + 1
, 0
)
δ : H −→ S, (x, y, z) 7→
(
x
z
,
y
z
,
1
z
)
Si e´stas son difeomorfismos, tanto las funciones como sus inversas deben ser
diferenciables; e´sto se comprobara´ usando la Definicio´n 1.1.5. Sin embargo y para
comenzar, se deben encontrar los atlas de cada modelo y luego trabajar con sus
respectivos mapas coordenados para probar que son diferenciables. Cabe recalcar
que en esta seccio´n se hara´ referencia a dos proposiciones enunciadas en Do Carmo,
Differential Geometry of Curves and Surfaces, pp. 59-64:
Proposicio´n 3.1.1. Si f : U ⊂ R3 −→ R es una funcio´n diferenciable y a ∈ f(U)
es un valor regular3 de f , entonces f−1(a) es una superficie regular en R3.
Proposicio´n 3.1.2. Sea p ∈ S un punto en una superficie regular S, sea x :
U ⊂ R2 −→ R3 un mapa diferenciable con p ∈ x(U), x es uno a uno y xx, xy
son linealmente independientes. Entonces, x−1 es continua. Y asimismo, x es una
carta local de coordenadas de S, ∀p ∈ U .
Considerando el modelo del hiperboloide, H, y la funcio´n f : R3 −→ R
tal que f(x, y, z) = x2 + y2 − z2. El gradiente de e´sta funcio´n esta´ dado por:
grad(f(x, y, z)) = (2x, 2x,−2z), entonces el u´nico punto en el cual fx, fy y fz son
cero al mismo tiempo es (0, 0, 0). Sin embargo, (0, 0, 0) /∈ f−1(−1), por tanto −1
es un valor regular de f. Consecuentemente, por la proposicio´n 3.1.1, f−1(−1) =
{(x, y, z) ∈ R3 : x2 + y2 − z2 = −1} (hiperboloide de dos hojas) es una superficie
regular. Finalmente, como H = {(x, y, z) : z > 0}∩f−1(−1) es un conjunto abierto
3a ∈ f(U) es un valor regular de f si y so´lo si fx, fy y fz (sus derivadas parciales) no son
nulas simulta´neamente en cualquier punto de la imagen inversa
f−1(a) = {(x, y, z) ∈ U : f(x, y, z) = a} .
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de f−1(−1), se concluye que H es una superficie regular.
Ahora, si se toma en cuenta la funcio´n ψH : R2 −→ H, tal que ψH(x, y) =(
x, y,+
√
x2 + y2 + 1
)
, se debe demostrar que e´sta es un mapa coordenado por
medio de la proposicio´n 3.1.2. Dos de las condiciones son evidentes: H es una su-
perficie regular y ψH(x, y) =
(
x, y,+
√
x2 + y2 + 1
)
es diferenciable en R3. Por lo
tanto, se debe probar que ψHx(x, y) y ψHy(x, y) son linealmente independientes y
que ψH es uno a uno.
Calculando sus derivadas parciales de ψH :
ψHx(x, y) =
(
1, 0,
x
+
√
x2 + y2 + 1
)
ψHy(x, y) =
(
0, 1,
y
+
√
x2 + y2 + 1
)
Entonces,
ψHx × ψHy(x, y) =
∣∣∣∣∣∣∣∣
~i ~j ~k
1 0 x
+
√
x2+y2+1
0 1 y√
x2+y2+1
∣∣∣∣∣∣∣∣ =
(
x√
x2 + y2 + 1
,− y√
x2 + y2 + 1
, 1
)
como ψHx×ψHy(x, y) 6= (0, 0, 0), por lo tanto ψHx(x, y) y ψHy(x, y) son linealmente
independientes. Finalmente, si ψH(x1, y1) = ψH(x2, y2), entonces
(
x1, y1,+
√
x21 + y
2
1 + 1
)
=(
x2, y2,+
√
x22 + y
2
2 + 1
)
, e´sto implica que x1 = x2 y y1 = y2. Concluyendo que ψH
es uno a uno y asimismo ψH es una carta local de coordenadas de H.
Debido a que este mapa cubre por completo a H, entonces el atlas para esta
superficie queda como AH = {(H,ψH)}.
Lema 3.1.1. Un plano en R3 es una superficie regular.
Demostracio´n
Un plano cualquiera en R3 se puede representar como ax + by + cz = d, para
a, b, c, d ∈ R de tal manera que a y b y c no son todos cero. Ahora, conside-
rando la funcio´n f : R3 −→ R tal que f(x, y, z) = ax + by + cz, el gradiente
de dicha funcio´n es grad(f(x, y, z)) = (a, b, c), como grad(f(x, y, z)) = (0, 0, 0)
si y so´lo si a y b y c son todos cero, pero este punto no pertenece a f−1(d) =
{(x, y, z) : ax+ by + cz = d}. Por lo tanto, d es un valor regular de f y entonces,
usando la proposicio´n 3.1.1, f−1(d) es una superficie regular.
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Con esto, se considera la superficie conformada por el conjunto de puntos en
R3 tales que x = 1, que es un caso particular de un plano en R3. Y como se
mostro´ en el lema anterior, entonces {(x, y, z) : x = 1} es una superficie regular;
por lo que, como el plano de Poincare´, que esta´ dado por P = {(x, y, z) : x = 1} ∩
{(x, y, z) : z > 0}, es un conjunto abierto del plano x = 1; se obtiene como resul-
tado que P es una superficie regular.
Tomando en cuenta la funcio´n ψP : R× (0,∞) −→ P , tal que ψP (x, y) = (1, x, y).
Claramente es diferenciable en R3, ahora sus vectores tangentes son:
ψPx = (0, 1, 0)
ψPy = (0, 0, 1)
que son vectores linealmente independientes. Por otro lado, si ψP (x1, y1) = ψP (x2, y2),
entonces (1, x1, y1) = (1, x2, y2). Lo que indica que tanto x1 = x2 como y1 = y2;
es decir, ψP es uno a uno. Por lo tanto, gracias a la proposicio´n 3.1.2, ψP es un
mapa coordenado. Y ya que, ψP cubre todo P , el atlas asociado a dicha superficie
es AP = {(P, ψP )}.
Asimismo, el plano z = 0 es una superficie regular por el Lema 3.1.1. Y como
el modelo del disco de Poincare´ D = {(x, y, z) : x2 + y2 < 1} ∩ {(x, y, z) : z = 0}
es un subconjunto abierto del plano z = 0, entonces D es una superficie regular
tambie´n.
Ahora, sea la funcio´n ψD : {(x, y) : x2 + y2 < 1} −→ D, tal que ψD(x, y) =
(x, y, 0). Evidentemente, es diferenciable en R3 y es uno a uno (cuya prueba es
ide´ntica a ψP ). Sus vectores tangentes son:
ψDx = (1, 0, 0)
ψDy = (0, 1, 0)
claramente, ψDx y ψDy son linealmente independientes. Es as´ı que mediante la
proposicio´n 3.1.2, ψD es una carta local de coordenadas para D. Y debido a que
ψD cubre por completo a D, el atlas de esta superficie es AD = {(D,ψD)}.
Finalmente para el modelo de la semiesfera, S, es un conjunto abierto de la
esfera en R3, S2, la cual es una superficie regular (cuya demostracio´n esta´ en las
pa´ginas 55-57 de Do Carmo, M. Differential Geometry of Curves and Surfaces).
Ma´s precisamente, S = {(x, y, z) : z > 0} ∩ S2. Por lo tanto, S es una superficie
regular.
Con esto, considerando ψS : {(x, y) : x2 + y2 < 1} −→ S, tal que ψS(x, y) =(
x, y,+
√
1− x2 − y2
)
, es diferenciable en R3 ya que x2 + y2 < 1. Sus vectores
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tangentes esta´n dados por:
ψSx =
(
1, 0,− x√
1− x2 − y2
)
ψSy =
(
0, 1,− y√
1− x2 − y2
)
Entonces,
ψSx × ψSy(x, y) =
∣∣∣∣∣∣∣∣
~i ~j ~k
1 0 − x√
1−x2−y2
0 1 − y√
1−x2−y2
∣∣∣∣∣∣∣∣ =
(
− x√
1− x2 − y2 ,
y√
1− x2 − y2 , 1
)
como ψSx ×ψSy(x, y) 6= (0, 0, 0), por lo tanto ψSx(x, y) y ψSy(x, y) son linealmente
independientes. Ahora, si ψS(x1, y1) = ψS(x2, y2), entonces
(
x1, y1,+
√
1− x21 − y21
)
=
(
x2, y2,+
√
1− x22 − y22
)
, e´sto implica que x1 = x2 y y1 = y2. Concluyendo que
ψS es uno a uno y, por ende, ψS es una carta local de coordenadas de S. Final-
mente, debido a que ψS cubre toda la superficie en mencio´n, el atlas de S es:
AS = {(S, ψS)}.
Ahora bien, debido a que la Definicio´n 1.1.5 trabaja tambie´n con las inversas de
las cartas coordenadas, hay que especificarlas como sigue: ψ−1H : H −→ R2, tal que
ψ−1H (x, y, z) = (x, y); ψ
−1
P : P −→ R2, tal que ψ−1P (1, y, z) = (y, z); ψ−1D : D −→ R2,
tal que ψ−1D (x, y, 0) = (x, y) y ψ
−1
S : S −→ R2, tal que ψ−1S (x, y, z) = (x, y).
Asimismo las inversas de las funciones entre superficies son necesarias, por tanto
se definen:
α−1 : P −→ S, (1, y, z) 7→
(
4− y2 − z2
4 + y2 + z2
,
4y
4 + y2 + z2
,
4z
4 + y2 + z2
)
β−1 : D −→ S, (x, y, 0) 7→
(
2x
x2 + y2 + 1
,
2y
x2 + y2 + 1
,
1− x2 − y2
x2 + y2 + 1
)
δ−1 : S −→ H, (x, y, z) 7→
(
x
z
,
y
z
,
1
z
)
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Para comprobar que dichas funciones esta´n bien definidas, se hace referencia a las
definiciones de cada superficie y se obtiene:
1. Para α−1:
(
4−y2−z2
4+y2+z2
)2
+
(
4y
4+y2+z2
)2
+
(
4z
4+y2+z2
)2
= 16+y
4+z4−8y2−8z2+2y2z2+16y2+16z2
(4+y2+z2)2
= 16+y
4+z4+8y2+8z2+2y2z2
16+y4+z4+8y2+8z2+2y2z2
= 1. Adema´s, 4z
4+y2+z2
> 0 ya que z > 0 por defini-
cio´n del argumento. Entonces, α−1 esta´ bien definida en S.
2. Para β−1:
(
2x
x2+y2+1
)2
+
(
2y
x2+y2+1
)2
+
(
1−x2−y2
x2+y2+1
)2
= 4x
2+4y2+1+x4+y4−2x2−2y2+2x2y2
(x2+y2+1)2
= 2x
2+2y2+1+x4+y4+2x2y2
1+x4+y4+2x2y2+2x2+2y2
= 1. Y 1−x
2−y2
x2+y2+1
> 0 ya que x2 + y2 < 1 por definicio´n
de D. Entonces, β−1 esta´ bien definida en S.
3. Para δ−1:
(
x
z
)2
+
(
y
z
)2 − (1
z
)2
= x
2+y2−1
z2
= −z
2
z2
= −1 usando la definicio´n de
S. Adema´s, 1
z
> 0 ya que z > 0. Entonces, δ−1 esta´ bien definida en H.
Con esto hecho, se utilizara´ la Definicio´n 1.1.5 para demostrar que las funciones
mostradas con anterioridad son diferenciables. Por lo tanto, α es diferenciable si
ψ−1P ◦ α ◦ ψS es diferenciable en R2. As´ı se tiene que
ψ−1P (α(ψS(x, y))) = ψ
−1
P (α(x, y,
√
1− x2 − y2))
= ψ−1P
(
1,
2y
x+ 1
,
2
√
1− x2 − y2
x+ 1
)
=
(
2y
x+ 1
,
2
√
1− x2 − y2
x+ 1
)
resultado que es diferenciable en R2 ya que x2+y2 < 1; por tanto α es diferenciable.
Asimismo para α−1, se calcula:
ψ−1S (α
−1(ψP (x, y))) = ψ−1S (α
−1(1, x, y))
= ψ−1S
(
4− x2 − y2
4 + x2 + y2
,
4x
4 + x2 + y2
,
4y
4 + x2 + y2
)
=
(
4− x2 − y2
4 + x2 + y2
,
4x
4 + x2 + y2
)
que es diferenciable en R2. Entonces, α−1 es diferenciable y consecuentemente α
es un difeomorfismo.
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Evaluando a β, se tiene que:
ψ−1D (β(ψS(x, y))) = ψ
−1
D (β(x, y,
√
1− x2 − y2))
= ψ−1D
(
x√
1− x2 − y2 ,
y√
1− x2 − y2 , 0
)
=
(
x√
1− x2 − y2 ,
y√
1− x2 − y2
)
que es diferenciable en R2 ya que x2 +y2 < 1, entonces β es diferenciable. De igual
manera:
ψ−1S (β
−1(ψD(x, y))) = ψ−1S (β
−1(x, y, 0))
= ψ−1S
(
2x
x2 + y2 + 1
,
2y
x2 + y2 + 1
,
1− x2 − y2
x2 + y2 + 1
)
=
(
2x
x2 + y2 + 1
,
2y
x2 + y2 + 1
)
es diferenciable en R2, es decir β−1 es diferenciable y, por ende β es un difeomor-
fismo.
Considerando a δ, se obtiene:
ψ−1S (δ(ψH(x, y))) = ψ
−1
S (δ(x, y,
√
1 + x2 + y2))
= ψ−1S
(
x√
1 + x2 + y2
,
y√
1 + x2 + y2
,
1√
1 + x2 + y2
)
=
(
x√
1 + x2 + y2
,
y√
1 + x2 + y2
)
resultado que es diferenciable en R2, por lo que δ es diferenciable. De forma similar:
ψ−1H (δ
−1(ψS(x, y))) = ψ−1H (δ
−1(x, y,
√
1− x2 − y2))
= ψ−1H
(
x√
1− x2 − y2 ,
y√
1− x2 − y2 ,
1√
1− x2 − y2
)
=
(
x√
1− x2 − y2 ,
y√
1− x2 − y2
)
que es diferenciable en R2 ya que x2 + y2 < 1. Entonces, δ−1 es diferenciable y en
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consecuencia δ es un difeomorfismo.
Para demostrar, finalmente, que los 4 modelos son equivalentes, queda compro-
bar que los difeomorfismos preserven la me´trica; es decir, sean isometr´ıas. As´ı,
usando la Definicio´n 1.3.2, se muestran los siguientes ca´lculos:
Sean, x1 = x, x2 = y, x3 = z, y:
yi =
2xi
x1 + 1
, i = 2, 3
entonces,
dyi =
2dxi
x1 + 1
− 2xidx1
(x1 + 1)2
adema´s, como x2 + y2 + z2 = 1, se tiene:
xdx+ ydy + zdz = 0 (3.1)
Por lo tanto, para todo p ∈ S:
(α∗gP )p =
3∑
i=2
dy2i
y23
=
3∑
i=2
(x1 + 1)
2
4x23
[(
2dxi
x1 + 1
− 2xidx1
(x1 + 1)2
)2]
=
4(x+ 1)2
(x+ 1)4
3∑
i=2
(dxi(x1 + 1)− xidx1)2
4x23
=
1
x23(x1 + 1)
2
[
(x1 + 1)
2
3∑
i=2
dx2i − 2(x1 + 1)dx1
3∑
i=2
xidxi + dx
2
1
3∑
i=2
x2i
]
Usando la definicio´n de S y la relacio´n (3.1):
(α∗gP )p =
1
x23(x1 + 1)
2
[
(x1 + 1)
2
3∑
i=2
dx2i + 2(x1 + 1)dx1x1dx1 + dx
2
1
(
1− x21
)]
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Resolviendo el a´lgebra, se obtiene,
(α∗gP )p =
1
x23(x1 + 1)
2
[
(x1 + 1)
2
3∑
i=2
dx2i + (x1 + 1)
2 dx21
]
=
1
x23
3∑
i=1
dx2i
= gSp .
A continuacio´n se muestra que β preserva la me´trica entre las superficies S y
D. Sean:
yi =
xi
x3 + 1
, i = 1, 2
entonces,
dyi =
dxi
x3 + 1
− xidx3
(x3 + 1)2
Por lo que, se tiene, para todo p ∈ S:
(β∗gD)p =
4
∑2
i=1 dy
2
i
(1− y21 − y22)2
=
4
∑2
i=1 ((x3 + 1)dxi − xidx3)2
(x3 + 1)4
[
1−∑2i=1 ( xix3+1)2]
usando la definicio´n de S y la ecuacio´n (3.1),
(β∗gD)p =
4
[
(x3 + 1)
2
∑2
i=1 dx
2
i − 2(x3 + 1)dx3
∑2
i=1 xidxi + dx
2
3
∑2
i=1 x
2
i
]
[(x3 + 1)2 − 1 + x23]2
=
(x3 + 1)
2
∑2
i=1 dx
2
i + 2(x3 + 1)x3dx
2
3 + dx
2
3(1− x23)
x23(x3 + 1)
2
resolviendo el a´lgebra:
(β∗gD)p =
(x3 + 1)
2
∑2
i=1 dx
2
i + (x3 + 1)
2dx23
x23(x3 + 1)
2
=
∑3
i=1 dx
2
i
x23
= gSp .
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Finalmente, para demostrar que (δ∗gS)p = gHp , se considera:
yi =
xi
x3
, y3 =
1
x3
, i = 1, 2
entonces,
dyi =
dxi
x3
− xidx3
x23
y
dy3 = −dx3
x23
Y dado que x21 + x
2
2 − x23 = −1, se tiene
x1dx1 + x2dx2 − x3dx3 = 0 (3.2)
Esto nos ayuda a justificar el siguiente ca´lculo, ∀p ∈ H:
(δ∗gS)p =
∑3
i=1 dy
2
i
y23
=
∑2
i=1
(
dxi
x3
− xidx3
x23
)2
+
dx23
x43
1
x23
=
x23
∑2
i=1 dx
2
i − 2x3dx3
∑2
i=1 xidxi + dx
2
3
∑2
i=1 x
2
i + dx
2
3
x23
usando la definicio´n de H y (3.2):
(δ∗gS)p =
x23
∑2
i=1 dx
2
i − 2x23dx23 + (x23 − 1)dx23 + dx23
x23
=
x23
∑2
i=1 dx
2
i − 2x23dx23 + x23dx23
x23
=
2∑
i=1
dx2i − dx23
= gHp
Concluyendo que las funciones α, β y δ son isometr´ıas y, consecuentemente, los
modelos S, P , D y H son equivalentes entre s´ı.
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3.2. Geode´sicas de los Modelos
Debido a que ya se conocen las geode´sicas en el modelo del plano superior, y de-
bido a que los otros modelos son equivalentes al mismo; entonces, basta aplicar las
funciones previas a las geode´sicas del modelo conocido y observar los resultados.
De e´sta manera se tienen las figuras 3.1, 3.2, 3.3 y 3.4. En las cuales, se mues-
tra que las geode´sicas del modelo de la Semiesfera son semic´ırculos ortogonales al
borde (ecuador); en el modelo del Disco de Poincare´ son segmentos de circunfe-
rencia, perpendiculares al borde; en el modelo de Klein4 son segmentos de l´ınea
recta, o cuerdas; y finalmente, el modelo del Hiperboloide tiene como geode´sicas a
hipe´rbolas, respectivamente.
Figura 3.1: Geode´sicas en el modelo de la Semiesfera S.
4Este modelo no se lo considera en este escrito por su similitud con el modelo D (con distinta
me´trica), pero la demostracio´n de la equivalencia del mismo con los anteriores es la misma, para
mayores detalles, revisar James Cannon, William Floyd, et. al. Hyperbolic Geometry, p. 72.
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Figura 3.2: Geode´sicas en el modelo del Disco de Poincare´ D.
Figura 3.3: Geode´sicas en el modelo de Klein K.
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Figura 3.4: Geode´sicas en el modelo del Hiperboloide H.
Con esto, se tiene lo necesario para hacer aplicaciones del plano hiperbo´lico,
haciendo uso de cualquiera de sus distintos modelos y las equivalencias entre los
mismos.
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Cap´ıtulo 4
Aplicaciones
Existen algunas aplicaciones que involucran el uso del plano H2. En el arte,
por ejemplo, el uso de las propiedades del disco de Poincare´ ha sido la base de
algunas de las pinturas del famoso artista Maurits Cornelis Escher. En la Figura
4.1 se muestra una de dichas obras en la que el autor uso´ el concepto de teselacio´n
dentro del disco Hiperbo´lico.
Figura 4.1: “C´ırculo L´ımite IV”, pintura de M. C. Escher [7].
67
4.1. Teselaciones
Una teselacio´n hace referencia a un recubrimiento de una superficie por com-
pleto con un patro´n de figuras. Las caracter´ısticas principales son que no queden
espacios en dicha superficie y que las figuras no se sobrepongan. Las Figuras 4.2 y
4.3 muestran ejemplos de teselados del plano cartesiano con cuadrados y tria´ngulos
equila´teros, respectivamente. O incluso con otros objetos (Figura 4.4).
Figura 4.2: Teselacio´n del plano cartesiano con cuadrados.
Figura 4.3: Teselacio´n del plano cartesiano con tria´ngulos.
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Figura 4.4: “Pez Volador”, pintura de M. C. Escher basada en una teselacio´n del
plano cartesiano con peces voladores [12].
En este apartado, se creara´ una teselacio´n con tria´ngulos hiperbo´licos. E´stos
esta´n conformados por la unio´n de 3 puntos mediante sus respectivas geode´sicas.
Se partira´ de la creacio´n de un teselado en el Plano de Poincare´ y luego se lo
trasladara´ al modelo del Disco (a trave´s de la isometr´ıa), para obtener as´ı una
figura similar a la realizada por Escher (4.1), dando fundamentos matema´ticos a
dicha obra.
La construccio´n de esta teselacio´n esta´ conformada por tria´ngulos iso´celes (la
primera l´ınea de estos tria´ngulos esta´ sombreada en la Figura 4.5), donde el lado
ma´s grande de un tria´ngulo es el nuevo lado del pro´ximo tria´ngulo. Para entender
mejor esta representacio´n la Figura 4.5 muestra los pasos y los tria´ngulos que se
forman. Cabe recalcar que el primer paso es so´lo una referencia base, ya que todo
el plano esta´ cubierto por tria´ngulos de las mismas caracter´ısticas.
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Figura 4.5: Construccio´n de teselado con tria´ngulos en el plano de Poincare´.
Haciendo este proceso en todo el plano de Poincare´, se obtiene un teselado con
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tria´ngulos iso´celes como se muestra en la Figura 4.6.
Figura 4.6: Teselacio´n con tria´ngulos en el plano de Poincare´.
Ahora bien, usando el hecho de que tanto este modelo como el disco de Poincare´
son isome´tricos, se obtiene el teselado equivalente que se muestra en la Figura 4.7.
Figura 4.7: Teselacio´n con tria´ngulos en el disco de Poincare´.
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Las teselaciones en el plano hiperbo´lico que se construyen con pol´ıgonos regu-
lares (teselaciones regulares) se pueden escribir como teselaciones {n, k}, donde n
representa el nu´mero de ve´rtices del pol´ıgono (igual al nu´mero de lados del mismo)
y k representa el nu´mero de pol´ıgonos de n ve´rtices que se pueden encontrar en
cada ve´rtice. Una caracter´ıstica del plano hiperbo´lico, a comparacio´n del eucl´ıdeo
es que, en el caso de las teselaciones regulares, R2 admite u´nicamente 3, las cuales
son: {3, 6}, {4, 4} y {6, 3}; mientras que el plano hiperbo´lico admite una cantidad
infinita de las mismas. Es as´ı que, en el caso particular de la Figura 4.7, en cada
ve´rtice de los tria´ngulos existe una infinidad de tria´ngulos. Por tanto, la represen-
tacio´n adecuada ser´ıa {3,∞}. Y por otro lado, la Figura 4.1 puede verse como una
teselacio´n {6, 4}. De igual manera, el teselado {5, 4}, se ilustra como sigue:
Figura 4.8: Teselacio´n {5, 4} en el disco de Poincare´ [21].
Sin embargo, existe otro tipo de teselaciones, denominadas teselaciones cuasi-
regulares, las mismas que esta´n conformadas por dos pol´ıgonos regulares de tal
manera que en cada ve´rtice hay al menos uno de cada pol´ıgono. La representacio´n
para este tipo de teselado es cuasi-{p, q}, donde p y q representan el nu´mero de
lados de los pol´ıgonos en mencio´n. Las Figuras 4.9 y 4.10 muestran gra´ficamente
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estos tipos de cubrimientos.
Figura 4.9: Teselacio´n cuasi-{6, 4} en el disco de Poincare´ [11].
Figura 4.10: “C´ırculo L´ımite III”, pintura de M. C. Escher basada en una teselacio´n
cuasi-{4, 3} en el disco de Poincare´ [6].
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Conclusiones
En este escrito se hizo un ana´lisis del Plano Hiperbo´lico y su comportamiento
en contraste con la geometr´ıa Euclidiana. Para esto, se partio´ del modelo del
Plano de Poincare´ y se calcularon sus respectivas geode´sicas, las mismas que se
utilizaron para verificar el porque´ de la falsedad del quinto postulado de Euclides
en esta superficie. Incluso se mostro´ que el nu´mero de geode´sicas paralelas a una
(que denominamos C1) y que pasan por un punto fuera de e´sta (p) son infinitos.
Uno de los ca´lculos ma´s relevantes que se presento´ es la equivalencia entre los 4
modelos que describen de distintas formas a H2, permitie´ndonos as´ı usar cualquiera
de dichos modelos para un uso en espec´ıfico y relacionarlo de inmediato con los
dema´s. E´ste es el caso del u´ltimo cap´ıtulo, en el que se parte de una teselacio´n
en el Plano de Poincare´ para poder analizarlo en el Disco de Poincare´, donde se
conocen varios resultados similares (como las Figuras de Escher).
Sin embargo, es importante notar que este estudio se enfoco´ principalmente en
superficies, por lo que cada definicio´n, ca´lculo y resultado obtenido puede ser gene-
ralizado para el caso n-dimensional y encontrar una descripcio´n ma´s completa del
Espacio Hiperbo´lico. Cabe recalcar tambie´n que existen varias otras aplicaciones
aparte de las mencionadas aqu´ı, por ejemplo la Teor´ıa de la Relatividad Especial
esta´ basada en Geometr´ıa Hiperbo´lica.
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