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Abstract
In this note, a sufficient condition for summability [N,p(1)n ,2] of Fourier series has been obtained
which in conjunction with the author’s Tauberian theorem [M.L. Mittal, A Tauberian theorem on
strong Nörlund summability, J. Indian Math. Soc. 44 (1980) 369–377] on strong Nörlund summabil-
ity gives a sufficient condition for summability [C,1,2] of a Fourier series. This generalizes results
due to Prasad [G. Prasad, On strong Nörlund summability of Fourier series, Univ. Roorkee Res. J. 9
(1966–1967) 1–10] and Varshney [O.P. Varshney, Note on H2 summability of Fourier series, Boll.
Un. Mat. Ital. 16 (1961) 383–385].
 2005 Elsevier Inc. All rights reserved.
1. Strong Cesaro summability [C,α,q], α > 0, q > 0, of series ∑un is defined by
Hyslop [2, p. 16], which is extended to strong Nörlund summability [N,pn, q], q  1, by
the author and Kumar [5, p. 320]. This definition can be further extended to summability
[N,pαn , q], α  1, q  1, by taking pαn (≡
∑n
k=0 E
α−1
n−k pk) for pn, where T αn is obtained
from [5, p. 314] replacing pn by pαn . It is assumed throughout this paper that α, p’s and q
are all positive and the base of log is e.
The special case, in which
pn =
{
(n + 1) log(n + 1) log log(n + 1) . . . logk-times... log(n + 1)
}−1
, (1.1)
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Tauberian theorem [4, p. 370] (analogous to Iyengar [3]).
The object of this paper is to establish a criterion for the summability [N,p(1)n ,2] of
Fourier series (analogous to a theorem of Hardy and Littlewood [1]), which generalizes
results due to Prasad [6, p. 3] and Varshney [7]. Using Theorem 1 of [4, p. 370], we then
deduce a scale of summability [C,1,2], i.e., H2 of Fourier series.
Note 1. Under the conditions of Theorem 1 of [4], pαn satisfies the inequality on p. 371.
Let f (t) be 2π -periodic and let f ∈ L1[−π,π]. Let s[f ] denote the Fourier series of
f (t), i.e.,
(a0/2) +
∞∑
n=1
(an cosnt + bn sinnt) ≡
∞∑
n=0
un(t), (1.2)
with its partial sum sn(t). We write
φ(t) = φx(t) = (1/2)
[
f (x + t) + f (x − t) − 2s]; vr = rpr/p(1)r = rpr/Pr ;
Φ(t) =
t∫
0
∣∣φ(u)∣∣du; Nn(t) = (πPn)−1 n∑
r=0
pr sin(n − r + 1/2)t/ sin(t/2);
α(t) =
n∑
r=0
pr cos(r − 1/2)t; β(t) =
n∑
r=0
pr sin(r − 1/2)t;
l0(x) = x + 1; l1(x) = log(x + 1); l2(x) = log log(x + 1), . . . etc.
for x > 0;
and τ = [1/t], denotes the largest integer contained in 1/t .
2. In this note, we prove:
Theorem 1. If
Φ(t) = o
(
t
/√√√√k+1∏
m=1
lm(1/t)
)
, as t → 0, (2.1)
then the series (1.2) is summable [N,p(1)n ,2] to the same sum s, for t = x, provided
pn =
[
k∏
m=0
lm(n)
]−1
, k = 0,1,2, . . . . (2.2)
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Note 1, putting α = 1 in T αr and writing Tr for T (1)r , we get
Tr(x) = P−1r
r∑
m=0
sr−m(x)pm.
Following [8, p. 50], we can have
Tr(x) − s =
r∑
m=0
pm
Pr
{
sr−m(x) − s
}= r∑
m=0
pm
Pr
{
1
π
π∫
0
φ(t)
sin(r − m + 1/2)t
sin t/2
}
dt
=
1/r∫
0
+
δ∫
1/r
+
π∫
δ
= Ii, 1 i  3. (2.3)
For the proof of Theorem 1, we need the following lemmas:
Lemma 1. If
Φ(t) = o(t), as t → 0, (2.4)
then
I1 = o(1) and I3 = o(1).
Note 2. Clearly condition (2.1) implies condition (2.4).
Proof. Using Riemann–Lebesgue (RL) theorem and the regularity of the method of sum-
mation I3 = o(1). Now, since Nr(t) = O(r) uniformly in 0 < t  1/r , by (2.4), we get
I1 = O
[ 1/r∫
0
∣∣φ(t)∣∣∣∣Nr(t)∣∣dt
]
= O
[
r
1/r∫
0
∣∣φ(t)∣∣dt
]
= O(r)o(1/r) = o(1) as t → 0. 
Lemma 2. If condition (2.4) of Lemma 1 holds, then
I2 = 1
πPr
δ∫
1/r
φ(t)α(t)
sin rt
sin t/2
dt − 1
πPr
δ∫
1/r
φ(t)β(t)
cos rt
sin t/2
dt + o(1), (2.5)
provided {pn} is non-negative and non-increasing sequence.
Proof. Using (2.3) and vn = O(1) for pr  pr+1, we have
I2 = 1
πPr
δ∫
φ(t)
[
τ∑
m=0
+
r∑
m=τ+1
]
pm
sin(r − m + 1/2)t
sin t/2
dt1/r
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πPr
δ∫
1/r
φ(t)
sin t/2
[
α(t) sin rt − β(t) cos rt]dt, (2.6)
where
I2,1 = 1
πPr
δ∫
1/r
φ(t)
sin t/2
[
r∑
m=τ+1
pm sin(r − m + 1/2)t
]
dt = O
{
1
πPr
δ∫
1/r
φ(t)
t2
pτ dt
}
,
in view of |∑∞m=τ+1 pm sin(r − m + 1/2)t | = O{pτ/t}, for pm  pm+1.
Taking pn of our choice, using (2.4) (in view of Note 2) and integrating by parts, we get
I2,1 = O
[
1
πPr
({
Φ(t)p(1/t)
t2
}δ
1/r
−
δ∫
1/r
Φ(t)
(
d
dt
1
t
∏k
m=1 lm(1/t)
)
dt
)]
= O
[
1
πPr
({
o
(
p(1/t)
t
)}δ
1/r
+
δ∫
1/r
Φ(t)
t2
∏k
m=1 lm(1/t)
dt
−
δ∫
1/r
Φ(t)
t
d
dt
{
1∏k
m=1 lm(1/t)
}
dt
)]
.
Since we are concerned with fixed k, so we will write Pr = lk+1(r) = l(r). Thus, we have
I2,1 = o(vr) + o(1) + o
(
1
πl(r)
)
×
( δ∫
1/r
1
t
∏k
m=1 lm(1/t)
dt +
δ∫
1/r
d
dt
(
1∏k
m=1 lm(1/t)
)
dt
)
(2.7)
= o(1) + o
(
1√
l(r)
) δ∫
1/r
dt
{t∏km=1 lm(1/t)}√l(1/t)
+o
{
1
l(r)
[
1∏k
m=1 lm(1/t)
]δ
1/r
}
= o(1) + o(√l(r)/√l(r) )+ o(1/l(r))= o(1), (2.8)
by condition (2.4) and pn  pn+1. Combining (2.6) and (2.8) completes the proof of
Lemma 2. 
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To prove Theorem 1, in view of the remark, we need only to prove
n∑
r=0
∣∣Tr(x) − s∣∣2 = o(n), as n → ∞. (3.1)
Using Lemmas 1 and 2, RL-theorem, second mean value theorem and (2.3), we get
Tr(x) − s = 1
πPr
δ∫
1/r
φ(t)α(t)
sin rt
sin t/2
dt − 1
πPr
δ∫
1/r
φ(t)β(t)
cos rt
sin t/2
dt + o(1)
= 1
πPr
δ∫
1/n
φ(t)α(t)
sin rt
sin t/2
dt − 1
πPr
δ∫
1/n
φ(t)β(t)
cos rt
sin t/2
dt + o(1),
r  n. (3.2)
Since, using condition (2.1), monotonicity of [l(1/t)]−1 and α(t) = O(Pτ ) = β(t),∣∣∣∣∣ 1πPr
1/r∫
1/n
φ(t)α(t)
sin rt
sin t/2
dt
∣∣∣∣∣
= O
(
1
πPr
1/r∫
1/n
∣∣φ(t)∣∣P(1/t)rt
t/2
dt
)
= O
(
2r
πl(r)
) 1/r∫
1/n
∣∣φ(t)∣∣l(1/t) dt
= O
(
2r
πl(r)
)[{
Φ(t)l(1/t)
}1/r
1/n −
1/r∫
1/n
Φ(t) dt
t
∏k
m=1 lm(1/t)
]
= O
(
r
l(r)
)[
o
(
t l(1/t)√∏k+1
m=1 lm(1/t)
)1/r
1/n
+
1/r∫
1/n
o
(
t√∏k+1
m=1 lm(1/t)
)
dt
t
∏k
m=1 lm(1/t)
]
= o
(
rl(r)
l(r)r
)
+ o
(
r
l(r){∏km=1 lm(r)}3/2l1/2(r)
) 1/r∫
1/n
dt = o(1).
Hence, using Minkowski’s inequality, we get
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n∑
r=0
∣∣Tr(x) − s∣∣2
}1/2

[
n∑
r=0
{
1
πPr
( δ∫
1/n
φ(t)α(t)
sin rt
sin t/2
dt −
δ∫
1/n
φ(t)β(t)
cos rt
sin t/2
dt
)}
×
{
1
πPr
( δ∫
1/n
φ(u)α(u)
sin ru
sinu/2
du −
δ∫
1/n
φ(u)β(u)
cos ru
sinu/2
du
)}]1/2
+ o(n1/2)
= [J1 − J2 − J3 + J4]1/2 + o(n1/2), (3.3)
where J2 can be obtained from J1 (defined below) by replacing α(u) by β(u) and sin ru
by cos ru. Interchanging t and u in J2, we get J3. Finally replacing α’s by β’s and sin by
cos in J1, we get J4. Now
J1 = 1
π2
δ∫
1/n
δ∫
1/n
φ(t)φ(u)
sin(t/2) sin(u/2)
α(t)α(u)
{
n∑
r=1
P−2r sin rt sin ru
}
dt du
= 1
2π2
δ∫
1/n
δ∫
1/n
φ(t)φ(u)
sin(t/2) sin(u/2)
α(t)α(u)
{
n∑
r=1
P−2r cos r(u − t)
}
dt du
− 1
2π2
δ∫
1/n
δ∫
1/n
φ(t)φ(u)
sin(t/2) sin(u/2)
α(t)α(u)
{
n∑
r=1
P−2r cos r(u + t)
}
dt du
= L1 − L2. (3.4)
By Abel’s transformation, we obtain
L1 = 12π2
δ∫
1/n
δ∫
1/n
φ(t)φ(u)
sin(t/2) sin(u/2)
α(t)α(u)
{
n−1∑
r=1
(
∆P−2r
)( r∑
m=1
cosm(u − t)
)
+P−2n
(
n∑
m=1
cosm(u − t)
)}
dt du = S1 + S2. (3.5)
Now, using α(t) = O(Pτ ) and [sin(t/2)]−1  π/t , for 0 < t  π , in S1, we get
|S1|
δ∫
1/n
δ∫
1/n
|φ(t)|
t
|φ(u)|
u
P (1/t)P (1/u)
∣∣∣∣∣
n−1∑
r=1
(
∆P−2r
)( r∑
m=1
cosm(u − t)
)∣∣∣∣∣dt du

n−1∑
r=1
r
∣∣∆P−2r ∣∣
δ∫ |φ(t)|
t
P (1/t) dt
δ∫ |φ(u)|
u
P (1/u)du1/n 1/n
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(
n
l3(n)
∏k
m=1 lm(n)
)
o
(
l(n)
(
k+1∏
m=1
lm(n)
)1/2)2
= o
(
nl2(n)
∏k+1
m=1 lm(n)
l3(n)
∏k
m=1 lm(n)
)
= o(n), (3.6)
since, for pr of our choice, pr  pr+1, vr = O(1), we get
n∑
r=1
r
∣∣∆P−2r ∣∣= O
(
n/l3k+2(n)
k∏
m=1
lm(n)
)
and
δ∫
1/n
|φ(t)|l(1/t)
t
dt
=
[
Φ(t)
l(1/t)
t
]δ
1/n
+ O
[ δ∫
1/n
Φ(t)
l(1/t)
t2
dt
]
= o
[(
k+1∏
m=1
lm(1/t)
)−1/2
l(1/t)
]δ
1/n
+ o
[ δ∫
1/n
l(1/t) dt
t
√∏k+1
m=1 lm(1/t)
]
= o
({
k+1∏
m=1
lm(n)
}−1/2
l(n)
)
+ o
(
k∏
m=1
lm(n)
)1/2 δ∫
1/n
√
l(1/t)
t
∏k
m=1 lm(1/t)
dt
= o
(
l(n)
{
k+1∏
m=1
lm(n)
}1/2/ k+1∏
m=1
lm(n)
)
+ o
(
k∏
m=1
lm(n)
)1/2[{
l(1/t)
}3/2]δ
1/n
= o
(
l(n)
{
k+1∏
m=1
lm(n)
}1/2)
,
in view of condition (2.1), l(n) and∏km=1 lm(n) are both non-negative and non-decreasing
in n.
S2 = 12π2l2(n)
δ∫
1/n
δ∫
1/n
φ(t)φ(u)
sin(t/2) sin(u/2)
α(t)α(u)
n∑
m=1
cosm(u − t) dt du
= 1
2π2l2(n)
δ∫
1/n
φ(u)
sinu/2
α(u)du
×
δ∫
φ(t)
sin t/2
sin(n/2)(t − u) cos((n + 1)/2)(t − u)
sin((t − u)/2) α(t) dt.
1/n
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|S2| π4l2(n)
[
n
δ∫
1/n
|φ(t)|l(1/t)
t2
dt
t∫
1/n
∣∣φ(u)∣∣l(1/u)du
+
δ∫
1/n
|φ(t)|l(1/t)
t2
dt
t∫
1/n
|φ(u)|
u
l(1/u)du
]
= K1 + K2, (3.7)
where
K1 = nπ4l2(n)
δ∫
1/n
|φ(t)|
t2
l(1/t) dt
t∫
1/n
∣∣φ(u)∣∣l(1/u)du
= o
(
n
l2(n)
) δ∫
1/n
|φ(t)|
t2
l(1/t)
(
t l(1/t)√∏k+1
m=1 lm(1/t)
)
dt
= o
(
n
l2(n)
) δ∫
1/n
|φ(t)|l2(1/t)
t
√∏k+1
m=1 lm(1/t)
dt,
since
t∫
1/n
∣∣φ(u)∣∣l(1/u)du
= [Φ(u)l(1/u)]t1/n +
t∫
1/n
Φ(u)
du
u
∏k
m=1 lm(1/u)
= o
(
ul(1/u)√∏k+1
m=1 lm(1/u)
)t
1/n
+
t∫
1/n
o
(
u√∏k+1
m=1 lm(1/u)
)
du
u
∏k
m=1 lm(1/u)
= o
(
t l(1/t)√∏k+1
m=1 lm(1/t)
)
+
(
1∏k
m=1 lm(1/t)
√∏k
m=1 lm(1/t)
) t∫
1/n
du
= o
(
t l(1/t)√∏k+1
m=1 lm(1/t)
)
.
Now, integrating by parts, we get
K1 = o
(
n
l2(n)
)[{
Φ(t)l2(1/t)
t
√∏k+1
lm(1/t)
}δ
1/nm=1
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δ∫
1/n
Φ(t)l2(1/t)
t2
√∏k+1
m=1 lm(1/t)
dt +
δ∫
1/n
Φ(t)
t
d
dt
(
l2(1/t)√∏k+1
m=1 lm(1/t)
)
dt
]
= o
(
n
l2(n)
)[{
l2(1/t)∏k+1
m=1 lm(1/t)
}δ
1/n
+
δ∫
1/n
l2(1/t)
t
∏k+1
m=1 lm(1/t)
dt
+
δ∫
1/n
1√∏k+1
m=1 lm(1/t)
{
d
dt
l2(1/t)√∏k+1
m=1 lm(1/t)
}
dt
]
= o
(
n
l2(n)
)
O
(
l2(n)
)+ o( n
l2(n)
) δ∫
1/n
l(1/t)
t
∏k
m=1 lm(1/t)
dt
+o
(
n
l2(n)
)
O
[ δ∫
1/n
1√∏k+1
m=1 lm(1/t)
{
2l2(1/t)
t
√
[∏k+1m=2 lm(1/t)]3
+ l
2(1/t)
2(
∏k+1
m=1 lm(1/t))3/2
(
k+1∏
m=1
lm(1/t)
(
1
t
+ 1
t log(1/t)
+ · · ·
))}
dt
]
= o(n) + o
(
n
l2(n)
) δ∫
1/n
l(1/t)
t
∏k
m=1 lm(1/t)
dt
+o
(
n
l2(n)
)
O
[ δ∫
1/n
1√∏k+1
m=1 lm(1/t)
{
l2(1/t)
t
√∏k+1
m=1 lm(1/t)
}
dt
]
= o(n) + o
(
n
l2(n)
) δ∫
1/n
l(1/t)
t
∏k
m=1 lm(1/t)
dt
= o(n) + o
(
n
l(n)
) δ∫
1/n
dt
t
∏k
m=1 lm(1/t)
= o(n), (3.8)
as in the third term of (2.7), and
K2 = π4l2(n)
δ∫
1/n
|φ(t)|
t2
l(1/t) dt
t∫
1/n
|φ(u)|
u
l(1/u)duK1 = o(n). (3.9)
Similarly, we can prove
L2 = o(n). (3.10)
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J1 = o(n). (3.11)
Similarly, we can show
J2 = J3 = J4 = o(n). (3.12)
Combining (3.3), (3.11) and (3.12) completes the proof of Theorem 1.
4. As in remark, our p’s satisfy the conditions of [4, Theorem 1], so combining Theo-
rem 1 and [4, Theorem 1], we deduce the following criterion for summability [C,1,2] of
the series (1.2):
Theorem 2. If the conditions (2.1) of Theorem 1 and (1.8) of [4] are satisfied, then the
series (1.2) is summable [C,1,2], to the sum s for t = x.
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