This paper aims at giving an overview of estimates in general Besov spaces for the Cauchy problem on t = 0 related to the vector field ∂ t +v·∇. The emphasis is on the conservation or loss of regularity for the initial data.
Introduction
This paper is concerned with estimates in Besov spaces for transport-diffusion equations:
where ν ≥ 0 stands for a constant diffusion parameter.
Such equations appear as the result of linearization in a number of PDE's coming from fluid mechanics and have been extensively studied. In the case ν = 0, existence and uniqueness theory in L ∞ has been studied under very weak assumptions on v (roughly v ∈ W 1,1 (or even BV ) with div v ∈ L ∞ , see e.g [13] , [7] , [8] and the references therein).
As our work is motivated by the study of nonlinear models, we aim at estimating the fractional derivatives of the solutions to (T ν ). It is well known that such estimates are available when v has enough regularity. Roughly speaking, the regularity of the initial data is expected to be preserved as soon as ∇v belongs to L 1 (0, T ; L ∞ ) (plus some convenient assumption depending on the number of derivatives to be transported). When ν = 0, this qualitative result has been proved in a number of functional frameworks:
• Sobolev spaces H s with 0 ≤ s < N 2 provided that ∇v ∈L 1 (0,T ;H
• Hölder spaces C r if |r| ≤ 1, ∇v ∈ L 1 (0, T ; L ∞ ) and div v = 0 (see e.g. [3] ),
• General Besov spaces B p,r ∩ L ∞ ) (see e.g [10] ).
In section 2 of the present paper, we state estimates in B σ p,r for (T ν ) whereas ∇v belongs to some different Besov space B σ p 2 ,r 2 and is bounded. The main novelty is that p 2 may differ from p and that the estimates do not depend on ν. The reader is referred to proposition 2.1 for more details.
On the other hand, when ∇v fails to be in L 1 (0, T ; L ∞ ), the initial regularity is unlikely to be preserved. Nevertheless, if v is "almost" lipschitz with respect to the space variables then the solution f may be estimated in spaces whose regularity index coarsens with time. This fact has been observed several times by different authors.
In the case of Besov spaces with third index r = +∞, H. Bahouri and J.-Y. Chemin proved a linear loss of regularity under the hypothesis that v is log-lipschitz:
|v(y) − v(x)| |y − x|(1 − log |y − x|)
< +∞.
Assuming that |σ| < 1, they prove the following inequality in [1] : This result has been improved in [6] . Moreover the regularity assumption on the right-hand side g may be somewhat weakened (see [9] ).
Let us mention in passing that results in the same spirit have been used by M. Vishik for solving incompressible Euler equations in limit Besov spaces (see [19] ), and by F. Planchon to improve the Beale-Kato-Majda blow-up criterion ( [17] ). Section 3.2 of the present paper is devoted to the proof of similar estimates for (T ν ) uniformly in ν in general Besov spaces (see theorems 3.2, 3.4, 3.9 and 3.10 below.) It has also been observed that if v is better than log-lipschitz, e.g for some α ∈ (0, 1), then the loss of regularity is arbitrarily small. In [5] , J.-Y. Chemin and N. Lerner noticed that the flow associated to a vector-field v whose gradient belongs to a space slightly larger than
The proof lies on the fact that v satisfies an inequality of type (0.1).
In [15] , B. Desjardins stated an even more accurate result in the framework of the two-dimensional torus T 2 . Here the flow to a vector-field v ∈ L 2 (0, T ; H 2 ) is shown to remain in W 2,p for all p < 2. In the case of a bounded N -dimensional domain, if the symmetric part of ∇v belongs to
,p ) with 1 < p < +∞, and f 0 ∈ W 1,r then f ∈ C([0, T ]; W 1,q ) for all q < r (see [14] ). Theorem 3.12 of the present paper implies the following result:
Let p be the conjugate exponent of p, and σ be such that
Let > 0 and let f solve (T ν ). There exists C = C(N, , p, p 2 , r 2 , σ) such that the following inequality holds true on [0, T ] uniformly in ν:
We intend to use the above result to prove global well-posedness for the inhomogeneous incompressible Navier-Stokes equations in T 2 or R 2 (see [11] ). Our paper is structured as follows. The first section is devoted to a basic presentation of Littlewood-Paley decomposition and Besov spaces. In section 2, we state general estimates in Besov spaces in the case when v is Lipschitz. Section 3 is devoted to the study of the case when v is not Lipschitz. We focus on the study of "abstract" coupled inequalities from which general uniform (with respect to ν) estimates for (T ν ) may be inferred. We then give several examples with either linear loss of derivatives or arbitrarily small loss of derivatives depending on the assumption made on ∇v. An appendix is devoted to the proof of technical estimates pertaining to a commutator. Notation: In order to have more concise statements, we shall adopt the convention that σ > [−1] − α 1 means that σ > −α 1 has to be satisfied for a general vector-field v, and that this condition may be weakened into σ > −α 1 − 1 if div v = 0.
Besov spaces and Littlewood-Paley decomposition
The proof of the results presented in the paper is based on a dyadic decomposition in Fourier variables, the so-called (inhomogeneous) Littlewood-Paley decomposition. For the sake of conciseness, we only treat the case of R N . The reader is referred to [10] for a similar construction in T N . Let (χ, ϕ) be a couple of C ∞ functions with
We shall also use the following low-frequency cut-off:
One can easily prove that
Littlewood-Paley decomposition has nice properties of quasi-orthogonality:
Let us now define the (non-homogeneous) Besov spaces: 
Let us remark that by virtue of Minkowski inequality, we have
A priori estimates with no loss of regularity
We first concentrate on the case when ∇v belongs to
In this case, the initial Besov regularity is conserved:
Denote f
There exists a constant C depending on N , p, p 2 and σ but not on ν and a universal constant κ > 0 such that the following estimates hold:
.1) and (2.2) hold with
Proof: Applying the operator ∆ q to (T ν ) yields
As S q+1 v is smooth, one readily gets in the case ν = 0:
where it is understood that 1/p = 0 if p = +∞.
Let us now focus on the case ν > 0 and q ≥ 0. [12] ensures that, for some universal constant κ > 0,
The same estimate holds true. Indeed, introduce the function
From a straightforward integration by parts, the following inequality is inferred:
Hence, multiplying equation (T q ) by T (∆ q f ), integrating in space and in time and using Lebesgue dominated convergence theorem to pass to the limit → 0 eventually yields inequality (2.5).
3. Case p = +∞. It stems from the maximum principle.
That the term induced by −ν∆∆ q f is also non-negative in the case q = −1 is left to the reader. This entails that
Let us admit the following lemma, the proof of which is postponed in appendix:
Besides, the third term in the right-hand side may be replaced by
Further denote
Then inserting inequality (2.7) into (2.5) and (2.6) yields With our assumptions on ∇v, we have for a suitably large K:
Moreover f q (t) may be replaced by sup τ ∈[0,t] f q (τ ) in the left-hand side.
Hence, taking advantage of σ 1 , σ 2 > 0 for using convolution inequalities and applying, where needed, Minkowski inequality, one ends up with
p,r dτ so that Gronwall lemma completes the proof of proposition 2.1 in the case
The case σ > 1 + N/p 2 or {σ = 1 + N/p 2 and r = 1} is left to the reader.
It is based on inequality (2.8) and embeddings
The additional estimate in the case f = v is inferred from remark A.1.
Losing estimates
The key point in the proof of proposition 2.1 is that ∇v belongs to
In the present section, we make slightly weaker assumptions on v. The price to pay is a possible loss of derivatives in the estimates. Throughout this section, the regularity index σ for f satisfies (2.10) (hence in particular |σ| ≤ 1 + N ).
A general statement
Note that no regularity assumptions on v are needed to get (2.11) . This induces us to study the following type of coupled inequalities (we set κ p ν to 0 to simplify the presentation):
whenever q ∈ Z and t ∈ [0, T ]. Above, N 0 , M and P belong to N.
We further assume that Before stating estimates pertaining to (3.1), let us introduce a few notation:
Define in the same way the functions w R and W R (resp. z R and Z R ) pertaining to w 2 (resp. z 2 ). Finally, let a ∧ b stand for max(a, b).
For (f q ) q∈Z satisfying the coupled inequalities (3.1), we have: 
Then we assume that
The following estimate holds true for all r ∈ [1, +∞] and t ∈ [0, T ]:
Proof: According to (3.1), we have for all t ∈ [0, T ]:
According to assumption 2, we have for all q ∈ Z and t ∈ [0, T ],
On the other hand, we have for q < q − P ,
By mean of explicit integration, we get
if q > R 1 .
Similar inequalities hold for
. Plugging (3.4), (3.5), (3.6) and (3.7) in (3.3) and using 1 yields
Clearly, t may be replaced by any t ∈ [0, t] in the left-hand side so that f λ q (t) may be replaced by F λ q (t). Now, Schur's lemma yields
, which entails the desired inequality.
Proposition 3.1 may be applied to (2.11). We end up with the following general losing estimates:
There exists a λ 0 > 0 and K = K(N ) such that if v q , w q and z q are defined as in (2.9) and satisfy
for some sequences of functions
verifying conditions 1, 2, 3 and 4 of proposition 3.1 with M = N 0 = P = 4, σ 1 , σ 2 defined in (2.10), some κ ≥ 0 and some λ > λ 0 , then we have
Remark 3.3 Let us mention in passing that in the case where
∇v ∈ L 1 (0, T ; B N p 2 p 2 ,∞ ∩ L ∞ ) and σ < 1 + N/p 2
then theorem 3.2 leads back to the inequalities of proposition 2.1 (up to a multiplicative constant in the right-hand side).
Indeed, it is only a matter of taking
, and w
Assumption 1 is fulfilled with R 1 = R 2 = R 3 = +∞, one can take κ = 0 in 4 and we clearly have
Linear loss of regularity
In this part, we aim at extending the results [1] and [6] to general Besov spaces. In the former paper, the vector field v is only log-lipschitz in the space variable (which amounts to assuming that S q ∇v(t) L ∞ ≤(q + 2)u(t) for some u∈L 1 (0, T )) and estimates in Hölder spaces C σ with σ∈(0, 1) are investigated. The authors point out a loss of derivatives of order
In the latter paper, the functional framework is more general: Besov spaces B σ p,∞ with σ ∈ (0, 1), and the assumption on v is somewhat weaker:
We here aim at getting estimates in the same spirit in a more general framework. Our most general result reads: 
There exists K = K(N ) and λ 0 = λ 0 (α, β, N, p, p 2 ) such that the following inequality holds true for (T ν ) uniformly in ν with σ t 
q . Now, condition 1 of proposition 3.1 is trivially satisfied. So does 2 with Q 1 = Q 2 = Q 3 = −1. Next, defining A q as in proposition 3.1 and taking advantage of hypotheses 1 and 2, we have (up to a change of K),
Hence,
Choosing κ = 4 min(σ 1 − α, σ 2 − α)/ log 2, hypothesis (3.9) ensures that conditions 3 and 4 of proposition 3.1 are satisfied for some λ 0 = λ 0 (α, β, N, p, p 2 ). Then theorem 3.2 yields the desired inequality.
Remark 3.5 Hypothesis 1 above may be replaced by the stronger following one:
≥ β.
Proof:
We just have to use the following inequalities (if q > q):
, and, of course, for all q, q ≥ −1,
.
Remark 3.7
In the case p 2 = +∞, theorem 3.4 entails the result stated in [6] .
Remark 3.8 One can also allow for a linear growth of the dyadic blocks of the source term g (like in [9], lemma 2.5). This growth will entail an additional (linear) loss of regularity. The details are left to the reader.
Actually, in the case where ∇v belongs to
is suitably small for large q, only the growth of S q ∇v L ∞ is responsible for the loss of regularity: 
then the following inequality holds true for (T ν ) uniformly in ν:
Proof: Choose w
Taking advantage of the above assumptions and choosing K = K(N ) large enough, one can easily check that
Besides, condition 1 of proposition 3.1 is satisfied with
so that choosing κ = 4 min(σ 1 − α, σ 2 − β)/ log 2 and using (3.11) ensures conditions 3 and 4. Applying theorem 3.2 completes the proof.
In the case where the growth assumptions on the blocks are made before time integration, one can exhibit more explicit sufficient conditions for having losing estimates:
Assume that there exist two integrable functions u and w such that the following conditions are satisfied on [0, T ]:
Proof: Take v q,q (t) ≡ 1 for q ≥ q ). Remark 3.11 Note that the case p = p 2 = r = +∞ leads back to result treated in [1] .
Limited loss of regularity
We now make the additional assumption that ∇v ∈ L 1 (0, T ; B 0 ∞,r 2 ) for some r 2 ∈ (1, +∞). The new result we get in this case is the following one: 
then the following inequality holds true:
with
12) may be removed and W R (T ) has to be replaced by ∇v
Proof:
Once again, this is a corollary of theorem 3.2. Indeed, according to Hölder inequality,
with η = 1 − 1/r 2 so that one can choose
Condition 1 is satisfied with R 1 = R 2 = R 3 = R + 3. As (v 1 q ) q≥−1 is a nondecreasing sequence of functions, condition 2 is fulfilled for any Q 1 (that we shall merely denote by Q). Next, as η ∈ (0, 1), for all Q ∈ N and q ≥ q, the following inequality holds:
η . Hence, according to inequality (3.14), we have for q ≥ q,
From now on, assume that
Now, if we take κ = 2σ 1 / log 2, inequality (3.14) and the above computations show that conditions 3 and 4 are fulfilled for some λ 0 = λ 0 (σ 1 , σ 2 ). Hence, theorem 3.2 yields
Now, getting the desired inequality in theorem 3.12 amounts to making a convenient choice of Q. Indeed, denoting
Assuming that 0 < ≤ σ 1 /2 and choosing 
This implies inequality (3.13).
Actually, estimates with limited loss of regularity may be proved under the weaker additional assumption that ∇v ∈ L 1 T (B 0 ∞,r 2 ) for some r 2 ∈ (1, +∞):
There exist λ 0 = λ 0 (σ 1 , σ 2 ) and K = K(N ) such that if λ > λ 0 and if there exists some R ∈ N such that (3.12) is fulfilled, then the following inequality holds true:
q as previously, and v
As for q ≥ q, we have (up to a change of K)
Hence condition 3 is satisfied. So does 4 with κ = 2σ 1 / log 2. Therefore the general inequality stated in theorem 3.2 holds true with 
) .
This yields inequality (3.18).
A. Appendix
We here give the proof of lemma 2.2. In order to show that only the gradient part of v is involved in the estimates, it is convenient to split v into low and high frequencies:
Since there exists a R > 0 so that for all
Let us define the paraproduct between two distributions according to J.-M. Bony in [2] :
we have the following so-called Bony's decomposition:
Now, we have
where the summation convention on repeated indices is understood. Hence, taking advantage of Bony's decomposition, we end up with
In the following computations, the constant K depends only on N .
Bounds for
On the other hand,
so that applying first order Taylor's formula, convolution inequalities and (A.1) yields 
Hence, using inequalities (A.1) and (A.2) yields
Bounds for 2 qσ R 3 q L p : One proceeds as follows:
Therefore, denoting 1/p 1 =1/p−1/p 2 and taking advantage of (A.1) and (A.2), show that in the special case where f = v, the following estimate holds true: .14) 
