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ABSTRACT 
The concept of seismogenic asperities and aseismic barriers has become a useful paradigm 
within which to understand the seismogenic behavior of major faults.    Since asperities 
and barriers can be thought of as defining the potential rupture area of large megathrust 
earthquakes, it is thus important to identify their respective spatial extents, constrain their 
temporal longevity, and to develop a physical understanding for their behavior.  Space 
geodesy is making critical contributions to the identification of slip asperities and barriers 
but progress in many geographical regions depends on improving the accuracy and 
precision of the basic measurements.  This thesis begins with technical developments 
aimed at improving satellite radar interferometric measurements of ground deformation 
whereby we introduce an empirical correction algorithm for unwanted effects due to 
interferometric path delays that are due to spatially and temporally variable radar wave 
propagation speeds in the atmosphere.  In chapter 2, I combine geodetic datasets with 
complementary spatio-temporal resolutions to improve our understanding of the spatial 
distribution of crustal deformation sources and their associated temporal evolution – here 
we use observations from Long Valley Caldera (California) as our test bed.  In the third 
chapter I apply the tools developed in the first two chapters to analyze postseismic 
deformation associated with the 2010 Mw=8.8 Maule (Chile) earthquake.  The result 
delimits patches where afterslip occurs, explores their relationship to coseismic rupture, 
quantifies frictional properties associated with inferred patches of afterslip, and discusses 
the relationship of asperities and barriers to long-term topography.  The final chapter 
investigates interseismic deformation of the eastern Makran subduction zone by using 
satellite radar interferometry only, and demonstrates that with state-of-art techniques it is 
possible to quantify tectonic signals with small amplitude and long wavelength.  Portions 
of the eastern Makran for which we estimate low fault coupling correspond to areas where 
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bathymetric features on the downgoing plate are presently subducting, whereas the 
region of the 1945 M=8.1 earthquake appears to be more highly coupled. 
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I n t r o d u c t i o n  
 
Determining the spatial extent and temporal evolution of seismic ruptures, as well as the 
physical parameters controlling their extent and locations, has been a theme in earthquake 
physics over the past three decades. It is generally observed that large earthquakes consist 
of subevents, relatively compact patches with locally high slip, called ‘asperities.’ The term 
“seismic asperity” was first defined by Kanamori [1978] to describe “geometrical 
asperities, heterogeneities of the frictional strength or a combination (of both)” on the 
fault plane.  A complementary concept is that of a “barrier,” defined as the region that does 
not fail during the mainshock [Das and Aki, 1977; Kanamori, 1986].  The asperity and 
barrier models were originally two separate concepts used in the context of dynamic failure 
properties [Lay et al., 1982].  However, these concepts are now frequently combined to 
describe spatial, mainly along-strike variations of seismic and aseismic regions on the 
subduction interface.  The spatial distribution of asperities and barriers may potentially 
bound the rupture area and moment release for future large earthquakes; their temporal 
evolution may help define any relationship between a single seismic cycle and long-term 
geologic features.  The underlying controls for this heterogeneity in style of fault slip are 
directly related to the fundamental physical properties of the subduction zone. Imaging the 
spatial distribution of seismic asperities and zones of aseismic creep is therefore essential 
to advance our understanding of the seismic behavior of faults and governing physics. 
One model for the control on seismogenesis in subduction zones proposes that seismic 
decoupling occurs “when the normal stress at the frictional interface is decreased by an 
amount sufficient to cross the friction stability transition” [Scholz and Campos, 1995; 
2012].  In this model, the degree of coupling is controlled by variations of normal stress on 
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the subduction interface.  More explicitly, it states that shear tractions on the fault are 
mainly dependent on the effective normal stresses.  Scholz and Campos [1995] use this 
model to predict the seismogenic behaviors across different subduction zones, although 
notable exceptions exist [Scholz and Campos, 2012]. 
Another model proposes a different hypothesis regarding the relationship between the 
state of stress on the megathrust and seismogenic behavior.  This model suggests that 
“spatial variations in frictional properties on the plate interface control trench-parallel 
variations in fore-arc topography, gravity, and seismogenic behavior” [Song and Simons, 
2003] and that “forearc basins may be useful indicators of long-term seismic moment 
release” [Wells et al., 2003] (although in Wells et al. [2003] they attribute this relationship 
to subduction erosion).  Song and Simons [2003] observed strong correlation of negative 
gravity and topography anomalies with seismogenic patches in large earthquakes, and 
related the distribution of seismic asperities within individual subduction zones to regions 
of increased shear traction.  They argued that since negative gravity and topography 
anomalies are associated with decreased normal stress, the regions of shear traction 
increase are more likely due to increases in the effective coefficient of friction, although 
normal tractions may also modulate the shear tractions.  This model is consistent with the 
inferred slip distribution of most large earthquakes; but again, exceptions also exist (e.g., 
the 2005 Mw 8.7 Nias in Sumatra and the 2011 Mw 9.0 Tohoku-oki in Japan). 
Scholz and Campos [1995] focused on differentiating relatively coupled and uncoupled 
subduction zones on a global scale, whereas Song and Simons [2003] focused on intra-arc 
variations.  However, Scholz and Small [1997] associated large subducted seamounts with 
increased seismic coupling and thus brought the normal-stress hypothesis from the global 
scale down to the smaller scale discussion of variations within a single subduction zone.  
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Thus, Scholz and Campos [1995] and Song and Simons [2003] may represent end-
member models.  Before delving into these models in detail, it is important to recognize 
ongoing controversies associated with the role of commonly found bathymetric features: 
subducting seamounts, subducting fracture zones, and fore-arc depressions. 
 
Seamounts 
Many studies infer a strong correlation between subducted seamounts and either seismic 
asperities (e.g., Ichinose et al., [2007] for the 1964 Alaska earthquake) or barriers (e.g.. 
Perfettini et al. [2010] and Chlieh et al. [2011] for the role of the Nazca ridge), whereas 
many other studies reveal ambiguous or even opposite correlations.  For example, recent 
large interplate earthquakes seem to nucleate near or on patches with high P wave 
velocities that are interpreted as subducted oceanic ridges, including the 2010 Mw=8.8 
Maule earthquake along the south-central Chile megathrust [Hicks et al., 2012], and the 
2011 Mw=9.1 Tohoku-Oki earthquake along the Japan Trench [Zhao et al., 2011].   A 
similar phenomenon has been observed for smaller earthquakes.  Along the southern 
segment of the Japan Trench, repeating earthquakes of intermediate magnitudes (M ~ 7) 
were found to occur on the downdip side of a subducted seamount [Mochizuki et al., 
2008].  Opposite correlations were found even along the same subduction zone.  The 
subducted paleo-Zenisu ridge along the Tokai segment of the Nankai Trough was 
correlated to the highly coupled patches obtained from geodetic studies [Kodaira et al., 
2003, 2004], but on the same megathrust to the south, the subducted seamount off Cape 
Muroto was considered as a barrier that deflected coseismic slip in the 1946 Ms=8.2 
Nankaido earthquake [Baba et al., 2002; Kodaira et al., 2000, 2002]. 
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Various attempts have been made to explain how seamount subduction influences plate 
coupling.  Analogue models suggest that the dense fracture network generated by 
seamount subduction would favor fluid expulsion and induce a decrease in the fluid 
pressure and effective basal friction, possibly leading to lower coupling [Dominguez et al., 
2000].  This conclusion is further supported by the complexity of moment rate functions 
for events in areas of subducting seamounts in Costa Rica [Wang and Bilek, 2011].   
Yang et al. [2012] numerically modeled a seamount as a strong patch of high effective 
normal stress within a rate-and-state friction subduction zone setting.  Their result 
suggests that a seamount may act as a rupture barrier whose efficiency depends on both 
the increase of effective normal stress and the seamount-to-trench distance.  Whenever the 
stress state becomes favorable, ruptures can also nucleate on the same seamount.  This 
numerical model may explain many of the past controversies, although the model does not 
associate seamounts with any specific rate-and-state frictional properties, and therefore 
how these properties may influence the asperity and barrier effect of a seamount remains 
unknown. 
 
Fracture Zones 
The small number of studies investigating the role of subducting fracture zones suggest a 
strong correlation between these regions and low fault coupling.  Examples include the 
Investigator fracture zone in Sumatran megathrust [Chlieh et al., 2008; Lange et al., 2010], 
the Mocha and Valdivia fracture zone in the South-Central Chile subduction zone [Moreno 
et al., 2011], and the Nazca fracture zone in southern Peru [Chlieh et al., 2011].  Systematic 
studies of the South American trench suggest a strong correlation between bathymetric 
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highs (mostly fracture zones with some ridges) on the downgoing plate and rupture 
extents of large earthquakes [Carena 2011; Contreras-Reyes and Carrizo, 2011], while the 
exact mechanism is still debated.  Some consider that incoming fracture zones may 
enhance the flux of water into the subduction zone and may induce pore pressure changes 
or hydration and hence serpentinization of ultramafic rocks on the subducting plate 
[Chlieh et al., 2008; Contreras-Reyes et al., 2008], both leading to variations in the 
frictional behavior on the plate interface [Escartin et al., 1997], while others propose that 
the bathymetric steps across the fracture zone constitute a major geometric control over 
the rupture extent, similar to the lateral ramps associated with crustal faults [Carena 2011]. 
 
Fore-arc Depressions 
The correlation of gravity lows and topographic depression with seismic asperities is the 
basis of the Song and Simons [2003] model and is supported by many observations [Wells 
et al., 2003].  This correlation is manifested in dynamic Coulomb wedge models [Wang 
and Hu, 2006] and by analogous sandbox models [Rosenau and Oncken, 2009].  Several 
studies also show correlations between the down-dip base of the strongly coupled 
seismogenic zone and the coastline position [Ruff and Tichelaar, 1996; Loveless et al., 
2010; Sladen et al., 2010; Béjar-Pizarro et al., 2013], suggesting a relationship between 
the frictional properties on the megathrust and the long-term evolution of the entire fore-
arc.  However, two obvious and troubling exceptions to the Song and Simons [2003] 
model, the 2005 Mw=8.7 Nias and 2011 Mw=9.0 Tohoku earthquakes, show rupture 
extents that correlate strongly with positive topography and gravity anomalies.  Thus far 
there is no satisfactory explanation for these exceptions. 
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From a Geodetic Perspective 
The ambiguous evidence associated with the Scholz and Campos [1995] and Song and 
Simons [2003] models indicates that the underlying physical process is more complicated 
than a simple dichotomy between the normal-stress dominant and frictional-property 
dominant interplate coupling.  It is likely that the two models are end members over a 
wide spectrum, in which two or more major factors contribute to controlling the 
seismogenic process.  Our ability to disentangle the multiple potential controls on 
seismogenic behavior of the megathrust relies intimately on our ability to reliably resolve 
the distribution of coseismic and aseismic fault slip on subduction megathrusts.  As 
elucidated by several studies [e.g. Wells et al., 2003; Singh et al., 2011], some of the 
aforementioned disputes may result from the insufficient resolution of coseismic slip or 
interseismic coupling models and/or plate interface topography due to poor data quality, 
especially for earlier historic events.   
Part of this thesis contributes to the discussion by improving the resolution of geodetic 
measurements.  The first half of the thesis focuses on methodological developments.  In 
chapter 1, I describe a new algorithm to correct for differential atmospheric delays in 
Interferometric Synthetic Aperture Radar (InSAR) observations of crustal deformation.  
This multi-scale approach allows a robust estimate of the topographically-correlated 
tropospheric delays when no other correction method is available.  In chapter 2, I 
implement a joint inversion method by using ground-based geodetic measurements, 
continuous in time but sparse in space, and the satellite images, sparse in time but 
continuous in space.  Joint inversion with these datasets of complementary spatiotemporal 
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resolution can provide detailed mapping of the source parameters and the associated 
temporal evolution.  The inversion is carried out via a Principal Component Analysis based 
Inversion Method (PCAIM) [Kositsky and Avouac, 2010]. 
The second half of the thesis focuses on specific case studies.  In chapter 3, I apply the 
techniques described in the first two chapters to infer the space-time evolution of 
postseismic deformation associated with the 2010 Mw=8.8 Maule earthquake, south-
central Chile.  Using a combination of InSAR and GPS-derived constraints, we are able to 
distinguish between patches of different frictional properties on the megathrust and to 
further quantify these properties.  In chapter 4, I shift the focus to the eastern Makran 
subduction zone, a more challenging target from the perspective of present-day geodesy.  
For this region, I try to constrain the pattern of interseismic deformation using only InSAR 
observations.  This target is challenging given a sub-optimal radar viewing geometry and 
extensive atmospheric path delays (related to the East Asian monsoon) which results in a 
low signal-to-noise ratio. I demonstrate that despite all these difficulties, with proper 
image correction and processing procedures, it is possible to isolate the signal due to 
interseismic deformation.  Using these observations, I provide the first estimate of 
coupling patterns along this subduction zone along with first order estimates of cumulative 
moment deficits since the last event. 
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C h a p t e r  1  
A MULTISCALE APPROACH TO ESTIMATING TOPOGRAPHICALLY CORRELATED 
PROPAGATION DELAYS IN RADAR INTERFEROGRAMS 
 
Originally published in Lin, Y.-N. N., M. Simons, E. A. Hetland, P. Muse, and C. DiCaprio 
(2010), A multiscale approach to estimating topographically correlated propagation delays 
in radar interferograms, Geochem. Geophys. Geosyst., 11(9), Q09002, doi: 
10.1029/2010GC003228. 
 
Abstract 
When targeting small amplitude surface deformation, using repeat orbit Interferometric 
Synthetic Aperture Radar (InSAR) observations can be plagued by propagation delays, 
some of which correlate with topographic variations. These topographically­correlated 
delays result from temporal variations in vertical stratification of the troposphere. An 
approximate model assuming a linear relationship between topography and 
interferometric phase has been used to correct observations with success in a few studies. 
Here, we present a robust approach to estimating the transfer function, K, between 
topography and phase that is relatively insensitive to confounding processes (earthquake 
deformation, phase ramps from orbital errors, tidal loading, etc.). Our approach takes 
advantage of a multiscale perspective by using a band-pass decomposition of both 
topography and observed phase. This decomposition into several spatial scales allows us to 
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determine the bands wherein correlation between topography and phase is significant 
and stable. When possible, our approach also takes advantage of any inherent redundancy 
provided by multiple interferograms constructed with common scenes. We define a unique 
set of component time intervals for a given suite of interferometric pairs. We estimate an 
internally consistent transfer function for each component time interval, which can then 
be recombined to correct any arbitrary interferometric pair. We demonstrate our approach 
on a synthetic example and on data from two locations: Long Valley Caldera, California, 
which experienced prolonged periods of surface deformation from pressurization of a deep 
magma chamber, and one coseismic interferogram from the 2007 Mw 7.8 Tocopilla 
earthquake in northern Chile. In both examples, the corrected interferograms show 
improvements in regions of high relief, independent of whether or not we pre­correct the 
data for a source model. We believe that most of the remaining signals are predominately 
due to heterogeneous water vapor distribution that requires more sophisticated correction 
methods than those described here. 
 
1.1 Introduction 
Interferometric Synthetic Aperture Radar (InSAR) images are widely used in the analysis 
of tectonic deformation, magmatic activity, flow of glaciers, and other surface deformation 
processes (for reviews, see Massonnet et al. [1994], Burgmann et al. [2000], Hanssen 
[2001], and Simons and Rosen [2007]).  These observations are frequently plagued by 
spatially heterogeneous propagation delays between the radar platform and the ground. 
Propagation delays have three major sources: wet delays, hydrostatic delays and 
ionosphere effects. For microwaves, the refractivity changes due to the dipole components 
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of water vapor, also known as “wet delays,” contribute the most to the neutral 
atmospheric propagational delays [Bevis et al., 1992]. Recent study also shows that 
hydrostatic delays, which depends on the pressure to temperature ratio, vary significantly 
at low elevation and cannot be neglected [Doin et al., 2009]. Ionospheric effects result 
from spatio-temporal variations in ionospheric electron density. These effects are in 
general more obvious in the higher latitude and in the L­band SAR data than the C­band 
SAR, due to the dispersive nature of the atmospheric medium [Gray et al., 2000]. Wet 
delays and hydrostatic delays may strongly obscure tectonic signals when the signal 
amplitude is small ­ as is frequently the case with interseismic deformation. For example, 
in two­pass interferometry, a 20% change in humidity may result in 10 cm of deformation 
error [Zebker et al., 1997], thereby compromising the effectiveness for InSAR to detect mm
­to­cm scale deformation. Wet delays and hydrostatic delays are non­dispersive and 
therefore the multi-wavelength approach generally used to correct for GPS ionospheric 
biases cannot be applied to tackle this problem [Zebker et al., 1997]. 
One way to mitigate the tropospheric delay problem is to average N independent 
interferograms, since the neutral atmospheric signals are uncorrelated over timescales 
longer than 1 day [Zebker et al., 1997; Emardson et al., 2003]. This simple technique can 
reduce the variance of atmospheric errors by a factor of N . The averaging method is 
practical and effective when trying to estimate secular rates from a large number of 
interferometric pairs. However, if time­dependent deformation is expected or only a few 
interferograms are available, the stacking approach is no longer useful. One way to 
mitigate the tropospheric delays in a time series is to apply filtering techniques, such as the 
temporal plus spatial filters suggested by Berardino et al. [2002]. The choice of filter in 
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this approach is subjective, leading to the concern of smoothing out signals over the 
same time scales as the noise. 
Other studies propose more complicated but direct methods for estimating and removing 
the effects of wet delays. Proposed methods include use of GPS data [Onn and Zebker, 
2006] and radiometric data to produce zenith path delay difference maps for InSAR 
atmospheric correction, for instance using either MODIS (MODerate-resolution Imaging 
Spectroradiometer) [Li et al., 2005, 2006a], or MERIS (MEdium Resolution Image 
Spectrometer, for ENVISAT system only) [Li et al., 2006b, 2006c]. Other approaches use 
weather models together with radiometric data to generate an instant water vapor map, 
such as MERIS with MM5 (Mesoscale Meteorological Model) [Puysségur et al., 2007], or 
use a weather model only to predict atmospheric delays [Foster et al., 2006]. These 
imagery ­ based or model ­ based approaches may provide estimates of water vapor 
distribution from independent data sources or models at the time the SAR image was 
acquired. However, imagery­based approaches have limited application for older SAR 
images. MODIS and MERIS were launched in 1999 and 2002, respectively. Radiometric 
systems require solar illumination, so they can not be used to correct for SAR images 
acquired at night. Some calibration statement is also necessary for the user to 
accommodate the radiometric data to different study areas. GPS­based approaches are 
limited by the density and existence of GPS stations in some remote areas. Moreover, the 
efficacy of modeling-based approaches are still debated, especially the extent to which they 
consistently reduce or add noise to interferometric observations. 
The approach proposed in this study, compared to the aforementioned methods, is 
relatively simple and not limited by the availability of other independent data. Our 
  
15
approach focuses on mitigating the effects of the time­variable vertically stratified 
component of the atmospheric delays, as described by Hanssen [2001]. Correction of the 
static component is relatively straightforward and efficient, and in some cases can be very 
effective. In a study of the Lake Mead area, Nevada, Cavalié et al. [2007] showed that 
static tropospheric delays can be estimated by analyzing the correlation between phase and 
topography. (To be more accurate, it is a correlation between phase change and 
topography, but for simplicity we use “phase” to refer to “phase change”). This method, 
however, does not always work well because in some cases phase does not seem linearly 
related to topography due to multiple tectonic/non­tectonic sources and confounding 
effects of delays due to turbulent atmospheric circulation. 
Our study proposes an improved method that is less sensitive to all these confounding 
factors. We use a multiscale approach to estimate variations in topographically­correlated 
propagation delays. This approach is based on the same assumption made by earlier works 
of a linear relationship between phase and topography. We first test our approach in a 
synthetic example, and validate that in regions where there is no strong turbulent mixing, 
this approach can serve as the first order correction. We then demonstrate our method 
with examples from the Long Valley Caldera in California, and northern Chile. 
 
1.2 A Multiscale Approach to Estimating Topographically Correlated Delays 
1.2.1 Model 
Correlation between range change and topography results from the variation of the 
refractivity of the atmosphere along the vertical due to changes in pressure (P), 
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temperature (T), humidity and water vapor content in the lowermost atmosphere 
between two SAR acquisitions [Hanssen, 2001]. For a vertically stratified troposphere 
model, if elevation changes across the scene, propagation delays vary at different elevation 
with a rate increasing with water vapor content and P/T ratio [Doin et al., 2009]. In 
contrast to the effect of turbulent mixing, this vertical stratification is considered static 
over a given area throughout a certain period of time. As the concentration of water vapor 
generally decreases exponentially with elevation, the theoretical delay curve is an 
exponential function of elevation [Delacourt et al., 1998]. In an interferogram subject to 
only static tropospheric delays, the signal is the difference between the delay curves for two 
individual SAR acquisitions. If we take a Taylor series expansion over the resultant 
exponential function, and ignore the second order and higher terms, we can derive a 
simple linear relation 
Khb                        (1-1) 
where b is a bias term and K is the transfer function between topography (h) and phase 
(  ) [Cavalié et al., 2007]. This simple linear model works for most weather conditions, 
except for extraordinary cases such as inverted or non ­ monotonic tropospheric 
stratifications. The transfer function, K, is best determined by a global rather than a local 
linear regression, since the phase/elevation relationship may have local trade­offs with the 
deformation/elevation relationship [Cavalié et al., 2007]. This transfer function is 
therefore considered as a scene ­ wide property rather than a value that changes 
heterogeneously across the scene. However, global correlations may result in large 
uncertainties in the transfer function, making it difficult to define the linear relationship, 
thus emphasizing the need for a robust method for determining K. 
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1.2.2 Estimation Approach 
Our approach explicitly recognizes that various length scales, , should have different 
sensitivities to different sources of confounding noises. For example, very large (>100 
km) may be more sensitive to other processes such as tidal loading [DiCaprio and Simons, 
2008] or orbital error, whereas the smallest  (≤2 km) may not be very sensitive to larger­
scale tropospheric signals. Surface deformation resulting from tectonic, magmatic or 
glacial processes also has a rich scale­dependent spectrum. In the presence of all these 
confounding factors, given that K is assumed to be a global property, there should be a 
reasonable range of  in which the value of K almost stays constant and is independent of . 
Therefore, we can take advantage of the multiscale perspective to robustly estimate a 
spatially constant K which is relatively insensitive to confounding processes. 
To begin with, we decompose both topography and interferogram into different length 
scales (Figure 1.1). We generate band­passed images by applying a series of Gaussian filters 
with different spatial scales and taking the difference between two neighboring scales. We 
choose filter limits that scale with integer powers of two (in units of integer numbers of 
pixels). To properly represent the amount of information carried in each channel, we 
resample them according to the Shannon ­ Nyquist sampling theorem. We use the 
resampled point sets from selected band­pass channels to estimate K. 
Band­pass (BP) components usually show clearer and more constant linear relationships 
between topography and phase than high­pass (HP) and low­pass components (LP). The 
high­pass and low­pass components are therefore excluded from the estimation of K. Next, 
we rewrite equation (1) as 
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)()( iigramigrami hKb    (1-2)
where h(i) and )( i  are the ith band­passed components of h and  . bigram and 
Kigram denote the bias term and transfer function of each interferogram. When multiple 
interferograms are available for the same region we must estimate a consistent set of 
values for K. We do so by defining a unique set of component time intervals, T , for a 
suite of interferograms (Figure 1.2). Each T  has a corresponding Tb  and TK  , which 
represents the internally consistent b and K changes over this time interval. Next we 
construct the linear system 
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where hm(n) represents the n selected decomposed bands of topography corresponding to 
m interferograms, and )( nm   represents the n selected decomposed bands of m 
interferograms, while 
pT
K  and pTb  represent the transfer function and bias term for the 
pth T . By solving this large system of equations, we can derive both the transfer function 
and bias term at the same time, making the whole system internally consistent. 
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We assume that there exist minor outliers in the data due to unwrapping errors or other 
measurement or processing defects. Under this assumption, an outlier­resistant L1­norm 
regression is a better choice than least­squares regression. In practice, we use a convex 
optimization algorithm (available online as Matlab package cvx) (M. Grant and S. Boyd, 
CVX: Matlab software for disciplined convex programming, 2009, available at 
http://stanford.edu/boyd/cvx) for L1 regression to derive the best solution of TK   [Boyd 
and Vandenberghe, 2004]. Since there is no analytical equation to define model errors of 
L1­norm regression, we estimate the standard error of TK   ( TK ) using a bootstrapping 
technique. Given that InSAR data are correlated in space, ideally we should include the full 
covariance matrix into our regressions. However, because we apply a multiscale 
decomposition by using a series of Gaussian filters, there is an issue of transforming the 
covariance matrix into each band­pass channel. The details are beyond the scope of this 
study, so we ignore data covariance in our regressions. The reader should keep in mind 
that the standard errors of K may be larger than what we present if the full covariance is 
considered. Finally, we form the time series of TK  by choosing an arbitrary origin (we use 
zero here) for the whole series and sequentially adding up all TK  . Once the time series of 
the transfer function TK  is formed, it is easy to determine the igramK  of an interferogram 
from any arbitrary pair of SAR scenes. 
 
1.2.3 Synthetic Test 
Our synthetic test is based on the inflation event between 1997 and 1998 in the Long Valley 
Caldera, California (Figure 1.3) [Langbein, 2003]. The components considered in the 
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synthetic interferogram include tectonic (magmatic inflation), static topographically­
correlated delays, turbulent mixing and ramp signals. We construct the tectonic signals by 
using a point source of inflation in an elastic halfspace [Mogi, 1958]. We assume a source 
depth at 10.5 km, consistent with Fialko et al. [2001]. As for turbulent mixing signals, 
several pre­determined noise covariance functions have been proposed, such as a power 
law or an exponential decay [Hanssen, 2001; Emardson et al., 2003; Lohman and Simons, 
2005]. Here we chose the expression of Lohman and Simons [2005] 
cij LLij
d eC
/  (1-4)
nc nvun
2/1  (1-5) 
where ijdC and ijL  are the covariance and distance between the ith and jth points, Lc is the 
scale distance, nn is uncorrelated noise, and v and u are the matrices of eigenvectors and 
eigenvalues of Cd, respectively. We assume a ramp that varies bilinearly in space. The 
constructed ramp has a major gradient in the NW­SE direction, mimicking possible effects 
due to orbital error or horizontal water vapor gradients from north to south. 
There are three major parameters that we vary to see how they influence the estimate of K. 
The first one is the standard deviation  of non-correlated noise nn. The value is set to be 
between 0 and 5 cm. The second parameter is the amplitude of the ramp. A small ramp has 
values between −0.5 to 0.5 cm, close to the amplitude of tectonic signals. A large ramp has 
amplitude 10 times the small ramp. The last parameter is the characteristic length scale, Lc, 
of turbulent signals. Lc is the distance over which the noise covariance decays by one fold. 
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Estimates from real observations suggest a scale distance usually between 5 and 30 km 
[Lohman and Simons, 2005]. We test values of 5 km, 15 km and 30 km. 
Figure 1.4 shows one realization of our synthetic interferograms. We project all the 
components into the line­of­sight direction and combine them together. In total we 
generate 120 interferograms and retrieve K values from each of them by using our 
multiscale approach. We then compare our results with the K values derived from a full 
(not multiscale) interferogram­topography correlation, with either ramp retained or ramp 
removed (Figure 1.5). The results show that the multiscale approach gives a stable estimate 
of K values regardless of noise strength. For the cases where Lc = 5 km, K values slightly 
deviate to higher values from the true K as the noise  increases, but are still within the 
error bars. In general, at greater noise levels, the multiscale approach tends to estimate 
transfer functions that are smaller than the real values. This tendency to under­estimate K 
means that the multiscale approach is a more conservative method, so that in most cases it 
will under­correct rather than overcorrect the topographically­correlated tropospheric 
signals. 
We also considered the influence of phase ramps across the scene. K values estimated from 
the ramp­retained full­interferogram correlation method are generally, but not always, 
better than those estimated from the ramp­removed full interferogram correlation method. 
A sophisticated ramp removal approach may allow one to avoid some intertwining signals, 
such as using the region outside the tectonically influenced zone to estimate the ramp 
[Cavalié et al., 2007]. In contrast to the full­interferogram approaches, the multiscale 
analysis is not sensitive to ramp magnitude and therefore no ramp removal is needed. 
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Lc also has some influence on the multiscale method. The K values retrieved using the 
multiscale approach seem to be more stable at larger Lc. To explain this phenomenon, we 
compare the decomposed turbulent signals of different Lc (Figure 1.6). At Lc = 5 km, 
turbulent signals have more evenly spread amplitudes in all decomposed bands. As Lc 
increases, turbulent signals become more concentrated in the long­wavelength channels. 
Therefore in general, at large Lc, estimation of K should be less influenced by turbulent 
mixing effects, but still depends on how the turbulent peaks and troughs randomly 
correlate to topography. In real cases, unfortunately, most turbulent signals are frequently 
related to topography. The user should hence keep in mind that the retrieved K is likely to 
be degraded from the “true” K, with the level of deviation depending on the characteristic 
length scale and amplitude (standard deviation) of turbulent signals. 
To summarize the results from the synthetic test, we find that a multiscale approach 
provides a more robust way to estimate the transfer function, K. This approach is 
insensitive to phase ramps, and therefore can yield better estimates of K when orbital error 
or long­wavelength deformation signals are present. Of course, as just alluded to, there 
may be a slight deviation of K depending on the characteristic length scale and amplitude 
of turbulent signals. 
 
1.3 Correcting Real Interferograms 
We test the multiscale approach in two study areas. Our first example is the 1997–98 
magmatic inflation episode in Long Valley Caldera, California. This example presents a 
relatively simple tectonic source, combined with complicated atmospheric turbulent 
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signals. We test the robustness of K by removing the magmatic inflation signals from the 
interferograms. We also use this example to emphasize the stability of our algorithm in the 
presence of large­amplitude turbulent noise. Our second example, the 2007 Tocopilla 
earthquake (northern Chile), has “rich” tectonic signals that cover a large area and wide 
range of wavelengths. We show how the K values may vary with scene sizes and comment 
on whether it is reasonable to correct a large­size interferogram with a unique value of K. 
Since this study focuses on estimating topographically­correlated tropospheric signals, we 
do not discuss in detail the geophysical aspects of the two study cases. 
 
1.3.1 Long Valley Caldera 
Long Valley Caldera has experienced two phases of volcanic unrest since 1989. The first 
phase started rapidly in 1989, and slowly decayed through the early 1990s. The second 
phase started slowly in mid­1997, climaxed in late 1997, and returned to quiescence by mid
­1998. During the second phase, it first showed an exponential growth increase in mid­
April, and an exponential growth decay in late November 1997, cumulating in ∼10 cm of 
uplift [Newman et al., 2001; Hill et al., 2003; Langbein, 2003].   
The only satellite that has acquisitions throughout the whole 1997–1998 Long Valley 
Caldera inflation episode is ERS. Unlike ENVISAT, ERS does not have any onboard device 
that measures water vapor content in real time. To remove troposphere­related delays, one 
may want to use GPS data instead to model the water vapor distribution in that area. 
Unfortunately most of the available permanent GPS stations were established in 2000. In 
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this case, our correction approach may serve as the best available tool to mitigate these 
static delays for older interferograms. 
We analyzed 65 interferograms based on 24 ERS acquisitions between 1992 and 2006. We 
tried to minimize the number of interferograms according to several criteria: (1) the length 
of the perpendicular component of baseline ( B ) should be less than 300 m; (2) the date 
of acquisition should lie outside the winter season, according to snow precipitation records 
(Daily snow depth data of Rock Creek Lakes (RCK), California Data Exchange Center, 
Department of Water Resources, available at http://cdec.water.ca.gov/cgi­progs/ 
staMeta?station_id=RCK); and (3) the difference in Doppler frequency between two 
acquisitions must be less than 900 Hz. The third criterion is particularly important, 
because the Doppler frequency starts to wander over a large range of values starting in 
2001 [Meadows et al., 2007]. 
We first carried out a multiscale decomposition of topography and interferograms with 
720 m mean ground resolution. The length scales thus chosen, from low to high 
frequencies, are >44.5, 22.2–44.5, 11.1–22.2, 5.6–11.1, 2.8–5.6 and <2.8 km. As we assume 
that smaller length scales (l ≤ 2 km) may not be sensitive enough to larger ­ scale 
tropospheric signals, there is no need to use higher data ground resolution, which also 
saves computation time. Of course, once K is estimated, we can apply the correction to the 
full resolution interferogram. We then constructed and solved the linear system of 
equations (1-3). The time it takes to solve this linear system (65 interferograms) on an 
average PC is currently usually less than half an hour. We apply a bootstrapping technique 
[Tichelaar and Ruff, 1989] and derive the standard errors for TK , with the average as 
0.06 cm/km. Figure 1.7 shows the TK  time series. Values of Kigram estimated from 
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TK are nearly identical to those estimated on an interferogram by interferogram basis, 
except for few outliers (Figure 1.8). After examining outlier interferograms individually, we 
found that these interferograms have larger areas with unwrapping errors. In this case our 
assumption that there are only minor unwrapping errors does not hold. 
We tested the sensitivity of our multiscale approach to confounding tectonic signals. We 
modeled the 1997–1998 inflation episode by using a point inflation source [Mogi, 1958]. 
Source parameters are determined in the same way as in constructing synthetic 
interferograms. We assume that the source depth remains fixed during the whole inflation 
episode, with inflation volume as the only changing parameter. We then remove models 
from original interferograms, and carry out the multiscale decomposition and calculated 
the Kigram value again. The Kigram values thus derived are almost identical to the Kigram 
values derived before model removal (Figure 1.9). This real case test proves that the 
estimate of K by using the multiscale approach is robust. The full ­ interferogram 
correlation approach, by contrast, does not seem to be stable after the inflation model is 
removed from the interferogram. 
This example also demonstrates significant influence of intermediate-wavelength 
turbulent disturbance, particularly near the center of the interferogram (Figure 1.9), where 
topography is not as high as the Sierra Nevada. This turbulent disturbance is prominent in 
multiple interferograms, probably due to the water vapor brought by the northerly or 
southerly prevailing winds along the Owens Valley [Zhong et al., 2008]. The phase­
topography plot for each band­pass channel of this interferogram shows large scatter 
(Figure 1.10b), similar to what we derive from synthetic test when turbulent noise (with 
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mid­to­large Lc) is high (Figure 1.10a). From what we have found through the synthetic 
test, our estimates of K are more likely to under ­ correct than over ­ correct the 
interferograms. 
 
1.3.2 The 2007 Tocopilla Earthquake, Chile 
The Mw 7.8 Tocopilla earthquake occurred on 14 November 2007 (15:41 UTC) in northern 
Chile. The epicenter is located 25 km south of the town of Tocopilla and 150 km north­
northeast of the city of Antofagasta (Figure 1.11) [Delouis et al., 2009]. The Global 
Centroid Moment Tensor (GCMT) catalog solution for the mainshock shows a centroid 
depth of 38 km and a focal mechanism of a low­angle nodal plane with reverse motion. The 
solution suggests that this event should be categorized as a subduction underthrusting 
earthquake occurring at the interface between the subducting Nazca plate and the 
overriding South American plate. The resultant tectonic signal therefore covers a large area 
(over 100 km × 500 km). 
We obtained data from ENVISAT ASAR descending track 96 acquired on April 9, 2007 
and December 10, 2007 (Figure 1.11). We assume that the interferogram made from these 
two SAR scenes is dominated by coseismic deformation signals. We use the aftershock 
distribution to construct the fault plane, and use a finite­fault inversion routine [Ji et al., 
2002a, 2002b] to invert for the slip on the fault plane with constraints from both the 
interferogram measurements. We then remove the modeled displacement field from the 
interferogram. We estimate K values with the model ­ retained and model removed 
interferograms, and find very close results: 0.43 ± 0.01 and 0.48 ± 0.01 cm/km (Figure 
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1.12). These two values do not fall into each other’s 95% confidence interval, but this is 
likely due to the fact that we did not consider the full covariance matrix in our calculation, 
which is computationally expensive but gives larger and more reasonable values for 
standard errors [Lohman and Simons, 2005]. After correcting the topographically-
correlated tropospheric signals by using these two K values, we clearly see that the phase 
gradient in the Andes (northern part of the interferogram) is reduced (Figures 1.12b and 
1.12e). Compared with the multiscale correction result, the full­interferogram correlation 
removes even more of the gradient, but the derived K value is not stable, and in some 
regions there exists the possibility of over­correction (Figure 1.12f, near the northeastern 
corner of the interferogram). In the southernmost part of the interferogram near the 
Atacama Plateau, the phase increases after applying both corrections. It looks like on the 
original interferogram, there is positive phase­topography correlation, opposite to the 
trend in the Andes (Figure 1.12a). However, if we consider the phase change all the way 
from Antofagasta up to the Atacama Plateau, the phase decreases with elevation. Therefore, 
the K values derived from both methods are self consistent within the whole interferogram, 
and the correction result should be valid. 
With an interferogram of such large scene size (120 × 590 km), we should consider the 
validity of using a single value for K to correct the whole interferogram. We test this idea 
by cropping the interferogram into various scene sizes and carrying out multiscale 
corrections individually. The resultant K values do not stay constant (Table 1.1). The values 
of K derived for the sub­scenes using the multiscale approach do not vary nearly as much 
as do the values estimated by using the standard approach. Furthermore, the average of 
the K values derived from each sub­scene is close to the K value derived from the full­
  
28
length interferogram by using the multiscale approach. Therefore for a given scene, the 
K value represents the average condition of the vertically stratified troposphere in that 
given area. Treatment of a system in which K varies slowly in space will be confounded by 
the effects of convective processes, and is thus not likely to be fruitful. 
 
1.4 Discussion and Conclusions 
In the synthetic test, we show that the multiscale approach is insensitive to phase ramps. 
One important implication of this result is that we can apply this correction before baseline 
re­estimation without confounding the orbital phase ramp with topographically­correlated 
tropospheric signals. When re­estimating baseline model parameters from the unwrapped 
phase and a DEM, large­scale differential atmospheric artifacts will be aliased into the 
baseline estimate [Buckley et al., 2003]. Li et al. [2006a] showed that correcting the 
interferogram for atmospheric artifacts can effectively improve estimates of baseline 
parameters. When no satellite imagery­based or modeling­based correction method is 
available, incorporating a multiscale correction approach can reduce the long­wavelength 
topographically ­ correlated phase to a reasonable extent without over ­ estimating it, 
allowing more accurate baseline refinement. 
We demonstrate the robustness of the estimation of K in two examples by using real 
observations. In our Long Valley Caldera example, the corrected interferograms still show 
strong delays near the caldera. This phenomenon is observed in multiple interferograms, 
probably due to the water vapor brought by the northerly or southerly prevailing winds in 
the Owens Valley. This dynamic signal has a strong amplitude (∼3–5 cm) and intermediate 
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spatial wavelength (∼20–40 km; Figure 1.10). Despite the existence of such prominent 
turbulent mixing signals, out synthetic test shows that the multiscale approach still can 
provide a robust and conservative estimate of K. In the Tocopilla example, the cropping 
test shows that K value can vary with scene size. The K value derived from the full­length 
interferogram by using the multiscale approach represents an average of the vertically 
stratified troposphere in the given area, and therefore is a more conservative estimate of 
the transfer function. In conclusion, our multiscale correction should be considered as a 
fast and handy tool when nothing else is available, but it is not a panacea that can cure all 
challenges posed by tropospheric delays. 
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Table 1.1.  Variation of K values with change of scene size in Tocopilla example 
Scene Sizea  Multiscale Full­Interferogram 
Full length  −0.48 ± 0.01 −1.15 ± 0.03 
1/2 length (291–580 km)  −0.46 ± 0.02 −0.60 ± 0.14 
1/2 length (0–290 km) −0.50 ± 0.04 −2.34 ± 0.11 
Average of two 1/2 scenes −0.48 ± 0.04 −1.47 ± 0.18 
1/4 length (436–580 km) −0.35 ± 0.02 −1.07 ± 0.01 
1/4 length (291–435 km) −1.15 ± 0.02 −1.51 ± 0.05 
1/4 length (146–290 km) −0.11 ± 0.04 −19.83 ± 0.19 
1/4 length (0–145 km) −0.53 ± 0.02 −0.50 ± 0.01 
Average of four 1/4 scenes −0.52 ± 0.05 −5.73 ± 0.20 
aFull length: 120 km × 580 km; 1/2 length: 120 km × 290 km; 1/4 length: 
120km × 145 km. 
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Figure 1.1.   Original and decomposed (top) topography and (middle) interferograms. LP, 
BP and HP indicate low­pass, band­pass and high­pass respectively. The surrounding 
blank area in each channel results from omitting points along the scene boundaries to 
avoid edge effects when applying Gaussian filters. (bottom) The scatter plots of each 
decomposed band. The estimated value of K with uncertainties and correlation coefficient 
R for each channel are shown at the top right corners of the scatter plots. The final 
estimate of K is −1.53 cm/km in this example, close to what is derived from full-
interferogram correlation (−1.60 cm/km). The interferograms are produced from ERS 
SAR images acquired on 1995/08/26 and 1993/09/02 (see Figure 1.3).
  
35
 
 
Figure 1.2.  B  vs T plot. TK  is formed by defining a unique set of component time 
intervals T  based on the acquisition dates. 
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Figure 1.3.  Reference map of Long Valley Caldera and the resurgent dome during the 
1997–98 inflation episode. This map has the same extent as the data footprint of ERS track 
485 used in this study. 
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Figure 1.4.  A schematic description of the construction of the synthetic interferometry. (a) 
The topography of Long Valley Caldera (location is the same as ERS track 485 in Figure 
1.3), with maximum elevation  (red color) up to ∼4 km. We use the point source model of 
inflation [Mogi, 1958] to calculate the (b) line ­of ­sight surface displacement due to 
magmatic intrusion, and use topography to compute (c) topographically ­ correlated 
tropospheric delays. (d) Turbulent mixing signals and (e) small bilinear ramps are 
computed as described in the text. We project them to the line­of­sight direction and 
combine them to form the (f) final synthetic interferogram. In this example,  for nn is 3 
cm, and noise scale distance Lc is 30 km. 
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Figure 1.5.  Comparison of K values calculated by using full interferogram correlation (gray 
lines), full interferogram correlation with ramp removed (black lines) and multiscale 
analysis (red lines). There are 20 realizations of synthetic interferograms in each plot, with 
different levels of noise standard deviation. The input K is 2.3 cm/km (blue dashed lines). 
Among the three methods, the multiscale approach gives K values that are most stable and 
closest to assigned K. 
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Figure 1.6.  Comparison of decomposed turbulent signals with different scale distance Lc. 
Noise standard error is 2.5 cm in all cases. Notice that short­wavelength channels show 
higher amplitude at smaller Lc than at larger Lc. 
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Figure 1.7.  KT time series derived from multiscale approach. We arbitrarily set the first 
value in this KT time series as zero, and sequentially add up all TK  values. The error bars 
here are shown with one standard error, derived by using a bootstrapping technique. 
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Figure 1.8.  Comparison between observed Kigram, calculated directly from the phase-
topography correlation of each interferogram as shown in equation (2), and estimated 
Kigram, derived from the K time series. Outliers are shown in grey circles. These outliers 
result from larger unwrapping errors in the interferograms. 
  
42
 
Figure 1.9.  Comparison between the interferograms in the Long Valley Caldera example 
before and after correction by using the multiscale approach and full ­ interferogram 
correlation approach (ramp­retained). (a–c) The original interferograms before and after 
correction. (d–f) The interferograms with inflation model subtracted before and after 
correction. The delays around the Sierra Nevada Mountains area (white rectangle) are 
properly removed after applying the multiscale correction. (g–i) The enlarged plots of the 
area within the white rectangles in Figures 1.9a-c. The large blob of noise near the center of 
the interferogram does not correlate well with topography and may mostly result from 
heterogeneous water vapor distribution in Owens Valley. 
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Figure 1.10.  Scatter plots (phase vs. topography) between two real cases, Long Valley 
Caldera and Tocopilla, and two synthetic examples. This comparison verifies the high­
amplitude and relatively low­amplitude turbulent signals in the Long Valley Caldera and 
Tocopilla interferograms, respectively. The high amplitude of turbulence in the Long 
Valley Caldera may suggest that the K derived from the multiscale approach may be 
smaller than “real” values, as shown by the synthetic test (Figure 1.5). 
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Figure 1.11.  Reference map of the 2007 Tocopilla earthquake and the ENVISAT 
descending track 96. Contour interval is 1000 m. 
  
45
 
 
Figure 1.12.  Comparison between the interferograms in the 2007 Tocopilla coseismic 
displacement example before and after correction by using the multiscale approach. (a–c) 
The original interferograms before and after correction, wrapped by every 10 ­ cm 
displacement. (d–f) The model ­ removed interferograms before and after correction. 
Notice that the phase gradient around the Andes (white polygons) is reduced after 
correction. The scatter plots of each bandpass channel are shown in Figure 1.10d. Those 
plots indicate relatively small influence of turbulent signals in the Tocopilla example. See 
text for more discussion about the comparison of the multiscale and full­interferogram 
correlation methods, and the explanation of the correction result in the Atacama Plateau 
region. 
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C h a p t e r  2  
PCAIM JOINT INVERSION OF INSAR AND GROUND­BASED GEODETIC TIME 
SERIES: APPLICATION TO MONITORING MAGMATIC INFLATION BENEATH THE 
LONG VALLEY CALDERA 
 
Originally published in Lin, Y.-n. N., A. P. Kositsky, and J.-P. Avouac (2010), PCAIM joint 
inversion of InSAR and ground-based geodetic time series: Application to monitoring 
magmatic inflation beneath the Long Valley Caldera, Geophys. Res. Lett., 37(23), L23301, 
doi: 10.1029/2010GL045769. 
 
Abstract 
This study demonstrates the interest of using a Principal Component Analysis­based 
Inversion Method (PCAIM) to analyze jointly InSAR and ground­based geodetic time 
series of crustal deformation. A major advantage of this approach is that the InSAR 
tropospheric biases are naturally filtered out provided they do not introduce correlated or 
high amplitude noise in the input times series. This approach yields source models which 
are well­constrained both in time and space due to the temporal resolution of the ground­
based geodetic data and the spatial resolution of the InSAR data. The technique is 
computationally inexpensive allowing for the inversion of large datasets. To demonstrate 
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the performance of this approach, we apply it to the 1997–98 magmatic inflation event 
in the Long Valley Caldera, California. 
 
2. 1 Introduction 
A number of ground­based geodetic techniques and remote sensing techniques are now 
available to monitor surface deformation induced by a variety of geophysical processes and 
are used to address a wide range of questions in various fields [e.g., Blewitt, 2007; Simons 
and Rosen, 2007]. Some ground­based geodetic techniques, such as Electronic Distance 
Meter (EDM) and Global Positioning System (GPS), allow high temporal resolution, with 
sampling rates typically between more than 1 measurement epoch per second and 1 
measurement epoch every several days. These measurements are based on 
electromagnetic signals transmitted through the atmosphere between pairs of ground­
based stations or between ground­based stations and satellites, and are therefore sensitive 
to atmospheric effects. Atmospheric effects are routinely estimated and corrected for in 
processing continuous GPS data [Tregoning and Herring, 2006; Blewitt, 2007] and EDM 
data [Langbein et al., 1987]. Therefore, such post­corrected time series are relatively free 
of atmospheric bias.   
While ground­based geodetic techniques provide dense time series of accurate positions at 
a limited number of points, remote sensing techniques, in particular Interferometric 
Synthetic Aperture Radar (InSAR), can provide dense spatial coverage, but at a limited 
number of epochs, given that the revisit period of most SAR systems is 10–50 days. 
Another issue is the sensitivity of InSAR to atmospheric disturbances, particularly 
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moisture variations in the troposphere. Various methods have been proposed to correct 
these effects [e.g., Li et al., 2005, 2006; Foster et al., 2006; Onn and Zebker, 2006; 
Puysségur et al., 2007; Doin et al., 2009; Lin et al., 2010], but the potential of these 
techniques is limited by the availability of radiometric data, the density of GPS stations, or 
the accuracy of high­resolution weather models. Difficulties in correcting atmospheric 
influences, in addition to the generally long time span between interferometric pairs of 
images, strongly limit the possibility of using InSAR to monitor the temporal variation of 
surface deformation. 
Because of the complementary resolution of InSAR and ground­based geodetic data, 
geophysical analyses can benefit from integrating both types of data into the same 
inversion [e.g., Wei et al., 2010]. Here we explore the possibility of achieving this goal 
using the Principal Component Analysis­based Inversion Method (PCAIM) [Kositsky and 
Avouac, 2010]. PCAIM is a statistically ­ based approach to extract the signals with 
maximum spatiotemporal coherence and derive a best fitting source model with minimum 
computational cost. In the standard PCA approach the first principal component is the 
least squares approximation of the data matrix; the second principal mode is the best 
approximation of the residuals after subtracting the first principal component from the 
data matrix; and so forth [Savage, 1988]. PCAIM takes additional advantage of the fact 
that the components can be modeled separately and that the derived principal sources can 
be recombined to derive the best fitting time­varying source model. Because tectonics must 
affect both the ground­based geodetic and InSAR time series in a coherent way, while 
atmospheric delays ought not to do so, this technique utilizes ground­based geodetic data 
to help filter out InSAR tropospheric biases. The two datasets also complement each other 
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in terms of spatiotemporal sampling rates in the PCAIM output. In this study, we use the 
Long Valley Caldera example to test this joint inversion method. Long Valley Caldera 
experienced a large inflation episode between 1997 and 1998, resulting in ∼10 cm of 
cumulative uplift [Langbein, 2003]. Hereafter we show how to derive a source model with 
high spatiotemporal resolution from the joint inversion of InSAR and ground ­based 
geodetic data. 
 
2. 2 Joint Inversion Using PCAIM 
2.2.1 PCAIM Principles 
Provided that the crust is considered as a linear elastic medium, surface displacements 
depend linearly on the source characteristics, typically parameterized as slip on a fault, 
opening of a dike or increase in pressure in a magmatic chamber [e.g., Mogi, 1958; Okada, 
1985]. Source models can therefore be derived, through some standard linear inversion 
procedure. In principle, the time evolution of the source can be derived from inverting the 
displacement data available at each epoch. Such an approach is computationally expensive 
for a large dataset, and would not impose any coherent time evolution of the source since it 
would yield independent models at each epoch. PCAIM allows us to overcome these 
limitations. The displacement data are decomposed into a linear combination of principal 
components, each associated with its own spatial function, principal value and time 
function. Kositsky and Avouac [2010] have shown that if the dataset can be modeled as a 
time varying linear source model, the principal spatial functions can be modeled using the 
same formalism. After PCA (Principal Component Analysis) decomposition, each principal 
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spatial function is modeled individually and translated into a corresponding principal 
source model. The various principal source models are then recombined with their 
respective principal values and time functions to represent the estimate of the source 
model needed to fit the original dataset. PCAIM thus takes advantage of the linearity of the 
formulation and is cost effective because it generally requires inversion of only a handful of 
spatial components. For more details regarding the theoretical and technical aspects of 
this method, the reader can refer to Kositsky and Avouac [2010]. 
 
2.2.2 PCA Decomposition 
We use a total of 65 interferograms formed from 24 ERS scenes acquired between 1992 
and 2005, and two-color EDM records acquired every 1–15 days since January 1984 
(Figure 2.1a). We applied a standard small baseline subset (SBAS) time series analysis 
[Berardino et al., 2002] on the InSAR data, without any correction terms or additional 
filtering. The SBAS InSAR time series consist of 24 epochs on 7992 pixels (1­km spacing), 
with median time span of 70 days between epochs. The EDM time series consists of 185 
epochs at 8 stations. These two datasets were combined into one large displacement data 
matrix, which is zero­padded in most entries due to the low temporal sampling rate of SAR 
imagery. Ordinary PCA cannot be applied to such sparse matrices. To get around this 
problem, we adopt a more sophisticated decomposition, a non­linear solver using the 
weighted low­rank approximation originally developed by Srebro and Jaakkola [2003] 
and adapted to geodetic applications by Kositsky [2010]. The method thus allows taking 
into account the formal uncertainties assigned to the data and is therefore more practical 
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than the standard PCA technique when the time series have missing data and/or varying 
uncertainties [Kositsky and Avouac, 2010]. 
Another adaptation is that each component is solved separately in order to preserve the 
continuity of time functions. This iterative decomposition strategy retains the signal 
continuity of each component (Appendix A). The resultant principal components are close 
to but not exactly orthogonal. Nevertheless, orthogonality is not geophysically necessary, 
whereas temporal continuity is. To maintain the continuity of time functions, we think it is 
an acceptable tradeoff with the cost of orthogonality. Figures 2.1b and 2.1c show the spatial 
functions, multiplied by the principal values associated with each component, and the 
normalized time functions. 
Figure 2.2a shows how the fit between the original time series and the reconstructed time 
series improves as the number of components used in the reconstruction increases. Here, 
we consider separately the reduced Chi­square 2r  of the residuals to the EDM and to the 
InSAR data for the 1 to k­th component, defined as, 
2
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where N and P refers to the total number of observations and parameters respectively, X 
refers to one element in the data matrix, TYPE refers either to InSAR or EDM, and  is the 
formal 1­sigma uncertainties assigned to the data. For the EDM data we used the original 
uncertainties from Langbein [2003]. For the InSAR data we used a standard estimate of 5 
mm, ignoring the off­diagonal elements of the variance­covariance uncertainty matrix. 
Figure 2.2a shows that with only the 1st component, the InSAR data can be reconstructed 
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within the 5 mm estimated uncertainty. Under the same 2r  criterion, it takes more 
than 10 components to fit the EDM data within their original uncertainties. It is thus 
difficult to determine the overall number of significant components because of the 
sensitivity of 2r  to the observational/assigned uncertainty. In this situation, an F­test 
serves as a more robust approach. This statistical test estimates the probability that a 
particular component is significant based on the relative reduction of variance ( 2r  in fact) 
as this component is added. The test result indicates that 3 components are significant at 
the 95% confidence level to reconstruct the EDM data (Table 2.1). More components are 
needed for InSAR because higher order components account for the atmospheric noises 
that prevail in all interferograms. 
 
2.2.3 Results of the Joint Inversion 
We chose a source model consisting of a grid of point volume­sources in an elastic half 
space [Masterlark and Lu, 2004], and compute the Green’s functions accordingly. The 
gridded source has dimensions of 110 km by 125 km by 20 km, with distribution of 5 km 
spacing in X and Y direction and 2 km spacing in Z direction. We applied regularization via 
imposing a penalty to roughness of the source model, and carried out cross­validation to 
determine the optimal value for the smoothing parameter. The 2r  of the residuals 
between the observed time series and the predictions from the gridded source model 
shows decreasing trends as the number of components increases (Figure 2.2b), but still 
gives no clue regarding the cut­off component. We therefore applied the F­test again (Table 
2.1), and found that the first 2 components are significant at the 95% confidence level with 
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regard to the fit to the original EDM data. More than 4 components are needed for the 
InSAR data because including higher­order components into the model improves the fit to 
the prevailing noises in the data. Since the EDM dataset is less influenced by atmospheric 
noise and hence its F­test will be less biased, we chose to use only 2 components to 
generate our final model. The first 2 principal volumes are then recombined with their 
time functions to generate the time-varying source model that best fits jointly the InSAR 
and EDM data, without being significantly biased by the tropospheric noise in the InSAR 
data (Figure 2.3).   
The EDM time series are generally well­reproduced by the model obtained from the 
inversion of the first 2 components, except for the station MINER and TILLA (Figure 2.3a). 
These two stations lie along the southern flank of the caldera (Figure 2.1a). According to 
Langbein [2003], the southern flank is subject to the influence of the South Moat Fault, a 
right­lateral strike­slip fault dipping 70 degrees to the NE. MINER and TILLA should have 
recorded the deformation associated with the displacement on this fault, and so does the 
InSAR imagery as the pattern is visible in the spatial function of the 2nd component 
(Figure 2.1b). For the purpose of demonstration, we did not include this fault so that it is 
easier to keep track of the roles InSAR and EDM data play in one single source model, but 
one can certainly include multiple types of sources in PCAIM.   
 
2. 3 Discussion and Conclusion 
Our source model suggests inflation of a magma chamber close to a sphere centered at 
around 7–8 km, similar to the 7.5 km centroid depth estimated by Langbein [2003]. The 
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net increase of volume over the period of time analyzed here is estimated to be 0.02 km3, 
a value slightly smaller than the (~0.03 km3) estimate of Langbein [2003]. It should be 
noticed that the gridded point inflation source model is a purely kinematic description of 
the magmatic source; as such it does not necessarily satisfy the traction-free boundary 
condition of the prolate spheroid model of Yang et al. [1988]. In fact, PCAIM only requires 
the surface displacement to be a linear function of the source model parameters, and the 
source model itself to be linear so that it conforms to the principles of additivity and 
scaling. In this sense there is no theoretical difficulty using the prolate spheroid model 
[Yang et al., 1988] and including the South Moat Fault in a PCAIM joint inversion.  
Our study demonstrates that PCAIM is an effective tool to separate tectonic signals and 
noises into different components when EDM and InSAR data are analyzed jointly. Most 
tectonic signals are in the first component and some are in the second component, while 
the third and higher components are dominated by tropospheric effects or tectonic sources 
too weak to have induced significantly correlated and high­amplitude signals in the whole 
dataset analyzed here (Figure 2.1). We discuss in Appendix A the results obtained from the 
decomposition of the InSAR­only or the EDM­only data. They show that joint analysis of 
the EDM and InSAR indeed helps extract from the 1st and 2nd components the fraction of 
the InSAR signals that are not coherent with EDM data. The joint inversion allows better 
spatial constraints and less­biased temporal evolution history to the source model.  
Low­amplitude transient signals may be mixed with short­timescale tropospheric noises 
into higher order components. The EDM data from station MINER and TILLA show 
indeed a short­lived transient that is very likely tectonic signal. This transient was captured 
into the InSAR dominant spatial function but unfortunately mixed with tremendous 
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tropospheric noises. This is a limitation of PCAIM: when high­amplitude noise exists, 
corresponding corrections (if available) must be carried out, otherwise small­amplitude 
signals at a small number of measurement locations will blend with noise in higher order 
components.  
The final remark about PCAIM is its low computational cost: it takes only ∼2–3 hours to 
invert the whole dataset used in this study on a standard Linux machine (2.4 GHz CPU). 
The PCAIM code and sample dataset is available from the Tectonics Observatory Web page 
(http://www.tectonics.caltech.edu/resources/pcaim/).
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Table 2.1  F-test determination of the number of significant components needed for the 
InSAR and the EDM data based on our iterative decomposition and gridded source 
inversion 
 Decomposition Model Inversion 
 InSAR EDM InSAR EDM 
)( 2,1FF   ~0** ~0** ~0** ~0** 
)( 3,2FF   ~0** 5.2e-3** ~0** 0.06 
)( 4,3FF   ~0** 0.85 ~0** 0.81 
)( 5,4FF   ~0** 2   
)( 6,5FF   ~0** 2   
)( 7,6FF   ~0** 2   
 
*Fi,i+1 refers to the test between using the first i and the first 
i+1 components. When probability )( 1,  iiFF  is smaller 
than 0.05, we consider this test as statistically significant, 
which allows us to make the claim that the incorporation of 
the (i+1)th component does improve the fit significantly at the 
95% confidence level (the probability that the improvement 
would be due to pure chance is less than 5%). 
**significant; ~0 indicates probability less than 10-323 
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Figure 2.1.  (a) Reference map of Long Valley Caldera and the resurgent dome during the 
1997–98 inflation episode. This map has the same extent as the data footprint of ERS track 
485 used in this study. Lower left inset shows the inferred location of the South Moat Fault 
[Langbein, 2003]. (b-c) The results from PCA decomposition. (b) The spatial functions of 
the displacement field, multiplied with the principal values associated with each 
component. Arrows in each component represent the principal slip functions (relative to 
CASA) associated with each EDM station. Notice that the inset in the 2nd component is on 
a different color scale for visualization purpose. (c) The corresponding time functions. The 
first two components show primarily tectonic signals although the spatial function 
associated with the 2nd component also shows signs of tropospheric effects. 
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Figure 2.2.  Graphs showing the changes of 2r  of the residuals (a) between the observed 
and reconstructed time series and (b) between the observed and modeled times series as 
the number of components increases. 2r  is computed considering either the InSAR or the 
EDM data separately according to equation (1). The closer 2r  is to one, the closer the 
estimated errors are to the observational/assigned uncertainties, and hence the result is 
considered to be more reasonable. 
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Figure 2.3.  (a) Comparison between the observed and modeled EDM time series. The 
misfits are small at most stations but larger at station MINER and TILLA, probably due to 
the proximity of these stations to the South Moat fault, which is not taken into account in 
our modeling. Note the amplitude of the geodetic signals at these two stations is also way 
smaller than at all the other stations. (b) Upper plot shows the observed InSAR time series 
of cumulative deformation and the model predictions computed from the inversion of the 
first 2 components. All time steps are relative to the first date of the SBAS time series 
(19920604). Only selected time snapshots are shown in this plot. Lower plot shows the 
residual. Some noises in the 2nd component are captured when doing inversion, but in 
general there is no significant tectonic signal left in the residual plots. These plots show 
that the first 2 components are sufficient to account for most of the tectonic signals in the 
datasets.
  
62
C h a p t e r  3  
COSEISMIC AND POSTSEISMIC SLIP ASSOCIATED WITH THE 2010 MAULE 
EARTHQUAKE, CHILE: CHARACTERIZING THE ARAUCO PENINSULA BARRIER 
EFFECT 
 
Originally published in Lin, Y.N., A. Sladen, F. Ortega-Culaciati, M. Simons, J.-P. Avouac, 
E. Fielding, B. Brooks, M. Bevis, J. Genrich, A. Rietbrock, C. Vigny, R. Smalley, and A. 
Socquet (2013) Coseismic and postseismic slip associated with the 2010 Maule earthquake, 
Chile: characterizing the Arauco Peninsula barrier effect, J. Geophys. Res., doi: 
10.1002/jgrb.50207.   The modeling and analysis of coseismic slip in this study is carried 
out by Anthony Sladen. 
 
Abstract 
Observations of coseismic and postseismic deformation associated with the 2010 Mw=8.8 
Maule earthquake in south-central Chile provide constraints on the spatial heterogeneities 
of frictional properties on a major subduction megathrust and how they have influenced 
the seismic rupture and postseismic effects.  We find that the bulk of coseismic slip occurs 
within a single elongated patch approximately 460-km long and 100-km wide between the 
depths of 15 and 40 km.  We infer three major patches of afterslip: one extends northwards 
along strike as well as down-dip of the major coseismic patch between 40 and 60 km depth; 
the other two bound the northern and southern ends of the coseismic patch.  The southern 
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patch offshore of the Arauco Peninsula is the only place showing resolvable afterslip 
shallower than 20-km depth.  Estimated slip potency associated with postseismic slip in 
the 1.3 years following the earthquake amounts to 20-30% of that generated coseismically.  
Our estimates of the megathrust frictional properties show that the Arauco Peninsula area 
has positive but relatively low (a-b)n values (0.01~0.22 MPa), that would have allowed 
dynamic rupture propagation into this rate-strengthening area as well as afterslip.  Given 
the only modestly rate-strengthening megathrust friction in this region, the barrier effect 
may be attributed to its relatively large size of the rate-strengthening patch.  Co- and post-
seismic uplift of the Arauco Peninsula exceeds interseismic subsidence since the time of 
the last major earthquake in 1835, suggesting that co- and post-seismic deformation has 
resulted in some permanent strain in the forearc. 
 
3. 1 Introduction 
Large megathrust earthquakes frequently trigger aseismic frictional afterslip on the 
megathrust in regions that are complimentary to those that slipped coseismically [e.g., 
Miyazaki et al., 2004; Ozawa et al., 2004; Baba et al., 2006; Hsu et al., 2006; Pritchard 
and Simons, 2006; Perfettini et al., 2010; Vigny et al., 2011; Ozawa et al., 2012].  The 
amplitude of afterslip is generally estimated to range from tens of centimeters to several 
meters (partially dependent on the size of the mainshock, the time span of the 
observations, and the approach used to infer afterslip), and the location can range from 
near the trench to as deep as 100 km.  Aftershocks tend to cluster along the boundary 
between the coseismic and postseismic slip zones [e.g., Hsu et al., 2006; Agurto et al., 
2012; Ozawa et al., 2012].  The observed spatial and temporal correlation between 
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afterslip and aftershocks, and the small contribution of the latter to the total postseismic 
energy release, suggest that aftershocks are at least partly triggered by afterslip [Perfettini 
and Avouac, 2004; Hsu et al., 2006; Pritchard and Simons, 2006; Perfettini et al., 2010].  
All these observations suggest that megathrust frictional properties are heterogeneous, 
allowing interfingering and interplay of seismic and aseismic slip from the trench all the 
way down to 100 km.  However, it is generally difficult to really assess true differences in 
fault properties due to heterogeneity in models resolution. 
In this study, we estimate the distribution of coseismic and postseismic slip to assess the 
spatial variability of frictional properties on the south-central Chilean megathrust.  As 
inferred from the strong correlation between coseismic slip patches and large-amplitude 
gravity anomalies in the region of a majority of (but not all) recent large earthquakes [Song 
and Simons, 2003], the along-strike variations in frictional behavior appear to persist over 
multiple earthquake cycles [Song and Simons, 2003; Wells et al., 2003; Loveless et al., 
2010].  Several long-lived geologic features are also correlated with differences in slip 
behavior on the megathrust.  For example, the most prominent patch of aseismic fault slip 
after the Pisco earthquake in central Peru coincides with the subducting Nazca ridge, 
which seems to have repeatedly acted as a barrier to seismic rupture propagation in the 
past [Perfettini et al., 2010].  The region of peak afterslip after the Antofagasta earthquake 
lies immediately beneath the Mejillones Peninsula, a proposed segment boundary during 
multiple seismic events, whose Quaternary deformation history is consistent with 
postseismic uplift [Pritchard and Simons, 2006; Béjar-Pizarro et al., 2010; Victor et al., 
2011].  Along the Sumatran megathrust, the segment boundary beneath the Batu Islands 
also correlates with the subduction of the Investigator Fracture Zone [Chlieh et al., 2008]. 
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South-central Chile is an ideal natural laboratory to study the different stages of the 
seismic cycle and the role of purported seismic barriers because of the information 
available on past seismic ruptures, strain accumulation in the interseismic period and the 
seismological and geodetic constraints on the recent Maule earthquake [Ruegg et al., 2002; 
Moreno et al., 2008; Ruegg et al., 2009; Moreno et al., 2010; Delouis et al., 2010; Lay et 
al., 2010; Vigny et al., 2011; Lorito et al., 2011].  The Arauco Peninsula is of particular 
interest because it coincides with the boundary between the Mw=8.8 2010 Maule and the 
Mw=9.5 1960 Valdivia earthquakes (Figure 3.1a), and in particular may be the location of 
the 1960 Valdivia earthquake’s Mw=8.1 foreshock that was located very close to 
Concepción [Cifuentes, 1989]. Thus, the region of the megathrust below the Arauco 
Peninsula area has acted as a seismic barrier over at least a few hundred years [Barrientos 
and Ward, 1990; Moreno et al., 2009; Delouis et al., 2010; Lay et al., 2010].  Melnick et al. 
[2009] showed that the peninsula is a zone of rapidly accumulating geological deformation 
and further proposed that the Arauco acts as a permanent barrier to propagating seismic 
ruptures on the million-year time scale.  They suggest that the Arauco barrier results from 
the juxtaposition of heterogeneous metamorphic rocks with homogeneous intrusive rocks 
(Figure 3.1b), causing a compositional and hence mechanical discontinuity in the crust all 
the way down to the plate interface.  A possible alternative is that the Arauco Peninsula 
would overlie a section of the megathrust that is dominantly aseismic.  Zones of aseismic 
creep have been proposed to act as permanent barriers based on numerical simulations 
[Kaneko et al., 2010] and observations [e.g. Chlieh et al., 2008; Konca et al., 2008].  To 
explore this issue, we infer the distribution of coseismic and postseismic slip associated 
with the 2010 Maule earthquake and estimate the frictional properties along the 
megathrust. 
  
66
To assess the uncertainties and resolution in different slip models, we first derive our 
own coseismic slip model by using an expanded set of available GPS, InSAR, teleseismic 
and tsunami data.  We then derive a postseismic slip model relying on GPS and InSAR 
observations.  We integrate these slip models with the distribution of aftershocks to further 
illuminate the seismic/aseismic behavior of the megathrust.  Finally, we discuss the 
implications of these slip patterns in terms of associated potency or equivalent moment 
and implications for the frictional behavior of the megathrust. 
 
3. 2 The 2010 Maule Earthquake and its Seismotectonic Settings 
Prior to 2010, the Concepción–Constitución region experienced three large historical 
megathrust earthquakes in 1730, 1751, and 1835 (Figure 3.1b) [Campos et al., 2002; 
Lomnitz, 2004].  Among these large historic events, the 1730 M 8.5~9 Great Valparaiso 
earthquake generated a sizable tsunami [Lomnitz, 2004].  The 1751 M=8.5 Concepción 
earthquake generated an even larger and more destructive tsunami. The last large 
earthquake, with an estimated magnitude of 8.5, has been described by Charles Darwin 
during the voyage of the HMS Beagle in 1835 [Darwin, 1851].  He and captain FitzRoy 
reported numerous geological phenomena that accompanied the earthquake, including 
coseismic coastal uplift/subsidence, postseismic deformation, tsunami waves of 
intermediate amplitude, and volcanic activity.  Later in 1928, a smaller event, the M=7.9 
Talca earthquake devastated the towns of Talca and Constitución and produced a local 
tsunami height of only 1.5 m [Beck et al., 1998].  During the 1960 Valdivia earthquake, the 
Mw=8.1 foreshock ruptured only the southernmost part of this segment [Cifuentes, 1989].  
Thus, for the majority of the Concepción–Constitución segment, there had been no major 
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subduction earthquakes since 1835 [Beck et al., 1998; Campos et al., 2002].  The 
potential for a Mw 8-8.5 earthquake in this region, based on the seismic gap hypothesis, 
was recognized before the 2010 event [Ruegg et al., 2009], although Lorito et al. [2011] 
argued that the overall slip distribution of the 2010 event is inconsistent with that expected 
from the seismic gap hypothesis [Campos et al., 2002; Ruegg et al., 2002; Moreno et al., 
2008; Ruegg et al., 2009; Madariaga et al., 2010; Moreno et al., 2010]. 
The 1960 M 9.5 South Chile earthquake occurred to the south of the Concepción–
Constitución segment in a region referred to as the Valdivia segment [Cifuentes, 1989; 
Barrientos and Ward, 1990] (Figure 3.1a).  This earthquake was preceded historically by 
earthquakes in 1575, 1737 and 1837 [Lomnitz, 2004].  The 1575 and 1837 earthquakes 
produced only small tsunamis at the Río Maullín estuary in the center of the 1960 rupture 
and they are now believed to be considerably smaller than the 1960 event [Lomnitz, 2004; 
Cisternas et al., 2005] (Figure 3.1a). Between this segment and the Concepción–
Constitución segment lies the Arauco Peninsula, a major anomaly along the Pacific margin 
of South America in terms of coastline morphology and trench-to-coast distance (Figure 
3.1a).  
The 2010 Maule earthquake nucleated northwest of Concepción [Delouis et al., 2010; Lay 
et al., 2010], with an epicenter located at 36.41°S and 73.18°W as determined using high-
rate GPS records [Vigny et al., 2011]. The rupture appears to have propagated bilaterally 
through two major asperities and caused severe damage to the city of Constitución, 
Santiago, Talca, and various others (Figure 3.1b) [Astroza et al., 2010].  The hinge line 
between surface uplift and subsidence generally lies along the coastline.  The only 
exception is the Arauco Peninsula, where the hinge line cuts through the east of the 
peninsula and where coastal uplift of up to 240±20 cm was observed [Vargas et al., 2011].  
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This observation alone points to the peculiar nature of the Arauco Peninsula.  Tsunami 
waves affected the coastal regions between the cities of Valparaíso and Valdivia, with a 
peak runup of 29 meters on a coastal bluff at Constitución.  In most places runup heights 
are less than 10 meters [Fritz et al., 2011].   
Currently there are at least 6 different published coseismic slip models (see supplementary 
materials of Vigny et al. [2011]; also see Moreno et al., [2012]).  Major differences between 
these models include: (1) the updip extent of the primary slip zone (defined by 5-m slip 
contour) which may extend to the trench (modeling with teleseismic data only, e.g. Lay et 
al. [2010]), stop at 5-10 km (modeling with geodetic data only, e.g. Tong et al., [2010]; 
Vigny et al., [2011]; Moreno et al., [2012]), or even stop 10-20 km down-dip from the 
trench (e.g. Delouis et al., [2010]; Lorito et al., [2011]); (2) the center of the southern slip 
patch may be to the north of the Arauco Peninsula [Delouis et al., 2010; Lay et al., 2010], 
right under the peninsula [Tong et al., 2010; Lorito et al., 2011; Moreno et al., 2012] or to 
the west of the peninsula [Vigny et al., 2011].  These published models of fault slip adopt 
different forms of regularization and boundary conditions and also consider different data 
sets, thereby making it difficult to compare models.  In this study, we develop our own 
coseismic slip model.  By doing so, we can better understand the resolution limit, the 
contribution and consistency of different datasets, the impact of regularization terms, and 
the extent to which we can use these models to extract reliable information on fault zone 
behavior.  More importantly, we insure that our co- and post-seismic models are affected 
by the same potential bias introduced by the inversion procedure and the simplifications 
made to compute the Green’s functions. 
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3. 3 Data 
We combined GPS data from multiple networks, resulting in a total of 127 3-component 
continuous records.  We use a conventional least squares approach to separate postseismic 
deformation from other signals, including secular rates, coseismic jumps (e.g., the Maule 
main shock, Pichilemu aftershock as well as other events) and seasonal variations (Figure 
3.2).  For the short time series whose records start after the Maule earthquake, we 
determined their horizontal secular rates and seasonal variations by using velocities from 
the long time series and from published literature (Figure 3.2A) [Moreno et al., 2008; 
Ruegg et al., 2009]. We did not carry out the same corrections on the vertical components 
due to the large uncertainties in their secular rates (Figure 3.2B) [Ruegg et al., 2009], but 
chose to use only the long time series in our postseismic model.  In the end, 79 3-
component coseismic displacements are determined with 27 of them, mostly far-field 
stations, augmenting the dataset described in Vigny et al. [2011]; 66 cGPS stations are 
used in the postseismic model, among which 22 vertical records were considered usable.  
By inspecting the cumulative postseismic displacements (Figure 3.2E & F) we found the 
peak horizontal displacement near the coast as expected; however the peak vertical 
displacement occurs near the Andes.  This pattern is different from any analytical 
prediction of a thrust fault system in an elastic half-space or layered half-space (Figure 
3.2C & D).  The peculiarity in the postseismic data therefore indicates such models will 
have difficulty in fitting all the postseismic data with simple models of slip restricted to the 
megathrust. 
Besides GPS time series, the Japanese L-band Advanced Land Observation Satellite (ALOS) 
provided continuous monitoring along this region after the earthquake for almost one year 
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(Figure 3.3). Among the data ALOS acquired, wide-swath descending track 422 forms 
the most continuous image of the coseismic and early postseismic deformation field 
(Figure 3.3 & 3.4).  In addition to this wide-swath track, ascending tracks 111 through 119 
provide continuous spatial coverage over different time spans all the way through the end 
of 2010.  We refer the reader to Appendix B for more details regarding the GPS data 
processing, corrections applied to coseismic and postseismic InSAR images and the issues 
associated with data sampling. 
 
3. 4 Coseismic Slip Model 
To solve for the distribution of coseismic slip of the Maule earthquake, we perform a joint 
inversion of all the static data previously described (i.e. InSAR and GPS) as well as 
teleseismic body waves (Figure 3.5; also see Appendix B) using the method of Ji et al. 
[2002].  Consistent with previous models, our preferred coseismic slip model indicates 
that rupture was bilateral and extended over 500 km (Figure 3.5C). The slip model defines 
a relatively continuous band of significant slip extending ~100-km down dip that parallels 
but extends only slightly below the coastline (Figure 3.6). The distribution of slip is 
dominated by a region of high slip north of the epicenter (centered around latitude S35°) 
with a maximum slip of 16 m, close to the 15-m peak slip from Vigny et al. [2011].  In the 
southern part of the rupture, near the Arauco peninsula, the slip distribution is more 
irregular with slip amplitudes not exceeding 8 m. 
The coseismic model allows us to reproduce the main characteristics of the different 
datasets (Figure 3.4, 3.5 & 3.6).  There are several residual fringes in some of the InSAR 
tracks. However, given the orientation of those residual fringes, we suspect unmodeled 
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propagation delays due to ionospheric perturbations or non-optimal orbital ramp 
corrections.  In the case of the GPS data, all vectors are fit extremely well with the 
exception of the vertical component of the profile extending eastwards from Constitución 
around latitude S35.3°.  In essence, the region of observed coseismic subsidence is 
narrower (i.e., with a more limited eastward extent) than what our model produces (Figure 
3.6).  Extending the down-dip limit of our fault geometry allows improvement in the fit to 
the vertical displacements by allowing localized slip patches beneath the problematic 
stations near the Andes.  Given the correlation of these deep slip patches with the sparse 
location of the GPS stations, we are not sure if they are reliable or if they reflect, for 
instance, an over-simplification in the model fault geometry and elastic model.  We note 
that Moreno et al. [2012] adopted a finite-element model that takes more subtleties in the 
fault geometry into account, but their results also show the same residuals in the GPS 
vertical components near the Andes.  We return to this point later in the discussion section.  
To limit the potential trade-off between rupture time and rupture duration, which is 
enhanced by the bilateral rupture [e.g. Lay et al., 2010], as well as to limit the non-
uniqueness of the solution, we impose a narrow prior range of 2.5-3.0 km.s-1 for the 
rupture velocity [Delouis et al., 2010; Vigny et al., 2011] and allow each patch to rupture 
only once for a maximum of 14s. Despite these strong prior constraints on the solution, we 
obtain a slip distribution similar to the geodetic-only inversion (Figure B3) with a 
reasonable fit of the complex teleseismic P-wave train (Figure 3.5). 
Coseismic slip in our preferred model stops about 15 km from the trench at the latitude of 
maximum slip (Figure 3.5).  This behavior is similar to the models of Delouis et al. [2010] 
and Lorito et al. [2011], who also included multiple data types in their inversions.  This slip 
extent agrees well with the 90% coupling patch determined by the interseismic GPS 
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measurements during the past decade [Métois et al., 2012], although the resolution of 
the near-trench portion of the megathrust is significantly reduced.  Coseismic slip on the 
shallowest part of the megathrust is difficult to constrain from on-land geodetic data alone 
because of the decreases in resolution with distance from the observations (illustrated by a 
checkerboard test in Figure B4).  In addition to this well-established limitation, resolution 
is also affected by model errors, that is, the use of approximate Green’s functions, not 
taking into account complex fault geometry (e.g. splay-faults), the effect of topography and 
of gradients in material properties (e.g. Hsu et al. [2011]).  To illustrate just one of these 
effects, we estimated a solution adopting a homogeneous elastic half-space instead of a 1D 
layered half-space.  The result (Figure B8) shows a slip distribution very similar to our 
preferred model but with slip extending closer to the trench.  This simple test illustrates 
that the extent of shallow slip may be fairly sensitive to the assumed velocity structure. 
This conclusion is also supported by the checkerboard and sensitivity tests performed on 
the coseismic and postseismic models (Figure B4, B6 and B7) . 
On the other hand, tsunami data recorded in the open ocean is sensitive to the outer extent 
of the megathrust rupture and can be used to constrain the rupture of large subduction 
earthquakes [e.g. Satake, 1993; Piatanesi and Lorito, 2007; Sladen and Hébert, 2008; 
Sladen et al., 2010; Lorito et al., 2011; Simons et al., 2011]. The tsunami simulation for our 
slip model, using the tsunami model described in Heinrich et al., [1998] and Hébert et al. 
[2001], provides good predictions of the tsunami waveforms at nearby tide gauges (with 
the exception of the Ancud and Corral tide gages located deep inside complex bays) and 
open-ocean buoys, but arrives too early at most stations south of the main tsunami energy 
beam (Figure 3.7).  Back-projection of the tsunami (Figure B9) indicates that only buoy 
51406 is directly sensitive to the slip distribution up-dip of the main slip patch (see 
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Appendix B).  Even considering the effects of rupture propagation, the tsunami 
simulation of our preferred slip model arrives 4 min too early at that 51406 station(Figure 
3.7), suggesting that it is unlikely that the slip extended even closer to the trench. This 
argument is consistent with the study of Lorito et al. [2011] who included the tsunami 
records in their inversion of the slip distribution.  However, this result mainly relies on one 
distant station and we cannot exclude the possibility that dispersion effects not taken into 
account in the shallow-water approximation could have biased the timing of that tsunami 
record. 
The along-strike extent of our preferred slip model, as defined by areas with slip in excess 
of 5 m, is about 460 km.  The northern edge of the slip model (at latitude 34°S) is 
remarkably sharp, a characteristic also visible in the source time function which abruptly 
stops after 100 s. This sharp rupture termination may have promoted the static triggering 
of the Pichilemu aftershock sequence [Farias et al., 2011; Vigny et al., 2011].  The southern 
slip patch is centered under the Arauco Peninsula, extending slightly northwestwards.  
This pattern agrees with several published results in general [Tong et al., 2010; Lorito et 
al., 2011; Moreno et al., 2012]. The total seismic moment of our slip model is 2.25e+21 
N.m, equivalent to Mw 8.8, a value close to that estimated by GCMT (1.86e+21 N.m). 
 
3. 5 Postseismic Slip Mode 
There are a few differences in the construction of the coseismic and postseismic slip 
models. To derive the time-dependent finite source kinematic models, we use the Principle 
Component Analysis-based Inversion Method (PCAIM) [Kositsky and Avouac, 2010; Lin 
et al., 2010].  We build a larger fault plane since postseismic slip may take place at greater 
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depth.  The fault plane for the postseismic model assumes a curved shape to fit the 
geometry imaged by various techniques (seismicity, tomography and so on).  In addition, 
we apply the sensitivity-modulated regularization scheme from the work of Ortega-
Culaciati et al. [2013] to take care of the model resolution at different depths.  The details 
of these changes are described in Appendix B. 
The RMS residual is 0.9 cm for the horizontal GPS observations and 1.1 cm for vertical 
components.  These values reflect both measurement and prediction error.  We find 
systematic residuals for the GPS observations near the Andes, including SJAV, CURI, 
MAUL and ELA2 in the north and UDEC, ANTC, LAJA, LMNS and ESQA in the south 
(Figure 3.8).  The E-W components of the time series of these stations display a slower 
westward increase during the initial postseismic period when compared with other 
stations, but a faster trend after the first 200 days.  The misfit to these stations suggests a 
modeling inadequacy in our layered elastic half-space afterslip model.  We discuss these 
misfits further in section 6.4. 
In Figure 3.9 we compare three postseismic slip models, constrained by GPS horizontal 
components only, GPS horizontal plus vertical components, and 3-component GPS plus 
InSAR datasets, respectively.  Strike-slip motion in these models is minor, so we can treat 
the slip as primarily dip-slip motion.  The comparison of the patterns between the first two 
models (Figure 3.9A & 3.9B) reveals nuances, particularly the connectivity, in the afterslip 
patch down-dip of the coseismic slip region.  This elongated zone, designated as A, extends 
from almost 40 km to 60 km at depth, with maximum slip of ~1.8 m over the first 488 
days after the mainshock.  This creeping zone generally agrees with the results from Vigny 
et al. [2011] but is more spatially focused, due to a combination of the augmented GPS and 
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InSAR data and the differing forms of regularization employed.  This elongated afterslip 
zone also coincides with the down-dip slip deficit zone proposed by Moreno et al. [2012]. 
Incorporating the InSAR dataset (Figure 9C) allows us to resolve a shallow afterslip patch 
offshore of the Arauco Peninsula and a deep slip patch that is separated from the main slip 
patch.  The offshore region of slip, designated as B, is the only region with slip shallower 
than 20 km.  Slip on this patch is constrained primarily by InSAR observations, as we only 
have one near-coast GPS station between latitudes 38° and 40° S.  This lack of GPS data is 
why this region of afterslip was not captured in the early model from of Vigny et al. [2011].  
A third slip patch that is not as shallow as patch B is located to the northern edge of the 
coseismic slip patch.  This patch, designated as C, is between 20-40 km at depth.  Its 
spatial extent agrees well with the results from Vigny et al. [2011].  Patch B and C together 
bound the southern and northern edge of the whole coseismic slip patch and agree with 
the Arauco and San Antonio intersegment area that define the Maule segment in Métois et 
al. [2012]. 
The deep slip patch, designated as D, extends to 120-160 km at depth.  This region of slip is 
spatially distinct from patch A and B located further up-dip.  The slip on this patch is also 
primarily constrained by InSAR, since the residuals for the GPS observations in this region 
are large.  It is therefore likely that our model maps some uncorrected noise in InSAR data 
(atmospheric noises in particular since this patch is close to the Andes) or other 
geophysical processes in the InSAR data onto the subduction interface.  Given these issues, 
we do not interpret the slip in this patch further. 
Except for patch B, we do not see significant afterslip updip of the regions that slipped 
coseismically, i.e. from the trench to 20 km at depth.  This result agrees with the nearly 
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zero interseismic slip deficit in the up-dip portion of the megathrust [Moreno et al., 
2012].  Although the resolution of interseismic and postseismic slip is particularly poor 
there, it is possible that the shallowest portion of the megathrust might creep 
interseismically.  However, Agurto et al. [2012] show that some M>4 earthquakes and 
associated seismically-related afterslip occurred postseismically between March 2010 and 
March 2012 along the updip edge of the coseismic slip patch south of 35.3°S (also see 
Appendix B).  Given the trench-coast distance and the onshore distribution of GPS stations, 
it is possible that the extent and magnitude of shallow afterslip is beyond the resolution of 
this study.  Our slip potency test (Appendix B) shows that some amount of shallow 
afterslip cannot be excluded, although the associated slip potency does not exceed ~10% of 
the total coseismic slip potency. 
 
3. 6 Discussion 
3.6.1 Postseismic Moment Release 
Acknowledging that geodetic data primarily constrain the potency associated with fault 
slip and not seismic moment, we estimate that the moment released by postseismic slip in 
1.3 years is 3.6~5.1 1021 N.m (Mw=8.34~8.44), equivalent to 20~30% of the coseismic 
moment.  This ratio is similar to that of earthquakes of similar magnitude, such as the 
2001 Mw=8.4 Arequipa earthquake in southern Peru (20-40% in 1 year) [Ruegg et al., 
2001; Melbourne et al., 2002] and the 2005 Mw=8.7 Nias earthquake (>25% in 9 month) 
[Hsu et al., 2006].  The relative magnitude of postseismic to coseismic moment seems to 
scale with the magnitude of the mainshock (Figure 3.10A).  Smaller earthquakes tend to 
produce relatively less afterslip, such as the 1995 Mw=8.1 Antofagasta earthquake (<20% 
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in 1 year) [Melbourne et al., 2002; Chlieh et al., 2004; Pritchard and Simons, 2006] and 
2007 Mw=8.0 Pisco earthquake (7-28% in 1.1 years) [Perfettini et al., 2010], whereas 
larger earthquakes tend to have larger values, such as the 2004 Mw=9.1 Sumatra 
earthquake (30% in the first month and 38% in 3 months) [e.g., Chlieh et al., 2007] and 
the 2011 Mw=9.0 Tohoku earthquake (18% in 7 months [Ozawa et al., 2012] and ~25% in 
1 year [Geospatial Information Authority of Japan, 2012]) .   
Pritchard and Simons [2006] also pointed out the amount of sediment subducted may 
also help modulate the postseismic behavior.  As shown in Figure 3.10B, the relative 
magnitude of postseismic to coseismic moment increases with sediment thickness, 
although the correlation is less prominent due to the large variations in trench sediment 
thickness and the uncertainties in its estimation.  We may even attribute the correlation 
back to the idea that thick trench sediments smooth out the slab topography and 
encourage large earthquakes [Ruff, 1989].  Such relationship seems to hold in many 
earthquakes, the most well-known of which is the 1.5-km thick trench sediments in 
southern Chile and the Mw=9.5 1960 Valdivia earthquake [Scherwath et al., 2009; 
Contreras-Reyes et al., 2010].  It is therefore difficult to tell which factor, the sediment 
thickness or the coseismic stress drop, contributes more to the afterslip behavior along the 
subduction interface.  
In both correlation plots, outliers exist.  Smaller earthquakes can still be followed by 
afterslip having a large potency, such as the 1989-1994 Sanriku-oki earthquake sequences 
in Japan (ranging from Mw=6.9 to Mw=7.7) [Heki and Tamura, 1997; Kawasaki et al., 
2001].  Because the moment release rate is so large (100% in 5~50 days) these postseismic 
events were further defined as “ultra-slow earthquakes” and may likely result from very 
unique source properties on the subduction interface [Kawasaki et al., 1995].  Other 
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examples include the large afterslip of the 2005-2008 Mw~7 earthquakes along the 
Japan Trench megathrust, whose postseismic moment release exceeded that of the 
corresponding coseismic events [Suito et al., 2011].  Because the number of earthquakes is 
small and obvious exceptions exist, more case studies are required to elucidate the possible 
correlation between the coseismic and postseismic moment release. 
 
3.6.2 Spatial Friction Variations and the Earthquake Barrier 
The cumulative moment due to all aftershocks with Mw>3 reported in the National 
Earthquake Information Center (NEIC) catalogue over the same period of time amounts to 
only 5.58e+1019 N.m, indicating that about 99% of the observed postseismic deformation 
was aseismic, a value even larger than that of the 2005 Nias earthquake (93%, Hsu et al. 
[2006]). Agurto et al. [2012] found that in the case of Maule aftershocks, the 
concentration of larger aftershocks (M=4~6) at the boundary between coseismic and 
postseismic patches illuminates the region with the highest concentration of stress right 
after the mainshock, as well as the boundary of the regions of greatest aseismic afterslip.  
This region is also the loci of a majority of coseismic high-frequency radiators [Lay et al., 
2010].  Their spatial distribution depicts the region of frictional heterogeneities within the 
brittle-ductile transition zone, i.e. small discrete brittle asperities dotted amidst ductile 
creeping zone [Ito et al., 2007; Simons et al., 2011; Meng et al., 2011].  However, this 
creeping zone is further bounded by a second band of aftershocks at the down-dip margin 
[Rietbrock et al., 2012], with lobes of afterslip patches sandwiched in between the upper 
and lower aftershock clusters (Figure 3.9D), mimicking the complex mosaic of phenomena 
revealed by the study of the 1995 Antofagasta earthquake in northern Chile and its 
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corresponding afterslip and aftershocks [Pritchard and Simons, 2006].  These deeper 
aftershocks may result from slip on small stick-slip patches triggered by afterslip.  Their 
locations suggest a non-monotonic change from a stick-slip regime to a creeping regime 
with increasing depth. 
To explore the frictional properties of the fault patches that produced aseismic afterslip, we 
compute afterslip with a simple theoretical model.  We calculate slip predicted from a one-
dimensional rate-strengthening frictional sliding model, assuming that frictional stress 
increases linearly with the logarithm of the sliding velocity, as observed in laboratory 
experiments [Marone, 1998]. Based on this model and later analytical derivations 
[Perfettini and Avouac, 2004; Perfettini et al., 2010], postseismic slip U(t) evolves as 
U(t) = Vpl tr log[1+(V+/ Vpl tr) t] (1) 
where t is time, Vpl is the plate convergence velocity, tr is the relaxation time, V+ can be 
viewed as the instantaneous creeping velocity during the postseismic period, and the ratio 
V+/ Vpl represents the postseismic creep rate normalized by the long-term plate 
convergence velocity. 
For the elongated region of slip down-dip of the coseismic slip patch (patch A in Figure 
3.9), the shallow afterslip offshore of the Arauco Peninsula (patch B), and the afterslip that 
bounds the coseismic slip patch to the north near San Antonio (patch C), we find a very 
stable value of tr of approximately 3.3-4.6 yrs and V+/ Vpl of 70-130 (Figure 3.11).  We 
further convert Vpl and tr to parameters more closely related to material properties, 
following the formulation described by Perfettini and Avouac [2004].  Using a value of 
coseismic Coulomb stress change of 3 MPa for the elongated down-dip region, 0.5-1 MPa 
around the offshore Arauco Peninsula, and 2.5-3 MPa for the northern afterslip patch 
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[Lorito et al., 2011], we find (a-b)n = 0.08-0.62 MPa for patch A, 0.01-0.22 MPa for 
patch B, and 0.04-0.65 MPa for patch C, where n denotes effective normal stress, and a-b 
is the frictional parameter (see Hsu et al. [2006] for the steps of obtaining these ranges of 
(a-b)n values).   
a-b describes how the coefficient of friction varies as a function of the logarithm of sliding 
velocity, with positive values corresponding to velocity strengthening and negative values 
to velocity weakening.  The smaller estimated (a-b)n value for the offshore Arauco 
Peninsula and the intermediate value for the northern afterslip patch near San Antonio 
may result from smaller a-b values than surrounding regions, suggesting strong variations 
in effective megathrust fault properties in the Arauco and San Antonio intersegment areas.  
Alternatively, locally high pore pressure and therefore small effective normal stress may 
play an important role in changing the slip behavior in this region.  However, Cubas et al. 
[2013] use the critical taper theory to infer a value of 0.375-0.6 for the Hubbert-Rubey 
parameter in these two areas (the ratio of pore pressure versus the lithostatic pressure, 
with 0.4 for hydrostatic, Hubbert and Rubey [1959]), suggesting that the pore pressures is 
not extraordinarily high in this region.  Therefore, it is likely that local frictional 
heterogeneity (smaller positive a-b values) is responsible for the postseismic creep in the 
intersegment areas.  Numerical modeling of rate-and-state frictional sliding on a shear-
loaded planar fault also suggests that when a-b is smaller, postseismic sliding propagates 
far from the coseismic slip region over short time intervals [Kato, 2007].  
Compared to intermediate (a-b)n values in the San Antonio intersegment area, the nearly 
neutral inferred value near Arauco might help explain some specific aspects of this area.  It 
has been suggested, based on dynamic modeling of slip on a fault with heterogeneous rate-
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and-state friction patches, that the barrier effect of a rate-strengthening patch scales 
with the product of (a-b)n and the size of the patch [Kaneko et al., 2010].  It might be 
argued that because of a relatively small value of (a-b)n in the Arauco Peninsula area 
(0.01-0.22 MPa), dynamic ruptures can propagate into the area but do not rupture 
through it because of its relatively large size.  This effect might explain why we observed 
both some co-seismic slip and aseismic afterslip beneath the Arauco Peninsula area.  This 
inference would also be consistent with seismic slip of ~5 m beneath the Arauco Peninsula 
during the 1960 Valdivia earthquake [Moreno et al., 2009], although the spatial resolution 
of the models is very low due to the limited availability of relevant observations.  The 
Arauco Peninsula area would owe its character as a barrier to the size of the modestly rate-
strengthening zone.  The along-trench length of the Arauco Peninsula barrier is ~100 km, 
much longer than the Batu Islands barrier in Sumatra [Chlieh et al., 2008] and the 
Mejillones Peninsula barrier in northern Chile [Pritchard and Simons, 2006; Béjar-
Pizarro et al., 2010; Victor et al., 2011] which may also be examples of rate-strengthening 
barriers on subduction megathrusts.  The findings from the Arauco Peninsula barrier are 
consistent with the idea that both the (a-b)n value and the barrier size determine the 
barrier effect of a velocity strengthening patch [Kaneko et al., 2010]. 
 
3.6.3 Arauco Peninsula Uplift 
We now consider the timing of the deformation of the peninsula in the context of the 
seismic cycle.   If we assume that the whole medium is purely elastic, all elastic strain that 
accumulates during the interseismic period should be released in earthquakes.  In this case, 
there is no permanent strain and no formation of the peninsula.  Clearly, inelastic 
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deformation must have occurred or be occurring to account for the uplift of the Arauco 
Peninsula.  Melnick et al. [2009] suggest that there are two styles of long-term 
deformation on the peninsula: anticlinal bending (Figure 3.12b), with the anticline axis 
going through the center of the peninsula in a WNW-ESE orientation, and back tilting, 
with the marine terraces tilting toward the east (Figure 3.12e).  We now compare these 
deformation styles to the geodetic data and modeled results we obtained during the past 
two decades.  Because of the lack of in-situ measurements within the swath along the 
profile a-a', we use only the modeled uplift to derive the total uplift between 1835 and 2010 
(Figure 3.12c).  Using the elapsed time of 175 years, the equivalent interseismic uplift rate 
is nearly equivalent to the measured subsidence rate (Figure 3.12d).  The nearly neutral 
balance seems to indicate that all the elastic strain has been released during the two large 
earthquakes and no permanent strain has accumulated within the last seismic cycle.  
However, based on the estimates from Melnick et al. [2009], the long-term uplift rate 
ranges from 1.8 mm/yr near the anticline axis to 0.3 mm/yr near the bottom of the 
anticline flank.  The difference is so small (1.5 mm/yr) that it resides within the errors of 
model predictions and the GPS observations.  In this case, we probably would not be able 
to isolate coseismic or interseismic non-elastic deformation of the anticline on the Arauco 
Peninsula. 
Along profile b-b', the uplift pattern from model predictions agrees in general with field 
observations (Figure 3.12f), and the cumulative coseismic deformation since 1835 mimics 
the back-tilting of the peninsula.  The equivalent uplift rate during the past 175 years is 
slightly larger than the interseismic subsidence as we get close to the trench, resulting in 
backtilt-like deformation (Figure 3.12g).  A straightforward interpretation is that the 
backtilting of the peninsula may form during the coseismic and early postseismic periods, 
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although it is not clear whether the anticlinal folding should also happen at the same 
time.  This permanent non-elastic deformation could be either associated with the elastic 
cycle on the megathrust, or resulting from the slip on crustal splay faults in the frontal 
accretionary prism (Figure 3.1B; Contreras-Reyes et al. [2010]; Melnick et al. [2012]).  As 
the chance of rupture propagation into this area increases due to low inferred (a-b)n 
values, so does the triggered slip on the crustal splay faults, and the accumulation of non-
elastic deformation.  This idea of coseismic and postseismic uplift of the Arauco Peninsula 
is different from the observations around the Mejillones Peninsula in northern Chile 
[Ortlieb et al., 1996; Pritchard and Simons, 2006; Loveless et al., 2010] and the Paracas 
Peninsula in Peru [Sladen et al., 2010], whose patterns of coseismic vertical movement are 
different from that of the long-term deformation. The behavior of these peninsulas is 
considered to be dominated by postseismic and interseismic uplift [Sladen et al., 2010; 
Victor et al., 2011].  An alternative interpretation is that the backtilting of the Arauco 
Peninsula results from a deficit of interseismic subsidence, which in turn is the net effect of 
elastic subsidence and non-elastic uplift in the interseismic period.  The coeval strain 
accumulation of opposite signs is a more complicated interpretation, and therefore field 
evidence is needed to support this view. 
 
3.6.4 Limitations 
We summarize here all the discrepancies between observations and predictions, together 
with the anomalies in our model.  First, our favored coseismic slip model fails to predict 
the short-wavelength signals in the GPS vertical component (Figure 3.6), which can be fit 
only when allowing deep slip patches beneath the Andes [Vigny et al., 2011].  Second, 
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there is a systematic misfit in postseismic horizontal displacements for GPS stations 
around the Andes (Figure 3.8).  These stations demonstrate different deformation 
behaviors from the three major afterslip patches (Figure 3.11).  These results suggest that 
the mid to far field sampling of the deformation field associated with the Maule earthquake 
will require more realistic models than elastic or layered elastic half-space. 
The above-mentioned discrepancies and model anomalies can be potentially explained by 
one or more of the following: (1) over-simplification of the elastic model, (2) elastic 
deformation along other uppercrustal structures, and (3) deformation due to other 
mechanisms, such as viscoelastic deformation.  We address these issues separately below. 
As demonstrated earlier, adopting a homogeneous elastic half space or a 1D layered elastic 
half space can modulate the inferred patterns of fault slip (Figure B8).  Hsu et al. [2011] 
have pointed out the important role played by 3D elastic structure in fault slip inversions.  
Based on heat flow observations and numerical models, Völker et al. [2011] estimated that 
the geothermal gradient varies greatly over a distance of 400-km, from 10℃/km near the 
coast, to 5.5 /℃ km near the Central Valley, and to 22.5℃/km below the Andes.  Given the 
temperature and compositional dependence of elastic moduli, we may expect considerable 
3D variations in elastic structure.  Future models of this region using 3D elastic Green’s 
functions may help us understand the discrepancies – although our relatively poor a priori 
understanding of 3D elastic structure may make such an effort pointless. 
We are also concerned with the potential role played by upper-crustal structure(s) during 
and after the earthquake.  This explanation for the misfits proximal to the Andes may be as 
viable as that of variations in 3D elastic structure, although elastic deformation associated 
with the earthquake cycle at the plate boundary will not result in the permanent 
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deformation that built the Andes.  Slip on a shallow crustal fault, or a down-dip 
extension of such a fault, will create permanent surface deformation of a smaller spatial 
wavelength similar to the depth of the dislocation tip, a pattern that we see in the 
coseismic vertical displacement field.  Given the locations of the GPS stations with large 
misfits across the Andes (Figure 3.8), the Neogene Deformation Front, the west-vergent 
thrust faults that bounds the west flank of the Andes (between 32° and 38°S, Figure 3.1B & 
3.1C) and their associated décollement may be potential candidates for such an 
aseismically slipping upper crustal structure (Figure 3.1C; Armijo et al. [2010]).  The 
Quaternary deformation pattern along this fault system has long been a subject of debate.  
There appears to be little indication of Quaternary contraction except along a small section 
of Southern Central Andes (36°-38°S) [Folguera and Ramos, 2009].  Folguera et al. 
[2007, 2008] even argue that an extensional state of stress in the Andean Cordillera and 
foothills is producing a regional collapse.  On the other hand, Cobbold and Rossello [2003], 
Galland et al. [2007], Guzmán et al. [2007] and Messager et al. [2010] postulate that the 
stress regime remains mainly compressive.  If this shallow crustal fault hypothesis holds, 
its associated surface deformation will still be intertwined with deformation from the 
interaction on the plate boundary, making it nontrivial to separate the relative 
contribution from each structure.  A denser and more optimally designed GPS network 
may be needed to specifically target these upper plate structures.  We recognize that 
considerably more study is needed in order to characterize the role, if any, of hypothesized 
upper crustal structures, how they are driven by the plate boundary, and how they 
contribute to the non-elastic deformation that creates the Andes. 
It is also possible that viscoelastic deformation may account for a non-negligible part of the 
observed postseismic deformation [e.g. Pollitz et al., 1998, 2006].  Nevertheless, since 
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viscoelastic deformation is triggered by coseismic stress change and acts mainly during 
the postseismic period, this process alone will not reconcile the discrepancies between the 
observed short-wavelength and modeled long-wavelength coseismic vertical deformation.  
It is likely that the combination of two or more of the aforementioned processes is 
necessary to explain all the coseismic and postseismic data for the Maule earthquake. 
These discrepancies between our models and the data have significant implications.  The 
Maule earthquake produced measureable deformation in the overriding plate out to a 
distance of over 1000 km. The standard co- and post-seismic modeling of such events 
using layered elastic half-space produces results that explain observations in western Chile 
well.  Our models are less successful in explaining observations in central and eastern 
Chile and all of Argentina. Such observations, which are not available when the overriding 
plate consists of a relatively narrow island chain (such as Sumatra and Japan), will 
potentially provide the data needed to differentiate between competing models for 
postseismic behavior.   
 
3. 7 Conclusion 
To summarize, our joint inversion model shows a coseismic slip pattern similar to the 
previous ones derived from joint inversion of seismic, geodetic and tsunami data [Delouis 
et al., 2010; Lorito et al., 2011].  The shallowest 15-20 km of the megathrust shows neither 
significant coseismic slip nor resolvable postseismic slip, suggesting that the slip on this 
portion of the megathrust is dominantly due to interseismic creep (between 1835 and 
2010).  Slip on the megathrust at depth between 15-20 and 50 km is probably mostly 
seismic.  An exception is near the Arauco Peninsula, where aseismic afterslip extends to as 
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shallow as 10 km near trench.  We derive a nearly neutral a-b value for this shallow 
afterslip patch, consistent with the inferred propagation of seismic rupture into this region, 
whereas the large width of this segment boundary would be the main reason for its barrier 
effect.  This conditionally stable characteristic may also be related to the coseismic uplift of 
the Arauco Peninsula, as seismic ruptures may propagate more easily into this barrier and 
trigger the slip on upper-crust structures.  Postseismic energy release follows a general 
trend in which the amount of postseismic slip scales with the coseismic moment release.   
Our result also shows marked data misfit near the Andes, indicating that other geophysical 
processes may be involved in the postseismic deformation over the region. 
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Figure 3.1.  (A) Regional tectonic map showing slab isodepth contours (blue lines) [Cahill 
and Isacks, 1992], M>=4 earthquakes from NEIC catalog between 1976 and 2011 (yellow 
circles for depths less than 50 km, and blue circles for depths greater than 50 km), active 
volcanoes (red triangles), and the approximate extent of large megathrust earthquakes 
during the past hundred years (red ellipses) adapted from Campos et al. [2002]. The large 
white vector represents the direction of Nazca Plate with respect to stable South America 
[Kendrick et al., 2003].  (B) Simplified seismo-tectonic map of the study area.  Major 
Quaternary faults are adapted after Melnick et al. [2009] (black lines).  The Neogene 
Deformation Front is adapted from Folguera et al. [2004].  The west-vergent thrust fault 
that bounds the west of the Andes between 32° and 38°S is adapted from Melnick et al. 
[2009].  (C) Schematic cross-section along line A-A’ (Figure 3.1B), adapted from Folguera 
and Ramos [2009].  The upper bound of the coseismic slip coincides with the boundary 
between the frontal accretionary prism (FAP) and the paleo-accretionary prism (PAP) 
[Contreras-Reyes et al., 2010], whereas the contact between the coseismic and 
postseismic patch is from this study.  The thick solid red line and dashed red line on top of 
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the slab represent the approximate coseismic and post- plus interseismic slip section of 
the subduction interface.  The thin red and grey lines within the overriding plate are active 
and inactive structures in the retroarc, adapted from Folguera and Ramos [2009].  The 
red dashed line underneath the Andean Block represents the regional décollement.  
Background seismicity is from the TIPTEQ catalog, recorded between November 2004 and 
October 2005 [Rietbrock et al., 2005; Haberland et al., 2009]. 
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Figure 3.2.  Horizontal and vertical secular interseismic velocities (left), coseismic 
displacement (middle) and postseismic displacement, determined from GPS data 
spanning the period between the 1st and 488th day after the mainshock (right). Note that 
for the postseismic displacement, when actual data time span for a given record does not 
cover this whole period, we have extrapolated it to represent the deformation between the 
1st and 488th day using PCAIM,. Yellow vectors are derived from this study; green vectors 
and orange vectors in (A) and (B) are from are from Ruegg et al. [2009] and Moreno et al. 
[2008], respectively. The blue barbed line corresponds to the Neogene Deformation Front. 
The red and white stars represent the epicenter of the mainshock and the Pichilemu 
earthquake, respectively.  The dark grey region is bounded by the 1000-m contour line, 
approximately the boundary of the Andes. 
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Figure 3.3.  ALOS PALSAR acquisitions used in this study.  FBS stands for fine mode 
single polarization mode while WS stands for wide swath data. Black lines indicate 
coseismic pairs and gray lines indicate postseismic pairs.  Numbers under each acquisition 
dot represent the number of days before or after the earthquake. 
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Figure 3.4.  The original, resampled, modeled InSAR data, and the model residuals for 
both the coseismic and postseismic tracks. Red and white stars are for the Maule and 
Pichilemu earthquakes, respectively. Notice that for the postseismic ascending images, 
different tracks cover different time spans (Figure 3.3) and therefore they cannot form a 
continuous map as the postseismic descending tracks. 
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Figure 3.5.  (A) The global distribution of seismic stations used in the coseismic model. 
Circles are every 30° of azimuthal distance. (B) Comparison of the observed (black) and 
modeled seismic waveforms (red) of the kinematic finite fault model. (C) The slip 
magnitude (colors), rake (arrows) and rupture propagation time in seconds (isochrones) 
for that same kinematic model. 
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Figure 3.6.  (Left) Coseismic slip with 5-m contour intervals from the best-fit model with 
the source time function of the solution plotted below. (Center and Right) Black vectors 
indicate the observed GPS data; red and yellow vectors indicate modeled results in the 
horizontal and vertical components, respectively.  The profile (aa') shows the predicted 
(red line) and observed (grey solid dots) surface displacements at the latitude of the main 
asperity, around latitude 36°S. Notice that for the vertical components (right), the slip 
model predicts a displacement field of longer wavelength than the observed data. See text 
for a discussion of this discrepancy. STF: Source time function.  Ch: Chillán; Ct: 
Constitución; Cp: Concepción; LA: Los Angeles; Ta: Talca; Te: Temuco; S: Santiago; V: 
Valparaiso. 
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Figure 3.7.  Tsunameter records as predicted by our preferred kinematic source model – 
this data was not used in the construction of the model.  Black lines are observations; red 
and green lines are the modeled waves for tide gauges and deep-sea bottom pressure 
gauges, respectively.  The map in the middle shows the predicted maximum open ocean 
wave heights. No time shift has been applied to the records. 
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Figure 3.8.  Time series of selected GPS stations.  Blue lines and stations represent 
predicted time series that agree well with the data (black dots), whereas red lines and 
stations represent model prediction displaying large discrepancies with the data.  The map 
views at the right panel show the residual vectors between the observed and modeled GPS 
components.  The red stations are distributed along the Andes, indicating that the large 
systematic residuals are likely due to a common source. 
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Figure 3.9.  Comparison of the postseismic slip model between the 1st and 488th day 
constrained by (A) horizontal GPS observations only, (B) all three components of GPS 
observations, and (C) three component GPS observations plus InSAR data.  Thick white 
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contours for the afterslip are of 0.5-m intervals, and the coseismic slip model is of 2.5-
m contour intervals (gray lines).  The final model in (D) is the same as (C) without the 
afterslip contours.  Red circles are aftershocks [Rietbrock et al., 2012].  Black triangles 
represent the location of GPS stations.  A is the afterslip downdip of the coseismic slip 
patch, with the black arrows indicating the along-strike extent. B and C correspond to two 
regions of afterslip that bound the southern and northern end of the coseismic slip patch. 
D is a deep slip patch that may reflect some tropospheric errors in the Andes.
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Figure 3.10.  (A) Plot of the estimated postseismic-coseismic ratio as a function of 
coseismic moment for selected megathrust earthquakes. The ordinate is in log scale to 
reflect the relationship between Mo and Mw.  The color scale of each dot represents the 
amount of time after the mainshock considered in each postseismic study.  The code next 
to each circle is the first three letters of the event name and it occurrence year: ANT95, 
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1995 Antofagasta, Chile [Melbourne et al., 2002; Chlieh et al., 2004; Pritchard and 
Simons, 2006]; ARE01, 2001 Arequipa, Peru [Ruegg et al., 2001; Melbourne et al., 2002]; 
JAL95, 1995 Jalisco, Mexico [Hutton et al., 2002; Melbourne et al., 2002; ]; KRO97, 1997 
Kronotsky, Kamchatka [Burgmann et al., 2001; Gordeev et al., 2001]; MAU10, 2010 
Maule, Chile (this study); NAZ96, 1996 Nazca, Peru [Pritchard et al., 2007]; NIA05, 2005 
Nias, Indonesia [Hsu et al., 2006]; PIS07, 2007 Pisco, Peru [Perfettini et al., 2010]; 
TOH11, 2011 Tohoku, Japan [Ozawa et al., 2012; Geospatial Information Authority of 
Japan, 2012]; TOK03, 2003 Tokachi-oki, Japan [Miyazaki et al., 2004; Ozawa et al., 
2004; Baba et al., 2006]; SAN, 1989-1994 Sanriku-oki, Japan [Kawasaki et al., 1995; 
Heki et al., 1997; Heki and Tamura, 1997; Nishimura et al., 2000; Kawasaki et al., 2001; 
Melbourne et al., 2002; Yagi et al., 2003]; SUM04, 2004 Sumatra, Indonesia [Hashimoto 
et al., 2006; Subarya et al., 2006; Chlieh et al., 2007].  Arrows instead of error bars 
indicate the circles as the upper bound or lower bound of the values.  “USE” under the 
letters SAN (Sanriku-Oki events) represents “ultra-slow earthquake.”  (B) Plot of the 
estimated postseismic-coseismic ratio as a function trench sediment thickness.  The size of 
the circles scales with the mainshock magnitude.  Colors of the circles and name codes 
follow (A).  The sediment thickness estimates are from multiple sources: von Huene and 
Scholl [1991], Plank and Langmuir [1998], and Divins [2003]. 
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Figure 3.11.  Normalized time-dependent fault slip over different postseismic slip patches 
from our model result (blue dots; see Figure 3.9D for locations).  The normalized westward 
displacements over selected GPS stations are also shown for comparison (red dots; see 
Figure 3.8 for locations).  Solid lines are the model predictions [Perfettini et al., 2010]. 
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Figure 3.12.  Topography, deformation and uplift/subsidence rate of the Arauco Peninsula 
along E-W and N-S directions.  (A) Map of the Arauco Peninsula. a-a’ and b-b’ indicate 
locations of the profiles, with the bounding boxes showing the area of topography being 
projected onto the profiles.  Green vectors and blue vectors are the in-situ measurements 
of coseismic and early postseismic vertical displacement from the 1960 Valdivia 
earthquake [Plafker and Savage,1970] and the 2010 Maule earthquake [Vargas et al., 
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2011].  Black vectors are the vertical velocities from campaign-mode GPS between 1996 
and 2002 [Ruegg et al., 2009].  (B) Projected topography along the swath a-a’. Vertical 
exaggeration: 90X. The anticlinal deformation with a WNW-SES trending axis is discussed 
by Melnick et al. [2009].  (C) Coseismic uplift due to the 1960 Valdivia earthquake (green 
line, Moreno et al. [2009]), and the coseismic plus postseismic uplift of the 2010 Maule 
earthquake (blue line, this study) projected along profile a-a’, and the total uplift (red line). 
Squares are the projected in-situ measurements with the same color codes as (A).  Dashed 
black line indicates the location of the neutral line.  (D) The equivalent uplift rate (red line), 
derived by dividing the total uplift in (C) by the period between 2010 and 1835, assuming 
the year of 1835 is the onset of another seismic cycle.  Black squares are the projected GPS 
vertical velocities.  (E) Projected topography along the swath b-b’, showing clear back-
tilting of the peninsula. Vertical exaggeration: 25X. (F) Uplift curves along the b-b’ profile, 
with the same color codes as (C).  (G) The equivalent uplift rate and GPS vertical velocities 
projected along profile b-b’. 
 
 
  
113
C h a p t e r  4  
INTERSEISMIC PLATE COUPLING  
IN THE EASTERN MAKRAN SUBDUCTION ZONE 
 
Paper in preparation: Lin, Y. N., M. Simons, R. Jolivet, P. Agram, H. Martens, and Z. Li (in 
prep.) Interseismic plate coupling in the eastern Makran Subduction Zone. 
 
Abstract 
The seismogenic potential of the eastern Makran subduction zone has long been an 
enigma due to lack of geodetic observations. We present the first interseismic coupling 
model in this region based on satellite radar interferometry measurements made from four 
parallel tracks of ENVISAT images covering the entire eastern Makran.  Because the 
satellite line-of-sight direction is not optimal for detecting the presumably northward 
interseismic ground displacement, the expected tectonic signal is both long-wavelength 
and low amplitude in character.  Using a MERIS-ECMWF atmospheric phase screen 
correction, together with ocean tidal load corrections, and by selecting a small subset of 
well-corrected images for time-series analysis, we are able to retrieve LOS velocities of 1-2 
mm/yr at 300-km length scales.  We develop 2D back-slip models along different 
projected LOS velocity profiles and find spatial variations of coupling, with higher coupling 
in the central part, and lower coupling on the two ends of the eastern Makran subduction 
zone.  The region of low coupling may be associated with the subduction of the Little 
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Murray Ridge and the Sonne fault. Minimum cumulative moment deficits for regions 
corresponding to the 1851, 1945 and 1765 earthquakes are equivelant to earthquakes with 
magnitudes of 7.7, 7.9 and 7.6, respectively. 
 
4. 1 Introduction 
The Makran subduction zone extends from western Pakistan to eastern Iran, forming the 
boundary between the subducting Arabian plate and the overriding Eurasian plate, with 
the eastern corner of the Arabian plate further dissected into the Ormara microplate 
(Figure 1a).  For many years this subduction zone attracts far less attention than most 
other seismogenic subduction zones.  Geophysical research in this region has been 
primarily focused on the 400-km wide accretionary prism, which has the thickest accreted 
sediment section (~7.5 km) of any accretionary margin [Smith et al., 2012].  Associated 
studies include the evolution of structural styles, critical taper and wedge mechanics, and 
hydrocarbon potentials [e.g., Fowler et al., 1985; Fruehn et al., 1997; Kopp et al., 2000; 
Kukowski et al., 2001; Schluter et al., 2002; Grando et al., 2007; Spiess et al., 2007; 
Mokhtari et al., 2008; Ding et al., 2010; Smith et al., 2012].  In contrast, there has been 
relatively little analysis of the seismogenic potential of this subduction zone.  Byrne et al. 
[1992] provided a detailed analysis of the largest instrumentally recorded megathrust 
event in the region, the 1945 Mw 8.1 Balochistan earthquake, as well as an estimate of 
seismic potentials with constraints from other smaller events described by several earlier 
studies [Nowroosi 1972; Jacob and Quittmeyer, 1979; Dziewonski et al., 1983; Chandra 
1984; Jackson and McKenzie, 1984; Quittmeyer and Kafka, 1984; Laane and Chen, 1989].  
Subsequent studies have been limited by the generally low rate of seismicity [Engdahl et 
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al., 2006; Alinaghi et al., 2007; Rani et al., 2011; El-Hussain et al., 2012].  Several 
large (Mw 7-8) events have occurred [Laane and Chen, 1989; Martin and Kakar, 2012], 
including one on April 16, 2013 (Figure 4.1), but these are mainly at intermediate depth 
with normal faulting mechanisms, and therefore they do not reveal information about the 
megathrust.  
Geodetic measurements can help distinguish regions of the plate boundary megathrust 
that are coupled from those that appear to be creeping.  In the western (Iranian) Makran, 
sparsely spaced GPS measurements have been used to infer weak coupling [McClusky et 
al., 2000; McClusky et al., 2003; Nilforoushan et al., 2003; Vernant et al., 2004; Bayer et 
al., 2006; Reilinger et al., 2006; Masson et al., 2007]. However in the eastern (Pakistani) 
Makran, region that encompasses the 1945 earthquake, there is no such GPS data available.  
This region lies in a remote area of western Pakistan, which due to political and safety 
concerns is difficult to visit.  To our knowledge, over the past two decades, only one GPS 
station has been installed in eastern Makran (Figure 4.1a) [Bilham et al., 2009], 
insufficient for inferring the extent of plate coupling in the region. 
Fortunately, since 1992 this region has been routinely imaged by the ERS-1, ERS-2 and 
ENVISAT synthetic aperture radar (SAR) satellites - all three launched by the European 
Space Agency.  With the accumulation of more than two decades of data, a time-series 
analysis of these images should allow us to resolve interseismic deformation in this region.  
As the SAR data cover a wide area (Figure 4.1b), we should then be able to derive the 
interseismic coupling pattern and thus the first-order estimates on the potential for future 
large megathrust earthquakes. 
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However, before using the large volume of available SAR data, we need to quantify our 
ability to detect the expected long-wavelength and small-amplitude signal associated with 
the plate coupling in a subduction zone environment.  Such measurements are particularly 
challenging given that noise from other non-tectonic sources can be much larger than the 
signal itself [e.g. Grandin et al., 2012; Béjar-Pizarro et al., 2013].  Here we explore the 
limit of interferometric synthetic aperture radar (InSAR) to measure such deformation 
without aid of GPS or any other ground-based geodetic data.  We show that with the 
current generation of techniques for estimating or modeling out non-tectonic signals in 
InSAR images, together with recently developmed time-series analysis tools, we can 
resolve the interseismic line-of-sight (LOS) velocities with approximately 1-2 mm/yr 
sensitivities.  With the obtained LOS velocity fields, we estimate the slip deficit rate along 
the eastern Makran subduction zone.  Using these rates, we make first-order estimates of 
the seismic potential along this subduction megathrust. 
 
4. 2 Tectonic Setting of the Eastern Makran Subduction Zone 
The Makran subduction zone is nearly 1000 km long, bounded by the sinistral Ornach Nal 
fault to the east and the dextral Minab-Zendan fault to the west (Figure 4.1b).  Byrne et al. 
[1992] first separated the Makran subduction zone into eastern and western parts, divided 
roughly along the Sistan Suture and its southward extension.  Geologic features that are 
offset across this boundary include: the Quaternary calc-alkaline volcanoes, topographic 
depressions (Mashkel and Jaz Murian) [Byrne et al., 1992], and the northern boundary of 
the accretionary prism (Figure 4.1b).  All these features are systematically offset 70-80 km 
northwards in eastern Makran than those in the west.  Similar offset phenomenon occurs 
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for the intermediate-depth normal faulting events (Figure 4.1a).  Large historic 
earthquakes occurred mostly in eastern Makran, whereas west Makran has only one 
historic earthquake (the 1843 event) which was later re-interpreted as an event of 
moderate magnitude that happened in the Gulf of Hormuz based on reviewing historic 
literature [Musson, 2009] (Figure 4.1b).  
Estimates of plate convergence rate also differ between eastern and western Makran.  
Along the Makran subduction zone, the Arabia Plate is subducting underneath the Eurasia 
Plate at rates that increase eastwards.  Estimates of the plate convergence rate suggest a 3-
7 mm/yr higher rate in eastern Makran than that inferred for western Makran (Figure 4.2) 
[Gripp and Gordon, 1990; Argus and Gordon, 1991; DeMets et al., 1994; McClusky et al., 
2000; Drewes 1998; Drewes and Angermann, 2001; Gripp and Gordon, 2002; Sella et al., 
2002; Kreemer et al., 2003; McClusky et al., 2003; Prawirodirdjo and Bock, 2004; 
Vernant et al., 2004; Reilinger et al., 2006; Drewes 2009; DeMets et al., 2010; Argus et 
al., 2010].  Values obtained using space geodesy are generally 5-15 mm/yr smaller than 
geologic estimates (Figure 4.2), and thus underlie a discussion regarding a potential recent 
slowdown in convergence between the Arabia and Eurasia plate [DeMets et al., 2010].  The 
scarcity of GPS stations along this plate boundary, plus the recognition of the Ormara 
microplate (not taken into consideration in all plate models), makes confusing attempts to 
quantify relative motion across the eastern Makran plate boundary.  Just to further 
complicate matters, the slip directions projected from rakes of thrust events on the eastern 
Makran megathrust (from GCMT catalog [Dziewonski et al., 1981; Ekstrom et al., 2012] 
and from the catalog of Byrne et al. [1992]; see Figure 4.1a for event locations), indicate an 
average seismic slip direction that is almost due north, whereas the slip direction of the 
1945 earthquake is N23°W [Byrne et al., 1992], although the latter could be poorly 
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constrained because the solution is based on body waveform inversion of only two 
teleseismic stations.  These directions are significantly different from the N12°E~N18°E 
convergence azimuth predicted by plate models.  Here, we do not try to further constrain 
estimates of the convergence vector since all of our InSAR observations have 
approximately the same line-of-sight (LOS) imaging geometry and provide little ability to 
resolve this issue.   
Although the onshore part of eastern Makran is difficult to visit, the offshore part has been 
the subject of many studies.  Seismic surveys in eastern Makran show that structural 
patterns, such as zonations of active faults and styles of imbrications, are fairly 
homogeneous in the trench-parallel direction, with little evidence for large-scale 
segmentation [Smith et al., 2012].  However, there is a significant decrease in the depth of 
the décollement from west (near Pasni) to east (near Ormara) presumably related to 
changes in basement topography associated with the impingement of the Little Murray 
Ridge (Figure 4.1).  Both trench sediment thickness and subduction channel thickness to 
the east of Ormara are 60% of the values to the west of Pasni [Smith et al., 2012].  
Therefore, we may expect differences in the coupling patterns from west to east, despite no 
obvious signs of segmentation in surface structures. 
The only GPS measurement in eastern Makran has a velocity of 21±3 mm/yr at N200°E 
relative to the Indian plate [Bilham et al., 2009].  After transforming the vector to the 
stable Eurasia reference frame, the velocity becomes 17.7±3 mm/yr at N6°W based on the 
MORVEL 56-plate velocity estimates [DeMets et al., 2010] (Figure 4.1a), whereas all other 
plate models give even more westerly vectors.  Despite the azimuth difference between the 
GPS velocity and the plate convergence direction (N12°E~N18°E), the northward 
movement at an intermediate rate (as compared to the ~30 mm/yr plate convergence rate 
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from space geodesy models) at Ormara indicates a certain level of coupling on the 
megathrust. A tombolo at Ormara experienced 2 m of uplift during the 1945 earthquake 
[Ambraseys and Melville, 1982].  It is therefore reasonable to assume interseismic 
subsidence in Ormara, an elastic response opposite to the coseismic [Thatcher and Rundle, 
1979; Savage, 1983].  Uplift of late-Holocene marine deposits near Ormara suggests that 
inelastic deformation exists in the forearc [Page et al., 1979], but the extent to which this 
deformation occurs interseismically or coseismically is still unclear [Victor et al., 2011; Lin 
et al., 2013].   
 
4. 3 Data Processing 
We concentrate on four descending orbital tracks of ENVISAT ASAR (Advanced Synthetic 
Aperture Radar) images, T220, T449, T177, and T406 that cover the entire eastern Makran 
from 2003 to 2011 (Figure 4.1b). There is insufficient data from ascending tracks to allow 
for useful analysis.  We do not extend the study period to times before 2002 using the 
same tracks from the ERS satellites because, as shown in later sections, we find that the 
use of the MERIS (Medium Resolution Imaging Spectrometer) images acquired 
concurrently with the ASAR images is crucial to the correction for tropospheric delays in 
radio signal propagation.  We produce InSAR images by using the repeat-orbit 
interferometry package (ROI_PAC) [Rosen et al., 2004].  To control computational costs, 
we choose a subset of image pairs using a Delaunay triangulation in baseline vs time space 
(we recognize that this is a non-unique approach).  There are in total 126 epochs and 264 
InSAR images for all four tracks (Figure 4.3; see also Figure C1-C4 for post-correction 
inteferograms).  This large ensemble of images gives a preliminary idea about data quality, 
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as well as the epochs for which atmospheric disturbances are well predicted by our 
correction methods (to be further discussed later).  We then pick the epochs corresponding 
to interferograms that appear to be well corrected using our atmospheric correction 
models.  Depending on the quality of correction associated with each epoch and the 
perpendicular baselines, the number of interferograms in this second stack varies from 
track to track, but in general there are fewer images in the second stacks, except for T177.  
In the end, there are 173 InSAR images constructed from 67 epochs in this smaller 
ensemble (Figure 4.3; see Figure C5-C8 for post-corrected interferograms). 
We consider two major corrections to each interferogram: an atmospheric phase screen 
(APS) correction and an ocean tidal loads (OTL) correction. We describe in detail each of 
the correction procedures in the following sections. 
 
4.3.1 Atmospheric Phase Screen (APS) Correction 
Application of Atmospheric Phase Screen (APS) correction is essential to infer small-
amplitude tectonic signals [Grandin et al., 2012; Hammond et al., 2012; Li et al., 2012; 
Béjar-Pizarro et al., 2013].  In eastern Makran, the dynamic range of atmospheric signals 
reaches 20 cm, particularly in summer months when the Indian monsoon prevails (Figure 
4.4).  Even though it is usually assumed that neutral atmospheric signals are uncorrelated 
over timescales longer than 1-day [Zebker et al., 1997; Emardson et al., 2003], we found 
that in Makran it is not always the case.  The E-W trending Makran Coastal Range (Figure 
4.1b) and the prevailing wind direction (mainly from the south) usually result in repeating 
APS patterns over different dates.  A good APS correction is essential to resolving any 
underlying tectonic signals. 
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APS corrections generally consist of an ionospheric correction and a tropospheric 
correction.  Here, we focus on the tropospheric correction since the influence of the 
ionosphere is usually relatively minor in the C-band interferometry. Several methods have 
been proposed to correct for the effect of spatially and temporally varying radar wave 
propagation speeds in the troposphere.  These methods can be categorized into three 
groups: 1) corrections with concurrent observations, including GPS wet delays [Webley et 
al., 2002; Li et al., 2003; Onn and Zebker, 2006], MODIS (Moderate Resolution Imaging 
Spectroradiometer) [Li et al., 2005, 2006a], and MERIS [Li et al., 2006b, 2012]; 2) 
numerical weather model corrections, such as MM5 (mesoscale meteorological model) 
[Foster et al., 2006; Puysségur et al., 2007; Foster et al., 2013], or Global Atmospheric 
Models [Doin et al., 2009; Jolivet et al., 2011; Pinel et al., 2011]; 3) empirical corrections, 
mostly for the topographically-correlated phase delays [Cavalié et al., 2007; Lin et al., 
2010].  
In this study, we use MERIS to correct ENVISAT ASAR interferograms, but we also make 
use of information provided by numerical weather models.  Here we use the freely and 
openly available tool PyAPS (http://earthdef.caltech.edu/) to incorporate the information 
from ERA-Interim, provided by the European Center for Medium-Range Weather 
Forecast (hereafter ECMWF model), as shown in the work of Jolivet et al. [2011].  We 
follow the procedures in Li et al. [2012] to compute the precipitable water vapor from 
MERIS data, but instead of using a constant conversion factor of 6.2 between the MERIS 
precipitable water vapor and the zenith wet delay, we compute the conversion factor as a 
function of time and space by using the partial pressure of water vapor and temperature 
information from the nearest prediction time in the ECMWF model [Jolivet et al., in prep].  
In most cases, wet delays from ECMWF model mimic those from MERIS (Figure 4.4), and 
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therefore the conversion factor obtained from ECMWF model should reflect the 
spatially and temporally variable atmospheric status.  We find that the average reduction 
of variance from corrections with constant conversion factors to those with variable 
conversion factors is not very large (i.e., 1.5%), with the maximum difference of 12% (~1.5 
cm noise level).  Overall, the MERIS-ECMWF hybrid correction reduces the data variance 
by 50-80%. 
An example of the correction results is shown in Figure 4.5.  Here we compare results from 
ECMWF and MERIS-ECMWF hybrid corrections.  Both methods significantly reduce the 
dynamic range of the interferograms, but the MERIS correction produces a cleaner image 
than the ECMWF correction, even when an empirical bilinear ramp is not removed from 
the original image.  However, use of MERIS-derived corrections has its own limitations.  
In particular, there will be spatial gaps in the corrections, corresponding to regions with 
clouds; furthermore, some MERIS data fail to predict the right APS pattern or even 
increase the noise in a given interferogram due to inadequacies in the cloud mask; 
additionally, at some epochs, no MERIS data was acquired. ECMWF APS corrections are 
model-derived and thus always continuous in space and available for all epochs.  Here, we 
compare the use of both approaches.  
Given the amplitude of the expected deformation signal in the satellite LOS direction, 
correction for path delays will be essential.  In this vein, we note that the GPS 
measurement at Ormara (Figure 4.1a) shows that horizontal displacement occurs 
primarily in the N-S direction, whereas our LOS observations are mostly sensitive to E-W 
and vertical displacements (Figure 4.1b).  We expect sub-cm/yr velocities in the LOS 
direction, as compared with propagation delays that may cause noise with 20-cm 
characteristic amplitude on any given image.  However, since MERIS-based corrections 
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have many limitations (e.g., lack of acquisitions, a poor cloud mask, failure in 
interpolating holes, etc.), we examined each corrected image individually and removed 
pairs that were clearly poorly corrected.  While this cleaning step is somewhat subjective, 
we established the following guidelines for removing interferometric pairs: 
1. Signals are locally correlated with topography. 
2. Hummocky signals of strong amplitudes with length scales of approximately 10 to 30 
km are likely due to water vapor/clouds. 
3. For regions masked out by the MERIS cloud mask, it is likely that regions immediately 
abutting masked out areas may also be influenced by strong water vapor or clouds and be 
left due to inexact masking. 
One may also hope to mitigate uncorrected noise via time-series analysis.  As we show later, 
we find that even in the context of time series analysis, focusing on the cleanest image 
pairs is still very important. 
 
4.3.2 Ocean Tidal Loads (OTL) Correction 
The Earth is continually being loaded and unloaded by the periodic redistribution of ocean 
mass at the surface, which causes elastic deformation of the solid Earth [e.g., Farrell 1972; 
Pugh 1987; Agnew 1997].  The amplitude of Earth’s response to the loading can exceed 
several centimeters in coastal regions, well within the sensitivity level of modern geodetic 
tools such as InSAR.  Although removing the OTL signal from radar interferograms is not 
yet part of routine analysis procedures, DiCaprio & Simons [2008] highlighted the 
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importance of an OTL correction to tectonic geodesy surveys, noting that OTL 
displacement gradients can surpass 3 cm per 100 km in some regions. Since tectonic 
processes often occur over similar or larger length scales, an OTL correction may be 
important to produce the cleanest time series.  
Here we model the OTL deformation signal at the location of the Makran subduction zone 
using the SPOTL software package [Agnew 2012].  The SPOTL subroutine nloadf 
computes the amplitude and phase of surface displacements for a given tidal constituent at 
a particular observation site by convolution of an ocean tidal model with elastic Greens 
functions that represent Earth’s response to a point load at the surface [Agnew 1997]. 
Since InSAR acquisitions cover a large spatial swath, we discretize each interferogram into 
a regular grid of geographic points (e.g., 0.05° spacing). We then use nloadf to determine 
the amplitude and phase of displacements in three components (north, east, and vertical) 
at each grid point for the M2, S2, N2, O1, P1, Q1, S1, K1, M4, MF, and MM tidal 
constituents using the FES2004 global ocean model [Lyard et al. 2006] and the Greens 
functions derived from the Preliminary Reference Earth Model (PREM) [Dziewonski and 
Anderson, 1981]. Our Greens functions assume a reference frame centered at the center of 
mass of the solid Earth, but since we are concerned with relative displacements across an 
interferogram, we are not particularly sensitive to choice of reference frame.  
In the eastern Makran subduction region, the predicted vertical displacements due to OTL 
vary by up to 4 cm across the length of a single interferogram for several of the epochs in 
our study period.  This translates to an OTL displacement gradient greater than 1 cm per 
100 km, large enough to interfere with the long-term tectonic signals.  The examples 
shown in Figure 4.4 and 4.5 have relatively small predicted OTL signals, and therefore the 
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correction effect is not obvious.  When the OTL response is up to 4 cm across the length 
of the swath, the OTL correction influences the estimate of any bilinear ramps (Figure 4.6). 
4. 4 Time Series Analysis 
We construct time series using two different methods: NSBAS (New Small-Baseline Subset) 
[Lopez-Quiroz et al., 2009; Doin et al., 2011; Jolivet et al., 2012] and MInTS (Multi-scale 
InSAR Time Series) [Hetland et al., 2012].  Both tools have been integrated into the 
Generic InSAR Analysis Toolbox (GIAnT) [Agram et al., 2013], openly and freely available 
at http://earthdef.caltech.edu/. 
We choose a first order polynomial formula, =C+vt, as our time function, where  is 
phase, C is a constant shift, v is the LOS secular velocity and t is time.  Before inverting for 
the model parameters, bilinear ramps are removed in a network sense so that the ramp 
parameters are internally consistent within the whole time series [Agram et al., 2013].  In 
NSBAS, the inversion is done on a pixel-by-pixel base. To assure the stability of the 
inversion results in NSBAS, we mask out the region where missing values exceed 10% of 
the total number of measurements.  In MInTS, data are transformed into the wavelet 
domain so that the spatial covariance is accounted for.  Temporal parameters are inferred 
in the wavelet domain and then inverse transformed into the space-time domain.  We 
estimate model uncertainties using a Jackknifing technique. 
We derive the secular LOS velocities for both the large ensemble of radar interferograms 
without culling and a smaller ensemble that has been subjectively determined to be as 
clean as possible.  For the larger ensemble, inferred LOS velocities are very noisy (Figure 
4.7).  Short-wavelength patterns inconsistent across different tracks overwhelm any 
underlying long-wavelength tectonic signals.  The velocity uncertainties are also large, 
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reflecting the impact of uncorrected noise.  The smaller ensemble yields considerably 
cleaner estimates of LOS velocities with long-wavelength signals continuous across 
different tracks (Figure 4.8).  This comparison illustrates the importance of pre-selection 
of well-corrected interferograms when studying tectonic signals of long wavelength and 
low SNR.  At present, we do not have an automatic algorithm to preselect images. 
NSBAS and MInTS produce identical estimates of the LOS velocities, but their 
uncertainties (1) are quite different, with the values from MInTS generally an order of 
magnitude smaller than those from NSBAS (notice the change of color scales in Figure 4.7 
& 4.8).  This difference may arise from the way these two methods treat the missing points.  
In MInTS, interferogram holes are interpolated before being transformed into the wavelet 
domain, and a weight matrix W, distinct for each scale and each location, keeps track of 
the extent each wavelet is associated with measured versus interpolated phase [Hetland et 
al., 2012].  The inversion, with the weight matrix involved, is carried out in the wavelet 
domain, which by design effectively takes into account distance-dependent data covariance 
[Emardson et al., 2003; Lohman and Simons, 2005].  Instead of the real loss of data 
points, MInTS allows information to propagate into no-data region via data covariances, 
while reducing the weight of interpolated wavelets by W.  These approaches lead to a more 
stable parameter estimate, and hence smaller uncertainties. 
 
4. 5 Interseismic Coupling Models 
The purpose of this study is to understand the first-order coupling patterns on the eastern 
Makran megathrust.  We consider a 2D rather than a 3D model for two reasons.  First, as 
mentioned earlier, since the single LOS direction is not optimal for detecting the 
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interseismic deformation in eastern Makran, a 3-D model introduces many more 
unconstrained degrees of freedom.  Second, short-wavelength features in the LOS 
velocities (Figure 4.8) can be easily mapped as spatial variation in coupling in a 3D model 
despite their uncertain (tectonic or atmospheric) sources.  We choose to project each 
velocity map into profiles to concentrate on long-wavelength tectonic signals that vary in 
the direction normal to the trench. We consider a few independent projected profiles to 
gain some insights about possible lateral variations in coupling. 
We adopt the megathrust geometry from the work of Byrne et al. [1992] (Figure 4.1c), and 
discretize the fault into segments with a down-dip width of 15 km.  These fault segments 
are pseudo-3D models, which means each fault patch has the same length as the eastern 
Makran subduction zone, and their strike agrees with the general trend of the trench 
(~262°).  This discretization gives 25 depth segments in total, with increasing z increments 
at depth due to steepening dip angles.  The top of the fault is assigned to be 10 km below 
sea level, corresponding to the 3 km deep sea floor plus the 7-km thick ocean-bottom 
sediments at the deformation front [Kopp et al., 2000].  We calculate Green’s functions 
assuming a homogeneous elastic half-space [Okada, 1985]. 
We follow the back-slip approach [Savage, 1983] to obtain our interseismic coupling 
model.  We derive the slip deficit rate (equivalent to the annual rate of back-slip but in the 
sense of deficit in reverse slip) on the megathrust, assuming all the LOS displacements are 
elastic.  We then divide the annual slip deficit by the plate convergence rate to obtain the 
coupling ratio.  As elluded to before, a discrepancy exists between geologic and geodetic 
plate convergence speed and azimuth (Figure 4.2).  Considering the hypothesis of recent 
slowdown in convergence between the Arabia and Eurasia plate [DeMets et al., 2010], we 
adopt the 30 mm/yr convergence rate from modern geodetic measurements, agreeing with 
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the time frame of the InSAR measurements. We assume several different convergent 
azimuths, including N10°E from geodetic plate models, due north from the average rake of 
the background seismicity, and N8°W, parallel to the GPS measurement at ORMA and the 
down-dip direction given the general trend of the trench (Figure 4.1a). 
Our inversion minimizes the objective function C(Gm-d)Dm where C has 
diagonals as the reciprocal of LOS velocity variances, G is the design matrix, m is the slip 
on each fault segment, d is the projected LOS velocity profile, D is the Laplacian operator, 
and  is the weighting over the regularization term.  We conduct separate inversions for 
each track of data.  We compute multiple solutions for each track with a fixed set of 
parameters, and the tradeoffs between goodness of fit and model roughness show clear 
corners in the L-curve plots (Figure 4.9).  To compare coupling models across different 
tracks, we set a common cut-off RMS residual to be 0.2 mm/yr, approximately the average 
level of MInTS uncertainties for all four tracks.  Thus, instead of showing one single 
realization of a coupling model, we select several models over a spectrum of model 
smoothness. 
In the results for the N10°E convergence azimuth (Figure 4.10-1), the coupling pattern is 
very sensitive to the selection of .  The smoother the model, the smaller the coupled 
region and amount of coupling.  This sensitivity comes from the orthogonality of the 
direction of plate convergence and the LOS vector, such that model predicted LOS 
displacements are dominated by vertical motions and are insensitive to different 
predictions of horizontal displacements.  This instability does not necessarily mean the 
N10°E convergence azimuth is inherently wrong, but rather that the InSAR LOS velocities 
do not allow any definite result for this convergence direction.  Having said that, if we 
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compare the amplitude of measured and predicted ORMA horizontal components, and 
ignore the difference in azimuth, the result suggests ~0.75 peak coupling near the shallow 
part of the proposed locked patch along T177 (Figure 4.10-1).  In terms of vertical 
displacements, all models in this study predict subsidence at Ormara, broadly consistent 
with coseismic uplift there [Ambraseys and Melville, 1982].   
We now consider models with plate convergence directions straight north and N8°W.  The 
orthogonality between the LOS direction and the convergence azimuth decreases, as does 
the sensitivity to regularization (Figure 4.10-2 & 4.10-3).  The ORMA horizontal 
component is well predicted by these two models, suggesting a highly coupled patch at 10-
20 km depth along T177.  The track to the west, T449, also suggests intermediate to high 
coupling in the same depth range.  T220, the one closest to the Iran-Pakistan border, is 
slightly more sensitive to regularization and convergence angles, and therefore it is less 
conclusive whether or not average coupling exceeds 0.5 (Figure 4.10-2 & 4.10-3).  T406 at 
the eastern end has the least coherent long-wavelength velocity field and the largest 
uncertainties (Figure 4.8).  In the 2D profile, the projected velocities are also more 
scattered than the other three profiles (Figure 4.10).  With the same set of  values and 
same fault geometry, it is difficult to fit the profile well (Figure 4.9 & 4.10).  The large 
uncertainties may suggest contamination of residual APS noises, possibly due to the 
increase in turbulence, rain and clouds associated with the rising mountain belt [Rasul et 
al., 2005].  Based on the higher noise level and less coherent tectonic signals, our results 
are inconclusive for this track.  However, to avoid mapping APS noises onto the 
megathrust as annual slip deficits, we choose the smoothest model among those selected to 
estimate the moment deficit (as detailed in the next section). 
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To summarize, by testing different plate convergence azimuths and different levels of 
smoothness constraints, we infer intermediate to high coupling at seismogenic depths for 
the central part of the eastern Makran subduction zone.  This coupling model matches the 
horizontal GPS measurement at Ormara, and the predicted subsidence agrees with the 
elastic rebound theory given the observed coseismic uplift at the same location.  To the 
west near the Iran-Pakistani border, there is possibility of low-to-intermediate coupling.  
To the east, the inversion result is unstable due to large uncertainties.  To avoid over-fitting, 
we choose the smoothest model as the basis for our later discussions and this means low 
coupling on the megathrust. 
 
4. 6 Discussion 
Subduction of the Sonne fault and the Little Murray Ridge may be the underlying cause of 
low interseismic coupling values at the two ends of the eastern Makran subduction zone.  
The Sonne fault is considered to be a new plate boundary fault that initiated ca. 2 Ma 
[Kukowski et al., 2000].  Similar to fracture zones, this strike-slip fault may enhance the 
flux of chemically bound water into the subduction zone [Contreras-Reyes et al., 2008] 
and also influence the thermal regime inducing variations in the stick-slip-like frictional 
behavior on the interface.  Similar examples include the subduction of the Investigator 
Fracture Zone and the low coupling region on the Sumatran megathrust near the equator 
[Chlieh et al., 2008], and the subduction of different fracture zones and the low-coupling 
areas in the southern Chile megathrust [Moreno et al., 2011].  As for the Little Murray 
Ridge, its subduction underneath the accretionary prism leads to significant decrease of 
sediment thickness and décollement depth [Smith et al., 2012], which may change the 
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frictional properties on the plate interface.  A possible analogous region is where the 
Nazca ridge subducts underneath the Andes in southern Peru.  This region appears to be 
aseismically creeping [Chlieh et al., 2011] and has been interpreted to have rate-
strengthening properties on the megathrust as evidenced in studies of afterslip associated 
with the 2007 Mw 8.0 Pisco earthquake [Perfettini et al., 2010]. 
Compared with the two ends of the eastern Makran subduction zone, the central part 
appears to be more highly coupled, as shown by the models derived with observations 
from orbital tracks 449 and 177.  This central segment approximates the lateral rupture 
extent of the 1945 earthquake [Byrne et al., 1992] (Figure 4.1b), although in our model the 
partially coupled region may extend down to 30 km at depth, deeper than the inferred 
depth extent of the 1945 event (Figure 4.10).  Between 20-30 km depth the megathrust 
may be partially creeping, as indicated by the inferred low coupling values, and it may also 
be the region where postseismic slip occurs, as shown by the postseismic studies of several 
large subduction earthquakes [e.g., Hsu et al., 2006; Pritchard and Simons, 2006; 
Miyazaki and Larson, 2008; Ozawa et al., 2012; Lin et al., 2013; Ortega-Culaciati et al., 
2013]. 
Based on the smoothest coupling models at different convergence azimuths, we estimate 
the cumulative moment deficit for the three regions associated with the 1851, 1945-47 and 
1765 earthquakes, respectively (as proposed by Byrne et al. [1992]) (Figure 4.1 & 4.11).  
The moment deficit for the 1851 patch is 4.96e+20~1.01e+21 Nm, equivalent to Mw 7.7-7.9.  
The moment deficit for the 1945-47 patch is 5.59e+20~1.49e+21 Nm based on results from 
T449, and 1.03e+20~2.53e+21 Nm based on T177, equivalent to Mw 7.8-8.1 and Mw 7.9-
8.2 respectively.  The moment deficit for the 1765 patch is the smallest, 
3.08e+20~4.42e+20 Nm, equivalent to Mw 7.6-7.7.  These estimates are based on the 
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restrictive assumptions that the projected LOS velocity profiles represent the average 
interseismic deformation pattern over the designated influence area and that this pattern 
remains stable through time.  
Our interpretation of the observed deformation field in terms of plate coupling and 
accumulating seismogenic potential assumes no long-term permanent strain accumulation. 
However, Haghipour et al. [2012] showed that uplift of Quaternary fluvial terraces in west 
Makran shows clear folding patterns, of 5-15 km wavelengths and at rates of 0.8-1.2 
mm/year. If such permanent deformation is ongoing in eastern Makran, there could be 
some short-wavelength signals associated with the folding or faulting in the upper-crust, 
which may in turn explain some of the short-wavelength patterns in map view (Figure 4.8) 
and the short scale oscillations in the projected profiles (Figure 4.10).  Currently, these 
oscillations are modeled by variation of coupling at depth, but it is also possible that some, 
if not all, of the oscillations are due to non-elastic deformation in thrust sheets [Litchfield 
and Berryman, 2006; Matsu’ura et al., 2008; Matsu'ura and Kase, 2010].  To the extent 
that this process is active, the coupling models and cumulative moment deficits that we 
infer here should be considered as upper bounds.  Deployment of a regional GPS network 
and/or InSAR observations over a longer period of time with shorter repeat time and at 
multiple LOS directions will help provide more accurate estimates. 
 
4. 7 Conclusions 
We explore different approaches to isolating small amplitude, long wavelength tectonic 
deformation in noisy interferograms.  In particular, we explore a hybrid MERIS-ECMWF 
atmospheric phase screen correction and the impact of ocean tidal load corrections.  These 
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corrections reduce the data variance by 50-80%.  The use of consistent time-series 
analysis methods (e.g., NSBAS and MInTS) even for estimating secular velocity fields 
allows us to estimate continuous LOS velocities over four parallel InSAR tracks.  To further 
improve the signal-to-noise ratio, we project each LOS velocity field into trench 
perpendicular profiles that show clear long-wavelength deformation patterns.  The success 
in retrieval of low-amplitude and long-wavelength tectonic signals indicates that 
appropriate data processing scheme and time-series analysis tools are critical for InSAR 
application on interseismic deformation in subduction zones.   
Using these LOS velocity estimates, we obtain the first interseismic coupling models for 
the eastern Makran subduction zone. The models suggest that the central segment may be 
more extensively coupled than the eastern and western ends of this segment.  These 
apparently less coupled region, coincide with the subduction of Little Murray Ridge and 
the Sonne fault.  At face value, the apparent coupling models imply a cumulative moment 
deficit, since the most recent events, to be equivalent to a Mw 7.7-7.9 on the 1851 
subsegment, a Mw 7.8-8.2 on the 1945-47 subsegment and a Mw 7.6-7.7 on the 1765 
subsegment. Due to observational limitation, strong spatiotemporal variations in coupling 
and permanent non-elastic component of the deformation field are not considered in this 
model.  More data over a longer time span, at multiple LOS directions, with shorter repeat 
time, and accompanied with path delay corrections based on concurrent observations will 
greatly improve the reliability of estimates in plate coupling. 
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Figure 4.1.  (a) Background seismicity and focal mechanisms in the Makran subduction 
zone.  Small circles color-coded with depth are the M>3 events from the NEIC catalog 
between January 1973 and April 2013.  Focal mechanisms are from Global Centroid 
Moment Tensor (GCMT) solutions between 1977 and 2013 [Dziewonski et al., 1981; 
Ekström et al., 2010] and from the work of Byrne et al. [1992], with the red color in 
compressional quadrants for thrusting events, green for strike-slip events, light blue for 
normal events, and black for the 1945 Mw=8.1 earthquake and the April 16, 2013 Mw=7.8 
earthquake.  Red lines circle the seismogenic patches associated with the 1851, 1945 and 
1765 earthquakes from west to east [Byrne et al., 1992] (also shown in Figure 4.1b).  
Yellow vector at Ormara (ORMA) is the only GPS measurement in east Makran relative to 
stable Eurasia [Bilham et al., 2009].  White arrows highlight the alignment of a series of 
strike-slip events.  Profile a-a’ and the bounding box indicate the range of data projected 
onto the 2D profile in Figure 4.1c.  Inset: outlines of different plates associated with the 
Makran subduction zone.  (b) Physiographic features and geologic structures in Makran.  B. 
= Block; D. = Depression; F. = Fault. GH = Gulf of Hormuz.  Yellow triangles are 
Quaternary cal-alkaline andesitic volcanoes [White, 1984; Dykstra and Birnie, 1979; 
Afāghi and Sālek, 1977].  Blue rectangles are the footprints for ENVISAT ASAR images, 
with the line-of-sight (LOS) direction marked at the top-right corner of the map.  Four 
black lines extending from the trench to the Helmand Block are the projection profiles 
associated with each ASAR track (used in the modeling of interseismic coupling). Thick 
white arrows are the relative plate motion (in mm/yr) of the Arabian plate with respect to 
the Eurasian plate based on NUVEL-1A plate model [DeMets et al., 1994].  (c) Cross 
section showing the average topography and plate interface geometry along profile a-a’.  
Color codes for seismic data are the same as (a).  The thick gray line represents the 
coseismic region proposed by Byrne et al. [1992]. 
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Figure 4.2.  Relative plate motion of the Arabian plate with respect to the Eurasian plate 
predicted from different plate models at (a) west Makran and (b) east Makran.  The 
convergent speeds obtained from geologic observations are in general higher than those 
from geodetic observations.  All plate models predict convergence azimuth in the northeast 
direction, whereas (c) the trend of rakes from the thrusting events in the focal mechanisms 
(shown in Figure 4.1a) indicates an average of due north motion.  The 1945 Mw8.1 
earthquake even suggests the relative motion of the downgoing plate in the NW direction 
[Byrne et al., 1992].  See text for the detailed references. 
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Figure. 4.3.  The baseline plots for the interferograms used in the large ensemble (L, black 
lines) and small ensemble (S, red lines).  Blue dot is for each acquisition.  Some epochs are 
not included in the network due to bad qualities of the interferograms (decorrelation, 
unwrapping errors and so on).  We use the Delaunay triangle to minimize the number of 
interferograms in the large ensemble while keeping the same amount of information in the 
network.  The interferograms in the small ensemble are made from a subset of SAR 
acquisitions whose atmospheric noises are better predicted by MERIS corrections. 
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Figure 4.4.  An example of the comparison plot between the ECMWF delays, MERIS wet 
delays calibrated with ECMWF data, ocean tidal load corrections, and the interferograms.  
All plots are in units of cm.  This example demonstrates a case where both ECMWF and 
MERIS corrections capture the APS patterns in the interferogram.  In some examples, 
both corrections may fail to predict the right pattern.  Comparing plots like this over 
multiple interferograms with a common scene can help us determine the epochs with 
better correction results.  Red star is for the 1945 Mw=8.1 earthquake.  White polygons 
indicate lakes.  Gray-scale image in the background shows the shaded–relief topography. 
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Figure. 4.5.  Post-correction images of the same interferogram as Figure 4.4.  The direct 
correction result (no ramp correction) shows residual APS noises in the ECMWF-corrected 
image, both in short and long spatial wavelengths, whereas the MERIS correction provides 
a cleaner result.  After removing a bilinear ramp, there are still more structured noises in 
the ECMWF-corrected image. Symbology is the same as Figure 4.4. 
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Figure 4.6.  One example of the LOS displacement from ocean tidal loads (OTL), and its 
influence in the ramp estimation.  The amplitude of relative displacement across the length 
of the swath is about 4 cm, close to the maximum value among all OTL responses at 
different epochs in this region.  The difference in ramp estimation is calculated by taking 
the difference between an MERIS+ramp corrected image and an MERIS+OTL+ramp 
corrected image.  This difference is minor (±1 mm), but if the target tectonic signal is of the 
same amplitude and wavelength, this difference may become an issue. Symbology is the 
same as Figure 4.4. 
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Figure 4.7.  The LOS velocities and uncertainties obtained from the large ensemble of 
interferograms via NSBAS and MInTS.  The LOS velocity maps are identical between 
different time-series methods, showing noisy short-wavelength patterns possibly on top of 
some vague long-wavelength signals.  The four black lines mark the projection profiles 
associated with each track, same as those in Figure 4.1b.  Red star is for the 1945 Mw=8.1 
earthquake.  Notice the change of color scale for the MInTS uncertainties.  See the text for 
more discussion.  Symbology is the same as Figure 4.4. 
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Figure. 4.8.  Same with Figure 4.7 but obtained from the small ensemble of interferograms.  
The LOS velocity maps look cleaner and reveal long-wavelength signals continuous across 
different tracks.  The uncertainties for the NSBAS results generally decrease except for 
T406 (the easternmost track), whereas the uncertainties for the MInTS results generally 
increase.  The latter may be related to the decrease of support in the MInTS weight matrix 
due to a smaller number of interferograms in this ensemble.  Symbology is the same as 
Figure 4.4. 
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Figure 4.9.  An example plot of RMS residuals versus model roughness (the “L-curve＂ 
plot) associated with each stacked profile (profile lines are shown in Figures 4.1 & 4.8) for 
the models with N8°W convergence azimuth.  Each small square represents a  value 
within a common set of s for all four tracks.  We use a common cut-off RMS residual, 0.2 
mm/yr according to the approximate average of MInTS uncertainties for all tracks, as the 
criterion for model selections.  The selected models are shown in Figure 4.10-3. 
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Figure 4.10-1.  2D interseismic coupling models with N10°E convergence azimuth.  Figure 
show the average topography (upper panel), stacked LOS velocity profiles along with 
model predictions color-coded with different smoothness constraints (middle panel), and 
the coupling model as a function of distance, with the same color code as the middle panel  
(lower panel).  The dash line in the middle panel indicates the 1 LOS velocity uncertainty 
from MInTS time series analysis. The gray zone in the lower panel represents the 
coseismic region proposed by Byrne et al. [1992].  In the middle panel of (c), the 
horizontal component of the ORMA GPS measurement is plotted as a white vector with the 
map view convention (up for north, and right for east) at the projected distance.  The 
predicted displacements at ORMA from different models are also shown at the same 
location with the same color code as the model smoothness.   
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Figure 4.10-2.  Same as Figure 4.10-1 but for the models with due north convergence 
azimuth. 
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Figure 4.10-3.  Same as Figure 4.10-1 but for the models with N8°W convergence azimuth. 
  
156
 
Figure 4.11.  Cumulative moment deficit since last event as a function of distance along 
trench.  The estimates are based on the proposed rupture area associated with the 1851, 
1945-47 and 1765 earthquakes [Byrne et al., 1992] (Figure 4.1b).  These moment deficit 
estimates are taken from the smoothest coupling models within the selected of three 
different convergence azimuths. 
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C o n c l u d i n g  T h o u g h t s  
 
This thesis provides tools for better understanding the distribution and behavior of 
asperities and barriers on the subduction interface.  Exploiting recent technical advances 
in InSAR image processing and analysis allows us to expand their use beyond the more 
common targets of coseismic displacement, magmatic inflation, glacier flows, landslides, 
ground water/oil extraction or interseismic displacement on smaller length scales.  Now it 
is the right time to dive back into the existing gigantic SAR catalogs, and address more 
challenging geophysical topics that were deemed impossible in the past.  Future missions 
should consider concurrent atmospheric measurements as a necessity for the sake of 
broader applications of SAR observations. 
 
Discriminating the spatial extent and temporal evolution of asperities and barriers is a 
long-term task. Any advance in data processing or model development will help achieve 
this goal.  In the long run, after more asperities and barriers are identified with high 
precision and accuracy, the disputes between the influence of effective normal stress and 
frictional properties on subduction coupling patterns should be better addressed, or 
eventually, solved. 
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A p p e n d i x  A  
SUPPLEMENTARY MATERIAL OF CHAPTER II 
 
A. 1 Comparison of Simultaneous and Iterative Decompositions 
In principle it is necessary to solve for all components simultaneously to obtain the optimal 
rank-k approximation of the data matrix (note that this is not true for standard or 
weighted singular value decomposition). However, we ran into the complication of 
different components almost exclusively explaining separate datasets (Figure A1), 
annihilating the advantages of a joint inversion. The temporal functions for most 
components are discontinuous precisely at the epochs corresponding to the SAR images 
(Figure A1). To overcome that problem we solve for each component iteratively. This 
approach does not yield an optimal rank-k approximation of the data matrix, but it helps 
force each component to explain a significant fraction of all datasets. The procedure runs 
as follows: 
1. Set X equal to the original data matrix. 
2. Set X1 = X. 
3. Calculate the best rank-1 (1-component) model iXˆ of the data matrix Xi 
4. Set Xi+1 = Xi -  iXˆ  
5. Return to step 3 unless termination condition has been reached. 
  
159
The matrices iXˆ  are the outer product of our spatial and temporal functions for the ith 
component. Due to the variation of optimal value of components with the total number of 
components (unlike in SVD, where the best ith component is independent of how that 
rank-k approximation is sought), the resultant principal components are close to but not 
exactly orthogonal. The PCAIM approach is valid for any linear combination of 
components regardless of orthogonality, even though mathematically it may not be 
optimal in terms of matrix approximation. 
 
A. 2 Comparison of InSAR-only, EDM-only and InSAR + EDM Joint 
Inversions 
We demonstrate here the benefit of the joint inversion of InSAR and EDM data, as 
compared to InSAR-only and EDM-only inversions. After the PCA decomposition, both 
the joint and the InSAR-only decomposition yield similar spatial functions for the 1st and 
2nd components (Figure A2). By contrast the spatial functions of the 3rd and higher order 
components are quite different. Since the EDM data can be mostly reconstructed with only 
2 components (notice how small the principal vectors are in the 3rd component of the joint 
decomposition), in the joint decomposition most of the InSAR signal that is not spatially 
coherent with the EDM data is taken account by the 3rd and higher order components. This 
leaves basically noise to higher components (in particular the tropospheric effects and the 
tectonic signals not visible in the EDM data). In the InSAR-only decomposition, without 
the guidance of EDM data, the spatial function can be any signal with coherent time 
history, and therefore what is extracted can be the coherent portion of atmospheric noises. 
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With regard to the time function, the joint and EDM-only decompositions yield very 
similar results for the first 3 components, whereas the joint and InSAR-only 
decompositions yield quite different results from the 2nd component and on. Again, since 
we assume that EDM data is better corrected for tropospheric noises and sampled in time, 
the incorporation of EDM data becomes a necessity because InSAR by itself cannot offer a 
reliable time evolution history. 
At the decomposition stage it is clear that with our iterative approach the time functions 
are mostly constrained by the EDM data while the spatial functions are mostly controlled 
by the InSAR data. When it comes to source modeling, the benefit of using InSAR data 
becomes explicit in that it provides much better spatial constraints than the EDM data. If 
we consider only the EDM data, the inversion problem is highly underdetermined given 
the chosen gridded source of magmatic inflation (more than 6000 point sources as 
compared with 8 observations from the spatial function of each component). The inversion 
works but the resulting model depends heavily on the regularization. In this relatively 
simple magmatic inflation example, one can certainly use a source model defined with 
fewer adjustable parameters, such as the traditional single point source of inflation [Mogi, 
1958] or the prolate ellipsoid model of inflation [Yang et al., 1988], so that including 
InSAR data does not make huge difference. In a more complicated example such as the 
slip model on a fault plane, involving InSAR data greatly helps improve the resolution of 
the slip pattern on different fault patches. 
The joint and InSAR-only inversions give similar source model. The best-fit results yield 
reduced Chi-square ( 2r ) of 0.96 and 0.90 for the 1st and 1st+2nd component joint 
inversion respectively, and 1.07 and 0.89 for the 1st and 1st+2nd component InSAR-only 
inversion. However, as seen in the F-test (Table 2.1), with InSAR data only it is difficult to 
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determine the cut-off component to be used in inversion, and we lose the temporal 
resolution inherent in the EDM data. The time evolution obtained from the InSAR-only 
inversion is coarser and partly biased by atmospheric effects which are present in all the 
components rather than being rejected in the higher order components as happens in the 
joint inversion. 
 
Reference 
Mogi, K. (1958), Relations between the eruption of various volcanoes and the deformation 
of the ground surface around them, Bull. Earthquake Res. Inst., 36, 99–143. 
Yang, X.­M., P. M. Davis, and J. H. Dieterich (1988), Deformation from inflation of a 
dipping finite prolate spheroid in an elastic half­space as a model for volcanic stressing, J. 
Geophys. Res., 93(B5), 4249–4257. 
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Figure A1.  Comparison of simultaneous and iterative decompositions. The time functions 
of the simultaneous decomposition (left panel) are noisy and discontinuous at the epochs 
with SAR images, whereas the time functions of the iterative decomposition (right panel) 
are much smoother. 
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Figure A2.  Comparison of the first 3 components from the joint (InSAR + EDM), InSAR-
only and EDM-only principal component decomposition. The spatial functions of the first 
2 components for InSAR + EDM and InSAR-only look identical, whereas the 3rd and 
higher components look quite different. The time function of the 3rd component for the 
InSAR-only decomposition still shows some pattern, whereas for the joint decomposition 
the 3rd and higher component is more noise-like. This difference results from the guiding 
EDM data in the joint decomposition, which leads to a clean cut between the 2nd and 3rd 
component. The time and spatial functions of the first 3 components for joint and EDM-
only decomposition look identical, reflecting our assumption that EDM data is relatively 
clean of tropospheric noise and well sampled in time. 
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A p p e n d i x  B  
SUPPLEMENTARY MATERIAL OF CHAPTER III 
 
B. 1 Data Selection and Processing 
B.1.1 GPS Observations 
Our general field, processing, and velocity analysis methods in South America have been 
described previously [Bevis et al., 1997; Brooks et al., 2003; Brooks et al., 2011; Kendrick 
et al., 2003]. We estimate velocities by stacking daily network solutions obtained using 
GAMIT [King and Bock, 2000] and GLOBK [Herring, 2000] software.  All publicly 
available cGPS data in South America from 1 Jan 2007 through 10 June 2011 were 
processed using GAMIT with additional IGS sites included to provide reference frame 
stability. All data were processed using MIT precise orbits. Orbits were held tightly 
constrained and standard EOP and earth and ocean tides were applied. Due to the number 
of stations, two separate subnets were formed with common fiducial sites. The subnets 
were merged and combined with MIT's global solution using GLOBK. We express our 
solutions in a reference frame nominally attached to the stable South American craton that 
has horizontal RMS velocity of 0.92 mm/yr and vertical RMS velocity of 1.6mm/yr. We 
estimate positions and velocities in inner coordinates, treating the reference frame as a 
computational convenience and allowing it to rotate and translate freely (at constant rates) 
while focusing on the rate of change of the polyhedron’s shape and size. One six parameter 
Helmert transformation is applied to each daily polyhedron solution so as to align the daily 
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polyhedra as closely as possible to a suite of constant velocity trajectories. No position 
or velocity constraints are imposed during this iterative stacking process: the only 
constraint is that the individual (daily) polyhedra are not allowed to change their size or 
shape. 
We combined GPS data from multiple networks, resulting in a total of 127 3-component 
continuous records. To determine coseismic offsets, we use all stations that cover the time 
span around the mainshock, resulting in a total of 79 stations each with 3 components.  
This data set includes an augmentation of 27 stations to the existing dataset of 61 cGPS 
and 33 campaign-mode GPS stations from Vigny et al. [2011].  Compared to the GPS 
network used in Moreno et al. [2012], our dataset contains 21 more stations to the north 
near Valparaíso and Santiago, but has relatively sparse spatial coverage to the south near 
the Arauco region, and therefore our model results in this area depend heavily on InSAR 
observations. 
For the postseismic GPS time series, we selected stations between 32°S and 40°S with at 
least 180 epochs recorded between the mainshock on February 27 2010 and June 30 2011.  
We omitted GPS sites south of 39.5°S which may still contain signatures of prolonged 
regional postseismic relaxation following the 1960 Valdivia earthquake [Hu et al., 2004; 
Moreno et al., 2008].  These criteria resulted in 66 stations, with 30 of them installed after 
the 2010 earthquake.  
For each time series we use a conventional least squares approach to separate postseismic 
deformation from other signals, including secular rates, coseismic jumps (e.g., the Maule 
main shock, Pichilemu aftershock as well as other events) and seasonal variations (Figure 
3.2).  The RMS of the residuals is 3-5 mm in the horizontal and 10-15 mm in the vertical. 
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Of the 127 GPS stations, 81 stations have at least one and half year of observations 
before the Maule earthquake.  We use the secular rates from these 81 stations plus those 
from two published studies (Figure 3.2A) [Moreno et al., 2008; Ruegg et al., 2009] to 
interpolate and correct for the 66 stations we use in our model.  This correction is done for 
horizontal components only, because the uncertainties for the vertical components are 
larger than the secular rates in many stations (Figure 3.2B) [Ruegg et al., 2009].  To avoid 
introducing errors into our model through improper corrections, we choose to use only the 
vertical component of the time series that have at least 1.5 years of pre-quake records with 
more than 365 epochs to allow estimates of their vertical secular rates (Figure B1).  We did 
not interpolate the seasonal variations for the short time series, as these values tend to 
vary more rapidly in space due to the specific geological and hydrological setting of each 
station. We estimate seasonal variations based on the longest available records for each 
time series, and therefore the error for shorter time series is larger and the correction is 
less reliable.  As a sanity check, we ensure that each of the corrected time series shows 
signals of similar order of magnitudes with other surrounding stations.  In the end, 66 
cGPS stations are used in the postseismic model and among them 22 vertical records were 
considered reliable.  
The March 11 Mw=6.9 Pichilemu earthquake in 2010 and the January 2 Mw=7.1 
Araucania earthquake in 2011 produced notable displacements in a few of the time series. 
These coseismic jumps and corresponding postseismic deformation, if significant, are also 
removed from the postseismic time series. 
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B.1.2 InSAR 
The coseismic signal has sufficiently large amplitude (up to 3-4 m in the line of sight 
direction, Figure 3.4) that we did not attempt to correct for any atmospheric delays.  
However, given the small amplitude and long wavelength of the postseismic deformation, 
it is challenging to image the tectonic signal with InSAR.  We correct for the 
topographically-correlated phase delay by using a multi-scale approach [Lin et al., 2010a].  
Given that the postseismic ascending SAR images were acquired much later than the 
descending track 422 (Figure 3.3), resulting in a smaller signal-to-noise ratio (as 
postseismic deformation rates generally decay approximately exponentially with time), 
and that each track covers a different temporal period and cannot form a continuous 
snapshot image, we choose to arbitrarily down weight these tracks 10 to 100 times more 
than the descending tracks.  We adjust the weighting of the wide-swath descending track 
based on the relative number of resampled InSAR observations and total GPS acquisition 
epochs so that both datasets contribute equally to the model, i.e. each dataset contributes 
equally to the reduced Chi-square of the residuals. 
We also correct for the deformation associated with the March 11, 2010 Pichilemu 
earthquake. This composite earthquake is presumably triggered by the stress transfer due 
to the slip on the subduction interface and is therefore considered as the aftershock of the 
Maule earthquake [Ryder et al., 2012]. We run a simple 1-plane finite fault model by using 
the source parameters from GCMT (strike = 144°, dip = 55°, rake = -90°, depth = 12.9 km, 
Mw = 6.9). Only InSAR data track 114 and teleseismic data are used in this model, since 
the main purpose is to remove the deformation associated with the Pichilemu events from 
the interferogram. The corrected track 114 is then used in our postseismic slip model. 
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In order to reduce the computational cost associated with inverting all the InSAR data, 
we adopt the spatially variable data resampling/averaging approach based on the estimate 
of the inherent data resolution for a given source model [Lohman and Simons, 2005].  
This approach efficiently reduces the total number of data to ~3000 points for the 
combination of all 32 tracks to be used in the inversion, while preserving the information 
contained in the original interferograms at all relevant scales. 
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Figure B1-1.  The vertical components of the cGPS time series, northern section. [Left] Raw 
time series. [Middle] The secular rates are estimated only with the long time series (with 
more than 1.5 years of records before the Maule earthquake). The seasonal variations are 
estimated with every time series. The coseismic jump is estimated whenever the time 
series span through the earthquake. [Right] The location of the stations. Blue stations are 
the ones picked for the postseismic slip inversion. 
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Figure B1-2.  The vertical components of the cGPS time series, central section. [Left] Raw 
time series. [Middle] The secular rates are estimated only with the long time series (with 
more than 1.5 years of records before the Maule earthquake). The seasonal variations are 
estimated with every time series. The coseismic jump is estimated whenever the time 
series span through the earthquake. [Right] The location of the stations. Blue stations are 
the ones picked for the postseismic slip inversion. 
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Figure B1-3.  The vertical components of the cGPS time series, southern section. [Left] 
Raw time series. [Middle] The secular rates are estimated only with the long time series 
(with more than 1.5 years of records before the Maule earthquake). The seasonal variations 
are estimated with every time series. The coseismic jump is estimated whenever the time 
series span through the earthquake. [Right] The location of the stations. Blue stations are 
the ones picked for the postseismic slip inversion. 
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B. 2 Inversion Models 
B.2.1 Coseismic Model 
To solve for the distribution of coseismic slip of the Maule earthquake, we perform a joint 
inversion of all the static data previously described (i.e. InSAR and GPS) as well as 
teleseismic body waves.  We use a simulated-annealing algorithm [Ji et al., 2002] to solve 
this non-linear optimization problem. We use a fault geometry consisting of two fault 
segments aligned along strike to accommodate the curvature of the trench.  Those 
segments also have variable dip angles to better approximate the shallower dip angle of the 
slab south of the Arauco peninsula. This geometry shows a very good agreement (Figure 
B2) with the USGS 3D slab model [Hayes et al., 2009]. The fault geometry is discretized 
into 292 elements of 30 km x 15 km.  For each fault element, we solve for 4 parameters: the 
slip amplitude and rake, as well as rupture initiation time and duration. The time evolution 
of each fault element is constructed using half-cosine functions with a minimum rise-time 
of 1 s.  To limit the size of the parameter space as well as to account for uncertainties in the 
data and model (292x4 unknowns), we include Laplacian regularization term in the cost 
function that is minimized during the inversion procedure. We use the epicenter location 
estimate of Vigny et al. [2011]: 36.41°S and 73.18°W.  Any given segment of the fault is 
only allowed to rupture once and its velocity is bounded in the 2.5 to 3 km/s range 
[Delouis et al., 2010; Vigny et al., 2011]. 
We selected 24 P waveforms from the GSN global broadband network. To avoid 
triplication in the crust and upper mantle, or diffraction at the core-mantle boundary, we 
selected stations in the 30-90° distance range (teleseismic range; Figure 3.5A). In that 
distance range, stations are selected to provide a good azimuthal coverage thereby 
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maximizing the resolution on the slip history.  We use a 2.5 second to 200 second 
bandpass (0.005-0.4 Hz) on the seismograms (Figure 3.5B) and both the teleseismic and 
geodetic Green’s functions are computed in a 1D layered elastic half-space.  The velocity 
and density model is derived from the global 3D CRUST2.0 model [Bassin et al., 2000] for 
a point on the coast at the latitude of the epicenter. 
In the inversion, InSAR and GPS datasets are given equal weight. Because of the strong 
trade-offs in the rupture­process estimation [e.g. Lay et al., 2010] and the lower resolution 
[e.g. Delouis et al., 2010] while using only the teleseismic data, we double the weight of the 
geodetic data in the cost function relative to the teleseismic data. The contribution of the 
moment and smoothing regularization in the cost function follows Ji et al. [2002]. 
 
B.2.2 Postseismic Model 
To derive the time-dependent finite source kinematic models, we use the Principle 
Component Analysis-based Inversion Method (PCAIM) developed by Kositsky and 
Avouac [2010].  This approach allows the joint inversion of multiple geodetic datasets with 
various spatiotemporal resolutions [Lin et al., 2010b].  The two datasets we use in our 
model, GPS and InSAR data, provide complementary constraints on the temporal and 
spatial evolution of slip and therefore a joint inversion is crucial for understanding the 
detailed evolution of the postseismic creep.  In our modified version of PCAIM, we only 
use the GPS data for the PCA.   During the inversion stage, we apply InSAR data as extra 
constraints that bridge through different components. This adaptation from the method 
described in Lin et al. [2010b] is due to the temporal sparsity of the InSAR data in this 
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study (only 1-4 epochs for most of the ALOS tracks), making the joint decomposition 
not necessarily beneficial. With this adaptation, sparse InSAR data still provides a 
significant constraint.  
Since afterslip may occur on significantly deeper portions of the fault, the model fault 
extends deeper and further along strike than that used in the coseismic model (Figure B2).  
For the post-seismic model, we reduce our spatial resolution to limit the computational 
cost of the inversion, and take into account the curved geometry of the fault plane.  Our 
fault geometry is constrained by: (1) reflection seismic profiles [Contreras-Reyes et al., 
2008a; Contreras-Reyes et al., 2008b], (2) background seismicity before the mainshock 
[Campos et al., 2002; Rietbrock et al., 2005; Haberland et al., 2009], and (3) the 
distribution of aftershocks [Rietbrock et al., 2012].  The shallow part of the geometry 
(0~25 km) is primarily constrained by reflection seismic profiles, whereas the deeper part 
between 25 and 150 km are primarily constrained by seismicity.  The resulting fault plane 
is slightly deeper than SLAB 1.0 [Hayes et al., 2009] for depths greater than 40 km, but 
agrees well with the relocated earthquakes from the NEIC and ISC catalog for the time 
period between February to September 2010 (Figure B5) [Pesicek et al., 2012].  We 
tessellate the fault plane into a 30 km x 30 km “magic carpet” of square patches that 
respect the original curvature of the megathrust geometry.  The elastic Green’s functions 
are computed by using the same 1D layered structure as used for the coseismic slip model. 
We use an F-test to determine the number of principle components used in the inversion, 
a procedure described in Kositsky and Avouac [2010].  Then we define our objective 
function C(Gm-d)WDm, where C is the Cholesky decomposition of the data 
covariance matrix, m is the slip on each fault patch, D is the Laplacian operator, W is a 
shape function that controls the differential Laplacian applied on each part of the fault 
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model, and  is the weighting over the regularization term [Lohman, 2004].  W is 
defined as the reciprocal of the fault slip sensitivity S = [1/diag( GTG )]1/2  [Ortega-
Culaciati et al., 2013].  Each element in the vector S represents the summation of the 
displacements over all GPS stations and/or InSAR pixels due to unit slip on each 
individual patch, and corresponds to a measure of the resolution power of the 
observational constraints [Loveless and Meade, 2011] or equivalently a relative measure of 
the capacity of the fault slip for each path to be constrained by the available observations 
[Ortega-Culaciati et al., 2013].  Figure B6 shows that the highest sensitivity occurs for 
regions of the fault model between 10 and 80 km at depth in the north, and can extend 
close to the trench near the Arauco Peninsula.  W, defined in terms of the reciprocal of this 
sensitivity vector, will assign more smoothing to regions with smaller sensitivity and less 
smoothing to those with higher sensitivity.  Using W as defined here limits the 
introduction of smearing of resolved slip variability into regions that are less constrained, 
improves the stability of the slip distribution and enables us to infer overall rougher slip 
models while imposing a stronger smoothing in regions that are less constrained by the 
observables [Ortega-Culaciati et al., 2013].  In regions of low sensitivity, such as the 
shallowest and the deepest parts of the megathrust, while the resolved slip is close to an 
average low resolution value of the region with limited observational constraints – slip is 
not pushed to a zero value (Figure B7). 
In addition to the aforementioned regularization terms, we enforce positivity in the up-dip 
slip direction.  Under the assumption that the strike-slip components tend to vary more 
gradually in space than the dip-slip components, we choose by trial and error the relative 
damping of the strike-slip components to be a 1000 times larger than for the dip-slip 
components.  We use a conventional L-curve method to determine the best . 
  
176
To partially account for the fact that the Green’s functions used will always be 
approximate, we incorporate an additional “prediction error” term in the error model.  
Minson et al. [2013] address this issue by assigning prediction errors that scale with the 
magnitude of data, under the assumption that the larger the observational response, the 
larger the prediction error in the response.  Here, we assume that the Green’s functions are 
good to about 5%.  The final error model, E, is thus E = Eobs + Epred*0.05.  This is a crude 
approach to accounting for the prediction error, one that ignores covariances that are also 
induced by errors in our assumed Green’s functions.   Our data fits are shown in Figure 3.4  
& 3.8.   
For the postseismic InSAR data, we adopted a more sophisticated approach to deal with 
the systematic error associated with inaccurate orbit information.  All the sub-swaths of 
descending track 422 share the same orbit, and therefore a single large ramp should be 
estimated jointly, whereas the ramp for each ascending track is estimated separately.  The 
approach better avoids mixing the postseismic deformation signals with the bilinear ramp.  
The mean RMS residual is 2.5 cm for the InSAR data (Figure 3.4), a value consistent with 
the range of atmospheric delays observed elsewhere [Mockler 1995; Li et al., 2003]. 
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Figure B2.  Comparisons between the coseismic fault geometry, USGS SLAB 1.0 [Hayes et 
al., 2009] and the 3D slab model used in the postseismic slip model.  The coseismic model 
is composed of two fault planes to describe the changes of dip angles from north to south.  
The postseismic model is meshed by using constraints from seismicity [Campos et al., 
2002; Rietbrock e tal., 2005; Haberland et al., 2009; Rietbrock et al., 2012] and reflection 
seismic profiles [Contreras-Reyes et al., 2008a; Contreras-Reyes et al., 2008b]. 
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Figure B3.  Results from geodetic-only inversion. (Left) Coseismic slip with 5-m contour 
intervals. (Center and Right) Black vectors indicate the observed GPS data; red and yellow 
vectors indicate modeled results in the horizontal and vertical components, respectively.  
The profile (aa') shows the predicted (red line) and observed (grey solid dots) surface 
displacements at the latitude of the main asperity, around latitude 36°S. Notice that for the 
vertical components (right), the slip model predicts a displacement field of longer 
wavelength than the observed data, a result similar to the kinematic source model shown 
in Figure 3.6. STF: Source time function. Ch: Chillán; Ct: Constitución; Cp: Concepción; 
LA: Los Angeles; Ta: Talca; Te: Temuco; S: Santiago; V: Valparaiso. 
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Figure B4.  Checkerboard test for the geodetic-only inversion (InSAR+GPS). (Top) Pattern 
of the checkerboard slip distribution. (Bottom) Pattern recovered from the inversion of the 
synthetic data allowing the rake to vary on each cell. The model obtained from inversion 
clearly shows the decrease in resolution for the patches less than 15 km depth. 
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Figure B5.  We compare the fault geometry for our postseismic model (white dashed lines 
for the contours) with the relocated earthquakes from the NEIC and ISC catalog for the 
time period between February to September 2010 (Pesicek et al. [2012], red circles).  
These earthquakes were not used in estimating the slab geometry.  (A)-(D) The geometry 
agrees well with the location of earthquakes on the subduction zone interface to depths of 
at least 200 km, thereby validating the reconstruction of the fault plane. 
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Figure B6.  Postseismic model sensitivity for the strike-slip and dip-slip component when 
using GPS only (left), InSAR only (middle) and the GPS+InSAR joint dataset (right). Use 
of the joint dataset constrained maximizes the fraction of the model that is well 
constrained. 
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Figure B7.  Checkerboard tests used for the postseismic inversion modeling. These tests 
assume observation errors of 5 mm in the GPS horizontal components and 15 mm in the 
GPS vertical components. Systematic bilinear ramps in the InSAR data and observation 
errors are derived following Lohman and Simons [2005].  This test shows that the lack of 
model sensitivity at shallowest and deepest depths (Figure B5) leads to more smeared and 
averaged slip patterns (last column). 
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B.3 Effects of Approximate Green’s Function 
 
 
Figure. B8.  Coseismic slip distribution, with 5-m contour intervals, obtained using the 
semi-inifite elastic half-space approximation instead of the layered elastic half-space 
approximation used for our preferred slip model (Figure 3.6). This model is overlain with 
the contours of Vigny et al. [2011] slip model (pink) which also uses the semi-infinite 
elastic half-space approximation. Black vectors are for observed GPS data; red and yellow 
vectors are for modeled results in the horizontal and vertical components. Both models 
shown here have a similar spatial extent and suggest a slip distribution shifted much closer 
to the trench than our prefered slip model using a layered elastic half-space (Figure 3.6). 
This comparison illustrates the influence of the physical model approximations on the 
solution.
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B.4 Resolution of Updip Slip Extent from Tsunami Data 
 
 
Figure. B9.  Tsunami wavefronts propagated from the deep-ocean buoys 51406 (blue wave 
front) and 51426 (greenwave front) (see Figure 3.8 for the location map). The wavefront 
from buoy 51426 is representative of the group of buoys in the same distance range and 
azimuth —51425, 51426, 54401— of the southwest Pacific. Red contours correspond to 5-m 
slip contours of our preferred slip model. The red star is the mainshock epicenter. The 
tsunami wavefronts indicate that only station 51406 is a good discriminant of the updip 
extent of the source; for station 51426 and others nearby, the tsunami signal from the 
updip part of the source will be mixed with waves coming from the southern part of the 
fault. 
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B.5 Slip Potency Test for Shallow Slip 
To test what is the likelihood of slip in the shallow part of the megathrust, we modify our 
objective function to 
C(Gmd)WDmmA-P0 (B1) 
where P0 is the slip potency equivalent to that of the mainshock, and is the strength of 
this extra term of regularization.  We apply this regularization term only to patches above 
80 m deep.  The assumption here is that the creeping energy on the megathrust from 0-80 
km at depth within the first 488 days of the postseismic period does not exceed the energy 
released by the mainshock. 
Figure B10 shows the plot of model roughness (in terms of moment magnitude) versus 
model bias (in terms of mean RMS for time series) for different values of the slip potency 
constraint ().  Here instead of choosing the corner of the L-curve, we determine the 
reliable range by choosing the  values within an identical level of RMS (i.e., between 0 
and 100).  Figure B11 shows the postseismic slip models with selected values of .  Right 
column shows the residual vectors of various time spans, reflecting the actual data length 
of each station.  For the largest  value within the reliable range (=100), there is some 
shallow slip near the trench, but the values are quite small.  We therefore conclude if there 
were any shallow slip during the postseismic period, the amount needs to be small.
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Figure B10.  The L-curve test of  for slip potency test at the shallowest part of the 
megathrust.  The grey band shows the region where the RMS values clusters and therefore 
is considered as a reliable range of . 
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Figure B11.  The slip models (left panel) and the corresponding residuals in the GPS 
horizontal components (right panel) for the  value of 0, 100 and 200.  For the largest 　
 value within the reliable range (=100), the shallow slip is still small compared to other 
part of the megathrust. 
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B.6 Comparison between Slip Models and Aftershock Focal Mechanisms 
 
 
Figure B12.  Comparison between the postseismic slip models derived from this study and 
the focal mechanisms for Maule aftershocks [Agurto et al., 2012].  (A) Color maps are the 
postseismic slip model, overlain with white contours of the coseismic slip model.  (B) Focal 
mechanisms of M>4 aftershocks. Red: thrust event; cyan: normal event; green: strike-slip 
event.  There are many  M>4 events along the up-dip side of the coseismic slip patch 
between 35.5 and 38.5° S, suggesting seismically-related afterslip along the shallow section 
of the megathrust, whereas along the down-dip side of the coseismic patch it is mostly the 
geodetic data that allows us to resolve afterslip. 
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A p p e n d i x  C  
SUPPLEMENTARY MATERIAL OF CHAPTER IV 
C. 1 Large Ensemble Interferograms 
 
 
Figure C1-1.  T220 large ensemble interferograms. All images are APS and OTL corrected, 
with bilinear ramps removed individually.  M: MERIS APS correction applied; E: ECMWF 
APS correction applied; b: bridging applied during unwrapping. 
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Figure C1-2.  T220 large ensemble interferograms. All images are APS and OTL corrected, 
with bilinear ramps removed individually.  M: MERIS APS correction applied; E: ECMWF 
APS correction applied; b: bridging applied during unwrapping. 
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Figure C2-1.  T449 large ensemble interferograms. All images are APS and OTL corrected, 
with bilinear ramps removed individually.  M: MERIS APS correction applied; E: ECMWF 
APS correction applied; b: bridging applied during unwrapping. 
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Figure C2-2.  T449 large ensemble interferograms. All images are APS and OTL corrected, 
with bilinear ramps removed individually.  M: MERIS APS correction applied; E: ECMWF 
APS correction applied; b: bridging applied during unwrapping. 
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Figure C3-1.  T177 large ensemble interferograms. All images are APS and OTL corrected, 
with bilinear ramps removed individually.  M: MERIS APS correction applied; E: ECMWF 
APS correction applied; b: bridging applied during unwrapping. 
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Figure C3-2.  T177 large ensemble interferograms. All images are APS and OTL corrected, 
with bilinear ramps removed individually.  M: MERIS APS correction applied; E: ECMWF 
APS correction applied; b: bridging applied during unwrapping. 
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Figure C4-1.  T406 large ensemble interferograms. All images are APS and OTL corrected, 
with bilinear ramps removed individually.  M: MERIS APS correction applied; E: ECMWF 
APS correction applied; b: bridging applied during unwrapping. 
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Figure C4-2.  T406 large ensemble interferograms. All images are APS and OTL corrected, 
with bilinear ramps removed individually.  M: MERIS APS correction applied; E: ECMWF 
APS correction applied; b: bridging applied during unwrapping. 
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C. 2 Small Ensemble Interferograms 
 
 
 
Figure C5.  T220 small ensemble interferograms. All images are APS and OTL corrected, 
with bilinear ramps removed individually. M: MERIS APS correction applied. 
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Figure C6.  T449 small ensemble interferograms. All images are APS and OTL corrected, 
with bilinear ramps removed individually. M: MERIS APS correction applied. 
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Figure C7-1.  T177 small ensemble interferograms. All images are APS and OTL corrected, 
with bilinear ramps removed individually. M: MERIS APS correction applied. 
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Figure C7-2.  T177 small ensemble interferograms. All images are APS and OTL corrected, 
with bilinear ramps removed individually. M: MERIS APS correction applied. 
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Figure C7-3.  T177 small ensemble interferograms. All images are APS and OTL corrected, 
with bilinear ramps removed individually. M: MERIS APS correction applied. 
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Figure C8.  T200 small ensemble interferograms. All images are APS and OTL corrected, 
with bilinear ramps removed individually. M: MERIS APS correction applied. 
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