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We investigate the number of swaps made by Quick Select (a variant of Quick Sort for
finding order statistics) to find an element with a randomly selected rank under realistic
partition algorithms such as Lomuto’s or Hoare’s. This kind of grand average provides a
smoothing over all individual distributions for specific fixed order statistics. The grand
distribution for the number of swaps (when suitably scaled) is a perpetuity (a sum of
products of independent mixed continuous random variables supported on the interval
(0, 1)). The tool for this proof is contraction in theWassersteinmetric space, and identifying
the limit as the fixed-point solution of a distributional equation. The same methodology
carries over when Quick Select is commissioned to find an extremal order statistic (of a
relatively small or relatively large rank) and the results are of similar nature. It is one of
our purposes to show that analysis under different partition algorithms leads to different
results.
© 2010 Elsevier B.V. All rights reserved.
1. Quick Selection
Quick Sort is a well-known fast algorithm for data sorting. It was invented by Hoare [5]; see also [9,12]. Quick Sort is the
default sorting scheme in some operating systems, such as UNIX. The algorithm is two-sided: It puts a pivot element in its
correct position, and arranges the data in two groups relative to that pivot (a stage called partition). Elements smaller than
the pivot go in one group, the rest are placed in the other group. The two groups are then handled recursively.
The one-sided version (Quick Select) of the algorithm is popular for identifying order statistics. This one-sided version of
Quick Sort to search for order statistics is also known as Hoare’s Find algorithm, whichwas first given in [4]. To find a certain
order statistic, such as the first quartile, Quick Select proceeds with the partition stage, just as in Quick Sort. But then, the
algorithm decides whether the pivot is the sought order statistic or not. If it is, the algorithm terminates (announcing the
pivot to be the sought order statistic); if not, it recursively pursues only a group on one sidewhere the order statistic resides.
The usual measure for the analysis of the algorithm is the number of comparisons it makes while sorting; see for
example [7,9]. An analysis is given for all fixed order statistics (all combined) in [3], interpreting the proportionate rank
as ‘‘real time’’ on the interval (0, 1), and finds Quickselect’s limiting stochastic process for the number of comparisons via
the contraction method. These results and many other are surveyed in [20]. An alternative Markov chain approach is given
in [2]. More recently interest in the number of data moves emerged (see [15], where the average number of data moves in
Quick Sort is analyzed); moves are essentially swaps (exchanges).
The standard probability model on data is to assume the data to be n real numbers sampled from a common continuous
probability distribution, or equivalently, their ranks form a random permutation of {1, . . . , n} (all n! permutations are
equally likely); see [9]. Several partition algorithms can be employed. The usual hypothesis on the partitioning process
is that it preserves the randomness in the subarrays.
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2. Partition
We shall assume that Partition is the following known algorithm (Lomuto’s partition algorithm). We choose to conduct
the analysis with this particular algorithm because it enjoys the desired property of randomness in the subfiles, and it is
transparent for probabilistic arguments. Variants of this problem have been looked at (for extremal ranks) under Hoare’s
algorithm (see [6]). One of our purposes is to show that different partition algorithms lead to different results.
The partition procedure considered here can be found in books on data structures (see [10], Page 321, for example). Its
idea is simple and elegant. Assume the n unsorted data items reside in the array A[1 .. n]. In partitioning the segment A[` .. u],
the element A[u] is used as a pivot. Lomuto’s partition algorithm scans the remaining segment A[` .. u−1] sequentially, from
left to right, keeping an invariant property. At the ith stage of the scan, within the segment scanned so far we keep track of
a position p to the right of which we place all the elements encountered so far that are at least as large as the pivot, but up
to p all the elements of A[` .. p] are smaller.
Assume this has been observed up to position i−1, ` ≤ i ≤ u−1. Lomuto’s partition algorithm next looks at the element
A[i]. If A[i] > pivot , then A[i] is on the correct side of the ultimate value of p, we extend the range for which the invariant
property holds on the right of p by simply advancing i. If A[i] < pivot , we increment p by 1 then swap A[i] with A[p]; the
invariant property is maintained. At the end of the scan, A[` .. p] contains keys smaller than pivot , and A[p + 1 .. u − 1]
contains elements greater than or equal to pivot . We can bring pivot to its correct position p + 1 by swapping the pivot
A[u], with A[p + 1]. Let the rank of the pivot be Pn. In [12] an induction argument is given to show that A[1 .. Pn − 1], and
A[Pn + 1 .. n] are both random. During the first round of partitioning, every element belonging to a position lower than Pn
induces one swap, and one last swap is required to place the pivot at its correct place. Thus, there are Pn swaps in the first
round of partitioning.
3. Scope and results
We conduct a probabilistic analysis of Quick Select’s number of swaps, when it seeks an element of a randomly selected
rank while executing Lomuto’s partition algorithm.
In a preliminary draft of this paper [13], a version of this problemwas attempted with Hoare’s partition algorithm; there
are numerous sourceswhere this algorithm can be found, such as [12], Exercise 7.2. In [13], the numberMn of ‘‘moves’’ while
Quick Select is seeking a randomized order statistic (performing under Hoare’s partition algorithm) is analyzed. The number
of moves is basically twice the number of swaps, with only O(1) additional corrections. It is shown to have mean
E[Mn] = n+ 23 Hn −
17
9
+ 2Hn
3n
− 2
9n
,
where Hn is the harmonic number Hn =∑nk=1 1/k, and its variance is
1
15
n2 + O(n) ≤ Var[Mn] ≤ 4115n
2 + O(n).
Thus, Sˇn, the number of swaps under Hoare’s partition algorithm, has a grand average
E[Sˇn] ∼ 12 n,
and
1
60
n2 + O(n) ≤ Var[Sˇn] ≤ 4160n
2 + O(n).
Let Sn be the number of data swaps exercised while Quick Select is searching for an order statistic chosen uniformly at
random fromall possible ranks under Lomuto’s partition algorithm. For the purpose of analysis, Lomuto’s partition algorithm
provides a realistic algorithm with a transparent structure, as it has a simple uniform distribution. However, it gives a
qualitatively different limit distribution than that associated with Hoare’s algorithm.
We use the notation D= to mean (exact) equality in distribution, and D−→ to mean weak convergence (convergence in
distribution). The main result of this investigation is as follows.
Theorem 1. Let S∗n = Sn/n. The random variable S∗n converges in distribution to a limiting random variable S∗ distributed like a
perpetuity:
S∗ D=
∞∑
j=1
(
Yj
j−1∏
k=1
Xk
)
,
where each Xk is a random variable with density
f (x) =
{
2x, 0 ≤ x ≤ 1;
0, elsewhere,
and each Yj is a fair mixture of Xj and 1− Xj,1 and {Xj}∞j=1 are totally independent.
1 A random variable Z is a fair mixture of V andW , if we generate V orW with equal probability as a value for Z .
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As a corollary of Theorem 1, we find out that E[Sn] ∼ 32n, and Var[Sn] ∼ 512n2.
The same methodology applies to extremal order statistics, and similar results can be obtained. Let S(r)n be the number
of comparisons made by Quick Select on a random input of size n to find the rth order statistic, while performing under
Lomuto’s partition algorithm.
Theorem 2. The random variables n−1S(rn)n and n−1S(n−rn)n converge in distribution to a limiting random variable Sˆ, when
rn = o(n), and n→∞. The limiting random variable is distributed like a perpetuity:
Sˆ D=
∞∑
j=1
(
j∏
k=1
Uk
)
,
where each Uk is a continuous Uniform(0,1) random variable, and all the uniform random variables are totally independent.
As a corollary, we find out that E[S(rn)n ] = E[S(n−rn)n ] ∼ n, and Var[S(rn)n ] = Var[S(n−rn)n ] ∼ 12n2, as n→∞.
Remark. Let {Vj}be a family of totally independent randomvariables, and let {Wk}be a family of totally independent random
variables, and assume Vj is independent ofWk for each j, k ≥ 1. Sums of products of independent random variables of the
form
V1 + V2W1 + V3W1W2 + V4W1W2W3 + · · ·
are called perpetuities. They appear in the context of financial mathematics; see [8].
The rest of the paper is devoted to the proof.
4. Analysis
Let S(r)n be the number of comparisons made by Quick Select on a random input of size n to find the rth order statistic,
when each partition step uses Lomuto’s partition algorithm with the appropriate parameters at that step. This variable is
easy to analyze for relatively small or relatively large r . It is harder to analyze this variable for large values of r , such as when
r = b0.17nc.
Analyzing S(r)n when r itself is random (chosen uniformly from {1, . . . , n}) provides smoothing over all possible values
of r . So, we let r be a random variable Rn distributed like Uniform[1 .. n] (the discrete uniform random variable on the
set {1, . . . , n}). This rank randomization introduces a smoothing operation over the easy and hard cases that makes the
problem of moderate complexity and amenable to analysis. In this case we can use the simplified notation Sn := S(Rn)n . This
smoothing technique was introduced in [14], and was used successfully in [11,18]). A generating function formulation for
grand averaging is given in [17].
Let Pn be the landing position of the pivot. For a random permutation Pn is Uniform[1 .. n]. As discussed at the end of
Section 2, the first round of partitioning requires Pn swaps. Right after the first round of partitioning, the pivot (nowmoved
to position Pn) splits the array into two segments: A[1 .. Pn−1] containing elements smaller than the pivot, and A[Pn+1 .. n]
containing elements that are at least as large as the pivot, and we have
Sn
D= Pn + SPn−11{Rn<Pn} + S˜n−Pn1{Rn>Pn}, (1)
where 1E is the indicator function of the event E that assumes the value 1when E occurs, and assumes the value 0 otherwise,
and S˜n−Pn
D= Sn−Pn , and S˜n−Pn and SPn−1 are conditionally independent (in the sense that, given Pn = p, S˜n−p and Sp−1 are
independent).
High moments are hard to compute by direct recurrence. For instance, exact variance computation involves rather
complicated dependencies. We need a shortcut to determine the asymptotic distribution (i.e. all asymptotic moments),
without resorting to exact calculation of each moment. A tool suitable for this task is the contraction method.
The contraction method was introduced by Rösler in the analysis of the Quick Sort algorithm [19], and it soon became a
popular method because of the transparency of structure that it provides in the limit, for processes that may be complicated
finitely. General theorems and a variety of applications to random combinatorial structures and algorithms such as random
search trees, random recursive trees, random digital trees and Merge Sort are given in [16].
Introduce
S∗n =
Sn
n
.
We normalize (1) by writing it in the form
Sn
n
D= SPn−1
Pn − 1 ×
Pn − 1
n
1{Rn<Pn} +
S˜n−Pn
n− Pn ×
n− Pn
n
1{Rn>Pn} +
Pn
n
.
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Expressed in terms of the normalized random variables, this is
S∗n
D= S∗Pn−1
Pn − 1
n
1{Rn<Pn} + S˜∗n−Pn
n− Pn
n
1{Rn>Pn} +
Pn
n
, (2)
where for each j, S˜j
D= Sj and the families {S∗j }, {S˜∗j }, {Pj}, and {Rj} are totally independent.
Let U and V be independent Uniform(0,1) random variables. In view of the convergence relations
Pn
n
D−→ U, Rn
n
D−→ V , 1{Rn<Pn}
Pn − 1
n
D−→ 1{V<U}U
the representation (2) suggests the following limiting functional equation
S∗ D= S∗U1{V<U} + S˜∗(1− U)1{V>U} + U,
with S∗, S˜∗, U and V being all independent.
We need a technical lemma first to formally justify this guessed limit equation. This is done by ‘‘coupling’’ the random
variables Sn, Pn andRn to be defined on the sameprobability space, and showing that the ‘‘distance’’ between the distributions
of Sn and S∗ converges to 0 in some suitable metric space of distribution functions. According to the nature of the recurrence
for Sn and the distributional equation for S∗, the Wasserstein metric space is a quite suitable framework for the proof.
TheWasserstein distance of order k between two distribution functions F and G is defined by
dk(F ,G) = inf ‖W − Z‖k,
where the infimum is taken over all random variablesW and Z having the respective distribution functions F and G (with
‖ . ‖k being the usualLk norm). If Fn is a sequence of distribution functions of the random variablesWn, it is known [1] that
convergence in the second-order Wasserstein distance implies weak convergence, as well as convergence of the first two
moments.
Lemma 1 (The Coupling Lemma). There exists a limiting random variable S∗ such that
S∗n
D−→ S∗.
Let U and V be two independent continuous Uniform(0,1) random variables defined on a common probability space. The limit S∗
satisfies the distributional functional equation
S∗ D= S∗U1{V<U} + S˜∗(1− U)1{V>U} + U .
Proof. Let F∗n (x) be the distribution function of S∗n , and F∗(x) be the distribution function of S∗. We shall show that the
second-order Wasserstein distance between F∗n (x) and F∗(x) converges to 0; and consequently S∗n
D−→ S∗.
Let (U, V ) be two independent Uniform(0, 1) random variables defined on the same probability space (say a space like
([0, 1],B[0,1], λ), where B[0,1] = B ∩ [0, 1], for any set B in the usual Borel σ -field on the real line, and λ is the Lebesgue
measure). The pivot lands at a random position in {1, . . . , n}, and we have
Pn
D= dnUe D= Uniform[1 .. n];
the rank sought is an independent Uniform[1 .. n] random variable, and we have
Rn
D= dnVe D= Uniform[1 .. n].
As d2(F∗n , F∗) is an infimumover all ‖Wn−W‖2, for any randomvariablesWn D= S∗n andW D= S∗, d2(F∗n , F∗) ≤ ‖Zn−Z‖2,
for any particular choice of Zn
D= S∗n , and Z D= S∗. And if we manage to show that ‖Zn − Z‖2 → 0, then certainly
d2(F∗n , F∗)→ 0. We choose to work with the realization
Zn = S∗dnUe−1
dnUe − 1
n
1{dnVe<dnUe−1} + S˜∗n−dnUe
n− dnUe
n
1{dnVe>dnUe} + dnUen
D= S∗n ,
and
Z = S∗U1{V<U} + S˜∗(1− U)1{V>U} + U D= S∗.
From this we can show that
b2n := ‖Zn − Z‖22 =
2
n4
n∑
j=1
(j− 1)3b2j−1 + O
(
1
n2
)
.
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By induction on n, it follows that
b2n ≤
a ln n
n2
,
for some positive constant a, and all n ≥ 1. Hence,
d2(F∗n , F
∗)→ 0, as n→∞,
which is sufficient to establish the convergence of S∗n to S∗ in distribution and in the first two moments. 
Toward an explicit characterization of S∗ in terms of independent standard randomvariables,we first express the limiting
functional equation in a form without indicators.
Lemma 2.
S∗ D= XS∗ + Y ,
where X is a continuous random variable with density
f (x) =
{
2x, 0 ≤ x ≤ 1;
0, elsewhere,
Y is a fair mixture of X and 1− X, and S∗ and X are independent.
Proof. Let φW (t) be the characteristic function of the random variableW . Flip a fair coin and generate X if the outcome is
Heads, and generate 1 − X if the outcome is Tails. Let Y = g(X) denote this mixed random variable. This fair mixture has
characteristic function
φY (t) = 12E
[
eitX
]+ 1
2
E
[
eit(1−X)
]
.
We condition the distributional equation in Lemma 1 on the two independent uniform random variables U and V to obtain
a representation for the characteristic function. The joint distribution of (U, V ) is uniform on the unit square (with joint
density 1 in the unit square and 0 elsewhere), and we have
φS∗(t) =
∫ 1
0
∫ 1
0
E
[
exp
(
it
(
S∗U1{V<U} + S˜∗(1− U)1{V>U}
)+ U) |U = u, V = v] dvdu
=
∫ 1
u=0
∫ u
v=0
E
[
eitu+ituS
∗]
dvdu+
∫ 1
u=0
∫ 1
v=u
E
[
eitu+it(1−u)S
∗]
dvdu
=
∫ 1
0
ueituE
[
eituS
∗]
du+
∫ 1
0
(1− u)eituE[eit(1−u)S∗] du
=
∫ 1
0
2u
(
eitu + eit(1−u)
2
)
φS∗(tu) du. (3)
On the other hand, note that
φXS∗+Y (t) =
∫ 1
0
E
[
eitXS
∗+itg(X) | X = x] f (x) dx
=
∫ 1
0
E
[
eixtS
∗]
E
[
eitg(X) | X = x] (2x) dx
=
∫ 1
0
2x
(
eitx + eit(1−x)
2
)
φS∗(tx) dx.
Thus, S∗, and XS∗ + Y have the same characteristic function (cf. (3)). 
The representation in Lemma 2 admits direct calculation of asymptotic mean and variance. By taking expectation
E[S∗] = E[X] E[S∗] + E[Y ] = 2
3
E[S∗] + 1
2
,
and it follows that
E[S∗] = 3
2
,
or (as n→∞)
E[Sn] ∼ 32n.
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As a matter of fact, a routine combinatorial calculation, ensuing from (1) gives
E[Sn] = 32n− 2Hn +
19
6
− 2Hn
n
− 1
3n
,
for n ≥ 2.
Similarly, from the representation in Lemma 2 we get
Var[Sn] ∼ 512n
2, as n→∞.
The representation in Lemma 2 also allows us to obtain an expression for S∗ as a sum of products of independent random
variables. Toward this end, let X1, X2, . . . be independent copies of X , and let Y1, Y2, . . . be independent copies of Y , then
S∗ D= Y1 + X1S∗ D= Y1 + X1(Y2 + X2S∗).
Note that because S∗ is independent of both X1 and Y1, the X and Y introduced in the iteration must be independent copies
of X1 and Y1. Continuing the iterations (always introducing new independent random variables), we arrive at
S∗ D= Y1 + X1Y2 + X1X2(Y3 + X3S∗)
...
D=
M∑
j=1
(
Yj
j−1∏
k=1
Xk
)
+ X1X2 . . . XMS∗, (4)
for any integerM . However, by the strong law of large numbers,
1
M
ln(X1X2 . . . XM)
a.s.−→ E[ln(X)] = −1
2
, asM →∞,
and
X1X2 . . . XM
a.s.−→ 0, asM →∞.
We can proceed with the limit of (4) and write
S∗ D=
∞∑
j=1
(
Yj
j−1∏
k=1
Xk
)
.
This completes the proof of Theorem 1.
The characteristic function of the number of comparisons for Quick Select to identify a key with a random rank under
idealized partition algorithms is Dickman’s function [6]. It is possible that the same method in [6] can be used to find
the number of swaps made by Quick Select to identify a key with a random rank in the form of Dickman’s function. Our
method here directly gives the perpetuity (under Lomuto’s algorithm). Thus,we bypass or effectively ‘‘invert’’ the underlying
characteristic function.
5. Swaps for extremal order statistics
The methods used for deriving results for swaps of Quick Select to locate an element with a randomized rank carry over
to the case of a relatively small or relatively large extremal order statistic (of order rn, or n− rn, for rn = o(n), as n→∞).
We shall only sketch the argument and the result as they closely mimic what has been done for a random rank.
Let us first deal with the case of smallest rank. Let Sˆn be the number of swaps required by Quick Select to find the smallest
element in an array A[1 .. n] of randomdata. If the pivot in the first round is not the smallest element, the recurrence pursues
the left side A[1 .. Pn − 1], and
Sˆn
D= SˆPn−11{Pn 6=1} + Pn.
Note that this can also be written as
Sˆn
D= SˆPn−1 + Pn,
as Sˆ0 ≡ 0. We prefer to use the indicator form for this discussion to prepare for more general extremal order statistics. The
event Pn = 1 is of ignorable probability 1/n. In scaled form, Sˆn/n has a limit satisfying the distributional equation
Sˆ∗ D= Sˆ∗U + U, (5)
where Sˆ∗, and U are independent, and U D= Uniform(0, 1). Taking expectations, we see that E[Sˆ∗] = 1, which means
E[Sˆn] ∼ n, as n→∞.
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Taking the expectation of the square of (5) we get E[(Sˆ∗)2] = 32 , and consequently
Var[Sˆn] ∼ 12 n
2, as n→∞.
Iteration of the limit in (5) gives us the representation
Sˆ∗ D=
∞∑
j=1
(
j∏
k=1
Uk
)
, (6)
where U1,U2, . . . are all continuous Uniform(0,1) random variable and they are totally independent.
The setup for any relatively small or relatively large order statistic (of rank rn or n − rn, for rn = o(n), as n → ∞) is
quite similar. The problem is not purely left-sided. For instance, for rn = o(n), the calls are typically to the left side, but
occasionally the algorithmmay invoke the recurrence on the right-hand side, when the pivot is too small, which is an event
with low probability for most recursive levels at the beginning. The stochastic recurrence is
S(rn)n
D= S(rn)Pn−11{Pn>rn} + S˜(rn−Pn)n−Pn 1{Pn<rn} + Pn.
The event Pn < rn has the ignorable probability (rn − 1)/n = o(1), and the indicator 1{Pn<rn} is ignorable in probability. For
large n, the recurrence is very approximately
S(rn)n
D≈ S(rn)Pn−11{Pn<rn} + Pn,
weused the symbol
D≈ tomean approximate equality in distribution. This is about the same as the recurrence for the smallest
order statistic, and when all the technical work is done formally, one sees that n−1S(rn)n satisfies the same limiting equation
(5). Thus, n−1S(rn)n and n−1S(1)n converge in distribution to the same limit Sˆ∗, which has the representation given in (6). The
argument for n−1S(n−rn)n is symmetrical from the upper end and we get the same limit. This completes a sketch of the proof
of Theorem 2.
Note that the distribution in Theorem 2 for swaps for finding keys with extremal ranks under Lomuto’s partition algo-
rithm is different from the one associatedwith extremal ranks under Hoare’s algorithm. For the latter partition algorithm [6]
gives the perpetuity equation
S ′ D= S ′U + U(1− U),
with U being a Uniform(0, 1) random variable. In terms of U1,U2, . . . (independent copies of U), we have
S ′ = V1 + U1V2 + U1U2V3 + · · · ,
where Vj = Uj(1− Uj).
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