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1. UVOD
Rasprostranjenost ra~unala i op}e pove}anje nji-
hove ra~unalne snage pogoduje prakti~noj primjeni
EA. Popularizacija EA, jednostavnost njihove prim-
jene i uspje{na rje{enja razli~itih prakti~nih zada}a
pomo}u EA daljnji su razlog pove}anog zanimanja
za njihovu industrijsku primjenu. Iako postoji vi{e
besplatnih i nekoliko komercijalnih programa koji
omogu}uju primjenu EA i onima koji ne znaju ili ne
`ele pisati vlastite programe, u mnogim se prakti~nim
primjenama pokazala potreba modifikacije barem
nekog dijela postoje}ih programa EA kako bi se al-
goritam prilagodio zadatku. Za pomo} onima koji
`ele primijeniti EA u tekstu je naveden primjer iz
koga se mo`e vidjeti kako se prakti~no primjenjuju
temeljne zamisli EA. Ve}ina od raspolo`ivih gotovih
programa za primjenu EAmo`e se u odre|enoj mje-
ri modificirati, ali je za to potrebno znati temeljna
na~ela prakti~ne primjene i na~in njihova ostvarenja
u algoritmu. Uz analizu u tekstu opisanog primjera,
te uz pomo} navedenih izvora razli~itih informacija
iz podru~ja EA, ~italac mo`e prosuditi o svrhovito-
sti primjene EA na njegov problem. Treba posebno
ista}i da evolucijski algoritmi nisu ~arobni {tapi}
pomo}u kojeg treba rje{avati sve zadatke, ve} su
oni jedan od postupaka koji ponajprije mogu po-
mo}i pri rje{avanju slo`enih zadataka s mnogo
parametara za koje ne postoje zadovoljavaju}a rje-
{enja tradicionalnim postupcima.
2. JEDNOSTAVAN PRIMJER PRIMJENE EA
U primjeru je rije~ o procesu izmjene topline,
~ije se pona{anje ̀ eli {to je mogu}e vi{e uskladiti s
postavljenim kriterijem. To se posti`e pode{avanjem
parametara PID regulatora, ~ija je zada}a auto-
matsko vo|enje procesa.
2.1. Fizikalni opis procesa
Proces se u ovom primjeru sastoji od dva kaskad-
no povezana izmjenjiva~a topline. Stalne tempera-
ture kapljevine na izlazu iz prvog izmjenjiva~a (T1)
i na izlazu iz zavojnice drugog izmjenjiva~a (T2)
odr`avaju se promjenom snage prvog i drugog elek-
tri~nog grijala pomo}u dva PID regulatora kako je
to prikazano na slici 1. Prvi regulator odr`ava una-
prijed zadanu temperaturu kapljevine (Tref1) u pr-
vom izmjenjiva~u, dok drugi regulator odr`ava una-
prijed zadanu temperaturu kapljevine (Tref2) na
izlazu uz zavojnice drugog izmjenjiva~a. Osnovni za-
datak vo|enja je odr`avanje unaprijed zadane tem-
perature kapljevine na izlazu iz zavojnice drugog
izmjenjiva~a (T2). Poreme}ajna veli~ina je nepredvi-
divi protok kapljevine (q1). Kapljevina prolazi kroz
prvi kotao, spojnu cijev i kroz zavojnicu drugog kot-
la. Pomo}na zavojnica s protokom (q0) je stalnog i
poznatog protoka, tako da nije poreme}ajna veli~ina.
Podroban opis procesa mo`e se na}i u [1, 2, 3, 4].
Kriterij optimiranja na temelju kojeg se pode-
{avaju parametri PID regulatora jest integral kva-
drata (engl. Integral Squared Error, ISE) razlike ̀ e-
ljene i stvarne temperature na izlazu drugog izmje-
njiva~a topline.
(1)
To je u~injeno zato jer je za svrhovitost procesa
bitna stalna temperatura na izlazu iz procesa (T2).
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U tekstu je prikazan primjer prakti~ne primjene evolucijskih algoritama (kratica EA). Prikazano je evolucij-
skom strategijom potpomognuto uga|anje parametara PID regulatora primijenjenog na procesu izmjene topline. U
nastavku teksta navedena su glavna podru~ja uspje{ne primjene evolucijskih algoritama. Za one koji `ele saznati
vi{e o podru~ju evolucijskih algoritama na kraju su navedeni korisni izvori informacija, kao i udruge koje okuplja-
ju EA istra`iva~e.
Klju~ne rije~i: evolucijski algoritmi, evolucijske strategije, primjena evolucijskih algoritama, izvori informacija evo-
lucijskih strategija 
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Primjerenost je to bolja {to je rezultat integrala
kvadrata pogre{ke manji.
Zbog jednostavnosti nisu u crte`u nazna~eni re-
gulatori stalne razine kapljevine u kotlu i ostale
zna~ajke va`ne za pravilnu sliku procesa. Izra|en je
matemati~ki model procesa koji se sastoji od 5
diferencijalnih jednad`bi i jedne dopunske alge-
barske jednad`be (prilog A). Na temelju matemati~-
kog modela procesa i PID regulatora napravljena je
simulacija procesa na ra~unalu. Za simulaciju pro-
cesa na ra~unalu koristio se programski alat Matlab
i Simulink. Pomo}u EA na tako pripremljenom mo-
delu uga|ali su se parametri PID regulatora kako
bi se postiglo {to povoljnije pona{anje procesa s
gledi{ta zadanog kriterija.
2.2. PID regulator
PID regulator je dobro poznat i opisan u litera-
turi, a matemati~ki se mo`e prikazati na sljede}i
na~in [5]:
(2)
gdje je: Kp proporcionalno poja~anje; Ti integracij-
sko vrijeme; Td derivacijsko vrijeme; e(t) = yref(t) −
− ymjer(t) razlika `eljene i stvarne vrijednosti (po-
gre{ka); yref(t) `eljena ili postavljena vrijednost;
ymjer(t) stvarna (izmjerena) vrijednost.
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Pona{anje PID regulatora odre|eno je parametri-
ma: Kp, Ti i Td. Postoji opse`na literatura o PID re-
gulatorima i prijedlozi za uga|anje parametra PID
regulatora [5]. Kako cjelokupno pona{anje sustava
proces–regulator ovisi o zna~ajkama procesa, ne po-
stoji jednozna~ni na~in uga|anja parametra, tako da
se parametri uglavnom uga|aju nekim od empirij-
skih postupaka. U ovom primjeru pokazana je mo-
gu}nost uga|anja parametara PID regulatora po-
mo}u evolucijskih strategija.
2.3. Pode{avanje parametara PID regulatora pomo}u 
evolucijske strategije
Parametri PID regulatora koji se uga|aju su: Kp1,
Ti1, Td1, Kp2, Ti2 i Td2. Zbog ograni~enja koja posto-
je pri prakti~nom ostvarenju regulatora, podru~je
parametara je ograni~eno na sljede}e vrijednosti:
1 ≤ Kp1 ≤ 100; 0,001 ≤ Ti1 ≤ 100; 0,001 ≤ Td1 ≤ 1000;
1 ≤ Kp2 ≤ 100; 0,001 ≤ Ti2 ≤ 100; 0,001 ≤ Td2 ≤ 1000.
Postupak uga|anja parametara PID regulatora po-
mo}u evolucijskih strategija proveden je na sljede}i
na~in:
Evolucijski algoritam primijenjen u ovom primjeru
je evolucijska strategija (kratica ES). To je postupak
kod koga se populacija sastoji od µ + λ jedinki, gdje
je µ broj roditelja, a λ broj potomaka. Po~etna po-
pulacija se sastoji od µ roditelja (praroditelji). Novi
potomak nastaje tako da se slu~ajno izabere neki
od roditelja te da mu se doda vektor slu~ajnih bro-
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Sl. 1. Na~elni prikaz procesa
jeva iz Gaussove razdiobe. Postupak se ponavlja λ
puta, te tako nastaje populacija veli~ine µ + λ. To je
u ovom primjeru provedeno na sljede}i na~in (u
na{em primjeru µ = 4, λ = 2):
gdje su: σ veli~ina koraka; N(0,1) slu~ajni broj iz
Gaussove razdiobe s srednjom vrijednosti 0 i stan-
dardnom devijacijom 1; m, n∈ [1, µ] slu~ajni broje-
vi iz jednolike razdiobe uz uvjet m ≠ n.
Opisanim postupkom zavr{ena je jedna generaci-
ja. Nova generacija (nova populacija) nastaje izbo-
rom µ najboljih jedinki iz postoje}e populacije. Pod
najboljim jedinkama se podrazumijevaju one koje
imaju najpovoljniju primjerenost. Tako je nastala
sljede}a generacija (populacija) s µ jedinki. Sada se
ponovno ponavlja korak reprodukcije kako bi nasta-
la populacija veli~ine µ + λ. Time je zavr{en postu-
pak stvaranja nove generacije. Postupak se iterativno
ponavlja sve do zavr{etka algoritma.
Opisanu ina~icu evolucijske strategije uobi~ajeno
je zapisati kao (µ + λ) − ES. U ovom primjeru iza-
brana je elitna ES, tj. takva evolucijska strategija
kod koje u svaku sljede}u generaciju ulazi µ najbo-
ljih jedinki iz prethodne generacije. Postoje i raz-
li~ite druge ina~ice postupka reprodukcije i izbora.
Slika 2 prikazuje dijagram tijeka iteracijskog postup-
ka algoritma.
U ovom su primjeru PID regulatori ugo|eni
evolucijskom strategijom (4 + 2) − ES i stalnom veli-
~inom koraka σ = 10 (za sve parametre PID regula-
tora, tijekom cijelog algoritma i jednaka za sve veli-
~ine generacija). Algoritam je proveden po pet puta
veli~inom generacije G = 300, G = 1000 i G = 2000.
Jedinka evolucijske strategije sastojala se od {est
parametara (tri parametra za prvi PID regulator i
tri parametra za drugi PID regulator). Svaki od
parametara je realni broj. U Matlabu je jedinka
prikazana kao vektor sa {est komponenata (vektor
P) P = [Kp1 Ti1 Td1 Kp2 Ti2 Td2].
Populacija je prikazana kao matrica 6 × 6 ({est
jedinki populacije: ~etiri roditelja (µ = 4) i dva po-
tomka (λ = 2); svaka je jedinka vektor od {est kom-
ponenata): 
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gdje je indeks j redni broj populacije (generacije);
j = 1, 2, . . . , G; a G je broj generacija.
Po~etna populacija evolucijske strategije birala se
slu~ajno, {to zna~i da su roditelji po~etne matrice
PID0 birani nasumce (~etiri roditelja – prva ~etiri
retka matrice). Preostala dva retka matrice su po-
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Sl. 2. Dijagram tijeka opisane evolucijske strategije
tomci nastali mutacijom ~etiri roditelja iz prva dva
retka. U ovom primjeru je kriterij zavr{etka evolu-
cijske strategije bio unaprijed zadan broj generacija
G. Taj je broj dobiven na temelju iskustvenih istra-
`ivanja kao broj generacija nakon koga vi{e nema
bitnog napretka glede rezultata. Po zavr{etku itera-
cijskog postupka evolucijske strategije najbolja je-
dinka s gledi{ta izabranog kriterija optimiranja
(ISE) jest rje{enje zadatka. 
Na slici 3 je prikazan tipi~an tijek evolucijske
strategije (iznosi primjerenosti ovisno o generaciji).
Treba uo~iti da je primjerenost najbolje jedinke
svake generacije jednaka ili bolja od primjerenosti
najbolje jedinke prethodne generacije, {to je poslje-
dica elitnog izbora.
U gornjem prikazu P km je vektor koji predo~uje
jednu jedinku populacije (P = [Kp1 Ti1 Td1 Kp2 Ti2
Td2].). Indeks m je redni broj jedinke, a indeks k je
redni broj populacije. U po~etnoj populaciji nasum-
ce su izabrane ~etiri jedinke: P 01 − P
0
4. Prethodno
opisanim postupkom mutacije stvorena su dva po-
tomka P05 i P
0
6 te je tako popunjena populacija sa
{est jedinki. Postupkom izbora od tih {est jedinki
izabrano je najboljih ~etiri s gledi{ta primjerenosti,
te je tako nastala nova populacija (generacija) PID1.
Postupkom mutacije stvorena su dva potomka P15 i
P 16, te je tako popunjena populacija PID1. Taj se
postupak ponavlja sve do zavr{etka algoritma (u
gornjem primjeru do generacije r). Iz zadnje popu-
lacije izabere se najbolja jedinka s gledi{ta primje-
renosti P rx i ta je jedinka rje{enje zadatka.
Nakon provedenog algoritma dobivena je najbolja
jedinka: Popt = [100,000 2,156 476,818 99,061 0,828
513,055]. Primjerice, za tu je jedinku i za skokovitu
promjenu protoka na 1 L/min postignut ISE = 7928,
{to je pribli`no 31 % bolje od iskustveno ugo|enih
PID regulatora (Pisk = [100,000 1,500 800,000
100,000 1,250 1000,000], ISE = 11455). Za razli~ite
pobude i radne uvjete procesa dobiju se i razli~iti
omjeri ISE za odziv s iskustveno i evolucijskim al-
goritmom ugo|enim parametrima PID regulatora,
{to je podrobnije opisano u navedenoj literaturi [4].
Na slici 4 usporedno je prikazan odziv procesa vo-
|enog s PID regulatorima koji su iskustveno ugo|e-
ni (ozna~eno na slici s ISK) i s PID regulatorima
koji su ugo|eni pomo}u evolucijske strategije (oz-
na~eno na slici s ES). Na slici je s REF ozna~ena
referentna vrijednost temperature T2. Na slici, na
ordinati je temperatura T2 ozna~ena kao Tz2i, a re-
ferentna temperatura s Tref2 prema matemati~kom
modelu u prilogu A.
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Sl. 3. Prikaz primjerenosti najbolje jedinke i srednje vrijednosti pri-
mjerenosti svih jedinki tipi~ne provedbe evolucijske strategije
































































































































































































→ →izbor najbolje jedinke P
Vrijeme izra~unavanja primjerenosti po generaci-
ji iznosi 12,868 s, odnosno u ovom slu~aju za 6
jedinki (4 roditelja i 2 potomka). Ukupno utro{eno
vrijeme za cijeli algoritam po generaciji je 12,89 s.
Iz ovoga je uo~ljivo da se 99,9 % ukupno utro{enog
vremena koristi za izra~unavanje primjerenosti je-
dinki. To je va`na ~injenica jer upu}uje da se bitna
skra}enja vremena provedbe postupka mogu posti}i
tek ako se skrati vrijeme izra~unavanja funkcije pri-
mjerenosti. Gornja vremena se odnose na ra~unalnu
opremu sljede}ih zna~ajki: simulaciju u programu
MATLAB ina~ica 5.2.0.3084 pod operacijskim sus-
ta-vom Microsoft Windows XP na osobnom ra~un-
alu s mikroprocesorom Intel Celeron 850 MHz
(FCPGA, 8,5 × 100 MHz) i memorijom SDRAM
DIMM (100 MHz) 384 MB.
3. PODRU^JA USPJE[NE PRIMJENE 
EVOLUCIJSKIH ALGORITAMA
Te{ko je prona}i podru~je ljudske djelatnosti u
kome nisu primijenjeni evolucijski algoritmi. Mogu}-
nost {iroke primjene evolucijskih algoritama ukazuje
na robusnost, relativnu jednostavnost i op}u primje-
njivost postupka. Tako se, primjerice, mo`e prona}i
da evolucijske algoritme u svom radu primjenjuju
znanstvenici i stru~njaci iz podru~ja: ra~unalstva, ro-
botike, prakti~no svih in`enjerskih podru~ja, fizike,
biologije, kemije i dr. Osim toga evolucijskim se al-
goritmima slu`e i u dru{tvenim znanostima npr.:
ekonomiji, filozofiji, znanosti o spoznaji i mnogim
drugim. Evolucijski algoritmi se relativno lako mogu
udru`iti s drugim postupcima tvore}i hibridne su-
stave, primjerice s umjetnim neuronskim mre`ama
(engl. artificial neural network) ili neizrazitom logi-
kom (engl. fuzzy logic). Posebna je vrijednost evolu-
cijskih algoritama mogu}nost neposredne prakti~ne
primjene na probleme stvarnog svijeta, pa to posta-
je sve uobi~ajeniji alat in`enjera svih struka. Ve}ina
zada}a pronala`enja optimuma mo`e se uspje{no ri-
je{iti primjenom evolucijskim algoritmima, pa i to
ukazuje na {iroku mogu}nost primjene evolucijskih
algoritama. U nastavku su navedena neka od mno-
gih podru~ja primjene evolucijskih algoritama u ko-
jima su postignuti zna~ajniji rezultati.
Bioinformatika (engl. bioinformatics, biocomputing)
je podru~je biologije koje se bavi automatskom ana-
lizom eksperimentalno prikupljenih podataka [6, 7] s
tri glavna podru~ja primjene evolucijskih algoritama:
pronala`enje trodimenzionalne gra|e proteina (engl.
protein folding), pronala`enje trodimenzionalne gra-
|e RNA (engl. RNA folding) i poravnanje sekvenci
(engl. sequence alignments) [8, 9, 10].
Programiranje celularnih automata (engl. cellular
programming) je podru~je u kome istra`iva~i nastoje
umjetno stvoriti tvorevine koje imaju slo`eno i svr-
hovito pona{anje koje se temelji na me|usobnom
djelovanju vrlo jednostavnih sastavnih komponenti.
Uz ostalo rabe se i evolucijski algoritmi kako bi se
stvorili umjetni sustavi koji opona{aju vladanje pri-
rodno stvorenih bi}a (umjetni `ivot, engl. artificial
life) [11, 12].
Evolutivno sklopovlje (engl. evolvable hardware) je
podru~je prou~avanja mogu}nosti stvaranja elek-
troni~kih sklopova na temelju prirodne evolucije.
Primjenom evolucijskih algoritama nastaju sklopovi
koji se pona{aju na `eljeni na~in, a ~ija struktura
nije rezultat ljudske logi~ke sinteze sklopa, ve} po-
sljedica simuliranog evolucijskog procesa [13, 14,
15].
Teorija igara (engl. game playing) je podru~je pro-
u~avanja optimalnog pona{anja igra~a u nekoj od
postoje}ih ili posebno izmi{ljenih igara. Kako se
takve igre ~esto mogu preslikati na zbivanja u stvar-
nom svijetu, otkrivanje njihovih zakonitosti mo`e
pomo}i pri rje{avanju slo`enih problema u tehnici i
dru{tvu. Primjenom evolucijskih algoritama mogu}e
je otkriti pravila koja nije mogu}e prona}i tradi-
cionalnim postupcima [16, 17, 18].
Automatsko raspore|ivanje (engl. job-shop schedu-
ling, JSSP, timetabling) je podru~je prou~avanja au-
tomatskog raspore|ivanja vremena u nekom vre-
menski ovisnom i ograni~enom sustavu (npr. {kolski
raspored sati, podjela poslova na ograni~enom broju
me|usobno ovisnih strojeva, raspored vozila pri
transportu i dr.). Za slo`ene sustave s mnogo sudio-
nika i mnogo ograni~enja raspore|ivanje je vrlo
te`ak problem, pa se primjenom evolucijskih algori-
tama nastoji prona}i optimalno rje{enje [19, 20, 21,
22, 23].
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Sl. 4. Usporedni prikaz odziva procesa vo|enog PID regulatorima
s iskustveno i evolucijski ugo|enim parametrima
Menad`ment (engl. management sciences) je pod-
ru~je prou~avanja mogu}nosti primjene evolucijskih
algoritama pri optimiranju odluka menad`menta pri
vo|enju razli~itih organizacija. Ponajprije se to od-
nosi na vo|enje sustava koje je uvjetovano ekonom-
skim ograni~enjima ili ciljevima, ali se mo`e primi-
jeniti i na, primjerice, odlu~ivanje uvjetovano eko-
lo{kim zahtjevima [24, 25].
4. IZVORI EA INFORMACIJA
Upoznavanje s podru~jem EA trebalo bi po~eti
~itanjem tekstova koji obra|uju na~ela teorije evo-
lucije [26, 27, 28, 29, 30, 31, 32] i pregledom povi-
jesnog razvoja EA [33, 34, 35, 36, 37, 38, 39, 40, 41,
42]. Ovisno o vrsti EA, daljnje upoznavanje je mo-
gu}e posredovanjem nekog od tekstova koji opisuju
temeljna na~ela EA [43, 44, 45, 46, 47, 48, 49, 50].
Vjerojatno najopse`nija i najpotpunija EA biblio-
grafija mo`e se na}i u [51].
Razvoj i trenuta~no stanje EA mo`e se saznati iz
~asopisa koji objavljuju radove iz tog podru~ja, pri-
mjerice: Evolutionary Computation, Adaptive Beha-
vior i Artificial Life, koje izdaje MIT Press Journals,
55 Hayward Street, Cambridge, MA 02142-1399,
USA; BioSystems, Journal of Biological and Infor-
mation Processing Sciences, Elsevier Science Publi-
shers, P.O. Box 1527, 1000 BM Amsterdam, The
Netherlands; IEEE Transactions on Evolutionary
Computation, A Publication of The IEEE Neural
Networks Council; Complex Systems, Complex Sy-
stems Publications, Inc., P.O. Box 6149, Champaign,
IL 61821-8149, USA; Machine Learning, Kluwer
Academic Publishers, P.O. Box 358, Accord Station,
Hingham, MA 02018-0358, USA.
Drugi va`an izvor informacija trenuta~nog stanja
u podru~ju EA su konferencije. Postoji vi{e od tri-
deset skupova od kojih su va`niji: GECCO: Genetic
and Evolutionary Computation Conference, koju or-
ganizira ISGEC (International Society for Genetic
and Evolutionary Computation); EUROGEN (Evo-
Net); FOGA: Foundations of Genetic Algorithms; PP-
SN: Parallel Problem Solving from Nature i CEC:
Congress on Evolutionary Computation. Podatke o
navedenim skupovima mo`e se lako prona}i pre-
tra`ivanjem na Internetu, a potpuni popis publikaci-
ja i skupova na adresi http://surf.de.uu.net/research/
softcomp/EC/etc/html/joco.html.
Objavljuju se i redovita elektroni~ka izdanja na
Internetu, npr.: 
– Genetic Algorithm Digest
(mail-list: ga-list-REQUEST@aic.nrl.navy.mil, 
newsgroup: comp.ai.genetic), 
a na raspolaganju su mnoge WWW i ftp lokacije
koje prikupljaju i objavljuju informacije vezane za
EA, npr.: 
– ENCORE (http:// surf.de.uu.net/encore/); 








– The Santa Fe Institute (anonymous FTP archive:
ftp.santafe.edu/pub/); 





Posebno treba ista}i ENCORE kao nezaobilazni iz-
vor informacija za nekog tko se prvi put sre}e s pod-
ru~jem EA.
Postoji i nekoliko mre`nih novina (engl. news-










– comp.theory.self-org-sys i dr.
Na Internetu se mo`e na}i vi{e od pedeset pro-
grama za primjenu EA (podroban popis na adresi
http://surf.de.uu.net/encore/). Mnogi od tih progra-
ma su besplatni i s izvornim kodom.
Stru~njaci koji se bave EA mogu se u~laniti u
neku od udruga koje ih okupljaju. Najva`nije su: 
– ISGEC: International Society for Genetic and Evo-
lutionary Computation (http://www.isgec.org);
– EvoNet (EvoNet, School of Computing, Napier
University, 219 Colinton Rd, Edinburgh, EH6
8RR, UK, 
http://www.dcs.napier.ac.uk/evonet/, 
E-mail: evonet@dcs.napier.ac.uk) i 
– EPS: Evolutionary Programming Society (Evolutio-
nary Programming Society, 9363 Towne Centre
Dr., San Diego, CA 92121, Attn: Bill Porto, Tre-
asurer). 
Postoji vi{e od dvadeset formalno registriranih istra-
`iva~kih skupina i studentskih projekata ~ija je pri-
marna djelatnost istra`ivanje u podru~ju evolucij-
skih algoritama (popis na adresi http://surf.de.uu.
net/encore/#SEC30). Popis zna~ajnijih osoba iz pod-
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ru~ja evolucijskih algoritama mo`e se na}i na adresi
http://surf.de.uu.net/encore/#SEC05.
Istra`iva~i koji `ele provjeriti djelotvornost svoje
ina~ice algoritma ili je usporediti s drugim po-
stupcima mogu se poslu`iti test zadacima koji se
mogu na}i na vi{e lokacija na Internetu (popis
servera s test zadacima je na adresi http://surf.de.
uu.net/encore/#SEC32).
5. ZAKLJU^AK
Iako je podru~je istra`ivanja mogu}nosti primje-
ne na~ela prirodne evolucije za rje{avanje razli~itih
problema relativno novo, stjecajem razli~itih okol-
nosti u vrlo kratkom roku su rezultati istra`ivanja
primijenjeni u mnogim podru~jima. Tome je pogo-
dovalo vi{e ~imbenika. Pove}anje ra~unalne snage
osobnih ra~unala dostupnih prakti~no svakom omo-
gu}ilo je simuliranje evolucije i opse`no istra`ivanje
njezinih razli~itih zna~ajki. Naglo {irenje Interneta
omogu}ilo je brzu i jeftinu objavu rezultata istra`i-
vanja i me|usobno povezivanje istra`iva~a diljem
svijeta. Relativna jednostavnost postupka u~inila je
evolucijske algoritme privla~nim {irokom krugu
stru~njaka vrlo razli~itih djelatnosti. Postignuti re-
zultati u podru~jima u kojima su zadaci bili nerje-
{ivi primjenom tradicionalnih postupaka, te dobiva-
nje boljih ili podjednakih rezultata u podru~jima u
kojima su zadaci rije{eni tradicionalnim postupcima
daljnji su razlog popularizacije evolucijskih algorita-
ma. Broj stru~nih skupova kojima su glavna tema
evolucijski algoritmi, broj publiciranih radova, uvo-
|enje evolucijskih algoritama na mnoge fakultete
diljem svijeta kao redovni nastavni predmet i drugo
govore o prihva}enosti evolucijskih algoritama kao
vrijedne i korisne metode za rje{avanje razli~itih za-
da}a. Raznolikost podru~ja u kojima su evolucijski
algoritmi primijenjeni govori o op}enitoj primje-
njivosti postupka. Kako je podru~je evolucijskih al-
goritama jo{ uvijek predmet intenzivnog istra`iva-
nja, treba o~ekivati daljnji napredak, nova otkri}a i
nova podru~ja primjene. Treba, na kraju, skrenuti
pozornost da evolucijski algoritmi nisu op}enito naj-
bolji postupak za sve vrste zadataka. Primjerice, ne-
pogodni su za zadatke s malo parametara koji su
zadovoljavaju}e rje{ivi deterministi~kim postupcima
ili za zadatke koji su rje{ivi posebno razvijenim po-
stupcima i daju dobre rezultate (takav namjenski
postupak je redovito djelotvorniji od rje{avanja po-
mo}u evolucijskog algoritma). Uz to treba imati na
umu da evolucijski algoritmi ne jam~e najbolji mo-
gu}i rezultat, pa ~ak ni informaciju o tome koliko
je dobiveni rezultat razli~it od najbolje mogu}eg.
Zbog toga evolucijske algoritme treba primjenjivati
s istim oprezom, pozorno{}u i dobrim poznavanjem
algoritma i zadatka koji se rje{ava, kao i bilo koji
drugi postupak.
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PRILOG A: MATEMATI^KI MODEL PROCESA
Matemati~ki model temperature kapljevine prvog
izmjenjiva~a topline
Matemati~ki model izmjene topline elektri~nog
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Matemati~ki model temperature kapljevine u
drugom izmjenjiva~u topline
Model dopunske jednad`be koja opisuje raspo-
djelu temperature unutar zavojnice u drugom izmje-
njiva~u topline
Matemati~ki model temperature kapljevine u za-
vojnici
Matemati~ki model izmjene topline elektri~nog
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Ak1 povr{ina izmjene topline u prvom izmjenji-
va~u topline, m2
Ak2 povr{ina izmjene topline u drugom izmjenji-
va~u topline, m2
Az2 povr{ina zavojnice u drugom izmjenjiva~u
topline, m2
cp specifi~ni toplinski kapacitet kapljevine, 
J/kgK
mg1 ⋅cpg1 umno`ak mase i specifi~nog toplinskog
kapaciteta prvog elektri~nog grijala
mg2 ⋅cpg2 umno`ak mase i specifi~nog toplinskog
kapaciteta drugog elektri~nog grijala
P1 snaga prvog elektri~nog grijala, W
P2 snaga drugog elektri~nog grijala, W
qk1i izlazni protok kapljevine, m3/s
qk1u ulazni protok kapljevine, m3/s
Tg1 temperatura prvog elektri~nog grijala,°ºC
Tg2 temperatura drugog elektri~nog grijala ºC
Tk1i temperatura kapljevine na izlazu iz prvog 
izmjenjiva~a topline,°ºC
Tk1u temperatura kapljevine na ulazu u prvi iz-
mjenjiva~ topline,°ºC
Tk2 temperatura u drugom izmjenjiva~u topline,
ºC
Tok temperatura okoline,°ºC
Tz2i temperatura kapljevine na izlazu iz zavojni-
ce,°ºC
Tz2s srednja vrijednost temperature kapljevine u
zavojnici,°ºC
Tz2u temperatura kapljevine na ulazu u zavojnicu
ºC
Ug1Ag1 umno`ak koeficijenta prolaza topline i 
povr{ine prvog elektri~nog grijala
Ug2Ag2 umno`ak koeficijenta prolaza topline i 
povr{ine drugog elektri~nog grijala
Uk1 ukupni koeficijent prijenosa topline u prvom
izmjenjiva~u topline, W/m2K
Uk2 ukupni koeficijent prijenosa topline u dru-
gom izmjenjiva~u topline, W/m2K
Uz2 ukupni koeficijent prijenosa topline za za-
vojnicu, W/m2K
Vk1 volumen kapljevine u prvom izmjenjiva~u 
topline, m3
Vk2 volumen kapljevine u drugom izmjenjiva~u 
topline, m3
Vz2 volumen zavojnice u drugom izmjenjiva~u 
topline, m3
ρ gusto}a kapljevine, kg/m3
Primjedba: Zbog jednostavnosti u slici procesa druk~ije
su oznake nego u ovdje prilo`enom matemati~kom mo-
delu. Oznake u slici 1 odgovaraju oznakama u mate-
mati~kom modelu kako slijedi: q1 = qk1u, T1 = Tk1i,
T2 = Tz2i (u slici su razli~ite oznake zbog preglednosti).
T k P k T T tg g k2 11 2 12 2 2= ⋅ − ⋅ − ⋅z c h d
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Evolutionary Algorithms (II) – Application. The paper gives an example of practical application of evolutionary
algorithms (EA). There is also an example of heat exchange process controlled by PID controllers. PID controller
parameters were adjusted by means of evolutionary strategies. Further, the text mentions main fields of successful
application of evolutionary algorithms. For those wanting to learn more about evolutionary algorithms, sources of
useful information and EA research organizations are listed at the end.
Key words: evolutionary algorithms, evolution strategies, evolutionary algorithm applications, information sources
on evolutionary algorithms
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