We consider statistical edits defined on a metric data space spanned by the nonkey attributes (variables) of a given database. Integrity constraints are defined on this data space based on definitions, behavioral equations or a balance equation system. As an example think of a set of business or economic indicators. The variables are linked by the four basic arithmetic operations only. Assuming a multivariate Gaussian distribution and an error in the variables model estimation of the unknown (latent) variables can be carried out by a generalized least-squares (GLS) procedure. The drawback of this approach is that the equations form a non-linear equation system due to multiplication and division of variables, and that generally one assumes independence between all variables due to a lack of information in real applications. As there exists no finite parameter density family which is closed under all four arithmetic operations we use MCMC-simulation techniques, cf. Smith and Gelfand (1992) and Chib (2004) to derive the "exact" distributions in the non-normal case and under cross-correlation. The research can be viewed as an extension of Köppen and Lenz (2005) in the sense of studying the robustness of the GLS approach with respect to non-normality and correlation.
Recently, Batini and Scannapieco (2006) put together the methodology about data quality known in both areas 'Statistics' and 'Database Theory'. In the following we are concerned with statistical edits, i.e. validation rules based on a fully specified model and defined on a metric data space. The model is assumed to be correctly specified. As an example think of sales = profit + costs as a linear equation which is true due to definition. Note, that the fundamental economic equation "sales = sold_quantity * unit_price" is a non-linear relation.
Such relations can be represented by an error-in-the-variables model. Let ξ be a p-dimensional vector of error-free variables and x the corresponding observation vector with superimposed measurement errors u, i.e. we have ξ = x + u as state space vector. The available knowledge about definitions and balance equations ζ = H(ξ) is encapsulated in the observation equation system with fixed dimension q∈ N. It is modeled as z = H(ξ) + v where z is a q-dimensional observation vector and v an additive noise vector independent of u. If all state equations (definitions and balance equations) are linear, then H is a (qxp) observation matrix. Generally, some equations are non-linear leading to H: dom(ξ ) → dom(z). Lenz and Rödel (1991) showed for linear models that, given the data (x, z) In the following we shall relax the assumption of a joint Gaussian distribution and, moreover, assume cross-correlation between the variables according to some prior information. This implies to substitute GLS estimation by MCMC simulation, cf. Chib (2004) and Köppen and Lenz (2005) . In this sense the study can be viewed as a study of robustness with respect to non-normality and dependencies between the variables. First, we introduce a simple model, and then we present the simulation approach and close with various scenarios showing the main effects of deviations between GLS estimates and estimates based upon our MCMC simulation.
Business Indicators Model
It is sufficient for our purposes to consider a simplified business indicators model M based on two equations and five variables. We have the structural equation system Sales = Profit + Cost Return-on-Investment (ROI) = Profit / Capital.
Evidently, there are two endogenous and three exogenous random variables. The only assumption about M we need in the following is that each equation fulfills the separability condition. This means that each equation of M is uniquely resolvable for each variable showing up on its right hand side (RHS). In order to simplify the notation we write x ~ N(μ, σ 2 ) instead of x = μ + u with u ~ N(0, σ 2 ). For instance, costs ~ N(80, 8 2 ). The mean is either estimated from the observed values or is known. The variance is assumed to be known too. The distributions considered include the normal (Gaussian), a skewed multivariate normal, exponential, gamma and the Dirichlet distribution. The correlation coefficients between pairs of variables can vary from ±0.7, ±0.6, ±0.4 to 0.0.
Estimation by MCMC Simulation Technique
Each of the random variables x, z is described by its density function. We use the Metropolis-Hastings algorithm, cf. Hastings (1970) , for the MCMC simulation of the random variables which are transformed according to M. In the first step we consider each of the p variables and assign that subset of equations to it, where it shows up either as a LHS or RHS variable. In the later case the corresponding equations are to be solved for the given variable to make it a LHS variable. For example, resolving for profit in M we get profit = sales -costs and profit = ROI * capital. The next step is to start MCMC sampling of all RHS variables. Note that the distribution of each LHS variable is either fully specified or unknown. In the last case it will be estimated from the corresponding equations where it shows up as a LHS or RHS variable. If a random variable shows up in 1 < k ≤ q equations the k simulations must be "fused". Therefore k pairs of lower ( 
In Fig.1 we illustrate M-inconsistency for the case of a variable x, say, sampled as x 1 and x 2 from two equations of M. Evidently, in the upper case the overlap I is empty, i.e. the data set is of bad quality while in the lower case the overlap I q is non empty and the data are (weak) consistent. The final step is to project the joint distribution on the subspace spanned by x 1 -x 2 = 0 getting the density
. The algorithm SamPro -sampling and projection -summarizes the procedure. In all of our experiments with up to 2.5 million replications each, we assume that a realization of the random variables profit, cost and capital is at hand. Moreover, their types of distributions are varying. This implies that at least the mean of the various distributions can be determined. Furthermore, prior information is available about the standard deviation or variance of the measurement errors. The other two variables, i.e. sales and ROI, are handled in experimental group A as variables with missing values (null values) and later in group B as (correctly or noisy) observed values. If missing values of variables exist, they must be estimated, i.e. imputed.
The MCMC simulation results are compared with GLS estimation approach using the software package QUANTOR, originated as PRTI by Schmid (1979) . In experimental group A the first three experiments analyze the effect of skewed distributions compared with Gaussian distributions, if all variables are not correlated. The next two experiments separately investigate the effects of crosscorrelation. Finally, the interaction between non-normality and correlation is of concern.
In experimental group B the data set is complete and Gaussian distributions are assumed, that means no missing values exist. The effects of negative, zero and positive correlation are studied for two cases: The measurement of the variables fulfill ("M -inconsistent variables") or do not fulfill the balance equation system. Missing values:
Experimental Group

Sales, ROI unknown
Correlation used for simulation: ρ(profit, cost) = 0.7; ρ(profit, capital) = 0.7
The positive sign of the correlation coefficients is contra intuitive from a manager's point of view. Nevertheless, it is used here more formally as an opposite case to negative correlation in scenario 3.
Result: While the means have nearly the same values, the percentage of differences changes sign: -19% for sales vs. +16% for ROI. Missing values:
Histogram of sales
Sales, ROI unknown
Correlation used for simulation: This correlation is imposed by multivariate skewed normal distribution (MSN) (see Azzalini and Valle (1996) with the above given parameters. Note that the parameterisation is adopted from Azzalini and Capitanio (1999) . ρ(profit, cost) = 0.4; ρ(profit, capital) = 0.5
Result: While the means have nearly the same value for both variables, this is not true for the standard deviation (sd). For sales we get sd = 10.87 by simulation and sd' = 9.4 under the Gaussian assumption. The corresponding values for ROI are sd = 0.063 vs. sd' = 0.069. 
Histogram of sales
Results:
The variance of costs, capital, sales and ROI is proportional to ρ. The variance of the estimated profit is non monotonic in ρ and has its maximum at ρ = 0.2. The means of all variables are more or less constant. We close scenario 1 by presenting three three-dimensional scatter plots showing the simulated values of the variable profit determined from the prior distribution and the two RHS of the model equations for ρ = -0.4, 0.0, 0.4. .
The variance of costs, capital, sales and ROI is proportional to ρ. The variance of profit is non monotonic and gets a maximum at ρ = 0.2. The mean of profit is monotonically increasing, the means of the remaining variables are more or less constant. The case ρ = 0.4 leads to incoherency of profit, cf. Fig 9c, thus implying the M-incoherency of the whole equation system with the data set. Note that the observed value of each variable is equal to its corresponding (estimated) mean. To ensure that the first moments fulfill the equation system in a case of weak consistency, it might be necessary to iterate the SamPro algorithm. But after a few iterations this is achieved. In Tab. 2 the results of the 5 th iteration are given. The first moments fulfill the equation system up to a small error. Finally, we present three scatter plots in Fig. 9a -c for the variable profit with ρ ∈ {-0.4. 0.0, 0.4}. Note the effect of a "too large" mean of profit, i.e. N(30,3 2 ), on the overlap of the point cloud and the (linear) subspace spanned by simulated values of profit, profit 1 and profit 2 . It is worthwhile mentioning that the simulated values of an M-consistent variable should lie on the straight line as in Fig. 9c , i.e. should fulfil all balance equations. As mentioned above the empty intersection of variable profit is caused by a "too large" (estimated) mean of the related distribution.
Common Distribution of Profit
Conclusion
We can summarize our study of a non-Gaussian non linear equation model as follows:
1. In the uncorrelated case, (the means of) the simulated quantities are about the same as the GLS estimates.
2. Skewness of distributions mostly has only a small effect on the estimates.
3.
Positive cross-correlations of the variables can lead to severe problems:
The equation system may become M-inconsistent with respect to a given data set, i.e. the overlap of the sets of simulated values of at least one variable determined from all equations, where it is part of, may become empty. Under a Gaussian regime with infinite domains and under the independence assumption this effect cannot happen.
Using a GLS approach is relative to MCMC simulation computational costeffective. But skewness and correlation may lead to quite different estimates and the introduction of robust estimators, like median, improves all estimates. In the case of M-inconsistency it may be necessary to iterate the simulation algorithm several times for satisfying a given balance equation system. Of course, any iteration increases the computational efforts. Furthermore, note that if a given data set is contradictive to the corresponding equation system M-inconsistency is revealed by our MCMC simulation algorithm quite in contrast to the GLS approach used by QUANTOR which assumes a Gaussian regime.
