Abstract. Quadrature filters are a well known method of low-level computer vision for estimating certain properties of the signal, as there are local amplitude and local phase. However, 2D quadrature filters suffer from being not rotation invariant. Furthermore, they do not allow to detect truly 2D features as corners and junctions unless they are combined to form the structure tensor. The present paper deals with a new 2D generalization of quadrature filters which is rotation invariant and allows to analyze intrinsically 2D signals. Hence, the new approach can be considered as the union of properties of quadrature filters and of the structure tensor. The proposed method first estimates the local orientation of the signal which is then used for steering some basis filter responses. Certain linear combination of these filter responses are derived which allow to estimate the local isotropy and two perpendicular phases of the signal. The phase model is based on the assumption of an angular band-limitation in the signal. As an application, a simple and efficient point-of-interest operator is presented and it is compared to the Plessey detector.
Introduction
This section deals with some basic ideas about quadrature filters and describes related approaches which occur in the literature.
Quadrature Filters and Feature Detection
Quadrature filters are a well known issue in signal processing and low-level computer vision. They are suited for estimating the local amplitude and the local phase of signals. Whereas the local amplitude is a measure for the local intensity of a structure, the local phase describes the structure or shape of the signal [1] . For 1D signals, quadrature filters are obtained by a bandpass filter and its Hilbert transform which form a pair of an even and an odd filter. This Hilbert pair of filters can be used to detect certain shapes of signals, e.g., peaks and jumps. Furthermore, the local phase allows to distinguish or to classify detected structures. The amplitude response of a quadrature filter is chosen as a bandpass filter in order to isolate certain frequency components, i.e., to reduce the original signal to a signal with small bandwidth, which is necessary to obtain a reasonable interpretation of the local phase [2] , page 171. The local amplitude and the local phase can be considered as features of the signal. They are obtained by applying some postprocessing (a change to polar coordinates) to the quadrature filter responses and they locally characterize the signal, at least if they are considered for several scales (for a more detailed discussion on features, see e.g. [3] ).
For image processing, it is also desirable to have such an approach which simultaneously allows to detect and to classify image features. Even without going into mathematical details it is obvious that the 2D generalization of quadrature filters is far from being trivial. Consider for example the classes of 2D structures which correspond to 1D peaks and jumps. Lines and edges are projections of the former signals but they are themselves intrinsically 1D, i.e., they differ with respect to one direction only [4] . This is different for corners, line-crossings, and general junctions which are all i2D structures. This qualitative extension of structures should be reflected in the applied 2D feature set, such that it should not just contain 2D projections of 1D features but it should also include a new quality of features which are intrinsically 2D.
Besides this new quality of features, a further degree of freedom for the features is introduced: the orientation of the feature. For the detection and classification of features it is reasonable to have a rotation invariant approach since the orientation information neither affects the intensity nor the classification of a feature. Nevertheless, the orientation information is worth to be reflected in an additional distinct component. Using such an approach instead of a set of orientation dependent operators extends the invariance -equivariance idea [2] to three parts of information about a feature: classification, intensity, and orientation. An appropriate generalization of quadrature filters to 2D should take into account the previous considerations, at least if the 2D quadrature filters are designed with respect to the application of feature detection and classification.
2D Quadrature Filters
Unfortunately, all approaches for 2D quadrature filters ignore one or several of the formerly proposed properties. Except for the quaternionic analytic signal [5] , no 2D extension of the quadrature principle exists which explicitly deals with the intrinsic dimension of the considered signal. However, according to the previous discussion, it is not sufficient just to project 1D quadrature filters onto 2D space.
A projection of 1D quadrature filters to 2D is performed if the partial Hilbert transform is used to create the odd filter. The partial Hilbert transform is obtained by projecting the frequency vector onto a preference direction and applying the frequency response of the 1D Hilbert transform to this scalar product [2] . Special cases of the partial Hilbert transform are the Hilbert transforms with respect to the coordinate axes. The symmetry of the partial Hilbert transform is illustrated in Fig. 1 , left. Quadrature filters obtained from the partial Hilbert transform are obviously not rotation invariant and are not adequate for detecting intrinsically 2D features. It should be mentioned that the steerable quadrature filters proposed in [6] do not have the drawback of being rotation variant since they are orientation adaptive. However, they are not capable to deal with intrinsically 2D signals either.
A second 2D extension of quadrature filters is obtained by means of the total Hilbert transform which is just the successive application of the Hilbert transforms with respect to both coordinate axes [7] . The resulting symmetry of the total Hilbert transform is even with respect to point symmetry and odd with respect to line-symmetry (see Fig. 1 , second from the left). Quadrature filters obtained from the total Hilbert transform are obviously not rotation invariant and are not capable of detecting intrinsically 1D features.
A further quadrature approach is obtained by combining the previous two methods. The resulting quadrature filter is only non-zero in the first quadrant of the frequency domain [7] . Unfortunately, the reduction to one quadrant yields a loss of information and therefore, Hahn suggests to consider a second operator output which is non-zero either in the second or in the fourth quadrant. However, the representation in two complex signals is not totally satisfactory and therefore, Bülow and Sommer proposed to use the quaternionic Fourier transform [8, 9] instead of the complex one. The resulting quaternionic analytic signal consists of four parts instead of two [5] . Two parts correspond to the partial Hilbert transforms with respect to the coordinate axes and one corresponds to the total Hilbert transform (see Fig. 1 , third, fourth, and fifth from the left). The phase approach of the quaternionic analytic signal also reflects the intrinsic dimension to some extent. However, the quaternionic analytic signal is not rotation invariant.
The only non-steered, rotation invariant approach to quadrature filters which occurred in the literature so far, is obtained from the monogenic signal [10] . It is adequate for treating intrinsically 1D signals but delivers no information about the 2D part of a signal. The monogenic signal is based on the Riesz transform which is a 2D generalization of the Hilbert transform. The Riesz transform is antisymmetric with respect to the origin since its frequency response is basically given by the normalized frequency vectors [11] (see also Fig. 1, right) . Note that the monogenic signal contains no steering by the orientation but the latter is obtained as an additional feature.
Hence, it is desirable to combine the rotation invariance of the monogenic signal with the symmetry decomposition of the quaternionic analytic signal. This combination directly leads to the new approach which is the main topic of this paper. In order to visualize the drawbacks of the previously mentioned methods, the local amplitudes of the filter responses to the signal f (x, y) = cos(x) cos(y) are illustrated in Fig. 2 . Fig. 1 . Symmetries of the odd filters obtained from the considered quadrature approaches. From left to right: the partial Hilbert transform with preference direction n, the total Hilbert transform, the three imaginary components of the quaternionic analytic signal, and the Riesz transform (vector valued) Fig. 2 . Amplitudes of the various known approaches to the 2D analytic signal for a simple 2D signal. From left to right: original signal (black indicates −1 and white indicates 1), the local amplitudes obtained from the partial Hilbert transform with respect to x, the orientation adaptive Hilbert transform, the total Hilbert transform, the quaternionic analytic signal, and the monogenic signal. All amplitude images are in a range from zero (black) to one (white). For the quaternionic analytic signal the signal has been rotated by π/4
Other Related Approaches
Talking about the analysis of intrinsically 1D and 2D signals, it is natural to consider also the structure tensor [12, 13] . The structure tensor can either be computed by a set of classical quadrature filters (see e.g. [2] ) or by partial derivatives (see e.g. [14] ). In the latter case, the structure tensor can be considered in the context of an approximation of the autocorrelation of the signal [15] . Hence, the two eigenvalues of the structure tensor are related to the principal curvatures of the autocorrelation function, whereas the eigenvectors indicate the corresponding coordinate system. Therefore, the structure tensor can be used to estimate the main orientation of a structure by means of the eigenvector which corresponds to the larger eigenvalue.
The eigenvalues themselves and their relation also provide a measure for the intrinsic dimension of the signal. In [14] , the coherence is used for this purpose and it is defined by the square ratio of the difference and the sum of the eigenvalues. However, there exist other definitions for coherence measures in the literature (see e.g. [16] ).
According to [2] , the structure tensor fulfills the invariance -equivariance requirement with respect to rotations and changes of the signal structure. The estimation of the local orientation is independent of the underlying shape of the signal (e.g. line-like or edge-like) and its energy, whereas the coherence and the norm of the tensor are rotation invariant. Hence, the design principle of the structure tensor is to some extent related to the properties of quadrature filters, i.e., local features are mutually independent. The new approach which is presented below extends the invariance -equivariance property to the full superset of features obtained from quadrature filters (i.e., local phase and local amplitude) and from the structure tensor (i.e., local orientation, local coherence, and a local intensity measure).
The New Approach
As pointed out in the introduction, it is desirable to have an approach which combines the properties of quadrature filters and of the structure tensor in order to obtain a sophisticated 2D analytic signal. The theory which is developed in the sequel is based on a signal model which is similar to that of the structure tensor.
The 2D Signal Model
Intrinsically 2D signals have a much greater variety than 1D signals. Actually, the number of possible 2D signals is infinite times larger than the (already infinite) number of 1D signals. This increase of possible signal realizations can be considered more formally by means of symmetries. Whereas 1D signals can be distinguished into locally even and locally odd functions, a 2D signal can contain infinite many even or odd 1D functions with different orientations.
In order to analyze arbitrary 2D signals with respect to all components, infinite many basis filters are necessary. The local signal analysis could be thought of as a spherical Fourier series which is known to have infinite many basis function. This is true unless the signals under consideration are sampled. In the latter case it is not reasonable to apply basis filters with arbitrary high angular frequencies. If the main coefficients of the basis filters are obtained from the samples adjacent to the origin, it is even necessary to restrict the spherical Fourier basis functions to be of order less or equal to three in order to avoid aliasing. Hence, the signal model introduced below is not a heuristic choice but it is the most complete local model which does not suffer from angular aliasing.
As we will show in the subsequent section, the restriction of the basis functions directly correspond to a decomposition of 2D signals into two perpendicular 1 intrinsically 1D signals. The Fourier basis functions of order zero to three establish a 4D space of angular functions. Since each of the two involved 1D functions consist of an odd and an even part, two perpendicular 1D functions can be expressed as a 4D vector. Accordingly, we define the following local 2D signal model which will be used in the sequel to approximate arbitrary 2D functions. Let f 1 and f 2 be two arbitrary 1D signals and let n(x) = (cos θ(x), sin θ(x))
T be a unit vector with direction θ(x) where x = (x, y) T indicates the spatial vector. Then, the 2D signalf (x) is obtained as
where n ⊥ (x) is the vector obtained by rotating n(x) by π/2 anticlockwise. Any 2D signal can be approximated by an appropriate choice of such a 2D signalf . Considering the original signal and its approximation in the Fourier domain, the approximation corresponds to a suppression of all frequency components which are not lying either on the main orientation line or on the line perpendicular to the main orientation. However, Fourier theory and a correct estimate of the main orientation ensure that this approximation is L 2 optimal.
The Basis Functions
For the sake of a more formal investigation, consider the following signal representation. Apart from the ordinary 2D Fourier basis, an arbitrary 2D function can be represented by means of the following set of basis functions:
see e.g. [8] . Each of these basis functions can be rewritten by means of the trigonometric addition theorems as sums of trigonometric functions:
The basis functions b 1 , . . . , b 4 also establish a basis if the coordinate system is rotated. Moreover, the representation of the rotated basis functions as sums of trigonometric functions is nothing else but a signal representation according to the 2D model which has been introduced in the previous section since each basis function consists of two perpendicular harmonic oscillations. The signal which has been used in Fig. 2 is the basis function b 1 (x, (1, 1) T ). Obviously, all known approaches to the 2D analytic signal fail to decompose the latter function into its amplitude and phase information, except for the quaternionic analytic signal. The latter yields a constant (and therefore correct) amplitude for b 1 but it fails if the latter is rotated by π/4 (see also Fig. 2) .
In order to understand what happens if the amplitude is estimated correctly, consider Fig. 3 . These illustrations show the basis functions b 1 , . . . , b 4 in the frequency domain with respect to the coordinate system spanned by n and n ⊥ . The sum of all four functions yields just one impulse in the quadrant between n and n ⊥ . Setting the other three quadrants to zero is similar to the idea of the quaternionic analytic signal with the important difference that the quadrants are not fixed to the coordinate system but they are attached to the vector n.
The principle of quadrature in 1D is to replace pairs of impulses in the frequency domain (i.e., the Fourier transform of an arbitrary harmonic oscillation) with a single impulse. In 2D however, this principle can be extended in several ways. If intrinsically 1D signals are to be considered, it is sufficient to replace pairs of impulses with a single impulse. However, if intrinsically 2D signals are to be considered, quadruples or 2n-tuples have to be replaced with one single impulse. The number of applied basis functions must be identical to the number of impulses which are to be replaced. Hence, intrinsically 2D approaches require at least four basis functions but can potentially be infinitely dimensional. According to the previous discussion about the signal model we retain with quadruples of impulses and hence, with four basis functions.
General Formulation
Up to now it is unclear how to obtain rotation invariant basis functions although the method to be applied has already been mentioned: spherical harmonics. Spherical harmonics allow to design steerable filters [6] which are orientation adaptive and therefore, rotation invariant.
The spherical harmonics of order 1, 2, and 3 are illustrated as vector fields in Fig. 4 . The vector fields are obtained according to the frequency response . From left to right: projection of the second order harmonic, linear combination and projection of odd order spherical harmonics to achieve B2 symmetry, and linear combination and projection of odd order spherical harmonics to achieve B3 symmetry the main orientation (for the estimation of the main orientation see next section), the B 4 -symmetry is obtained according to
Note that the main orientation of the signal is not identical to the argument of n but lies on the diagonal of the quadrant between n and n ⊥ (see also Fig. 3 ). The two basis functions B 1 ≡ 1 and B 4 can be combined in order to obtain the angular windowing functions
The angular shape of these window functions is the same as for the filters which are involved in the calculation of the structure tensor [2, 14] .
The remaining two symmetries can be obtained by applying H 1 (u) (i.e., the Riesz transform) to the two windowing functions and steering them. Since H 1 (u) is complex valued, the resulting functions are also complex valued:
Since we need scalar valued functions rather than complex valued ones, the frequency responses W ′ 3 and W ′ 4 must be projected without changing the amplitude or losing the antisymmetry. This would be done by considering the (signed) absolute value of the frequency response. However, taking the absolute value is not linear and therefore, this operation cannot be transferred to the spatial domain, which is necessary in order to steer the responses. Fortunately, the signed absolute value can be replaced by taking the real part and the imaginary part without introducing large errors. The relative mean square error is less than 2.3% and it is concentrated on the diagonals between the main orientation and the line perpendicular to it, which means that it only affects those signals which violate the assumed signal model 2 . Hence, the necessary scalar valued functions are obtained as
Adding and subtracting these two functions yields the remaining two basis functions B 2 = W 3 + W 4 and B 3 = W 3 − W 4 . The resulting frequency responses can be found in Fig. 5 (center and right) and realize the symmetries according to Fig. 3 . Although the previous results have been developed and illustrated in the frequency domain, the filters, the steering operations, and the various linear combinations are actually applied in the spatial domain, see Fig. 6 .
Finally, all of the previously described filters have an allpass amplitude response. In order to decompose the signal into its distinct frequency components, the filters are combined with radial bandpass filters. The choice of the specific bandpass design is not crucial. However, for the subsequent experiments, we have used the difference of Poisson filters bandpass (see [17] ) which is similar to the lognormal bandpass (see e.g. [2] ). can be numerically optimized which gives a further improvement of the approximation. Note that for 2D signals according to the assumed model, taking the real part and imaginary part yields exact solutions. The approximation however improves the robustness of the approach. Fig. 6 . Overview of the filter design process. In the upper part of the figure, the filter responses of b2 and b3 are obtained from those of b1 and b4 whereas in the bottom part they are directly computed from the spherical harmonics of order one and three
Feature Detection
From the filter responses produced by b 1 , . . . , b 4 several local properties and features of the signal can be extracted. Although we started the discussion with the basis functions b 1 , . . . , b 4 , we will now rather focus upon the responses of w 1 , . . . , w 4 . However, since both sets of filters can easily be exchanged there is no fundamental difference.
Local Orientation Estimation
In the previous section, several steering operations have been performed which depend on the local orientation. Although there are several methods for estimating the local orientation which could be applied beforehand, it is more efficient to use the responses of the spherical harmonics to estimate the orientation. However, the spherical harmonics yield phase-dependent estimates of the orientation. Consider e.g. the first order harmonic. For phases close to zero and close to π the orientation estimate becomes unreliable (see [18] and Fig. 7) . In order to obtain a stable and efficient method for orientation estimation, the impact of the phase to the mean estimation error has to be investigated. In turns out, that the spherical harmonics of odd order and of even order show an opposite behavior (see Fig. 7 ), which implies that a combination of odd order and even order terms improves the estimate.
It is sufficient to estimate the orientation within [0, π/2) since orientation information is normally within [0, π) and due to the supposed signal model, the (18) . The figures show the logarithm of the mean square error drawn against the local phase and the signal to noise ratio. A value of 0 means an error of π/2, which is the maximal possible orientation error. Actually, the orientation errors have been evaluated by taking the second, fourth, and sixth power of a complex exponential, yielding a maximal error of π/2, π/4, and π/6, respectively. Therefore, the error for low SNR seems to decrease with the order of the harmonic which is basically not true. The test signal which has been used for this investigation is a radial modulation, i.e., cos(
remaining interval [π/2, π) is covered by the perpendicular component. Hence, any product of spherical harmonics which has a maximal order of four can be used to estimate the orientation in the reduced interval. Since the energy of the filter responses is proportional to the square of the sine and of the cosine of the local phase for odd and even order harmonics respectively, a reasonable choice to combine the filter responses for estimating the orientation independent of the phase 3 is given by
The resulting mean square error of this orientation estimation can also be found in Fig. 7 . For all subsequent experiments the orientation has been estimated by the previous formula.
Local Image Characterization by a Feature Set
After estimating the local orientation, the responses of the spherical harmonics can be steered such that the responses of w 1 , . . . , w 4 are obtained. Combining the responses of w 1 and w 3 according to
yields a complex signal which picks up signal components close to the estimated orientation. The other two responses, i.e. of w 2 and w 4 , are combined as
which is the signal consisting of components perpendicular to the estimated orientation. Each of the two signals provides a local amplitude and a local phase:
Comparing A A and A B yields the dominant partial signal and allows to change the orientation estimate θ e into the main orientation: If A A (x) ≥ A B (x) the estimated orientation is the main orientation θ m and otherwise θ m = θ e + π/2. Furthermore, a measure for the local isotropy is provided by the ratio of the two amplitudes:
so that c(x) is zero if the signal is intrinsically 1D and it is one if the signal is either intrinsically 2D or constant, i.e., if the energy is distributed isotropically. The two local amplitudes can be combined to form a total local amplitude measure according to
For a synthetic image which is much harder to separate than that in Fig. 2 , the following feature images are obtained, see Fig. 8 . According to the orientation wrapping of the main orientation at π and zero, the phase image shows a phase inversion on that line. The phase of the non-dominant part of the signal is inverted along a vertical line since the orientation-shift of π/2 for the perpendicular part moves the orientation wrapping to a vertical line. 
Detection of Points of Interest
The energy of the non-dominant structure provides a mean for detecting intrinsically 2D points, e.g., corners, line crossing, or general junctions. This can directly be compared to the Plessey (or Harris-Stephens) detector [19] which is itself closely related to the structure tensor and to coherence measures. In Fig. 9 the results of the new point-of-interest detector are compared to those of the Plessey detector. The new method just detects local maxima of the non- Fig. 9 . Upper two rows from left to right: Output of the proposed point-of-interest detector without noise, with noise (white, Gaussian distribution, variance 25), and of the Plessey detector. The original images and the output of the Plessey detector are taken from [20] . Bottom row: detection in rotated images (left and center), the right image shows the reference image (left half) and a test image (right half) for the illumination experiment dominant local amplitude in a neighborhood with a radius of seven pixels. Only those maxima are kept which are above a certain threshold, where the latter is given by two times the mean amplitude. The results of the proposed method are better than those of the Plessey detector, with respect to false-positives, falsenegatives, and noise-sensitivity. The outputs of other corner detectors like the SUSAN detector, the Kitchen/Rosenfeld detector, and the CSS approach can be found at [20] . The new approach performs nearly as good as the CSS approach and in contrast to the mentioned methods, the new approach also provides information about the kind of the point-of-interest. Hence, it allows to distinguish between corners, endstoppings, line-crossings, etc.. In two further experiments, the detector has been applied to images with added noise and to rotated images. The detector output is fairly the same as in the original experiment. In order to assess the performance of the new detector in further detail, we made a similar investigation as proposed in [21] . We evaluated the repeatability rate for various kinds of different illuminations of the scene in Fig. 9 , bottom right. The images are taken from [22] . The results can be found in Tab. 1 where the change of illumination is represented by the mean and the variance of the test images. The results are close to those in [21] .
Conclusion
We have presented a new approach to 2D quadrature filters which generalizes the idea of invariance -equivariance. Combining the features which are obtained from the classical quadrature filters and the structure tensor, our method allows to estimate five features at a time: local orientation, local isotropy, local amplitude, and two local phases. Due to the invariance -equivariance property, all features are mutually independent of each other.
As an application we have presented a corner detector and compared it to other approaches. Although the local phases at the detected point of interest allow to classify that point, further investigations have to be done in order to obtain a stable algorithm. However, the results from the synthetic image in Fig. 8 show that the presented method yields reliable estimates of the local phases. Furthermore, the proposed algorithm is quite efficient, since it consists of only one real valued and three complex valued convolutions and of three complex multiplications for the steering operations.
