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Abstract 
The nonlinear equation f (n, IL, LY) = 0, f : X x Rz +X, where X is a Banach space and f satisfies a Zz-symmetry 
relation is considered. Interest centres on a certain type of double singular point, where the solution x is symmetric and 
fi has a double zero eigenvalue, with one eigenvector symmetric and one antisymmetric. 
We show that under certain nondegeneracy conditions, which are stated both algebraically and geometrically, there 
exists a path of Hopf bifurcations or imaginary Hopf bifurcations passing through the double singular point, and for 
which x is not symmetric except at the double singular point. An easy geometrical test is found to decide which type 
of phenomenon occurs. A biproduct of the analysis is that explicit expressions are obtained for quantities which help 
to provide a reliable numerical method to compute these paths. A pseudo-spectral method was used to obtain numerical 
results for the Brusselator equations to illustrate the theory. 
Keywords: Hopf bifurcation; Double singular point; Algebraic bifurcation equations 
AMS classijication: 58F14 
1. Introduction 
Consider the nonlinear equation 
f(x,&a) = 0, f:X x FP 4x, (1.1) 
where X is a Banach space and f a sufficiently smooth nonlinear function. We assume that f 
satisfies a reflectional (Z,) symmetry condition, namely, that there exists an s E L(X) such that 
s#I,s2=I,Sf(X,~,C1)=f(SX,/1,a),(x,i,a)EXxlW2. (1.2) 
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Consequently, X and its dual space X’ allow the natural decompositions into symmetric and anti- 
symmetric subspaces 
x, := {x EX:sx =x}, x, := {xEX:sx= -x}, 
x,’ := (t+b EX’: $s = I)}, x, := {$ EX’: $s = -$q. 
If x EX, then x is symmetric, if x E&, then x is antisymmetric, and 
I/X = 0 for $ EX,‘, XE& and for $EX,‘, x EX,. (1.3) 
X, and X, are invariant with respect to fx(x, ;1, a) for x E X,, and so fx = diag( fx IX,, fx IX, ), but it is 
usually clear from the context on which space fX is operating and so the restriction symbols will be 
dropped. 
For reasons that shall be discussed later, we consider solutions of ( 1.1) subject to ( 1.2) near 
a certain double singular point. Specifically, assume fx is a Fredholm operator of index zero for 
(x, A, a) E X x R2 and hence fxlX, and fxlX, are both Fredholm of index zero. We call (~~,&,a,,) a 
double singular fold point (DSF) if (with f” := /(x0, ilo, Q), etc.) 
x0 E&Y 
j-O = 0, 
Null [f,“] = span{&, &>, 4: EX,, 4,” EL 
(1.4) 
Null [(f,'>*l = wn{k”/,o, @,“>, k” E&“,@ E&,‘, 
where A* denotes the adjoint operator of A. Such points arise in several applications: the Brusse- 
lator model in biochemical reactions [14, 171, the rod-spring model in nonlinear elasticity [I] and 
the Taylor problem in fluid mechanics [3, 131. In addition to (1.4) we shall assume that the zero 
eigenvalues of f,“lXs and f,“] X, are algebraically simple, i.e., 
&%P # 09 $9,” # 0, (1.5) 
and that the normalisation conditions 
l,c#l,” - 1 = 0, l&,0 - 1 = 0, (1.6) 
hold for appropriate I, EX,‘, 1, EX,‘. For convenience, we normalise k” and $j by 
ti”4,” = 1, l&$J = 1. (1.7) 
For some of our results it is not necessary to assume both conditions in (1.5), but our main results 
(Theorems 6 and 7) make these assumptions and so it is simplest to assume (1.5) from the outset. 
A DSF point occurs naturally in two parameter problems when a path of fold points satisfying 
F,,(Y, a> = (_f(x, 4 a),.L(x, 4 ah&, 44, - 1) = 0, Cl.81 
Y = (X,4s,~)EX, xx, x IQ 
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Fig. 1. A schematic diagram to show the path of fold points ( -) and path of Zz-symmetry breaking pitchfork 
bifurcation points (- - -) intersecting at a DSF point (x0,&, a~) denoted D. Here I(x) denotes a normalisation of x. 
(which clearly do not break the Z+symmetry) intersects a path of Z2-symmetry breaking pitchfork 
bifurcation points satisfying 
K&Y, a) = (f(& 4 a), L(x, 1, a)&, 44, - 1) = 0, (1.9) 
Y E (4 &I, A> E x, x & x R. 
Here & and & represent symmetric and antisymmetric null vectors of fx on the fold path and 
pitchfork bifurcation path, respectively. Under nondegeneracy conditions discussed in Section 3 the 
solution surface of f(x, 1, a) = 0 and the paths of singular points near the DSF point are shown 
schematically in Fig. 1. 
The solutions of ( 1.1) represent steady states of the differential equation 
4 = f(x, 4 a), (1.10) 
where xt denotes the time derivative of x. Of particular interest in many applications are Hopf 
bifurcation points, which under certain nondegeneracy conditions, are solutions of (1 .l) where fx 
has a pair of purely imaginary eigenvalues, fiw say, and where periodic orbits of (1.10) may be 
born. Of related interest we can define imaginary Hopf bifurcation points of (1.1) as points where 
fx has real eigenvalues Ato [2,21]. 
The main aim of this paper is to prove that under certain nondegeneracy conditions a path of 
Hopf bifurcations or imaginary Hopf bifurcations of (1 .lO) with x @& passes through a DSF point 
(Theorem 6). We also show how to predict which type of path will arise from purely algebraic 
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information obtained at the DSF point or, more usefully, from knowledge of eigenvalues and the way 
the asymmetric solutions branch from the symmetric solutions (Theorem 7 and Fig. 3). In addition, 
we also prove that there is a path of imaginary Hopf bifurcations with x EX, which emanates from 
the DSF point. One feature of our analysis is that the results are obtained in a Banach space setting. 
In addition the method of proof produces explicit information, for example, tangent directions, which 
is important in algorithms for numerical computation of the paths of bifurcations. 
The methods of proof will use extended systems (cf. [7, 9-12, 16, 19-221). Such systems have 
proved very useful both to prove theoretical results about a variety of steady state and dynamical 
bifurcations and to form the basis of computational algorithms. To compute a Hopf bifurcation point 
of xt = f(x, n), Roose and Hlavacek [ 161 introduced the system 
H,(y):= (f,(f,*+021)1,11i,121-1)=0 (1.11) 
for y = (x, [, A, o) E X2 x 5X*, where the second equation in (1.11) ensures that fx has eigenvalues 
fro, and I,, l2 EX’ are appropriate normalisation functionals chosen to eliminate one eigenfunction 
of ( fX2 + ~0~1). Werner and Janovsky [2 l] introduced the modified system 
ff2C.Y) := (f, <f,’ + Pm, K, lfx5 - 1) = 0, (1.12) 
where I EX’. This system has two advantages over (1.11). First (1.12) allows different types of 
solutions: p > 0 produces Hopf bifurcations since fX has eigenvalues ii&i while ,n < 0 produces 
imaginary Hopf Bifurcations since fX has real eigenvalues f ,,Q. Also, if ,u=O then ( 1.12) is satisfied 
by a Takens-Bogdanov point where [ corresponds to a generalised null vector. Second, the choice 
of normalisation allows H2(y) to satisfy an “artificial” reflectional symmetry in a manner introduced 
in [18], which is helpful in analysing Takens-Bogdanov points in the presence of Zz-symmetry [21]. 
To provide our main results in Section 4 we shall use the system 
H(Y) := cf,(f,’ + /ai, u, L.5 - 1) = 0 
which combines elements of both ( 1.11) and ( 1.12). Since we use the normalisation 1,[ - 1 rather 
than Z&l: - 1 = 0, we lose the possiblity of defining an artificial Z2-symmetry in H(y) but this 
property is not important in our analysis. In Section 4 we show that at the DSF point HY has an 
algebraically double zero eigenvalue, but analysis using the algebraic bifurcation equations [4, 81 
provides a crucial theoretical result (Lemma 5) from which we obtain the existence results about 
the paths of bifurcations passing through the DSF point (Theorems 6 and 7). The interpretation of 
the solutions in parameter space is also given. 
One motivation for this study is the detection of Hopf bifurcations in ( 1.10) where X = [w” for 
n large, which might arise after spatial discretization of a partial differential equation. In such cases 
the direct determination of purely imaginary eigenvalues of the Jacobian is at best, very expensive, 
and may in fact not be feasible. An alternative strategy is to locate high-order singular points from 
which paths of Hopf bifurcations might emanate [ 181. The DSF point defined here is precisely such 
a point, as is shown by the experimental and numerical work in [ 131. 
In Section 5 we give an analysis of a pseudo-spectral discretisation of a form of the Brusselator 
equations and use it to compute a DSF point in these equations. In addition, we compute a path of 
Hopf bifurcations which emanate from the DSF point, and which terminates at a Takens-Bogdanov 
point in this example (see [ 18,211). 
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2. Normal form equations 
The approach of this paper is to derive information directly from extended systems of equations. 
However, it is useful to work out the normal form equations relating to the double singular point in 
order to interpret some of the non-degeneracy conditions which arise. 
A Lyapunov Schmidt reduction at a DSF point gives the (truncated) bifurcation equations 
AX2 + BY2 + (i”X + V/>sn + ($C + E)Sc! = 0, (2.la) 
(cX+p61~+K&X)Y=o. (2.lb) 
where X is the coefficient of @, Y is the coefficient of 4:,“, 6J = 3, - Jo and 6a = a - ~~~ The 
coefficients in these equations are given by 
A = $i4W:4:, 
B = ~~:~~~:~I1~ 
c = it493&C 
5 = i+4WXQ + .GX)> 
Y = &WX% + f,X)> 
Y = &%o> 
s = +sOf,O, 
P = $zX&Gi + f,%Q 
K = iiW3iGX + f,X39 
where u;., 0, EX, are the unique solutions of the equations 
f,“Q. + J;” = 0, 
fxOYa + f,” = 0. 
In later sections, we express many nondegeneracy conditions in terms of these quantities. 
The symmetric solutions of these equations when 6a = 0 are found from Eqs. (2.1) and are given 
by 
Y =o, ?=-fx2+O(X3). 
Thus, these solutions have a quadratic turning point at the origin provided that 
4 # 0. (2.2) 
A single bifurcation equation can be derived to describe the bifurcation which also occurs at the 
origin by solving Eq. (2.la) for /z in terms of X and Y2 and substituting into the Eq. (2.lb) giving 
-/?BY3 + Ctp7Y = 0. 
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Note that in this equation, the variable X plays the role of the bifurcation parameter. Thus, bifurcation 
occurs provided that 
Q # 0. (2.3) 
The normal form equations which are derived from the bifurcation equations (2.1) are given by [5] 
&,X2 + &?;Y2 + &gL = 0, 
&4(X - 0)Y = 0, 
where 
~1 = sgn (A), ~2 = w @I, 
E3 = sgn (vl), &4 = sgn (C). 
It can also be shown that 
85 := sgn $0) = sgn 
24&P - q> + C(YV - EC) 
2AqC >. 
(2.4) 
The interpretation of this condition is that if s5 # 0, then a change in the parameter a in the problem 
results in a corresponding change in the unfolding parameter g in the normal form and so the double 
singular point will be unfolded by changing a. Note that the nondegeneracy conditions (2.2) and 
(2.3) must hold for s5 to be well-defined. 
3. Analysis of some symmetric solutions 
In this section we prove some results about certain paths of singular points and imaginary Hopf 
points which satisfy x E&, which we call symmetric solutions (even though only the x component 
is symmetric). Specifically, we shall review some results for one- and two-parameter problems and 
recall some nondegeneracy conditions. Many of these results are well known. In Sections 3.2 and 
3.3 some nondegeneracy conditions are given geometric interpretations and these conditions will 
re-appear in Section 4. 
First consider the one-parameter problem f(x, A) = 0, and the extended systems F,,(y) = 0 and 
F,,(y) = 0 given by (1.7) and (1.8) (with IX assumed fixed). Under the nondegeneracy 
conditions 
(a) II#O, (b) A # 0, (3.1) 
where q and A are coefficients in the bifurcation equations (2.1), then it is known [12] that (&)y 
is an isomorphism on X, xX, x R and the solution yo = (x0, @, ;lo) is called a quadratic fold point 
(cf. (2.2)). Similarly, under the nondegeneracy conditions 
(a) 1?#0, (b) CfO, (3.2) 
then it is known [23] that (F& is an isomorphism on X, xX, x R (cf. (2.3)). If now we consider 
f(x,,$a) = 0 and 1 e c( vary near the DSF point, the Implicit Function Theorem ensures that there t 
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exists a path of quadratic fold points in X, x X, x R and a path of Z2-symmetry breaking pitch- 
fork bifurcation points in X, xX, x R. These paths may be parameterised by a, and we obtain a 
solution structure as given in Fig. 1. Along the fold curve (x(a), &(a), L(a)) we may consider the 
system 
A(y, a) = (.L(x(a), l(a), a)b - GJ, Lb - 1) = 0, (3.3) 
v=(b,c,)EX, x ‘R A:& x lR2+X, x R, 
which clearly has the solution (yO, ao) = (& 0, ao). Using (1.4) and (1.6) it can be shown that 
A,(yo, ao) is an isomorphism on X, x R and the Implicit Function Theorem ensures a smooth path 
of solutions (y(a), c() =( b(a), ~~(a), a) of (3.3) along the fold curve. Furthermore, if we denote dy/da 
by j, etc., we obtain from Aij + A: = 0 the result that 
&(ao) = &WXao) + f,%ao) + GM,” (3.4) 
which we make use of later. Similarly, along the curve of S-points, (x(a), &(a), n(a)) say, we obtain 
by similar reasoning that 
&(ao) = &“(Lo,~(ao) + “Q&o) + L9@. 
To compute a DSF point, given suitable starting 
NY) = (f,.L& G& - 1, .M!> l& - 1) = 0, 
(3.5) 
values, one could solve the system 
D:Y+Y. (3.6) 
y=(X,~s,~,~a,a)EY:=X,xX,x[WxX,x[W. 
Clearly, y. := (x0, @, Ao, &, cco) satisfies D(yo) = 0 and we then have the following result. 
Theorem 1. (a) Assume (1.4), (1.6) and (3.1). Then 
4(ao)#O 
if and only if D,(yo) is an isomorphism on Y. 
(b) Assume (1.4), (1.6) and (3.2). Then 
4(ao) # 0 
if and only if D,(yo) is an isomorphism on Y. 
(c) Q-(1.4), (1.6), (3.1) and (3.2) hold then 
4(ao)#O * ~S(~O)#O. 
Proof. The linearisation of the system (3.6) is given by 
(3.7) 
A0 B” 
DJYo) = co Do 9 
[ 1 
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0 XX 
0 0 0 
Now conditions (3.1) ensure that A0 is invertible on X, x X, x R and so D.t(yo) is invertible if and 
only if Do - C”*(Ao)-‘B” is invertible [4, Lemma 3.11. The (1,2) component of -C”*(Ao)-‘B” is 
(f,“,X + f,,“i)@, where the dot indicates derivatives with respect to 01 along the path of fold points, 
and all the other entries are zero. Thus, the invertibility condition reduces to 
ti:<f,“,i + f,$ + .&!M,” # 0. 
The result then follows from (3.4). The proof of (b) is similar, and (c) follows immediately from 
(a) and (b). 0 
3.1. Symmetric imaginary Hopf points 
Within the setting of this section it is straightforward to prove the fairly obvious result that, 
near the DSF point, there is a path of imaginary Hopf bifurcations with x EX,. This is proved by 
considering the following system: 
I(4 0) = (f, La + f3a,l,a- 1,&b-cob,@-- l), (3.8) 
Clearly, z. = (x0, @, Ao, +,“, CI~), or) = 0 satisfies (3.8) and IZ(zo, 0) = DY( yo) in the proof of Theorem 1. 
The Implicit Function Theorem then provides the following result. 
Theorem 2. Assume the conditions of Theorem l(a). Then there exists a smooth path of imaginary 
Hopf bifurcations with x E X, passing through the DSF point. The path may be parameterised by 
co where fu are the eigenvalues of fx along the path. 
A schematic diagram illustrating one possible type of behaviour is given in Fig. 2. 
Remark 3. System (3.8) is close to, but crucially different from, a commonly used system for Hopf 
bifurcations and paths of Hopf bifurcations where the second and fourth equations are replaced by 
f,a+ob=O andf,b- oa = 0, respectively, and possibly different normalisations for a and b are 
used [7, 9, 181. 
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Fig. 2. If at point A fx has smallest symmetric and antisymmetric eigenvalues of the same sign then there exists a point 
I between F and S at which fX has real eigenvalues of the form fo and hence we have an imaginary Hopf bifurcation. 
As x varies a path of such points (denoted . . .) is described. 
3.2. Alternative formulation of nondegeneracy conditions 
In this subsection we reformulate the nondegeneracy conditions C&(Q) # 0 and &(cQ) # 0 which 
occur in Theorem 1, for later use in Section 4. To do this, we need explicit expressions for derivatives 
with respect to CL 
Along the fold curve (n(a), &(a), 1(a)) the derivatives (Xr, &, &) with respect to c( are found 
from the equations 
fxoxf + &jj.O + fEO = 0, (3.9) 
f,:&Qr + f,“& + &&#J,” + f,“,@ = 0, (3.10) 
l& = 0. (3.11) 
From (3.9), we immediately obtain 
(3.12) 
and then 
Xf = S$,” + &v, + u,. 
Substituting for & and & in (3.10) then gives 
(3.13) 
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Substituting Xr and & into (3.4) then gives 
f%(ao> = C(d - Iv> + 247q - $9 
24 
(3.14) 
Similarly, along the path of S-points, it can be shown that the derivatives (Xs, &,/is) are given by 
is = -:, xs = 84, + isv, + vu. 
r 
Note.that Xs does not include a term involving 4: since attention is restricted to X,. Substituting Xs 
and & into (3.5) then gives 
ti (ao) = 244’ - KY) + C(YY - ~5) 
s 
rlC 
(3.15) 
Clearly, Cd-, = -2Ada and the result of Theorem l(c) is verified. 
Note also that 
w-6&0)/C) = w(&WlCW) = ~5. 
Thus, assuming the nondegeneracy conditions (2.2) and (2.3), then &,(a~) # 0 and &(ao) # 0 provided 
that the DSF point is unfolded by a change in the parameter a. 
Remark 4. Note that if = & and so the paths of fold points and S-points are tangent at a DSF 
point in the (A, cc)-plane (see Figs. 4 and 5). 
3.3. Eigenvalues of fn(x, 1, cto) 
We now consider some eigenvalue crossing conditions for eigenvalues of fx(x, II,ao)lx, near the 
point (x0, lo, ao) with a view to explaining some algebraic conditions which arise later in Section 4. 
Let z denote a parameter used to describe the symmetric solutions of f(x, 1, ao) = 0 near the fold 
point (x0, Ao, cco), i.e. f@(z), n(z), cco) = 0 ( see Fig. 3(b)). Consider the eigenvalue problem 
KY, r) = (_/Xx(r), n(r), ao)b - ~b, M - 1 ), (3.16) 
Y=(b,a,)EX, x R P:X, x [w* -+x, x R. 
Clearly, Y = (h, O), z = 0 satisfies (3.16). Under (1.4) and (1.6), Py(yo, 0) is an isomorphism on 
X, x R, and the Implicit Function Theorem proves that (b, 0,) = (b(z), ~~(7)) where ~~(7) denotes 
the smallest antisymmetric eigenvalue of fx near the DSF point. Differentiation with respect to r and 
using (1.7) gives 
2(O) = -c. (3.17) 
Similarly if o, denotes the smallest symmetric eigenvalue of fx(x(r), n(r), ao) near the DSF point 
then 
$0) = -2A. (3.18) 
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Thus, we have 
A#0 @ d$(O)#O, (3.19) 
C#O H %(O)#O, (3.20) 
which gives geometrical meaning to nondegeneracy conditions like C# 0 which we meet in Section 4. 
Finally, we quote from Werner [20]. At the DSF point (i.e., when p = p,,), the symmetric branch 
of solutions can be represented as 
x(z) = XIJ + z& + O(T2), A(z) = A0 - $2 + O(z3) 
while the bifurcating nonsymmetric solutions are given by 
x”(T) =x0 + ?4,” + 0(?2), n”(f) = 20 - !?2 + O(F). 
These solutions are illustrated in Fig. 3(b) for one particular case. 
Lemma 5. If A, B, y # 0, then near the DSF point the solution curves of f (x, I., a,,) = 0, denoted 
(x(z), n(z)) and (x”(S), I(?)), open to the same (opposite) direction if and only if 
AB>O (<O). (3.21) 
4. Analysis of the system for Hopf bifurcations 
In this section we present our main result about the existence (or nonexistence) of a path of Hopf 
bifurcations emanating from a DSF point on the nonsymmetric solutions. The system we use in the 
analysis was introduced in Section 1 but for convenience we state it again. 
ff(Y, a> = (f, CL2 + m)i, K Li - 1) = 0, (4.1) 
y=(x,[,L,/L), Y=X2xR2, H:YxR+Y. 
It is easy to verify that 
Yo := (x0, & 10, O), x = a0 
provides a solution of (4.1) with the normalisations eliminating yo = (x0, @, Lo, 0), a = a0 as a pos- 
sible solution. In this section we use the theory of the algebraic bifurcation equations (ABEs) in 
[4, 81 to show the existence of a smooth nonsymmetric path of solutions of (4.1) passing through 
(~0, ao), assuming various nondegeneracy conditions hold. In addition, we derive an algebraic test 
to determine whether or not the path of solutions of (4.1) is a path of Hopf or imaginary Hopf 
bifurcations. In Section 4.1 we relate this test to statements about the eigenvalues of fx(x(r),~(r),ao) 
and the behaviour of the bifurcating path of asymmetric solutions. Note that the analysis of (4.1) is 
carried out with x E X and not x E X, as in Section 3. 
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First we need to determine the dimension of the null space of H,(yO) and to determine the left 
and right null vectors. 
Lemma 6. Assume (1.4), (1.6) and (2.la). Then 
(a) 
Null(Hi) = span{ @r, CD,} 
where 
@l = (&, wa, 0, o>, @2 = ~~~&,W 
(4.2) 
(4.3) 
and w, and w, are the solutions of the equations 
fx’w, + f,!)$,“$,” - 2Bqf = 0, 4~s = 0, w, E& (4.4) 
f,Owa + j$&$: - C@ = 0, la% = 0, W, EX,. (4.5) 
(b) 
Range(HJ) = {YE Y, Y,y = 0, Y2y = 0}, (4.6) 
where 
u: = <ti:, o,o, 01, ul, = (0, kO, O,O). (4.7) 
Proof. Note that here and later we make frequent use of (1.3). The linearisation H_ := H,(yo, a~) 
has the form 
f,” 0 “Go 0 
HO= L”L%,” (LO)’ L”Lx 6,” 
Y 
0 6 0 0 
0 1, 0 0 
and we consider the equation 
H;8=0, 8=(0,,8,,0,,8,)~X~ x II%‘. 
From the first equation it is easily shown that 03 = 0 and that 81 = ~14, + ~~24~ for some al, a2 E [w. 
The second equation gives 04 = 0 and 
a,~;&& + ~2fxOx~:& + Loo2 = M,” + 826 
for some 6,) a2 E IF!. Premultiplication by k” and @ leads to 
b2 = 2Ba2, 6, = Ca,, 
whence we obtain e2 = a,w, + CX~W, as defined in the statement of the lemma. The quoted results 
then follow. 0 
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Next we note from the forms of Yi and YZ in (4.7) that 
H,” = (LO, 2f,“f,o,&, 0,O) E R(H,o) 
and if we introduce @T, @z defined by 
@? = (~s,O,O,O), @; = (LO,O,O), 
where I, and I, are as defined in (1.6), then Qi*@j = 61, and there exists a unique solution to the 
problem 
Hy”@o + H,o = 0, @;@o=o 
(cf. [4, Section 21). In fact, it is readily shown that 
(4.8) 
and & satisfies 
.L”& + (L% + MY + “CM,” - (K + 6C - GVYM: = 0, la& = 0, 42 EX. (4.9) 
The value of 6 in 4, is determined from the normalisation condition Z,$, = 0. 
Following the treatment in [4, 81 we set up the algebraic bifurcation equations (ABEs), which 
are obtained by seeking necessary conditions for the existence of a smooth arc (y(r), a(z)) of 
solutions to H(y(r), a(t)) = 0 with (y(O), a(0)) = (x0, &,“, Lo, ao). By differentiating once we obtain 
(d.Yldr)(O) = 5i@!:, where the repeated index denotes summation from 0 to 2. A normalisation on 
C=(to,iJ1,<2) d an a second differentiation of H(y(r)), a(r)) = 0 gives 
i 
8 {H,0,(tj@j)2 + 2H,O,(tj@j)i>tO +ff,O,5;} 
L?(t)= %(y9,(tj@j12 + 2H,0,(tj@jX0 +H,0,5i} (4.10) 
C$ - 1 
which are the ABEs for (4.1) at the DSF point. 
Lemma 7. With co = (O,O, l), 
(a) QG”) = 0, 
(b) ]Qc(<‘)] = 32AB&(ao) where &(cco) is given in (3.14). 
Proof. (a) It is readily shown that Yiez@2@2 = $i,“f,“,&‘@ =O, and that Y2H,0,&@ = - Y2HA@2@2 
(using &s = &) and h ence equals zero. Putting co = (0, 0,l) proves (a). 
(b) We first note that 
I 2% {H,o,%@o + H,o,%} 2y/1HY$‘,@2 
* 
Q~G”)= W{$$'2@0 + H;!@2} 2%H,o,@,@52 * , 
0 0 2 I 
(4.11) 
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where the stars denote nonzero entries, and so only the upper 2 x 2 block needs to be found. 
We merely quote the following results, which are found after tedious manipulation: 
Y2H;@, Q2 = 2B(2A + C). 
The (2,l) entry in the matrix (4.11) simplifies using (4.9) and then we obtain 
IQp(T”)I = 8 
6C + K - Ep/rj C 
2B(J(2A + C) - a(5 + B)/y + y + IC) 2B(U + C) ’ 
= lWC(d - YV) + 247q - &/3>] 
> 
rl 
= 32ABda(ao) 
as claimed. Note that this determinant is independent of 6 which is related to the normalisation 
involving @;“. Thus, the choice of normalisation is not important. Cl 
We now come to the main theoretical result. 
Theorem 8. Assume that (1.4) and (1.6) hold and that A, B, &(ao) # 0. 
(a) There exists a solution path (y(t), cc(t)) of (4.1) such that (y(O), a(O)) = (~0, ao) and (yt(0), 
a,(O)) = (Q2, 0), where the subscript t denotes dtflerentiation with respect to t. 
(b) Along this solution path 
P(O) = 0, Pt(O> = 0, ,ucltt(0) = -4BC. 
(c) Assume in addition that C#O. Then near the DSF point, 
(4.12) 
BC<O + Hopf btfurcations in (3.1) (4.13) 
and 
BC>O + (asymmetric) imaginary Hopf btfurcations in (3.1). (4.14) 
Proof. (a) By the assumptions and Lemma 7, co is an isolated solution of the ABEs. Theorem 4.4 
of Decker and Keller [4] provides the result. 
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(b) ~(0) = 0 since y(O) = y. = (x0, &, lo, 0). Also ~~(0) = 0 since @ has fourth component equal 
to zero. To find the expression for ~~~(0) differentiate 
KW)? A(t), a(t)) + AtYli(t> = 0 
twice, evaluate at t = 0, and premultiply by #’ to obtain 
2&X~~)2& + L%“%l + /do> = 0. 
Now f,! = WWf,W), W, W%=O = f,“,& and so 
a4°Lx4f,“[L”,4:4: + Lows1 + PO) = 0. 
Using the definition of w, in (3.4) gives the stated result. 
(c) From the Taylor expansion of p(t) near to t = 0 we have p(t) = -4BCt2 + O(t3), and so 
BC < 0 (> 0) implies that p(t) > 0 (< 0), and hence the solutions of (4.1) correspond to Hopf (imag- 
inary Hopf) points. 0 
Remark 9. The cone convergence Theorems 3.17 and 3.22 of [8] can now be applied, which ensure 
that the Chord or Newton methods applied to (4.1) with starting values (y(O) + tQ2, a(O)) will con- 
verge to solutions of (4.1) for small enough t. This information is important in practical applications 
where good starting guesses are essential for efficient algorithms. 
4.1. Geometric conditions to ensure Hopf btfurcations 
The coefficients B and C which determine the existence of Hopf bifurcations by Theorem 6 are 
not easy to calculate and require the calculation of the DSF point. Thus, in this subsection we relate 
the algebraic conditions in (4.13) and (4.14) to the geometry of the solutions of f(x, 1, cco) = 0 and 
to the eigenvalues of fX(x, 1, ao). To do this we combine results (3.17) and (3.18) to show that 
sgn(BC) = sgn(AB)sgn (%(0)$(O)) 
and this expression combined with the result of Lemma 5 provides our finai result. 
Theorem 10. Assume that (1.4) and (1.6) hold and that n, A, B, C+(Q) # 0. Then near the DSF 
point, the solutions of (4.1) correspond to Hopf bifurcations if and only tf the smallest symmetric 
and antisymmetric eigenvalues of f (x, L,ao) = 0 have the same (opposite) sign and the solution 
curves of f (x, A, ao) = 0 open to the opposite (same) direction. 
Remark 11. It is important to note that it is not necessary to know the eigenvalues of fX to apply 
this Theorem. For example, if it is known that the steady-state solutions are as in Fig. 3 and that 
the steady solution at point A in Fig. 3(a) is linearly stable, then both symmetric and antisymmetric 
eigenvalues of fX at A are negative (and hence of the same sign). Continuity will now give that 
the same result holds for fX(x,;l, cco). One can immediately deduce from Theorem 10 that Hopf 
bifurcations will emanate from the DSF point. In fact, one can check this result against the schematic 
diagrams in Figs. 3(a)-(c). One can now derive the signs of the eigenvalues of fX(x,Iz,clo) at the 
point B on the asymmetric path in Figs. 3(a) and (c). In Fig. 3(a) both the corresponding eigenvalues 
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Fig. 3. Schematic diagrams to show slices of Fig. 1 for three values of LX. In each case the fold opening to the right 
represents the solutions of f (n, 1, a) = 0 with x E X,. The points A and B relate to the discussion in Remark 11, Section 
4.1. 3(b) relates to the theory in Section 3.3. 
Fig. 4. A schematic diagram to show the path of Hopf bifurcation points (. .) on the asymmetric solution surface. In 
parameter space the paths of S-points, fold points and Hopf bifurcation points are drawn and the shaded area represents 
the region of stable steady symmetric solutions. 
will be negative but in Fig. 3(c) these eigenvalues are both positive. Generically this ensures the 
existence of a Hopf bifurcation, as stated in Theorem 10. A schematic view of the path of Hopf 
points emanating from a DSF point of the form shown in Fig. 3 is given in Fig. 4 where we see the 
path of Hopf points and its projection onto parameter space. Numerical results from the example in 
the next section to illustrate this point are given in Fig. 5. 
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0.28 
0.26 
0.24 
DB 
0.22 
0.20 
0.18 L I I 
0.100 0.102 0.104 0.106 0.108 0.110 
DA 
Fig. 5. Numerical results for the Brusselator equations showing a double singular fold point (DSF), a Takens-Bogdanov 
point (TB) and a quartic point (Q). The different paths are denoted by ~ path of fold points on symmetric solutions, 
----- path of S-points, - - - - - path of fold points on non-symmetric solutions, . . . . . . . . . . . . path of Hopf bifurcations. 
5. Numerical results 
The theory of the preceding sections is now illustrated by numerical results for the one-dimensional 
Brusselator equations which model a chemical reaction-diffusion system. This model can be used to 
explain the formation of spatial structures in living systems [ 141. The equations are 
A, = DAA” - A, (5.1) 
B, = DBB” - B, (5.2) 
X,=D,X”-(B+l)X+X*Y+A, (5.3) 
Y,=DyY”-X*Y +BX (5.4) 
where A, := dA/dt and A’ : = dA/d x with x the spatial variable. The boundary conditions are given by 
A=A,, B=Bo at x=O,L, 
X’= Y'=O at x=O,L. 
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In these equations, A, B, X and Y are concentrations with associated diffusion coefficients DA, L&, 
Dx and Dr respectively while L is the length of the reactor. This system exhibits many bifurcation 
phenomena and provides a good example to test numerical schemes; see, e.g., [15, 191. 
The Brusselator equations have a Z2-reflectional symmetry. We define 
and it is easily verified that the equations commute with this symmetry operator. In this case, 
symmetric solutions are reflection invariant about the midpoint x = :L. 
The Brusselator equations are solved using a pseudo-spectral method. As Eqs. (5.1) and (5.2) are 
linear, they can be solved analytically, thus halving the size of the system to be solved numerically. 
We discuss only Eq. (5.1) since similar methods apply to Eq. (5.2). We first define 
A”(x) = A(x) - AO. 
Substituting for A in (5.1) and dropping the tildes gives the modified equation 
A, = DAA” - (A + Ao) (5.5) 
with boundary conditions 
A=0 at x=O,L. 
The solution of this equation can be represented as the Fourier sine series 
A(x, t) = e ak(t) sin(xkx/L) (5.6) 
k=l 
which ensures that the boundary conditions are automatically satisfied. Substituting the representation 
(5.6) into Eq. (5.5) and using a Galerkin method leads to the following equation for the coefficients: 
ak-ak+$[(-l)k-11, k=1,2,... (5.7) 
We are interested in steady-state and time-periodic solutions of the Brusselator equations. However, 
there are clearly no time-periodic solutions of the coefficient equations (5.7) and so we consider 
only steady-state solutions of (5.5). Solutions with reflectional symmetry have &k = 0 and, since 
Eq. (5.5) is linear, the solutions are always symmetric. Solving the steady state form of (5.7) then 
gives the nonzero coefficients as 
-4A,, 
a2k-1 = (2k - 1)7c[D,((2k - l)r~/L)~ + I]’ k = 1’2’.” 
(5-S) 
Writing the solution of the steady form of (5.5) as a sine series is equivalent to looking for odd 
periodic solutions of period 2L of the equation 
i 
DAA” -A = sgn(x)& 
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Since the right-hand side of this equation is discontinuous, the solution will be in C’[O,L] and so 
it is expected that the coefficients decay like l/k3 [6]. This is indeed the case, as can be seen from 
the explicit solution (5.8). Thus, due to the nonzero boundary conditions for A, the coefficients 
do not have the fast rate of decay of the coefficients associated with smooth solutions. However, 
only a relatively small number of terms is required to obtain reasonable accuracy and the numerical 
procedure used here is certainly far more efficient than solving the large system given by Eqs. 
(5.1)-(5.4) for the four functions A, B, X and Y. 
Once the functions A and B have been found, they can be substituted into the modified form of 
Eqs. (5.3) and (5.4) given by 
X,=DxX”-(B+B,,+1)X+X2Y+A+Ao, (5.9) 
y,=DyY”-X2Y +(B+B,,)X, (5.10) 
where the tildes have again been dropped on the A and B functions. Due to the Neumann boundary 
conditions on X and Y, these equations can be solved by approximating X and Y by the finite 
Fourier cosine series 
X(x, t) = $?o(t) + i: C/Jt) cos(rckx,l), 
k=l 
Y(X, t) = id&) + 2 dk(f) cos(Kk+). 
k=l 
In this case, symmetric solutions have cZk-i = d2k_l = 0. Using the equally spaced collocation points 
iL 
xi=-, 
N 
i=O,l,..., N, 
we have that 
X=Mc, Y=Md 
where c and d are vectors of Fourier coefficients, 
xj =x(xi, t), K = Y(&, t>, 
and M is the matrix which relates the function values and the Fourier coefficients. Evaluating the 
steady form of Eqs. (5.9) and (5.10) at the collocation points gives the approximate system of 
equations which are solved numerically for the vectors X and Y of function values. The contribution 
from the second derivative term in (5.9) is simply 
where D=diag(i2), and similarly for Eq. (5.10). 
Symmetric solutions can be found by allowing only the even coefficients of X and Y to be nonzero 
and then collocating only on the interval [0, ;L]. 
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2.6 - 
25* 
6.1040 0.1050 0.1060 0.1070 0.1080 0.1090 
D* 
Fig. 6. Solutions of the Brusselator equations at &$ = 0.25. The S-point and two Hopf bifurcation points are marked. The 
different branches are denoted by - - - - - branch of symmetric solutions, ~ branch of non-symmetric solutions, 
. . . . . branch of time periodic solutions. 
Numerical results were obtained by identifying DA and Ds with ;1 and a in the theory of Sections 
1-4, and taking Dx = 0.0016, DY = 0.008, A0 = 2, B0 = 4 and L = 0.45. The results obtained for these 
parameter values are shown in Fig. 5. A DSF point is found at the point DA = 0.1040, Ds = 0.2230. 
Note that the path of Hopf points terminates at a Takens-Bogdanov point (denoted TB) on a 
path of turning points (see [ 18, 211 for the theory relating to such points). The path of turning 
points originates from a quartic point, denoted Q. The bifurcation diagram of X( 1) against DA for 
DB = 0.25 (i.e. close to the critical value) is shown in Fig. 6. The symmetric solution is stable on the 
upper branch and since the solutions coming from the fold point and the bifurcation point open in 
opposite directions, this implies, by Theorem 10, that there will be a path of Hopf bifurcation points 
emanating from the DSF point on the nonsymmetric solutions. Two Hopf bifurcations on conjugate 
solutions are shown in Fig. 6 and it is found that the bifurcating branches of time-periodic solutions 
terminate in a homoclinic orbit when they intersect another nonsymmetric solution. It can be seen 
from Fig. 5 that the path of Hopf bifurcation points which arises from the DSF point, terminates 
at a Takens-Bogdanov point on a path of fold points on the nonsymmetric solutions. This path of 
nonsymmetric fold points itself terminates at a quartic point on the path of bifurcation points, so 
that the bifurcations change from subcritical to supercritical at that point. Since all these points are 
close by, it suggests that there may be a higher-order singularity nearby which could be found by 
varying a third parameter. Note also that the fold path and the bifurcation path are tangent at the 
DSF point as anticipated (see Remark 4). 
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