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Abstract
The hybridization between microwave and optical technologies – microwave photon-
ics – is an emerging field with high potential. Benefitting from the best of both
worlds, microwave photonics has many use cases and is just at the beginning of its
success story. The availability of a higher degree of integration and new technologies
such as silicon photonics paves the way for new concepts, new components and new
applications.
In this work, first, the necessary basic building blocks – optical source, electro-
optical conversion, transmission medium and opto-electrical conversion – are intro-
duced. With the help of specific application examples ranging from chip level to
system level, the electro-optical co-design process for microwave photonic systems
is illustrated. Finally, future directions such as the support of electrical carriers in
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The invention of the semiconductor laser1 was the nucleus for optical communication
systems to replace their electrical counterparts. The use of light as carrier has some
major advantages over traditional electrical systems. In optical domain, there is nearly
unlimited bandwidth available. One major application is the transmission of enormous
amounts of data over long distance with low loss. Additionally, the optical signal can
be modified and transformed (e.g. generating electrical carriers, filtering and sensing).
However, information processing and memory are still realized in electrical domain.
Wireless RF signals are advantageous in lots of applications. That means, efficient
electro-optical and opto-electrical conversion is needed when used together with opti-
cal transmission. Achieving the best system performance requires a careful balance of
electrical and optical parts. This is not possible without a proficient co-design of op-
tical and RF building blocks, the field of microwave photonics. This work contributes
to the growing interest in that kind of systems. From chip-level with distances in the
micrometer range over board-level applications (centimeter) to access systems span-
ning over kilometers, microwave photonic solutions can be found benefitting from the
heritage in data center and backbone communication systems.
Long-haul systems are operated in the second (at 1.3 µm wavelength) and third
optical window at a wavelength of about 1.5 µm. Single-mode silica fibers ensure
maximum performance. Linear (chromatic dispersion, polarization mode dispersion
and attenuation) as well as nonlinear effects impair the transmitted signal. In the
second optical window, the chromatic dispersion has its minimum for standard single-
mode fiber while the third optical window is located at the attenuation minimum. Not
only is mode dispersion avoided by the single-mode operation but also devices based
on mode coupling such as gratings can be conveniently used. Among other applica-
tions, this enables sharp filters for dense wavelength division multiplexing (DWDM).
Data centers set completely different demands: Transmission distances stay well
below 10 km but connectivity is crucial. Requirements for signal distortions are
relaxed so that multi-mode fibers can be used. Connector technology can be more
cost-effective and simpler due to lower needs for mechanical precision because of
the bigger fiber diameters. Data center systems usually work in the first optical
window at 850 nm wavelength. They are designed in an economical way with a
lower accumulated data rate per fiber. That’s because of working with lower line
rates and less spectrally efficient modulation formats. Moreover, only a small number
of WDM channels are used.
Expanding into smaller and smaller transmission distances, optical systems face
multiple constraints when serving for chip-to-chip and on-chip applications. While
1an acronym for “light amplification by stimulated emission of radiation”
1
1 Introduction
the board-to-board communication and on-board systems have been influenced by
the data center based paradigm (multi-mode waveguides and low spectral efficiency),
the chip-level feature sizes impose single-mode waveguides. Silicon as omnipresent
material can be used as waveguide material for wavelengths larger than 1 µm. How-
ever, in the silicon photonics scenario, the light source is one of the major challenges.
Silicon is an indirect bandgap material. That makes it a big challenge to build an
efficient silicon based laser. Hence, mostly external III-V lasers are used nowadays.
In order to include lasing functionality to silicon based chip technology, multiple ap-
proaches are followed to integrate III-V technology to silicon substrates for wafer-level
manufacturing. Thick buffers grown between Si and InGaAs help to adjust the lattice
mismatch and decrease the number of crystalline defects. A costly alternative is the
direct wafer bonding.
The use of optical waveguides such as fibers limits the optical systems to static
or quasi-static applications. Linking them with wireless technology overcomes this
drawback and allows reconfigurable and portable solutions. Mobile connectivity is the
main cause for growth rates in terms of bandwidth and number of devices. However,
only the last meters from the base station to the mobile unit are transmitted over
the air. The rest of the network is realized largely in optical domain in order to
meet the challenging performance demands. Microwave photonic technologies such
as carrier generation, electro-optical conversion and signal processing using photonics
can be used to simplify the network design. Moreover, for shorter distances (e.g.
for board-to-board communication), wireless approaches like beam steering / beam
switching can be applied to adaptively distribute a data stream to many different
locations. This kind of large-scale integration between optical and radio techniques
is only possible with microwave photonics.
In this work, important aspects of microwave photonic systems are studied in show-
case scenarios. First, the required building blocks are briefly introduced in chapter 2.
The implications of applying the well-known parts liker lasers, modulation, typical
transmission media and opto-electrical conversion in the context of microwave pho-
tonics are discussed. Following, the broad field where microwave photonic systems
can be deployed is illustrated with the help of examples for chip-level, board level
and system level operation in chapter 3. These examples cover ultra-short trans-
mission distances from a few hundred micrometers (through silicon vias) to tens of
kilometers (Radio-over-Fiber systems). At the same time, the different options of
using the optical medium just for transmission (chip-level intraconnects), to connect
photonics seamlessly with wireless technology (fiber-to-the-antenna), to introduce
photonic RF generation (with Talbot effect and in the Radio-over-Fiber system) or
to attach an electrical read-out to optical sensors in order to enhance the fields of
application are presented. Finally, the outlook in chapter 4 describes how to push
microwave photonics to higher frequencies in the THz region and to smaller scales in
nanophotonics.
2
2 Basics of microwave photonic systems
All microwave photonic systems have one basic structure in common. Input and
output to microwave photonic systems are electrical signals – all data sources, com-
puting units, memories and most of the routers as well as many sensors are realized
in electronics. However, the electrical signal has to be converted to optical domain
(i.e. electro-optically modulated) in order to use photonics. So, first, a light source
serving as carrier for the payload signal is needed. The core part of the microwave
photonic system is the transmission or modification of this optical signal before it
gets transformed back to electrical domain. In the following sections, the physical
basics of these parts and their influence on the system behavior are discussed.
2.1 Light source
Microwave photonics systems require reliable light sources that can be efficiently
coupled into optical waveguides. Fiber lasers are one option but are only employed in
some niche functions, e.g. comb generation, due to their comparably complex setup
and susceptibility to environmental conditions like temperature drifts and vibrations.
They are not targeted in the subsequent elaboration. Semiconductor based devices are
more stable, cheaper and mass-market compatible. Most of the microwave photonic
applications imply high frequencies supporting large data rates. That’s why light
emitting diodes (LEDs) will not be focused here as well. Generally, they can be used
just the same way as laser diodes tolerating their worse performance due to their
broader spectral width.
Consequently, the dominating light source for optical communication is the semi-
conductor laser. Lasers consist of an active medium which provides gain and a
resonator that enables the coherent light amplification. Especially for short active
regions, the gain is comparably small and the optical cavity provides feedback that
boosts the amplification. The gain medium receives its power electrically or optically.
The lasers can be classified based on their cavity type, material and geometry.
Figure 2.1 shows the general setup of typical semiconductor lasers. On the left
side, an edge-emitting laser with a Fabry-Perot resonator formed by two mirrors is
shown. Its output mirror is partially reflecting. On the right side, a surface-emitting
laser with distributed Bragg reflectors (DBR) is depicted. It is commonly refered to
as vertical-cavity surface-emitting laser (VCSEL). The distributed reflection leads to
an effective length of the cavity that is smaller than the geometrical length of the
structure.
The general principle of both lasers is the same: The light travels within the cavity
(characterized by its length L, attenuation α and propagation constant β) between
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Figure 2.1: General setup of semiconductor lasers: Edge-emitting (left) and
surface-emitting (right).
the mirror elements (with reflectivities r1 and r2) and is amplified (by gain factor
g) due to the externally provided driving current. Considering the electrical field of
the light (described by the amplitude A and the laser emission frequency ω = 2πf)
within the cavity at one end at a given time t
E(0, t) = Aejωt (2.1)
and taking into account the electrical field after one round-trip in the cavity
E(2L, t) = Ar1r2e
2L(g−α)ej(ωt−2βL) (2.2)
leads to the two lasing conditions: First, the gain of the cavity has to be higher than
the loss of the light within the cavity
r1r2e
2L(g−α) ≥ 1 . (2.3)








has to be realized. Additionally, an integer number of cycles must fit into the cavity
forming the modes
e−j2βL = 1 , (2.5)








λ = 1 . (2.7)
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The frequency-dependency of the gain g(λ) superimposes with the modes created
by the aforementioned phase condition and leads a dominant mode and weaker side-
modes.
One key property of lasers is the side-mode suppression ratio (SMSR) which is
defined as the quotient between the dominating mode and the strongest side-mode.
The wavelength of the dominant mode may change with time when environmental
conditions vary e.g. due to the temperature dependency of the material and of the
cavity. This behavior is known as mode-hopping. Side-modes and mode-hopping are
unwanted especially for WDM systems. Introducing a Bragg reflector into the cavity
efficiently suppresses the side-modes (SMSR>20 dB).
This kind of lasers is known as distributed feedback lasers (DFB) and is quite pop-
ular for optical communication because of comparably narrow linewidth (< 10 MHz),
high power (up to hundreds of mW), single-mode operation and low cost. Its struc-
ture is quite similar to the DBR laser shown in Figure 2.1 on the right side where the
reflector is outside the cavity. Lasers with external cavity (ECL) are more expensive
but provide kilohertz linewidths and wide tunability. These sources can be interesting
in WDM scenarios and for optical heterodyning because of the superior phase noise
behavior.
Figure 2.2: Direct (left) vs. indirect bandgap (right).
Often, III-V materials (e.g. GaAs – gallium arsenide, InP – indium phosphide
and others such as InGaAs, GaP, AlGaAs, ...) are used to realize the lasers. The
main advantage of these semiconductors is their direct bandgap. That means, no
additional phonon (wave vector) is needed to excite the electrons from valence band
to conduction band (and vice versa) (see Figure 2.2, left side). Hence, an efficient light
generation and absorption is ensured. However, integrating lasers and drivers (which
are often realized in silicon processes) is very compelling. Therefore, silicon lasers
have been in focus of research for many years. Being an indirect bandgap material
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(Figure 2.2, right side) makes it extremely hard to use silicon, though. Approaches
are growing germanium on silicon (Ge-on-Si laser) to take advantage of the mismatch
of the lattice constants of both materials to create a pseudo-direct bandgap [81, 83].
Another option is to integrate III-V semiconductors with silicon wafers, e.g. growing
III-V semiconductors on top of a silicon waveguide on a silicon-on-insulator (SOI)
wafer [78]. This integration is still not state-of-the-art. Direct wafer bonding at the
wafer scale can be carried out with thick relaxed buffers [34]. It is also possible on die
scale [144] but not suitable for large scale production. Alternatively, InGaAs can be
grown into high aspect ratio trenches [92]. This confines the defects in the bottom of
the trench. Additional actions have to be taken to prevent the defects to propagate
along the trench. This cost-efficient approach is less flexible and adds some extra
optical absorption.
Figure 2.3: Energy diagram for absorption, spontaneous emission and stimulated
emission.
The dynamic behavior of a laser can be explained with the optical transition pro-
cesses taking place in the gain medium: absorption, spontaneous emission and stimu-
lated emission (Figure 2.3). The energy of an absorbed photon excites an electron in
the gain medium material from ground state with low energy E1 to an excited state
with higher energy E2. The counterpart of this process is the spontaneous emission:
When dropping back from an excited state to the ground state, an electron releases
its energy in form of a photon. The energy difference and therefore the frequency f
of the photon has to be bigger or equal than the bandgap Eg of the material
E2 − E1 = hf ≥ Eg , (2.8)
where h is the Planck constant. When electrical pumping creates a situation where
much more electrons are in the excited state than in the ground state (population
inversion), the third process – stimulated emission – occurs. An incoming photon
triggers excited electrons to fall back to ground state and at the same time release
photons that are identical in frequency and phase with the incoming photon. This
process leads to coherent light which is characteristic for a laser.
6
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Every laser has a lasing threshold – the laser current where sufficient electrons in
the gain medium are in the excited state so that stimulated emission dominates. This
current and the laser diode voltage determine the minimum power consumed by the
laser. Therefore, low threshold currents and voltages are appreciated for the sake of
energy efficiency (see section 3.1.3).
The rate equation model describes the dynamic interaction between excited elec-
trons and photons using differential equations. For the general understanding aimed
at in this chapter, the detailed mathematical description available in literature [162] is
not needed. However, two quantities are linked with each other: electron density and
photon density. The electron desity is increased by the driving current that excites
electrons and is lowered by the spontaneous decay and stimulated emission of elec-
trons. Finally, the photons generated by these processes increase the photon density.
The photons which are coupled out or absorbed decrease it.
Consequently, switching on the driving current builds up a carrier density. When
a population inversion is created and lasing starts (i.e. stimulated emission domi-
nates over spontaneous emission), the photon density increases. Often, an overshoot
can be observed when the output light increases too much and the electron density
drops. Quickly, a steady state with an equilibrium between carrier generation and
light emission is reached. Manipulating the laser current affects the optical output
power which can be used for (direct) data modulation discussed in the next section.
However, variations of the output power also slightly change the laser frequency. This
effect known as chirp is classified into adiabatic and transient chirp. While adiabatic
chirp makes the center wavelength of the laser follow the envelope of the output
signal, transient chirp happens during the fast transitions typical for digital signals.
This phase change is seen to be more harmful to the signal integrity because it leads




where Am(t) is the amplitude modulated data. [38, 49, 79, 151]









a chirp factor c may be introduced describing the parasitic phase modulation caused















Moreover, carrier density changes lead to random fluctuations in optical power (ΔP ).
This noise is typically characterized in relation to the nominal optical output power
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RIN has a frequency-dependent spectral density that changes with the bias of the
laser diode. Increasing the bias current usually lowers the RIN and shifts its peak
to higher frequencies. It is worth mentioning that for higher bias currents also the
modulation bandwidth is increased.
In conclusion, lasers have to be operated respecting some physical limits. In order
to provide population inversion required for stimulated emission, lasers cannot work in
thermal equilibrium. An external power source has to be applied (so-called pumping).
For semiconductor lasers, a forward-biased p-n junction is used. Theory shows that
the required population inversion has to be realized with at least a three-level atomic
system (with a two-level system, at maximum the same number of electrons in excited
and ground state can be achieved). The band structure in semiconductors is described
with a conduction band and a valence band with corresponding Fermi levels. Outside
thermal equilibrium, these Fermi levels do not coincide and their separation must
exceed the bandgap for population inversion.
2.2 Electro-optical conversion
To transport and process microwave signals in optical domain, they have to be mod-
ulated on an optical carrier (i.e. converted from electrical domain to optical domain).
By altering the properties of the optical carrier (discussed in the previous chapter),
the electrical signal is imprinted in optical domain. Generally, amplitude, phase and
polarization of the carrier may be changed.
However, the state of polarization changes during transmission over standard single-
mode fiber (see next chapter). A polarization beam splitter and two photodiodes are
needed to detect the state of polarization by accessing two orthogonal states of
polarization. Moreover, polarization crosstalk leads to changes in the power ratio
between the orthogonal states of polarization. Hence, modulating the RF signal on
the carrier using the polarization is impractical. That’s why only few polarization
modulators exist. Polarization is mainly used for multiplexing signals enhancing the
available data rate.
Photodiodes can not restore the optical phase of a signal. As a consequence,
sophisticated optical heterodyne receivers are needed for phase modulated signals.
For digital signals modulated with special dual-parallel Mach-Zehnder modulators in
optical baseband (i.e. without RF carrier), this scheme is used because advanced
modulation formats (e.g. QPSK) are supported. Anyway, an optical hybrid and a
local oscillator laser as well as at least two photodiodes and electronic post-processing
are needed to restore the electrical signal at the receiver. For that reason this approach
is way too complex for typical microwave photonic systems.
So, amplitude modulation is realized most conveniently for a broad variety of appli-
cations. At the modulation stage, different options are available and will be reviewed
in the following paragraphs: direct modulation and external modulation.
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One important performance parameter for an amplitude modulated signal is its
extinction: the ratio between the optical power for maximum transmission Popt,max





For external modulators, the insertion loss, i.e. the dissipated power in the case of





It is desirable to drive external modulators and directly modulated lasers with as
small as possible RF amplitudes. This relaxes the demands on the electronic driver
amplifier and increases the overall energy efficiency of the system. Device dependent
parameters such as slope efficiency (for direct modulation), swing voltage (optical ring
modulators, electro-absorption modulators) or half-wave voltage Vπ (Mach-Zehnder
modulator) exist to characterize that feature. Moreover, parasitic phase modulation
(chirp) may not only occur for direct modulation as mentioned in section 2.1 but also
for external modulators.
At the receiver where the optical signal is converted back to electrical domain, a
photodiode is sufficient for amplitude modulated signals. The opto-electrical conver-
sion part of microwave photonic systems will be discussed in detail in chapter 2.4.
2.2.1 Direct modulation
Direct modulation is a simple and cost-effective concept that allows high integration
and minimizes the number of elements in the system. Figure 2.4 shows the basic
principle. The semiconductor laser is operated with a DC bias current I0. The
electrical RF signal iRF is added. Adjusting the bias I0 and amplitude of iRF has
a huge influence on the system performance: The resulting laser current I0 + iRF
should stay above its threshold Ith in order to prevent the source to stop and restart
lasing which leads to inacceptable signal impairments. On the other hand, a resulting
laser current above the maximum current rating Imax of the laser diode will destroy
the light source. Higher amplitudes of iRF will increase the extinction ratio re which
leads to a better SNR at the receiver. However, the nonlinear distortions of the RF
signal increase as well due to the nonlinear characteristic of the laser diode.
The modulation bandwidth of directly modulated semiconductor lasers is funda-
mentally limited [111]. Electrical parasitics like oxide and diffusion capacitance can
be tackled. However, the cavity damping rate increases linearily with the laser power
while the resonant frequency is proportional to the square root of the power. Hence,
there is a bias power where this relaxation resonance is critically damped, i.e. the
modulation bandwidth is limited by that mechanism. Using sophisticated techniques
such as injection locking, the bandwidth may be increased beyond this limit [59, 150].
The number of photons in the cavity is increased without increasing the bias power,
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that’s why the aforementioned correlation between bias power and resonance fre-
quency is broken. Anyway, this requires a second laser and leads to a rather complex
setup.
Figure 2.4: direct modulation of laser current
2.2.2 External modulation
External modulation is an option that has several advantages: One laser may be shared
among different modulators. Serving as source for different parallel data streams may
improve the energy efficiency especially for short distances where low optical powers
are sufficient. One laser per data stream (as in direct modulation) may provide
higher optical powers than needed due to the laser threshold and decrease the energy
efficiency (see section 3.1.3).
Common modulator types are Mach-Zehner interferometer or ring interferometer
based. In both models, the driving electrical signal changes the refractive index of the
optical waveguide inside the modulator neff by Δn over the interaction length L. This
causes a phase shift Φ that influences the transfer function of the modulator. The
driving voltage Vπ that causes a phase shift of Φ = π is one key feature. Designing
modulators with a small Vπ lowers the requirements for the electronic driving circuits
and can improve the energy efficiency (see section 3.1.3). The insertion loss as ratio
of input power Pin and output power Pout






tells about the power dissipated in the modulator and should be as low as possible.
The polarization dependency of the electro-optical effect, e.g. in LiNbO3 crystals and
the optical waveguides inside the modulator render the insertion loss IL polarization
dependent. Hence, a polarization adjustment is needed for efficient operation. The
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Figure 2.5: Structure of Mach-Zehnder modulator (left) and ring modulator
(right).
output amplitude of the electrical field of a Mach-Zehnder modulator is composed of
the two arms that can be seen in Figure 2.5 (left)
Eout
Ein












is the phase shift over the interaction length L of arm one because of the signal de-
pendent refractive index modulation Δn at the operating wavelength λ. The resulting









The transfer function between the output and the input electrical fields of the ring






with the attenuation constant α, the complex coupling coefficient κ between ring and
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α2 + |κ|2 − 2α|κ| cos(Φ0 +Φ)
1 + α2|κ|2 − 2α|κ| cos(Φ0 +Φ) . (2.22)
Changing the attenuation α and the coupling coefficient κ, the slope and the extinc-
tion of the transfer function can be tuned.
a) b)
Figure 2.6: Power transfer functions of a) Mach-Zehnder modulator b) ring mod-
ulator (α = 0.85, |κ| = 0.9) depending on the optical phase difference
Φ caused by the modulating electrical signal.
Figure 2.6 shows transfer functions of an ideal Mach-Zehnder modulator and a
ring modulator. The values α = 0.85 and |κ| = 0.9 for the ring modulator are
taken from the realization in [15]. It is worth mentioning that a hypothetical lossless
ring-modulator would have a constant normalized power transfer function of “1”
with discontinuities at phase differences Φ of multiples of 2π. It can be seen in
Figure 2.6 that a smaller phase change Φ is sufficient for ring modulators for amplitude
modulation. However, the nonlinear distortions introduced by the modulator are lower
for the MZM, especially when operated with low modulation indices. This can be
valuable especially for OFDM modulated RF signals and other modulation schemes
that are vulnerable to nonlinearities.
Modulators integrate well in a silicon photonics scenario ([15] and many more). Ad-
vanced modulation formats with higher spectral efficiency are available with certain
external modulators (e.g. dual parallel Mach-Zehnder modulator, DPMZM) [156].
However, the insertion loss and additional complexity of the system are a disadvan-
tage. Not only polarization considerations but also additional required bias voltages,
temperature drift issues, modulator driver needs (to name some) have to be con-
sidered. Thus, there are many applications where direct modulation is still the best
choice.
An interesting compromise between external and direct modulation are electro-
absorption modulators (EAM) that can be co-integrated with the laser [26, 80].
Electro-absorption modulators change the amount of light being absorbed with the
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applied electric field (i.e. RF driving voltage). In conventional bulk semiconductors,
the Franz-Keldysh effect is used. More advanced quantum well modulator structures
take advantage of the Quantum-confined Stark effect. Advantages of EAMs include
low driving voltage, zero-bias operation, low chirp and high available bandwidth. The
EAM has a lower polarization dependency compared to Mach-Zehnder modulators.
The co-integration with the laser further relaxes this issue.
2.3 Transmission medium
Optical transmission can be in free space or within a guiding medium. The propaga-
tion speed is defined by the refractive index n = c0
cmedium
, where c0 is the speed of
light in vacuum and cmedium is the speed of light in the medium. Waveguides consist
of a core and a cladding with different refractive indices. The refractive index of the
cladding is smaller than the one of the core permitting total internal reflection. There-
fore, an effective refractive index neff (with neff in the range between the refractive
index of the core and the cladding material) can be introduced for signals propagating
in the waveguides. The effective refractive index accounts for the fact that portions
of the field are propagating not only in the core but also in the cladding. As this
mode field distribution is wavelength dependent, also neff varies with wavelength.
The refractive index is a function of frequency ω and power P . The frequency
dependency leads to (linear) dispersive effects while the power dependency causes
nonlinearities. Being much smaller than the linear frequency dependent contributions,
the nonlinear refractive index n′(ω) is modeled conveniently in a scalar approach
n′(ω) = n(ω) + n2P . (2.23)





which besides the material also takes into account the effective area Aeff of the
waveguide (i.e. the waveguide geometry). Thus, the nonlinear parameter is a good
measure for the nonlinearity e.g. caused by fibers. The light can be seen as electro-






depends on the refractive index of the medium n (neff for waveguides) at the wave-
length of operation λ. The envelope of the electromagnetic wave (i.e. the informa-









can be determined from the frequency behavior of the refractive index n(ω).
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For a lot of applications, taking into account only the linear effects described in the
first part of this chapter is sufficient to represent the transmission behavior. However,
with higher powers and more channels, nonlinear effects have to be modeled as well.
2.3.1 Linear effects
Different linear effects should be regarded for optical transmission. First, the signal is
attenuated. In the linear case with no power dependency, this can be described simply
by lowering the signal amplitude by the cumulative loss before reception. Second, the
signal can be distorted due to different propagation velocities – the so-called dispersive
effects. Modal dispersion, chromatic dispersion and polarization mode dispersion can
be distinguished.
When the optical waveguide supports more than one mode, modal dispersion is
the dominating linear effect. The different spatial field distributions of the differ-
ent modes lead to specific effective indices neff for each mode. Different effective
propagation velocities of the modes in the medium can be observed. The power of
the incident signal is distributed over the different modes that transport the signal
over the waveguide. Due to the different propagation velocities, at the output of
the waveguide, the input signal is spread over time. That results in pulse broadening
leading to inter-symbol interference which limits the maximum data rate for a given
transmission length. One way to lower modal dispersion is a careful design of the
waveguide (e.g. graded-index fibers) that adjusts the propagation constants as shown
in Figure 2.7.
Figure 2.7: Modal dispersion for a) step-index fiber, b) graded-index fiber.
Often, the modal dispersion is avoided by using waveguides that support only one
mode. In that case, other dispersive effects become prominent – chromatic dispersion
and polarization mode dispersion. Chromatic dispersion, as illustrated in Figure 2.8,
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incorporates two frequency-dependent effects: The refractive index of the waveguide
(i.e. material dispersion) as well as the power distribution (waveguide dispersion)
of the mode field distribution change with frequency. Near the cut-off frequency,
the field reaches far into the cladding which has a lower refractive index than the
core of the waveguide. With increasing frequency, the field is concentrated more
and more in the core resulting in a higher effective refractive index and therefore a
lower propagation velocity. While it is difficult to alter the material properties, the
waveguide design can be used to engineer specific dispersive behavior. For fibers, this
is used to provide dispersion compensating fibers with inverse dispersion compared to
standard fibers in order to compensate the chromatic dispersion in a link.
Figure 2.8: a) mechanism of waveguide dispersion: mode field distributions for
high and low frequencies, b) chromatic dispersion with waveguide dis-
persion and material dispersion contributions.
The signal (carrier frequency ω0) propagating on the optical waveguide (mode field
F (x, y) and propagation constant β0) in z-direction is given with its electrical field
E(z, t) = A(z, t)F (x, y)e−j(β0z−ω0t) (2.27)








This equation can be solved by inserting the electrical field (2.27). However, when the
bandwidth of the modulated signal A(z, t) is much smaller than the carrier frequency,
the following simplifications can be applied
d2A(z, t)
dz2
 −2jβ0 dA(z, t)
dz






 ω20A(z, t) (2.30)
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A(z, t) . (2.31)
This means, only the envelope of the field A(z, t) is analyzed over distance in the






is applied to the Fourier-transform of (2.31). A further simplified frequency-domain




+ (β(ω)− β0)A(z, ω) . (2.33)
Developing the propagation constant β(ω) into a Taylor series (ω′ = ω − ω0)






ω′2 + · · · (2.34)
helps separating the group delay β1 =
dβ(ω′)
dω′ from dispersion β2 =
d2β(ω′)
2dω′2 and higher
order dispersion (β3, . . .) impact. Neglecting higher order dispersion and working in a
















are often used for theoretical derivations be-
cause in differential equations, they maintain their nature. This way, equation (2.35)
can be solved analytically and a simple dependency of the pulse width from the
transmission length can be determined








It is worth mentioning that for other pulse shapes (e.g. the widely used raised co-
sine), equation (2.35) has to be solved numerically. The pulse broadening is critical
because inter-symbol interference lowers the link perfomance. Accordingly, for a pulse
broadening to
√




The dispersion length may serve as simple rule-of-thumb to determine the ap-
proximate distance where chromatic dispersion becomes critical. As mentioned in
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However, chirped signals can be used for pulse compression at short lengths when
cβ2 < 1. The minimum pulse length can be observed at





Single-mode waveguides may actually have two polarization modes. Ideally, due to
the waveguide symmetry, these modes have the same propagation constants. Practi-
cally, small changes – e.g. a small ellipticity of a fiber core – lead to different propaga-
tion constants for different polarizations (polarization mode dispersion PMD). In order
to include polarization dependent effects, the calculation of the pulse propagation has
to be performed independently for orthogonal polarizations with different propagation
constants. Between the polarization with the smallest velocity (slow axis) and the
one with the highest propagation speed (fast axis), the differential group delay
DGD = |τfast − τslow| ≈ |neff,fast − neff,slow| L
c0
(2.40)
is defined as the difference between the propagation times τfast and τslow. Normalizing





Higher order PMD [64] is the derivative of the differential group delay with frequency
and will not be taken into account here.
2.3.2 Nonlinear effects
Nonlinearity in optical waveguides can be categorized in stimulated scattering effects
and optical Kerr effect based phenomena. The stimulated scattering occurs only
above a threshold power. Therefore, it can be easily avoided. Stimulated Raman
scattering (SRS) and stimulated Brillouin scattering (SBS) may also be used for
optical amplification. Although there ares some applications in microwave photonics
for SRS [60, 141] and SBS [84, 124, 163], it will not be dealt with these effects here.
From the optical Kerr effects, self phase modulation (SPM) and cross phase mod-
ulation (XPM) are the most important ones for microwave photonics systems due
to the strong carriers involved. Four wave mixing (FWM) produces additional tones
that lower the efficiency but can be filtered out in typical scenarios.
To describe the nonlinear effects with the nonlinear parameter model introduced
in equation (2.24), the differential equation (2.35) has to be extended by a nonlinear
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term. Because of the power dependent refractive index, it is important to also include











+ γ|A(z, t′)|2A(z, t) . (2.42)
Introducing an effective length Leff that produces the same nonlinearity as the original









helps to simplify the calculations. For Gaussian pulses, a nonlinear length can be





where the pulse width is broadened by the factor of
√
2 due to its peak power P0.
Using the nonlinear length and the dispersion length, the appropriate model for the
waveguide with length L can be chosen:
• L  LD and L  LNL: neglect both effects (transparent waveguide),
• LNL 	 LD: neglect nonlinearities (linear dispersive waveguide),
• LD 	 LNL: neglect dispersion (nonlinear waveguide),
• LD ≈ LNL: analyze interaction between nonlinearities and dispersion.
Depending on the case, equation (2.42) can be simplified by neglecting linear or
nonlinear terms. An example where all terms are needed to describe the interaction
between nonlinearities and chromatic dispersion is soliton propagation. However, this
effect is usually not applied to microwave photonic applications.
Nonlinear effects essential for microwave photonics are self-phase modulation and
cross-phase modulation. The power-induced change of the refractive index of the
fiber (see equation (2.23)) leads to a nonlinear phase shift ΦNL = −γLeffP0 that
modulates the phase of the signal’s envelope
A(Leff , t
′) = A(0, t′)ejΦNL . (2.45)
It is worth mentioning that this phase shift can also be interpreted as chirp. XPM ex-
tends the concept in a way that all available WDM channels (1 . . . k . . .M) contribute









where the SPM contribution ΦNL,k = −γLeffPk is already included.
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2.4 Opto-electrical conversion
Photodiodes are used to convert optical signals to electrical domain. The inner
photoelectric effect within a p-n junction of a diode is used to generate an electron
(more specifically, an electron-hole pair) from incident photons with higher energy
than the bandgap between the ground level and the excited level of the material’s
electrons. The material of the semiconductor determines the wavelength range where
the photodiode may operate (as for the laser sources in chapter 2.1). Silicon, for
example, can be used up to wavelengths of around 1 µm while Germanium diodes





expresses the probability that one incident photon generates an electron. It can be










(number of photons with power hf per time). Summarizing, optical power (pho-
ton energy per time) causes an electrical current (electrons per time). Accordingly,
the photodiode is a square-law device where the photocurrent is proportional to the








is more common to compare photodiodes. It directly yields the photocurrent Ip
produced per unit of the incident optical power Popt. The responsivity depends on
the device design and can be modeled by taking into account facet reflection r,
contact absorption e−αcD, intrinsic absorption e−αd and the different energy of one
photon at different wavelengths






This means, the responsivity increases with wavelength (because the same optical
power is transported by more photons).
The responsivity can be increased by changing the diode design to “pin”, i.e. adding
an “intrinsic” region between p and n in order to increase the depletion region width
which improves the absorption of the incident light and therefore the quantum effi-
ciency, see Figure 2.10 a). Figure 2.9 shows the ideal (i.e. 100% quantum efficiency
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Figure 2.9: Ideal responsivity (black line) and exemplary photodiodes in different
semiconductor material systems.
and no loss) wavelength-dependent responsivity and the peak responsivity of exem-
plary photodiodes realized in silicon, germanium and indium-gallium arsenide (which
are the typical materials for photodiodes used in optical communication).
For RoF applications, a fast response (high RF bandwidth) is important. Reverse
biasing increases the electric field in the depletion region. This improves the sensi-
tivity as well as the frequency response by lowering the diode capacity: The electric
field moves the electrons and holes to the ”p” and ”n” side before they recombine.
However, with increasing reverse bias voltage, also the so-called “dark current” Id
(a.k.a. reverse bias leakage current) increases. This photocurrent is created by ran-
domly generated electrons and holes in the depletion region that are swept by the
electrical field. It is one of the noise sources in the photodiode.
Avalance photodiodes (APDs) are more sensitive than pin diodes. Between the
“n” and the “i” region of a pin diode, an additional “p” zone is introduced. Conse-
quently, a higher internal electrical field exists in this avalanche region as shown in
Figure 2.10 b). The generated carriers are strongly accelerated. Bound electrons are
freed after collisions with the accelerated electrons because of their high kinetic en-
ergy. These freed electrons are also accelerated unbinding more electrons. So, just a
few photons cause an electron avalanche giving the name for this photodiode. APDs
require high bias voltages (tens to more than hundred volts). Bias voltage or tem-
perature fluctuations change the gain of the avalanche photodiode transfering noise
from the high voltage supply to the APD output signal. The APD gain also amplifies
the shot noise typical for all photodiodes as discussed in the next paragraph. That’s
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Figure 2.10: a) pin photodiode and b) avalanche photodiode structure and inter-
nal electrical field.
why APDs are noisier than other photodiodes. Moreover, the required stabilization
of the high voltage supply and the more complicated structure make the avalanche
photodiodes more expensive than usual pin diodes. Hence, APDs are only used for
extremely weak signals where a high gain is needed.
For all photodiode types, electronic shot noise is caused by the photocurrent Ip




= 2qIpB . (2.52)
Thermal noise induced by random fluctuations of the charge carriers in a resistance
occurs even when no voltage is applied to this resistance. It depends on the Boltzmann








In APDs, the avalanche multiplication is a random process. McIntyre [89] developed
a model to describe the excess noise μ of APDs, today often expressed in the form of





(1− k) ≈ 2 + kM , (2.54)
where M is the multiplication factor (avalanche gain) and k ≤ 1 is the ratio of the
propabilities of hole and electron ionization. Although k can be derived from the
carrier ionization coefficients and the distribution of the electrical field in the APD
structure, it often has to be measured by fitting the measured excess noise factor
and gain to McIntyre’s formula. That’s why many manufacturers prefer to provide
an empirical equation with the characteristic of the photodiode 0.1 < x < 1
μ = M2+x . (2.55)
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The dark current in the avalanche photodiode Id has contributions from the unmul-
tiplied surface component Id,s and the multiplied bulk component Id,m
Id = Id,s + μId,m (2.56)
adding shot noise 〈
i2dark
〉
= 2qIdB . (2.57)
Shot noise (and dark current as well as APD excess noise which are modifications of
shot noise) has a Poisson distribution that can be approximated (for large numbers)
as a Gaussian distribution. Thermal noise is also white and Gaussian.
Figure 2.11: Change of noise statistics due to electro-optical conversion by the
photodiode.
However, for noise originating in optical domain, the noise statistics change due
to the square-law detection. For example, band-limited white noise originating from
amplified spontaneous emission (e.g. in lasers or optical amplifiers) does not remain
white. Beating between noise as well as signal-noise beating occurs, as shown in
Figure 2.11. Moreover, noise in optical domain contributes also to the shot noise
because it generates a photocurrent. Hence, optical noise should be avoided before
the detector in order to ensure high SNR, e.g. by optical filtering.
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In order to underline the broad range of applications for microwave photonics, ex-
amples from different fields are given in this part. Starting from a few microme-
ters transmission range on chip level, where chapter 3.1 deals with the modeling
and measurement of optical through-silicon vias (TSV) as well as energy-efficiency
considerations, the scale is increased to centimeters in the board level chapter 3.2.
Here, integrated photonic antennas as well as RF generation by optical means are
demonstrated. Finally, on the system level (being the classical domain for microwave
photonics), Radio-over-Fiber and Fiber-to-the-Antenna systems along with a scheme
for efficiently enhancing optical sensors with a wireless readout are described in chap-
ter 3.3. Figure 3.1 categorizes the applications that will be discussed in this part
regarding transmission distance and system complexity.
Figure 3.1: Categorization of exemplary applications regarding transmission dis-
tance and system complexity
3.1 Chip level applications
Due to the superior properties of optical waveguides for higher bandwidths, microwave
photonic systems are reaching out to chip level applications. A typical 3D-integrated
system providing a chip-to-chip intraconnect is depicted in Figure 3.2. The electro-
optical conversion unit, the transmission medium (optical TSV [18] and waveguide)
23
3 Applications of microwave photonic systems
and the conversion from optical domain back to electrical domain form an optical
link.
Figure 3.2: Optical 3D-integrated chip-to-chip intraconnect system
It can be seen that electronic RF ICs such as multiplexers (MUX), laser diode
drivers (LDD), trans-impedance amplifiers (TIAs) and many more are needed in the
transceivers. The ICs may be stacked in a 3D structure and vertically connected
by electrical TSVs. Additionally, optical components (e.g. lasers or photodiodes,
coupling elements and waveguides) are used in the chip-to-chip link. The central part
is the interposer where optical through-silicon vias (TSVs) are used together with
optical waveguides to connect different chips.
Section 3.1.1 focuses on the modeling of different types of optical TSVs – the core
component for chip-to-chip connectivity. Realized TSVs have been characterized
in terms of their system performance (section 3.1.2). For chip-level intraconnects,
energy efficiency is one major point which is discussed in chapter 3.1.3.
3.1.1 Optical TSV model
The light transmission through an optical TSV can be classified by the nature of the
wave propagation. A waveguide is formed when the cladding has a lower refractive
index than the core. In that situation, total internal reflection may occur at the
interface between core and cladding. Otherwise, a free-space like behavior can be
noticed. In the most simple case – a hole etched in the interposer made of silicon
[40] – no waveguiding occurs. However, (partial) reflection still takes place at the
interface between air and the bulk silicon from the interposer. Interposers made of
other materials will exhibit a similar behavior.
Non-waveguiding TSV
The exciting optical ray may be modeled as Gaussian beam. This beam shape is
typical for many possible sources including lasers and fibers. Surface-emitting lasers
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Figure 3.3: Propagation model for non-waveguiding TSV
are a likely choice as light source at the end of a TSV because no additional coupling
effort (e.g. grating couplers or mirrors into horizontal waveguides) is needed. These
VCSELs mentioned in chapter 2.1 are usually directly modulated. Their initial beam
width w0 is in the micrometer range. Typically, the first optical window (λ0 =










For typical TSV geometries (the transmission length is tens to hundreds of microm-





can be applied. Usual VCSEL sources emit with a beam angle in the range of Φ0 = 12
◦
[86]. When the beam width w(z) exceeds the TSV diameter, parts of the beam with
the incident angle ϕ1 are reflected back to the core. The rest is transmitted into the








Due to the high contrast between the refractive indices of air and the silicon substrate
(nsub = nSi = 3.66 at 850 nm), most of the optical power is reflected back to the air
core as shown in Figure 3.3. This mechanism should not be mistaken for waveguiding.
However, it lowers the losses drastically and enables an efficient transmission over
short distances. For TSV lengths lTSV of around a few hundred micrometers, only
a few reflections take place. The exact number of reflections can be calculated by
finding the largest angle of a possible reflection that is smaller than the exciting beam
angle
ϕkR ≤ Φ0 , (3.4)
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Figure 3.4: TE and TM reflection factors for silicon-air interface in a TSV
with lTSV = 370µm, dTSV = 48µm excited by a multimode fiber
(AN = 0.2) at λ = 850 nm depending on the incident angle ϕ1
where k ∈ N and the angle of the respective reflection is determined by the geometry









The TE and TM polarized parts of the optical field have different reflection factors
rTE =
nair sinϕ1 − nsub sinϕ2
nair sinϕ1 + nsub sinϕ2
(3.6)
rTM =
nair sinϕ2 − nsub sinϕ1
nair sinϕ2 + nsub sinϕ1
. (3.7)
A smaller incident angle ϕ1 increases the reflection factor as depicted in Figure 3.4






no reflection at the TSV walls takes place. The numerical aperture AN of the source
defines the maximum angle
ϕmax = arcsinAN . (3.9)
For a worst-case loss calculation, mode equilibrium (i.e. a power distribution among
the modes that does not change anymore with length) is assumed. Over the short
distances in TSVs, it is more likely that the power is concentrated at lower angles and
therefore even lower loss can be achieved. However, an integration over the angular
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spectrum of all possible numbers of reflection k provides the total loss in TE and TM







resulting from the dissipation in the substrate. The cylindrical geometry of the TSV





Performing the calculation with values for a typical TSV: length lTSV = 370µm,
diameter dTSV = 48µm and silicon substrate nsub = nSi = 3.66 at 850 nm yields
Ploss = 2.3 dB loss. It is worth mentioning that this loss is independent from data
rate.
Waveguiding TSV
Wavguiding is based on the principle of total internal reflection. That implies the
use of a core material with higher refractive index than the surrounding cladding.
Silicon has a comparably high refractive index (nSi ≈ 3.66 at 850 nm). That’s
why it is difficult to find a proper core material. However, the bulk silicon can be
shielded using a material with lower refractive index – silicon dioxide (nSiO2 ≈ 1.45
at 850 nm) is a good choice here because no extra chemical has to be used during
manufacturing. Now, SU-8 (nSU−8 ≈ 1.56) can be used as core material to form a
waveguide. In waveguiding TSVs, only the loss in the material has to be considered.
Realizations [69] of low-loss (0.36 dB/cm) rib waveguides have been demonstrated
with this material, i.e. loss becomes negligible for short TSVs.
Using numerical simulations, the necessary thickness of the shielding layer prevent-
ing the field from being dragged into the silicon could be determined. Already half of
the wavelength is sufficient to keep the losses low, i.e. no problems in manufacturing
due to the required isolation layer thickness are expected. Figure 3.5 shows such a
waveguiding TSV.
With SU-8 as core material (nc = 1.56) and silicon dioxide as cladding (ncl = 1.45),
the numerical aperture is
AN =
√
n2c − n2cl = 0.575 (3.12)
which allows beam angles of up to 35◦. Typical VCSELs and other lasers have lower
beam angles. Therefore, no additional loss will occur.
The numerical aperture also has an effect on the mode dispersion as described in
section 2.3.1, i.e. the time delay between the power (information) transfered using
the slowest and the fastest mode tg,max − tg,min. Mode equilibrium as worst-case
scenario is assumed (and will most likely never occur within short-distance TSVs).
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Figure 3.5: Model for waveguiding TSV
The modal dispersion leads to pulse broadening (see chapter 2) and can be quantified
for a given length L











For a known pulse shape, i.e. rectangular as worst-case (due to the high number of












tg,max − tg,min . (3.16)
Computing the worst-case channel bandwidth (mode equilibrium and rectangular
pulses) for the discussed waveguide with SU-8 core and silicon dioxide cladding,
1.8 THz are found for 1 mm transmission length. In practical realizations, at least
one magnitude more bandwidth is expected due to less interference because of other
pulse shapes and a more relaxed mode distribution (the sources have a smaller nu-
merical aperture which is not expected to create the full modal spectrum over the
short transmission distance). WDM schemes will further increase the total bandwidth
of the TSV.
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3.1.2 Optical TSV characterization
TSVs with the geometry described before have been produced [67, 99] using an
optimized deep reactive ion etching process (DRIE). Non-waveguiding TSVs with air
in the center as well as waveguiding TSVs with SU-8 as core have been realized.
The TSVs were characterized in a system setup representing a realistic scenario:
VCSELs and photodiodes working at 850 nm wavelength [86] are connected with the
TSV. Having a slightly lower bandwidth than the photodiode, the VCSEL transmitter
is assumed to be the bandwidth bottleneck (20 GHz). In the test scenario, the optical
transmitter and receiver are not directly connected with the TSV. Instead, glass fibers
are used to probe the TSVs using micropositioners which causes some coupling loss.
For the multi-mode OM3 50/125 µm fiber used with a numerical aperture AN = 0.2,
modeling (see equations (3.12), (3.13) and (3.16)) predicts a bandwidth of around
30 GHz for a transmission distance of 0.5 m. That means, the influence of the short
fiber pigtails in terms of modal dispersion is much stronger than the one of the TSVs.
However, it is expected that the MMF fiber pigtails will not degrade the transmission
for the bandwidth used in the experiment. Figure 3.6 depicts the setup. Details of
the coupling between the fibers (which can be aligned with x-y-z stages) and the TSV
inside the silicon interposer are shown in Figure 3.7.
When comparing different link configurations driven by the same transmitter /
receiver pair, the analysis of bit error rate (BER) vs. received optical power (ROP)
is a good measure. The transmitter / receiver performance itself (e.g. modulation
grade etc.) as well as static insertion loss are not taken into account with this method.
Consequently, only the link influence is characterized using this approach which is the
aim here. In future systems that are higher integrated, other transmitters and receivers
would be used. The different optical powers are set by the optical attenuator in the
setup.
The reference is determined by a back-to-back measurement connecting the photo-
diode directly to the laser (without TSV). With the available transmitter and receiver,
a data rate of 18 Gbit/s could be chosen (error floor 10−11). Adding different types
Figure 3.6: Setup for TSV system characterization
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Figure 3.7: Details of the coupling between fibers and TSV
of TSVs, no penalty due to the air-filled or the polymer-filled TSVs can be observed
in Figure 3.8. This indicates that the bandwidth provided by the TSVs is much bigger
than needed for the transmission, as predicted.
Effects from the TSVs which are too small to influence the bit error rate could still
be visible in the eye diagram. However, the waveforms shown in Figure 3.9 do not
exhibit any signs of lowpass or dispersive characteristics.
Apart from the system demonstration, the measurement setup (see Figure 3.6) can
also be used to estimate the loss introduced by the TSVs. Two contributions have to
be distinguished: the loss in the TSV itself and the coupling loss at the interface to
the input and output fibers. For waveguide TSVs, the loss inside the TSV is caused
by the waveguiding material. In the non-waveguiding (air-filled) TSV case, the power
dissipated in the substrate is the main source of the loss. The coupling loss strongly
depends on the ratio between TSV diameter and fiber diameter as well as offset
and angle of the fiber-TSV alignment. Figure 3.10 shows microscopic images of a
non-waveguiding air-filled TSV (left), a waveguiding TSV with SU-8 core and silicon
dioxide cladding (middle) and a waveguiding air-filled TSV with copper cladding
(right) under back illumination which will be discussed in the following paragraphs.
For the measured non-waveguiding TSVs, a comparably small portion of the in-
cident power is expected to be lost in the substrate because of the high refractive
index of silicon. As discussed in the modeling section, higher contrast leads to higher
reflection factors and therefore more power remaining in the TSVs. The loss has
been measured at 650 nm for air-filled TSVs with diameters between 20 and 50 µm.
Before estimating the loss (including attenuation due to the fiber coupling), the setup
has been calibrated by connecting the fiber ends face to face without any TSV in
between. Loss down to 1.3 dB for a TSV link including coupling could be measured.
This is less than the estimated worst case of 2.3 dB implying that the laser power
is concentrated at smaller beam angles which leads to higher reflection factors and
lower overall loss. For other wavelengths (e.g. 850 nm), the situation is similar.
30
3 Applications of microwave photonic systems
Figure 3.8: Bit error rate vs. received optical power (18 Gbit/s NRZ) for back-
to-back measurement, with waveguide TSV (SU-8 polymer core and
silicon dioxide cladding) and with non-waveguiding TSV (air-filled)
Figure 3.9: Eye diagrams for the TSV measurements at 18 Gbit/s: back-to-back
(left), non-waveguiding air-filled TSV (middle), waveguiding TSV
with polymer (SU-8) core and silicon dioxide cladding (right)
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Figure 3.10: Microscope images of back-illuminated non-waveguiding air-filled
TSV (left), waveguiding TSV with SU-8 polymer core and silicon
dioxide cladding (middle) and waveguiding air-filled TSV with cop-
per cladding (right)
The waveguiding TSVs with a SU-8 core and a silicon dioxide cladding cause
attenuations of around 3 dB. The silicon dioxide cladding has been manufactured
with nanometer-scale surface roughness which is one key factor for good waveguiding
behavior. However, analyzing the manufactured TSVs shows that air gaps and bubbles
(see microscopic image in Figure 3.11) within the TSVs may strongly increase the
loss up to 10 dB. The interface between core and cladding is crucial. It is believed
that an improved manufacturing process will reduce the TSV attenuation below the
level of non-waveguiding TSVs.
Table 3.1: TSV overview





















non-waveguiding air (core), Si
(cladding)
1.3 dB most simple TSV
realization
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Figure 3.11: Microscope image of back-illuminated waveguide TSV with defect
due to bubble inside SU-8 polymer core
A second option for waveguiding TSVs is using air-filled structures with metal
(e.g. copper) walls. Metals have refractive indices smaller than 1 (air) in optical
domain. Therefore, a waveguiding mechanism can be observed. Available electrical
TSVs with 15 µm diameter served as samples to demonstrate the mechanism. It
is worth mentioning that these TSVs have not been optimized for use as optical
TSVs (e.g. regarding the copper surface roughness). Single-mode fiber had to be
used to couple the light into the small waveguiding structure. This makes the fiber
alignment difficult due to the resolution of the mechanical positioners available in
the lab. Still, for the short distances of a typical TSV (around 370 µm), relatively
low attenuations of around 3.5 dB could be reached. This is an encouraging result
which may be improved by adapting the manufacturing process to the needs of optical
waveguides (e.g. larger diameters for multi-mode excitation, good surface roughness
and quality for low loss etc.). Even without any optimization, there could be a dual
use of the TSVs for electrical and optical transmission with acceptable performance.
All investigated TSVs are compared in Table 3.1.
3.1.3 Energy efficiency in chip-level intraconnects
One of the most important benchmarks influencing technology choices is energy ef-
ficiency. Microwave photonic systems traditionally have the reputation of providing
high performance at the cost of being power hungry. The background of this verdict
is the need for opto-electrical and electro-optical conversion that adds complexity.
However, with transmission loss being independent from data rate and increasing
only moderately with distance, at a certain length, optical systems will outperform
their electrical counterparts.
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As mentioned before, long-haul and metro networks as well as data centers already
switched to optical communication. In an emerging field – chip-to-chip connectivity
– this picture is not as clear yet. Computation power expands exponentially [145]
because nowadays, billions of transistors can be integrated on a single chip [158]. In
the resulting multi-core CPU era [12], the linear bandwidth growth lags behind the
exponential processing capacity increase.
Nano-photonic solutions [145] can be used to form a photonic cross-bar. Multi-
layer photonic networks-on-chip (NOC) have been realized [164]. Other systems go
for hierarchical approaches [158], hybrid (optical and electrical) concepts [94], on-chip
DWDM [33] or even free-space optical links [29, 30].
All the numerous developments have advantages to pure electrical connectivity:
Significant increase in bandwidth due to DWDM [145], better latency properties (70%
faster than electrical in [164]) and mainly the independence of the achievable data
rate from distance [94]. Further improvement comes from introducing 3D packaging
and chip stacking. Novel designs [10, 77, 115] allowing shorter transmission length
with TSV (see chapters 3.1.1 and 3.1.2) reduce the power consumption, weight, form
factor and cost. At the same time, bandwidth and bandwidth density are increased
[74, 75].
Yet, for the ultra-short distances it is still unclear at what distance optical trans-
mission becomes more energy efficient. A general comparison is very difficult because
of the different use cases and technologies. For a transmission, a transmitter and a
receiver is needed. Apart from the physical link between the data source and the data
sink, also routing elements may exist. These routers receive, buffer and re-transmit
the incoming signal [14]. For one so-called ”hop”, the signal travels across the elec-
trical cross-bar, the buffer within the router as well as the waveguide between the
routers, as shown in Figure 3.12.
Figure 3.12: block diagram of electrical and optical chip-to-chip link
Consequently, a synthetic chip-to-chip link is defined and analyzed. Performance
parameters from known systems will be used to study the consumed energy for a given
data rate. Comparing with an electrical system, a link length where optical systems
outperform electrical systems in terms of energy efficiency can be determined [142].
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A variation of the parameters will be used to point out improvement potential of the
components in order to enable optical systems for ultra-short distances.
Electrical vs. optical interconnects
Typically, electrical interconnects transmit data in baseband. Due to the frequency-
dependent attenuation of electrical waveguides, increasing bandwidth (i.e. data rate)
results in higher attenuation. For transmission in optical domain, the payload data is
modulated on an optical carrier. This carrier frequency is 100s of THz – 350 THz
for the first, 230 THz for the second and 190 THz for the third optical window
– and therefore much higher than the channel bandwidth (< 1THz). Hence, op-
tical interconnects are narrowband systems. The attenuation of these systems is
bandwidth-independent. Moreover, losses in optical domain are much lower than in
electrical domain.
Waveguide losses are characterized with the attenuation constant αwg and increase
with distance d. The power lost in the waveguide Pwg is the difference between the
transmit power PTx and the received power PRx
Pwg = PTx − PRx = PTx(1− e−αwgd) = PRx(eαwgd − 1) . (3.17)
For optical systems, αwg,opt is independent from bandwidth, as explained above. In
contrast, αwg,el(Rdata) for electrical systems increases with bandwidth. Typically, the
link budget is determined by the receiver sensitivity. That’s why the power dissipated
in the link Plink is given with respect to the power at the receiver
Plink = Pwg + PRx = PRxe
αwgd . (3.18)
Changing to logarithmic units, with the waveguide loss in dB
Lwg,dB = 10αwgd log10 e dB (3.19)
the power consumed in the link can be expressed as
Plink,dBm = Lwg,dB + PRx,dBm . (3.20)
If the attenuation of the link is high or the distance is long, the exponential increase
in loss leads to high power dissipation in the waveguide. In these cases, it becomes
more energy efficient to use multiple hops, as realized in electrical systems [130]. For
short hops (or low attenuations), a linear approximation of the loss can be used.
Optical interconnects are typically constructed as single hop [164]. A laser, the
modulation unit, the optical waveguide and the photodetector are its elements. This
means, the loss in the optical waveguide Lwg,opt,dB can be directly used to calculate
the required laser power when the receiver sensitivity PRx,opt,dBm is known. Addi-
tionally, some static (length-independent) loss, e.g. due to coupling or vias is taken
into account.
PTx,opt,dBm = Lstatic,dB + Lwg,opt,dB + PRx,opt,dBm . (3.21)
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The energy efficiency is determined by the electrical power the laser consumes Plaser.
It can be calculated for the required optical transmit power PTx,opt,dBm from the
laser characteristics optical output power vs. laser current and laser current vs.
voltage. If the receiver sensitivity is sufficiently low, the power consumed by the
laser is independent from the transmitted data rate. Therefore, the energy of the
laser consumed per bit decreases with data rate
Elaser = Plaser/Rdata . (3.22)
Typically, this representation of the power consumption normalized with the data
rate uses the unit pJ/bit. Equivalent and more intuitive is the description directly
with power and data rate mW/(Gbit/s). In the energy-per-bit scale, the power
consumption of the driver circuit for the electro-optical modulation increasing with
data rate results in a constant Emod.
Contributions to power consumption
The power consumption of the electrical link that depends on data rate but not
on length is summarized in Estatic. In each hop, the buffer (Ebuffer), the crossbar
(Ecrossbar) as well as the electrical waveguide (Ehop) consume power proportional to
the data rate. As discussed before, the loss in the waveguide additionally scales with
the hop length.
As expressed in equation (3.21), the required laser power is determined by the
waveguide loss. It is independent from data rate but increases with link length and
its attenuation. Furthermore, the power consumed by the modulation unit is data
rate dependent.
Any further processing of the received data (e.g. clock recovery, amplification,
digital processing) is not part of the investigated link. Table 3.2 summarizes the
contributions to the power consumption in electrical and optical interconnects.
System analysis
In order to analyze the power consumption, values have to be assigned to the dif-
ferent contributions. This is a difficult task because technologies are very heteroge-
neous and under constant development. For the electrical interconnect, the values
are taken from [130]. To account for increasing energy efficiency with improved tech-
nologies, the advanced 32 nm technology is chosen: Estatic = 0.35 mW/(Gbit/s),
Ecrossbar = 0.36 mW/(Gbit/s), Ebuffer = 0.12 mW/(Gbit/s) and Ehop =
0.34 mW/(Gbit/s ·mm). The linear length dependency is due to an approximation
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Table 3.2: Contributions to power consumption of electrical and optical chip-to-
chip links
Contribution Unit Comment
Estatic mW/(Gbit/s) data rate dependent, per link
Ecrossbar mW/(Gbit/s) data rate dependent, per hop
Ebuffer mW/(Gbit/s) data rate dependent, per hop
Ehop mW/(Gbit/s ·mm) data rate dependent, length-
dependent (linear approxima-
tion for short distances), per
hop
Elaser mW/(Gbit/s) decreases with data rate due
to static laser power Plaser,
per link
Emod mW/(Gbit/s) data rate dependent, per link
Here, a hop length of lhop = 1.6 mm is used to calculate the power for the electrical
system normalized to its data rate Rdata
Eel = Estatic + nhop(Ecrossbar + Ebuffer) + Elink . (3.24)
For the optical interconnects, the laser and the modulation stage contribute to the
power consumption
Eopt = Elaser + Emod . (3.25)
Equation (3.21) can be used to calculate the optimal optical transmit power of the
laser PTx,opt,dBm. Not all laser drivers support this power-saving adaptive behavior
yet. The characteristics of the optical output power vs. laser current and laser current
vs. voltage needed to compute the electrical power consumption of the laser Plaser
are taken from state-of-the art devices [95, 159].
In equation (3.21), also a static loss is included, mainly because of coupling loss
(e.g. in optical TSVs, between laser and waveguide, waveguide and photodiode etc.).
Lstatic = 2 dB is chosen as a realistic value – for example, a single TSV adds around
0.6 dB [115]. Depending on the waveguide type and technology, 0.1–2 dB/cm [16]
are typical values for attenuation. Here, Lwg,opt,dB = 1 dB is chosen.
Also, the receiver sensitivity PRx,opt,dBm has an impact on the required optical laser
power at the transmitter and, consequently, on its electrical power consumption. In
general, optimal optical receivers are shot-noise limited. However, for short-range
unamplified direct-detection systems, using the thermal noise limit is a more realistic
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generated by the incident optical power Pin with the optical frequency ν can be
calculated with the quantum efficiency η, the charge of the electron q and Planck’s
constant h. The thermal noise with the Boltzmann constant kB , the bandwidth B





Thermal noise is white and Gaussian, therefore a simple equation can be used to















is the responsivity. For error-free (bit error rate BER = 10−12) OOK transmission
with equally distributed ones and zeros, a Q factor Q =
√











Larger data rates demand for higher bandwidths leading to more noise. Therefore,
a high data rate of 100 Gbit/s is used for the numerical study. For operation in
the third optical window (λ0 = 1550 nm) at room temperature (290 K) and leaving
some margin for practical implementation (e.g. non-ideal quantum efficiency leading
to lower responsivity, additional noise, ...), PRx,opt,dBm = −10 dBm is chosen as
receiver sensitivity for the numerical study.
Decreasing the voltage swings for the modulator drivers significantly decreased their
power consumption in the past years. A modulation stage with a differential voltage
swing of 6 V dissipates 34 mW/(Gbit/s) [72]. Being able to modulate with only
4 V lowered the power consumption to Emod = 11 mW/(Gbit/s) [68] which is the
value taken for the numerical analysis.
Numerical study
Although the introduced scheme allows a general evaluation, being able to present
absolute power values helps to give a more practical impression. That’s why in
this section an exemplary system with a data rate of 10 Gbit/s is investigated.
Figure 3.13 shows the consumed power with respect to transmission length. For the
electrical multi-hop system, the contributions of Ecrossbar and Ebuffer at each hop
can be observed in addition to the waveguide loss which is much higher for electrical
interconnects than for optical interconnects. The electrical single-hop system is given
as additional optimistic scenario, knowing that its power consumption is most likely
underestimated by the linear approximation of the waveguide loss.
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Figure 3.13: Power consumption for electrical (single hop and multi-hop with hop
length 1.6 mm) and optical transmission at 10 Gbit/s depending on
transmission length
Looking at longer distances, e.g. 100 mm, the optical interconnects are more
energy-efficient (134 mW) than their electrical counterparts (650 mW / 350 mW).
The power consumption of the optical interconnect is dominated by the laser and
modulation stage (127 mW), the low-loss optical waveguide adds just 7 mW over
100 mm. In contrast, only 8 mW of the electrical interconnect power dissipation do
not depend on transmission length. That’s why it is more energy efficient than the
optical interconnect for short distances below 17 mm (below 31 mm in the optimistic
scenario).
Due to the low loss in optical domain, the laser only contributes around 1 . . . 3 mW
to the 127 mW mentioned above. That’s why receiver sensitivity or optical waveguide
attenuation variations as well as changes in laser efficiency only have a small impact
on the distance where optical and electrical interconnects consume the same amount
of power.
In Figure 3.14, the influence of the transmitted data rate on the distance where
optical interconnects become more energy efficient than electrical interconnects can
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Figure 3.14: Data rate dependent length where optical systems start to consume
less power than electrical systems (single hop, dashed line, and multi-
hop with hop length 1.6 mm, solid line)
be seen. The electrical system as well as the modulation stage of the optical system
are data rate dependent. The laser power is data rate independent. That means,
for lower data rates, the electrical interconnects remain more energy efficient over
longer distances. This distance goes down to a few centimeters with increasing data
rate. Beyond 25 Gbit/s, this distance does not decrease further, because the data
rate dependent power consumption of the modulation stage in optical interconnects
becomes dominant.
That means, for very small distance, electrical interconnects still remain more en-
ergy efficient in the moment. Increasing the energy efficiency of the modulation stage
will enable optical systems that operate more energy efficient even for millimeter dis-
tances.
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Approaches for improvement
As already discussed, the electro-optical modulation part has to be improved in terms
of energy efficiency in order to provide competetive optical systems for short distances.
In order to account for further improving electrical systems, the one-hop electrical
system is used as benchmark. Current modulation stages based on directly modulated
VCSELs dissipate 2 mW/(Gbit/s) [71]. An energy efficiency of 0.5 mW/(Gbit/s)
has been reported for a free-space system at a data rate of 10 Gbit/s [28].
In Figure 3.15, the energy efficiency of the modulation stage is used as a parameter
(Emod = {0.5, 1, 2}mW/(Gbit/s), red lines) for the calculation of the distance where
optical and electrical interconnects consume the same power. The system discussed
before (Emod = 11 mW/(Gbit/s)) is shown as reference in black. It can be seen
that the improvement of the modulation stage allows to cover also small distances
below 1 mm for data rates above 10 Gbit/s.
Figure 3.15: Bitrate-dependent length where optical systems with different energy
efficiency of the electro-optical modulation stage consume less power
than a single hop electrical system
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However, data rates are supposed to increase in the future. Therefore, 50 Gbit/s
are taken for some detailed analysis. For a distance of d = 0.5 mm, a laser power of
Plaser = 3 mW is calculated with the assumed values which can be even lower with
optimized lasers. This implies a required energy efficiency for the modulation stage
of Emod = 0.94 mW/(Gbit/s) in order to be as energy efficient as the electrical
interconnect.
Although an energy efficiency of Emod < 1 mW/(Gbit/s) means to use energy
over 10 times more efficiently than today, this seems a realistic goal, according to
Bergman’s [14] technology forecast. It is clear that it can be only achieved when
power consumption is tackled from different sides at the same time. In such a way,
a self-enhancing effect can be used: For example, lower modulation voltages help to
design low-power driver circuits. The realization of a modulator where voltage swings
below 100 mV are sufficient [39, 131] is a big step towards this goal.
The co-integration of optics and electronics on one chip – silicon photonics –
removes power-hungry interfaces [56, 90]. Also directly modulator lasers such as
VCSELs are an interesting option. Apart from the component improvement, a
paradigm change on the system side should be considered as well. Presently, perfor-
mance still plays the major role in optical links. However, for ultra-short distances,
the requirements can be lowered to achieve higher energy efficiency. For example,
lowering the modulation indices and accepting nonlinear distortions (e.g. due to a
bias point near the laser threshold) can drastically reduce the modulation voltages
and therefore the power dissipation. In that case, the deterioration of the modulation
extinction can be partly compensated by photodetectors with increased sensitivity.
The nonlinear effects can be somewhat canceled by TIAs and laser or modulator
drivers with pre-emphasis. This way, an error-free transmission at high data rates will
still be possible.
As a conclusion, it can be expected that with enhanced technology and increasing
data rates, optical systems are expected to be the energy efficient choice also for
ultra-short distances on chip scale below one millimeter.
3.2 Board level applications
Becoming more efficient for increasing transmission distances, optical schemes on the
board level have existed for a longer time. This use case seamlessly connects to the
chip level considerations from the previous chapter. Thus, typical distances range
from a few centimeters to some meters in HPC and datacenter applications. When
connecting a larger area, a higher level of functionality and more options of linking
wireless, electronic and optical technologies are possible.
Antennas can be integrated on board level, e.g. in printed circuit board (PCB)
technology. This enables low-cost mass production. With increasing frequency, the
level of integration can be boosted due to smaller antenna sizes. Beyond 60 GHz,
on-chip integration becomes an interesting option. However, the loss of electrical
waveguides increases with frequency, too. Thus, switching to optical domain becomes
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an interesting option. The superior features of optical waveguides paved the way for
concepts like Radio-over-Fiber or Fiber-to-the-Antenna (FTTA). The RF hardware
is concentrated in remote central stations and permits building cost-effective remote
antenna sites [48, 138]. Single antennas with an optoelectronic conversion directly
at the feeding point of the radiating structure have been proposed [160] less than
10 years ago.
The increasing frequency also implies higher bandwidths. For phased arrays, true
time delay (TTD) techniques are advantegeous for broadband systems because they
can ensure a main lobe angle that is independent from frequency. Photonic beam
forming networks have been used to implement such TTDs [31, 109]. In contrast to
single element antennas, the arrays remained hybrid systems where electrical waveg-
uides connected the optoelectronic conversion stage with the antenna elements [96].
The best way to overcome the imperfections of electrical waveguides (loss, weight,
electromagnetic interference) is to perform the optoelectronic conversion directly at
the feeding point of the antenna (as for single element antennas). Especially trans-
mitting antenna arrays can be realized with that approach and will be discussed in
section 3.2.1 [106, 108].
Also receiving antennas are needed to build a full-duplex FTTA system as described
in chapter 3.3.2. In this situation, a weak radio signal received by the antenna struc-
ture has to be modulated on an optical carrier. Electro-absorption modulators can
be used [139, 154]. The need for an external laser source attached to the modulator
and the integration with advanced antenna structures (supporting higher bandwidths,
more gain etc.) are huge challenges in this approach. Directly modulated VCSELs
combine the laser source and the data modulation in one unit and have been inte-
grated e.g. with a patch antenna [133]. However, VCSELs are uncommon for the
transmission in the third optical window around 1550 nm over standard singlemode
fiber. In section 3.2.2, the design and the properties of a realized fiber-coupled Rx an-
tenna that comes with its own DFB laser source at 1550 nm and, consequently, can
be seamlessly integrated into existing SMF networks are presented [100]. This paves
the way for advanced broadband antenna structures combined with active electronic
circuits on one board.
Realizing optical functions on board-level, i.e. their integration into PCBs [21] is
an important step towards more sophisticated microwave photonic systems. Not only
waveguides [73] but also more complex components such as couplers or interferome-
ters can be realized. For the coupler [85] it could be shown that for data rates of up
to 2.5 Gbit/s no performance deterioration could be seen (bit error rate of 1 · 10−7).
This implies that the transmission of a wireless signal in the 2.4 GHz ISM band will
be possible without problems. The upper frequency of the transmission involving the
investigated on-board waveguides and coupler is currently limited by the available
components for opto-electrical and electro-optical conversion.
Another important task is the RF generation which can be performed in optical
domain. In chapter 3.2.3, Talbot effect based RF generation is addressed. Using this
technique, the high frequencies that can be generated [102] are only limited by the
opto-electrical conversion. Moreover, phase noise can be mitigated by using narrow
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pulses. However, the broad combs of such sources require an arbitrary dispersive
element for efficiency optimization [103].
3.2.1 Photonic Tx antenna array
A photonic transmit antenna array consists of radiating elements where the opto-
electrical conversion takes place directly at the feeding points of these elements in
order to minimize electrical connections. As a first step, the design of the radiating
elements is explained. For an array, a beam forming network is needed. In this
approach, the network is realized all-optical and will be introduced afterwards. Finally,
the antenna array is characterized. The results are discussed at the end of this chapter.
Antenna design
For broadband antennas that can be manufactured in a PCB process, Vivaldi struc-
tures are a good candidate. In order to keep the demonstrator cost-efficient, the
electronic circuits and optoelectronic components limiting the upper frequency of the
antenna system were chosen to support up to 2.5 GHz. The antenna element should





which is the relation between the bandwidth of the antenna Bantenna and its center
frequency fcenter. Vivaldi antennas are known to be able to cover a wide bandwidth
range. However, to limit the antenna size, the lower frequency was restricted to
around 500 MHz. That means, a relative antenna bandwidth of 133% (2 GHz,
antenna center frequency is 1.5 GHz) was realized. A broadband Vivaldi antenna [50]
operating between 500 MHz and 3 GHz was chosen as basis that will be extended
to an array and matched to the optoelectronic converter. This photoreceiver (PD-
LD PTIN2.5) is equipped with an integrated transimpedance amplifier (TIA) and an
automatic gain control (AGC). The measured transfer function of the photoreceiver is
shown in Figure 3.16. The 3 dB bandwidth is around 1.6 GHz, i.e. below 2.5 GHz.
However, the antenna gain typically increases with frequency so that these effects
can partly compensate and lead to a flat system frequency response when properly
designed (Figure 3.17). It is also worth mentioning that for lower optical input powers,
the roll-off is steeper because of the AGC.
To operate the photoreceiver, a supply voltage of 3.3 V is required. Here, it is
provided by an external power supply connected with an SMA connector to the rear
end of the antenna. When power autonomy is needed, a battery may be used. For
applications with galvanic isolation, power-over-fiber is an interesting option [134].
Feeding the antenna is carried out by placing the output pins of the photoreceiver
at both sides of the antenna. The optimal feeding point was found by simulating
a 2x1 subarray (shown in Figure 3.18 a)) considering the electrical properties of
the photoreceiver. The best matching for the required frequency range has been
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Figure 3.16: Measured transfer function of the photoreceiver PD-LD PTIN2.5
with TIA and AGC for different optical input powers
Figure 3.17: Measured transfer function of a fiber-coupled transmit antenna
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achieved when feeding the antenna near its resonator (see Figure 3.19). Due to the
mechanical dimensions of the photoreceiver, 3 mm was the optimum distance from
the feeding point to the resonator. Combining two 2x1 subarrays leads to the 2x2
array configuration (Figure 3.18 b)) used in the experiments.
λ
Figure 3.18: a) 2x1 antenna subarray fed by photodiodes connected by optical
fiber, b) 2x2 antenna array configuration consisting of two stacked
2x1 subarrays
Optical feeding network
Antenna arrays require a feeding network that distribute the signals to the antenna
elements. The amplitude and phase distribution determines the shape of the pattern
of the phased array antenna [11]. Converting from optical domain to electrical domain
at the feeding point of the antenna elements implies an optical feeding network. Here,
a uniform amplitude distribution is chosen. That means, a good amplitude balance
is one of the requirements of the optical feeding network. The choice of photodiodes
with TIA and AGC helps to fulfill that demand. The TTD for the antenna elements
is implemented by the length difference between the paths from the input to the
antenna.
A realization in fiber technology ensures low loss. That’s why fiber couplers are
used. Typically, 2x2 and 3x3 couplers can be produced. Due to symmetry reasons,
3x3 couplers have a coupling ratio of the outputs in the form of a : b : a with
2a+ b = 1 for power conservation. 2x2 couplers are available with arbitrary coupling
ratios a : b with a+ b = 1. Cascading both types, any number of antenna elements
can be supported.
As stated in the previous section, a 2x2 antenna array will be realized. Figure 3.20
shows the structure of the optical feeding network for this four-element array. Its first
part splits the signal using three cascaded 2x2 couplers produced in-house. For equal
amplitude distribution, the coupling ratios have to be a = b = 0.5 (3 dB couplers).
The required length differences are produced by fiber patch cable sets spliced to the
respective lengths. The steering angle Φ of the antenna array is connected with the
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Figure 3.19: Matching of the Vivaldi 2x1 subarray depending on the feeding point
distance to the resonator
The antenna element spacing d is 100 mm (λ
2
for the center frequency of 1.5 GHz)
in the realized array. The geometrical length of the fiber ΔL is scaled by its group
refractive index N ≈ 1.5.
In theory, the insertion loss (IL) on each output port of the feeding structure is
6 dB. However, the input and output connectors, the couplers and the splices add
more attenuation as summarized in Table 3.3.
Table 3.3: Attenuation of elements of the feeding structure
Element typ. loss / dB number of ele-
ments in path
total loss / dB
splitting 6 1 6
connector 0.3 2 0.6
2x2 coupler 0.25 2 0.5
splice 0.2 3 0.6
total 7.7
The splitting section of the optical feeding structure has been characterized con-
cerning loss using an optical loss test set and concerning path length difference using
an optical vector analyzer in the OFDR mode. As shown in Table 3.4, the IL varied
between 8.0–8.7 dB which is in the expected range. The imbalance of the outputs is
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Figure 3.20: Optical feeding network consisting of signal splitting section, TTD
generation section connected with the antenna array elements
below 1 dB and the splitting part produced a total loss of 2.3 dB. The loss caused by
the fiber length (typ. 0.2 dB/km for standard single-mode fiber) can be neglected.
Although this is already a small value compared to electrical beam forming networks,
with increasing frequency as well as with increasing length, optical systems become
more advantegeous. This is a general behavior of optical systems also discussed in
chapter 3.1.3 for chip level intraconnects. The relative length difference between the
outputs was below 1 mm. Using equation (3.32), the worst-case angular deviation of
the main lobe of the array caused by the optical feeding network can be calculated.
As summarized in Table 3.4, it stays below 1◦. Please note that the length deviations
of the splitting sections can be corrected by adjusting the lengths of the fiber patch
cables that provide the TTD.
Table 3.4: Attributes of the splitting section of the optical feeding structure
output IL / dB length diff. / mm max. angular
deviation / ◦
1 8.7 0.107 0.09
2 8.2 0.721 0.62
3 8.0 ref. (shortest) 0
4 8.3 0.779 0.67
To drive the 2x2 antenna array, its two 2x1 subarrays were fed with the same
delay between the antenna elements. The array could be steered to different angles
by switching between three pairs of fiber patch cables. Their length difference was
11.2 mm, 21.1 mm and 38.3 mm corresponding to 52 ps, 133.7 ps and 186 ps
TTD. The length difference between the pairs adds less than 0.3◦ angular deviation
of the main lobe. The properties of the fiber patch cables can be found in Table 3.5.
48
3 Applications of microwave photonic systems
Table 3.5: Fiber patch cable sets generating TTD
Cable abs. length / mm length diff.
to ref. / mm
length diff.
in pair / mm
1.1 424.82 ref. -
1.2 424.88 0.06 0.06
2.1 436.11 11.23 -
2.2 436.23 11.25 0.02
3.1 463.11 38.29 -
3.2 463.31 38.49 0.2
By properly combining the patch cables and the splitter outputs, the length de-
viations partly compensate which lowers the already low deviation of the main lobe
from its intended value. Table 3.6 shows the TTD that will be used in the following
antenna array measurements to steer the main lobe. For TTD0 pointing at 0◦, only
the splitter is used. TTD52 is achieved using the cable pairs 1 and 2, TTD134 using
pairs 2 and 3. Finally TTD186 is formed by connecting the sets 1 and 3.
max. angular
deviation / ◦
Table 3.6: TTD configurations (splitter + patch cables)






TTD0 only splitter 0 0
TTD52 10.6 52.3 9
TTD134 27.1 133.7 24
TTD186 37.7 186.0 34
Measurements
Connecting each 1x2 subarray with one of the manufactured cable pairs, the 2x2
antenna array was steered in its horizontal axis using the different available config-
urations TTD0, TTD52, TTD134 and TTD186. The sign of the angle could be
synthesized by switching the cable pairs and therefore inverting the time delay. In an
anechoic chamber, the patterns of the antenna generated by different configurations
of the optical feeding network have been measured.
Without delay (TTD0), the antenna points to 0◦ direction (Figure 3.21 a)). The
TTD52 (52 ps true time delay) configuration steers the beam to 9◦ (Figure 3.21
b)). Measurements pointing to 19◦ and -34◦ using 154 ps and -186 ps TTD are
shown in Figure 3.21 c) and d). Data for the low, center and upper frequencies is
49
3 Applications of microwave photonic systems
a) b)
c) d)
Figure 3.21: Antenna pattern: a) TTD0 without delay, b) TTD52 in pos. direc-
tion, c) TTD134 in pos. direction, and d) TTD186 in neg. direction
depicted. The measured values are plotted as solid lines and the simulation results
from numerical field simulations are drawn as dashed lines.
The measurement results match very well the simulated values. As expected for
TTD steering, the main lobe points at the same direction regardless of the frequency.
Its maximum is at slightly lower angles than expected from theory (summarized in
Table 3.6). This deviation is caused by the cross-coupling of the antenna elements
which was not considered in the theoretical calculations. In the numerical field sim-
ulations, this effect is included. It can be reduced e.g. by increasing the number of
antennas in the array.
Figure 3.22 depicts the dependency of the main lobe angle on the frequency. As
stated before, TTD steering minimizes this effect which can be observed in the plot.
Working with a small array, the main lobe is comparably wide. This leads to an
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Figure 3.22: Main lobe direction depending on TTD, measurement (solid line)
and simulation (dotted line) as function of frequency
uncertainty of the estimation of its maximum of 2–3◦. Other deviations may be caused
from electrical dispersion. Dispersive effects in optical domain (experimentally verified
with up to 1284 ps/nm in the link between optical source and feeding network) did
not have any measurable influence on the antenna pattern.
It is worth mentioning that the feeding network can be used as well for other antenna
arrays working at completely different frequencies due to the broadband nature of the
fiber and the TTD properties.
Conclusion
Fiber-coupled antenna arrays are one important example for microwave photonics on
board level. The signal is transported in optical domain to the antenna and radiated.
For an array, also the beamforming takes place in optics, i.e. the feeding network is
realized using optical waveguides rather than electrical ones. That may be beneficial
in terms of size, weight, routing (optical waveguides may cross) and electromagnetic
compatibility – to name some advantages. The presented concept is scalable in
frequency. As a matter of fact, for higher frequencies optical transmission becomes
even more appealing. With silicon photonics, the optical part, photodiode, optional
electronics (e.g. amplifiers) as well as the antenna can be co-integrated on a chip.
The design process covered aspects like antenna design and optimization (merely
in electrical domain), selection of the opto-electrical converter as well as design and
manufacturing of optical components like the feeding network. Hence, it is a good
blueprint how to perform a microwave photonic development. The next chapter deals
with the complement device – a fiber-coupled receiving antenna.
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3.2.2 Photonic Rx antenna
To match the transmit antenna array in the previous section, the same frequency range
(500 MHz. . . 2.5 GHz) was chosen. The lower frequency limit is determined by the
antenna. The cutoff frequencies of the electronic circuits and the laser diode fix the
upper frequency limit. For compatibility with standard DWDM transmission in the
third optical window, a DFB laser diode emitting at 1550 nm connected to standard
singlemode fiber is used. The optical output power of 2 mW enables distances in
the range of tens of kilometers.
First, the antenna design will be discussed where the matching between antenna
and low noise amplifier (LNA) is crucial. Then, the design of the electronic circuits
shaping the received signal for direct modulation of the DFB laser diode is focused.
Antenna design
The well-proven Vivaldi antenna design from the transmitting antenna is used as
starting point for the design process. The planar antenna element realized on a
common FR4 substrate was optimized regarding different demands. The matching
(S11) to the single-ended 50 Ω LNA could be improved by tuning the resonator.
The field distribution over the slot provides a differential signal. Hence, a radial
stub on the back side of the antenna is needed to form the interface to the microstrip
line connected with the single-ended LNA. The radius of the stub and its opening
angle have been optimized using numerical simulations. Also, the position of the
microstrip line has been fine-tuned to achieve optimal matching.
The electronics for amplification and modulation accomodated on the antenna is
located on the backside of the antenna. The resulting reduction of the ground plane,
the lines on the front side as well as the vias may change the antenna geometry and
therefore its properties. However, simulations showed that the effect can be neglected
when the area with the circuits is properly placed. In that case also the type of ground
connection (none, one narrow contact, full connection) of the circuitry is uncritical.
Table 3.7: Antenna properties
Parameter Value
Dimensions 250 mm× 200 mm
Substrate 8 mm FR4
Slot width 0.19 mm
Slot cavity radius 17 mm
Microstrip feed width 1.2 mm
Radial stub radius 19 mm
Radial stub angle 99◦
It is obvious that all the aforementioned parameters have cross-dependencies.
Therefore, a global optimization has been performed using the optima from the inde-
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pendent simulations as starting values. The final antenna properties are summarized
in Table 3.7.
a) b)
Figure 3.23: Simulated frequency-dependent antenna properties: a) matching
(S11), b) antenna gain
The simulated characteristics of the Rx antenna are shown in Figure 3.23. A very
good matching (below -10 dB) was achieved over the whole frequency range. The
increasing gain with growing frequency is a typical feature of broadband antennas.
This feature helps to flatten the frequency response of the active Rx antenna system
because it works against the decreasing gain of the electronic amplifiers and the
increasing loss in the electronic part.
In order to characterize just the antenna parameters, first the antenna characteristic
without laser diode driver electronics and optical transmission has been evaluated. A
SMA connector has been soldered to the feeding point of the antenna. Figure 3.24
shows the measured antenna patterns in the xz-plane as well as in the yz-plane. The
electrical circuit only has a very small influence on the pattern.
In Figure 3.25, a photograph of the realized antenna is depicted. On the backside
of the antenna, the electronics part including the laser diode as well as the radial stub
can be seen.
If an antenna array (like the Tx antenna system in section 3.2.1) shall be pro-
duced, two options are available. The first way is a standard antenna array including
all electronic circuits, phase shifters, LNAs etc. with an electrical beam forming
network. The combined receive signal of this array is converted to optical domain
and transmitted over fiber just like for a single-element antenna. However, a huge
effort in electronics including a control plane to set the phase shifter etc. would be
needed. From an economic point of view, in most cases that will not be feasible. The
second option is to convert the incoming signal of each antenna element to optical
domain and transmit them over fiber. In order to enable remote beam forming, the
relative amplitude as well as relative phase information has to be maintained. This is
a critical endeavor because of the high numbers of electro-optical conversions. Addi-
tionally, preserving the exact length relations between the numerous optical paths to
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a) b)
Figure 3.24: Measured frequency-dependent radiation patterns of the antenna
with bypassed electronics: a) xz-plane, b) yz-plane
a) b)
Figure 3.25: Photographs of the Rx antenna: a) front side, b) back side of antenna
with electronic circuit and radial stub
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Figure 3.26: PCB part at the backside of the antenna
avoid undesired phase changes is challenging, too. The only imaginable technology
is integrated optics which may be interesting especially for higher frequencies.
Electronics design
The feeding point of the Rx antenna is connected with a microstrip line (50 Ω,
1.5 mm width) to the single-ended LNA (HMC639ST89E, 10 dB gain). The rest of
the circuit uses differential signals. That’s why a balun (RFXF9504, 3 GHz bandwidth
and 2 dB loss) is needed. The balanced lines (100 Ω, 0.63 mm width and 0.3 mm
distance) connect the balun with a matched pair of limiting amplifier (ONET4201PA,
min. 5 mVpp input voltage, 760 mVpp output voltage and max. 50 dB gain) and
laser diode driver (ONET4201LD). Short lines (< λ/16) do not require impedance
matching. Finally, the electro-optical conversion takes place at the directly modulated
DFB laser diode (DFB-1550-C5-2-A4-FA-A-A). The electronics support input powers
from the antenna of less than -30 dBm.
In Figure 3.26, the PCB part of the antenna is shown. The RF electronics as well
as the corresponding power and bias networks can be seen. An external power supply
or battery providing 6 . . . 10V has to be attached. Battery power enables maximum
freedom of operation and full galvanic isolation. This can be of interest for outdoor
applications with lightning hazard as well as measurement applications (e.g. over-the-
air (OTA) scenarios with no defined ground level). Anyway, battery lifetime limits this
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scenario. A battery-buffered power-over-fiber approach is an interesting option. Using
a second fiber or the same fiber as for the signal at a different wavelength, multi-cell
power converters may be used to provide up to a few hundreds of milliwatts [134].
Antenna system performance
The most important feature of the antenna system is its frequency characteristic. It
can be measured by connecting the output port a network analyzer to a test antenna.
The electromagnetic waves radiated by a known test antenna are received by the fiber-
coupled antenna system and transmitted over single-mode fiber. A high-bandwidth
photodiode (XPDV3120R, 70 GHz bandwidth) is used to convert the optical signal
back to electrical domain. The measured values at the input port of the network
analyzer are hardly affected by the photodiode because its bandwidth is much higher
than the bandwidth of the measured antenna. The frequency characteristic (S21)
depicted in Figure 3.27 is flat in the antenna’s range of operation. As designed, the
increasing gain of the antenna (Figure 3.23 b)) compensates the decreasing frequency
response of the electronics. Above its threshold, the limiting amplifier keeps its output
level constant and, therefore, also partly compensates loss and frequency response of
the LNA and the microstrip lines.
Figure 3.27: Measured frequency characteristic of the fiber-coupled active Rx an-
tenna system
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Conclusion
The fiber-coupled receiving antenna presented in this chapter is complementary to the
transmitting antenna array proposed in the previous section. In the design process,
topics from the optical field like laser modulation meet antenna design and issues like
the influence of circuits realized on the antenna blade on its radiation characteristic.
A broadband receiving antenna including an electro-optical conversion stage could
be realized on a PCB. The fiber output can be directly connected to any single-
mode fiber based access network enabling fiber-to-the-antenna (FTTA) concepts.
Together with the transmitting setup, a full-duplex FTTA system can be realized and
is demonstrated in chapter 3.3.2.
Another important aspect for microwave photonic systems is the carrier generation.
While the transmit and receive antennas rely on existing carriers, a full Radio-over-
Fiber system has to provide the wireless carrier. Besides a purely electrical solution,
also optical generation has some interesting features. In the next section, a particular
solution based on the temporal Talbot effect and its properties is introduced.
3.2.3 Photonic RF generation using temporal Talbot effect
High frequency sources are needed in a wide field of applications such as Radio-over-
Fiber links, RF communications and radar systems. The complexity and cost of the
electronic generation increases with frequency. Today, commercial components for the
generation up to 20 GHz are widely available. However, there is a growing demand
for the generation of frequencies of 60 GHz and higher which is still challenging.
Integrated semiconductor solutions are constantly improving in performance and cost
effectivity but new hybrid (RF and photonics) approaches may lead to compelling
advantages. This applies especially for systems where optical components are already
present. While later in chapter 3.3 the focus is on systems, here the RF generation
process itself will be concentrated on.
Using optics for millimeter wave generation opens a wide range of possibilities such
as realizing sources with lower noise and the possibility of low-loss transmission. Spe-
cial dual-wavelength fiber ring lasers can be designed [25, 82]. External modulators
can be used for frequency upconversion [120, 123], too. The temporal self-imaging
(Talbot) effect is also a promising approach for an energy efficient RF upconversion
with noise suppression. Pulsed lasers with and without external modulators have been
used in conjunction with chromatic dispersion to generate RF tones [7, 8, 9, 65]. In
the following subsections, a simple and straight-forward setup using a pulsed laser
source and standard single-mode fiber is presented. The fiber provides the chromatic
dispersion needed for Talbot effect based RF signal generation.
Being the most important parameter in the design and application of microwave
CW sources, phase noise and jitter, its time-domain representation, directly affect
the system margin of digital communication systems [37]. Hence, the noise sources
and their interaction have to be understood thoroughly. Generating the RF tone by
means of optics, the special noise properties caused by the Talbot effect [45, 46, 119]
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as well as the noise contribution of the laser source [116, 117, 147] have to be taken
into account for a system assessment. Consequently, the principle of the temporal
self-imaging (Talbot) effect is introduced first. Then, the different contributions to
the phase noise are investigated and the corresponding measurements are discussed.
Finally, the conclusion points out guidelines for the design of a photonic low phase-
noise RF generation by means of the Talbot effect.
Principle of operation
RF upconversion with the Talbot effect needs a source with a comb spectrum, i.e. a
pulsed source. The spectral width of the frequency comb is determined by the pulse
width, the line spacing is determined by the repetition frequency of the pulses. This
spectrum will be discussed in more detail later.
At a photo diode, the spectral lines heterodyne with each other. A frequency-
dependent delay in the optical domain between the different contributions to one
frequency leads to a phase difference of these contributions in the electrical domain.
Any dispersive element may provide this properties. An optical amplifier compensating
loss may be added.
If the mixing between the different frequency lines of the comb results in an elec-
trical phase of zero the resulting frequency and all of its harmonics superimpose
constructively. An electrical phase of zero can be achieved for a spacing between the








where D is the dispersion parameter and L is the length of the fiber, c0 is the speed
of light, Tr is the repetition rate of the pulsed source and λ is the laser wavelength.
For spectrally broad combs, higher order dispersion may become an issue.
Integer fractions of that characteristic dispersion DL lead to the restoration only
of higher frequency components of the pulses. The integer fraction equals the mul-
tiplication factor m. The frequency at m times the repetition frequency and all its
harmonics are reconstructed by constructive superposition. The highest possible mul-
tiplication factor is determined by the spectral width of the frequency comb. In other
words that means the pulse width of the original signal (more general, its duty cycle)
limits the multiplication factor.
Experimental setup
A hybrid electrically locked pulse laser [87] with a repetition rate of 9.953 GHz (the
OC-192 clock frequency) and a pulse width of about 1 ps is used as source. Due
to its duty cycle, this laser would provide a multiplication factor of up to 100. That
would enable frequencies up to THz provided there is an opto-electrical conversion
available. Standard single mode fiber (SMF 28) was used as dispersive element.
Simulations and experiments show that the fiber dispersion slope has no significant
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influence in the setup. The optical amplifier (EDFA) compensates for optical loss.
The maximum frequency that can be generated is determined by the cutoff frequency
of the photo diode. Figure 3.28 summarizes the setup.
Figure 3.28: Experimental setup for RF generation using the temporal Talbot
effect
The generated RF signal was analyzed by ESAs (R&S FSEK-30 up to 40 GHz,
HP 8563E from 60 GHz to 90 GHz with external mixer) concerning phase noise and
spectrum. For frequencies up to 50 GHz, the pulse shape could be measured with a
sampling scope.
First, the time domain signals have been captured with a high-speed photodiode
and the 50 GHz sampling scope. The original pulse sequence as well as the 30 GHz
and 50 GHz signals are show in Figure 3.29. Filtering out the higher harmonics of the
generated RF carrier by applying an electrical lowpass filter can improve the spectral
purity. Due to the bandwidth limit of the sampling scope, that effect is visible in the
50 GHz signal. For the same reason, the pulse shape of the 10 GHz signal shows
the pulse response of the measurement system. The 1 ps laser pulses itself can not
be resolved with the scope and the photodiode. Figure 3.30 shows high-resolution
spectra of the generated 60 GHz, 70 GHz, 80 GHz and 90 GHz tones.
Figure 3.29: Normalized measured time domain signals for 10 GHz pulses, gen-
erated 30 GHz and 50 GHz tones (taken with a 50 GHz sampling
scope)
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Figure 3.30: Measured spectra of generated 60 – 90 GHz tones


















19.906 2 1525.48 646 651
28.859 3 1525.48 433 434
39.812 4 1525.48 329 325
49.765 5 1528 259 259
59.718 6 1520.44 215 218
69.671 7 1520.32 185 187
79.624 8 1511.68 166 166
89.577 9 1522.88 144 145
It was taken advantage of the dispersion slope of standard single-mode fiber to
fine-tune the value for the accumulated dispersion that leads to constructive su-
perposition for the respective frequency by adjusting the laser wavelength. The
frequency-dependent dispersion behavior of the fibers has been characterized using
the standardized phase shift method [58]. Table 3.8 shows the experimentally found
dispersion values generating different RF carriers as well as the calculated dispersion
values using equation (3.33). A good match can be observed. Especially at higher
multiplication factors, the efficiency of the RF generation is very sensitive to the
dispersion value.
Phase noise analysis
The phase noise has been measured for the 10 GHz RF source as well as the generated
optical 10 GHz signal and the upconverted tones from 20 GHz up to 90 GHz. The
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Figure 3.31: Measured phase noise for the electrical 10 GHz SMP 04 reference
and the generated 30 GHz, 60 GHz and 90 GHz tones
results are shown in Figure 3.31 for the 30 GHz, 60 GHz and 90 GHz generated
with a Rohde & Schwarz SMP 04 reference. Following, the phase noise contributions
are analyzed in more detail. The total phase noise of the generated RF signal is
influenced by three major factors:
• the phase noise of the electrical reference signal,
• the phase noise due to the laser hybrid mode locking and
• the phase noise influence of the Talbot effect.
It is clear that even perfect mode locking will never result in a better phase noise of the
mode-locked laser than the one of its reference clock. The upconversion increases the
phase noise and the employed Talbot effect also changes the phase noise conditions.
Following, these effects will be discussed in detail.
RF source: The phase noise at the output of the transmitter is strongly influenced
by the reference used. Figure 3.32 shows that dependency for the used reference
source with worst phase noise properties (OC-192 clock reference of an Anritsu SDH
test set, red) and the reference source with the best properties (R&S SMP 04, black)
available in the lab. The solid lines indicate the phase noise of the reference source
and the lines with markers show the phase noise of a 30 GHz tone (multiplication
factor m = 3) generated with the respective source. It can be seen that the frequency
behavior of the phase noise follows the one of the reference source for small carrier
frequency offsets. The additional phase noise is caused by the laser source and the
upconversion by means of the Talbot effect.
Mode locked laser: Mode locked lasers produce extra noise due to a variety of
physical effects (e. g. quantum noise, mirror vibrations, ...) that are thoroughly
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Figure 3.32: Measured phase noise for different reference sources (SMP 04, An-
ritsu SDH test set OC-192 clock)
discussed in [116, 117]. Here, the focus will be on the system influence. In time





with the repetition rate Tr, the pulse shape xp(t) and N → ∞. Fourier-transforming










where Xp(ω) is the Fourier transform of the pulse shape. In [147], a detailed deriva-
tion for the mode locked laser’s properties can be found. Here, the results are used
and given for the reader’s convenience. The noise analysis starts from the imperfect
pulse train
xn(t) = x(t) + Δx(t) (3.36)
where Δx(t) includes the amplitude and timing jitter fluctuations that are small com-
pared to the ideal pulse train x(t). Applying a first order Taylor series approximation
for the jitter leads to the representation [147]
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where the amplitude deviations a(t) and the jitter deviations j(t) are separated. The
jitter j(t) is caused by the electrical reference and by the pulse laser itself. Auto-
correlating in time-domain and taking advantage of Parseval’s theorem yields the










) + Pa(ω − 2iπTr )
+(2iπ)2Pj(ω − 2iπTr )
]
. (3.38)
In this equation, different bands for the different harmonics i can be seen with the
amplitude noise contribution Pa and the noise contribution due to timing jitter Pj .
Introducing ωi = ω − 2iπTr for the i
















The amplitude noise spectrum Pa(ωi) and the jitter spectrum Pj(ωi) do not depend
on the harmonic i. Following the definition, the noise contributions are zero at the
carrier frequency ωi,0 and the delta function equals one. Therefore, the phase noise
at a fixed frequency ωi = ωi,0 +Δωi is
Li(ωi = ωi,0 +Δωi) = Pa(ωi) + (2iπ)
2Pj(ωi) . (3.41)
This phase noise can be rewritten in a more general way using the constants Ca
(amplitude contribution) and Cj (jitter contribution)
Li = Ca + i
2Cj . (3.42)
For RF upconversion, the higher harmonics (i > 1) in the spectrum of the mode-
locked laser are used. The phase noise degradation at higher harmonics with respect
to the fundamental (i = 1) is










For dominating amplitude jitter
Cj
Ca
→ 0, no phase noise degradation will be seen
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and in dB
ΔLi/dB = 20 log10(i) . (3.45)
It is worth mentioning that this result is identical to the case of conventional electrical
upconversion.
Figure 3.33: Influence of good and bad locking on phase noise
One of the major contributions to the pulse laser’s extra phase noise in the in-
vestigated setup was the imperfect mode-locking of the pulse laser. Furthermore,
a necessary fine-tuning of the mode-locked laser leads to different size of this extra
phase noise. The laser wavelength was tuned to exactly match the corresponding
Talbot dispersion (equation (3.33)) taking advantage of the dispersion slope of the
fiber. The repetition rate of the laser was tuned to ensure proper locking on the
reference source. During adjustment of the laser, the quality of the generated RF
tone was monitored by evaluating the spectrum on the ESA. Being more sensitive to
imperfect settings (dispersion and repetition rate) it was easier to achieve a constant
good locking for higher generated frequencies. Figure 3.33 shows measurements un-
der good and bad locking conditions for the minimal frequency generated (20 GHz,
multiplication factor m = 2) and the maximum achieved frequency of 90 GHz (mul-
tiplication factor m = 9). It can be seen that the phase noise uncertainty decreases
with increasing frequency due to higher sensitivity to imperfect settings.
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Talbot effect
It has been shown that the temporal Talbot effect has further influence on the phase
noise [45, 46]. The output RMS noise after the Talbot effect σo depending on the













where the temporal Talbot effect is characterized by its parameters: s
m
is the fraction
of the Talbot length, Tr is the pulse repetition rate and T0 is the 1/e-width of the
input pulse which is linked to the more common full-width-half-maximum (FWHM)

















may be introduced. This duty cycle d is related to the the duty cycle dFWHM using
the FWHM definition instead of the 1/e definition. Furthermore, the RMS noise
relation r = σo
σi
deduced from (3.46) between the noise of the input and the output















This noise relation is a measure how the input noise is decreased (by averaging)
(r < 1) or increased (r > 1) by the temporal Talbot effect. Depending on the
multiplication factor, Figure 3.34 shows the duty cycle required from the pulse laser
source to maintain the RMS noise level (r = 1, black line). Lower duty cycles (the
green area under the black curve) yields a phase noise improvement due to the Talbot
effect. On the other hand, a bigger duty cycle results in a phase noise deterioration.
For high multiplication factors, low duty cycles are required for low phase noise. The
maximum duty cycle for the corresponding multiplication factor is given. An even
higher duty cycle of the pulse laser source prevents the wanted frequency from being
generated (red area). In time domain, this means overlapping pulses.
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Figure 3.34: Total phase noise change compared to electrical upconversion for
Talbot effect with different duty cycles and without Talbot effect
Total phase noise
The reference source and the pulse laser create noise in the optical pulses before
applying the temporal Talbot effect in dispersive media (L(f)). Depending on the
characteristics of the Talbot effect (duty cycle, multiplication factor), this noise is
influenced by the Talbot upconversion. The total RMS noise can be calculated from







where T is the period of the signal and fmax is the maximum frequency offset from
the carrier. Taking into account that the time domain jitter σ changes by the factor r
when applying the multiplication factor m and assuming that the noise characteristics







The resulting phase noise is scaled by the factor of r2, or in dB by 20 log10 r. However,





which also has to be taken into account for the phase noise of the upconverted
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signal L′(f) = m2r2L(f). The phase noise change in dB can be computed regarding
both of the effects
ΔL(f)/dB = 20 log10 r + 20 log10 m . (3.52)
Figure 3.35: Calculated total phase noise change for Talbot effect with different
duty cycles, experimental values and calculated phase noise change
for electrical upconversion
Figure 3.35 shows the phase noise change (improvement or degradation, see equa-
tion (3.52)) of the laser pulses due to the Talbot effect RF generation for different
duty cycles with respect to the multiplication factor. Classical electrical upconversion
is equivalent to the case of no influence by the Talbot effect (r = 1). It can be seen
that the duty cycle of the optical pulses should be as low as possible to achieve good
phase noise conditions. However, for low duty cycles (i. e. short pulses) the spectrum
of the comb laser source broadens. Using optical fibers as dispersive medium this may
lead to situations where higher order dispersion may not be neglected and may affect
the system performance [7].
Additionally, the measured total phase noise change at a 100 kHz frequency offset
from the carrier with respect to the multiplication factor is plotted (red dots) for the
pulse laser source that was used in the experiments (duty cycle dFWHM = 0.01). A
very good match between these values and the theoretical prediction can be observed.
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Laser mode locking and other effects lead to additional phase noise. As stated earlier,
the measurement values depend strongly on the quality of laser mode locking where
the deviations are bigger for smaller frequencies.
Efficiency improvement
Laser sources with a low duty cycle (which is favorable in terms of phase noise
performance) have a broad spectrum due to the small pulse widths. In these broad
combs, a large number of neighboring lines may mix and therefore contribute to
the electrical output signal. However, this situation only exists when the dispersion
matches in all parts of the spectrum according to equation (3.33). That means,
standard single-mode fibers or typical fiber Bragg gratings with constant dispersion
do not provide the best performance when used as dispersive element. For higher
(λH) and lower (λL) wavelengths than the design wavelength λ0, a delay mismatch
occurs and not the full power of the comb can be used to generate the electrical signal
at the photodiode. Consequently, an arbitrary dispersive element has to be designed
that matches the required dispersion characteristic over the full spectral range of the
comb [101].
Figure 3.36: Principle of Talbot effect supported millimeter wave generation and
efficiency improvement due to an arbitrary dispersive element
The upper part of Figure 3.36 illustrates the mechanism of the frequency multi-
plication. The pulsed source has a repetition frequency of fr that appears in the
spectrum. In this schematic picture, the multiplication factor is m = 3, i.e. hetero-
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dyning of lines with a spectral distance of 3fr leads to a constructive interference in
electrical domain producing a RF tone with 3fr.
In the lower part, the efficiency improvement technique is explained: While for
standard fiber and fiber Bragg gratings the required dispersion is only produced around
λ0, the arbitrary dispersive element provides the necessary frequency-dependent value
DL for low wavelengths λL, D0 for the center wavelength λ0 and DH for higher
wavelengths λH . That way, constructive interference is enabled over the full spectral
width of the source.
Figure 3.37: Efficiency enhancement compared to standard singlemode fiber for
a four fold multiplication of a 10 GHz reference signal depending on
the duty cycle of the pulse train
VPItransmissionMaker has been used to simulate the frequency multiplication setup
(see Figure 3.28). A four-fold frequency multiplication of a pulse train with 10 GHz
repetition frequency has been implemented. The spectral width of the source has
been changed by varying the duty cycle of the pulses from 0.005 (0.5 ps pulse width
at 10 GHz repetition frequency) to 0.05 (5 ps pulse width). The power of the
generated 40 GHz component has been observed after the photodiode using a RF
bandpass. Figure 3.37 shows the efficiency increase that can be achieved compared
to a standard single mode fiber with a constant dispersion (red line) and with an
optimal dispersion characteristic (blue). For the smallest duty cycle that has been
simulated, the generated RF tone is more than 10 dB stronger than with standard
single mode fiber and more than 6 dB stronger than with constant dispersion. For
even lower duty cycles (i.e. smaller pulses), that effect grows. With increasing duty
cycle, the spectral width of the source narrows and the difference becomes smaller.
Anyway, this is not the beneficial use case where the phase noise can be improved.
Additionally, reaching towards Terahertz frequencies requires broad combs and high
multiplication factors implying sources with low duty cycles.
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Conclusion
The temporal Talbot effect can be used to generate RF tones at high frequencies. The
phase noise properties of microwave generation have been analyzed and experimentally
verified. All parts of the system (reference source, mode-locked laser and Talbot
effect) have been modeled. The results could be confirmed by measurements of
generated RF tones up to 90 GHz. A comprehensive description employing the
influence of all parts of the system has been developed. These results match very
well with the measurements.
As a consequence, important directions for the design of a microwave source by
means of Talbot effect can be given. Like for conventional systems, the properties
of the reference source is of great importance. Using a mode-locked laser, good
locking ensures low additional phase noise penalty. The smaller the duty cycle of the
laser pulses is (i.e. short pulses) the higher is the possible multiplication factor and
therefore the higher are the frequencies that can be generated. Finally, it can be taken
advantage of the jitter smoothing quality of the Talbot effect. For low duty cycles, a
reduction of phase noise can be achieved. The shorter the laser pulses are the higher
is the reduction. Hence, for higher multiplication factors, the noise reduction effect
decreases. That means, a laser source with short pulses and low jitter is advantageous
for millimeter wave signals with low phase noise.
However, short pulses imply a broad comb in frequency domain. This sets special
demands to the dispersive element to ensure high efficiency when generating the RF
tone. It has been shown that an arbitrary dispersive element with optimal properties
can significantly improve the efficiency.
In summary, generating microwave frequencies using the Talbot effect is an easy
and potentially cost-effective method that is capable of providing signals with low
phase noise (even lower compared to electrical upconversion). Numerous applica-
tions such as Radio-over-Fiber and radar can benefit from such a signal source. An
integration on board-level or even as photonic circuit (when compact dispersive ele-
ments are available) is expected to reduce environmental influences (e.g. temperature
and vibration).
3.3 System level applications
Extending microwave photonic solutions to kilometer ranges and adding complexity
leads to system level applications. In these use cases, sub-systems mentioned in the
previous chapters are included. This elaborate degree of sophistication enables smart
systems with comprehensive functionality.
The first example is given in chapter 3.3.1 where Radio-over-Fiber systems help
to facilitate the deployment of broadband wireless data at high carrier frequencies
around 60 GHz. Two system approaches – RF-over-Fiber and IF-over-Fiber – are
considered and discussed.
Fiber-to-the-antenna (chapter 3.3.2) systems based on the fiber-coupled Rx and
Tx antennas introduced before (see 3.2.1 and 3.2.2) plus a central station extend the
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Radio-over-Fiber concept by shifting the conversion between optical and electrical
domain to the antenna element. This drastically simplifies and miniaturizes the base
stations and is therefore a very interesting option for future systems. The examplary
realization exhibits an outstanding performance in terms of transmission length and
data rate for the given carrier frequency.
Radio-over-Fiber approaches can also be combined with optical sensors allowing
them to be interrogated wirelessly. This paves the way for a multitude of new appli-
cations where optical sensors have not been possible before. As an example, the case
of accessing optical temperature sensor data directly via radio signals is pointed out
in chapter 3.3.3.
3.3.1 Radio-over-Fiber systems
Wireless systems – cellular ones as well as wireless LAN – have shown a tremendous
growth in user number, data rate and, consequently, aggregated data rate. The rise
of more and more multimedia (HD and 3D video, streaming, etc.) contents is going
on. Therefore high performance and at the same time low-cost wireless systems
are needed. While optical communication is omnipresent and unavoidable for the
backbone and wireless communication becomes more and more powerful, one crucial
task is to connect the end points of the wireless transmission efficiently with the
backbone network.
Increasing the wireless carrier frequency provides a more broadband air interface.
Furthermore, higher wireless carrier frequencies mean more free space attenuation
resulting in less range. This leads to more base stations which are in closer vicinity to
each other because the covered area of a single base station decreases. If less mobile
units are served, the available data rate per mobile unit increases additionally. The
drastically increasing number of base stations can only be connected efficiently to the
backbone when they are far less complex than today. That means, data processing,
frequency generation and other tasks that need costly equipment have to be shifted to
a central station where these subsystems can be shared among different base stations.
Moreover, the environmental requirements (e.g. climate control) for the base stations
can be relaxed when they just consist of comparably simple hardware. This allows
the design of cheap and lightweight units that can be easily deployed.
A typical RoF system is shown in Figure 3.38. In the central station (CS), the
electrical carrier is generated and the baseband data is processed before transmitting
and after receiving. Over optical waveguides (typically single-mode fibers), the Radio-
over-Fiber signal is transported to base stations (BS) where after an opto-electrical
conversion the wireless signal is transmitted to the mobile station (MS). In the uplink
case, the BS receives the wireless signal from the MS, converts it to optical domain
and forwards it to the CS. In any case, the BS will not carry out any signal processing.
Therefore, sometimes it is also referred to as remote antenna unit (RAU) or remote
radio head (RRH).
Radio-over-Fiber systems can be classified depending on the nature of the trans-
mitted electrical carrier. If the carrier can be radiated by the base station directly
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Figure 3.38: Radio-over-Fiber system consisting of central station (CS), base sta-
tions (BS) and mobile stations (MS)
after reception in a photodiode, this scheme is known as RF-over-Fiber. If an up-
conversion is necessary, the approach is named IF-over-Fiber. Other concepts work
with transmission of digital baseband data which still requires a complex base station.
These systems are not targetted here.
Figure 3.39: Spectral efficiency of RoF system with respect to relative bandwidth
RF-over-Fiber enables the simplest base stations because just a photodiode, pos-
sibly a power amplifier and an antenna are needed for the downlink. As a drawback,
high-end photodiodes are needed for high carrier frequencies (e.g. 60 GHz and above)
and signal impairments (e.g. chromatic dispersion) have a stronger effect and scale
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with the RF carrier frequency. These degradations are discussed in more detail later
in this chapter. Additionally, the spectral efficiency in the optical part is comparably
low because of the large unused portion of the spectrum between optical carrier and
modulated signal. For a given modulation format, it does not depend on the carrier
frequency when the relative bandwidth (ratio of baseband data signal bandwidth to
RF carrier frequency Bdata
fRF
) remains constant. The relative bandwidth cannot exceed
0.5 for RoF systems, otherwise there would be interference with the baseband compo-
nent of the received signal after the photodiode. Figure 3.39 shows the dependency
of the spectral efficiency of RoF systems with respect to the relative bandwidth.
On the other hand, IF-over-Fiber systems avoid these drawbacks at the cost of a
slightly more complex base station. Using an IF carrier at a rather low frequency (e.g.
10 GHz) eases the mentioned issues with signal impairments and spectral efficiency.
However, at the base station, the received optical signal has to be upconverted. A
mixer and corresponding drivers are needed. Generating the RF carrier on-site may be
simplified by transmitting a reference tone that will be upconverted as well. However,
a base station consisting of tens of ICs instead of just two or three increases the cost
and power consumption of this unit.
RF-over-Fiber
For RF-over-Fiber systems with wireless carriers in the gigahertz range, optical gen-
eration of the carrier is advantageous. In [5], different approaches to generate RF
carriers by optical means are discussed. Out of the variety of options – remote het-
erodyning, direct or external modulation, lasers providing multiple lines and many
more – for the exemplary 60 GHz RF-over-Fiber system presented here an external
optical double sideband modulation scheme with suppressed carrier (ODSB-SC) has
been chosen. This setup requires only a 30 GHz input signal and therefore minimizes
the electrical bandwidth of the MZM due to frequency doubling in optical domain.
Measurements of the phase noise of the generated 60 GHz tone have been carried out
to assess different possible setups with and without fiber Bragg grating for residual
carrier suppression as well as with and without optical amplifier [5].
When using optical generation for the wireless carriers, IQ modulation is needed
in a subsequent stage in order to provide complex modulation formats, e.g. QPSK.
The bandwidth of such modulators may be much smaller because they operate in
baseband and take the I and Q signals as input. For the 60 GHz systems aimed
at, the whole wireless band covers less than 10 GHz so that this RF bandwidth is
sufficient for the data modulators. A modulation scheme with with data on both
generated lines with 60 GHz spectral distance has some disadvantages with respect
to performance, like bit walk-off as discussed in depth later in this chapter. Separating
the two tones and only modulating one of them (optical single-sideband) is possible
with an optical filter.
The complete carrier generation and data modulation chain is shown in Figure 3.40.
A laser source, typically a DFB laser diode, is externally modulated with the electrical
carrier frequency. By biasing the Mach-Zehnder modulator (MZM) in its minimum
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point, frequency doubling in the optical domain lowers the requirements on the RF
bandwidth of the external modulator, its driver amplifier and the electrical signal
generator. The generated two-tone signal with 60 GHz spectral distance between
the components is fed into the IQ data modulator. In order to realize single sideband
(SSB) modulation, the two tones have to be separated. A Mach-Zehnder interfero-
meter (MZI) with 120 GHz spectral range can be tuned in a way that the minimum of
the first output port is centered on the first line and, at the same time, the maximum
of the first output is tuned to the second spectral line. Due to the properties of MZIs,
the behavior is reversed for the second output: The first tone is transmitted and the
second tone is suppressed. A suppression of more than 20 dB between the sidebands
has been achieved [2]. Compared to other filters, only a small portion of the signal
power is absorbed. This provides a very energy-efficient solution (the MZI realized in
fiber optics has only around 1 dB insertion loss). While the one spectral component
is modulated by an optical IQ-modulator (dual parallel MZM), the other one remains
unmodulated. The amplitude of the unmodulated tone as well as its polarization
is adjusted ensuring the wanted signal shape after recombination. Splitting the two
tones and recombining them with a 3 dB coupler would form a parasitic MZI when
the path lengths are unequal. Therefore, an optical delay line is added in one path
to ensure equal lengths. This prevents from unwanted wavelength dependency of the
modulation part. The output of the 3 dB coupler is ready to be amplified and fed
into the fiber span. The input polarizations to all modulators have to be tuned to
avoid high insertion loss. Additionally, the polarization has to be adjusted between
the two paths in the IQ data modulation stage for efficient combining in the 3 dB
output coupler.
Figure 3.40: Carrier generation and IQ data modulation in central station of RF-
over-Fiber systems
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The base station of RF-over-Fiber systems is quite simple: After converting the
optical signal to electrical domain, it may be directly radiated. The bandwidth of
the photodiode is the bottleneck for the possible RF frequencies: It should at least
allow for the RF carrier frequency plus the spectral width of the baseband data
(fRF +Bdata).
The use of IQ modulation allows the use of advanced modulation formats with
higher spectral efficiency such as QPSK [3]. At the mobile station, a free-running
local oscillator in conjunction with digital signal processing may be used for carrier
and data recovery [2, 4, 6].
IF-over-Fiber
As mentioned before, another option are IF-over-Fiber systems. Transmitting an IF
carrier modulated with the data and upconverting it to RF at the base station results
in more effort for the electronics. A detailed discussion may be found in [35, 36].
However, the lower IF carrier frequency enables a higher spectral efficiency. Another
advantage is the smaller susceptibility to dispersive effects in optical domain and other
signal impairments.
Figure 3.41: IF-over-Fiber central station and base station (transmitter part)
Figure 3.41 depicts a block diagram of the transmitter chain of an IF-over-Fiber
system. In the central station, the data is electrically modulated on the IF carrier
using an IQ modulator. To ensure high spectral efficiency and to enable the use of
components (e.g. optoelectronics) with low RF bandwidth, the IF carrier frequency
fIF should be chosen as small as possible. However, for a given baseband data
bandwidth Bdata, it should be at least 2Bdata to avoid aliasing after direct detection.
Moreover, higher IF frequencies have a smaller relative bandwidth (Bdata
fIF
) which
means that components are typically easier to realize. Chosing fIF = 10 GHz is a
good compromise and allows for passband data bandwidths of up to 7 GHz including
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some guard band. The data on the IF carrier can be amplitude modulated on the laser
source using either direct modulation or a simple external amplitude modulator. The
RF bandwidth of the electrooptical conversion should be at least BRF = fIF+Bdata.
Compared to the RF-over-Fiber solution this is even less than required for the optical
RF carrier generation.
Also the photodiode converting the IF-over-Fiber signal back to electrical domain
needs less bandwidth (fIF + Bdata instead of fRF + Bdata). However, the signal
cannot be radiated directly but has to be upconverted. The RF carrier is produced
by mixing the IF signal (the baseband components created by the photodiode have
to be filtered out) with a locally generated tone. It is worth mentioning that this
tone can be formed by upconverting a reference signal that is also transmitted over
the same fiber. After filtering the images caused by the mixer the RF signal can be
wirelessly transmitted.
Signal impairments
The impairments of the optical channel affect Radio-over-Fiber signals in different
ways. Nonlinear effects (e.g. self-phase mixing) and linear distortions (mainly chro-
matic dispersion) may cause signal outages.
For optical baseband transmission, chromatic dispersion leads to inter-symbol inter-
ference within the data. For RoF signals, the dispersion-induced phase shift between
the data and the carrier induces additional power fading. Moreover, in the case of
DSB modulation, the phase shift between upper and lower sideband results in over-
lapping eye diagrams after reception in the mobile station known as bit-walkoff effect.
All the dispersive effects become stronger with increasing electrical carrier frequency.
That means, for RF-over-Fiber systems an equalization to ensure low bit-error rates is
needed at much shorter distances than for IF-over-Fiber systems. Polarization mode
dispersion causes similar symptoms as chromatic dispersion: The mismatch between
carrier and data polarization produces power fading. The varying propagation speed
of different polarizations is the reason for inter-symbol interference. However, usually
the effects originating in chromatic dispersion are dominating.
A RoF system is not a classical optical single carrier system (even if only one
channel is used) because of the RF carrier. Provided that sufficiently high powers are
transmitted, there may not just be self-phase modulation affecting the data but also
cross-phase modulation between carrier and data. A nonlinear phase shift between
carrier and data manifests itself the same way as the dispersive effects described
above. Four-wave mixing may produce new frequency components in-band and out-
of-band. Transfering the power from the signal to other frequencies leads to a power
penalty. In-band frequency components additionally lead to interference.
Signal processing can be used to equalize the effects introduced by the optical
channel. Algorithms known from classical optical communication as well as from
wireless links can be adapted and re-used [2].
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3.3.2 FTTA system
Radio-over-Fiber systems as described in the previous section can be evolved in terms
of electro-optical convergence to Fiber-to-the-Antenna (FTTA) setups. The major
building blocks for FTTA systems are fiber-coupled Rx and Tx antennas as described
in chapter 3.2.1 and 3.2.2. A fiber network connects the antennas with the central
station (CS) of the RoF system that may be located kilometers away from the antenna
site.
Several FTTA systems have been realized in the past. The high bandwidth needed
for the ultra-wideband radio technology (UWB) calls for the use of FTTA techniques.
In the UWB over Fiber system presented in [114], a fiber-coupled remote Tx antenna
was realized (i.e. no back channel was available). Combining a commercial antenna
with the optical receiver only led to a low degree of integration comparable with the
system in [76]. Horn antennas provide high gain and have been used in some full-
duplex systems with externally connected optical receivers [140]. Complete full-duplex
systems have rarely been accomplished. Some of them have only been measured
without wireless link (i.e. without antennas) [43]. Others are limited to only MHz
bandwidth [88] for IEEE 802.11b/g Wireless LAN support. In general, migrating to
higher frequencies pushes towards higher integration because of the high losses of
even short electrical waveguides [27].
Therefore, designing a broadband full-duplex FTTA system is a challenge. An
example system and its design are presented here. The building blocks, Tx and Rx
antennas integrated on PCB, have already been introduced in sections 3.2.1 and 3.2.2.
Now, the focus is on the system setup (including base station) and demonstrating
the system performance [107].
Setup
With the available building blocks, a system with a high relative antenna bandwidth
of 133% (corresponding to a relative baseband bandwidth of 67%) could be set up.
That means, a certain level of interference between the received baseband signal and
the received RF signal at the photodiode of the Tx antenna is tolerated. Covering the
frequencies from 500 MHz to 2.5 GHz enables the parallel broadcasting of numerous
existing standards. The transparent transport over the fiber ensures the compatibility
to existing mobile devices. For the system demonstration, just one broadband signal
will be modulated on a 1.5 GHz carrier. In metro networks, tens of kilometers may
have to be traversed between the central station and the fiber-coupled antennas. In
the experiment, fiber spools up to tens of kilometer length have been used. The
wireless transmission distance is limited by the available Tx power of only some mW
to only a few meters. Figure 3.42 summarizes the general setup of the RoF FTTA
system.
The wireless signal is generated in the CS by modulating the data on an electrical
carrier. Modulation format, carrier frequency and other specifications depend on
the wireless standard. Being modulated on an optical carrier, this signal can be
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Figure 3.42: RoF / FTTA system with Central Station (CS), Optical Fiber Net-
work, Base Station (BS) including fiber-coupled Rx antenna and
Mobile Station (MS)
transported over existing fiber infrastructure. For cost and performance reasons, a
directly modulated DFB laser diode is used as optical source (see chapter 2.1). Known
as RF-over-Fiber scheme, this approach leads to the most simple BS configuration.
The uplink from the MS is also transported over optical fiber. Photodetectors at the
CS convert the RoF signal back to electrical domain. The resulting electrical signal
can be demodulated to retrieve the data which is further processed. Taking into
account the superior broadband frequency behavior of the fiber, only its attenuation
of about 0.2 dB/km has to be taken into account. For the frequencies used here and
distances within tens of kilometers, chromatic dispersion is not an issue. However,
for higher carrier frequencies or longer distances, this effect has to be considered.
Frequency characteristic
The frequency characteristic is one of the most important features of a transmission
system. With the fiber being a transparent medium, the bandwidth is determined
by the combination of the active Rx and Tx antenna systems. In Figure 3.43, the
transmission function of the Tx and Rx antenna are shown. Measured with a network
analyzer, known test antennas and test senders and receivers (Agilent 83403C /
Agilent 83411D), the electro-optical and opto-electrical performance of the Rx and
Tx antenna could be characterized. The flat frequency response of both antennas
is achieved by balancing increasing antenna gain, increasing losses and decreasing
amplifier gain as well as decreasing modulation response with frequency as described
in chapters 3.2.1 and 3.2.2. The antenna matching and gain limits the lower operating
frequency while the higher frequencies are limited by the electronic components.
Nonlinearities
For systems with analog modulation as in RF-over-Fiber approaches, nonlinearities
may limit the system performance. E.g., in multi-carrier systems, intermodulation can
lead to serious distortions. Unfortunately, in in microwave photonic links, many com-
ponents introduce nonlinear distortions. Being a cross-domain technology, microwave
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Figure 3.43: Measured Frequency characteristics of the fiber-coupled active an-
tenna system: Rx antenna (blue), Tx antenna (red), combined
(black)
photonics has to deal with different kinds of nonlinear effects. In electrical domain,
components may have a nonlinear characteristic between (electrical) input and output,
e.g. amplifiers. The opto-electrical conversion at the photodiode exhibits a square-
law characteristic. In other words, the photocurrent has a linear dependency on the
optical power. Therefore, it is desirable to also have a linear dependency between
modulation voltage or current and optical power. Furthermore, nonlinear responses
such as Kerr effect or stimulated scattering may occur in the optical waveguides. The
separate effects have been discussed in chapter 2 on the basics of microwave photonic
systems.
As mentioned in chapter 2.2, the optical transmitter suffers from a nonlinear charac-
teristic. For direct modulation, the dependency between optical power and electrical
input is exponential. When an external Mach-Zehnder modulator is used, the re-
lationship is cosine-like. In the configuration used in this experiments, most of the
nonlinearities are introduced by the limiting amplifier in the Rx antenna. The system
has not been optimized for linear behavior as can be seen in Figure 3.44. Cost-
effective off-the shelf components for digital systems have been used. Specialized
counterparts designed for analog systems exist but are more costly. Consequently,
the 3rd order harmonic is only suppressed by 9 dB. Anyway, the eye diagrams from
the system demo in the next section do not show any major influence. When trans-
mitting more than one signal with strong tones, this may change, though. Research
in that direction was out of scope for this trial.
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It is worth mentioning that for optical baseband transmission, first investigations
regarding the influence of (electrical) nonlinearities on the performance of higher-order
modulation formats have been carried out [98]. Exemplary, the PAM4 modulation
format was studied a direct modulation / direct detection scheme. This is also the
significant scheme for Radio-over-Fiber / FTTA transmission. With the error vector
magnitude as metric, it could be demonstrated that the common noise-loading at the
receiver is not advisable anymore under nonlinear conditions. Due to the performance
increase of low-pass filtering, the bandwidth of the components should not exceed
the two-fold of the symbol rate. It could be motivated that the 1 dB compression
point of electrical components is a good parameter to characterize the performance
deterioration due to nonlinearities. First indications show that for input powers 3 dB
below the 1 dB compression point nonlinear effects can be neglected.
Figure 3.44: Measured spectrum for single tone (537 MHz) excitation
System demonstration
To experimentally verify the FTTA system, pseudo random NRZ OOK data from a
Centellax PRBS generator modulated on a 1.5 GHz carrier using a MiniCircuits ZX05-
42MH mixer served as wireless signal. This signal fills the entire available bandwidth
from 500 MHz to 2.5 GHz. Unlike multiple signals on different carriers, this case
relies on a flat channel covering the whole bandwidth. Therefore, this test case is
considered most critical. Implementing IQ mixers for electrical up and downconversion
(as in the RoF transmitters in chapter 3.3.1) enables complex modulation formats
such as QPSK. That would increase the spectral efficiency and achievable data rate.
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The downstream wireless signal was directly modulated on a DFB laser diode at
the central station. It should be noted that no additional filtering (e.g. mirror
frequencies) was carried out because the Tx antenna frequency characteristic could
be used as bandpass filter for the wireless signal. The upstream signal was received
by a photodiode in the central station. After amplification (PicoSecond Pulselabs
5828-108 and MiniCircuits ZJL-7G), downconversion (MiniCircuits ZX05-42MH) and
lowpass filtering (to avoid the mirror frequencies), the eye diagrams of the baseband
data were measured with an Agilent 90804A realtime scope.
The fiber network consisted of SMF spans (25-50 km) from the CS to the Tx
antenna array (introduced in section 3.2.1) in 2x1 configuration steered with the
optical beamforming network (from 3.2.1) at 0◦. The wireless signal was transmitted
only over a few meters due to Tx power restrictions to some milliwatts. The laser
diode on the Rx antenna has a lower optical output power than the one in the CS.
Hence, only shorter fiber lengths from the Rx antenna to the CS (0-20 km) could be
realized. Figure 3.45 summarizes the setup.
Figure 3.45: Block diagram of experimental setup
The maximum data rate that could be shown was 1 Gbit/s. Figure 3.46 shows the
eye diagram at the receiver. The measured average Q factor of 5.6 corresponds to a
bit error rate of 1 · 10−8. Being at the bandwidth limit of the system, a deteriorated
signal-to-noise ratio permitted only shorter transmission distances over the fiber link.
While the more advanced transmitter at the CS could support up to 25 km to the
Tx antenna, distances over tens of meters between the Rx antenna and the CS
lead to high bit error rates. Low optical powers at the CS photodiode imply weak
electrical signals that suffer from LO interference after mixing with the carrier for
downconversion.
With lower data rates, also longer optical spans could be demonstrated at low bit
error rates. 45 kilometers between CS and Tx and 10 kilometers between Rx and CS
or 25 km CS-Tx and 20 km Rx-CS are typical metro network scenarios. At a data
rate of 750 Mbit/s, in both cases error-free transmission has been shown. The Q
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Figure 3.46: Measured eye diagram of received signal at 1 Gbit/s (25 km trans-
mission distance between CS and Tx antenna)
Figure 3.47: Measured eye diagram of received signal at 750 Mbit/s (45 km trans-
mission distance between CS and Tx antenna and 10 km between
Rx antenna and CS)
factors were 10.2 and 8.2, respectively. Figure 3.47 shows the eye diagram retrieved
with the first setup.
Due to the comparably low carrier frequency of 1.5 GHz and transmission distances
below 60 km, no influences of chromatic dispersion could be observed. Lower data
rates (e.g. 500 Mbit/s) have been tested with carrier frequencies in the range between
1 GHz and 2 GHz without any influence on the bit error rate. In general, the smaller
the bandwidth occupied by the service is, the less vulnerable it is to channel distortions.
The main reason for the use of higher carrier frequencies is the availability of
more bandwidth. This enables larger data rates that can be even increased when
using advanced modulation formats like mPSK or mQAM. These formats require a
modification in the central station and the mobile unit: IQ mixers have to be used
for upconversion and downconversion (see chapter 3.3.1). The optical part of the
system (Rx / Tx antennas) does not have to be upgraded because the RF signal is
transported transparently over the fiber.
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However, when migrating to higher frequencies (e.g. 60 GHz), power fading is
expected. Single sideband modulation used for the Radio-over-Fiber system in sec-
tion 3.3.1 will relax this issue. For signal bandwidths of more than 10 GHz, dispersive
effects may affect the data itself. Electronic equalization at the receiver can be applied
in that case [2, 4, 6]. Also, dispersion compensation schemes from optical communi-
cation can be applied. This effort can be reduced if shorter achievable transmission
distances are sufficient.
Up to 40 GHz, directly modulated laser diodes (discussed in chapter 2.1) are avail-
able. For even higher frequencies, external modulators have to be used. Of course,
components (substrates, amplifiers, laser diodes etc.) are more costly for higher
frequencies as well. Loss in electrical domain increases and antenna size decreases
with increasing frequency. This indicates a higher level of integration. For example,
in K band, interesting solutions with directly modulated laser diodes and integrated
antennas are presumable for satellite links.
Wavelength division multiplexing (i.e. lasers with different wavelengths) helps han-
dling more than one remote antenna unit from one central station. Separated by
WDM demultiplexers, more than 100 antenna units may be addressed by one fiber.
Conclusion
FTTA is a very promising approach within the scope of microwave photonic systems.
The combination of optical components, electronics and antennas enables a new class
of systems that has to be designed and analyzed in a holistic way as presented in this
section. The exemplary full-duplex up- and downlink FTTA system with integrated
optical fiber-coupled antennas has a huge relative antenna bandwidth of 133% (i.e.
baseband data bandwidth of 67%). Thus, the simultaneous transmission of many
wireless signals is supported. A data rate of 1 Gbit/s has been modulated on a
1.5 GHz carrier frequency using simple OOK modulation. Fiber distances of up
to 60 km have been shown. That validates the system in a typical optical metro
network environment. Starting from around 60 GHz, in-package antennas are an
interesting option. This implies an electro-optical RF capable package. For even
higher frequencies (e.g. 180 GHz), a direct integration of antennas in a silicon
photonics process will be attractive due to the smaller footprints of the antennas.
Summarizing, future system architectures of wireless networks with higher levels of
centralization and deeply integrated antenna sites are expected to be built on the
basis of the early results demonstrated in this chapter. A scaling towards mm-wave
frequencies renders the FTTA concept even more valuable.
3.3.3 Wireless readout of optical sensors
The versatile use for optical sensors is justified by their low susceptibility to elec-
tromagnetic interference, high precision, excellent compatibility with biological sub-
stances and favorable handling in peculiar environmental conditions. A broad range
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of physical or mechanical parameters like temperature, pressure, strain, bending, re-
fractive index, humidity and many more can be measured. Chemicals and biological
agents in liquid and gaseous samples, radiation, electrical and magnetical fields can
be detected, too. Among others, the field of use includes automotive, avionic, geo-
logical, environmental and medical applications as well as tasks in health monitoring
and industrial fabrication processes.
Typically, optical sensors are read out using costly and bulky evaluation units such as
spectrometers being attached to the sensors by optical fiber. Not only is this difficult
in harsh environments (e.g. in production plants) or when dealing with mobile sensing
targets (for health monitoring of sick or elderly people or in assisted living scenarios)
but also must the evaluated sensor signal be transmitted to a central unit, converted
and processed. The standard approach of using a wireless modem attached to the
evaluation unit adds extra cost and complexity while not fully addressing the size and
mobility issues. The solution described in this chapter offers a compact read-out that
comes with wireless transmission and a potentially low power usage.
Combining the RoF / FTTA concept (see chapter 3.3.2) using a fiber-coupled
antenna (section 3.2.1) with optical sensors provides a flexible system where the eval-
uation takes place at the radio receiver simplifying the evaluation unit [104, 127]. No
on-site processing is necessary any more. However, this implies that the optical source
used for the interrogation of the optical sensor has to be modified. First, the design
of possible optical sensors is discussed and a long-period-grating (LPG) temperature
sensor for use in the exemplary implementation will be introduced. Following, the
system design, the novel evaluation scheme and calibration procedures are explained.
Finally, a proof-of-concept setup is characterized.
Optical Sensor
Regardless of the specific operation scenario and the transducer principle of an optical
sensor, it always modifies its input signal in terms of spectral or polarization behavior,
delay or phase. This change can be modeled using a transfer function. The evaluation
of the sensor quantities always takes place in electrical domain. That means, any
change induced by the sensor has to be translated in a modulation of the optical power
in order to use a photodetector for opto-electrical conversion. This instantaneously
yields compatibility with the previously proposed RoF transmission and evaluation
scheme. The heritage from optical communications offers a broad range of cost-
effective fiber-coupled components (laser source, modulator, couplers, detectors, ...)
supporting low-loss coupling which improves the available dynamic range of the sensor
system.
A resonant sensor mechanism is particularly beneficial. The optical resonantor
absorbs the power from the input in a small portion of the spectrum depending on
the sensed quantity. When the input signal generated by the RoF transmitter is
located at the rising or falling slope of the resonator spectrum, high sensitivity can
be achieved. All kinds of interferometers are good candidates to provide resonators,
e.g. built up with planar waveguides [70]. Micro-mechanical structures [143] allow
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the implementation of very compact and robust sensors. Also plasmonic effects [128],
photonic crystals [53] and grating couplers realized with optical fibers [125] can be
used. Especially fiber-based sensors can be conveniently integrated into RoF systems.
In fibers with Germanium doped core, UV exposure leads to an increase of the
refractive index. A periodic refractive index modulation as shown in Figure 3.48 is
called grating. In the grating, power is exchanged between different guided fiber
modes due to constructive interference of light scattered at the periodic refractive
index variations within the grating. The light transfered by the grating from the basic
mode of the fiber can be seen as a notch in the optical transmission spectrum at the
resonance wavelength λR. The resonance condition depends on the grating period Λ
and the difference of the effective refractive indices of the modes participating in the
coupling process Δneff [41]
λR = 2ΛΔneff . (3.53)
Figure 3.48: Grating in single-mode fiber.
The grating period can be used to classify different grating types. Small periods
of a few hundred nanometers lead to so-called fiber Bragg gratings (FBG) coupling
counter-propagating core modes. They can be used e.g. for temperature and strain
sensing [118]. Longer periods in the micrometer range forming a so-called Long Pe-
riod Grating (LPG) couple core modes and co-propagating cladding modes (HE1,X).
The HE1,X modes reveal an evanescent field outside the fiber cladding. The inter-
action of this field with the outside medium can be used to detect refractive index
changes of the surrounding medium leading to a shift of the resonance wavelength
λR due to a changing effective refractive index. Receptor molecules attached to the
fiber cladding within the decaying evanescent field help detecting corresponding bio-
chemical substances [126]. Coating the fiber with a hydrogel can be used for pH
[132] and humidity [146] measurements. Surface plasmon resonance (SPR) boosts
the sensitivity of the refractive index evaluation by adding a thin metal coating to the
fiber [128].
Among the multitude of fiber-optical sensors, a LPG-based temperature sensor is
chosen for the demonstration. The effective refractive index of the fiber changes
with temperature and results in a shift of the resonance wavelength. Compared to
FBGs, the sensitivity when coupling in cladding modes is two orders of magnitude
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higher [61]. In Figure 3.49 (bottom), the change of the effective refractive indices
of the core mode and of different HE1,X cladding modes is shown. The evaluation
of equation (3.53) leads to the grating line. Whenever the grating line and a higher
mode intersect, coupling is possible (dashed vertical lines in both subplots). Thus, the
sensor may be operated at different wavelengths. A temperature-induced change of
the effective refractive index of the fiber leads to a different position in the spectrum
where higher order modes and grating line intersect and, consequently, in a different
wavelength of the resonance. The notch in the transmission spectrum moves as shown
in Figure 3.49 (top). A lower angle between the cladding mode line and the grating
line in Figure 3.49 (bottom) leads to a higher spectral shift caused by the temperature
change. Therefore, an intersection point like at about 1550 nm (HE1,10) should be
chosen for high sensitivity. This matches well the typical wavelengths of transmitters
in the third optical window used by RoF transmitters.
The LPG temperature sensor could be further optimized by changing the amplitude
of the refractive index modulation which affects the effective refractive index. The
behavior of the cladding modes can be tuned by adjusting the cladding diameter.
However, that was out of scope for the proof-of-concept demonstration.
A precise point-to-point writing process [113] has been carried out to realize the
30 mm long LPG using a focused beam of a frequency-doubled argon-ion laser
(244 nm wavelength). The grating inscribed into standard single-mode fiber that
was hydrogenated for two weeks to increase photosensitivity has a period of 243 µm.
In the spectrum of the temperature sensor (Figure 3.49, top) at 23◦C, the resonances
caused by transfering the input power of the core mode into different cladding modes
can be seen. At 1530 nm, the grating couples around 15 dB of optical power from
the core mode to the HE1,10 cladding mode. The measured spectrum matches well
with numerical simulations by Optiwave IFO-Gratings.
RoF transmission
As mentioned before, the traditional way to evaluate an optical sensor is to use a laser
line at the wavelength of the sensor slope in order to convert the spectral change of
the sensor characteristic into an attenuation of the optical signal. This change of
optical power can be detected by a photodiode. However, this produces a DC signal
that cannot be wirelessly transmitted. That’s why the laser source has to be changed
to a Radio-over-Fiber transmitter (similar to those used in chapter 3.3.1 and 3.3.2).
In Figure 3.50, the block diagram of the proposed system is shown. For the proof-of-
concept implementation, a carrier frequency of 2.5 GHz has been chosen. Also WiFi
and Bluetooth transmitters operate in this ISM band. The electrical carrier modulated
on the laser source within the RoF transmitter enables a direct transmission of the
RoF signal after being influenced by the sensor (a temperature sensor in this example).
The wireless signal is received and its power fluctuations are evaluated. The evaluation
and calibration procedure is discussed in detail in the next subsection.
The signals propagating through the system are shown in Figure 3.51: In subplot a),
the output spectrum of the RoF transmitter can be seen. Being connected by optical
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Figure 3.49: Top: Transmission spectrum of LPG-based temperature sensor at
23◦C environmental temperature. Each notch corresponds to the
coupling of optical power from the core mode to a certain HE1,X
cladding mode (resonance). Bottom: Wavelength-dependent differ-
ence of the effective refractive indices of the core and HE1,X cladding
modes. Intermodal coupling causing energy transfer (resonance) be-
tween the the modes takes place at the intersections with the grating
line (see equation (3.53)). The spectral shift of the resonance wave-
length is higher if the intersection angle is flatter.
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Figure 3.50: Block diagram of wireless transmission of optical sensor data using
Radio-over-Fiber approach
Figure 3.51: Simultaneous wireless transmission and evaluation of optical sensor:
a) RoF transmitter output signal, b) signal being influenced by the
optical sensor, c) received sensor signal after wireless transmission
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fiber, it can be installed conveniently at a remote location. The sensor itself can be
located within a hostile environment (high fields, exceptional temperature, limited
space, no external power etc.). After being influenced by the sensor characteristic,
the RoF signal with imprinted sensor value (Figure 3.51 b)) is transported over fiber
to the antenna location. A photodiode converts the signal from optical to electrical
domain and an antenna transmits the electrical signal wirelessly. The antenna acts
as bandpass filter and radiates only the electrical carrier generated before at the RoF
transmitter. DC and mixing components are blocked. At the remote wireless receiver,
the signal shown in Figure 3.51 c) is recovered and can be evaluated as follows.
Evaluation and calibration
To be able to distinguish between the sensor influence and cross dependencies, a
calibration procedure is needed. Unwanted effects on the received signal include the
wireless channel and parasitic effects during the optical transmission.
Different architectures for providing the reference signal can be used as shown
in Figure 3.52. The most simple and flexible appproach is to add the reference
signal after the sensor. The disadvantage of this approach is that parasitic effects
at the transmitter, on the connection of the transmitter to the sensor as well as
the combiner cannot be calibrated. Also, this scheme requires two Radio-over-Fiber
transmit units. When synchronized, the same wireless carrier frequency fc and the
same laser wavelength λ can be used. However, in order to prevent interference
between both lasers, one has to be switched off while the other is transmitting.
The turn-on delay of the laser of around 1 ns [1, 153] limits the switching speed
between sensor and reference signal. It is also possible to work at different wavelengths
and different wireless frequencies at the cost of reduced calibration reliability due to
possibly wavelength dependent or frequency selective channels.
Adding an optical switch reduces the need to only one RoF transmit unit. The
switch and the combiner cannot be calibrated but fluctuations in the RoF Tx can
be canceled out that way. Optical switches are usually micro-mechanical devices,
therefore the switching speed is limited to typically 10 ms [112].
The third option is to use one electrical laser driver and switch it electronically to
drive two laser diodes with different wavelengths. This enables high switching speeds
and reliability. The wavelength of the laser diode for the reference has to be spectrally
separated from the operational wavelength of the sensor so that it may pass the sensor
without being influenced. This way, parasitic effects in the laser driver but not in the
lasers itself can be calibrated. It is worth mentioning that for sensors operating in
reflection, additional effort has to be spent, e.g. inserting a mirror after the sensor.
This may lead to additional uncertainties in the calibration process.
The subsequent investigations focus on realizing a simple frontend working at low
frequencies in the megahertz range. Consequently, a second electrical carrier at a
different frequency near the wireless sensor signal frequency is used, i.e. the first ref-
erence signal architecture shown in Figure 3.52 a) is applied. Under adverse conditions
in the wireless channel, its transfer function may change from maximum to minimum
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Figure 3.52: Reference signal architectures: a) reference signal added after sen-
sor, b) reference signal added after sensor (optically switched), c)
reference signal added before sensor at different wavelength.
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within a frequency range of a few megahertz, e.g. two paths with length difference
of 15 m lead to a 20 MHz channel periodicity. If both paths have equal power,
total extinction of the signal is possible. However, for typical scenarios, the wireless
channel is flat for such small frequency offsets. Being not influenced by the optical
sensor but experiencing the same radio channel and impairments in optical domain,
the parasitic effects can be separated from the sensor impact. It may be transmitted
with the same antenna as the sensor signal after optical combining (option (1)) or
with a second antenna (option (2)) in the vicinity of the first one to ensure a similar
radio channel. The proposed setup is depicted in Figure 3.53.
Figure 3.53: Setup with wireless transmission options (optical combining and one
antenna or two antennas in close vicinity) using reference paths to
calibrate out cross dependencies of the sensor and the link
Following, the processing of the received wireless signals is explained. Although the
sensor signal as well as the reference carrier may be modulated with data (e.g. for
identification of the sensor or for sensitivity enhancement with spread codes similar as
in navigation systems), the comparably narrowband system can be treated as single
tone to simplify the mathematical derivations.
The received wireless sensor signal x1 is characterized by its amplitude a1, frequency
ω1 = 2πf1 and phase ϕ1
x1 = a1 sin(ω1t+ ϕ1) . (3.54)
Depending on the sensor value, a1 changes. The amplitude a2 of the received ref-
erence signal x2, however, is not influenced by the sensor. As stated before, the
reference tone operates at the different frequency ω2 = 2πf2. It is used as phase
reference (ϕ2 = 0).
x2 = a2 sin(ω2t) (3.55)
It is worth mentioning that the phase of the wireless sensor signal ϕ1 changes con-
stantly due to the frequency offset between the reference signal f2 and the sensor
signal f1. A fixed phase relation would only occur when there is no frequency offset
or when the reference signal frequency is a multiple or fraction of the sensor signal
frequency. This is clearly not the case. The phase change repeats itself with the
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Thus, the initial phase difference ϕ1 does not have any impact on the further evalua-
tion. The reference and sensor signals do not interact in optical domain. Propagating
through (approximately) identical wireless channels results in an identical attenuation
of both amplitudes a1 and a2. Hence, the ratio
a1
a2
remains constant and can be used
as a criterion to determine the sensor signal.
After self-mixing of the received signal consisting of sensor and reference contribution
y = (x1 + x2)
2 (3.57)
the produced spectral components may be evaluated. Limiting the evaluation to the
DC component and the low-frequency (LF) beating frequency Δf between the sensor
tone and the reference tone allows the use of low frequency hardware (with upper
frequencies in the megahertz range). Components at higher frequencies (i.e. f1, f2,
2f1, 2f2, . . .) can be ignored. That way, a cheap, simple and energy-efficient system
may be designed.








The LF beating signal at Δf can be expressed as
yLF = a1a2 [cos(2πΔft− ϕ1)] . (3.59)































can be evaluated. The ratio between the amplitude of the sensor signal a1 and of the





γ2 − 2γ + γ − 1 . (3.63)
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) depending on measured
DC to LF power ratio γ = PDC
PLF
In order to validate the analytical calculations when the sensor system is realized
with typical components, it has been simulated with VPItransmissionMaker. For
the simulation, no data has been moduated on the laser sources. Two DFB lasers
have been used: The first one (wavelength λ1 = 1552.8 nm, modulation frequency
f1 = 2.45 GHz) served as source for the sensor signal and the second one (wavelength
λ2 = 1553.6 nm, modulation frequency f2 = 2.55 GHz) was used as reference.
The sensor influence was modeled as variable attenuation of laser 1. The optically
combined signal of laser 1 and laser 2 was received with a photodiode. At the output
of the self-mixing setup, the power of the DC component and the produced line at
f1 − f2 = 100 MHz was measured. Additionally, the laser powers a21 and a22 were
probed. Figure 3.54 underlines the good match between simulated results and the
analytical computation.
Measurements
A simplified proof-of-concept measurement has been carried out with the temperature
sensor discussed earlier. Measuring directly at the output of the wireless transmit-
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Figure 3.55: Simplified measurement setup for RoF sensor validation
ter (i.e. without wireless channel, see Figure 3.50) and by carefully controlling the
environmental conditions in the lab (in other words, minimizing influences from the
optical part), the calibration procedure described in the previous section could be
avoided. Therefore, no reference RoF transmitter is needed in the experimental setup
shown in Figure 3.55. The electrical carrier frequency was set to 2.5 GHz. An elec-
trical spectrum analyzer (ESA) has been used to measure the power of the generated
wireless signal. For a more detailed analysis, an optical spectrum analyzer (OSA) has
been added to monitor the spectrum after the optical sensor. However, in a practical
realization, such sophisticated measurement equipment will not be needed. No mea-
surement devices are involved in optical domain. In electrical domain, just (low-cost)
filters and power detectors are required.
Figure 3.56: Temperature dependent measured optical spectra after the optical
sensor
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Figure 3.57: Measured electrical power depending on temperature
Figure 3.56 shows the optical spectra after the sensor effect at temperatures of
25◦C, 50◦C and 70◦C. As can be seen in Figure 3.51, the temperature induced
wavelength shift of the sensor attenuates the optical signal. This results in a higher
attenuation for lower temperatures. After the opto-electrical conversion, also the
power of the produced electrical signal that will be transmitted depends on the tem-
perature. The dependency of the wireless signal power from frequency is shown
in Figure 3.57. The power-temperature characteristic is unambiguous. Hence, the
temperature reading can be extracted from the power measurement.
Application example
One important scenario for optical sensors is the monitoring of buildings, bridges and
other critical infrastructure. Also temperature monitoring is a big issue for energy-
efficient houses. In new constructions, concrete with carbon fiber instead of steel as
reinforcement (carbon concrete composite) can be used as a promising material with
lots of benefitial properties. For example, fiber sensors can be directly embedded in
the carbon fiber reinforcement. This is a big advantage over bulk electrical sensors
such as strain gauges. Also temperature sensors can be realized, e.g. with LPGs as
discussed before. Humidity inside the concrete is another quantity that can be sensed
with optical fibers being coated with a hydrogel. However, a break-through of this
approach is expected when reading out the optical sensors wirelessly is possible. [105]
Proper packaging of the sensors is crucial for their operation. When the fiber sensor
is tethered to the carbon fiber reinforcement, shrinking concrete may cause small cur-
vatures along the fiber axis. Furthermore, within the aggressive chemical environment
of the concrete, the acrylate coating of the fiber could lose its protective function.
This increases the loss in the fiber (microbending loss and ingress of moisture) and
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lowers the lifespan of the sensor. There is even the risk that the sensor might be
damaged. Macroscopic bending or mechanical shear force will shift the resonance
wavelength of the sensor and have to be avoided. On the other hand, the packaging
shall not impair the mechanical properties of the reinforcement and the immersion of
the sensor in the concrete shall not be interfered with. For strain sensors, a homo-
geneous strain distribution has to be ensured, e.g. by a frictional connection. The
cross-sensitivity of fiber-optical temperature and humidity sensors to strain has to be
minimized, i.e. a force neutral connection has to be applied.
Figure 3.58: Packaged fiber-based sensor stitched on reinforcement carbon roving
Stainless steel tubes have a high tensile strength. It also shields the optical fiber
sensor from parasitical shearing forces. That renders the steel tubes most suitable for
strain sensors that are able to measure until the carbon fiber reinforcement fails. The
drawback of the stainless steel tubes is their low flexibility which prevents them from
being integrated directly during the production of the carbon fiber reinforcement.
Instead, they are stitched in a second step after production onto the reinforcement.
Local gluing ensures a force-fit connection between the reinforcement and the pack-
aged sensor. Figure 3.58 shows the developed package for the strain sensor.
a) b)
Figure 3.59: Packaging: a) Packaged optical fiber based moisture sensor embed-
ded in carbon reinforcement for carbon concrete composite, b) stitch-
ing process
The moisture sensor needs interaction with its environment in close vicinity. Be-
cause glass has a similar thermal expension coefficient as the fiber, a glass packaging
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reduces thermally induced cross-sensitivity. Also, shielding from parasitic shearing
forces is achieved. In order to ensure the wanted interaction with the environment,
a half open glass tube is chosen as package. The permeable polyester braid allows
moisture to enter the hydrogel coated fiber sensor area but at the same time prevents
the concrete from a direct interaction with the hydrogel. In Figure 3.59 a), the pack-
aged moisture sensor is shown. Figure 3.59 b) depicts the stitching process used to
fix the package of strain and moisture sensor on the carbon roving.
a) b)
Figure 3.60: Sensor spectra: a) humidity sensor during drying of carbon concrete
composite, b) strain sensor with respect to applied strain
Figure 3.60 a) shows the measured spectra of the moisture sensor during the drying
process of carbon concrete composite. It can be seen that two processes influence the
spectral behavior. The clear grating resonance being present under heavy moisture is
first blue-shifted during the drying process. At the same time, the depth of the res-
onance decreases, i.e. its quality factor decreases implying loss. Then, the minimum
red-shifts again while the quality factor of the resonance further decreases. Therefore,
a direct wireless readout with a RoF signal centered at one specific wavelength is not
easily possible due to potentially ambiguous values.
The strain sensor shows a straight-forward shift of the resonance with increasing
strain 3.60 b). Therefore, the wireless readout is much easier to implement. Fig-
ure 3.62 shows the spectrum of a RoF signal (a DFB laser directly modulated with a
RF carrier) for changing spectral characteristics of the strain sensor. The RoF signal
power changes when the resonance of the FBG moves. As a result, the radiated
wireless power depends on the relative spectral position between FBG and laser. This
power is directly connected with the measured strain. Cracking could be successfully
detected with a packaged sensor inside carbon concrete composite as shown in Fig-
ure 3.61. The sensor characteristic follows nicely the extrusion of the carbon fiber
reinforced concrete.
As in the previous measurements, a careful experimental design allows to omit the
calibration of the wireless channel because a reflection-free environment leads to a
flat channel characteristic with just free space loss that can be described with the
Friis equation. Using relative measurements, this loss cancels automatically.
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Figure 3.61: Strain sensor resonance wavelength shift
Figure 3.62: Spectra of DFB laser modulated with RF signal for changing spectral
characteristic of the optical fiber sensor
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Figure 3.63: Sensitivity depending of the spectral position of the laser with respect
to the resonance of the optical fiber sensor
Due to the electronic evaluation, in this microwave photonic system the sensitivity
of the sensor scheme not only depends on the sensor itself (i.e. the FBG) but also
on the RoF signal. Figure 3.62 implies that the relative spectral position between
FBG and laser is the key characteristic. In Figure 3.63 shows the measured sensitivity
of the sensor system with respect to the relative spectral position between FBG and
laser. When the laser line is centered directly at the resonance of the FBG, the
sensitivity is lowest. Higher sensitivity can be achieved at the slopes on both sides
of the resonance. Far away from the resonance, the grating has no effect and the
sensitivity converges to zero.
Conclusion
In this chapter, a novel approach to wirelessly transmit and evaluate the measurement
of optical sensors after reception of the wireless signal in electrical domain has been
presented and discussed. In order to suppress effects caused in optical domain and
from the wireless channel, a calibration and evaluation procedure working with LF
hardware has been presented. Combining photonic and RF techniques enabled a new
system design with superior features being a good example for a holistic microwave
photonic design approach. The concept is compatible with a variety of optical sensors
and may be extended even to a sensor network.
One application example presented was embedding different fiber sensors into car-
bon concrete composite. A moisture sensor has been introduced and a strain sensor
was demonstrated. Future work has to deal with the wireless channel that has been
assumed flat so far. Attenuation or dispersive effects during the wireless propagation
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through carbon concrete composite may affect the resolution and achievable sensi-
tivity of the sensor system as well as the maximum transmission distance regardless
of the proposed calibration with a second transmission. For steel-reinforced concrete,
the RF properties are well-known. Carbon concrete composite, however, is expected
to behave differently but only few publications exist so far. The conductivity of the
carbon fibers is much lower than the one of steel but the carbon fiber mesh has a
higher density than the steel reinforcement. Also, less concrete is used for carbon
fiber reinforced structures.
3.4 Summary
The use cases discussed in this chapter range from small transmission distances of
below one millimeter for chip-level applications to several kilometers for Radio-over-
Fiber systems. Also, various ranges of use such as communications, sensors or the
generation of RF signals have been covered. Despite of these differences, all these
examples share a common approach – an end-to-end electro-optical cross-domain
modeling and optimization process. Only this holostic microwave photonic approach
ensures an optimal solution superseding the traditional concept where electronics and
photonics are developed separately.
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The concepts of microwave photonic systems have the potential to be further devel-
oped in different directions. In this chapter, four major trends are discussed. First, the
wireless frequencies are supposed to increase up to the sub-terahertz and terahertz
region in order to provide more bandwidth, especially for short range communica-
tion. The transport and generation of these signals calls for microwave photonic
approaches.
Second, microwave photonic methods and concepts could not only be applied to
optical carriers at hundreds of THz but also to THz carriers which start to show a
behavior that becomes more and more similar to photonics. A waveguide design with
low loss such as the optical fiber is crucial here to enable transmission over longer
distances.
The integration of optical functionality into semiconductor processes is an impor-
tant point. Semiconductor manufacturing allows nanometer scales. However, typical
optical components (lenses, waveguides, sources, detectors and many more) are much
bigger than the respective optical wavelength. This limits the application areas and
the performance of these components and makes a co-integration difficult (as known
from silicon photonics).
Nanophotonics deals with the behavior and interaction of light in nanometer scales
and empowers promising future applications especially containing interaction between
electrical and optical domain – one core issue of microwave photonics.
4.1 THz and sub-THz wireless carriers
Analyzing the past and current wireless systems shows two trends: Short-range stan-
dards (WiFi) tend to support data rates of around 100 times their wireless (cellular)
counterparts. Additionally, the data rates are increasing so that in 2025, data rates of
1 Tbit/s are expected [47]. The enourmous bandwidth needed to achieve such high
data rates is only available above 100 GHz, i.e. in the sub-THz and THz region. For
example, around 250 GHz, the atmospheric attenuation is around 0.002 dB/m. Al-
though it is about 10 times as high as the attenuation in fiber for optical frequencies,
it can be regarded negligible for short-range communication. Furthermore, the high
frequency bands are still available to be assigned for communication applications.
Despite huge efforts for the electronic generation of electrical carriers in the THz
and sub-THz frequencies have been made, optical generation of the RF carrier (as dis-
cussed in the previous chapter) becomes more and more appealing. Possible concepts
involve photonic upconversion using modulators [157], eventually in conjunction with
filters [44, 55] or nonlinear effects [129]. The bottleneck is the conversion back from
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optical domain to electrical domain. State-of-the-art photodiodes for optical com-
munication operate from DC to a certain upper frequency. Today, such broadband
components are limited to around 100 GHz. For microwave photonics, the lower fre-
quencies are not needed, so photomixers that only support a frequency range around
the RF carrier frequency [149] are an option. It can be foreseen, that such devices
will become a key component in sub-THz and THz microwave photonic systems. It
is worth mentioning that decreasing the size of the active area for photodiodes and
photomixers for the sake of increasing the maximum frequency is closely connected to
integrated optics (see chapter 4.3) and to nanophotonics discussed later in section 4.4.
4.2 Microwave photonic approaches for THz systems
In microwave photonic systems, the RF signal is modulated onto the optical signal
in order to be processed and transported in optical domain and to gain advantage
of the properties at optical frequencies. However, the available bandwidth at THz
frequencies is already sufficient to accomodate today’s and future RF signals below
100 GHz. Concepts similar to microwave photonics could be applied, i.e. using simple
amplitude modulation and diodes as detectors. Although the physical principles of
the sources and detectors are different, the microwave photonic concepts can be easily
adapted. First components for these systems such as solid-state LO sources [32] and
Schottky diodes as detectors with a large video bandwidth (70 GHz in [136]) become
commercially available.
Without proper waveguiding concepts for THz waves, though, they will not be-
come accepted as carriers. At THz frequencies, solutions with heritage in microwave
as well as in photonic technologies are promising. Consequently, metal waveguides,
fibers and plastic ribbons have been proposed. That means, dielectric as well as
conductive connections are researched. For competetiveness with optical solutions, a
flexible connection would be advantageous. Moreover, low group velocity dispersion
and low loss are the design goals. In [91], a flexible metal ribbon is proposed as THz
interconnect with 0.5–1 dB/cm loss. This is already comparable to today’s ribbon
waveguides used for optical interconnects in the infrared region (see chapter 3.1).
A metallic slit waveguide has been designed and measured with around 0.1 dB/cm
[148]. The plastic fiber (PE wire) used in [23] also has a low attenuation of below
0.1 dB/cm at 300 GHz. Yet, coupling is difficult and results in a poor coupling
efficiency below 20%. Theory [63] implies that with increasing frequency, the reach-
able attenuation of dielectric waveguide decreases from 0.2 dB/m at 300 GHz to
below 0.05 dB/m at 700 GHz. Diametral, the attenuation of metallic waveguides
increases (10−3 dB/m at 300 GHz vs. up to 1 dB/m at 700 GHz). As a conse-
quence, for THz systems, dielectric waveguides should be preferred. Nevertheless, the
demonstrated waveguides have typically a more than one magnitude higher attenua-
tion than theoretically predicted. This gives space for improvement in the design of




Nowadays, the practical use of microwave photonic systems is often limited by optical
parts being only available as discrete component. This only allows bulky setups
which are prone to environmental effects. Moreover, tailored solutions are often not
possible and the required interfaces (optical coupling as well as electrical connections)
frequently limit the performance significantly.
a) b)
Figure 4.1: Talbot effect based RF upconversion: a) block diagram, b) proposed
chip and package.
For the example of photonic RF generation by means of the Talbot effect pre-
sented in chapter 3.2.3, an integrated photonics solution would have some major
advantages. The dispersive element could be tailored regarding its wavelength de-
pendency enhancing the efficiency especially for spectrally broader sources needed for
high upconversion factors and noise suppression. Co-integrating the photodiode for
opto-electrical conversion with the optical dispersive element allows higher frequen-
cies to be generated. Moreover, the envisioned on-chip solution (see Figure 4.1) will
be small, robust and potentially cost-effective because it can be realized in standard
SiGe EPIC technology. This technology has the potential to add further electronic
functionality such as amplification, mixers or even complete frontends.
Especially for higher frequencies, a greater level of integration for Radio-over-Fiber
and Fiber-to-the-Antenna systems is very appealing. On-chip and in-package anten-
nas become a feasible option so that the functionality of a central station or a base
station for these systems can be realized on a single chip. For systems discussed
in chapters 3.3.1 and 3.3.2, central stations and base station functionality could be
integrated as shown in Figure 4.2. Realizing carrier generation (in the example shown
with a ring modulator) as well as data modulation (as Mach-Zehnder modulator in
the graphic) on one chip removes loss at optical interfaces. Being in close vicinity,
polarization or temperature drift related issues are suppressed. On-chip electronic
interfaces between the driver circuits and the modulators can be made more energy-





Figure 4.2: Possible electronic-photonic RoF / FTTA solutions: a) central station,




The multi-band base station chip (exemplary shown in Figure 4.2 b)) also carries
electronic circuits. This kind of chip would be a key component for an integrated
RoF / FTTA system. Multiple frequency bands such as 5G (around 30 GHz), Wire-
less Gigabit 802.11ad (at 60 GHz) or possible future systems at 120 GHz can be
demultiplexed and amplified separately. While at 120 GHz, on-chip antennas will be
used, for 60 GHz and 30 GHz in-package solutions are envisioned.
Figure 4.3: Proposed electronic-photonic integrated circuit for optical angular
momentum receiver.
Integrated photonic solutions may also help to realize novel concepts, e.g. orbital
angular momentum multiplexed transceivers. During the last decade, the optical fiber
capacity has been increased by exploiting coherent transmission combined with ad-
vanced modulation formats (DP-QPSK, QAM) and the transition from the standard
DWDM frequency grid to optical superchannels. However, the transmission capacity
of standard optical fiber itself tends to be restricted by the nonlinear Shannon limit.
To overcome the possible “capacity crunch”, novel techniques on the physical layer
are required, capable to provide more effective utilization of the optical fiber links.
Therefore, spatial division multiplex (SDM) has attracted significant research interest
[121, 165]. Apart from multicore fibers, mode division multiplexing (MDM) can be
used [13, 135].
Being free to chose the basis of fiber modes used as orthogonal signal carriers for
MDM transmission, vortex modes are an interesting choice [155]. Fibers with a
special index profile (vortex fiber) minimize crosstalk between modal channels due to
maximized diversity of their effective refraction indices [19, 20, 97]. The demonstrated
distances are limited by the residual crosstalk within the interconnect / short-range
/ access network scenarios, and the scalability of such systems is limited by the fiber
design. Anyway, demultiplexing may be achieved with all-optical components without
the need for computational complex MIMO processing.
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Although OAM-multiplexed optical fiber transmission over relevant distances has al-
ready been demonstrated successfully [19, 22], generation, modulation and detection
of optical vortices are provided in current systems by bulk optical devices. Industry-
scale OAM-based transmission requires robustness and repeatability, which is diffi-
cult to achieve with discrete components. Hence, the development of the compact
integrated optical components, capable of on-chip generation, transmission and pro-
cessing of optical vortices, is the next key step towards robust and energy- as well
as cost-effective OAM-based information systems [161]. Moreover, the fabrication
process of such components should be compatible with the existing microelectronic
processes. Silicon photonics allows to manufacture the special optical structures
(e.g. circular grating couplers, phase matched waveguides and couplers) as well as
the opto-electrical conversion needed for an integrated OAM receiver as shown in
Figure 4.3.
4.4 Nanophotonics
Integrating optical elements into microelectronics to an even higher degree than silicon
photonics implies nanophotonic approaches [137]. Optical nanoantennas may help
to efficiently convert free space optical fields into waveguiding structures and vice
versa. The dimensions and feature sizes of such elements are very small, i.e. in the
nanometer range. Today, no existing mass-market technology (e.g. photolithography)
can provide such structures. Small numbers of samples can be manufactured with
insufficient yield using focused ion beams. Also nano-imprinting is an option but has
issues in high-volume production [110]. Hence, these technologies are not scalable,
therefore new approaches are needed.
One promising option are self-assembly (also refered to as bottom-up) strategies.
Based on chemical reactions, millions of nanoscale elements can be manufactured
simultaneously. Using DNA as scaffold has the potential to provide arbitrary forms [42,
93]. Nano-particles such as metals, quantum dots, fluorophores and many more can
be attached at specific points on the structure composing a sophisticated nanoscale
element. This element then has to be attached to the microelectronic circuit at
designated places where the macroscopic world is interfaced. Figure 4.4 illustrates
the approach. This way, traditional microelectronic manufacturing is linked with
self-assembly nanoscale fabrication. This self-assembly approach has the potential to
enable easy and cost-effective production of sophisticated elements such as threshold-
less nano lasers [66].
Nowadays, nano-structures are already used for example in sensing applications
based on surface plasmon resonance (SPR) [57]. The evanescent field of light guided
in microscopic waveguides excites SPR depending on the refractive index of the sur-
rounding medium. The refractive index near the surface changes e.g. with biochem-
ical reactions that bind biomolecules on functional groups. Nano-particles enhance
this effect [152]. However, random layout of these particles decreases the quality of
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Figure 4.4: Co-integration between self-assembled nano-scale devices and micro-
electronics.
the SPR due to scattering. The sensivity of the sensor can be improved by applying
grating structures [17].
These concepts may be merged by using magnetic core-shell particles carrying the
biofunctionalization and arranging them as a grating [53]. This has several advan-
tages: The grating formed by the functionalized nano-particles enhances the sensi-
tivity of the sensor. Second, a mobile substrate like the magnetic core-shell particles
can be used within micro-fluidic cells to regenerate the sensor surface. Moreover, the
magnetic field that moves and places the nano-particles can also be used to provide
different sensing capabilities on demand. Finally, the waveguide design is simplified
by having more degrees of freedom due to the flexible substrate. Figure 4.5 shows
the setup. The microscopic waveguide supplies the optical signal that is changed due
to the SPR interaction with the core-shell particles. The grating structure helps to
couple the energy between the surface plasmon wave and the guided mode in the
waveguide. Thus, an interface between the nanoscopic world (core-shell particles)
and the microscopic world (optical waveguide) is created.
Figure 4.5: Optical biosensor employing dielectric core-shell particles arranged as
grating.
Simulations have been carried out [53, 54] and provide first insights to the design
constraints for a sensor arrangement as shown in Figure 4.5. In general, the principle
has been validated: Changing the lattice constant helps tuning the resonance for
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a given waveguide. While pure dielectric nano-particles exhibit a clear resonance,
gratings consisting of dielectric-metallic core-shell particles show poor results due to
the conduction loss in the metal. This loss prevents the energy to couple efficiently
from the guided mode to the surface plasmon wave. Consequently, the effective
length of the grating is too short. Anyway, metal is needed for the magnetic behavior.
That’s why it has to be covered with a sufficiently thick dielectric coating so that
the electromagnetic field does not penetrate the metallic core and the particle acts as
dielectric. In the future, this kind of core-shell particles can be produced in a bottom-
up process and will be used together with the microscopic waveguide and microfluidic
system. Depending on the change of refractive index caused by the biochemical
reaction that shall be detected, the lattice and waveguide have to be designed.
A second promising application of nanophotonics has also been investigated using
simulations [52]. All-optical signal processing may prevent from unnecessary opto-
electrical conversions that limit the bandwidth and lower the energy efficiency. Key
applications are all-optical switching and all-optical modulation, i.e. one optical sig-
nal may directly trigger a change on a second optical signal without any conversion
as intermediate step. Photonic antennas are a pivotal component in this scope.
Additionally, first nanoantenna samples have been manufacured and a suitable mea-
surement setup has been realized and characterized [51].
A cross-dipole antenna as shown in Figure 4.6 can be used to accomplish this task.
The short arm (length ls) of the antenna is sensitive to the switching or modulating
signal at a shorter wavelength λs.
Figure 4.6: Photonic cross-dipole antenna.
The photonic antenna converts the far-field of the incident short wavelength light
(λS) into a localized near-field. The peak field intensity in the feeding point of the
dipole affects the refractive index within the narrow gap. This changes the effective
length of the cross dipole arms. However, the simulations indicate that the wavelength
shift of the long arm’s resonance is more sensitive by orders of magnitude than the one
of the short arm. Tuning the resonance of the long arm can be used to switch on or
off an optical signal with long wavelength λl depending on a short wavelength signal
λs. Also, amplitude modulation can be carried out the same way (see Figure 4.7).
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Figure 4.7: Principle of all-optical switching and modulation using nanophotonics:
In the presence of the short wavelength control signal, the resonance
of the long arm of the photonic antenna shifts by Δλ switching on the
long wavelength signal.
4.5 Summary
Beyond the current applications, microwave photonics will expand in different di-
rections. Driven by advances in technology and the need for higher bandwidths
and frequencies, systems operating at sub-THz and THz frequencies will be realized
next. Furthermore, the design and system concepts from microwave photonics can
be adapted to THz carriers instead of optical ones to a certain extend. Regarding
the realization, electronic-photonic integrated circuits and building blocks are starting
to become widely available enabling more efficient and powerful microwave photonic
systems. For THz bandwidths and a new level of interaction between optical and




The hybridization between microwave and optical technologies – microwave photon-
ics – is an emerging field with high potential. Benefitting from the best of both
worlds, microwave photonics has many use cases and is just at the beginning of its
success story. The availability of a higher degree of integration and new technologies
such as silicon photonics paves the way for new concepts, new components and new
applications.
With a heritage from communications, system scenarios employing the microwave
photonic paradigm are already common today. Radio-over-Fiber is a well-established
technique to transport modulated RF signals over fiber. Extending this approach
to the device level leads to fiber-coupled antennas in fiber-to-the-antenna configura-
tions. Here, the transmission distance remains in the range of meters to kilometers.
For optical intra-chip and inter-chip connections, the spans are much smaller. Yet,
microwave photonics helps to provide a broadband channel within and between in-
tegrated circuits. Especially for the 3D integration and on interposers, optical TSVs
are one key element. Combining optical sensors with microwave photonics extends
their fields of application and builds the bridge to the wireless world. Being a pow-
erful general concept, microwave photonics is not limited to today’s state-of-the-art.
Emerging fields like nanophotonics show lots of options for the application within
microwave photonic system concepts.
In this thesis, selected examples for the use of microwave photonic approaches
have been presented and discussed. The aim was to cover the whole spectrum of
integration – ranging from chip level and board level to system level. Additionally,
a cross-section of distinct applications is sampled: communications (point to point
as well as networked) and sensing but also important building blocks such as RF
generation. It has been shown how the common concepts of microwave photonics are
shared among the disparate use cases and how traditional design concepts have to
be extended to provide an optimized design. An end-to-end electro-optical modeling
and cross-domain (electrical and optical) optimization as demonstrated in this work
are inevitable in order to provide optimal solutions.
Based on the findings, it can be stated that microwave photonics is just beginning
to spread throughout many fields. These concepts are foreseen to be extended into
different directions: First, the frequencies in electrical domain constantly expand
towards shorter wavelengths, i.e. millimeter-wave and sub-millimeter wave, or, sub-
THz and THz. Second, the proven concepts from optical domain may be re-used
for quasi-optical carriers at lower frequencies (THz). For some purposes it might
be more interesting to use THz carriers instead of optical ones, when available. In
that case, many of the properties known from optical domain are still valid and
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mature approaches known from optics can be re-applied. Third, electronic-photonic
co-integration and nanophotonics will be the next fields where a deep interaction
of optical and electrical features will drastically enhance the usability which requires
microwave photonic solutions also in this small scale devices.
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