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Esta tesis trata con un importante aspecto relacionado con la construcción
de modelos numéricos para la simulación del flujo y el transporte de masa
en acúıferos heterogéneos: la integración de toda la información disponible
teniendo en cuenta su grado de confianza y su procedencia para la caracte-
rización del medio f́ısico. Esta integración está orientada a la cuantificación
y reducción de la incertidumbre en las predicciones realizadas a partir de
modelos numéricos.
El análisis de riesgos en aquellos ámbitos de la ingenieŕıa en los cuales el
medio ambiente hidrogeológico juega un rol importante, requiere modelizar
el flujo de agua subterránea y/o el transporte de masa en los acúıferos que
lo integran. La solución más común es la utilización de modelos numéricos
por medio de los cuales podemos predecir las respuestas del sistema hidro-
geológico que estamos estudiando. Estos modelos deben estar condicionados
a la información disponible con el fin de que sean lo más representativo posi-
ble del medio f́ısico estudiado. De cara a un problema real es normal disponer
de información directa acerca de algún parámetro que interesa describir, por
ejemplo la porosidad o la permeabilidad. Estas medidas pueden provenir de
ensayos in situ o de ensayos de laboratorio sobre testigos. La obtención de
este tipo de datos requiere la realización de perforaciones en el terreno que,
además de alterar las propiedades del subsuelo, son costosas. Por esta razón
las medidas directas de parámetros hidrogeológicos suelen ser escasas y es-
pacialmente dispersas. A este tipo de datos se lo llama información dura, ya
que su incertidumbre puede considerarse nula o despreciable. Además de la
información anterior, es posible contar con un tipo de información de tipo in-
directa que no proporciona una medida del parámetro que interesa, sino la de
algún otro que esperamos tenga alguna correlación con el primero. Por ejem-
plo, es posible relacionar medidas geof́ısicas de velocidad o atenuación śısmica
con valores de porosidad y más débilmente con valores de permeabilidad. Da-
da la incertidumbre que conlleva el establecimiento de estas relaciones, a este
tipo de información se la denomina información blanda.
Una de las fuentes más importante de información blanda la constituyen
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los reconocimientos geof́ısicos. En esta tesis describimos la naturaleza y los
principios de los métodos geof́ısicos con énfasis en aquellas aplicaciones ca-
paces de recabar información útil para la caracterización hidrogeológica del
terreno. Dada la naturaleza indirecta de la información geof́ısica, estudia-
mos las relaciones que los atributos geof́ısicos tienen con las variables hidro-
geológicas de más interés como la conductividad hidráulica y la porosidad
del terreno. Comprobamos que los reconocimientos geoeléctricos y śısmicos
son los más comúnmente utilizados, los primeros por las analoǵıas existentes
entre el flujo de corriente y el de agua en el subsuelo, y los segundos por la
cantidad y calidad de información que son capaces de recoger mediante son-
deos. Todas las relaciones encontradas son de tipo determińıstico y ninguna
puede ser considerada universal.
La información geof́ısica puede ser eficientemente integrada en los mo-
delos numéricos, sin perder de vista su procedencia y la escala a la que fue
registrada, a través de los algoritmos geoestad́ısticos de interpolación y re-
presentación estocástica. Estos algoritmos son descritos con cierto detalle en
esta tesis. Un especial interés dedicamos a la simulación secuencial, dado que
en la mayoŕıa de las técnicas de representación estocástica presentadas, el
condicionamiento a la información disponible se hace a través de este algo-
ritmo. Tanto las técnicas de estimación como las de simulación son evaluadas
a través de un ejercicio práctico. Las primeras fueron utilizadas para estimar
el valor esperado de un campo aleatorio a partir de unos pocos datos acerca
de la variable principal y de muchos más datos de otra variable considerada
complementaria. Para los métodos de representación estocástica el ejercicio
presentado es más complejo. Se emula el proceso de evaluación de la incer-
tidumbre en el análisis de variables de respuesta tras el procesado de los
campos generados por modelos numéricos de flujo subterráneo y transporte
de masa. Estas variables de respuesta son los tiempos de viaje y las posicio-
nes de llegada de part́ıculas liberadas en un acúıfero bajo ciertas condiciones.
En ambos casos se observa el impacto que la información secundaria tiene
sobre las predicciones realizadas y la importancia de utilizar aquellos méto-
dos capaces de capturar la mayor cantidad de información acerca del patrón
de continuidad espacial de las variables en juego.
De entre los nuevos algoritmos de representación estocástica revisados, la
técnica de simulación por campos de probabilidad es uno de los más atrac-
tivos. Este algoritmo requiere por un lado de la generación de campos de
probabilidad y por otro de la construcción en cada celda a simular, de fun-
ciones de distribución de probabilidad de los valores del atributo modelizado.
Cada valor simulado se obtiene a partir de la probabilidad (generada en el
campo de probabilidad) y de la función de distribución correspondientes a
su localización. Los campos de probabilidad son construidos por alguna de
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las técnicas clásicas de representación estocástica, por ejemplo simulación
gausiana secuencial, y su estructura de variabilidad espacial es asimilada a
la de la transformada uniforme de los datos de la variable a simular. Para
esta asunción no hay ninguna justificación teórica. En esta tesis se estudia la
posibilidad de utilizar los campos de probabilidad para la simulación de dos
o más variables correlacionadas entre śı. Para ello no se establece ninguna
hipótesis acerca del modelo de continuidad de los campos de probabilidad.
Estos campos son construidos a partir de la (co)simulación de campos de dos
variables y de la (co)estimación de las funciones locales de distribución para
esas variables y realizando el proceso inverso al de simulación por campos de
probabilidad. La estructura de continuidad espacial de los campos de proba-
bilidad aśı obtenidos es investigada en función de la cantidad y calidad de
los datos utilizados para condicionar la generación tanto de los campos de
las variables como de las funciones de distribución. Observamos que, tanto
para la simulación de una como de varias variables, la correlación espacial
de los campos de probabilidad es función de la cantidad y calidad de los
datos. Por eso concluimos que antes de asumir sin más la hipótesis que ex-
presa que la covarianza de los campos de probabilidad es asimilable a la de
la transformada uniforme de los datos disponibles, es aconsejable realizar un
estudio similar al que presentamos en esta tesis. La función de covarianza
de los campos de probabilidad aśı obtenidos será la más adecuada para el
ejercicio de simulación por campos de probabilidad.
La última cuestión con la que tratamos en esta tesis está relacionada
con la escala de la información. La mayoŕıa de las técnicas de simulación
estocástica comentadas son capaces de integrar datos a escala local como
pueden ser las medidas de permeabilidad o porosidad derivadas de ensa-
yos de laboratorio sobre pequeñas muestras de terreno. También es posible
condicionar los modelos numéricos a información geof́ısica, casi siempre ex-
haustivamente conocida, como por ejemplo la velocidad śısmica derivada a
través de una tomograf́ıa entre pozos o la reflectividad del terreno obtenida
v́ıa GPR (Ground Penetrating Radar). Hay situaciones prácticas en las que
se dispone de otro tipo de datos que más que informar acerca del detalle local
del atributo modelizado, restringen sus propiedades medias. Un ejemplo son
los datos de transmisividad derivados de un ensayo de bombeo los cuales per-
miten obtener un valor representativo de la región que rodea al pozo. Otro
ejemplo es el caso de la información procedente de la interpretación geológica
del terreno, de la que podemos derivar espesores globales de la formación.
También en el ámbito geof́ısico hay muchas técnicas que informan acerca
de las propiedades promedio sobre un volumen de soporte grande. Este tipo
de información está necesariamente relacionada con la información recaba-
da a pequeña escala y no puede ser despreciada. En esta tesis se presenta
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un algoritmo que es capaz de generar simultáneamente campos aleatorios de
las variables tanto a escala local como global imponiendo una relación lineal
entre las variables a las dos escalas y en consecuencia entre sus estructuras
de continuidad espacial. El algoritmo es evaluado a través de una serie de
ejemplos prácticos mostrando que es capaz de reproducir tanto la relación
existente entre los atributos como el modelo multivariado de continuidad
espacial de ambas variables.
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A Maŕıa Jesús Sanchis y a David Mart́ınez quienes me ayudaron a resolver
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1.1. ¿Por qué la incertidumbre? . . . . . . . . . . . . . . . . . . . . 1
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(1960). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
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Caṕıtulo 1
Introducción general
1.1. ¿Por qué la incertidumbre?
Conocer el comportamiento del flujo de agua subterránea y del transporte
de contaminantes en el medio geológico es esencial en áreas de la ingenieŕıa
como la hidrogeoloǵıa, la mineŕıa, la industria del petróleo y la gestión del
medio ambiente. La resolución de los problemas más comunes en cualquiera
de estos ámbitos, requiere una buena descripción del subsuelo en términos
de arquitectura geológica, distribución espacial de heterogeneidades, zonas
preferenciales de flujo y propiedades e interacciones entre rocas y fluidos. La
solución pasa comúnmente por desarrollar un modelo numérico que permita
predecir las respuestas del sistema.
Implementar un modelo numérico en hidrogeoloǵıa requiere conocer por
un lado, la estructura geológica del medio (por ejemplo la localización de
los ĺımites entre las distintas unidades hidrogeológicas y las condiciones de
borde del flujo y del transporte), y por otro, los parámetros descriptivos de
los fenómenos relativos al flujo y transporte de masa en ese medio (con-
ductividad hidráulica, porosidad, dispersividad, factor de retardo, etc.). Los
investigadores reconocen la compleja naturaleza y la fuerte heterogeneidad
de todos los sistemas hidrogeológicos (ver por ejemplo Freeze, 1975; Gelhar,
1984 y 1993; o Dagan, 1989), lo cual hace dif́ıcil, si no imposible, que tanto
la estructura geológica como los parámetros que describen el flujo y el trans-
porte puedan ser descritos adecuadamente por una ley determińıstica. En ese
sentido, el modelizador debe admitir que las predicciones hechas a partir de
cualquier modelo matemático son esencialmente inciertas, y que tal incerti-
dumbre es una componente clave en las ciencias del terreno. Sin embargo no
debe perderse de vista que:
“There is nothing uncertain about reality, it is our vision of
1
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that reality that is uncertain. Uncertainty not being intrinsic to
the phenomenon under study cannot be estimated, rather it is mo-
deled. All uncertainty measures are models, all based on somewhat
subjective decisions about what should be considered uncertain or
soft and what should be considered unquestionable or hard/frozen.
Better a subjective model of uncertainty than an illusion of cer-
tainty”, André Journel, 1994.
Considerando el caso de la evaluación de un futuro emplazamiento de
desechos peligrosos, hacia la cual está orientada esta tesis, Eisenberg et al.
(1987) sugieren los siguientes tipos de incertidumbre a tener en cuenta:
incertidumbre debida a errores aleatorios y sistemáticos en las medi-
ciones realizadas,
incertidumbre debida a la heterogeneidad espacial de los parámetros
geológicos,
incertidumbre inherente a la determinación del modelo conceptual,
incertidumbre relativa a la modelización de los procesos fisicoqúımicos,
e
incertidumbre en relación a los estados futuros de la naturaleza.
La incertidumbre en las mediciones realizadas se origina debido a la ine-
xactitud de los instrumentos utilizados en el campo y en laboratorio; a que
las muestras de suelo o agua son evaluadas en condiciones ideales las cuales
difieren en general de las reales; a que esas muestras son alteradas durante el
proceso de recolección, transporte y evaluación; y a las asunciones hechas en
cuanto a la interpretación de los datos registrados. Las formas de reducir esas
incertidumbres incluiŕıan una cuidadosa calibración y uso de los instrumen-
tos, un apropiado tratamiento de las muestras, y una adecuada interpretación
de los datos. Un tratamiento de este tipo de incertidumbre suele realizarse
utilizando técnicas estándar de propagación de errores.
Las propiedades hidrogeológicas del subsuelo vaŕıan considerablemente de
un punto a otro del terreno. Para el caso de la conductividad hidráulica esa
variación puede ser de varios órdenes de magnitud. Una adecuada caracteri-
zación de esta fuerte heterogeneidad requeriŕıa una cantidad importante de
mediciones que por razones económicas y prácticas no pueden ser realizadas.
Esta escasez de datos introduce una incertidumbre que debe ser cuantificada.
Una de las formas de paliar la escasez de datos es considerando otro tipo de
información, como es el caso de la información geof́ısica. Esta información
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no puede ser incorporada sin un adecuado proceso de calibración, el cual
evidentemente introducirá otra componente de incertidumbre inherente a las
relaciones que pueda haber entre los parámetros registrados en un sondeo
geof́ısico y los parámetros hidrogeológicamente relevantes. El tratamiento
de la incertidumbre en los parámetros de un modelo numérico será sujeto
de discusión en esta tesis, por lo que no mencionaremos aqúı nada más al
respecto.
La incertidumbre en el modelo conceptual está relacionada con la configu-
ración geométrica y la definición de las condiciones de borde de las distintas
unidades hidrogeológicas. La incertidumbre derivada del modelo conceptual
se origina en la necesidad del analista de simplificar el problema a fin de ha-
cerlo tratable y comprensible matemáticamente. Todo modelo conceptual es
una versión simplificada de la realidad con una serie de asunciones expĺıcitas
e impĺıcitas acerca de la naturaleza de los procesos y sistemas modeliza-
dos, las cuales introducen un error en las predicciones realizadas. Una forma
de cuantificar la incertidumbre derivada del modelo conceptual es realizar
predicciones utilizando distintos modelos conceptuales y compararlas entre
śı. Las diferencias entre unas predicciones y otras pueden ser consideradas
como una medida de la incertidumbre en el modelo conceptual. Sin embargo,
hay que tener en cuenta que la cantidad de modelos conceptuales evaluados
es generalmente limitada. La incertidumbre en el modelo conceptual puede
reducirse considerablemente incorporando en su elaboración caracteŕısticas
adicionales a las consideradas inicialmente. Por ejemplo, si una campaña
geof́ısica suministra información acerca de la disposición y número de uni-
dades hidrogeológicas que forman el medio estudiado, el modelo conceptual
podrá ser modificado para aproximarse más a la realidad.
Íntimamente relacionada con la incertidumbre del modelo conceptual
está la incertidumbre debida a los procesos fisicoqúımicos modelizados. La
inclusión de estos procesos en la modelización adquiere una importancia de-
cisiva en la evaluación de la migración de residuos peligrosos. Los procesos
del flujo de agua subterránea, transporte de masa (convectivo y difusivo) y
reacciones qúımicas en el agua, son relativamente bien conocidos cuando ellos
ocurren bajo condiciones controladas como las que se pueden lograr en labo-
ratorio. Sin embargo, y por ejemplo, la ocurrencia simultánea de todos estos
procesos sujetos a una complicada configuración geométrica tal como un sis-
tema de fracturas, supone una gran incertidumbre en el modelo de transporte
de masa. Una forma de valorar este tipo de incertidumbre es comparando las
diferencias entre las predicciones realizadas con modelos que integren algunos
de los procesos antes mencionados, con aquéllas derivadas de modelos que no
lo hagan.
Por último, existe una fuente de incertidumbre relativa a los estados futu-
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ros de la naturaleza, los cuales son vitales cuando se trata de evaluar proyectos
ingenieriles a tan largo plazo como lo son los emplazamientos de desechos pe-
ligrosos. En general las agencias reguladoras exigen presentar los resultados
de tal evaluación a través de una función de distribución de probabilidades
que de alguna manera incluya las incertidumbres relativas a los posibles es-
tados futuros de la naturaleza y las probabilidades de que éstos se den. Sin
embargo, la cuantificación de estas probabilidades supone muchas dificulta-
des.
En resumen podemos decir que el proceso de caracterización de cualquier
medio hidrogeológico puede ser definido como la actividad direccionada a
reducir las incertidumbres debidas a diferentes fuentes. Un análisis de in-
certidumbre estima cuán incierto es el comportamiento de un determinado
sistema a partir de la incertidumbre de uno a más factores asociados con ese
sistema (Brandstetter y Buxton, 1987). Esta tesis se concentra en la incerti-
dumbre debida a la heterogeneidad espacial de los parámetros en los modelos
utilizados para estudiar el flujo del agua subterránea y el transporte de masa
de un contaminante.
1.2. Modelos estocásticos y condicionamien-
to
Para modelizar la incertidumbre en los parámetros de un modelo numérico
como los de flujo y transporte de masa, se recurre a la utilización de mode-
los estocásticos. En un esquema estocástico, la variabilidad espacial de los
parámetros de entrada, digamos la conductividad hidráulica, es modelizada
como una función aleatoria espacial caracterizada por su función de distribu-
ción multivariada (ver Matheron, 1973; Freeze, 1975; Journel y Huijbregts,
1978; o Dagan, 1986). Las ecuaciones en derivadas parciales que gobiernan el
flujo y el transporte pasan a ser ecuaciones en derivadas parciales estocásti-
cas y las variables dependientes obtenidas por resolución de estas ecuaciones,
altura piezométrica, velocidad de flujo, concentración de masa o tiempos de
viaje, serán también funciones aleatorias con sus propias distribuciones de
probabilidad. La incertidumbre en los parámetros de entrada se propaga a
las variables de salida o predicciones a través de las ecuaciones en derivadas
parciales (funciones de transferencia) subyacentes a los modelos implemen-
tados.
El método numérico más comúnmente empleado en hidrogeoloǵıa para
realizar un análisis estocástico de flujo y transporte de masa es el método de
Monte Carlo o de simulación estocástica. Seguir una metodoloǵıa de Monte
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Carlo significa que la distribución espacial incierta de un determinado atribu-
to, por ejemplo la conductividad hidráulica, es modelizada por medio de un
gran número de realizaciones, todas ellas igualmente plausibles, todas ellas
con unas propiedades estad́ısticas comunes que caracterizan su grado de va-
riabilidad y continuidad espacial. Las ecuaciones que gobiernan el flujo de
agua subterránea y el transporte de masa son resueltas numéricamente en
cada una de estas realizaciones y las funciones de distribución de probabili-
dad de las variables de salida o predicciones, como las alturas piezométricas,
las velocidades del flujo o los tiempos de viaje, son construidas a través del
análisis estad́ıstico de sus valores.
Estas funciones de distribución constituyen verdaderos modelos de incer-
tidumbre (Gómez-Hernández, 1991b, 1993a y b) de los parámetros implicados
en la descripción del comportamiento del flujo de agua y la migración de con-
taminantes en el subsuelo, y pueden ser utilizados dentro de un esquema de
análisis de decisión u optimización para la evaluación de alternativas en el
diseño ingenieril (Massmann y Freeze, 1987a, b y 1989; Wagner y Gorelick,
1987 y 1989; Freeze et al., 1990 y 1992; Massmann et al., 1991; Sperling et
al., 1992; James y Freeze, 1993; Rautman e Istok, 1996; Rosen y Gustafson,
1996; Istok y Rautman, 1996; Freeze y McWhorter, 1997).
El siguiente ejemplo ilustra de manera esquemática cómo un modelo de
incertidumbre (distribución acumulada de frecuencias) puede utilizarse para
realizar una comparación directa entre dos posibles futuros emplazamientos
de residuos peligrosos. Hay una cantidad de requisitos que las agencias regu-
ladoras establecen de forma cuantitativa, por ejemplo, el tiempo de viaje de
un contaminante o la tasa de radionucleidos que puede llegar a la biosfera en
un determinado escenario. El análisis estocástico de la incertidumbre en los
parámetros de entrada a los modelos de flujo y transporte permite establecer
un rango de valores para, por ejemplo, los tiempos de viaje predichos. El
ĺımite superior de ese rango de valores puede ser comparado directamente
con el fijado por las agencias reguladores. En la parte superior de la figura
1.1 se muestra un caso para el cual los tiempos predichos permiten asegurar
con un cierto margen de confianza que el ĺımite impuesto no se alcanzará.
En la parte inferior de la misma figura se ve un caso para el cual es nece-
sario reducir, si fuera posible, la incertidumbre en las predicciones a fin de
garantizar un margen de garant́ıa adecuado. En caso contrario el proyecto
no podrá considerarse lo suficientemente seguro.
Con el fin de lograr que estas distribuciones de frecuencia sean tan pre-
cisas y exactas como sea posible, es decir estén centradas en el valor real y
su dispersión sea lo más pequeña posible, es importante incluir toda la in-
formación relevante en la construcción del modelo de función aleatoria de los
parámetros en los que estamos interesados. El condicionamiento a los datos



















































Figura 1.1: Distribuciones de frecuencia para las predicciones del tiempo de
viaje de un contaminante obtenidas a partir de un modelo de transporte
de masa. Arriba la distribución correspondiente a un caso en que el ĺımite
establecido por la agencia reguladora se cumple con un margen de confianza.
Abajo la distribución correspondiente a un caso para el cual existe cierta
probabilidad de que el ĺımite reglamentado sea sobrepasado.
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disponibles es la técnica más poderosa con vistas a la construcción de distri-
buciones de probabilidad fiables. Por condicionamiento entendemos que las
realizaciones generadas por simulación estocástica reproducen los datos de
los que disponemos.
En los últimos años los investigadores se han enforzado en la búsqueda y el
diseño de metodoloǵıas y algoritmos que permitan un tratamiento sistemáti-
co y efectivo de la información disponible. Una de las mayores contribuciones
de la geoestad́ıstica en la modelización del medio geológico ha sido precisa-
mente el direccionamiento del problema de la integración de distintos tipos
de datos, proponiendo una serie de algoritmos capaces de relacionar de forma
sistemática la información obtenida a partir de distintas fuentes.
1.3. Tipoloǵıa de la información
Supongamos que estamos interesados en cartografiar la porosidad de una
determinada formación geológica. Inicialmente es posible contar con una serie
de medidas directas de porosidad que pueden provenir de ensayos realizados
in situ o sobre testigos en laboratorio. En ambos casos, su determinación
requiere la realización de perforaciones en el terreno, lo cual implica, por un
lado, un alto costo, y por otro la alteración del subsuelo. Por esta razón las
medidas directas de parámetros hidrogeológicos suelen ser escasas y espa-
cialmente dispersas. Desde el punto de vista de la modelización matemática
de nuestro problema, se considera la información directa (o principal) como
información precisa o dura (Journel, 1993), es decir como información cuya
incertidumbre puede considerarse despreciable.
Afortunadamente, además de la información directa de porosidad, es
común contar con otro tipo de información, como por ejemplo la conteni-
da en un mapa de velocidades o atenuaciones śısmicas proveniente de la
inversión de un tomograma entre pozos. Esta información se dice indirecta
(o secundaria) pues no proporciona una medida directa de la porosidad, sino
la de un atributo como la velocidad o la atenuación śısmica, que esperamos
tenga alguna correlación con aquélla. Dada la naturaleza indirecta de esta
información se la denomina información imprecisa o blanda (Journel, 1993).
Hablamos de una información cuyos valores deben ser acompañados de una
medida que especifique su grado de confianza (incertidumbre).
Cuando se habla de información precisa o imprecisa no nos estamos re-
firiendo a la bondad con la que fue medida, sino que estamos distinguiendo
entre dos conjuntos de datos, uno de ellos con medidas directas del atributo
que nos interesa, el otro con medidas de algún parámetro el cual debe ser
tratado adecuadamente para ser incorporado en el proceso de estimación del
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primero. El error en la determinación de una medida de velocidad śısmica
puede ser del 1%, mientras que la permeabilidad deducida a partir de un
ensayo de bombeo puede tener un error del 15 o del 20%. Sin embargo la in-
certidumbre que existe acerca de la relación entre permeabilidad y velocidad
śısmica, a la hora de estimar la primera en función de la segunda, hace que
la confianza asignada a la velocidad sea menor que la otorgada a una medida
de permeabilidad en ensayo de bombeo.
La importancia de considerar la información indirecta radica en que ésta
puede estar disponible en mayor cantidad que la información hidrogeológica
directa, y en que, en muchos casos, no es necesario destruir el medio para
obtenerla. Una campaña śısmica en 3D, por ejemplo, puede suministrar in-
formación exhaustiva de la variable secundaria sobre toda el área estudiada.
Además del distinto grado de fiabilidad, una caracteŕıstica de la infor-
mación disponible es la diferencia de las escalas a la que fue obtenida. Las
medidas directas sobre testigos, las más caras y escasas, están definidas a
una escala muy pequeña, del orden de unos pocos cent́ımetros cúbicos. La
geof́ısica de pozos provee medidas cuya representatividad está restringida a
las regiones inmediatamente adyacentes a las paredes de la perforación. La
interpretación geológica de los datos de pozos puede dar información acerca
de la continuidad lateral de los estratos encontrados a lo largo de la perfora-
ción. La tomograf́ıa y los métodos śısmicos tradicionales proveen información
sobre la región comprendida entre pozos. Los ensayos de bombeo son capaces
de dar valores de la permeabilidad y del coeficiente de almacenamiento para
volúmenes grandes.
En el ejemplo que hemos introducido del cartografiado de la porosidad,
los datos śısmicos son representativos de un área que puede ser de muchos
metros cuadrados, mientras que la correspondiente a medidas en perforacio-
nes es del orden de un metro cuadrado o menos. Los registros śısmicos cubren
densamente la región entre pozos, mientras que los registros en perforaciones
sólo están disponibles en cada una de éstas y son representativos de la región
inmediatamente vecina a la pared de los pozos. Por consiguiente, una estima-
ción de la porosidad entre pozos considerando sólo la información obtenida
a partir de los registros realizados en perforaciones no es tan buena como la
que se obtendŕıa considerando la velocidad śısmica 3D ya que la estructura
espacial de la velocidad śısmica está bastante bien relacionada con la de la
porosidad.
El problema es, por tanto, no sólo la integración de información de distinta
calidad sino a distintas escalas, con el fin de obtener una mejor caracterización
de la distribución espacial de los parámetros hidrogeológicos fundamentales
que son requeridos en la modelización del flujo de agua subterránea y del
transporte de masa con vista a la construcción de modelos de incertidumbre
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de atributos útiles para realizar el análisis de los riesgos que todo sistema
hidrogeológico conlleva a la hora de aprobar un emplazamiento de residuos
peligrosos.
1.4. Propósitos y alcances de esta tesis
En esta tesis se tratan algunos aspectos teóricos y prácticos relacionados
con el diseño y la construcción de modelos numéricos para el análisis del
flujo de agua subterránea y del transporte de masa en un medio heterogéneo
v́ıa una aproximación de Monte Carlo, con énfasis en la integración de toda
la información relevante y con miras a cuantificar la incertidumbre en las
predicciones realizadas con estos modelos. Estos aspectos son:
La información geof́ısica y su integración en el proceso de caracteriza-
ción geológica v́ıa representación estocástica del terreno.
Las relaciones existentes entre los principales parámetros geof́ısicos e
hidrogeológicos.
Las técnicas geoestad́ısticas capaces de combinar distintos tipos de in-
formación.
Las posibilidades del algoritmo de campos de probabilidad en la simu-
lación multivariada.
La simulación secuencial sujeta a restricciones lineales para la aplica-
ción en la incorporación de información a distintas escalas.
1.4.1. La información geof́ısica
La geof́ısica mide las propiedades f́ısicas de la Tierra por procedimientos
indirectos. Esto significa que no registramos directamente el atributo que nos
interesa sino alguna propiedad f́ısica del terreno la cual, tras una adecuada
interpretación, puede relacionarse con aquél. Esto hace que, por un lado se
deba ser muy cuidadoso a la hora de interpretar los resultados de un recono-
cimiento geof́ısico y por otro, que esa interpretación sea necesario realizarla
teniendo en cuenta más de una fuente de información. Muchas veces los da-
tos geof́ısicos informan acerca de todo o gran parte del dominio estudiado y,
por lo general, son no destructivos. Esta gran cantidad de información puede
ser adquirida en muchos casos a un costo razonable en comparación con los
clásicos ensayos realizados para la caracterización hidrogeológica del terreno
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(ensayos de bombeo y pruebas de laboratorio). Por todo lo anterior, la infor-
mación geof́ısica se encuadra perfectamente en la definición de información
indirecta o blanda; y nos motiva a considerar a la geof́ısica como fuente im-
portante de información para un mejor diseño y construcción de los modelos
numéricos en cuestión. En esta tesis repasamos los métodos geof́ısicos dispo-
nibles centrándonos en aquéllos de los cuales se derivan parámetros f́ısicos
relacionables con los principales atributos de naturaleza hidrogeológica.
1.4.2. Relaciones entre parámetros geof́ısicos e hidro-
geológicos
La investigación geof́ısica está motivada por la necesidad de caracterizar
petrof́ısica e hidrogeológicamente el subsuelo. Los investigadores dedican un
gran esfuerzo para estudiar las relaciones entre los parámetros geof́ısicos y
los parámetros de uso común en hidrogeoloǵıa e ingenieŕıa del petróleo. Dada
la naturaleza indirecta de la información geof́ısica se hace inevitable buscar
relaciones a través de las cuales los datos geof́ısicos se puedan transformar en
información útil desde un punto de vista hidrogeológico. Esta tesis revisa las
relaciones entre parámetros geof́ısicos e hidrogeológicos, en especial aquellos
derivados de sondeos geoeléctricos y śısmicos.
1.4.3. Técnicas geoestad́ısticas para combinar informa-
ción
Las relaciones entre parámetros geof́ısicos e hidrogeológicos que se encon-
traron en la literatura son todas determińısticas y ninguna de ellas puede
considerarse de aplicación universal. Todos los investigadores advierten de la
imprudencia de su aplicación ciega. Un camino alternativo, y muchas veces
complementario, es el de las técnicas geoestad́ısticas capaces de integrar la
información proveniente de distintas fuentes y escalas. Esta tesis describe
un conjunto de herramientas que permiten tratar de forma sistemática la
información disponible, tanto blanda como dura, orientadas a la resolución
de problemas en los cuales es necesario caracterizar el comportamiento del
flujo de agua subterránea y el transporte de contaminantes con vistas a la
cuantificación de la incertidumbre en un análisis de riesgo, por ejemplo, de
un futuro emplazamiento de desechos peligrosos. Los algoritmos descritos,
tanto los de estimación como los de si mulación, fueron aplicados a un caso
práctico con el fin de evaluar su comportamiento y comparar sus resultados.
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1.4.4. Simulación multivariada por campos de proba-
bilidad
La implementación de la técnica de simulación por campos de probabili-
dad puede dividirse en tres partes: a) generación de campos no condicionados
de probabilidad, b) estimación de las funciones locales de distribución condi-
cionadas a la información disponible, y c) obtención de los campos simulados.
Los campos de probabilidad se pueden generar por medio de simulación gau-
siana secuencial no condicional asimilando su función de covarianza a la de
la transformada uniforme de los datos disponibles. Hasta ahora la simulación
por campos de probabilidad se aplicó para la representación estocástica de
una sola variable. En esta tesis se estudian las posibilidades de este algoritmo
de simulación cuando es utilizado para la generación conjunta de dos varia-
bles correlacionadas entre śı con especial interés en el cálculo de las funciones
de covarianza de las probabilidades y de la hipótesis que las asimila a la de
la transformada uniforme de los datos disponibles de la variable principal.
Para ello no se hizo ninguna asunción acerca del modelo de covarianzas pa-
ra los campos de probabilidad sino que, siguiendo el proceso inverso al de
simulación por campos de probabilidad, éstos son construidos a partir de la
simulación de campos de dos variables y de la estimación de las funciones
locales de distribución para esas variables. El análisis se realiza considerando
diferente cantidad y calidad de información con el fin de estudiar la sensibi-
lidad de los campos de probabilidad a la información disponible.
1.4.5. Simulación secuencial con restricciones lineales
Las mayoŕıa de las técnicas de simulación estocástica permiten integrar
datos esparcidos a escala local, como pueden ser las medidas de permeabili-
dad o porosidad derivadas de ensayos de laboratorio sobre pequeñas muestras
de terreno, y también información exhaustivamente conocida, como por ejem-
plo la velocidad śısmica derivada a través de una tomograf́ıa entre pozos o
la reflectividad del terreno obtenida v́ıa GPR (Ground Penetrating Radar).
Hay situaciones en las que disponemos de otro tipo de datos que más que
informar acerca del detalle local del atributo modelizado, restringen sus pro-
piedades medias. Un ejemplo de este tipo de información son los datos de
transmisividad derivados de ensayos de bombeo los cuales permiten obtener
un valor de la permeabilidad absoluta efectiva representativo de la región
que rodea al pozo. Otro ejemplo es el caso de la información procedente de
la interpretación geológica del terreno, de la que podemos derivar espesores
tanto globales como de los distintos estratos que lo integran. Luego estamos
interesados en que nuestro modelo numérico sea capaz de reproducir tanto
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el espesor global como los espesores de cada manto tal que la suma de los
espesores individuales sea igual al espesor total. También en el ámbito geo-
f́ısico hay muchas técnicas que informan acerca de las propiedades globales
del terreno, por ejemplo los reconocimientos gravimétricos, los magnéticos,
los radiométricos y los geotérmicos, los sondeos eléctricos superficiales, la te-
ledetección y algunos ensayos en perforaciones. En esta tesis presentamos un
algoritmo que es capaz de generar conjuntamente campos aleatorios de la in-
formación a escala global y local, cuyos valores y estructuras de continuidad
espacial están relacionadas linealmente.
1.4.6. Contribuciones
De acuerdo a lo enunciado anteriormente las contribuciones de esta tesis
pueden resumirse en los siguientes puntos:
Nuestra primera contribución es una revisión del estado del arte de
las relaciones entre parámetros geof́ısicos e hidrogeológicos con énfasis
en los métodos eléctricos y śısmicos. Esta revisión sirvió como base
para la elaboración de un informe publicado por ENRESA (Cassiraga
y Gómez-Hernández, 1995).
Posteriormente, con la intención de lograr la mejor integración de la
información blanda en el proceso de caracterización hidrogeológica del
subsuelo, revisamos los métodos geoestad́ısticos capaces de combinar
información proveniente de distintas fuentes y con diferente grado de
incertidumbre. Esta revisión es la base de un segundo informe publicado
por ENRESA (Cassiraga y Gómez-Hernández, 1996a).
Puesto que en la base de todas las técnicas geoestad́ısticas revisadas se
encuentra el algoritmo de simulación secuencial, nos interesaba compro-
bar el comportamiento del mismo, cuya eficiencia fue puesta en duda
por Dowd (1992). Su excepticismo dio pie a la realización de un traba-
jo de evaluación teórico-práctica del algoritmo de simulación secuencial
que presentamos como una aportación de esta tesis (Gómez-Hernández
y Cassiraga, 1994).
Una vez revisadas las relaciones entre parámetros geof́ısicos e hidro-
geológicos y las técnicas geoestad́ısticas de incorporación de informa-
ción y cuantificación de la incertidumbre en la construcción de modelos
numéricos de parámetros hidrogeológicos, presentamos dos aplicacio-
nes prácticas con el objetivo de valorar la eficiencia de cada técnica.
En la primera de ellas, la que atañe a los algoritmos de interpolación,
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fue necesario adaptar el código de simulación por Markov-Bayes mbsim
(Zhu, 1991) para realizar estimación (programa mbest). En cuanto a
los algoritmos de simulación como nos interesaba su evaluación en el
contexto de un problema hidrogeológico real, diseñamos un ejercicio en
el que realizamos el análisis de la migración de un contaminante en
un acúıfero. Estos dos ejercicios fueron la base de algunos de los tra-
bajos presentados durante la realización de esta tesis (ver por ejemplo
Cassiraga y Gómez-Hernández, 1995, 1996a, 1996c, o 1998).
La siguiente aportación está relacionada con la técnica de simulación
por campos de probabilidad. Nos interesaba ver qué suced́ıa con los
campos de probabilidad de cara a la (co)simulación de varias variables,
esto es, a la simulación conjunta de una variable considerada primaria
(información dura) y otra considerada secundaria (información blanda).
Por eso, desarrollamos una metodoloǵıa y un código para simulación de
campos de probabilidad a partir de la simulación condicionada conjunta
de campos aleatorios y de la estimación de las funciones de distribución
de probabilidad de dos variables (programa pfinv).
Nuestra última aportación es un algoritmo y un código para la si-
mulación secuencial multivariada con restricciones lineales (programa
lcsim) que aborda el problema de la incorporación de un tipo de infor-
mación complementaria, que más que informar sobre el atributo mo-
delizado a pequeña escala, informa sobre sus propiedades a una escala
grande. El programa fue diseñado para la (co)simulación de campos
aleatorios condicionados a datos de variables a ambas escalas bajo la
condición de que exista una relación lineal entre las variables.
1.5. Organización de esta tesis
Esta tesis está dividida en tres partes. La primera parte está dedicada a
los métodos geof́ısicos. El caṕıtulo 2 define la geof́ısica y la naturaleza de la
información derivada de un reconocimiento geof́ısico y presenta algunas de
las posibles clasificaciones de los métodos geof́ısicos. El caṕıtulo 3 describe
los métodos geof́ısicos siguiendo una de esas clasificaciones.
La segunda parte está dedicada a las relaciones entre los parámetros geo-
f́ısicos e hidrogeológicos. En el caṕıtulo 4 se introducen las motivaciones que
llevaron a los investigadores a buscar esas relaciones. En el caṕıtulo 5 in-
vestigamos los parámetros derivados de reconocimientos geoeléctricos y su
relación con los hidrogeológicos. Además de introducir una gran cantidad
de relaciones entre estos parámetros se indican las principales gúıas en la
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búsqueda de un modelo hidrogeof́ısico general. En el caṕıtulo 6 hacemos otro
tanto con los parámetros śısmicos.
Finalmente la tercera parte está dedicada a los métodos geoestad́ısticos
que son capaces de combinar información procedente de distintas fuentes.
En el caṕıtulo 7 se introduce el problema de la interpolación de un atributo
correlacionado en el espacio y la construcción de modelos de incertidumbre
condicionados a la información disponible. En el caṕıtulo 8 se presentan los
aspectos teóricos de los algoritmos de interpolación seguidos en el caṕıtulo 9
por un ejemplo de aplicación desarrollado sobre la base de datos de Walker
Lake (Isaaks y Srivastava, 1989). El caṕıtulo 10 se ocupa de los algoritmos de
simulación o representación estocástica con especial interés en la técnica de
simulación secuencial de la cual se describen sus bases teóricas, sus limitacio-
nes y su comportamiento a través de un caso práctico sencillo. En el caṕıtulo
11, las técnicas de simulación descritas en el caṕıtulo 10 son utilizadas para
construir modelos numéricos de las variables de entrada de los modelos de
flujo y transporte, y analizar los tiempos de viaje y las posiciones de llegada
de un contaminante en un acúıfero definido sobre una subárea de la base de
datos de Walker Lake. En el caṕıtulo 12 se investigan las posibilidades del
algoritmo de simulación por campos de probabilidad cuando es utilizado para
la simulación conjunta de varias variables correlacionadas entre śı. Por medio
de un ejercicio de Monte Carlo se analizó la sensibilidad de los campos de
probabilidad a la cantidad y calidad de la información con vista a la imple-
mentación de un algoritmo de simulación multivariada. De especial interés
fue observar el comportamiento de sus funciones de covarianza y verificar
la hipótesis que las asimila a la función de covarianza de la transformada
uniforme de los datos disponibles. En el caṕıtulo 13 presentamos un nuevo
algoritmo a través del cual es posible (co)simular campos aleatorios de va-
riables cuyos valores son representativos de volúmenes de soporte distintos.
Tanto los valores de las variables como sus estructuras de continuidad espa-
cial están relacionadas linealmente. El algoritmo es evaluado a través de una
serie de ejemplos prácticos. Para terminar, en el caṕıtulo 14 sumarizamos los
estudios llevados a cabo en esta tesis y comentamos algunas de las posibles






2.1. Geof́ısica e interpretación geof́ısica
La geof́ısica se define como el estudio cient́ıfico de la Tierra utilizando
métodos de la f́ısica. Estrictamente hablando esta definición implica a la
Tierra completa, es decir, desde su interior más profundo hasta incluir la
atmósfera. Sin embargo, desde un punto de vista más práctico, la palabra
geof́ısica está limitada al estudio de la Tierra sólida excluyendo la hidrosfera
y la atmósfera. En este contexto será utilizada la palabra Tierra a lo largo de
esta tesis. Aunque el ĺımite entre geof́ısica y geoloǵıa no es fácil de precisar,
digamos que la geoloǵıa se refiere al estudio del terreno por observaciones
directas de las rocas, a partir de las cuáles se deduce su estructura, com-
posición o historia; mientras que la geof́ısica, se ocupa de aquella parte de
la Tierra oculta a la visión directa, realizando medidas de sus propiedades
f́ısicas por procedimientos indirectos. Después, es necesario una interpreta-
ción de las mediciones realizadas con el objeto de obtener información útil
acerca de las zonas investigadas. Esta interpretación se hace utilizando mo-
delos basados en conceptos acerca de la naturaleza de los procesos y de las
situaciones geológicas imperantes. Por ejemplo, para conocer la geometŕıa de
un cuerpo que produce una anomaĺıa en los registros del campo gravitatorio
terrestre, se compara el mapa de anomaĺıas obtenido in situ con aquellos
calculados anaĺıticamente para cuerpos de formas conocidas. Estos últimos
mapas se obtienen teóricamente basándose en el conocimiento de los princi-
pios f́ısicos relacionados con el campo gravitacional terrestre. Aquel modelo
que minimiza las diferencias entre cantidades medidas y predichas representa
una posible configuración del terreno estudiado.
En geof́ısica, usualmente tratamos de deducir causas a partir de la obser-
vación de efectos, por eso la modelización se dice que es de naturaleza inversa.
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En consecuencia, la solución del problema no es única. Siempre es posible que
varias causas, inclusive alguna que no hemos considerado, puedan producir
los efectos que estamos tratando de explicar (Parker, 1978). Por esto es que
en geof́ısica es tan importante que la interpretación sea integrada, es decir,
nuestras conclusiones no pueden basarse en un único tipo de herramienta sino
que debemos tratar, a ser posible, de compatibilizar datos provenientes de
diversas fuentes con el objeto de reducir la ambigüedad en la interpretación
buscada.
En resumen, toda información geof́ısica es obtenida de forma indirecta a
partir de la evaluación de un fenómeno f́ısico en relación con determinadas
propiedades del terreno y de sus componentes, y no por registros directos
del proceso o fenómeno en el que estamos interesados. Cuando estimamos los
espesores de los mantos que integran una secuencia de sedimentos a partir
de un registro de resistividades, no estamos midiendo esos espesores, sino la
distribución vertical de una propiedad intŕınseca del subsuelo, la resistividad
eléctrica, que puede ser correlacionada con las caracteŕısticas estratigráficas
del terreno. En un registro radiométrico gamma-gamma realizado en una
perforación, evaluamos la densidad de electrones de la zona en torno de la
sonda utilizada a través del registro de la radiación proveniente de una fuente
radioactiva que ha atravesado la formación. Ese valor es posible relacionarlo
con la densidad del medio que rodea al pozo, la que a su vez se puede utilizar
para estimar su porosidad.
2.2. Clasificación de métodos geof́ısicos




métodos de relajación; y
métodos de efecto integrado.
En los métodos estáticos se trata de medir las distorsiones en algún cam-
po f́ısico estático, que son posiblemente producidas por alguna anomaĺıa del
subsuelo, y aśı caracterizar las causas de esa anomaĺıa. El campo estático
puede ser uno natural como el geomagnético, el gravitacional o el campo de
gradiente térmico, o puede ser uno generado artificialmente como el que pro-
duce un gradiente de potencial eléctrico. En los métodos dinámicos se env́ıan
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señales al subsuelo, y se analizan las señales de retorno. Aqúı se incluyen
los métodos śısmicos y los electromagnéticos. Los métodos de relajación se
ubican entre estos dos, y se caracterizan por considerar el tiempo en que un
medio perturbado artificialmente vuelve a su estado inicial. Es el caso de los
métodos de polarización inducida o sobrevoltaje. Por último, en los méto-
dos de efecto integrado las señales detectadas son un promedio estad́ıstico
de la propiedad medida en un área o volumen determinados. Los métodos
radioactivos pertenecen a ésta clase.
Otra clasificación surge de considerar propiedades f́ısicas de las rocas tales
como la elasticidad, la densidad, la susceptibilidad magnética, la magnetiza-
ción remanente, la resistividad o la conductividad eléctrica, la radioactividad
y la conductividad térmica; las cuales determinan el origen de los distintos
métodos y permiten clasificarlos como vemos en la tabla 2.1
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Método Propiedades consideradas Valores medidos
Gravimétrico Densidad (P) Variaciones espaciales en el
campo gravitatorio natural
Magnético Susceptibilidad magnética (P) Variaciones espaciales en el
campo magnético natural
Radiométrico Abundancia de radionucleidos (P) Radiación gamma
Geotérmico Conductividad térmica (P) Flujo de calor
Eléctricos Conductividad eléctrica (A) Resistividad aparente
Corriente Conductividad eléctrica (P) Resistividad aparente relativa
telúrica
Polarización Potencial de oxidación Potenciales electroqúımicos
espontánea Concentración de iones (P) naturales
Polarización Conductividad electrónica (A) Voltajes de polarización
inducida
Electromagnéticos Conductividad eléctrica y/o Relaciones entre la fase del
permeabilidad magnética (A) campo eléctrico/magnético
alternante y la intensidad
Śısmicos Movimiento del terreno (P) Ruido śısmico ambiental
Tiempo de viaje śısmico, Tiempos de viaje śısmico de
velocidad, impedancia diferentes ondas, amplitud de
acústica (A) ondas, patrones de reflexión
Teledetección Radiación natural (P) Intensidad de radiación
Reflectibilidad (albedo) (A) Radiación reflejada
Registros en Radiación natural (P) Voltajes naturales, radiación
perforaciones gamma natural
(well logs) Conductividad eléctrica, Resistividad aparente,
velocidad śısmica, tiempos de viaje y amplitudes,
reacciones nucleares (A) radiación reflejada
Cuadro 2.1: Métodos geof́ısicos. (P): método pasivo basado en la medida de
efectos naturales; (A): método activo basado en la medida de los efectos de




3.1. Alcances de esta revisión
Este caṕıtulo no es un tratado sobre métodos geof́ısicos, mas bien es una
aproximación descriptiva a las técnicas geof́ısicas siguiendo la clasificación
mostrada en la tabla 2.1 del caṕıtulo anterior. Cualquiera de las secciones que
siguen son el sujeto de una gran cantidad de textos especializados y art́ıculos
cient́ıficos en continua publicación. Nuestra intención fue la de transmitir una
idea lo más clara posible acerca del potencial que la información obtenida a
partir de la geof́ısica tiene con vistas a una mejor caracterización del medio
geológico. Esta mejor caracterización se basa en un tratamiento integrado
y sistemático de una gran cantidad de información. Las referencias citadas
fueron seleccionadas con énfasis en las aplicaciones hidrogeológicas de los
métodos geof́ısicos de acuerdo con el objetivo primordial de esta tesis.
3.2. Métodos gravimétricos
Si la Tierra fuese homogénea, esférica y permaneciese inmóvil en el vaćıo,
la aceleración de la gravedad seŕıa constante sobre toda su superficie. Sin
embargo, mediante la utilización de aparatos muy sensibles llamados grav́ı-
metros, puede comprobarse que la gravedad sufre variaciones de unos puntos
a otros de la superficie terrestre. Y es que la Tierra no es uniforme ni es
esférica y además gira. La variación horizontal de la densidad de las rocas
es el factor que más afecta a la aceleración de la gravedad. En los estudios
geof́ısicos de gravedad la geoloǵıa subsuperficial es investigada sobre la base
de las variaciones del campo gravitacional terrestre generadas por diferencias
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en la densidad de las rocas que la forman.
Con un grav́ımetro se mide el efecto que la fuerza de gravedad ejerce sobre
un pequeño cuerpo situado en su interior. Básicamente un grav́ımetro es una
masa suspendida de un resorte cuyo alargamiento depende de la aceleración
de la gravedad. El procedimiento de medida consiste en emplazar y nivelar el
aparato en una localización dada para luego colocar el sistema en condición
de balance nulo, es decir en una posición en la cual la tensión del resorte
está compensada por la fuerza de la gravedad. En esta posición neutral la
masa del grav́ımetro se fija y el aparato se transporta a otra localización.
Luego de volver a nivelarlo la masa se suelta y, si la gravedad ha cambiado,
la posición de equilibrio será diferente. Lo que se registra es el cambio en la
tensión del resorte que como dijimos anteriormente está relacionada con la
aceleración de la gravedad. Por lo tanto, los grav́ımetros sirven para registrar
diferencias en la gravedad entre dos localizaciones más que para medir la
aceleración de forma absoluta.
Las diferencias en la densidad de las rocas que forman el subsuelo no es
la única causa que produce anomaĺıas en la gravedad. La aceleración de la
gravedad está influenciada también por:
la posición relativa del Sol y de la Luna,
la fuerza centŕıfuga causada por la rotación de la Tierra,
su naturaleza no perfectamente ŕıgida y su forma no esférica,
el movimiento del instrumental sobre una superficie irregular (de un
valle a una elevación), lo que hace que cambie la distancia entre el
aparato y el centro de masa de la Tierra,
la influencia que la masa de roca que hay entre el punto de registro y el
de referencia (generalmente el nivel del mar) ejerce sobre la medición
realizada, y
los cambios térmicos y mecánicos en los materiales con los que está cons-
truido el grav́ımetro.
Cada uno de estos factores es cuantificado de alguna manera y las medi-
das de la gravedad son corregidas con el fin de asegurar que las anomaĺıas
registradas son sólo atribuibles a los efectos de la distribución de masas en
el subsuelo.
El documento básico utilizado para la interpretación de los registros de
gravedad se denomina mapa de anomaĺıas, y no es otra cosa que una repre-
sentación gráfica de las medidas de la variación de la gravedad en distintas
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localizaciones. La interpretación consiste en encontrar una distribución de
densidades que pueda producir el mapa de anomaĺıas registrado en el cam-
po. Para esto se han resuelto anaĺıticamente muchos casos que corresponden
a cuerpos de geometŕıa sencilla. En las figuras 3.1 y 3.2 mostramos los resul-
tados de un reconocimiento de la gravedad en una zona de los Alpes cercana
a Tuŕın, Italia. En la parte inferior de la figura 3.2 se puede ver el resultado
de una campaña śısmica que complementa la información obtenida por el
registro de la gravedad. Puede verse que la zona de baja velocidad śısmica
coincide con las anomaĺıas más negativas de la gravedad.
La información obtenida es siempre ambigua dada las muchas soluciones
a este problema, pero esta ambigüedad puede reducirse considerablemente
incluyendo información geológica proveniente de otras fuentes. Es por esto
que los métodos gravimétricos son en principio métodos de reconocimiento
de dudoso valor si no se aporta información geológica adicional.
Los estudios de gravedad son muy utilizados en la investigación de es-
tructuras geológicas a diferentes escalas. A gran escala se ha demostrado que
las mayores caracteŕısticas del terreno pueden ser delineadas por métodos
de gravedad. La isostaticidad, principio que establece la compensación de las
caracteŕısticas de la superficie de la Tierra por las distribuciones de las masas
subsuperficiales, ha sido ampliamente verificada por técnicas gravimétricas.
A escala media es posible revelar la forma de ciertas intrusiones ı́gneas, la
localización de cuencas sedimentarias y la comprensión de los mecanismos de
formación de éstas. En la localización de yacimientos petroĺıferos fueron muy
utilizados antes de que la prospección śısmica alcanzara el grado de desarrollo
actual.
En investigaciones hidrogeológicas se puede determinar la geometŕıa de
acúıferos. Ali (1987) combinó el reconocimiento gravimétrico con técnicas
śısmicas de refracción para cartografiar una interfaz basalto-roca sedimenta-
ria como parte de un proyecto de investigación hidrogeológica en el área este
del Sudán. Oatfield y Czarnecki (1991) correlacionaron la distribución y las
variaciones de la resistividad registrada a partir de sondeos eléctricos verti-
cales, con la distribución de las variaciones de la gravedad regional. Culek
y Palmer (1987) realizaron una interesante investigación aplicando el reco-
nocimiento gravimétrico para localizar paleocanales enterrados rellenos con
arenas y gravas. Estos depósitos de sedimentos forman los mayores yacimien-
tos de agua subterránea en áreas glaciales. En un mapa de anomaĺıas de
gravedad, los paleocanales son identificables a causa de que la densidad de
los materiales que los rellenan es menor que la de la roca circundante.
Otra interesante aplicación de los reconocimientos gravimétricos en hidro-
geoloǵıa es el seguimiento de variaciones de la gravedad a causa de cambios
en las reservas en un acúıfero. Montgomery (1971) estimó capacidades es-
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Figura 3.1: Mapa de las anomaĺıas en el campo gravitatorio. Los datos fueron
registrados en una zona de los Alpes cerca de Tuŕın, Italia. Las isoĺıneas unen
puntos con igual diferencia de la gravedad entre śı, (tomada de Sheriff, 1989).
Figura 3.2: Perfil FF
′
a partir del mapa de anomaĺıas de la figura superior.
Abajo se muestra la interpretación de datos śısmicos para ese perfil, (tomada
de Sheriff, 1989).
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pećıficas de acúıferos correlacionando cambios en la gravedad con variaciones
de los niveles freáticos. Goodkind (1986) registró aumentos de la gravedad
con la precipitación y la probable recarga que ésta produjo en el terreno.
Pool y Hatch (1991) controlaron cambios de la gravedad ocasionados por
la construcción de una obra para la recarga artificial de un acúıfero. Más
recientemente Pool y Eychaner (1995) estimaron cambios en las reservas y
en la capacidad espećıfica de un acúıfero no confinado en la cuenca de Pinal
Creek, Arizona.
En aplicaciones geotécnicas es posible la localización de cuerpos anómalos
gracias al gran avance de las técnicas microgravimétricas que hacen posible
registrar cambios muy pequeños de la gravedad. Yule et al. (1998) llevaron a
cabo una investigación microgravimétrica en la presa de Wilson (Alabama)
cuyos resultados revelaron la presencia de cavidades y zonas blandas en su
cimentación. Estas mismas técnicas son de amplia utilidad en investigaciones
arqueológicas. Los desarrollos más modernos se han realizado en relación
a la medida de gravedad bajo altas presiones, en la combinación de datos
gravitatorios con observaciones de satélites y en la industria de armamento
para estudiar el efecto de la gravedad sobre la trayectoria de misiles.
3.3. Métodos magnéticos
Los métodos de prospección magnética se basan en el registro y en la
interpretación de las anomaĺıas locales del campo magnético terrestre. La
fuente de este campo magnético se atribuye a un mecanismo magnetohidro-
dinámico que tiene lugar en el núcleo exterior de la Tierra. Este núcleo es
fluido y presumiblemente los materiales que lo componen transportan car-
gas eléctricas cuyo movimiento (en forma de remolinos) es controlado por
las diferencias de calor. Los movimientos de estos remolinos tienden a refor-
zarse unos con otros y a tener el mismo sentido, probablemente a causa del
efecto de la rotación de la Tierra. El efecto agregado de todas las corrientes
generadas por estos remolinos es el campo magnético terrestre.
Las anomaĺıas del campo magnético de la Tierra están relacionadas direc-
tamente con las caracteŕısticas magnéticas y la distribución espacial de las
rocas de la corteza terrestre. Dicho de otro modo, estas anomaĺıas dependen
de las propiedades magnéticas, forma, volumen, orientación y profundidad
de su causa geológica. Al igual que en los métodos de gravedad el concepto
subyacente es el de la existencia de un cuerpo causal, el cual es una roca
de caracteŕısticas diferentes a las de su entorno. Un material magnetizable
colocado en un campo magnético se transforma en un imán secundario con
su propio campo magnético cuyo efecto se suma al del campo inductor. La
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aptitud de un material para imantarse está caracterizada matemáticamente
por su susceptibilidad magnética.
El instrumento utilizado para medir el campo magnético se denomina
magnetómetro. El campo magnético es una cantidad vectorial por lo que
requiere especificar su magnitud y su dirección. Las tres cantidades que se
utilizan para caracterizar el campo magnético terrestre son:
su magnitud;
su dirección con respecto al plano horizontal, la cual es llamada incli-
nación magnética; y
su dirección con respecto al norte geográfico, la cual es llamada decli-
nación magnética.
La interpretación de un reconocimiento magnético es similar a la de uno
gravitatorio, y está basada en mapas de anomaĺıas a partir de los cuales se
busca una configuración geológica que pueda corresponderle. También nos
enfrentamos al problema de no unicidad de la solución, lo que hace necesario
la integración de información de otras fuentes.
Mención especial dentro de los métodos magnéticos merece el paleomag-
netismo. El paleomagnetismo está relacionado con el estudio de la magnetiza-
ción remanente natural de las rocas. Este concepto deriva del hecho de que al
someter un cuerpo magnetizable a un campo magnético que crece desde cero
a un determinado valor, un cierto nivel de magnetización permanece presente
en él aunque el campo inductor se anule. Cuando el campo magnetizante es
el terrestre se habla de magnetismo remanente natural. El magnetismo rema-
nente natural de una unidad rocosa tectónicamente no perturbada, provee
un registro fiel del campo magnético terrestre predominante en el momento
y lugar en que ésta se formó. Por eso, en principio, el estudio del magnetismo
remanente natural se usó para extender el conocimiento histórico del campo
geomagnético. En las últimas décadas se han producido avances geof́ısicos
de importancia que han permitido aplicar los métodos paleomagnéticos a la
resolución de problemas geológicos a escala global e incluso local. Los resul-
tados obtenidos apuntan hacia una descripción cualitativa de las formaciones
geológicas estudiadas.
Las aplicaciones de los métodos magnéticos son muy variadas. En gene-
ral las técnicas magnéticas son rápidas y efectivas en relación a su costo de
operación. Se utilizan extensamente en la búsqueda de depósitos minerales
metaĺıferos, aunque la principal aplicación es la localización de yacimientos
de oro. En investigaciones geotécnicas y arqueológicas se utilizan para deli-
near zonas de defecto en el subsuelo. También se utilizan para cartografiar la
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geoloǵıa de grandes zonas detectando el espesor de coverturas sedimentarias,
arenas y pizarras ferruginosas y, en ausencia de sedimentos magnéticos, ob-
tención de información acerca de la naturaleza y forma de la base cristalina.
Brereton et al. (1987) realizaron un reconocimiento magnético para carto-
grafiar variaciones litológicas, fallas, y zonas de fracturas por debajo de una
cubierta de turbas y morainas, en Altnabreac, Reino Unido.
3.4. Métodos radiométricos
El estudio de la radioactividad de las rocas y los minerales es de gran
importancia en geoloǵıa y geof́ısica. Por un lado, el calor producido por la
desintegración de un material radioactivo, es el factor más importante en
el establecimiento de las condiciones térmicas dentro de la Tierra. Por otro,
la tasa de desintegración radioactiva de ciertos elementos en las rocas, pro-
porciona una herramienta poderosa para datar eventos geológicos como la
formación de las rocas en la corteza terrestre.
Algunos de los isótopos presentes en la naturaleza son inestables y pueden
desintegrarse espontáneamente para formar otros elementos. Esta desintegra-
ción está acompañada por la emisión de enerǵıa y de part́ıculas de masa y
constituye lo que se conoce como radioactividad. Los métodos radiométricos
están basados en el registro de la radioactividad emitida por ciertos isótopos
minerales que se encuentran en el subsuelo, por ejemplo uranio (U238), torio
(Th232) y potasio (K40).
Podemos encontrar tres tipos diferentes de emisiones radioactivas: part́ı-
culas alfa, beta y gamma (radiación electromagnética). Dado que los rayos
alfa y beta son mucho menos penetrantes y bastan unos pocos cent́ımetros de
cobertura sobre el emisor para que no puedan detectarse, la búsqueda geof́ısi-
ca de elementos radioactivos en la corteza terrestre se limita a la localización
de áreas con alta radiación gamma. En general, el nivel de actividad natural
que se puede medir en las rocas y minerales es bajo. Cuando una cantidad de
actividad anormalmente alta es detectada en una roca, se deberá en general
a la existencia de trazas de materiales como el uranio o el torio.
La desintegración radioactiva es un proceso aleatorio y se expresa en
términos de la probabilidad de que una part́ıcula de un núcleo escape a
través de la barrera de potencial que lo liga a ese núcleo. Esta probabilidad
no está afectada por condiciones f́ısicas tales como la presión y la tempera-
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cuya solución tiene la forma siguiente:
NP = NPo · e−ξt
donde NPo [-] es el número de átomos para el tiempo inicial, NP [-] es el





de desintegración que es caracteŕıstica de cada especie qúımica. El hecho de
que esta constante no esté afectada por condiciones externas como la presión,
la temperatura y la composición qúımica, y de que pueda ser conocida para
los distintos elementos radioactivos, permite utilizar la formulación anterior
para calcular la edad de eventos geológicos tal como la formación de las rocas
(radiometric dating).
A pesar de que los métodos geof́ısicos radioactivos adquirieron importan-
cia con la demanda de uranio para las centrales nucleares, su aplicación no se
restringe a la búsqueda de este tipo de materiales. Compuestos radioactivos
pueden ser detectados también en el agua y en el petróleo, como aśı también
en yacimientos de oro. Un reconocimiento radiométrico puede servir para
cartografiar distintos tipos de rocas en función de su contenido t́ıpico de ele-
mentos radioactivos. Se sabe, por ejemplo, que los valores correspondientes
al granito y a las pizarras son claramente superiores a los demás tipos de
rocas, y que la radioactividad se concentra frecuentemente a lo largo de las
fallas. La interpretación de los datos radioactivos es principalmente cualita-
tiva y suele hacerse en relación a otras fuentes de prospección tales como las
magnéticas.
La aplicación más importante de los métodos radiométricos se realiza en
reconocimientos en perforaciones, los cuales serán presentados más adelante.
Sin embargo los reconocimientos radioactivos que miden radiación gamma
pueden implementarse sobre un avión o un helicóptero. Por medio de un es-
pectrómetro es posible detectar la presencia de potasio, uranio o torio en el
terreno. Utilizando una expresión emṕırica para la atenuación de los rayos
gamma en el aire, la radiación registrada puede convertirse en una medida
cuantitativa de la existencia de tales minerales. Esta variante de los métodos
radiométricos puede dar una indicación general sobre la forma de cuerpos
radioactivos y delimitar la extensión de rocas tales como granitos. Sin em-
bargo, dada la importante atenuación que la radiación gamma puede sufrir,
es importante complementar la información obtenida con otro tipo de reco-
nocimiento aéreo. En la figura 3.3 se muestran los perfiles resultantes de un
reconocimiento aéreo magnético y radiométrico (rayos gamma) a través de
una zona de mineralización de uranio. Como en el caso de los reconocimientos
gravimétricos, un perfil como los mostrados en esta figura permiten inferir la
presencia de un cuerpo anómalo en el subsuelo, lo cual se ve confirmado con
CAPÍTULO 3. DESCRIPCIÓN DE MÉTODOS GEOFÍSICOS 28
Figura 3.3: Perfiles resultantes de un reconocimiento aéreo magnético y ra-
diométrico sobre una mineralización de magnetita. Dos perforaciones realiza-
das en la zona que contiene las trazas de material mineralizado, permitieron
validar los perfiles registrados, (tomada de Kearey y Brooks, 1991).
la información complementaria derivada de las dos perforaciones que se rea-
lizaron en la zona mineralizada. Schwarz et al. (1997) aplicaron un sistema
radiométrico aerotransportado para delimitar la contaminación superficial y
localizar fuentes radioactivas perdidas en Suiza. Los principales objetivos de
la investigación fueron obtener registros de la radiación en las plantas nu-
cleares suizas y en sus alrededores, y evaluar el nivel de radiación natural en
el páıs.
3.5. Métodos geotérmicos
La temperatura del suelo depende del recalentamiento solar, de las carac-
teŕısticas térmicas de la geoloǵıa y del flujo de calor que proviene del interior
de la tierra. Se cree que este flujo se debe principalmente a la desintegra-
ción radioactiva de isótopos de larga vida situados en las capas profundas
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del globo. La termometŕıa consiste en descubrir, por medio de medidas de
temperatura, formaciones geológicas de caracteŕısticas especiales o zonas de
anomaĺıa de flujo interno de calor.
El estudio del comportamiento térmico de la Tierra es una de las ramas
más especulativas de la geof́ısica. A grandes escalas los registros de la tempe-
ratura de la corteza terrestre han provisto información sobre caracteŕısticas
globales de los continentes y de los océanos. Parece ser que existe una corre-
lación entre el flujo de calor observado en una región determinada y la edad
del sitio de la medida. A escala local las medidas térmicas, y en particular
las anomaĺıas de la temperatura, permiten inferir la posición de estructuras
tales como domos superficiales de sal, anticlinales, fallas y fisuras. Sobre los
continentes hay muchas regiones de flujo de calor anómalo, en las más activas
tectónicamente se registran los valores más altos, y lo contrario sucede en las
más estables. Los registros termométricos se realizan también en perforacio-
nes, como veremos más adelante, y se utilizan para correlacionar distintos
horizontes estratigráficos.
Cada sustancia se puede caracterizar desde un punto de vista térmico por
dos parámetros: calor espećıfico y conductividad térmica. El primero expresa
la cantidad de calor que hay que suministrar a un gramo de sustancia para
que su temperatura aumente un grado cent́ıgrado. El segundo manifiesta la
aptitud para propagar el calor recibido. El flujo de calor se calcula multi-









es el flujo de calor por unidad de área; KT
[
M L T−3 K−1
]
es la conductividad térmica de la roca; θ [K] es la temperatura y z [L] la
profundidad1. El gradiente de temperatura expresa la tasa de incremento de
la temperatura con la profundidad, y para el caso de la Tierra vale aproxi-
madamente 3 grados cent́ıgrados cada 100 metros.
Las variaciones locales de la temperatura bajo la superficie de la Tierra
pueden deberse a varias causas, entre ellas las siguientes:
la acción del agua subterránea percolante;
los procesos qúımicos que se dan con reacciones exotérmicas;
la presencia de fuentes locales de calor radioactivo;
1Las dimensiones de la conductividad térmica KT son W (watt=M L2 T−3) L−1K
(kelvin)−1 =M L T−3 K−1 por lo que, si la temperatura θ se expresa en grados kelvin, las
dimensiones del flujo de calor por unidad de área q son: W (watt=M L2 T−3) L−2 =M
T−3.
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Figura 3.4: Perfil de la anomaĺıa en los registros de la temperatura sobre una
falla separando piedra caliza de granito, (tomada de Sheriff, 1989).
la diferencia en la conductividad térmica de las rocas; y
la presencia de fuentes volcánicas e hidrotermales.
En el caso de una exploración subsuperficial, las medidas directas de tem-
peratura a una profundidad de alrededor de dos metros pueden ser suficientes
para completar la prospección. Esta técnica es simple, las medidas requieren
poca corrección y la interpretación de las anomaĺıas en los registros de la
temperatura es relativamente fácil. En la figura 3.4 podemos ver un ejemplo
de una anomaĺıa de la temperatura registrada en superficie causada por una
intrusión de granito en una caliza. Para el caso de investigaciones a gran
profundidad se debe determinar el flujo de calor circulando a través de la
formación, lo cual requiere dos mediciones separadas: el gradiente térmico y
la conductividad térmica de las rocas donde se registran las temperaturas.
La conductividad térmica se puede determinar en laboratorio o también in
situ. El gradiente se calcula a partir de las medidas de temperatura en pozos
de alrededor de 200 metros de profundidad.
El gradiente vertical de temperatura en el suelo tiene un amplio rango
de variación, dependiendo de la conductividad térmica de las rocas. Cambios
abruptos en la temperatura ocurren generalmente en zonas donde gas o agua
entran en el pozo. También, debido a que las pizarras son menos conducti-
vas que las arenas, el paso de unas a otras se manifiesta como un cambio
en el gradiente geotérmico. Aśı es como los sondeos en profundidad de la
temperatura se emplean para la identificación de horizontes estratigráficos.
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Los domos de sal son caminos preferenciales para el flujo de calor pues
la sal tiene una alta conductividad térmica. Las rocas en buen estado son
más conductivas que los sedimentos, y las fallas que muchas veces conducen
agua subterránea producen anomaĺıas en los registros de temperatura. Drury
(1989) aplicó el método geotérmico a la detección y cartografiado de fracturas
en rocas cristalinas calculando incluso la cantidad de agua que circulaba a
través de éstas. Los datos termométricos suelen usarse conjuntamente con
datos śısmicos y de resistividad eléctrica.
3.6. Métodos eléctricos
La prospección eléctrica del terreno se basa en la evaluación de las si-
guientes propiedades de las rocas:
la resistividad eléctrica (o su inversa la conductividad eléctrica), la cual
gobierna la cantidad de corriente que circula por un material cuando
se crea en él una diferencia de potencial;
la polarizabilidad, que tiene en cuenta la actividad electroqúımica que
caracteriza la respuesta de ciertos minerales a los electrolitos presentes
en el terreno; y
la constante dieléctrica o permitividad, la cual concierne a la capacidad
de un material para almacenar carga eléctrica.
La resistividad eléctrica ρ [Ω (ohm) L] de cualquier material es la resis-
tencia que un cilindro con área transversal y longitud unidad ofrece a la
circulación de una corriente eléctrica. La resistencia R [Ω] de un cilindro de








La corriente eléctrica IC [A (amper)] se relaciona con la diferencia de
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La constante dieléctrica ε [-] y la susceptibilidad eléctrica χ [-] miden la
respuesta de una roca a la aplicación de un campo eléctrico (capacitancia),
y la relación entre ambas viene dada por la siguiente expresión:
ε = 1 + 4πχ
Hay un gran número de métodos a través de los cuales la corriente eléctri-
ca se puede emplear para investigar las condiciones subsuperficiales de un
área determinada. Algunos aprovechan la existencia de campos naturales en
la tierra y otros necesitan de la introducción de una corriente generada arti-
ficialmente en el terreno. Los más importantes son:
el método de la resistividad;
el método de polarización inducida;
el método del potencial espontáneo; y
el método de las corrientes telúricas.
El método de la resistividad es usado para estudiar las discontinuidades
verticales y horizontales en las propiedades eléctricas del subsuelo, y también
sirve para detectar cuerpos de conductividad eléctrica anómala. El método
de polarización inducida aprovecha las propiedades capacitivas de la tierra
para sondear la existencia de minerales conductivos diseminados en el interior
de las rocas. El método del potencial espontáneo hace uso de las corrientes
naturales generadas por procesos electroqúımicos para localizar cuerpos de
conductividad anómala. El método de las corrientes telúricas también utiliza
un campo natural y es de gran importancia puesto que alcanza profundidades
mucho mayores que los métodos anteriores. Algunos autores suelen clasificar
este método junto a los electromagnéticos por su ı́ntima relación con los
campos magnetotelúricos.
Los métodos eléctricos utilizan corriente continua o corriente alterna de
baja frecuencia. En cambio los métodos electromagnéticos, que veremos más
adelante, utilizan campos alternos de alta frecuencia. Para un estudio en pro-
fundidad de la teoŕıa y práctica de los métodos geoeléctricos es recomendable
la obra de Orellana (1972) sobre prospección geoeléctrica.
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3.6.1. Métodos de la resistividad
El más común de los métodos eléctricos es el de la resistividad. La resis-
tividad, o su inversa la conductividad eléctrica, caracteriza la capacidad de
conducción eléctrica de un material. En este método una corriente eléctrica
es introducida artificialmente a través de dos electrodos, y la distribución
resultante del potencial en el terreno es cartografiada utilizando otro par de
electrodos conectados a un volt́ımetro. Mediante una sencilla relación pueden
obtenerse valores de la resistividad que serán una función de la diferencia de
potencial aplicada, de la intensidad de corriente y de la separación relativa
de los electrodos.
Si el medio fuera homogéneo el valor de resistividad obtenido seŕıa úni-
co no dependiendo de la configuración electródica. Este valor se denomina
resistividad verdadera. Cuando existen heterogeneidades que alteran el flujo
eléctrico en el subsuelo la resistividad registrada vaŕıa con la posición de los
electrodos llamándosela resistividad aparente.
Dos aproximaciones son usadas para realizar estudios de resistividad a-
parente dando origen a dos técnicas de trabajo: calicatas y sondeos. En prin-
cipio, la diferencia entre estos métodos radica en la configuración de los elec-
trodos, y en consecuencia en su implementación práctica e interpretación de
los resultados.
En el caso de las calicatas la distancia entre el par de electrodos por
el cual la corriente ingresa al terreno, se mantiene constante a lo largo de la
prospección. Dado que la profundidad del registro depende de un modo gene-
ral de la separación entre electrodos de corriente, y esta distancia se conserva
a través de la prospección, las observaciones registradas corresponderán más
o menos a una determinada profundidad. Las medidas son tomadas para
distintas posiciones del par de electrodos sobre la superficie del terreno, y
la interpretación puede hacerse a partir de gráficos de la variación de la
resistividad a lo largo de transversales o generando mapas de contorno con
ĺıneas de igual resistividad. ésta será una interpretación horizontal de los
cambios en la resistividad. En la figura 3.5 mostramos el perfil de resistividad
horizontal a través de una zona en la que se alternan areniscas y calizas.
En el caso de los sondeos, la distancia entre el par de electrodos por los que
ingresa la corriente vaŕıa en cada registro tomado. Se realizan mediciones para
distintas separaciones de estos electrodos, los cuales se van distanciando cada
vez más entre śı pero conservando la posición del punto localizado en medio de
ellos. Como dijimos antes la profundidad de penetración del campo eléctrico
es función de la separación entre electrodos fuente, por lo que las medidas
tomadas expresan la variación de la resistividad con la profundidad en la
vertical correspondiente al punto que se encuentra en medio de los electrodos
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Figura 3.5: Perfil de resistividad horizontal a través de una zona en la que se
alternan areniscas y calizas, (tomada de Sharma, 1986).
de emisión. Esto es válido en general aunque puede haber situaciones en
que no suceda; por ejemplo, si existe un estrato de alta resistividad a una
profundidad dada, por más que separemos los electrodos la corriente no logra
penetrar más allá de dicho manto.
El método de la resistividad es una técnica eficiente para delinear una se-
cuencia de estratos horizontales o de discontinuidades verticales con distinta
conductividad eléctrica. Algunas de sus limitaciones son:
la interpretación es ambigua por lo que es necesario un control geológico
independiente para reducir ese margen de ambigüedad;
la interpretación está limitada a configuraciones de estructuras simples;
la topograf́ıa y las variaciones de resistividad cerca de la superficie
terrestre pueden afectar las mediciones registradas en profundidad; y
la profundidad de penetración está limitada por el potencial eléctrico
que pueda ser introducido en el terreno.
Existen otras dos técnicas, dentro de los métodos de resistividad, que
apuntan más a la localización de cuerpos con resistividad anómala. Una es
el método de las equipotenciales y la otra el método del cuerpo cargado. La
existencia de un cuerpo anómalo en el subsuelo produce alteraciones en los
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Figura 3.6: Esquema mostrando la distribución de las ĺıneas equipotenciales
y de flujo eléctrico entre dos electrodos. Los electrodos son C1 y C2, las
equipotenciales se muestran en ĺınea continua y las ĺıneas de flujo en trazos.
En la mitad superior (A) se ve la configuración para el caso en que el subsuelo
es homogéneo, mientras que en la mitad inferior (B) podemos ver el efecto que
un cuerpo conductor (C) tiene sobre la distribución de estas ĺıneas, (tomada
de Sharma, 1986).
caminos de flujo eléctrico y en las equipotenciales. A partir del conocimiento
de la magnitud de la corriente aplicada y de la configuración de los electro-
dos, es posible calcular la distribución de potencial y las ĺıneas de flujo de
corriente si el terreno fuera homogéneo. La existencia y caracteŕısticas de un
cuerpo dado se pueden conocer por inspección de los mapas de equipoten-
ciales y ĺıneas de flujo obtenidas para el medio homogéneo y para el real.
En la figura 3.6 podemos ver un esquema mostrando la distribución de las
ĺıneas equipotenciales y de flujo eléctrico (ĺınea continua y de trazos respec-
tivamente) entre dos electrodos (C1 y C2). En la mitad superior (A) se ve
la configuración para el caso en que el subsuelo es homogéneo, mientras que
en la mitad inferior (B) podemos ver el efecto que un cuerpo conductor (C)
tiene sobre la distribución de estas ĺıneas.
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La segunda técnica, el método del cuerpo cargado, es una pequeña va-
riante de la primera. Si sabemos de la existencia del cuerpo anómalo y éste
está cerca de la superficie del terreno o aflora, uno de los electrodos puede
fijarse en él de forma que el cuerpo se transforma en electrodo. La inter-
pretación es análoga. Osiensky (1997) y Osiensky et al. (1994, 1995 y 1996)
presentaron un método modificado del cuerpo cargado para investigar la evo-
lución de un penacho de contaminante en una zona cercana a Boise, Idaho.
Los métodos de resistividad son ampliamente usados en ingenieŕıa. La
técnica de sondeo vertical es muy útil para detectar mantos rocosos para
cimentación de estructuras. El método del cuerpo cargado es muy usado en
arqueoloǵıa para detectar la existencia de objetos con resistividad anómala.
Pero, probablemente, las investigaciones hidrogeológicas sean el campo donde
estos métodos encuentran su mayor aplicación. Proveen importante informa-
ción acerca de estructuras geológicas, litoloǵıas, recarga (Kelly, 1985; Curtis y
Kelly, 1990), factor de goteo (Cherkauer et al., 1987), y rendimiento espećıfi-
co de acúıferos (Frohlich y Kelly, 1988); y fuentes de aguas subterráneas sin
necesidad de un costoso plan de perforaciones (Al-Ruwaih y Ali, 1986). A
partir del análisis de los datos eléctricos puede determinarse la cantidad y
ubicación de un número mı́nimo de pozos de verificación en los acúıferos para
controlar y validar la información geof́ısica obtenida. Beeson y Jones (1988)
combinaron el sondeo eléctrico vertical con la inducción electromagnética pa-
ra resolver la localización de pozos de bombeo manual en rocas cristalinas en
Kano State, Nigeria. Un trabajo similar fue hecho por Medeiros y de Lima
(1991) en Brasil. Carpenter et al. (1990) determinaron la estructura de un
vertedero de residuos urbanos de Chicago (espesores de los desechos y del
material que los cubre, y nivel de percolación).
Algunos investigadores utilizaron este método para delinear bolsas de
agua dulce cerca de la costa debido a que, dada su menor densidad, tienden
a flotar en el agua salada que penetra el terreno en zonas costeras. También
hay estudios en los cuales se localizó y controló la extensión de un penacho
de contaminación en aguas subterráneas (Foster et al., 1987; Ebraheem et
al., 1990; Benson, 1991 y 1992; Benson et al., 1991 y 1997; Burger, 1992).
Varios son los trabajos que aplicaron la geoeléctrica superficial a estudios de
protección de aguas subterráneas (Mazáč et al., 1987 y 1989; Kalinski et al.,
1993a y b; Pesti et al., 1993; Karous et al., 1993; Kelly et al., 1993 y 1994).
Kean et al. (1987) realizaron un estudio de la migración de la humedad en la
zona vadosa. Park et al. (1990) confirmaron la existencia de una falla en San
Bernardino Valley (California), y evaluaron su eficacia como barrera para
las aguas subterráneas en la zona. En ese mismo lugar Owen et al. (1991),
utilizando sondeo eléctrico vertical, cartografiaron un acuitardo que separaba
un acúıfero superficial contaminado de uno más profundo no contaminado.
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3.6.2. Método de polarización inducida
Si una corriente continua que circula a través del terreno es interrumpida,
la diferencia de potencial observada entre dos electrodos no decae instantáne-
amente a cero, sino que, por el contrario, se observa que desciende lentamente
con el tiempo, partiendo de un valor inicial que es una pequeña fracción de
la tensión existente cuando la corriente aún circulaba. Este fenómeno, esque-
matizado en la figura 3.7, se denomina polarización inducida o sobretensión.
Es decir, el terreno actúa como un capacitor almacenando carga eléctrica que
libera lentamente con el paso del tiempo.
Si en lugar de una corriente continua circula una alterna se observa que el
valor de la resistividad del terreno vaŕıa inversamente con la frecuencia de la
corriente. Ambos efectos, el decaimiento transitorio del voltaje residual y la
variación de la resistividad con la frecuencia, son causados por la propiedad
capacitiva del terreno, y dan origen a dos formas diferentes de realizar los
reconocimientos de polarización inducida según el tipo de corriente utilizada.
Para explicar el origen del fenómeno de la polarización inducida es ne-
cesario investigar las formas de circulación de una corriente a través de las
rocas. La conducción eléctrica en muchas rocas es esencialmente electroĺıtica,
por transporte de iones a través del agua intersticial que hay en los poros.
La mayoŕıa de los minerales que forman las rocas tienen carga negativa en su
interfase con el fluido intersticial, atrayendo iones positivos a esta superficie.
Cuando el voltaje impuesto es interrumpido abruptamente, las part́ıculas em-
plean un peŕıodo finito de tiempo para retornar a sus localizaciones originales,
causando un decrecimiento gradual de la tensión. Este efecto se denomina
membrana de polarización o polarización electroĺıtica y se esquematiza en la
figura 3.8(a).
Sin embargo cuando la roca contiene minerales metálicos la conducción
iónica es considerablemente atenuada por los granos del mineral en los cuales
el flujo de corriente es electrónico. Esto produce una acumulación de iones
en la interfase entre mineral y solución, causando el crecimiento del vol-
taje electroqúımico en la superficie de los granos metálicos. Este efecto es
conocido como polarización electródica o sobrevoltaje y se esquematiza en la
figura 3.8(b). El proceso es similar a lo que ocurre con un electrodo metálico
sumergido en una solución electroĺıtica. Cuando la corriente externa es in-
terrumpida abruptamente este voltaje electroqúımico se disipa, tendiendo a
cero pero no de forma instantánea.
En polarización inducida a través de una corriente continua, el parámetro
más utilizado para caracterizar distintos minerales es la cargabilidad (char-





figura 3.7) bajo la curva de decrecimiento del potencial eléctrico en un cierto
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Figura 3.7: Fenómeno de polarización inducida. Una diferencia de potencial
es aplicada a una roca y una corriente circula por ella. Cuando la diferencia
de potencial aplicada alcanza un valor estacionario ∆VC , la corriente se
interrumpe en el instante t0. Se observa que la diferencia de potencial no
desaparece de forma inmediata sino que decae gradualmente a cero. Algo
similar ocurre cuando en el instante t3 se aplica una corriente. A representa
el área bajo la curva de decaimiento entre los tiempos t1 y t2, (tomada de
Kearey y Brooks, 1991).
Figura 3.8: Mecanismos de polarización inducida. (a) Membrana de polariza-
ción o polarización electroĺıtica, (b) polarización electródica o sobrevoltaje,
(tomada de Kearey y Brooks, 1991).
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En corriente alterna la técnica requiere la medición de la resistividad
aparente para dos o más frecuencias. Dos son las medidas que más interesan.
La primera es el efecto porcentual de frecuencia ( percentage frecuency effect,
PFE [-]) que se define como sigue:
PFE = 100 · (ρ0,1 − ρ10)
ρ10
donde ρ0,1 [ΩL] y ρ10 [ΩL] son las resistividades aparentes para las frecuencias
de 0,1 y 10 Hz. La segunda medida se denomina factor metálico (metal factor,
MF [-]) y se define de la siguiente forma:
MF = 2π · 105 · (ρ0,1 − ρ10)
ρ0,1 · ρ10
La resistividad es medida sobre el terreno en varios perfiles verticales, y
los parámetros anteriores calculados y presentados gráficamente en mapas
de isoĺıneas llamados seudosecciones (ver figura 3.9). Las seudosecciones dan
una cruda representación de la distribución del potencial inducido con la
profundidad y la interpretación cuantitativa es más compleja que en el méto-
do de la resistividad. Aunque se han resuelto anaĺıticamente casos sencillos
correspondientes a cuerpos anómalos de geometŕıa conocida, la mayor parte
de la interpretación es de tipo cualitativo. Este método fue extensamente
utilizado para la exploración básica de metales y tuvo mucho éxito en la lo-
calización de minas con bajo contenido de metales de oro. En el campo de las
investigaciones hidrogeológicas se aplicó a la localización de niveles freáticos,
pero los resultados no fueron satisfactorios.
3.6.3. Método del potencial espontáneo
El método del potencial espontáneo es el único método eléctrico que no
utiliza una corriente artificialmente introducida en el terreno. Está basado
en la medida en superficie de los potenciales naturales o espontáneos que son
producidos por acciones electroqúımicas en la superficie de ciertas rocas o en
cuerpos embebidos en ellas. Es uno de los métodos geof́ısicos más simple y
más antiguo ya que su origen se remonta a 1815.
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Figura 3.9: Método de polarización inducida. Seudosecciones de la resistivi-
dad aparente ρa, el efecto porcentual de frecuencia PFE, y el factor metálico
MF , para una sección transversal de una zona de sulfuros cuya forma es
conocida a partir de perforaciones, (tomada de Kearey y Brooks, 1991).
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Figura 3.10: El mecanismo del potencial espontáneo según Sato y Mooney
(1960), (tomada de Kearey y Brooks, 1991).
Figura 3.11: Anomaĺıa en el potencial espontáneo a causa de un cuerpo sul-
furoso, (tomada de Kearey y Brooks, 1991).
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Entre los cuerpos que pueden presentar este fenómeno están los yaci-
mientos de algunos sulfuros, ciertos óxidos y minerales o rocas carbonosas.
A pesar de que no cabe duda acerca del origen electroqúımico del potencial
espontáneo, el mecanismo de las reacciones inmersas no parece estar defini-
tivamente aclarado. Lo que śı parece estar claro es que para que se produzca
una anomaĺıa en el potencial espontáneo, el cuerpo causal debe estar par-
cialmente sumergido en una zona de oxidación, esto es, el nivel freático tiene
que alcanzar la roca en cuestión. En estas condiciones, según Sato y Mooney
(1960), por debajo del agua los electrolitos en el fluido que ocupa los poros
sufren una oxidación y liberan electrones que son conducidos hacia la par-
te superior de la roca. Alĺı los electrones liberados causan la reducción de
los electrolitos en esa parte de la roca, estableciendo un verdadero circuito
de corriente. Esta circulación será electroĺıtica en el fluido de los poros y
electrónica en la matriz rocosa. En la figura 3.10 podemos ver un esquema
del fenómeno del potencial espontáneo.
Dentro de este método existen dos modalidades: el método de potencia-
les y el método de gradientes. Son teóricamente equivalentes y sólo cambian
desde un punto de vista práctico. La interpretación de las anomaĺıas de po-
tencial espontáneo es similar a la interpretación de datos magnéticos. Los
valores obtenidos se representan en forma de mapa de equipotenciales. Bajo
adecuadas asunciones es posible calcular anaĺıticamente la distribución del
potencial eléctrico alrededor de cuerpos de formas simples como esferas y
elipsoides. Los resultados del sondeo se comparan con alguno de estos mode-
los sencillos intentando aśı una descripción de la geoloǵıa del subsuelo. Esta
interpretación exige el cumplimiento de ciertas condiciones. Por un lado el
medio encajante debe ser bastante homogéneo y por otro el cuerpo debe te-
ner una forma geométrica regular. En la figura 3.11 se muestra una anomaĺıa
del potencial espontáneo producida por un cuerpo de sulfuro.
Este método es de menor importancia en la exploración geof́ısica ya que
una interpretación cuantitativa es dif́ıcil de realizar y además, la máxima
profundidad de investigación es de unos treinta metros. Sin embargo puede
ser de utilidad cuando se usa conjuntamente con técnicas magnéticas, electro-
magnéticas, geoqúımicas o con sondeos de resistividad. Ejemplo del último
caso es el trabajo de Rehfeldt et al. (1992) aplicado al análisis geoestad́ıstico
de la conductividad hidráulica en un acúıfero homogéneo. Otras aplicaciones
del método del potencial espontáneo a la investigación hidrogeológica pue-
den encontrarse en Bogolovsky y Ogilvy (1973); Schiavone y Quarto (1984);
Fournier (1989); Birch (1993) y Aubert y Atangana (1996).
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3.6.4. Método de las corrientes telúricas
Tanto dentro como alrededor de la Tierra existen campos magnéticos na-
turales de baja frecuencia, conocidos como campos magnetotelúricos, los cua-
les inducen dentro del terreno corrientes alternas naturales llamadas corrien-
tes telúricas. Los campos magnetotelúricos se cree que son producidos por el
flujo de part́ıculas cargadas en la ionosfera como resultado de la influencia que
las emisiones solares tienen sobre el campo geomagnético. Estas corrientes
circulan a través de la corteza terrestre en forma de grandes láminas paralelas
a ella y pueden alcanzar varios kilómetros de profundidad. De hecho éste es
el único método eléctrico que puede penetrar a la profundidad necesaria en
prospección de petróleo.
Para una estación de medida dada, a lo largo de una dirección y para una
frecuencia f de sondeo, es posible definir una resistividad aparente ρa que es
función de la amplitud del campo eléctrico natural EA y de la amplitud del








donde f esta en Hz, EA en mV km
−1 y BA en nT y ρa en Ω m. El método con-
siste en estudiar las variaciones de la resistividad aparente con la frecuencia
(ya que ésta determina la profundidad alcanzada por el sondeo) con el objeto
de construir curvas de ρa en función de f utilizando la fórmula anterior
2.
En general, es posible obtener a partir de estos métodos profundidades y
espesores de los estratos del subsuelo. También pueden identificarse domos de
sal y estructuras anticlinales. Sin embargo, las corrientes telúricas están afec-
tadas por variaciones temporales de dirección e intensidad por lo que se hace
necesario considerar formas de corregir las mediciones. Hoover et al. (1978)
utilizaron el método magnetotelúrico para investigaciones geotérmicas. Pham
et al. (1986) lo emplearon para estudiar la estructura de la corteza de la Tie-
rra. También estudiaron cuencas sedimentarias para explotación de petróleo
(Pham et al., 1990), y más recientemente Pham et al., (1994) evaluaron el
comportamiento de los métodos telúricos para investigar la contaminación
de unos acúıferos en el delta del Mekong (Viet Nam del Sur), juntamente
con sondeos eléctricos verticales.
2Las dimensiones de la amplitud del campo eléctrico EA y de la densidad de flujo
magnético BA son
[




T (tesla) = Wb (weber ) L−2
]
respectivamente.
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3.7. Métodos electromagnéticos
Estos métodos se basan en la repuesta del terreno a la propagación de
campos electromagnéticos, los cuales están compuestos de una intensidad
eléctrica alternante y de una fuerza magnetizante. El principio general de
la prospección electromagnética se esquematiza en la figura 3.12. Un cam-
po electromagnético primario se genera a partir del paso de una corriente
eléctrica alterna a través de una espiral o a lo largo de un alambre conductor
ubicado sobre el terreno (transmisor). El campo primario se propaga en el
espacio, tanto por la superficie como a través del subsuelo. Si el terreno fuese
homogéneo, no habŕıa diferencias entre los campos que se propagan por en-
cima y por debajo de la superficie. Sin embargo, en presencia de un cuerpo
conductor cuyas propiedades eléctricas difieren del medio que lo rodea, la
componente magnética del campo primario induce en el cuerpo conductor
corrientes alternas que fluyen por él. Estas corrientes dan origen a un campo
magnético secundario que altera el campo primario y que viaja hacia el recep-
tor. El receptor registra tanto el campo primario que viaja por la superficie
como el secundario que diferirá del campo primario original en intensidad,
fase, y dirección. Estas diferencias entre campos electromagnéticos enviado y
recibido revelan la existencia de cuerpos conductores alojados en el subsuelo,
y permiten obtener información acerca de su geometŕıa y de sus propiedades
eléctricas.
Los métodos electromagnéticos pueden aplicarse para realizar reconoci-
mientos sobre la superficie del terreno y sobre el agua. Un ejemplo aplicado al
cartografiado de la distribución de la conductividad eléctrica en el lecho de un
ŕıo combinado con śısmica de reflexión, puede encontrarse en Duran (1987).
Stewart (1988) y Anthony (1992) utilizaron técnicas electromagnéticas para
localizar bolsas de agua dulce en pequeñas islas oceánicas. La relación entre
el contenido de agua y la conductividad eléctrica en suelos fue intensamente
investigada por medio de técnicas electromagnéticas (Rhoades et al., 1976;
McNeill; 1980b; Kachanoski et al.; 1988 y 1990; Hendrickx et al., 1992; Sheets
y Hendrickx, 1995; Ferré et al., 1998). Aktarakçi et al. (1997) las aplicaron
a la exploración de minas de oro y Chen (1997) para delinear sedimentos
en las costas del sudoeste de Taiwan. Los reconocimientos electromagnéticos
pueden implementarse desde plataformas móviles construidas en aviones y
helicópteros. Dos ejemplos son los trabajos de Paterson y Bosschart (1987)
y Cook y Kilty (1992). Más recientemente Paine et al. (1997) evaluaron
la utilización de métodos de inducción electromagnética aerotransportados
para localizar agua salada a poca profundidad en combinación con un reco-
nocimiento geomagnético. Los métodos electromagnéticos aerotransportados
(AEM: Airborne Electromagnetic Methods) fueron inicialmente desarrollados
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Figura 3.12: Diagrama esquematizando el principio de los registros electro-
magnéticos. En ĺınea continua el campo electromagnético primario o inductor
y en ĺınea de trazos el campo electromagnético secundario, (tomada de She-
riff, 1989).
para la prospección de minerales metálicos. El principio que rige la técnica es
el mismo que en las metodoloǵıas de superficie. Un transmisor y un receptor
se mueven juntamente y el registro de campos electromagnéticos secunda-
rios que distorsionan el campo primario constituyen la evidencia de cuerpos
anómalos. Se trata de determinar ciertas caracteŕısticas de esos cuerpos a
partir de las anomaĺıas en el campo recibido.
Los métodos electromagnéticos pueden ser clasificados según utilicen cam-
pos generados artificialmente o aprovechen campos generados naturalmente.
Se los puede clasificar según los registros sean realizados en el dominio de las
frecuencias (FEM: Frecuency Electromagnetic Methods) o en el dominio del
tiempo (TEM: Transient Electromagnetic Methods), (McNeill, 1980a). Otra
clasificación los ordena en función de los parámetros de campo medidos en
el ensayo, esto es, según midan el ángulo de inclinación del vector del campo
magnético resultante o la fase y la amplitud de los campos electromagnéticos
primario, secundario y resultante. Al grupo de métodos electromagnéticos
que miden el ángulo de inclinación pertenecen:
el método del bucle vertical fijo;
el método AFMAG (Audio Frecuency MAGnetic field); y
el método VLF (Very Low Frecuency);
y al grupo de métodos que miden la fase y amplitud de los campos intervi-
nientes en el registro pertenecen:
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el método del compensador de Sundberg;
el método de Turam; y
el método de fuente y receptor móviles.
El método del bucle vertical fijo suele ser útil en áreas donde las señales
de gravedad y magnéticas no ponen de manifiesto alguna heterogeneidad
existente en el terreno. El sondeo AFMAG puede alcanzar una gran profun-
didad, siendo un método apto para detectar diques verticales, fallas y fisuras
que contienen agua. El método VLF es apto para cartografiar estructuras
geológicas superficiales, tales como zonas de contacto entre formaciones de
resistividades muy distintas (Brereton et al., 1987; Kaikkonen y Sharma,
1997). Benson et al. (1997) lo utilizaron, conjuntamente con métodos eléctri-
cos de resistividad, para cartografiar un penacho de contaminación en Utah
County, Utah. Stewart y Gay (1986) aplicaron métodos electromagnéticos
transitorios para la detección profunda de fluidos conductivos, demostrando
las ventajas que en algunas situaciones tienen sobre los métodos resistivos de
corriente directa. Topp et al., (1980, 1982, 1985 y 1988), Sakaki et al. (1998)
y Friedman (1998) los aplicaron para determinar el contenido de agua en el
suelo y recientemente, fueron aplicados al monitoreo del transporte de solutos
(Elrick et al., 1992; Kachanoski et al., 1992; Vanclooster et al., 1993; Mallants
et al., 1994). Cook et al. (1992) correlacionaron la conductividad eléctrica ob-
tenida a partir de sondeos electromagnéticos de frecuencia y transitorios con
la tasa de recarga de agua subterránea en el suelo. Pellerin y Alumbaugh
(1997) realizaron un estudio en el cual evalúan 11 técnicas electromagnéticas
para investigaciones medioambientales.
3.8. Métodos śısmicos
La idea en la que se basan los estudios śısmicos es simple. Mediante una
fuente natural o artificial se genera enerǵıa mecánica que viaja a través del
terreno como ondas elásticas (también se las denomina ondas śısmicas). Estas
ondas se desv́ıan y/o se reflectan en los lugares donde las propiedades de las
rocas cambian. Las ondas reflejadas son detectadas por medio de sismómetros
o geófonos ubicados usualmente en la superficie, y la información registrada
en una colección de gráficos denominados sismogramas. Estos gráficos regis-
tran la amplitud del movimiento del terreno como una función del tiempo
de paso del tren de ondas elásticas. Existen varias clases de ondas elásticas
siendo las más relevantes desde el punto de vista geośısmico:
las ondas longitudinales, de compresión u ondas P ; y
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las ondas transversales, de cizalladura u ondas S.
En las primeras el movimiento de las part́ıculas es en la misma dirección
que el movimiento de las ondas, mientras que en las segundas es perpendicular
a éstas (figura 3.13). De estos dos grupos, las ondas P son las de mayor
aplicación en la investigación sismológica del terreno.
Los parámetros medidos a partir de un reconocimiento śısmico son:
el tiempo de llegada de las ondas śısmicas (denominadas sucesos);
las amplitudes de tales sucesos;
el carácter de los sucesos (lo cual está relacionado con la estructura fina
de las interfaces reflectantes); y
los patrones de los sucesos (que están relacionados con la estructura
local y con las caracteŕısticas deposicionales del medio investigado).
A partir de la evaluación de los parámetros anteriores es posible calcular:
las profundidades a las interfaces que separan distintos tipos de rocas
(a partir de los tiempos de viaje transcurridos);
el buzamiento de las interfaces (a partir de las diferencias en los tiempos
de llegada a la superficie);
la velocidad de las ondas śısmicas (a partir de la relación entre los
tiempos de viaje y las distancias entre fuente y geófono);
el contraste en las propiedades de las rocas (a partir de medir las am-
plitudes de reflexión); y
la localización de fracturas y cambios estratigráficos (a partir de las
discontinuidades en los patrones de reflexión).
También bajo ciertas condiciones se puede obtener conclusiones acerca
de:
la litoloǵıa, la presión, el contenido de fluido o la temperatura (a partir
de los valores de velocidad);
la localización de una acumulación de hidrocarburos y cambios en la
estratigraf́ıa, porosidad o espesores (a partir de cambios laterales en las
amplitudes medidas);
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Figura 3.13: Los tipos de ondas śısmicas que pueden viajar a través de un
cuerpo de un material isotrópico. (a) Las ondas P o de compresión para
las cuales el movimiento de las part́ıculas es en la dirección en la cual la
onda está viajando. (b) Las ondas S o de cizalladura para las cuales las
part́ıculas se mueven en sentido perpendicular a la dirección en la que la
onda está viajando. El tipo de onda depende de los cambios ejercidos sobre
la tensión inicial, aqúı indicados por el martillo. La flecha indica sucesivas
localizaciones de la misma fase para sucesivos intervalos de tiempo iguales,
(tomada de Sheriff, 1992).
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las caracteŕısticas deposicionales de las rocas (a partir del patrón de los
datos śısmicos);
la anisotroṕıa en la velocidad y/o en la permeabilidad, y la orientación
de fracturas (a partir de cambios de las medidas con la dirección); y
por último
a partir de cambios entre las mediciones registradas para tiempos dife-
rentes, conocer la localización de esos cambios.
La velocidad de propagación de las ondas elásticas vaŕıa entre amplios
ĺımites y depende de varios factores. Para un mismo tipo de roca disminuye
con el grado de alteración, de fisuración y de fracturamiento. Aumenta con
la profundidad y la edad geológica. En terrenos sueltos es mayor bajo el ni-
vel hidrostático que sobre él, y en una zona húmeda disminuye si aumenta
la porosidad. Cuando la velocidad cambia, tal como sucede en un horizonte
estratigráfico, parte de la enerǵıa incidente es reflejada. La relación entre la
amplitud de una onda reflejada y una onda incidente se denomina reflecti-
vidad RS [-]. Para el caso sencillo de incidencia perpendicular al estrato












son la densidad y la velocidad en el medio








lo son por debajo de
la interfase. Esta sencilla relación se complica cuando los estratos no son
horizontales o cuando la incidencia no es perpendicular a la dirección del
horizonte.
Las propiedades elásticas de los materiales vienen definidas por los módu-
los elásticos, que son parámetros que relacionan esfuerzos con deformaciones.
La teoŕıa de la elasticidad permite derivar para casos sencillos, expresiones
que relacionan las constantes elásticas de las rocas con la velocidad de propa-



























son el módulo elástico (Bulk Mo-
dulus) y el módulo de rigidez (Rigidity or Shear-Modulus) respectivamente, δ[
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śısmicas longitudinal y transversal respectivamente y Γ [-] es la relación de
Poisson3. La relación entre las propiedades que caracterizan la propagación
de ondas śısmicas en el terreno con parámetros de carácter hidrogeológico,
será el sujeto de una profunda revisión en un caṕıtulo posterior de esta tesis.
La interpretación de los datos śısmicos es complicada y antes de elaborar
conclusiones se debe hacer una depuración de las señales obtenidas. Detrás
de la obtención de un sismograma hay procesos tales como conversión, am-
plificación y filtrado de las señales recibidas. Uno de los mayores avances
producidos en estos métodos es justamente el procesado de los datos que
se registran utilizando sistemas digitales que son luego aptos como entrada
en ordenador. Las técnicas de interpretación de datos śısmicos conllevan un
grado de complejidad que excede los alcances de esta tesis y que pueden ser
encontrados por ejemplo en Dobrin y Savit (1988).
Los métodos śısmicos son muy utilizados en problemas de exploración
que se refieren a la detección y al cartografiado de ĺımites subterráneos de
geometŕıa sencilla. También son ampliamente utilizados en la búsqueda de
gas y petróleo. A menor escala y cuando se está cartografiando cerca de la
superficie, es posible localizar niveles freáticos, definir la geoloǵıa de sistemas
acúıferos y delinear paleocanales (Haeni, 1986; Olsen et al., 1993; Miller y
Xia, 1997). Birkelo et al. (1987) aplicaron la śısmica de reflexión para estudiar
la evolución de los niveles de un acúıfero poco profundo durante un ensayo
de bombeo, siendo posible el cartografiado del cono de depresión. En Miller y
Steeples (1993) podemos encontrar la aplicación de śısmica de alta resolución
a problemas de mineŕıa tales como exploración de minerales, planificación
minera y detección de minas abandonadas. En un contexto geotécnico es
posible ubicar mantos de rocas aptos para cimentación. Los métodos śısmicos
son insustituibles cuando se trata de obtener información del subsuelo sin
recurrir a perforaciones. Es el caso de la evaluación del comportamiento de
emplazamientos de residuos peligrosos.
A partir de lo que pueda suceder con las ondas śısmicas cuando viajan
por el medio geológico existen dos métodos capaces de brindar información
acerca de las caracteŕısticas del subsuelo. Estos son el método de refracción y
el método de reflexión. A continuación comentaremos someramente algunas
de sus principales caracteŕısticas.
3La unidad de medida de los módulos elástico MD y de rigidez GD en el SI es el Pa
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3.8.1. Método de refracción
La śısmica de refracción utiliza la enerǵıa śısmica que retorna a la superfi-
cie después de viajar a través de la tierra a lo largo de interfaces refractantes
que separan horizontes de distinta velocidad śısmica. Utiliza la extensión de
la ley de Snell de la óptica a la refracción de las ondas entre capas de distinta
caracteŕısticas elásticas. Es de aplicación cuando la velocidad de propagación
crece con la profundidad.
En este método las ondas parten de la fuente y viajan por el medio hasta
encontrar una discontinuidad en la que se refractan, recorriendo el ĺımite de
los estratos y retornando a la superficie donde son recibidas por los dispositi-
vos de registro. En muchas situaciones geológicas, los horizontes refractores
que forman el terreno pueden aproximarse a superficies planas sobre una ex-
tensión lineal o ĺınea de refracción. En tales casos las curvas del tiempo de
viaje se asume que derivan de un grupo de estratos planos, y son analizadas
para estimar profundidades e inclinaciones de los refractores individuales.
El método provee una sencilla y rápida interpretación gráfica. Los gráficos
tiempo de viaje-distancia fuente-receptor se denominan dromocrónicas. El
razonamiento puede extenderse a configuraciones con un mayor número de
estratos incluyendo interfaces inclinadas y no planas.
En cuanto a las aplicaciones, a escala local los estudios de refracción
son muy utilizados en geotecnia para tratar con problemas de cimentación
y determinar la profundidad a la cual se encuentra el techo de la roca base.
Es posible realizar también un cartografiado de las capas subsuperficiales sin
invertir en costosos pozos de perforación; y se puede obtener información
acerca de las constantes elásticas de las rocas locales muy útil en ciertas
ramas de la ingenieŕıa. La gran diferencia entre las velocidades śısmicas para
sedimentos secos y húmedos hace del nivel freático un refractor efectivo, y
los métodos de refracción pueden ser muy útiles en exploración de aguas
subterráneas. Se ha investigado también con estos métodos el espesor y la
constitución interna de la corteza terrestre, sirviendo esta información como
complemento de la obtenida por reflexión a gran escala.
3.8.2. Método de reflexión
Otra manera de determinar la profundidad de contacto entre dos forma-
ciones rocosas es a través de la medición del tiempo de llegada de una onda
śısmica generada en superficie y reflejada hacia arriba desde el contacto. La
cantidad de enerǵıa reflejada es tanto mayor cuanto más grande sea el con-
traste entre las velocidades de las capas de contacto. La śısmica de reflexión
es comúnmente utilizada en áreas donde la geoloǵıa está conformada por se-
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cuencias de capas de sedimentos, y la velocidad depende fundamentalmente
de la profundidad, siendo su variación lateral despreciable frente a la vertical.
Al igual que en la refracción es posible deducir expresiones sencillas relacio-
nando los tiempos de viaje, las distancias recorridas y la velocidad del frente
de onda. Este método es aplicable tanto si la capa superior es la de mayor
velocidad como si lo es la inferior.
Una investigación por reflexión śısmica consta del registro, en una serie
de puntos ubicados a determinadas distancias de la fuente de enerǵıa, de
los pulsos reflejados. Este tipo de registro puede ser realizado en dos y tres
dimensiones. En dos dimensiones se denomina también perfil de reflexión, ya
que los datos son recolectados a lo largo de una ĺınea donde se ubican los
emisores y los receptores, y se asume que los rayos se mueven en un plano
vertical. Un estudio casi tridimensional consiste en una serie de perfiles de
reflexión a lo largo de varias ĺıneas cercanamente espaciadas. En los estudios
realmente tridimensionales, los receptores y las fuentes son ubicados en ĺıneas
ortogonales. El método tridimensional provee un mejor cartografiado de la
estructura de áreas complejas.
La búsqueda de hidrocarburos es la aplicación más frecuente de la pros-
pección de reflexión, sin embargo a partir de los años ochenta el rango de
aplicaciones se ha extendido considerablemente. En la exploración de petróleo
y de carbón, la śısmica de reflexión interviene en todos los niveles de la explo-
tación. La śısmica tridimensional, por ser más costosa, no ha adquirido una
aplicabilidad rutinaria; sin embargo puede hacerse necesaria cuando la es-
tructura geológica del suelo se hace muy complicada. Una de las aplicaciones
modernas de la śısmica de reflexión es la investigación de la corteza terres-
tre principalmente en áreas oceánicas. En Steeples et al. (1997) se analiza el
potencial y las limitaciones de los métodos śısmicos de reflexión.
3.9. Teledetección
La teledetección registra mediciones de radiación electromagnética que
pueden ser utilizadas para caracterizar el objeto o sistema observado. Este
proceso de observación es a distancia, en contraste a las mediciones in situ,
en las cuales los instrumentos de medición están en contacto o inmersos en
el sistema o proceso investigado.
El espectro electromagnético es la base de todas las técnicas de teledetec-
ción. En la figura 3.14 vemos una ilustración del espectro electromagnético
mostrando la relación entre la longitud de onda y la frecuencia, los nom-
bres más comunes para las distintas bandas espectrales, y la transmisión
atmosférica relativa. También se pueden ver las regiones espectrales corres-
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Figura 3.14: El espectro electromagnético. Podemos ver la relación entre la
longitud de onda y la frecuencia, los nombres más comunes para las distintas
bandas espectrales, la transmisión atmosférica relativa y las regiones espec-
trales correspondientes a las principales técnicas utilizadas en teledetección,
(tomada de Engman y Gurney, 1991).
Figura 3.15: Esquema ilustrando los componentes de un sistema de telede-
tección, (tomada de Curran, 1985).
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pondientes a las principales técnicas de teledetección.
Un sistema de teledetección posee cuatro componentes que se ilustran
esquemáticamente en la figura 3.15 y que son los siguientes:
una fuente de radiaciones (Sol o radar);
un camino de transmisión (atmósfera, cubierta vegetal);
un objetivo (ŕıo, suelo); y
un sensor (escáner multiespectral, peĺıcula fotográfica).
Cuando la radiación detectada proviene de una fuente natural, como el
Sol, se dice que la teledetección es pasiva, pues no provee su propia fuente
de enerǵıa. Cuando las señales enviadas son generadas artificialmente se dice
que es activa. La fotograf́ıa aérea convencional es una técnica pasiva mientras
que el radar es una técnica activa.
La fuente de radiación más explotada es el Sol. La caracteŕıstica que
medimos es la enerǵıa reflejada por el terreno. Pero en otras aplicaciones
registramos la enerǵıa emitida por la superficie de la Tierra. éstas últimas
incluyen la teledetección termo-infrarroja y la de microondas. Otra fuente
utilizada es el radar, que env́ıa enerǵıa hacia la Tierra y mide la parte de
aquélla que se refleja en su superficie o que se dispersa en la atmósfera. Dado
que los métodos de teledetección se ocupan de la medición de la reflectancia,
emisión, absorción y dispersión de la radiación electromagnética desde la
superficie de la Tierra o de objetos en el espacio, podŕıan ser considerados
como un tipo de métodos electromagnéticos.
El Sol irradia una cantidad enorme de enerǵıa en un ancho espectro de
frecuencias. Los valores de estas frecuencias (o longitudes de onda) están
determinados por las caracteŕısticas f́ısicas de los cuerpos (agua, suelo, vege-
tación, nubes, etc.). Ante una combinación de señales registradas en varias
bandas espectrales emitidas por un cierto objeto, es posible, con un margen
de error, inferir qué tipo de cuerpo se está observando.
El camino de transmisión del espectro electromagnético es la atmósfera,
cuyos gases actúan selectivamente afectando la cantidad de enerǵıa transmi-
tida. El objetivo es el sujeto de cada observación, aśı como todos los demás
elementos dentro del campo de observación del sensor. El tipo de sensor es
la única caracteŕıstica de la teledetección sobre la que el usuario tiene algún
control. En la mayoŕıa de los casos, el dispositivo receptor de la señal es un
sensor electro-óptico que transforma las radiaciones electromagnéticas en im-
pulsos eléctricos, que son convertidos, por medio de un ordenador, en valores
digitales que se almacenan magnéticamente.
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Los métodos de teledetección obtienen imágenes del área estudiada a par-
tir de las cuales se realiza la interpretación. En casi todos los casos, pudiendo
incluir las fotograf́ıas, el procesado de las imágenes es digital. Los sensores
pueden localizarse en plataformas de observación sobre el terreno, en glo-
bos aerostáticos, en veh́ıculos controlados a control remoto, en cohetes y en
satélites. A continuación describimos los sensores más utilizados. Ellos son:




sensores de microondas; y
láser.
Los sensores de radiación gamma están basados en la atenuación de la
radiación gamma natural de la Tierra por el agua contenida en el suelo o
por un estrato de nieve. El procedimiento general compara las mediciones
hechas en presencia de agua o nieve en el terreno, con aquellas registradas
en ausencia de estos elementos. La atenuación en el flujo de radiación puede
ser relacionada con el equivalente en agua de nieve o con el cambio de la
humedad en el suelo.
La fotograf́ıa aérea fue el primer método de teledetección y aún hoy, en la
era del satélite y del escáner electrónico, sigue siendo la técnica más utilizada.
Esta técnica ofrece las siguientes caracteŕısticas que justifican su popularidad:
(1) Disponibilidad: las fotograf́ıas aéreas están a disposición de quien las
necesite a través de los organismos que las comercializan; (2) Economı́a: las
fotograf́ıas aéreas son de un coste más reducido que los reconocimientos de
campo; (3) Punto de vista sinóptico: la fotograf́ıa aérea es capaz de detectar
caracteŕısticas a pequeñas escalas que no pueden ser distinguidas cuando la
observación se hace desde el terreno; (4) Capacidad de permanencia en el
tiempo: la fotograf́ıa aérea es un registro de la superficie de la Tierra en
un punto en el tiempo y puede ser utilizada como registro histórico; (5)
Resolución espacial y espectral: la fotograf́ıa aérea es sensible a frecuencias
que el hombre es incapaz de percibir y puede captar espacialmente objetos
que el ojo humano no puede definir; (6) Perspectiva tridimensional: por medio
de un estereoscopio se pueden crear imágenes en tres dimensiones y tomar
registros tanto horizontales como verticales.
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La fotograf́ıa puede revelar algunas de las caracteŕısticas básicas del terre-
no tales como la geoloǵıa superficial. La resolución de las peĺıculas disponibles
hoy permite obtener imágenes de muy buena calidad, limitada antes más por
problemas ópticos y de adquisición de datos que por lo relacionado al medio
de impresión. La fotograf́ıa a grandes alturas da un punto de vista sinóptico
que hace posible percibir lineaciones y caracteŕısticas no reconocibles de otro
modo.
El carácter de una imagen y su capacidad para reflejar las caracteŕısticas
del terreno depende de varios factores: contraste, tono, textura, detectabili-
dad, reconocibilidad, signatura. Diferentes caracteŕısticas son reveladas según
la forma en la que las áreas son fotografiadas: desde diferentes localizaciones,
en diferentes direcciones, a diferentes ángulos del sol, en diferentes estaciones,
etc. La información obtenida es mayor cuando las imágenes son combinadas
entre śı.
A partir de una imagen aérea pueden interpretarse varios hechos. Las ca-
racteŕısticas más salientes son generalmente las lineaciones (o lineamientos)
dado su común aspecto rectiĺıneo. Sin embargo las puede haber curviĺıneas
indicando levantamientos locales. Otras caracteŕısticas como fallas, fracturas
y sistemas conjuntos, anticlinales y sinclinales no son tan fácilmente distin-
guibles a partir de una imagen de este tipo. También los diferentes tonos y
colores de la fotograf́ıa pueden poner de manifiesto distintos tipos de rocas
superficiales aún cuando éstas están recubiertas por vegetación.
Švoma y Pyšek (1983) han utilizado la fotograf́ıa aérea para detectar cam-
bios en la vegetación causados por la contaminación de las aguas subterráneas
de la zona. Brereton et al. (1987) emplearon esta técnica para delinear frac-
turas en un área rocosa alrededor de Altnabreac, Reino Unido. Stewart y
Finch (1993) revisan las aplicaciones de la teledetección, principalmente a
partir de datos de satélite, al cálculo indirecto de los componentes del ciclo
hidrológico en áreas forestales. Salama et al. (1994) identificaron zonas de
recarga y descarga de agua subterránea utilizando fotograf́ıa aérea y satélite
( Landsat-TM ) en el sur de Australia.
Con el fin de que la información contenida en fotograf́ıas aéreas esté dispo-
nible a todo el mundo, existen organismos que comercializan dichas imágenes.
Ofrecen incluso un reprocesamiento de los datos para servir a diversos fines.
Estas imágenes han sido geocodificadas, es decir, orientadas a la cartograf́ıa;
por lo que son útiles para los usuarios de SIG (Sistemas de Información
Geográfica).
El escáner multiespectral mide la reflectancia espectral de estrechas ban-
das de longitud de onda y registra la información electrónicamente. Esta
técnica realiza mediciones simultáneas de la respuesta espectral del objeti-
vo en dos o más frecuencias del espectro. La clasificación de estos datos es
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luego utilizada para la discriminación de los distintos objetos basada en sus
reflectancias caracteŕısticas. El escáner multiespectral tiene algunas ventajas
sobre la fotograf́ıa aérea. Posee una alta resolución radiométrica, puede cap-
tar una franja muy estrecha del espectro electromagnético y los datos pueden
ser almacenados en forma digital para su corrección y análisis cuantitativo.
La gran desventaja de este método es su elevado costo. Las aplicaciones más
comunes del escáner multiespectral son el cartografiado de vegetación y la
detección y seguimiento de penachos de contaminación de agua en cauces
superficiales, pudiendo determinarse parámetros de la calidad del agua, su
color, la concentración de materia orgánica y de sedimentos. Cline et al.,
(1998) estimaron la distribución espacial de la nieve en cuencas montañosas
de California utilizando esta técnica.
Los sensores térmicos miden directamente la enerǵıa térmica emitida por
la superficie de la Tierra. Fueron desarrollados con fines militares. En su
origen estaban formados por dos detectores térmicos que registraban una
imagen sobre una peĺıcula fotográfica. Hoy son parte de un escáner multi-
espectral en el cual los datos se registran digitalmente. La materia emite
radiación electromagnética en virtud de su temperatura. La enerǵıa radia-
da depende de la emisividad de la superficie y de la cuarta potencia de la
temperatura del cuerpo. Este método de prospección busca correlacionar la
inercia térmica de las rocas con su geoloǵıa. En regiones áridas y semiáridas
la imagen infrarroja es capaz de distinguir diferentes tipos de rocas y textu-
ras. Los diferentes resultados tienen su origen en la diferente inercia térmica
de los cuerpos, la que depende de su conductividad térmica, densidad y calor
espećıfico. La inercia térmica aumenta rápidamente con el contenido de agua
en las formaciones rocosas. También, para ciertos rangos de longitudes de
onda, es posible localizar incendios forestales y actividad volcánica.
El estudio realizado por Bobba et al. (1992) aplicado a la detección de
potenciales sistemas de flujo subterráneo emplea datos infrarrojos de satélite
y datos térmicos registrados desde un avión. También se han utilizado para
estimar parámetros de cobertura y uso del suelo, tipo de suelo, tipo de vege-
tación, cobertura de nieve, áreas de agua y parámetros de la calidad de las
aguas. Brereton et al. (1987) utilizaron el escaneo infrarrojo desde un avión,
para cartografiar zonas de descarga de agua subterránea en rocas cristalinas
en Altnabreac, Reino Unido.
Los sensores de microondas miden las propiedades dieléctricas de la su-
perficie de la Tierra. Los cambios en esta propiedad afectan la reflectividad o
emisividad de los cuerpos considerados. Dado que las propiedades dieléctricas
de los estratos superficiales del suelo dependen fuertemente de la cantidad de
agua en ellos, los registros de microondas se pueden correlacionar con el con-
tenido de humedad del suelo. Algunos ejemplos son los trabajos de Jackson
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(1993), Jackson et al. (1983 y 1996) y Njoku y Entekhabi (1996).
El radar pertenece a este tipo de sensores. La técnica del radar ( RAdio
Detection And Ranging) o SLAR (Side-Looking Airborne Radar) es un siste-
ma en el que una antena ubicada en un avión irradia enerǵıa electromagnética
hacia la tierra registrando la intensidad de la señal reflejada y el tiempo que
ha empleado para retornar a la fuente/receptor. Este sistema se diferencia de
los anteriores en que es activo, esto es, no aprovecha una fuente de enerǵıa na-
tural como lo es la radiación solar. Tiene la gran ventaja de que la enerǵıa del
radar es capaz de penetrar las nubes pudiendo aśı funcionar en malas condi-
ciones climáticas. SLAR fue inicialmente utilizado para exploración geológica
dada la sensibilidad de las microondas al contenido de humedad del suelo y a
la rugosidad del terreno. La posibilidad de conseguir penetrar la vegetación
densa con el radar lo hace insustituible en determinadas circunstancias.
Con ayuda de radar es posible cartografiar rasgos estructurales o to-
pográficos tales como lineamientos, pliegues y fallas, redes de drenaje, es-
tratificaciones y rugosidades de la superficie. Hasta cierta extensión es po-
sible realizar prospecciones subsuperficiales enfocadas a localizar bolsas de
petróleo. La técnica de radar ha demostrado ser muy efectiva en el estu-
dio hidrogeológico de depósitos estratificados superficiales. En estos casos
un sistema de radar penetrante (Ground Penetrating Radar, GPR) ha sido
utilizado por algunos investigadores (Davis y Annan, 1989; Beres y Haeni,
1991; Knoll et al., 1991; Doucette y Young, 1993; Rea et al., 1994; Ricketts y
Jackson, 1994; Liner y Liner, 1997; Arcone et al., 1998) para obtener perfiles
continuos de alta resolución, similares a los producidos en investigaciones de
reflexión śısmica. GPR fue aplicado también en problemas medioambientales
como el cartografiado de penachos de contaminación (Stanfill y MacMillan,
1985; Olhoeft, 1986; Redman et al., 1991; Daniels et al., 1992; Brewster y
Annan, 1994; Brewster et al.; 1995), la identificación de bolsas de agua sa-
lada (Clement et al., 1997) y de caminos preferenciales de flujo de agua
subterránea (Hubbard et al., 1997). Knight et al. (1997) y Rea y Knight
(1998) realizaron un análisis geoestad́ıstico de datos obtenidas por GPR con
el fin de implementar modelos estocásticos para la descripción de yacimientos
petroĺıferos.
La propagación de las ondas de radar a través del subsuelo esta controlada
por las propiedades eléctricas (constante dieléctrica o permitividad relativa y
conductividad eléctrica) del terreno para altas frecuencias. El agua contenida
en el suelo ejerce una fuerte influencia sobre la propagación de las ondas de
radar. Los contrastes en las propiedades dieléctricas y en la conductividad
causan la reflexión de los pulsos de radar. Bajo condiciones de baja conduc-
tividad se puede alcanzar una profundidad de 50 metros en el sondeo. La
señal devuelta por el medio es amplificada, digitalizada y registrada, pudien-
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do analizarse de forma similar a las obtenidas por reflexión śısmica. A partir
de estos perfiles se ha obtenido información acerca de los ĺımites y la lito-
loǵıa de acúıferos y la existencia de paleo-canales. Los trabajos de Doucette
y Young, (1993) y de Knoll y Knight, (1994), plantean incluso la posibilidad
de establecer correlaciones entre los datos de radar y las propiedades f́ısicas
del terreno.
Se aplicó también al control de vertidos de petróleo en océanos. Se puede
cartografiar el contenido de humedad del suelo (Ulaby et al., 1996 y Eppstein
y Dougherty, 1998) y realizar interpretaciones visuales del tipo de vegetación.
Más recientemente se utilizó con fines arqueológicos y de planeamiento ur-
bano. En Andersson et al. (1989) la técnica de radar fue aplicada en pozos
con el objetivo de investigar la distribución del flujo de agua subterránea en
una zona de rocas cristalinas, donde se buscaba emplazar un almacenamiento
de desechos radioactivos.
La teledetección por láser proyecta un estrecho haz de rayos de luz y
mide la enerǵıa reflejada con un tubo fotomultiplicador para determinar la
distancia entre el sistema láser y el objeto de interés. También puede medir
la enerǵıa dispersada por los gases de la atmósfera o de la superficie de la
Tierra. Fue aplicada para obtener mapas topográficos de alta resolución, en
estudios de erosión, para la definición de la geometŕıa de canales, etc.
Shultz (1988) señala que la teledetección es una técnica que ofrece las
siguientes ventajas:
valores medios en lugar de medidas puntuales;
toda la información es recolectada y almacenada en un mismo lugar;
alta resolución en el espacio y/o en el tiempo;
los datos están disponibles en forma digital;
la adquisición de los datos no interfiere con el fenómeno investigado;
la información puede ser obtenida en áreas remotas de la Tierra, como
ha sido el caso de la zona fronteriza entre India y China, en la región
de las montañas del Himalaya;
una vez instalada la red de teledetección la información se puede obte-
ner por un costo bastante reducido.
Sin embargo señala una gran desventaja, que es la dificultad para ajustar la
transformación de las señales electromagnéticas en términos hidrológicos, lo
que requiere un proceso de calibración muy complicado a veces.
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3.10. Métodos de registro en perforaciones
Los registros en pozos (geophysical borehole logging o también downhole
geophysical surveying o wire-line logging), son utilizados para obtener in-
formación acerca de las rocas penetradas por una perforación (profundidad
de las interfaces o mantos geológicos, información in situ de las propiedades
de la roca de las paredes del pozo, etc.). Hasta aqúı los métodos revisados
fueron no destructivos. Los registros en pozos suponen la existencia de una
perforación que altera localmente el medio investigado. Desde ese punto de
vista, estas técnicas se puede decir que son destructivas si el pozo se ejecuta
exclusivamente para el registro geof́ısico, lo que no es comúnmente el caso.
Un pozo es un sistema dinámico; el fluido utilizado en la perforación afecta
la roca que lo circunda y por consiguiente los registros tomados. Esto de-
be ser considerado en el diseño de las distintas metodoloǵıas, con el fin de
cuantificar y compensar los efectos de la alteración del medio.
Potencialmente cualquiera de los métodos geof́ısicos vistos podŕıa adap-
tarse para ser aplicado en una perforación, pero en la práctica los métodos
más ampliamente utilizados son los basados en la medición de resistividad
eléctrica, inducción electromagnética, potencial espontáneo, radioactividad
natural e inducida, velocidad sónica y temperatura. Además hay métodos
especiales de gravedad y magnéticos, el muy utilizado de perfilado śısmico
vertical, y las modernas técnicas de tomograf́ıa.
Los datos registrados en pozos son recabados utilizando una sonda y alma-
cenados de forma magnética o digital para ser posteriormente procesados en
ordenador. La mayor aplicación de estos métodos se realiza en perforaciones
para explotación de hidrocarburos y también para exploración hidrogeológi-
ca. Las propiedades geológicas obtenibles a partir de estas técnicas son: es-
pesor de las formaciones y litoloǵıa, porosidad, permeabilidad, proporción de
agua y/o saturación de hidrocarburo, inclinación de estratos y temperatura.
Además los registros tomográficos permiten cartografiar la distribución espa-
cial y temporal de distintas propiedades del subsuelo, tales como la velocidad
de tránsito de ondas śısmicas, la velocidad, atenuación y dispersión de ondas
electromagnéticas, y los cambios en la resistividad aparente.
Hay varias formas de clasificar los registros geof́ısicos en perforaciones.
Una forma es de acuerdo a los fenómenos y propiedades f́ısicas objeto de me-
dida: registros eléctricos, nucleares, acústicos, etc. Otra forma tiene en cuenta
caracteŕısticas relacionadas con la construcción del pozo: registros en pozos
abiertos y en pozos entubados. También se pueden clasificar de acuerdo a los
objetivos que se persiguen: correlación y estudios estratigráficos, información
sobre la litoloǵıa y la sedimentación, detección y evaluación de hidrocarbu-
ros, cálculo de reservas, etc.; o de acuerdo al área de aplicación: exploración o
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Figura 3.16: Esquema de la configuración electródica para un registro del
potencial espontáneo, (tomada de Kearey y Brooks, 1991).
Figura 3.17: Representación gráfica de los resultados de un registro del po-
tencial espontáneo en una secuencia de areniscas y esquistos, (tomada de
Kearey y Brooks, 1991).
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producción de hidrocarburos, control y seguimiento de desechos, exploración
de minerales, etc. La descripción que sigue a continuación esta ordenada de
acuerdo al primer criterio, esto es, de acuerdo a los fenómenos y propiedades
f́ısicas objeto de medida.
3.10.1. Registro del potencial espontáneo
Este método es uno de los más antiguos realizados en pozos y su aplicación
más importante es la identificación de ĺımites entre horizontes de esquistos
y lechos más permeables como las areniscas. También sirve para determinar
la resistividad del agua de la formación explorada, el volumen de pizarras
en un manto permeable (Asquish y Gibson, 1982), la salinidad de las aguas
subterráneas (Nativ y Fligelman, 1994) y para detectar la presencia de hi-
drocarburos. Es el método más sencillo desde el punto de vista instrumental.
El voltaje natural (corriente directa) es medido entre un electrodo mo-
viéndose en el pozo y otro fijo en la superficie (figura 3.16). Las corrientes
eléctricas espontáneas son originadas por factores electroqúımicos. Dentro
del pozo estos factores son debidos a la diferencia de salinidad entre el fluido
utilizado en la perforación y el agua contenida naturalmente en la formación.
Por esta razón, si se quiere realizar un registro del potencial espontáneo, debe
usarse un fluido de perforación que sea conductivo. Las medidas tomadas se
representan en función de la profundidad. En la figura 3.17 vemos un ejemplo
para una secuencia de areniscas y esquistos.
3.10.2. Registros de resistividad
Estos registros persiguen la determinación de la resistividad eléctrica (o
su rećıproca la conductividad eléctrica) de un volumen dado de terreno al
que se le aplica una corriente eléctrica directa o inducida. La ecuación general
para calcular la resistividad aparente ρa [ΩL] a través de un registro resistivo

















donde C1 y C2 son los electrodos a través de los cuales ingresa una corriente
de intensidad IC [A] que fluye por el circuito, y P1 y P2 son los electrodos
entre los cuales se mide la diferencia de potencial ∆V [V] inducida por la
corriente que circula. C1P1, C1P2, C2P1 y C2P2 son las distancias entre los
distintos electrodos ([L]). En la figura 3.18 se puede observar un esquema de
la configuración general de un registro de resistividad.
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Figura 3.18: Esquema general de la configuración de los electrodos en un
registro de la resistividad en perforaciones. El área sombreada representa la
región energizada por el sistema, (tomada de Kearey y Brooks, 1991).
Estos registros son ampliamente utilizados en la exploración petrolera y
bastante menos en la hidrogeológica. En la prospección petrolera, la deter-
minación de la resistividad del medio geológico es un parámetro fundamental
para la evaluación de reservas. La matriz rocosa o los granos son no conduc-
tivos, por lo tanto la capacidad de las rocas para transmitir una corriente
depende de la cantidad y calidad del agua que hay en sus poros. Los hidrocar-
buros también son no conductivos por lo que cuando la saturación de éstos
en las rocas crece, la resistividad aumenta. Para determinar la saturación
de agua del medio (que es una forma indirecta de calcular la saturación de







donde Sw [-] es la saturación de agua (volumen de poros en una roca que
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contiene agua de formación); Fi [-] es el factor de formación; ρw [ΩL] es la
resistividad del agua de la formación; ρt [ΩL] es la resistividad verdadera de
la formación; y n es el exponente de saturación (comúnmente igual a 2). El




donde a es el factor de tortuosidad; φ [-] es la porosidad; mc es el exponente
de cementación que depende del tamaño de los granos, de la distribución de
estos tamaños y de la complejidad de los caminos entre poros (tortuosidad).
El método de registro de la resistividad en perforaciones fue aplicado por
Kwader (1986) para relacionar la resistividad del agua subterránea con la
concentración de varios iones que caracterizan la calidad de las aguas para
sistemas acúıferos carbonatados y granulares. Al-Ruwaih y Ali (1986), Guo
(1986) y Ebraheem et al. (1990) estiman sólidos disueltos totales en distintos
acúıferos. Lindner-Lunsford y Bruce (1995) utilizaron el método del potencial
espontáneo y el de registro de la resistividad para localizar zonas con agua
potable y estimar concentraciones de sólidos disueltos en tres acúıferos de
Wyoming.
Los registros resistivos se dividen en registros de inducción y en regis-
tros electródicos. Un registro de inducción consiste de una o más bobinas
transmisoras (figura 3.19) que emiten una corriente alterna de alta frecuen-
cia y de intensidad constante. El campo magnético alternante creado por esta
corriente, induce corrientes secundarias en la formación. Estas corrientes se-
cundarias fluyen en el terreno en forma de ćırculos en planos perpendiculares
al eje de la perforación, creando un campo magnético que puede ser regis-
trado por un dispositivo receptor. Las señales recibidas son proporcionales
a la conductividad eléctrica del medio. Existen dos técnicas dentro de los
registros de inducción:
el registro de inducción simple (induction electric log ); y
el registro focalizado de inducción (dual induction focused log).
En un registro electródico, un electrodo es conectado a una fuente (gene-
rador) provocando la circulación del flujo eléctrico a través del terreno, y el
otro se localiza en la superficie como electrodo de referencia. Dentro de estos
métodos se encuentran los siguientes:
registro normal (normal log);
registro lateral (lateral log);
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Figura 3.19: Esquema de la configuración electródica para un registro de
inducción. (a) Registro de inducción simple, (b) Registro focalizado de in-
ducción, (tomada de Kearey y Brooks, 1991).
registros de la corriente focalizada (laterolog o guard log);
microrregistros (microlog o wall-resistivity log);
registros de la inclinación (dipmeter log);
registros de inducción; y
registros electromagnéticos de alta frecuencia.
Registros de inducción
Registro de inducción simple. En este reconocimiento se determinan
tres curvas simultáneamente: la curva normal corta, la curva de inducción y
la curva de potencial espontáneo. La primera mide los cambios en la resistivi-
dad a poca profundidad en la zona invadida o alterada por la perforación. La
segunda proporciona la distribución de la conductividad eléctrica en zonas
más profundas, utilizando las corrientes generadas por las bobinas inducto-
ras (figura 3.19a). El objetivo es comparar estos dos registros para detectar
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la zona invadida por los lodos de perforación y poder compensar cuantita-
tivamente los efectos observados. La zona de invasión es detectada por la
separación entre estas dos curvas. Al igual que en geoeléctrica superficial los
incrementos en la profundidad de sondeo se logran separando más las bobinas
usadas para realizar el registro. La curva de potencial espontáneo fue comen-
tada en el apartado anterior dedicado al registro del potencial espontáneo.
Registro focalizado de inducción. En este registro se determina una
curva de resistividad profunda de forma similar al registro de inducción
eléctrica, una curva para profundidades intermedias y una curva superficial.
Se utiliza para los casos en que el medio es invadido hasta zonas profundas
por el barro filtrado, por lo que se debe ser muy cuidadoso pues los valores
obtenidos a partir de la curva de resistividades para zonas profundas pueden
no corresponder a los verdaderos (figura 3.19b).
Registros electródicos
Registro normal. En este caso se utiliza una configuración de dos elec-
trodos dentro de la perforación (figura 3.20). Por uno de ellos ingresa una
corriente proveniente de un generador y la diferencia de potencial entre el
otro electrodo en el pozo y un tercero en la superficie da una medida que
es posible relacionar con la resistividad aparente de la formación. El valor
de resistividad depende de la conductividad de los fluidos que ocupan los
poros en la cercańıa de la sonda y es un indicador clave de hidrocarburos. La




donde ρa [ΩL] es la resistividad aparente del medio; el segmento C1P1 [L] es la
separación de los electrodos en el pozo; ∆V [V] es la diferencia de potencial;
e IC [A] es la intensidad de la corriente circulando.
Registro lateral. Es similar al método anterior con la variante de utilizar
tres electrodos dentro de la perforación (figura 3.21), esto hace posible que la
penetración efectiva del sondeo sea mucho mayor que en el registro normal.










donde C1P1 y C1P2 son las distancias entre electrodos ([L]).
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Figura 3.20: Esquema de la configuración de electrodos en un registro normal,
(tomada de Kearey y Brooks, 1991).
Figura 3.21: Esquema de la configuración de electrodos en un registro lateral,
(tomada de Kearey y Brooks, 1991).
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Figura 3.22: Esquema de la sonda utilizada en un registro de la corriente
focalizada, (tomada de Kearey y Brooks, 1991).
Una variante de este método es el sondeo ULSEL (UltraLong-Spaced Elec-
trical Logging), donde los electrodos se separan algunos cientos de metros con
el objetivo de lograr una mayor penetración efectiva.
Registros de la corriente focalizada. Los sondeos normal y lateral no
controlan el flujo de corriente en la dirección perpendicular a la pared del
pozo, afectando esto el valor obtenido de la resistividad. En el método fo-
calizado la configuración de electrodos busca que el flujo de corriente sea
horizontal tal que la zona analizada tenga la forma de un disco circular per-
pendicular al pozo (figura 3.22). Con el objeto de medir la resistividad en
la zona invadida se han diseñado los llamados microrregistros de la corriente
focalizada y registros de proximidad. El último es el método más fuertemente
focalizado. Ambas técnicas son muy afectadas por el espesor de los lodos de
perforación y de la zona alterada por la perforación.
Microrregistro. En este método se realizan mediciones donde los electro-
dos están separados una distancia muy corta y presionados firmemente contra
la pared del pozo (figura 3.23). La profundidad de penetración es de apenas
100 miĺımetros. Los microrregistros se usan para medir las resistividades del
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Figura 3.23: Esquema de la sonda utilizada en un microrregistro, (tomada
de Kearey y Brooks, 1991).
lodo producto de la perforación y de la llamada zona de invasión, medidas
necesarias para transformar las resistividades aparentes en verdaderas. Se
realizan dos tipos de medidas, una llamada micro normal y la otra micro
inversa. La primera con una penetración de 3 o 4 pulgadas y la segunda de 1
o 2 pulgadas. Se trata de investigar la penetración del barro de perforación
y comprobar la permeabilidad del medio.
Registros de la inclinación. El sondeo del dipmeter log consta de cuatro
electrodos ubicados a un mismo nivel horizontal y espaciados regularmente a
90o, lo que permite estimar la inclinación (azimut) de las formaciones anali-
zadas. Si los estratos son horizontales, se obtienen idénticas lecturas en cada
electrodo.
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Registros electromagnéticos de alta frecuencia. Estos sondeos ope-
ran en rangos de frecuencias altas lo que los hace más sensibles a cambios en
la constante dieléctrica y menos a los cambios de resistividad. La constante
dieléctrica depende de la cantidad de agua en los poros. Estos registros in-
dican mejor la presencia de hidrocarburos cuando el fluido intersticial es de
alta resistividad.
3.10.3. Registros radiométricos
Los registros radiométricos en pozos miden la radioactividad natural pro-
ducida por elementos inestables como los isótopos de uranio, torio y potasio,
o la radioactividad inducida por el bombardeo de núcleos estables con rayos
gamma o neutrones. Este bombardeo induce cambios en los núcleos de los
átomos dando como resultado emisiones secundarias que pueden ser detec-
tadas por una sonda ubicada en la perforación.
Registro de la radiación gamma natural
Los registros de radiación gamma natural son utilizados principalmente
para detectar estratos de pizarras, ya que estos materiales suelen contener
pequeñas cantidades de elementos radioactivos como el potasio, el uranio o
el torio. También en las arenas limpias pueden registrarse lecturas altas de
radiación gamma si contienen feldespatos potásicos, micas, glauconita, o agua
rica en uranio. En este caso, si se sabe de la existencia de tales elementos,
se debe realizar un análisis espectrográfico además del registro de radiación
gamma natural. Un análisis espectrográfico permite identificar las distintas
fuentes de radiación según sus bandas de enerǵıa.
Los registros de radiación gamma natural miden la radioactividad den-
tro de una zona de unos pocos dećımetros alrededor del pozo. Debido a la
naturaleza estocástica de las emisiones de rayos gamma, es necesario que los
registros se hagan empleando un tiempo razonable para obtener lecturas fia-
bles, lo cual impone un ĺımite para la velocidad de descenso de la sonda en
el pozo. Estos registros se pueden realizar en perforaciones entubadas, aun-
que se debe tener en cuenta que la radiación recibida sufre una reducción de
alrededor del 30%.
Registro de reacciones nucleares inducidas
Registro gamma-gamma (densidad). Este registro proporciona una
medida de la porosidad de la formación midiendo su densidad electrónica.
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Esto puede servir para identificar minerales evapoŕıticos, detectar zonas don-
de hay gas, determinar la densidad de hidrocarburos, y evaluar yacimientos
en arenas pizarrosas y litoloǵıas complejas.
La fuente de radiación en este método puede ser el Co60 o el Cs137, los
cuales emiten rayos gamma monoenergéticos. Los fotones de rayos gamma
colisionan con los electrones del medio lo que les ocasiona una pérdida de
enerǵıa (Compton scattering) y una dispersión. Esta dispersión es registrada
por un contador localizado a una distancia fija, y la medida es una función
del número de colisiones que es proporcional al número de electrones del
medio atravesado (́ındice de densidad electrónica). Es posible correlacionar
















(determinado a través del registro), w es el peso molecu-
lar de los constituyentes de la formación, y N [-] es el número atómico de los
elementos presentes; y el sumatorio se extiende a todos ellos. La porosidad
se obtiene según la relación:
φ =
(δm − δf )
(δm − δw)




es la densidad de la matriz (tabulada




es la densidad del fluido en
los poros. El valor estimado es el de la porosidad total, por lo cual se hace
necesario comparar las medidas con las obtenidas a partir de otros registros
a fin de poder determinar la porosidad efectiva.
Registros neutrónicos. En esta técnica se bombardean elementos no ra-
dioactivos con neutrones. Los neutrones provienen de una fuente radioactiva,
una mezcla de americio y berilio, ubicada dentro de la sonda. Estos colisionan
con los átomos de la pared del pozo. Cuando la masa de los núcleos con los
que los neutrones chocan es similar o mayor a la de éstos, como es el caso
de un ion de hidrógeno, la posibilidad de que esos neutrones pierdan gran
cantidad de enerǵıa y sean absorbidos por los núcleos es muy grande. En
ese caso se produce la liberación de rayos gamma que medimos en la sonda.
Los iones de hidrógeno están presentes en el fluido intersticial, sea agua o
hidrocarburos, por lo que la medida registrada está ı́ntimamente ligada a
la porosidad del terreno sondeado (ver por ejemplo el trabajo de Pleinert y
Degueldre (1995) para determinar la porosidad en rocas cristalinas).
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Figura 3.24: Registro neutrónico y de la radiación gamma natural en una
perforación para una secuencia de dolomitas y esquistos, (tomada de Kearey
y Brooks, 1991).
La respuesta de los registros neutrónicos vaŕıa dependiendo de las diferen-
cias en los tipos de detectores, del espaciado entre fuente y detector, y de la
litoloǵıa (areniscas, piedras calizas, y dolomitas). En Asquith y Gibson (1982)
se puede encontrar la utilización conjunta de los registros gamma-gamma y
neutrónicos para la estimación de la porosidad. Endres y Greenhouse (1996)
detectaron y cartografiaron la contaminación por DNAPLs en un experimen-
to controlado en un acúıfero cerca de Toronto (Canadá), utilizando registros
neutrónicos. Temples y Waddell (1996) combinan registros gamma-gamma y
neutrónicos para obtener la porosidad y calibrar una ley exponencial relacio-
nando a ésta con la permeabilidad. Los valores de permeabilidad se derivan
de ensayos en laboratorio sobre muestras obtenidas para distintas profundi-
dades de una perforación. En la figura 3.24 podemos ver el resultado de un
registro neutrónico y de la radiación gamma natural para una secuencia de
dolomitas y esquistos.
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3.10.4. Registros acústicos
Los registros acústicos también conocidos como registros de velocidad
continua o registros sónicos, relacionan la forma con la que se propagan las
ondas acústicas inducidas en la formación con sus propiedades hidráulicas.
En su implementación más general, determinan las velocidades śısmicas de
las formaciones atravesadas por pulsos ultrasónicos (ondas P) generados por
una fuente ubicada en una sonda, la cual desciende por la perforación a una
velocidad dada. La sonda contiene dos receptores separados una determina-
da distancia, que registran la parte de enerǵıa refractada en la pared del
pozo (figura 3.25). Cada frente de onda que llega a los receptores activa un
cronómetro capaz de medir los tiempos de viaje con los que se calculan las
velocidades de las ondas en la formación.
Figura 3.25: Esquema de la distribución de electrodos en un registro sónico,
(tomada de Kearey y Brooks, 1991).
La principal aplicación de los registros sónicos es calcular la porosidad de
la zona de terreno que rodea a la perforación. El tiempo de viaje de las ondas
registradas depende tanto de la litoloǵıa como de la porosidad del medio. La
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donde φ [-] es la porosidad derivada de un registro acústico, ∆tma [T] es
el tiempo de viaje en la matriz de formación (existe tablas para diferentes
matrices), ∆tlog [T] es el tiempo de viaje en la formación (calculado en este
registro), y ∆tf [T] es el tiempo de viaje en el fluido del pozo (tabulado). Esta
fórmula es válida en areniscas consolidadas y en carbonatos. Si las arenas son






donde CP es el factor de compactación, ∆tsh tiempo de viaje para la pizarra
adyacente, y Cte es una constante que se toma normalmente igual a 1.
La presencia de hidrocarburos incrementa el tiempo de tránsito de la
formación por lo que se deben hacer las siguientes correcciones a los valores
obtenidos a través de un registro sónico:
φ = 0,7φlog (gas)
φ = 0,9φlog (petróleo)
Existen otras técnicas acústicas de importancia como la que hace un análi-
sis de la forma de las ondas S que viajan junto a las ondas P, más adecuado
cuando el espacio recorrido es largo tal que los diferentes tipos de onda no
se superpongan. Su principal aplicación radica en el análisis de cuan buena
ha sido la cementación del entubado en la pared de la formación. Cuando la
señal recibida es fuerte el proceso de cementación ha sido bueno.
Cuando una fuente acústica emite un pulso dentro de una perforación,
varios tipos de ondas son generados. Además de las ondas P y S, comentadas
anteriormente, existe otro tipo llamado onda Stoneley u onda tubo. Esta onda
sólo existe dentro del pozo y a lo largo de la interfaz pozo-formación. Su
registro es importante en la evaluación de medio fracturado dada la relativa
insensibilidad que tiene esta onda a todas las propiedades de la formación
excepto a la permeabilidad (Paillet y White, 1982). Existen estudios que han
relacionado la atenuación de la onda tubo con la permeabilidad del medio
sondeado (Cheng y Cheng, 1996; Tang y Cheng, 1996), aunque los intentos
de generalizar las relaciones no tuvieron éxito. El modelo conceptual del
fenómeno es que cuanto mayor es la conductividad hidráulica de la formación,
más es la enerǵıa de la onda que se pierde desde el pozo en la formación. En
Taylor et al. (1990) podemos encontrar un estudio que evalúa este método
aplicado a una formación de arcillas y arenas cuaternarias.
Otra técnica que puede ser encuadrada en las acústicas es la llamada
BHTV (BoreHole TeleViewer), (Zemanek et al., 1970). La sonda se ubica
en el eje de la perforación y gira alrededor de éste emitiendo y registrando
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señales ultrasónicas hacia y desde las paredes del pozo. El resultado es una
completa imagen de las paredes del pozo que sirve para detectar fracturas
u otras irregularidades (Paillet, 1991, 1993 a y b, 1994; Paillet et al., 1987,
1993; Vernon et al., 1993; Hsieh et al., 1993; Folger et al., 1996). La mayor
limitación que tiene el BHTV es que su penetración apenas alcanza la in-
mediata vecindad de la pared del pozo. Por ello, su información se integra
a la de otro registro acústico como el de Stoneley u onda tubo. Thapa et
al. (1997) han presentado recientemente una nueva herramienta denominada
BSS (Borehole Scanner System) para el análisis de la orientación de fracturas
de rocas que puede considerarse dentro de la familia del BHTV.
3.10.5. Registros de gravedad
La densidad de una roca depende de su composición y de su porosidad. En
las rocas sedimentarias las variaciones en la porosidad es la causa principal de
los cambios en la densidad, la cual tiende a incrementarse con la profundidad
a causa de la compactación, la edad y la cementación progresiva. En esos casos
es posible determinar, de forma indirecta, un valor medio de la densidad de
una formación a partir de las medidas de la gravedad en una perforación. La
metodoloǵıa consiste en tomar dos medidas de la gravedad, una en superficie,
g1, y otra en la perforación, g2, a una profundidad z (figura 3.26). La expresión
para el cambio vertical de la gravedad es:
∆g = 3,086∆z − 4πGδ∆z
donde 3,086∆z es una corrección (free-air correction) que se debe hacer a la
lectura y está expresada en ug (unidades de gravedad) si ∆z está en m, G es
la constante gravitacional que vale 6,67 10−11 m3 kg−1 s−2, δ es la densidad
media de los estratos comprendidos entre las estaciones de medida en kg m−3,
∆z es la diferencia entre ellas en m, y ∆g es (g1 − g2) en ug (1 unidad de







Aśı, midiendo el cambio de la gravedad ∆g en el intervalo ∆z en un pozo
podemos calcular la densidad volumétrica de la roca perforada.
Para la mayoŕıa de las rocas sedimentarias la densidad es inversamente
proporcional a la porosidad, y los registros de la gravedad en perforaciones se
utilizan para obtener una estimación de la porosidad del medio. La relación




y la porosidad φ [-] depende de
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Figura 3.26: Registro de la gravedad en una perforación, (tomada de Kearey
y Brooks, 1991).









y se expresa como sigue:
δ = (1− φ) · δm + φδw
La porosidad determinada de esta forma difiere de la obtenida a partir de
registros radiométricos y acústicos en el radio de investigación. Para el caso
de medidas de la gravedad puede ser de cientos de metros mientras que para
los otros registros es menor de un metro.
3.10.6. Registros de temperatura
El flujo vertical de calor es función de la conductividad térmica vertical
y del gradiente vertical de temperatura. La conductividad térmica se puede
obtener en laboratorio mientras que el gradiente se puede registrar en una
perforación a través de una sonda equipada con un número adecuado de




es luego estimado a través













el gradiente de temperatura.
Los datos de temperatura registrados en perforaciones fueron utilizados
por varios autores para la estimación de parámetros hidrogeológicos. Bre-
dehoeft y Papadopulos (1965) mostraron cómo las medidas de temperatura
dentro de un pozo pueden ser utilizadas para estimar la componente vertical
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del flujo de agua subterránea en la formación circundante. En esa misma
ĺınea se encuentran los trabajos de Stallman (1967), Sorey (1971), Boyle y
Saleem (1979) y Mansure y Reiter (1979). Otros ejemplos de aplicaciones a
situaciones de campo pueden encontrarse en Cartwright (1970), van Dalf-
sen (1981 y 1982), Kasameyer et al. (1984), Blackwell (1985) y Eckstein et
al. (1985). Parsons (1970) propuso un modelo de flujo de agua subterránea
a gran escala basándose en los perfiles de temperatura obtenidos en pozos.
A una escala más pequeña, Keys y Brown (1978) utilizaron los registros de
temperatura para estudiar el movimiento del agua inyectada en un acúıfero
arenoso y localizar zonas de alta permeabilidad intŕınseca. Woodbury et al.
(1987 y 1988) presentan una técnica para la resolución del problema inverso
considerando simultáneamente datos hidrogeológicos y de temperatura.
En medio fracturado, los perfiles de temperatura en pozos han sido em-
pleados para estudiar la geometŕıa de las redes de fracturas (Trainer, 1968;
Michalski, 1989), para caracterizar la circulación del agua subterránea (Wil-
liams et al., 1984; Barton et al., 1997), para identificar interconexiones de
fracturas entre pozos (Flynn et al., 1985; Silliman y Robinson, 1989; Ro-
binson et al., 1993), y para ayudar a la caracterización de la migración de
contaminantes (Williams y Conger, 1990 y Malard y Chapuis, 1995).
3.10.7. Registros magnéticos
Aunque de poca aplicación, el registro magnético normal realizado en una
perforación puede poner de manifiesto la presencia de minerales magnéticos.
Más utilizado es el registro de resonancia magnética nuclear a partir del cual
se puede estimar la concentración de iones de hidrógeno en el fluido de la
formación y aśı obtener una medida de la porosidad del terreno. Una in-
teresante aplicación de la técnica de resonancia magnética puede encontrarse
en Hoffman et al. (1996). La migración de un trazador es cartografiada y la
velocidad del flujo y el coeficiente de retardo determinados a partir de las
imágenes obtenidas.
3.10.8. Registro śısmico vertical
El registro śısmico vertical o VSP (Vertical Seismic Profiling) es una
forma de reconocimiento por reflexión śısmica que se utiliza en perforaciones.
La detonación se realiza en la superficie, pudiendo ser en la cabeza del pozo, y
los registros se toman a distintas profundidades en la perforación por medio
de sensores especiales fijos a la pared del pozo (figura 3.27). También es
posible realizar pequeñas detonaciones dentro de los pozos y tomar registros
en superficie.
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Figura 3.27: Configuración de un registro śısmico vertical, (tomada de Kearey
y Brooks, 1991).
Este método tiene su mayor aplicación en exploración śısmica. Suele uti-
lizárselo para comprobar la información obtenida a partir de prospección
śısmica desde superficie o cuando ésta brinda información ambigua, dado
que una de las causas de incertidumbre en los datos de śısmica convencional
es la ubicación superficial de fuentes y receptores.
3.10.9. Tomograf́ıa
Tomograf́ıa śısmica
El término tomograf́ıa, del griego tomo rebanada o sección, ha sido to-
mado prestado de la tecnoloǵıa médica para la generación de imágenes de los
órganos del cuerpo humano utilizando rayos X. Sin embargo, en el campo de
la investigación śısmica de la Tierra, esta tecnoloǵıa se desarrolló de forma
independiente a la de la comunidad médica, y se llamó originalmente inver-
sión 3-D. Es a partir de los años 80 con la incorporación de los métodos de
tratamiento de matrices utilizados en los algoritmos de tomograf́ıa médica,
cuando se comenzó a hablar de tomograf́ıa śısmica.
La tomograf́ıa puede ser definida como la reconstrucción de un campo
espacial a partir del conocimiento de caminos lineales a través de ese campo.
Si consideramos una sección bidimensional de un objeto en tres dimensiones,
la combinación de muchas de estas secciones sirve para reconstruir el modelo
tridimensional del objeto. Además, una sección en dos dimensiones puede
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Figura 3.28: Esquema del principio utilizado en tomograf́ıa radiológica. Un
objeto es caracterizado por un coeficiente de absorción g. Un haz de rayos
X de intesidad I0 es enviado desde una fuente para ser registrado por un
detector. La intensidad observada es I, (tomada de Iyer y Hirahara, 1993).
ser construida a partir de múltiples caminos unidimensionales que se miden
en forma experimental y que constituyen las observaciones realizadas en el
campo.
Aunque la matemática implicada en la resolución del problema tomográfi-
co es complicada, la idea que subyace en el método es simple. Para explicarla
tomaremos el caso de la tomograf́ıa radiológica y luego estableceremos las
particularidades del caso śısmico.
Sea un objeto el cual queremos cartografiar (ver figura 3.28), caracterizado
por una función de atenuación g(s) donde s es un punto a lo largo del camino
seguido por un rayo L. En el caso radiológico g(s) se llama coeficiente de
absorción lineal. Esta función depende de la posición del objeto con respec-
to al rayo L. Una fuente de rayos X emite radiación con una intensidad
conocida Io . Por otro lado uno o varios receptores registran la intensidad I
de los rayos recibidos. El ćırculo alrededor del cuerpo en la figura 3.28 se debe
a que en tomograf́ıa radiológica la fuente y los múltiples receptores de rayos
X giran alrededor del cuerpo. La relación entre los parámetros introducidos
es la siguiente:







donde ds es un elemento diferencial del camino L seguido por un rayo a
lo largo del cual se realiza la integración. La ecuación anterior expresa que
la amplitud de los rayos X es atenuada por un término exponencial. Divi-
diendo ambos miembros de la ecuación por I, y tomando logaritmo natural






















La función fL se denomina función de proyección, y dado que medimos las
intensidades en fuente y receptor este término es conocido. La cuestión es
si es posible determinar el integrando g(s) a partir de observaciones de fL.
El problema a resolver es de carácter inverso, por lo que se suele hablar de






donde Γk es el k-ésimo camino recorrido por el frente de las ondas śısmicas,
V (x, y) es la velocidad del frente, y tk es el tiempo de viaje hasta el receptor.
El problema planteado puede ser resuelto por varias técnicas que dan
origen a los muchos algoritmos que se encuentran en la literatura, siendo
el método más comúnmente utilizado en śısmica el llamado de inversión si-
multánea. Quien desee profundizar en los aspectos teórico-prácticos de la
tomograf́ıa śısmica puede referirse a la obra de Iyer y Hirahara (1993).
La imagen que se obtiene como resultado de una inversión tomográfica
se denomina tomograma. Un tomograma es la visualización espacial de una
propiedad de una roca. Si alguna heterogeneidad altera las propiedades de
las rocas sondeadas, esa alteración se reflejará en el tomograma.
Las investigaciones realizadas con tomograf́ıa śısmica aportaron informa-
ción sobre problemas geológicos a varias escalas. A escala global el resulta-
do más importante fue la obtención de imágenes del interior de la Tierra,
incluyendo una distribución de la velocidad correlacionada con ciertas ca-
racteŕısticas del geoide. A escala regional se investigaron zonas volcánicas
y geotérmicas, se delinearon áreas altamente tensionadas y se determinó la
dirección de grandes fallas (Young et al., 1990 y 1992).
Un desarrollo importante de la técnica tomográfica es su aplicación a
las investigaciones en perforaciones. La metodoloǵıa consiste básicamente
en introducir en un pozo un dispositivo emisor de ondas śısmicas que son
registradas por una serie de receptores localizados en otro pozo. Se registran
los tiempos empleados por las ondas para viajar de una perforación a la otra
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para una gran cantidad de combinaciones entre fuente y receptor. A través
del algoritmo de inversión, estos datos sirven para obtener una imagen de
la distribución geométrica de las velocidades entre los pozos, la cual puede
utilizarse para determinar algunas propiedades de las rocas consideradas.
Dickens (1994) presentó un algoritmo de tomograf́ıa entre pozos aplica-
ble a la caracterización de medios que pueden ser asimilados a un conjunto
de estratos unidimensionales. Yamamoto et al. (1994 y 1995) muestran un
procedimiento de extracción directa de campos de porosidad, permeabilidad
y esfuerzos de corte a partir de imágenes de la velocidad de ondas de com-
presión obtenidas por medio de tomograf́ıa acústica entre pozos. Mathisen
et al. (1995a y b) definen la litoloǵıa y los contrastes en la porosidad en un
yacimiento de petróleo en California. Lee et al. (1995) caracterizan el flu-
jo de fluido y la estructura de la permeabilidad de un yacimiento en South
Casper Creek, Wyoming. Geller y Myer (1995) realizaron experimentos de
laboratorio en los que examinaron los cambios en las señales ultrasónicas en
función del contenido de un contaminante ĺıquido en fase no acuosa (NAPL).
La idea fue evaluar el comportamiento de la técnica de tomograf́ıa śısmica
de alta frecuencia para detectar y cartografiar la contaminación subterránea
por NAPL’s.
Tomograf́ıa electromagnética
En el caso de la tomograf́ıa electromagnética la propiedad registrada es la
velocidad de propagación de una onda electromagnética, su atenuación o la
dispersión de la enerǵıa introducida en el terreno. A través de un transmisor
localizado en un pozo, se env́ıan ondas electromagnéticas que después de
atravesar el medio son registradas por un receptor localizado en otro pozo.
Los registros se toman moviendo la fuente y el receptor desde el fondo hacia
la superficie a una velocidad igual y uniforme en cada perforación. La onda
recibida será afectada por las propiedades de la roca atravesada, o sea, es
diferida en el tiempo, su amplitud se ve reducida, y una atenuación o una
dispersión pueden ocurrir si la velocidad depende de la frecuencia.
A partir de cada registro se deduce una velocidad, una atenuación y una
dispersión medias. Si los registros son medidos con la densidad suficiente para
una cantidad de direcciones a través del volumen de roca bajo estudio, una
representación de la propiedad medida (velocidad, atenuación o dispersión)
puede obtenerse mediante la inversión tomográfica.
Ramı́rez y Daily (1987) y Daily y Ramı́rez (1989) realizaron un estudio
experimental donde aplicaron la tomograf́ıa electromagnética para evaluar el
comportamiento hidrológico de la roca alrededor de un potencial emplaza-
miento para residuos radioactivos en Yucca Mountain, Nevada. Se trató de
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detectar los caminos de flujo hidráulico en fracturas en un medio compuesto
de tobas soldadas. A través de un sistema de inyección de agua se hizo variar
el contenido de humedad del suelo y, en este caso, se registró la enerǵıa elec-
tromagnética cuya atenuación, al pasar a través de la roca, es una función
sensible del contenido de agua. Conceptualmente, el tomograma obtenido es
una representación del contraste entre las propiedades electromagnéticas an-
tes, durante, y después de que el agua ingresa al medio estudiado. Hsieh et al.
(1998) demostraron como la composición de un medio poroso puede ser cuan-
tificada realizando un análisis estad́ıstico de las medidas obtenidas a partir
de una tomograf́ıa por rayos gamma aplicada a muestras de la Formación
Rustler (Waste Isolation Pilot Plant, Nuevo México).
Tomograf́ıa eléctrico-resistiva
La tomograf́ıa eléctrico-resistiva cartograf́ıa la distribución de la resisti-
vidad eléctrica en el terreno a partir de medidas discretas de la corriente
y del voltaje tomadas en el subsuelo o en la superficie. Las investigaciones
realizadas por W. Daily y su grupo de trabajo, mostraron que la inversión to-
mográfica de datos provenientes de sondeos eléctricos, es una técnica capaz de
aportar información fiable acerca de las caracteŕısticas y el comportamiento
de complejos escenarios geológicos.
Los sondeos de resistividad eléctrica fueron aplicados a la resolución de
una amplia variedad de problemas. Sin embargo, el análisis de los datos
obtenidos no se ha extendido mucho más allá que de la tabulación de los
valores medidos de resistividad aparente. La interpretación en general se basa
en un método de prueba y error donde los datos medidos se comparan con los
obtenidos anaĺıticamente a partir de un modelo propuesto. La reconstrucción
tomográfica es simplemente un modo sistemático y objetivo de encontrar el
mejor modelo de resistividad para ajustar los datos medidos.
Un tomograma eléctrico-resistivo es una representación de la distribución
de la resistividad en el plano vertical definido entre un par de perforaciones.
Para obtener una imagen de este tipo se procede de igual forma que en
tomograf́ıa śısmica y electromagnética, es decir, un número de electrodos es
ubicado en cada uno de los pozos haciendo contacto eléctrico con la formación
(figura 3.29). La corriente ingresa a través de dos electrodos adyacentes y la
diferencia de potencial resultante es medida entre todos los otros pares de
electrodos también adyacentes en ambos pozos. La corriente es luego aplicada
a otro par de electrodos (siempre adyacentes) y el registro de los potenciales
se hace nuevamente. Este esquema de medición se repite hasta haber aplicado
corriente a todos los pares (adyacentes) posibles en ambos pozos, por lo que
la cantidad de medidas obtenidas es numerosa. El problema matemático a
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Figura 3.29: Esquema de la configuración de electrodos para un reconoci-
miento por tomograf́ıa eléctrico-resistiva, (tomada de Daily y Owen, 1991).











donde ∇ es el operador Laplaciano, ρ es la resistividad de la región s, ψ es el
potencial eléctrico, Φ representa la corriente impuesta por la fuente dentro
del cuerpo de interés, −→n es el vector normal exterior unitario, y g(s) es una
función que da la densidad de corriente. El problema de inversión tomográfica
electro-resistiva es estimar la variación espacial de la resistividad ρ dado un
número múltiple de medidas de ψ, Φ y g. En Daily y Owen (1991) se pueden
encontrar citados varios algoritmos para la resolución de este problema.
El método de la tomograf́ıa eléctrico-resistiva fue utilizado por Daily et al.
(1987) para evaluar las propiedades hidrológicas en el laboratorio de rocas
fracturadas provenientes de Yucca Mountain (Nevada). También, utilizan-
do el algoritmo ideado por Yorkey (1986), fue probado por Daily y Owen
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(1991) aplicándolo a modelos sencillos, los cuales representan varias situacio-
nes de interés geof́ısico. Binley et al. (1996) aplicaron la tomograf́ıa eléctrico-
resistiva para cartografiar el transporte de solutos en muestras de suelos no
perturbadas, y Park (1998) estudió el movimiento de una pequeña pluma de
agua potable a través de la zona vadosa en un experimento controlado. Las
primeras aplicaciones de esta técnica a escala de campo se pueden encontrar
en Barker (1992) utilizando electrodos superficiales, y en Daily et al. (1992) y
Henry-Poulter et al. (1994) utilizando medidas entre perforaciones. Daily et
al. (1992) evaluaron las bondades y limitaciones del método investigando el
movimiento del agua en la zona no saturada. Se realizaron dos experimentos
de infiltración en los cuales se estudiaron los cambios de la resistividad del
terreno asociados con la evolución del penacho de humedad. En Ramı́rez et
al. (1993) se ha utilizado la tomograf́ıa resistiva para cartografiar la distribu-
ción subterránea de un flujo de vapor en función del tiempo. El objetivo era
estudiar una metodoloǵıa de restauración medioambiental que utiliza vapor
inyectado en el subsuelo para remover componentes orgánicos volátiles. En
las dos investigaciones in situ el método se mostró internamente consistente
y los resultados concuerdan con los obtenidos a partir de registros indepen-








En los caṕıtulos previos los métodos geof́ısicos fueron revisados de for-
ma general, con énfasis en la descripción de sus principios y especialmente
en sus aplicaciones a la caracterización del medio geológico con fines hidro-
geológicos. Nos disponemos ahora a investigar las relaciones establecidas en-
tre parámetros geof́ısicos e hidrogeológicos con vistas a una mejor descripción
del subsuelo. Nuestro interés se centró en los reconocimientos geoeléctricos y
śısmicos por ser los métodos que se aplican más frecuentemente en geof́ısica.
A pesar de que éstas no son las únicas técnicas capaces de aportar información
posiblemente relacionable con algún parámetro de interés hidrogeológico, a
partir de nuestra experiencia podemos asegurar que śı son las más poderosas
en cuanto a la calidad y cantidad de información que producen.
Los métodos geoeléctricos y śısmicos implementados en la superficie del
terreno, fueron y son ampliamente utilizados para obtener información acerca
de las propiedades hidrogeológicas y petrof́ısicas del subsuelo. Sin embargo,
en el caso de los primeros y a nivel cuantitativo, los resultados obtenidos son
controvertidos. La influencia de la escala a la que se realiza el registro, la
localización del acúıfero respecto a los estratos no productivos, y los proble-
mas de interpretación de las curvas de sondeos eléctricos son algunas de las
razones que afectan directamente los resultados obtenidos.
A pesar de que el método eléctrico resistivo es muy usado en investigacio-
nes de aguas subterráneas, nunca provee toda la información necesaria por
śı solo. La utilización de sondeos eléctricos puede reducir considerablemente
la cantidad de pozos a realizar, pero en general, la solución óptima del proble-
ma será una combinación de perforaciones y medidas eléctricas. Las medidas
de resistividad eléctrica para la estimación de la conductividad hidráulica de
un acúıfero, son intuitivamente atractivas debido a la relación fundamental
que la conductividad eléctrica y la conductividad hidráulica mantienen con
la tortuosidad y la porosidad (Bear, 1972). También es cierto que las me-
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diciones eléctricas superficiales son capaces de representar un gran volumen
de acúıfero similar al afectado en los ensayos clásicos de bombeo, y que, en
condiciones normales, 10 sondeos eléctricos pueden ser realizados en el mismo
tiempo que requiere un ensayo de bombeo a una profundidad de 30 metros.
En cuanto a las técnicas śısmicas las ventajas de su utilización son nume-
rosas (Zohdy et al., 1974). La resolución y precisión de estos reconocimientos
es relativamente alta, pudiéndose obtener valores de velocidad de propaga-
ción de las ondas śısmicas densamente distribuidos en contraste con la baja
densidad de los datos hidrogeológicos. Los registros śısmicos pueden realizar-
se de forma remota evitando la alteración que una perforación ocasiona en
el medio que la circunda.
En un reconocimiento śısmico de reflexión las señales registradas son inter-
pretadas como las reflexiones ocurridas en los ĺımites entre unidades geológi-
cas, es decir, donde se produce algún contraste de las propiedades materiales,
tales como la densidad o la saturación de fluido. Por esta razón las imágenes
obtenidas por reflexión son generalmente más aptas para la estimación de
propiedades geométricas y estructurales, que para determinar propiedades
f́ısicas del terreno. La śısmica de refracción, en cambio, brinda información
acerca de la transmisión de las ondas a través de las formaciones geológi-
cas, por lo que puede dar una mejor indicación de las propiedades materiales
implicadas.
Con el fin de hacer predicciones más fiables de las propiedades del terreno,
los investigadores han hecho un considerable esfuerzo por, no sólo mejorar
las técnicas de registro, procesado e interpretación de datos śısmicos, sino
también por obtener un detallado conocimiento de las interrelaciones entre
parámetros como la velocidad y la atenuación de las ondas śısmicas, con la
porosidad, la permeabilidad, y la mineraloǵıa de las rocas.
A continuación nos ocupamos de las relaciones derivadas a partir de re-
gistros geoeléctricos para luego, en un caṕıtulo posterior, pasar a las co-
rrespondientes a reconocimientos śısmicos. El contenido de los caṕıtulos 5 y
6 fue utilizado para la preparación de un informe publicado por ENRESA




5.1. Estructura hidrogeológica y prospección
geoeléctrica
Un reconocimiento geof́ısico se hace, entre otras cosas, para determinar
la extensión de los elementos individuales que integran una estructura hidro-
geológica, por ejemplo un acúıfero, y para clasificarlos en base a sus propie-
dades f́ısicas. Dentro de una estructura sedimentaria el elemento básico es
el estrato. Las técnicas geof́ısicas son usadas para obtener su posición en el
espacio, y cuando sea posible, sus propiedades f́ısicas y estructurales.
Una capa o estrato geof́ısico es un cuerpo de forma aproximadamente ta-
bular, que se diferencia de su entorno en alguna de sus propiedades f́ısicas. Por
ejemplo la resistividad para el caso de un estrato geoeléctrico o la velocidad
de propagación de una onda elástica para uno śısmico. Un estrato geológico
y uno geof́ısico no tienen porque ser idénticos. Por ejemplo, en algunos casos
un determinado método geof́ısico puede ser capaz de identificar una serie de
estratos geof́ısicos dentro de un estrato geológico, pero en otros casos más
complejos esto puede ser imposible, y no hay más alternativa que considerar
que ese estrato geológico está integrado por un solo estrato geof́ısico.
En otras palabras y para el caso que nos ocupa, una sección geológica
es distinta de una sección geoeléctrica cuando los ĺımites entre capas u hori-
zontes geológicos no coinciden con los ĺımites entre capas caracterizadas por
diferentes resistividades. Los ĺımites eléctricos separando estratos de diferen-
tes resistividades pueden o no coincidir con los ĺımites separando capas de
diferente edad geológica o composición litológica.
Dentro de la prospección geoeléctrica el criterio utilizado para clasifi-
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car un estrato es las variaciones direccionales de la resistividad. Una capa
geoeléctrica está caracterizada por dos parámetros fundamentales: su resis-
tividad ρi [ΩL] y su espesor ei [L], donde el sub́ındice i indica la posición del
estrato en la sección investigada. Otra manera de caracterizarla es a través
de los denominados parámetros de Dar Zarrouk que, para el caso de la capa





donde S [Ω−1] recibe el nombre de conductancia unitaria longitudinal1, y T[
ΩL2
]
el de resistencia unitaria transversal.
Para un medio estratificado la especificación de los espesores y las resis-
tividades de los estratos que lo componen define lo que llamamos un corte
geoeléctrico. Un corte geoeléctrico compuesto de n capas requiere el cono-
cimiento de n resistividades y n − 1 espesores o profundidades, ya que la
última capa se supone de espesor infinito, o sea que se necesitan conocer
2n− 1 parámetros. Los parámetros S y T se determinan a partir de la inter-
pretación de las curvas de sondeo eléctrico vertical obtenidas en el campo y
son aditivos, por lo tanto a un conjunto de n capas le corresponde la suma
























eiρi = e1ρ1 + e2ρ2 + ...+ enρn





donde E es la suma de los espesores de las n capas, ρL se denomina resisti-
vidad longitudinal media , y ρT resistividad transversal media. A partir de









1La unidad de medida de la conductancia eléctrica en el SI es el siementambién llamado
mho y cuya dimensión es Ω−1.
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Figura 5.1: Esquema de la columna utilizada para definir los parámetros
geoeléctricos, (tomada de Zohdy et al., 1974).
Cuando la resistividad es la misma en sentido longitudinal y transversal
dentro de un estrato geoeléctrico se dice que éste es homogéneo e isótropo,
es decir que ρT = ρL y λ=1.
Los parámetros S, T , ρT , ρL, y λ correspondeŕıan a una columna de
sección transversal unitaria como vemos en la figura 5.1.
Es interesante notar que la cantidad Si = ei/ρi = KEi · ei, siendo KEi[
Ω−1L−1
]
la conductividad eléctrica (inversa de la resistividad) de la capa i -





es la conductividad hidráulica y bi [L] el espesor del es-
trato acúıfero i -ésimo. Esta analoǵıa es determinante a la hora de establecer
relaciones entre parámetros geoeléctricos e hidrogeológicos.
La interpretación de las curvas de sondeos geoeléctricos tiene algunas li-
mitaciones que afectan la certidumbre de las conclusiones elaboradas. En
primer lugar cuando el espesor de un estrato es suficientemente grande res-
pecto al de los suprayacentes, los parámetros ρ, e, S y T se pueden determinar
sin ambigüedad. En segundo lugar para el caso de un estrato formado por
capas relativamente delgadas con respecto al espesor del terreno que hay por
encima de ellas, la interpretación de las curvas de sondeo eléctrico vertical no
será única. Esto es lo que expresa el principio de equivalencia que dice que
dos cortes geoeléctricos equivalentes pueden tener curvas de resistividades
muy diferentes. De acuerdo a este principio el espesor y la resistividad de
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un estrato no pueden ser estimados a partir de la curva de sondeo, siendo
posible únicamente conocer T ó S (ver figura 5.1). Luego, para determinar ρ
y e a partir de las fórmulas anteriores, será necesario que uno u otro sean de-
terminados por alguna técnica de sondeo independiente, por ejemplo śısmica
de refracción. Para el caso extremo de un estrato muy delgado con respecto
a los estratos superiores, su identificación en la curva de sondeo será imposi-
ble. Esto constituye el llamado principio de supresión. Por último cuando la
resistividad de un estrato cambia gradualmente, ya sea en sentido lateral o
vertical, decimos que estamos frente a un medio gradacional. La interpreta-
ción de las curvas de sondeos en estos casos es muy dificultosa.
5.2. Relaciones
Las relaciones que describimos a continuación son relaciones entre la re-
sistividad de las rocas y algún parámetro hidrogeológico como la porosidad
o la conductividad hidráulica. A pesar de que la resistividad no es el único
parámetro que caracteriza el comportamiento electromagnético de las rocas,
la mayoŕıa de los trabajos encontrados se ocupan de establecer relaciones
entre ésta y los principales atributos hidrogeológicos. Existen otros trabajos
(ver por ejemplo: Garrouch y Sharma, 1994; de Lima, 1995; Haslund y Nost,
1998) en los que se establecieron relaciones considerando otros parámetros
electromagnéticos, como la constante dieléctrica y la permeabilidad magnéti-
ca, pero que no incluimos en esta revisión.
5.2.1. Relaciones emṕıricas
La representación más sencilla de un terreno saturado es un modelo de dos
fases formado por una matriz de roca no conductiva y por el agua intersticial.
Tanto la corriente eléctrica como el fluido se mueven en un camino tortuoso
a través de los espacios intergranulares. Asumiendo que no hay conducción
eléctrica a través de la matriz de roca y que no existe interacción entre
los constituyentes iónicos del agua y de la roca, la resistividad del sistema
será función del agua intersticial, la tortuosidad, y la porosidad efectiva.
El primer investigador reconocido que obtuvo relaciones emṕıricas entre
parámetros hidrogeológicos y geoeléctricos fue Archie (1942), quien a través
de sus experimentos reveló que la resistividad ρo [ΩL] de una formación sa-
turada al 100% puede ser relacionada con el valor de la resistividad ρw [ΩL]




Figura 5.2: Relación de la porosidad y de la permeabilidad con el factor
resistivo de formación, (tomada de Archie, 1942).
Del análisis de las relaciones entre el factor de formación Fi y la porosidad φ




donde mc se denomina exponente de cementación y vaŕıa entre 1.8 y 2.0
dependiendo del tamaño de grano, la distribución de estos tamaños, y la
complejidad de los caminos intersticiales o tortuosidad. Archie también in-
tentó establecer una relación con valores de la permeabilidad (figura 5.2),
pero los ajustes obtenidos son de menor calidad que los de la porosidad.
Para un medio parcialmente saturado, presentó una relación que describe la
variación en la resistividad de las arenas con el contenido de agua en los poros.
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donde Sw [-] es la saturación de agua (proporción de poros ocupados por
agua), ρo es la resistividad del suelo saturado, ρt es la resistividad de la
formación no saturada, y n es el exponente de saturación cuyos valores vaŕıan
entre 1.8 y 2.5. Combinando las fórmulas anteriores se obtiene la relación
referida en la literatura como ecuación de Archie para la estimación de la






Esta fórmula fue deducida en un entorno petrof́ısico donde el fluido in-
tersticial posee una alta salinidad, lo que implica una alta conductividad
eléctrica. La conducción del flujo eléctrico se realiza fundamentalmente a
través del fluido saturante, despreciándose la conducción v́ıa la matriz ro-
cosa. El factor de formación medido puede, en este caso, considerarse una
propiedad intŕınseca de la formación; donde sólo la geometŕıa de los consti-
tuyentes sólidos afecta al proceso de conducción de una corriente eléctrica.
Esto implica que el factor de formación sea independiente de la resistividad
del agua salada.
En los acúıferos de agua dulce, la salinidad del fluido intersticial no es
lo suficientemente alta como para despreciar ni los efectos conductivos del
intercambio iónico ni la conducción v́ıa interfase grano-agua. Parece ser que la
corriente eléctrica circule principalmente a través de la interfase grano-agua
más que por los granos de la matriz o por el agua intersticial (figura 5.3).
Esta forma de conductancia superficial incrementa la longitud de los caminos
recorridos por la corriente eléctrica, lo que se ve reflejado en el incremento de
la resistividad total determinada en el sondeo eléctrico vertical. La dirección y
longitud de los caminos recorridos por el flujo eléctrico dependen de la forma,
tamaño y disposición geométrica de los granos, y del grado de cementación de
la matriz. Por consiguiente, el factor de formación ahora determinado, es una
cantidad aparente la cual vaŕıa con la resistividad del fluido saturante, y por
tanto debe ser corregida para aproximarse al factor de formación intŕınseco.
Esto nos lleva a considerar dos tipos de factor de formación, el factor de
formación aparente y el factor de formación intŕınseco. El factor de forma-
ción aparente Fa [-] (Worthington, 1977) incluye el efecto de la conductancia
superficial y otras contribuciones del agua intersticial, mientras que el fac-
tor de formación intŕınseco Fi es el factor de formación determinado como
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Figura 5.3: Esquema del mecanismo de conducción eléctrica en un medio
granular. En las formaciones conteniendo agua dulce, la conductancia de la
corriente eléctrica es a lo largo de la interfase grano-fluido más que directa-
mente a través del fluido intersticial como sucede en el caso de formaciones
saturadas con agua salada, (tomada de Kwader, 1985).
si la matriz rocosa fuera totalmente no conductiva. Worthington sugirió la









donde ρe es la resistividad efectiva de los constituyentes sólidos debida a
los efectos de la conductancia superficial. Obviamente si ρe tiende a infinito
(matriz rocosa no conductiva), Fa tiende a Fi.
A partir de las investigaciones de Archie, muchos investigadores estudia-
ron las relaciones cuantitativas entre parámetros hidrogeológicos y geoeléctri-
cos. Jones y Bufford (1951) midieron el factor de formación y la permeabilidad
intŕınseca de muestras de arena y encontraron que conforme aumentaba el
tamaño de grano los factores de formación y las permeabilidades intŕınse-
cas también crećıan. Shockley y Garber (1953) correlacionaron el factor de
formación con la conductividad hidráulica obteniendo una relación directa-
mente proporcional entre estos parámetros. Vincenz (1968) correlacionó re-
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Figura 5.4: Relación de la conductividad hidráulica con el factor de forma-
ción. Valores registrados para un valor constante de la porosidad por Croft
(1971), (tomada de Kelly, 1977).
sistividades con capacidades espećıficas de pozos de bombeo. Page (1968)
correlacionó tasas de recarga con resistividades de estratos. Ungemach et
al. (1969) obtuvieron relaciones entre resistencias transversales y transmi-
sividades en un acúıfero del Rhin. Steeples (1970) en un estudio realizado
en Kansas correlacionó medidas de resistividad con transmisividades. Croft
(1971) obtuvo una relación emṕırica (figura 5.4) entre el factor de formación
y la conductividad hidráulica para un valor constante de porosidad de 41.5%.
Este gráfico y la definición de factor de forma, permite la determinación de la
conductividad eléctrica a partir de las resistividades del terreno y del agua,
pero como veremos más adelante la porosidad es uno de los principales fac-
tores que afecta la forma de las relaciones que estamos investigando, por lo
que el trabajo de Croft es de interés limitado. Plotnikov (1972) encontró una
correlación inversa entre 20 medidas de resistividad y conductividad hidráuli-
ca en la Unión Soviética.
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Barker y Worthington (1973) describieron algunas interrelaciones emṕı-
ricas entre la densidad total, la porosidad, la permeabilidad, y el factor de
formación en la arenisca Bunter en el noroeste de Inglaterra. Posteriormente
Worthington (1975) relacionó el factor de formación con la permeabilidad
en un acúıfero granular obteniendo una relación inversamente proporcional.
Henriet (1976) intentó estimar el almacenamiento de algunos acúıferos a
partir de la determinación de la conductancia longitudinal. Mazáč y Lan-
da (1979) encontraron una relación inversa entre la resistencia transversal
normalizada y la transmisividad de acúıferos. Mel’kanovitskii et al. (1981)
revisaron las correlaciones hechas por investigadores rusos y relacionaron la
resistividad y la conductividad hidráulica encontrando una primera apro-
ximación de tipo lineal entre los logaritmos de ambas cantidades. Aunque
presentaron una base teórica para estas relaciones señalaron que las correla-
ciones emṕıricas, a partir de datos de campo, son necesarias. Allessandrello y
Lamoine (1983) encontraron una relación directa doble logaŕıtmica entre con-
ductividad hidráulica y factor de formación aparente para datos en cuencas
aluviales de Francia.
Biella et al. (1983) estudiaron de forma experimental las relaciones entre
factor de formación Fi, porosidad φ y permeabilidad k en medio poroso. Es
bien conocido que estas variables son una función de muchas otras relacio-
nadas de forma compleja. De manera general para una arena saturada no
consolidada, se puede escribir que:
φ = f(Sh,As, u)
k = f(Sh,As, u, d, ν)
Fi = f(Sh,As, u)
Fa = f(Sh,As, u, d, ρw, ρe, Ie, CS)
donde Sh es la forma de los granos, As es el tipo de empaquetamiento, d es
el tamaño medio de grano, u es un coeficiente de uniformidad dependiente
de la distribución del tamaño de los granos, ν es la viscosidad dinámica, Ie
es el intercambio iónico (capacidad de cambio de aniones y cationes en los
minerales que integran la matriz de roca), CS es la conductancia eléctrica
superficial, ρw es la resistividad del agua intersticial, y ρe es la resistivi-
dad efectiva de la matriz del suelo. La relación entre parámetros eléctricos e
hidráulicos dependerá de la combinación de todas o algunas de ellas.
En su trabajo, Biella et al. consideraron sólo la variación del tamaño de los
granos y su distribución, mientras los otros factores se supusieron constantes.
Los experimentos se llevaron a cabo sobre dos tipos de muestras: monogra-
nulares y formadas por la mezcla de dos tamaños de grano. Finalmente, los
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autores señalan que en formaciones naturales las condiciones son más com-
plicadas, sobre todo la distribución de los tamaños, por lo que las relaciones
obtenidas se deben usar cuidadosamente. La forma y caracteŕısticas de las
expresiones ajustadas se comentan a continuación.
Relación factor de formación-porosidad:
Fi = c1φ
−c2
Si c1 = 1,15 y c2 = 1,42 el coeficiente de correlación lineal entre los
datos ajustados es igual a 0,986. Si consideramos c1 = 1 y c2 = 1,54
la relación también ajusta correctamente. Se demuestra que la rela-
ción entre factor de formación intŕınseco y porosidad no se ve afectada
por los diferentes tamaños de grano y su distribución. Esta relación es
idéntica a la introducida por Archie.
Relación conductividad hidráulica-porosidad: los autores mostraron que
no existe relación entre porosidad y conductividad hidráulica a menos
que se considere el tamaño de grano de la muestra; en este caso el fac-
tor determinante es el diámetro d del componente más pequeño de las
muestras estudiadas. Buenas relaciones del tipo:
K = c3φ
−c4
fueron obtenidas para cada muestra. El coeficiente c4 es aproximada-
mente igual a 1,35, y el coeficiente c3 es función del tamaño de grano
d en mm resultando la conductividad hidráulica en m s−1.




donde c6 es constante y vale 1,1, c5 depende del factor de formación
intŕınseco de una muestra monogranular genérica integrada por granos
del tamaño más pequeño de la mezcla investigada (tamaño que con-
trola la estructura del conjunto), y del tamaño medio de esa mezcla.
La conductividad hidráulica resulta en m s−1. Se obtuvieron relacio-
nes inversamente proporcionales y, sólo si c5 y el tamaño medio de la
muestra son constantes, estas relaciones son claras. El resultado de esta
relación para mezclas de dos componentes puede observarse en la figura
5.5. Cada grupo de mezclas (desde A hasta F) difieren entre śı en los
tamaños de los granos que las componen.
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Figura 5.5: Relación entre el factor de formación intŕınseco y la permeabi-
lidad. Valores registrados experimentalmente por Biella et al., (tomada de
Biella et al., 1983).
Kelly (1977) y Kosinski y Kelly (1981) intentaron ver si medidas de re-
sistividad eléctrica en superficie pueden ser usadas para estimar conductivi-
dades hidráulicas en acúıferos glaciales de arenas y gravas. Para realizar esta
investigación establecieron dos hipótesis:
1. El flujo de electricidad a través del acúıfero sigue el mismo camino
general que el flujo de agua, esto es, aproximadamente horizontal a
escala regional.
2. Se utiliza un sólo valor de resistividad representativo del medio para el
espesor total del acúıfero.
Con respecto a la primera de estas hipótesis digamos que el flujo eléctrico
sigue los caminos de menor resistencia eléctrica al igual que el flujo hidráulico
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los de menor resistencia hidráulica. A nivel de poro, la electricidad es condu-
cida electroĺıticamente por el fluido intersticial, de modo que la resistividad
del medio está controlada más por la porosidad y la calidad del agua, que por
las propiedades resistivas de la matriz rocosa. Esto viene a significar que los
caminos eléctricos son similares a los hidráulicos, los que, a escala de acúıfero,
son principalmente horizontales.
En el primero de los art́ıculos citados, Kelly estableció dos relaciones. Una
entre la resistividad eléctrica del acúıfero y la conductividad hidráulica (figu-
ra 5.6). La otra entre el factor de formación del acúıfero y la conductividad
hidráulica (figura 5.7). Los datos eléctricos fueron obtenidos a partir de seis
sondeos verticales y las transmisividades y conductividades hidráulicas me-
didas en seis ensayos de bombeo previamente realizados en las cercańıas de
cada reconocimiento eléctrico. La correlación es válida para la zona saturada
y se ha supuesto que la calidad del agua permanece constante sobre todo el
acúıfero. De lo contrario las propiedades eléctricas registradas son afectadas
y deben ser corregidas antes de realizarse el ajuste. El criterio utilizado para
obtener las relaciones ha sido el de ajustar los puntos según mı́nimos cuadra-
dos. Las correlaciones obtenidas son bastante buenas. Sin embargo hay que
tener en cuenta que la cantidad de puntos ajustados es bastante reducida.
En el segundo art́ıculo, Kosinski y Kelly presentaron dos relaciones obte-
nidas de forma similar a las comentadas en el párrafo anterior. La primera
entre la permeabilidad y el factor de formación aparente (figura 5.8), y la
segunda entre la transmisividad y la resistencia normalizada del acúıfero
(figura 5.9). Este parámetro es igual al producto del factor de formación
aparente por una resistividad media del agua por el espesor del acúıfero. Los
autores advierten que si bien las relaciones halladas no pueden aplicarse a
otros entornos geológicos, la metodoloǵıa seguida para su obtención puede
considerarse general.
Nótese que mientras Biella et al. (1983) establecieron que la permeabi-
lidad es inversamente proporcional al factor de formación, Kelly (1977) y
Kosinski y Kelly (1981) obtuvieron relaciones directamente proporcionales
entre conductividad hidráulica o transmisividad y factor de formación.
En las investigaciones anteriores realizadas por Kelly y sus colaboradores,
se establecieron relaciones entre factor de formación aparente y permeabili-
dad gracias a la posibilidad de evaluar la resistividad del estrato saturado
(acúıfero) a partir de la interpretación de la curva de sondeo eléctrico vertical.
Este es el caso de un acúıfero no complicado cuyo espesor es suficiente, tal
que el valor de su resistividad pueda distinguirse claramente en la curva de
sondeo y ser diferenciado del de la zona no saturada y del que le corresponde
al acuitardo subyacente.
Frohlich y Kelly (1985) presentaron los resultados obtenidos del análisis
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Figura 5.6: Relación entre la resistividad y la conductividad hidráulica, (to-
mada de Kelly, 1977).
Figura 5.7: Relación entre la conductividad hidráulica y el factor de forma-
ción, (tomada de Kelly, 1977).
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Figura 5.8: Relación entre el factor de formación aparente y la conductividad
hidráulica, (tomada de Kosinski y Kelly, 1981).
Figura 5.9: Relación entre la resistencia transversal normalizada y la trans-
misividad, (tomada de Kosinski y Kelly, 1981).
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Figura 5.10: Relación entre la transmisividad y la resistencia transversal.
Los rectángulos indican los rangos de los parámetros medidos en el campo,
(tomada de Frohlich y Kelly, 1985).
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de un acúıfero complejo. La complejidad geológica surge de la naturaleza
glacial de la formación estudiada, que presenta bruscos cambios verticales y
laterales de la litoloǵıa, en particular del tamaño de los granos y su distri-
bución. Se realizaron cinco sondeos eléctricos verticales a partir de los cuales
se determinaron valores de las resistividades, los espesores y las resistencias
transversales de los distintos estratos. En pozos cercanos a la localización de
cada sondeo eléctrico se obtuvieron valores de la transmisividad hidráulica a
partir de ensayos de bombeo. La interpretación de los sondeos eléctricos y de
los ensayos de bombeo resultó en un rango de variación de la resistividad y
la transmisividad respectivamente. Este rango de variación está directamen-
te relacionado con la incertidumbre en la interpretación. Los resultados se
muestran en un gráfico de la resistencia transversal en función de la transmi-
sividad hidráulica (figura 5.10). Los valores máximos y mı́nimos de los valores
interpretados, determinan un rectángulo indicativo de la incertidumbre en su
estimación. Esta incertidumbre es mayor en el caso de la resistencia transver-
sal debido a que la interpretación no tiene una única solución. Sin embargo,
se ve con claridad que existe una relación directamente proporcional entre los
parámetros. Frohlich y Kelly concluyeron que aún en condiciones geológicas
complicadas, los sondeos eléctricos profundos pueden ser utilizados para loca-
lizar acúıferos e incluso realizar estimaciones de sus propiedades conductivas
a partir de los registros eléctricos disponibles.
Kwader (1985) estableció relaciones emṕıricas entre los valores del factor
de formación y los de la permeabilidad. Los parámetros geoeléctricos son
determinados por medio de registros geof́ısicos de resistividad, y los hidro-
geológicos a través de ensayos de bombeo. La relación entre el factor de for-
mación y la permeabilidad del terreno se mostró directamente proporcional
y puede verse en la figura 5.11.
Huntley (1986) señaló que en la mayoŕıa de los trabajos hasta aqúı revi-
sados se obtuvieron relaciones, ya sea directa o inversamente proporcionales,
entre factor de formación aparente y permeabilidad de acúıferos granulares.
Las bases para el establecimiento de estas correlaciones estaban en la relación
entre porosidad y permeabilidad, es decir una relación a nivel material. Los
efectos conductivos de la matriz, aunque se nombraban, no eran tenidos en
cuenta, y además la conductividad del fluido intersticial se asumı́a constante.
Este autor abordó el problema de la importancia que la conducción de la ma-
triz puede tener sobre las relaciones entre parámetros eléctricos e hidráulicos,
demostrando cómo una relación entre la conductividad eléctrica de la ma-
triz y la permeabilidad puede ser más importante que la que exista entre
factor de formación y permeabilidad del acúıfero. Estas últimas son válidas
para escenarios geológicos muy restringidos y sólo cuando la conductividad
superficial permanece aproximadamente constante.
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Figura 5.11: Relación entre la permeabilidad y el factor de formación, (to-
mada de Kwader, 1985).
Como ya fue señalado más arriba, en las formaciones saturadas con agua
salada (baja resistividad), la mayor parte de la conducción eléctrica se reali-
za a través del fluido saturante. En acúıferos de agua dulce (baja salinidad)
la resistividad es alta, y la suposición anterior errónea. Muchos autores mo-













donde Rt [Ω] es la resistencia total medida en la muestra; Rw [Ω] es la resis-
tencia del fluido en los poros; Rg [Ω] es la resistencia de los granos o de la
roca; y Rm [Ω] es la resistencia a través de la superficie de los granos o de la
roca debido a los efectos de su conductancia superficial, referida como con-
ducción de la matriz. La resistencia de los granos, Rg, es significativamente
más grande que las del fluido y la debida a la conductancia superficial; luego























donde Fa = ρt/ρw es el factor de formación aparente, Fi es el factor de for-
mación intŕınseco; y ρe la resistividad de la matriz, o lo que Worthington
llamó resistividad efectiva de los constituyentes sólidos, debido a la conduc-
tancia superficial.
El propósito de Huntley fue presentar los resultados de algunos experi-
mentos de laboratorio realizados en depósitos aluviales y glaciales con énfasis
en la influencia de la conducción de la matriz sobre las propiedades eléctricas
de los materiales consolidados y no consolidados. Para ello realizó experimen-
tos de laboratorio con el objetivo de medir de forma separada el factor de
formación aparente, el factor de formación intŕınseco (verdadero) y la resis-
tividad de la matriz, y evaluar la relación de cada uno con la conductividad
hidráulica. Las muestras eran de arenas fluvio-glaciales y fluviales.
Huntley señaló dos razones por las cuales la relación entre factor de for-
mación aparente y conductividad hidráulica puede verse seriamente afectada:
1. La influencia del medio sedimentario sobre los valores de la conductivi-
dad hidráulica, la cual vaŕıa con el cuadrado del diámetro de los granos;
y
2. La variabilidad en la calidad (salinidad) del agua saturante.
Por eso sugirió la necesidad de utilizar una aproximación alternativa que
se base en alguna otra relación que las hasta aqúı utilizadas, como la rela-
ción entre conductividad hidráulica y resistividad de la matriz ρe. Para esta
relación los resultados de Huntley pueden verse en la figura 5.12.
Las conclusiones a las que el autor llegó son: (a) la relación entre el fac-
tor de formación aparente y la permeabilidad vaŕıa significativamente dentro
del rango de salinidad normal del agua subterránea; (b) cada relación esta-
blecida entre factor de formación aparente y permeabilidad será válida para
una geoloǵıa limitada y para valores de la salinidad del agua constantes; (c)
parece haber otros parámetros además del factor de formación aparente re-
lacionados con la permeabilidad (factor de formación verdadero o densidad
de la formación); y (d) hay una relación entre la resistividad de la matriz
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Figura 5.12: Relación entre la conductividad hidráulica y la resistividad de la
matriz sólida. Arriba: arenas artificiales con porosidades comprendidas entre
20 y 44%. Abajo: arenas glaciofluviales de Connecticut, (tomada de Huntley,
1986).
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Figura 5.13: Relación entre la resistividad y el contenido de agua en rocas
salinas, (tomada de Yaramanci, 1994).
(dependiente de la conductividad superficial) y la permeabilidad, la cual se
muestra independiente de la salinidad del agua e incluso invariante con el en-
torno geológico. Sin embargo, el gran problema de lo que Huntley sugirió es
que no se ha intentado hasta la fecha la medición de la resistividad de los
constituyentes sólidos de la matriz de suelo, ρe, en el campo.
Yaramanci (1994) presentó una relación entre resistividad y contenido de
agua, obtenida emṕıricamente en rocas salinas. Este tipo de formaciones son
en muchos páıses los sitios más aptos para el almacenamiento de residuos
peligrosos, debido a las propiedades que tienen en relación a la posible exis-
tencia de agua en el subsuelo. Las medidas de resistividad fueron obtenidas
a partir de sondeos convencionales realizados en la superficie. El contenido
de agua y la porosidad fueron determinados siguiendo métodos usuales apli-
cados a muestras en laboratorio. El gráfico de resistividades y contenidos de
agua (figura 5.13) muestra una clara relación que puede ser explicada por la
ley de Archie, considerando un exponente de cementación igual a 1.9 y una
resistividad del agua igual a 0.035 ohm-m.
Yadav (1995) establece una correlación entre la conductividad hidráulica
y la transmisividad con el factor de formación aparente e intenta desarrollar
una relación entre la transmisividad y la resistividad transversal normaliza-
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Figura 5.14: Relación entre la conductividad hidráulica y la transmisividad
con el factor de formación aparente, (tomada de Yadav, 1995).
da (Niwas y Singhal, 1985) del acúıfero Jayant de la India. Para ello cuenta
con los datos observados en 9 estaciones de registro. Por un lado deduce
las conductividades hidráulicas y las transmisividades a partir de ensayos de
bombeo. Por otro realiza sondeos eléctricos verticales que le permiten inferir
la resistividad del acúıfero. Por último la resistividad del agua es obtenida
a partir de muestras tomadas en cada perforación. En la figura 5.14 vemos
representados los ajustes para la transmisividad y el factor de formación
aparente y para la conductividad hidráulica y el factor de formación apa-
rente; y en la figura 5.15 para la transmisividad y la resistividad transversal
normalizada.
5.2.2. Relaciones anaĺıticas
Hay investigadores que intentaron deducir anaĺıticamente alguna relación
entre variables geoeléctricas e hidrogeológicas, basándose fundamentalmente
en la relación que la conductividad eléctrica y la conductividad hidráulica
mantienen con la tortuosidad y la porosidad, y la analoǵıa existente entre las
ecuaciones que describen el flujo eléctrico y el flujo hidráulico en los medios
materiales.
Heigold et al. (1979), partiendo de la ley de Archie, de la ley de Darcy y de
una relación de tipo geométrica entre permeabilidad y porosidad presentada
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Figura 5.15: Relación entre la transmisividad y la resistividad normalizada
del acúıfero, (tomada de Yadav, 1995).
por estos autores, dedujeron una relación entre la conductividad hidráulica







es la conductividad hidráulica, ρo [ΩL] la resistividad de
la roca saturada, y p y q son constantes a determinar en el ajuste. Se con-
sideró que la resistividad del agua saturante permanece constante, hipótesis
que fue contrastada a través del análisis sobre muestras de agua.
Estos autores trabajaron con datos de sondeos eléctricos verticales y de
ensayos de bombeo en acúıferos glaciales (similares a los de Rhode Island
utilizados por Kelly, 1977). A partir de estos datos y realizando un ajuste por
mı́nimos cuadrados determinaron los valores de p y q en la ecuación anterior.
La relación encontrada entre K en cm s−1y ρo en Ω cm es inversamente
proporcional (ver figura 5.16), lo que se contradice con la mayoŕıa de los
trabajos realizados con anterioridad. Los autores atribuyen esto al tipo de
ordenamiento de los sedimentos glaciales en la cabecera del acúıfero, que
produce una reducción de la porosidad y de la conductividad hidráulica,
además de un aumento en la resistividad de la formación.
Urish (1981), asumió un modelo teórico para explicar las correlaciones
observadas en el campo entre datos geoeléctricos e hidráulicos. Su razona-
miento se basó en el examen de los principios y parámetros subyacentes
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en la relación factor de formación-conductividad hidráulica. Los acúıferos
considerados están formados por arenas glaciales no consolidadas, libres de
arcilla y donde la salinidad del agua es muy baja.
Hasta los años 50 se usó la conocida ecuación de Archie para relacionar
el factor de formación con la porosidad del medio. Como hemos dicho antes,
esta relación, deducida en el ámbito de las investigaciones petroleras, no
es una relación representativa de lo que sucede en acúıferos de agua dulce,
donde el agua tiene una baja salinidad y por lo tanto una mayor resistividad.
Es necesario en este caso considerar los fenómenos de conducción superficial
que pueden ser el mecanismo de conducción eléctrica más importante en
este tipo de formaciones. La consideración del factor de formación aparente
(Worthington, 1977) y la introducción de un modelo resistor en paralelo,
aportó una aproximación más realista al problema del establecimiento de
relaciones entre conductividad hidráulica y resistividad eléctrica en acúıferos
de agua dulce.
De entre los posibles modelos que relacionan los parámetros de los que
depende el factor de formación aparente, Urish eligió uno que se expresa
matemáticamente según la fórmula modificada de Pfannkuch (Pfannkuch,









es el factor de conductancia superficial representan-
do la magnitud del efecto conductivo en la interfase sólido-ĺıquido, ρw [ΩL]




es el área inter-
na espećıfica de poro. Para el caso de un medio poroso formado por esferas
uniformes se tiene que:
el factor de formación intŕınseco es (Dakhnov, 1962):
Fi =
1 + 0,25(1− φ)0,333
(1− φ)0,667





donde φ [-] es la porosidad efectiva para el caso de materiales granulares;
y
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El valor de B fue determinado en el laboratorio por pruebas realizadas
por el autor siendo igual a 4 x 10−6 ohm−0,5 cm0,5.
Utilizando los valores dados por estas expresiones como entrada al modelo
presentado por Pfannkuch, Urish calculó valores del factor de formación apa-
rente y del factor de formación intŕınseco para varios niveles de resistividad
del agua de poro, del tamaño de grano y de la porosidad. Además a partir









, η es la viscosidad cinemática




, c [-] el factor de forma y tortuosidad (para





para distintos valores de tamaño de grano [L] y de porosidad [-].
Los resultados se muestran en las figuras 5.17 y 5.18. Por un lado el
factor de formación aparente como una función de la resistividad del agua,
y por el otro el factor de formación aparente en función de la conductivi-
dad hidráulica, ambos para distintos tamaños de grano y porosidades. Este
último muestra que la relación directamente proporcional entre el factor de
formación aparente y la conductividad es débil dependiendo fuertemente de
la porosidad.
Lo anterior fue desarrollado para un medio poroso integrado por esferas
uniformes. En la realidad los acúıferos muestran una estructura más com-
pleja. Las diferencias más significativas entre el modelo teórico de esferas
uniformes, isotrópico y homogéneo, con un modelo de suelo más representa-
tivo de la realidad, son las variaciones de la porosidad, la no uniformidad del
tamaño de los granos, las variaciones mineralógicas y las propiedades a gran
escala del acúıfero.
Urish investigó en laboratorio la relación entre la porosidad y el tamaño y
distribución de los granos determinando expresiones para los valores máximos
y mı́nimos de la porosidad en función del tamaño de los granos. Estos valores
extremos corresponden a un empaquetamiento con mı́nimo tamaño de grano
y a uno con máximo tamaño de grano respectivamente. Las expresiones están
en función del D50 en mm y del coeficiente de uniformidad u [-], expresado
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como el cociente entre D90 en mm y D10 en mm, y son las siguientes:
log φmáx = 1,62563− 0,08653 logD50 − 0,03636 log u± 0,03285
log φmı́n = 1,53902− 0,18968 logD50 − 0,08201 log u± 0,04170
Vinculando las últimas expresiones con las anteriores, Urish calculó va-
lores para el factor de formación aparente y la conductividad hidráulica in-
tegrando los efectos del tamaño de los granos y de sus caracteŕısticas de
uniformidad. El resultado (figura 5.19) es una curva factor de formación
aparente-conductividad hidráulica para modelos homogéneos, entendiendo
como homogéneo un medio no estratificado.
Para considerar el efecto de la estratificación de los acúıferos utilizó ex-
presiones para el cálculo de la resistividad longitudinal y la conductividad
hidráulica horizontal. El razonamiento es similar sólo que el factor de forma-
ción aparente se calculó como el cociente entre la resistividad longitudinal
del acúıfero y la resistividad del agua de los poros. Determinó aśı una curva
para modelo estratificado (figura 5.19). Se observa una diferencia significa-
tiva entre las curvas para modelo homogéneo y modelo estratificado, que el
autor asigna a la forma en que los parámetros hidráulicos y eléctricos son
promediados.
El resultado final fue una expresión muy sencilla que da la conductivi-
dad hidráulica horizontal KH en cm s
−1 en función del factor de formación
aparente, integrando en el modelo tanto el efecto de la variabilidad de la
porosidad como el de la estratificación del acúıfero, y que tiene la forma
siguiente:
KH = −0,0247 + 0,02368Fa ± 0,0686
La curva teórica que se obtuvo se comparó con los resultados obtenidos
a partir de una relación emṕırica entre factor de formación aparente y con-
ductividad hidráulica. Los datos de conductividad fueron obtenidos a partir
de ensayos de bombeo, y los datos de resistividad realizando dos sondeos
eléctricos en cada pozo. La tendencia de ambas curvas es esencialmente la
misma, como puede observarse en la figura 5.20.
Urish concluyó que la teoŕıa expuesta explica la tendencia y naturaleza
de las relaciones estudiadas, incluyendo las que dependen fuertemente de
factores in situ como la porosidad y la estratificación. Las caracteŕısticas de
las curvas obtenidas dependen también de la naturaleza y grado de variación
de los materiales que forman el acúıfero y del agua entre poros, por lo que las
relaciones desarrolladas deben ser aplicadas en áreas donde los parámetros
sean similares.
Niwas y Singhal (1981) presentaron relaciones deducidas anaĺıticamente
entre transmisividad y resistencia transversal, y entre transmisividad y con-
ductancia longitudinal. Las relaciones son derivadas a partir de las dos leyes
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fundamentales del flujo hidráulico y eléctrico, es decir, la ley de Darcy y la ley
de Ohm respectivamente. Para un prisma de material acúıfero con una sec-
ción transversal unitaria, estos autores combinaron las dos leyes anteriores,









es la transmisividad obtenida como el producto de K[
L T−1
]
por b [L] , con K igual a la conductividad hidráulica y b igual al









la resistencia transversal, producto de b por ρ [ΩL], donde ρ es la resistividad
del medio; y S [Ω−1] es la conductancia longitudinal igual a b por KE. T y S
son los parámetros de Dar-Zarrouk. Estos parámetros son susceptibles de ser
obtenidos a partir de la interpretación de las curvas de resistividad aparente
de los sondeos eléctricos.
Conociendo la naturaleza de la variación del producto K · KE, o del
cocienteK/KE, y contando con los valores de los parámetros de Dar-Zarrouk,
existen dos formas de estimar transmisividades y conductividades hidráulicas
según las relaciones anteriores. Niwas y Singhal demostraron que la primera
relación se comporta mejor en la práctica. Asumieron que el producto K ·KE
permanece constante dentro de un área geológica determinada, lo que demos-
traron en la aplicación realizada utilizando los datos del acúıfero de Rhode
Island del trabajo de Kelly (1977). Además, consideraron que la calidad del
agua no vaŕıa considerablemente dentro del entorno geológico estudiado, lo
que asegura que no hay cambios apreciables en la conductividad del acúıfero.
Los resultados fueron presentados en un nomograma (figura 5.21) que rela-
ciona la resistencia transversal con la transmisividad para valores distintos
de K ·KE. Luego para un caso general la secuencia de cálculo es la siguiente:
1. A partir de sondeos geoeléctricos en puntos del acúıfero donde se conoce
la conductividad hidráulica K, calcular la conductividad eléctrica KE;
2. Calcular los productos K · KE en las diferentes localizaciones, y ob-
tener un valor promedio de K · KE, comprobando que efectivamente
permanece casi constante;
3. Realizar sondeos geoeléctricos donde se quiere estimar la transmisi-
vidad, y calcular las resistencias transversales a partir de las curvas
obtenidas;
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4. Entrar al nomograma calculado por los autores para distintos valores
de K ·KE, y a partir del valor de la resistencia transversal (ordenadas)
obtener la transmisividad deseada;
5. La conductividad hidráulica se obtiene utilizando los espesores calcu-
lados también de la curva del sondeo.
Posteriormente Singhal y Niwas (1983) realizaron una modificación a las
relaciones anteriores, con el objeto de tener en cuenta la variación en la
calidad qúımica del agua en el acúıfero. La ecuación dada originalmente se



























resistencia transversal normalizada; ρw [ΩL] la resistividad del agua en un
punto dado; y ρw [ΩL] una resistividad media del agua del acúıfero. Esta
relación permite considerar la variación de la calidad del agua de un lugar a
otro.
En Niwas y Singhal (1985), estos investigadores presentaron una apli-
cación práctica de la relación deducida en sus trabajos anteriores (Niwas y
Singhal, 1981; Singhal y Niwas, 1983) que probó la validez de la ley propuesta.
Mualem y Friedman (1991) intentaron desarrollar un modelo conceptual
a partir del cual poder realizar predicciones cuantitativas de la conductividad
eléctrica del suelo tanto en estado saturado como no saturado. El razonamien-
to se basó en la similaridad entre flujo eléctrico e hidráulico. La hipótesis fue
que las ĺıneas de flujo de las moléculas de agua bajo un gradiente hidráulico
en un determinado suelo con un contenido de agua dado, son similares (si no
idénticas) a las ĺıneas seguidas por el flujo eléctrico en el mismo suelo y con
la misma cantidad de agua, bajo un gradiente de potencial eléctrico. Dicho
de otra forma, el modelo propuesto asumió que el factor de tortuosidad afec-
tando el flujo hidráulico, es idéntico al factor de tortuosidad implicado en la
circulación de la corriente eléctrica. Como resultado los autores obtuvieron
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donde ρo [ΩL] es la resistividad total de la muestra de suelo saturada al 100
ρw [ΩL] es la resistividad del fluido saturante, y φ [-] la porosidad total. Esta
expresión no es más que la misma relación enunciada por Archie donde el




siendo Fi [-] el factor resistivo de la formación. Para estado no saturado la




donde ρt es la resistividad no saturada de la formación, y Sw [-] es el grado de
saturación. Ordenando la ecuación anterior se obtiene la expresión establecida







Las expresiones anteriores fueron examinadas por estos mismos investiga-
dores, a la luz de los resultados experimentales obtenidos en investigaciones
previas, y se puede afirmar que las curvas teóricas describen bastante bien el
comportamiento de los puntos representados (figuras 5.22).
5.3. Śıntesis de las relaciones encontradas
En las tablas que siguen presentamos de modo resumido las relaciones
entre parámetros hidrogeológicos y geoeléctricos encontradas en la literatu-
ra. Hemos considerado los parámetros de mayor interés en la modelización
matemática de los problemas clásicos de flujo y de transporte de contami-
nantes por ser además en los que más se han interesado los investigadores.
Estos parámetros son la permeabilidad k, la conductividad hidráulica K, la
transmisividad Tr, y la porosidad φ. Presentamos el autor del trabajo del
cual fue extráıda la relación, el o los parámetros geoeléctricos correlaciona-
dos y una descripción elemental del tipo de relación. En general los ajustes
realizados son lineales, la mayoŕıa en papel doble logaŕıtmico. En la última
columna el signo + indica que la relación es directamente proporcional y el
signo – que lo es inversamente.
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5.4. Hacia un modelo hidrogeof́ısico general
Tal como puede apreciarse en las tablas presentadas arriba las relaciones
entre parámetros geoeléctricos e hidrogeológicos pueden ser tanto relaciones
directas como inversas. Kelly y Frohlich (1985) y Mazáč et al. (1985) señala-
ron que las relaciones que estamos investigando dependen fundamentalmente
de:
1. Las caracteŕısticas de lo que estos autores llaman relación existente
a nivel material (sobre todo de la variación de la porosidad con la
distribución de granos), y de
2. La influencia de la heterogeneidad del medio (dirección del flujo hidráu-
lico, estratificación y condiciones hidrogeof́ısicas en el acúıfero).
Con respecto al primero de estos factores se sabe que la porosidad, el
tamaño de los granos y su distribución pueden variar sistemáticamente en
algunos medios geológicos. La información que se tiene acerca de relacio-
nes generales entre estos atributos es contradictoria. Por esta razón, y como
hizo Urish (1981), es necesario obtener relaciones a partir de pruebas en la-
boratorio o a partir de medidas de campo sobre muestras no perturbadas,
determinando expresiones que correlacionen la porosidad con los tamaños
de granos y su distribución, y asumir luego un modelo para la relación entre
conductividades hidráulicas y porosidad (por ejemplo la ecuación de Kozeny-
Carman).
Según las investigaciones de Mazáč et al. (1985) para el caso de sedi-
mentos homogéneos la conductividad hidráulica depende primariamente de
la porosidad efectiva, mientras que factores como el tamaño de grano, su or-
denamiento y el contenido de materiales arcillosos permanecen relativamente
constantes. En estos casos es esperable encontrar una relación inversamen-
te proporcional entre factor de formación y conductividad hidráulica. Por el
contrario, cuando la porosidad y la conductividad hidráulica vaŕıan sistemáti-
camente dentro del medio geológico, es esperable una relación directamente
proporcional entre el factor de formación y la conductividad hidráulica. Si
además los cambios en la resistividad están controlados por el contenido de
arcilla de los sedimentos, la relación será directamente proporcional.
En cuanto a la influencia de la heterogeneidad del medio, para el caso
de arenas sin arcilla, Kelly y Reiter (1984) estudiaron la correlación entre la
conductividad hidráulica media y la resistividad transversal media por un la-
do, y la conductividad hidráulica media y la resistividad longitudinal media
por otro. Los resultados mostraron que la resistividad longitudinal depen-
de de la anisotroṕıa hidráulica (KH/KV : conductividad hidráulica horizon-
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tal/conductividad hidráulica vertical) debida a la estratificación horizontal
del medio y que sólo si ésta es constante (o aproximadamente constante) la
correlación con la conductividad hidráulica es clara. En cambio la resistividad
tranversal no está influenciada por la anisotroṕıa.
En el caso de acúıferos estratificados pero con arenas arcillosas, Mazáč
y Landa (1984) realizaron un estudio similar donde también se consideró el
contenido de arcilla y el coeficiente de anisotroṕıa, estudiando las relaciones
entre la conductividad hidráulica media y la resistividad tranversal o longi-
tudinal, para flujo paralelo o transversal a la estratificación. Para el caso de
flujo hidráulico paralelo a la dirección de los estratos el mejor aspecto de la
correlación se obtuvo para la resistividad transversal, como en Kelly y Reiter
(1984).
Otros factores de los que dependen, según los trabajos realizados por
Mazáč y Landa (1984), las relaciones de campo entre medidas eléctricas e
hidráulicas son la fiabilidad de los parámetros eléctricos determinados a partir
de medidas de campo, generalmente curvas de sondeo eléctrico vertical; la
fiabilidad de los parámetros hidráulicos determinados mediante ensayos de
bombeo u otros métodos menos fiables; y la forma y grado de confianza de
la ecuación de regresión.
Los parámetros geoeléctricos son dif́ıciles de determinar correctamente.
En general las propiedades conductivas de un acúıfero anisótropo no pueden
ser obtenidas directamente de la curva de sondeo, debido a dificultades pro-
pias de las técnicas de interpretación de estas curvas. En el caso en que el
espesor de la capa sondeada sea suficiente podremos determinar una resis-
tividad media y un espesor equivalente. La resistividad media es la media
geométrica de las resistividades transversales y longitudinales medias. El es-
pesor equivalente es el espesor real multiplicado por el coeficiente de aniso-
troṕıa. Si el estrato es delgado sólo es posible determinar una conductancia
longitudinal o una resistencia transversal (parámetros de Dar Zarrouk). Esta
es la situación más frecuente. Para conocer un valor de la resistividad longi-
tudinal o de la resistividad transversal medias, es necesario medir el espesor
del área estudiada de forma independiente y estimar los valores anteriores a
partir de la definición de los parámetros de Dar Zarrouk. Al referirnos a las
dimensiones del acúıfero lo hacemos con respecto a su detectabilidad a partir
de las curvas de sondeo.
Las medidas geoeléctricas se ven afectadas también por la hipótesis hecha
en toda la interpretación de datos que supone estratos horizontales y per-
fectamente distinguibles. Lo normal es que los acúıferos sean heterogéneos
y que la escala de las heterogeneidades sea tal que el acúıfero pueda consi-
derarse como formado por un sólo estrato. La determinación de la conduc-
tividad hidráulica (o de la transmisividad) también depende mucho de los
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métodos utilizados para su obtención. Un ensayo de bombeo perfectamente
instrumentado y cuidadosamente conducido puede dar resultados ambiguos,
dependiendo de la litoloǵıa del acúıfero. En cuanto a la forma de la curva de
regresión siempre se han preferido los gráficos semi o doble logaŕıtmicos.
Concluyendo un modelo hidrogeof́ısico general, basado en las relaciones
entre propiedades hidrogeológicas y geoeléctricas, deberá tener en cuenta lo
siguiente aspectos:
Las relaciones a nivel material (porosidad-tamaño de los granos-distri-
bución de éstos, porosidad-conductividad hidráulica) ocurren de formas
distintas según la naturaleza de los materiales que forman los acúıfe-
ros. El contenido de arcilla y la disposición de ésta es muy importante.
Podemos tener acúıferos libres de arcilla con arenas limpias y gravas,
acúıferos con arcilla dispersa en el esqueleto arenoso y acúıferos con
arcilla dispuesta en estratos. Esto ocasiona que podamos obtener rela-
ciones directa o inversamente proporcionales entre factor de formación
y conductividad hidráulica.
La conductividad hidráulica está relacionada con el tamaño de grano y
con la porosidad total o efectiva en acúıferos sedimentarios sin arcilla,
y con el contenido de arcilla en acúıferos arcillosos.
La resistividad del medio es una función de la porosidad en sedimentos
sin arcilla y del contenido de arcilla y de la porosidad en acúıferos
arcillosos.
La resistividad a escala regional (acúıfero) está controlada por las rela-
ciones a nivel material y por la geometŕıa del acúıfero. En un acúıfero de
arenas limpias e isotrópico o con arcilla dispersa en un esqueleto areno-
so, no hay diferencias entre resistividad media, resistividad longitudinal
y transversal. En acúıferos estratificados y anisotrópicos las tres resis-
tividades son distintas, pudiendo estar aproximadamente relacionadas.
La resistividad media que se obtiene a partir de la interpretación de la
curva de sondeo correspondeŕıa a la resistividad longitudinal media.
En cuanto a las caracteŕısticas de proporcionalidad, las relaciones in-
versamente proporcionales son de esperar cuando la porosidad controla
las variaciones de la conductividad hidráulica manteniendo el contenido
de arcilla y el tamaño de grano constantes. Las relaciones directamen-
te proporcionales están controladas por correlaciones inversas entre la
porosidad y el tamaño de grano y por correlaciones inversas entre el
contenido de arcilla y la conductividad hidráulica.
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Para estimar un valor de conductividad hidráulica es necesario primero
determinar un valor de resistividad a partir de una curva de sondeo.
La fiabilidad de esta estimación depende de la relación entre porosi-
dad y conductividad hidráulica a nivel material y de las caracteŕısticas
geométricas del acúıfero (espesores de horizontes y posición relativa de
los mismos).
En acúıferos anisotrópicos con horizontes alternantes de arena y arcilla
la elección del parámetro geoeléctrico adecuado para que la correlación
con la conductividad hidráulica sea óptima, depende de la dirección
relativa del flujo con respecto a la estratificación. Si el flujo es paralelo
a los horizontes la mejor correlación se obtiene entre la conductividad
hidráulica longitudinal y la resistividad transversal media. Si el flujo es
normal a los estratos la mejor correlación se obtendrá para la conduc-
tividad hidráulica normal y la resistividad longitudinal media.
5.5. Consideraciones finales
La metodoloǵıa para la obtención de relaciones emṕıricas entre algún pa-
rámetro hidrogeológico y la resistividad de una formación es similar en todos
los trabajos citados. Se trata de ajustar una curva de regresión a un grupo de
valores que corresponden a una serie de puntos del acúıfero en los que se han
medido tanto la resistividad como el parámetro hidráulico en cuestión. Los
datos de resistividad provienen de la interpretación de las curvas obtenidas
en cada sondeo eléctrico vertical, y los datos hidráulicos de ensayos de bom-
beo realizados en las cercańıas de los puntos sondeados. Las relaciones que se
encuentran en la literatura no dejan de ser contradictorias, pudiéndose obte-
ner, para los mismos parámetros, tanto relaciones directa como inversamente
proporcionales. Las causas de esta falta de generalidad han sido analizadas y
comentadas en el apartado anterior. Casi todos los investigadores reconocen
la limitación de sus resultados al entorno geológico en el que han sido ve-
rificados, aunque el procedimiento seguido para su determinación puede ser
considerado general.
En cuanto a las relaciones de tipo anaĺıticas son deducidas a partir de la
hipótesis de que tanto el flujo hidráulico como el eléctrico están relacionados
con la tortuosidad y la porosidad. La similitud f́ısico-matemática de las ecua-
ciones de ambos flujos permite obtener algunas expresiones de interés. Para
la estimación de transmisividades es necesario modelizar su relación con la
porosidad del medio.
En cualquier caso, y dada la falta de generalidad observada en las rela-
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ciones encontradas, dos cosas podemos sugerir:
1. Es importante contar con un grupo de datos registrados en el medio
geológico que se quiere evaluar, para realizar el ajuste tanto de la curva
de regresión como de los intervalos de variación de los atributos que
se estan correlacionando. Esa relación puede luego ser utilizada para
integrar la información geof́ısica considerada como información blanda,
es decir, incierta.
2. En el caso en que no dispongamos de registros en la zona estudiada,
puede utilizarse alguna relación obtenida para un medio geológicamente
similar. Esto último debe ser cuidadosamente estudiado ya que como se
ha visto, la influencia del medio es decisiva en la forma que la relación
puede tomar.
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Figura 5.16: Relación entre la conductividad hidráulica y la resistividad. Valo-
res registrados en el acúıfero Niantic-Illiopolis (Illinois), (tomada de Heigold,
1979).
Figura 5.17: Variación del factor de formación con la resistividad del agua
intersticial. Medio poroso formado por part́ıculas esféricas, para distintos
tamaños de grano y porosidades, (tomada de Urish, 1981).
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Figura 5.18: Variación de la conductividad hidráulica con el factor de forma-
ción aparente. Medio poroso formado por part́ıculas esféricas, para distintos
tamaños de grano y porosidades, (tomada de Urish, 1981).
Figura 5.19: Relación entre la conductividad hidráulica horizontal y el fac-
tor de formación aparente. Modelo homogéneo (no estratificado) y modelo
estratificado, (tomada de Urish, 1981).
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Figura 5.20: Comparación entre los valores predichos y medidos para la re-
lación entre el factor de formación aparente y la conductividad hidráulica,
(tomada de Urish, 1981).
Figura 5.21: Nomograma para calcular la transmisividad a partir de la re-
sistencia transversal y el producto K · KE, (tomada de Niwas y Singhal,
1981).
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Figura 5.22: Relación entre la porosidad y el factor de formación intŕınseco
y entre la saturación de agua y la conductividad eléctrica relativa. A la iz-
quierda: valores medidos y curva teórica para la relación entre la porosidad φ
y el factor de formación intŕınseco Fi. A la derecha: valores medidos y curva
teórica para la relación entre la saturación de agua Sw y la conductividad
eléctrica relativa ρo/ρt, (tomada de Mualem y Friedman, 1991).
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Autor/es Parámetro Parámetro Correlación
hidrogeológico geoeléctrico
Archie (1942) k Fi lineal –
Jones y Bufford (1951) k Fa +
Barker y Worthington (1973) k Fi
Worthington (1977) k Fi lineal –
Kosinski y Kelly (1981) k Fa lineal +
Biella et al. (1983) k Fi lineal –
Kwader (1985) k Fi lineal +
Cuadro 5.1: Resumen de las relaciones entre la permeabilidad y algunos
parámetros geoeléctricos. k: permeabilidad, Fi: factor de formación intŕınse-
co, Fa: factor de formación aparente.
Autor/es Parámetro Parámetro Correlación
hidrogeológico geoeléctrico
Ungemach et al. (1969) Tr T lineal +
Steeples (1970) Tr ρ
Mazáč y Landa (1979) Tr T lineal +
Mazáč y Landa (1979) Tr T lineal –
Kosinski y Kelly (1981) Tr T
′
y T lineal +
Niwas y Singhal (1981) Tr T
′
y T lineal +
Frohlich y Kelly (1985) Tr T lineal +
Yadav (1995) Tr T
′
lineal +
Yadav (1995) Tr Fa lineal +
Cuadro 5.2: Resumen de las relaciones entre la transmisividad y algunos
parámetros geoeléctricos. Tr: transmisividad, Fa: factor de formación apa-
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Autor/es Parámetro Parámetro Correlación
hidrogeológico geoeléctrico
Shockley y Garber (1953) K Fa lineal +
Croft (1971) K Fa lineal +
Plotnikov (1972) K ρ y Fa lineal –
Worthington (1975) K Fi lineal –
Kelly (1977) K ρ y Fa lineal +
Mazáč y Landa (1979) K Fa lineal –
Heigold et al. (1979) K ρ y Fa lineal –
Mel’kanovitskii et al. (1981) K ρ y T lineal +
Urish (1981) K Fa lineal +
Allessandrello y
Lemoine (1983) K Fa lineal +
Biella et al. (1983) K Fi lineal –
Kwader (1985) K Fi lineal +
Huntley (1986) K ρ lineal +
Yadav (1995) K Fa lineal +
Cuadro 5.3: Resumen de las relaciones entre la conductividad hidráulica y
algunos parámetros geoeléctricos. K: conductividad hidráulica, Fi: factor de
formación intŕınseco, Fa: factor de formación aparente, ρ: resistividad del
acúıfero, T : resistencia transversal.
Autor/es Parámetro Parámetro Correlación
hidrogeológico geoeléctrico
Archie (1942) φ Fi lineal –
Barker y
Worthington (1973) φ Fi
Biella et al. (1983) φ Fi exp. –
Mualem y
Friedman (1991) φ Fi cuasi-lineal +
Cuadro 5.4: Resumen de las relaciones entre la porosidad y algunos paráme-




6.1. Principio y definición de parámetros śıs-
micos
El principio de las técnicas śısmicas es el registro de la propagación de
ondas elásticas en el terreno, generadas de forma natural o artificial. La
información primaria obtenida son los tiempos de viaje empleados por los
distintos frentes de ondas en su tránsito a través del subsuelo.
A partir del registro y observación de estos tiempos, y por medio de un
procedimiento de inversión geof́ısica, se estima la distribución de la velocidad
en el terreno. Esta velocidad es el principal parámetro utilizado para la ca-
racterización f́ısica de las rocas a partir de un registro śısmico. La velocidad
es una función de las propiedades elásticas y de la densidad del medio en el
que viajan. Es posible incluso relacionarla con propiedades f́ısicas tales como
la porosidad, la permeabilidad, y la mineraloǵıa del terreno (por ejemplo con
el contenido de materiales arcillosos).
Otro parámetro que puede ser determinado a partir de reconocimientos
śısmicos de campo es la atenuación de las ondas. La atenuación de una onda
śısmica se debe a la naturaleza no elástica de su proceso de propagación, y
es producida por la presencia de fluido en los poros de las rocas (un gas,
un ĺıquido, o una mezcla de ambos), que convierte parte de la enerǵıa de las
ondas en calor. Esta pérdida de enerǵıa por unidad de distancia o de longitud
de onda, puede ser estimada cuidadosamente a partir del decaimiento de las
amplitudes de las señales registradas para una frecuencia dada de oscilación.
El conocimiento de las leyes que rigen la atenuación de las ondas śısmicas
es importante para optimizar la adquisición, el procesado y la interpretación
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Figura 6.1: Esquema del dispositivo utilizado en laboratorio para la medición
de la velocidad y la atenuación śısmicas. Los registros se realizan en base a
las reflexiones que se producen en las caras superior e inferior de las muestras
de suelo. A es el rayo reflejado en la cara superior y B el reflejado en la cara
inferior de la muestra, (tomada de Klimentos y McCann, 1990).
de los datos śısmicos de alta resolución, perfilado śısmico vertical y registros
sónicos en pozos. Además, las medidas de atenuación son suceptibles de ser
correlacionadas con propiedades f́ısicas como es el caso de la permeabilidad
de las rocas.
La amplitud de una onda plana propagándose dentro de un cuerpo rocoso,
con una frecuencia de oscilación determinada, decae exponencialmente de
forma que:
Ampx(ω) = Ampo(ω) exp [−α(ω)x]
donde Ampo [L] es la amplitud inicial, Ampx [L] es la amplitud después de una








es el coeficiente de atenuación.
Los datos de atenuación pueden encontrarse expresados como factores de
calidad. Los factores de calidad, tanto para ondas de compresión P como
para ondas de corte S, son inversamente proporcionales a las atenuaciones, y
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es la velocidad en la roca.
La función Q−1 se denomina función de disipación espećıfica.
Klimentos y McCann (1990) ajustaron una expresión para obtener el coe-
ficiente de atenuación en función de la frecuencia a partir de sus experiencias
de laboratorio. En la figura 6.1 vemos un esquema del dispositivo empleado
por los autores en el laboratorio. Se trata de un transductor capaz de emitir
pulsos ultrasónicos con un pico de frecuencia de alrededor de 1 MHz, los
cuales se propagan a través de la muestra de suelo alojada entre dos capas
de otro material (lucita). Las ondas propagadas se reflejan en el techo y la
base de la muestra. El dispositivo es capaz de registrar los tiempos emplea-
dos en ambas reflexiones y por comparación de estos es posible deducir la
atenuación anelástica sufrida por las ondas después de atravesar la muestra.
El rango de frecuencias es de 0.5 a 1.5 MHz y la expresión para la atenuación










donde α(ω) es el coeficiente de atenuación en dB/cm, x es la distancia recorri-
da por la onda en cm, Ampo(ω) es la amplitud reflejada en la parte superior
de la muestra en cm, Ampx(ω) es la amplitud reflejada en la parte inferior de
la muestra en cm, RS(ω) es el coeficiente de reflexión que es adimensional, y
ω es la frecuencia angular en rad/seg, y que es igual a 2πf , con f igual a la
frecuencia en Hz.












es la densidad del









es la velocidad en la lucita.
La atenuación de una onda de compresión depende ı́ntimamente del grado
de saturación en las rocas que contienen fluido, mientras que es despreciable
en las rocas secas al vaćıo. También depende de la presión efectiva, decrecien-
do en al menos un orden de magnitud al pasar de la presión ambiente a una
presión de 40 MPa, presión que equivaldŕıa a la soportada bajo 1500 metros
de profundidad en el terreno. Como se deduce de la expresión matemática, la
atenuación también depende de la frecuencia de oscilación de las ondas. Por
último, y como veremos más adelante, el contenido de minerales arcillosos
al igual que en los sondeos eléctricos, es uno de los principales factores que
afectan el comportamiento de la atenuación en rocas sedimentarias.
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6.2. Relaciones
Los estudios realizados por Wyllie et al. (1956, 1958 y 1962) condujeron














es la velocidad de compre-









en el fluido saturante y en la matriz sólida, respectivamente.
Esta relación velocidad-porosidad fue establecida a partir de la llamada
ecuación del tiempo medio, que dice que el tiempo de viaje a través de un
medio material es la suma de los tiempos de viaje en los respectivos materiales
presentes, ponderados de acuerdo al volumen de cada uno de ellos:
∆t = φ∆tf + (1− φ)∆tm
donde φ [-] es la porosidad del medio, ∆t [T] es el tiempo de viaje a través
de una muestra; y ∆tf [T] y ∆tm [T] son los tiempos de viaje en el fluido
intersticial y en la matriz sólida respectivamente. En la figura 6.2 se puede
ver un gráfico de la relación velocidad-porosidad utilizando la ecuación del
tiempo medio, para el caso del cuarzo y calcita.
Raymer et al. (1980), a partir de registros tomados en perforaciones,
presentaron una expresión alternativa modificando emṕıricamente la fórmula
de Wyllie, para que se ajuste mejor a valores muy bajos y muy altos de la
porosidad, obteniendo la siguiente expresión:
VP = (1− φ)2Vm + φVf (6.2)
Sin embargo, de acuerdo a Han et al. (1986), estas ecuaciones dan resultados
razonables para areniscas limpias y para un rango de porosidades que va del
10 al 25%, pero ninguna de ellas puede ser aplicada a areniscas pizarrosas
conteniendo minerales arcillosos.
Otra relación muy popular es la establecida por Gardner et al. (1974)
entre la densidad de la roca δf y la velocidad VP :
δf = 0,23 · V 0,25P
en donde δf está expresada en gramos sobre cent́ımetros cúbicos y VP en pies
por segundo. La densidad de la roca puede ser relacionada con la densidad
de la fase sólida δm y con la densidad del fluido δw como:
δf = (1− φ)δm + φδw
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Figura 6.2: Relación entre la velocidad de compresión y la porosidad para
muestras de rocas cuarźıticas y cálcicas, (tomada de Gardner et al., 1974).
de tal forma que combinando las dos últimas ecuaciones obtenemos:
VP =
[




Para la estimación de valores de permeabilidad necesitamos una relación
entre ésta y la porosidad. Durante muchos años la relación entre porosidad y
permeabilidad fue estudiada, y se demostró que en el caso más general no hay
una relación entre estos parámetros (Wyllie y Rose, 1950; Wyllie y Gregory,
1955). Sólo en aquellos casos particulares donde el tamaño de grano y las
propiedades qúımicas se mantienen constantes con la porosidad, se obtuvo
una buena relación con la permeabilidad (Jacquin, 1964).
La fórmula de Wyllie no deja de ser un modelo demasiado sencillo donde
se supone que la velocidad depende únicamente de la porosidad. Investigacio-
nes posteriores, algunas de las cuales comentaremos más adelante, mostraron
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Figura 6.3: Velocidad de compresión en función de la porosidad y el contenido
de arcilla. Valores registrados para muestras de suelo saturado a una presión
diferencial de 40 MPa (ecuación de Tosaya y Nur, 1982). Los triángulos son
datos obtenidos por Tosaya y Nur (1982), los ćırculos por DeMartini et al.
(1976), y los cuadrados por Kowallis et al. (1984), (tomada de Kowallis et
al., 1984).
que los factores que afectan las velocidades śısmicas son varios y que su in-
terrelación puede ser compleja.
Tosaya y Nur (1982), a partir de un número reducido de datos, encon-
traron una relación emṕırica para la velocidad de compresión en areniscas
totalmente saturadas, a una presión de confinamiento de 40 MPa, en función
de la porosidad y del contenido de arcilla. La relación es:
VP = −2,4C − 8,6φ+ 5,8 (6.4)
donde VP es la velocidad de la onda de compresión en km/seg; C es el volumen
de arcilla en porcentaje; y φ es la porosidad en porcentaje. Como puede
apreciarse la porosidad sigue siendo aqúı el factor que más afecta la velocidad
śısmica. La figura 6.3 muestra los resultados obtenidos a partir de la relación
anterior.
Kowallis et al. (1984) trabajaron sobre areniscas poco consolidadas obte-
niendo la siguiente relación entre la velocidad de compresión en km/seg, y el
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Figura 6.4: Velocidad de compresión en función de la porosidad y el contenido
de arcilla. Valores registrados para muestras de suelo seco a 10 MPa de
presión confinante (ecuación de Kowallis et al., 1984). Todos los datos son
areniscas del West Delta Block (Louisiana), (tomada de Kowallis et al., 1984).
Figura 6.5: Relaciones entre la porosidad y los parámetros acústicos. A la
izquierda: velocidad de compresión versus porosidad para muestras saturadas
al 100% bajo una tensión uniaxial de 50 barios. A la derecha: atenuación de la
onda de compresión versus porosidad bajo las mismas condiciones, (tomada
de Bourbie y Zinsner, 1985).
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contenido de arcilla y la porosidad, ambas en porcentaje:
VP = −5,7C − 9,2φ+ 5,6 (6.5)
La presión de confinamiento fue de 10 MPa y el contenido de arcilla de
las muestras varió desde el 3 al 15%. La figura 6.4 muestra los resultados
obtenidos. Se aprecia una mayor influencia del contenido de arcilla que en
los resultados de Tosaya y Nur (1982), lo cual es atribuido por los autores al
efecto de la microporosidad. La microporosidad de los minerales arcillosos no
está incluida en la porosidad, aunque puede existir conexión entre microporos
accesibles a un fluido.
Según Johnston et al. (1979), y a partir de medidas en laboratorio de
la atenuación de las ondas śısmicas en rocas saturadas y secas tomadas por
Toksöz et al. (1979), la fricción en las microfisuras y en la superficie de los
granos, es el mecanismo de atenuación dominante en las rocas consolidadas.
Una conclusión similar encontramos en Murphy et al. (1986) que investigaron
la relación del coeficiente de relajación acústica con los contactos intergra-
nulares y la saturación de fluido en rocas sedimentarias. Al aumentar la
presión de confinamiento las microfisuras se cierran poco a poco y la atenua-
ción decrece. Por encima de los 30 MPa puede considerarse que la velocidad
de compresión se independiza de la presión de confinamiento, puesto que el
efecto de los microporos es despreciable (Klimentos, 1991).
Bourbie y Zinszner (1985) presentaron una investigación de laboratorio
realizada sobre muestras de arenisca de Fontainebleau con el fin de estudiar
las relaciones entre parámetros acústicos (velocidad y atenuación) e hidráuli-
cos (permeabilidad y porosidad). Los parámetros medidos en el experimento
son la permeabilidad, la porosidad (total y efectiva), y las velocidades y
atenuaciones de las ondas de compresión. Estas últimas por medio de dos
técnicas distintas. La saturación de las muestras fue variable y el rango de
porosidades del 3 al 28%. En lo que respecta a las propiedades hidráulicas,
la relación obtenida entre permeabilidad y porosidad fue muy buena. Esto
se debió fundamentalmente a la uniformidad del tamaño de grano que tiene
esta arenisca.
El comportamiento de las propiedades acústicas (velocidad y atenuación)
en función de la porosidad no fue tan claro, aunque se aprecia un descenso
en los valores de la velocidad y un aumento en los valores de la atenuación
cuando se incrementa la porosidad. Los resultados se reproducen en la figura
6.5. La mayor dispersión que los resultados obtenidos por Bourbie y Zinszner
manifestaron, la atribuyen los autores al efecto de las pequeñas fracturas en
los contactos intergranulares que implican una alta atenuación y una baja
velocidad en comparación a los valores considerados “normales”. No se dio
ningún tipo de ecuación que relacione estas propiedades con las hidráulicas.
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Figura 6.6: Coeficiente de atenuación en función del contenido de arcilla,
(tomada de Klimentos y McCann, 1990).
Figura 6.7: Coeficiente de atenuación en función de la porosidad. Las ĺıneas
sólidas separan las muestras según su contenido de arcillas, (tomada de Kli-
mentos y McCann, 1990).
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Han (1986) y Han et al. (1986) midieron las velocidades de compresión
y de corte en 75 muestras de areniscas saturadas para una presión de confi-
namiento de 50 MPa, con porosidades entre el 2 y el 30%, y contenidos de
arcillas del 0 al 50%. Las relaciones entre velocidad de onda de compresión
VP en km/s, velocidad de onda de corte VS en km/s, porosidad φ en%, y
contenido de arcilla C en%, que estos autores ajustaron son las siguientes:
VP = 5,59− 6,93φ+ 2,18C (6.6)
VS = 3,52− 4,91φ+ 1,89C (6.7)
La reproducción de las velocidades a partir de estas ecuaciones no es perfecta,
pues ellas dependen de otros factores no considerados como de la historia de
la roca, el tipo de arcilla intersticial, la forma de los poros y el tipo y grado
de saturación.
Klimentos y McCann (1990) argumentaron que el coeficiente de atenua-
ción de una onda elástica de compresión está linealmente relacionado con el
contenido de arcillas y con la porosidad para el caso de las areniscas. En la
figura 6.6 vemos los resultados de las mediciones del coeficiente de atenuación
α para distintos contenidos de arcillas, y en la figura 6.7 su comportamiento
según vaŕıa la porosidad. En este gráfico las ĺıneas sólidas establecen zonas de
distinto contenido de arcilla, lo que pone de manifiesto que la mayor fuente de
variación de la atenuación es el porcentaje de minerales arcillosos presentes
en el terreno. La relación estad́ıstica que expresa la variación de la atenuación
con el contenido de arcillas y con la porosidad conjuntamente es:
α = 0,0315φ+ 0,241C − 0,132 (6.8)
donde α es el coeficiente de atenuación de la onda de compresión en dB/cm
de 1 MHz de frecuencia y 40 MPa de presión confinante, C es el contenido
de arcillas en porcentaje, y φ es la porosidad en porcentaje.
En cuanto a la relación entre atenuación y permeabilidad fue dif́ıcil es-
tablecer una relación de tipo sistemática. Pueden verse los resultados en la
figura 6.8, donde parece quedar claro que hay dos grupos de datos. Por debajo
de 50 mD de permeabilidad las muestras poseen una notable variación en sus
medidas de atenuación, mientras ocurre lo contrario para las más permeables.
La relación entre permeabilidad y factor de calidad y entre permeabilidad
y contenido de arcilla se ven en las figuras 6.9 y 6.10 respectivamente. Entre
permeabilidad y porosidad Klimentos y McCann no encontraron relación al-
guna. Al no haber una clara relación entre permeabilidad y atenuación, los
autores sugirieron que una forma de unirlas puede ser a través del conteni-
do de arcillas, es decir, interrelacionar atenuación-contenido de arcillas con
contenido de arcillas-permeabilidad.
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Figura 6.8: Coeficiente de atenuación en función de la permeabilidad, (toma-
da de Klimentos y McCann, 1990).
Figura 6.9: Permeabilidad como una función del factor de calidad. Valores
registrados para muestras con una porosidad entre 8 y 36%, (tomada de
Klimentos y McCann, 1990).
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Figura 6.10: Permeabilidad en función del contenido de arcillas, (tomada de
Klimentos y McCann, 1990).
Figura 6.11: Velocidad de compresión como una función de la porosidad y el
contenido de arcilla. Valores registrados a 1 MHz de frecuencia y 40 MPa de
presión de confinamiento, (tomada de Klimentos, 1991).
6.2. RELACIONES 139
Figura 6.12: Velocidad de compresión como una función del contenido de
arcilla y de la porosidad. Valores registrados en muestras con una porosidad
del 6 al 36%, a 1 MHz de frecuencia y 40 MPa de presión de confinamiento,
(tomada de Klimentos, 1991).
Sobre las mismas muestras que en su trabajo anterior Klimentos (1991)
obtuvo una relación para la velocidad de propagación de una onda de com-
presión como función de la porosidad φ y el contenido de arcillas C. Tiene
la forma siguiente:
VP = 5,87− 6,99φ− 3,33C (6.9)
con un coeficiente de correlación de 0.96, donde VP está dada en km/s, y φ
y C en porcentaje.
En la figura 6.11 vemos la velocidad de compresión en función de la po-
rosidad, y para distintas zonas de contenido de arcillas. Si bien se aprecia
una tendencia en el orden de los datos, la dispersión es importante. Cuando
se representa la velocidad en función del contenido de arcillas (figura 6.12)
la tendencia decreciente es clara. Estos resultados están en completo acuer-
do con las investigaciones de Tosaya y Nur (1982), Kowallis et al. (1984) y
Han et al. (1986) que ya hemos comentado. Si además la porosidad se man-
tiene aproximadamente constante la dispersión de los resultados se reduce
notablemente, como lo indica la figura 6.13.
La representación de la velocidad en función de la permeabilidad se pue-
de observar en la figura 6.14. La dispersión es mucha para los valores por
debajo de 50 mD, sin embargo cuando la porosidad se mantiene constante
esta dispersión se reduce tal como vemos en la figura 6.15. Si consideramos
además el contenido de arcillas, figura 6.16, el efecto de la permeabilidad so-
bre la velocidad es despreciable. La ecuación obtenida por Klimentos (1991)
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Figura 6.13: Velocidad de compresión como una función del contenido de
arcilla. Valores registrados a 1 MHz de frecuencia y 40 MPa de presión de
confinamiento, para muestras con una porosidad media de 15 ± 1% (cua-
drados) y 28 ± 1% (ćırculos), (tomada de Klimentos, 1991).
Figura 6.14: Velocidad de compresión como una función de la permeabilidad.
Valores registrados a 1 MHz de frecuencia y 40 MPa de presión, para muestras
con porosidades entre 6 y 36%, (tomada de Klimentos, 1991).
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Figura 6.15: Velocidad de compresión como una función de la permeabilidad.
Valores registrados a 1 MHz de frecuencia y 40 MPa de presión, para muestras
con porosidades medias de 15 ± 1% (cuadrados) y 28 ± 1% (ćırculos),
(tomada de Klimentos, 1991).
relacionando estas variables es la siguiente:
VP = 5,66− 6,11φ− 3,53C + 0,0007k (6.10)
con un coeficiente de correlación de 0.96, siendo k la permeabilidad en mi-
lidarcios, φ la porosidad en porcentaje y C el contenido de arcillas en por-
centaje. Las frecuencias ultrasónicas utilizadas están entre 0.5 y 1.5 MHz, la
presión de confinamiento crece hasta 40 MPa, la porosidad de las muestras
está comprendida en un rango del 2 al 36% y la permeabilidad va de 0.001
a 306 mD, los contenidos de arcillas van de 0 a 30%.
Dado que las frecuencias ultrasónicas correspondientes a los ensayos de
laboratorio realizados por Klimentos, son diferentes de las frecuencias śısmi-
cas empleadas en los sondeos de campo, y con el objeto de poder trabajar a
partir de datos provenientes de esos sondeos, el autor relacionó la velocidad
determinada en laboratorio con la correspondiente a un registro de campo
tal que:
VP (sı́smica) = 5,27− 5,4φ− 2,54C + 0,001k
con un coeficiente de correlación igual a 0.93.
Resumiendo, digamos que la velocidad de las ondas de compresión VP
en areniscas saturadas con agua es inversamente proporcional al contenido
de arcilla (figuras 6.11 a 6.13). Decrece cuando se incrementa la porosidad,
aunque la dispersión de los resultados es grande. Cuando se tiene en cuenta
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Figura 6.16: Velocidad de compresión como una función de la permeabili-
dad. Valores registrados a 1 MHz de frecuencia y 40 MPa de presión, para
muestras con porosidades medias de 15 ± 1%, idéntica litoloǵıa, tamaño de
grano y ordenamiento, forma y tamaño de poros, y con un contenido de ar-
cilla despreciable (cuadrados) o igual a la porosidad (ćırculos), (tomada de
Klimentos, 1991).
el contenido de arcilla esta dispersión se reduce considerablemente. Como se
deduce de las expresiones halladas, el efecto de la porosidad sobre la veloci-
dad es aproximadamente el doble que el del contenido de arcilla. La velocidad
crece apenas con la permeabilidad, pero la dispersión para bajas permeabi-
lidades es mucha. Si la representación se hace para porosidad constante la
dispersión disminuye notablemente (figura 6.15). El efecto de la permeabili-
dad sobre la velocidad es despreciable en comparación con el de la porosidad
y el contenido de arcilla.
Aunque Klimentos sugirió que la compleja relación entre permeabilidad
y velocidad pueda ajustarse mejor a partir de interrelacionar velocidad-
contenido de arcillas y contenido de arcillas-permeabilidad, las estimaciones
de éste último parámetro a partir de estos resultados pueden ser muy incier-
tas. Una modelización de este tipo la realizó Marion et al. (1992) para obtener
un modelo arena-arcilla (figura 6.17) que posteriormente fue utilizado para
incorporar la información śısmica a la identificación de campos de permea-
bilidad (Rubin et al., 1992, Copty et al., 1993) y para la caracterización de
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Figura 6.17: Relación entre el logaritmo de la permeabilidad, la velocidad
śısmica de compresión, y la presión efectiva (diferencia entre la presión ejer-
cida por el terreno y la presión del agua en los poros), (tomada de Marion et
al., 1992).
litofacies (Copty y Rubin, 1995).
Akbar et al. (1993) relacionaron de forma teórica la atenuación de una
onda de compresión y la permeabilidad. La roca es modelizada como una
acumulación de celdas idénticas que contienen poros paralelos en su interior.
Los poros son representados por cilindros infinitamente largos, conteniendo
un fluido viscoso. A partir de este modelo, la atenuación y la permeabilidad
se estimaron de forma separada, como funciones de la dirección de propa-
gación de las ondas respecto de la dirección principal de los ejes de poros.
La atenuación se calculó en base al mecanismo de escurrimiento del flujo
y la permeabilidad según la relación de Kozeny-Carman. Tal modelización
parece ser razonable ya que el objetivo de los autores fue encontrar tenden-
cias generales, más que valores exactos de la atenuación en función de otros
parámetros. En la figura ?? presentamos los resultados del modelo teórico y
los datos medidos experimentalmente por Klimentos y McCann (1990), don-
de puede verse que el modelo se ajusta razonablemente bien a los datos de
laboratorio.
Best et al. (1994) discutieron las relaciones entre velocidades y atenua-
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Figura 6.18: Relación entre la atenuación y la permeabilidad. Ajuste del
modelo teórico obtenido por Akbar et al. (1993). Los asteriscos son los datos
experimentales de Klimentos y McCann (1990), (tomada de Akbar et al. ,
1993).
ciones en ondas de compresión y de corte, con la porosidad, la permeabilidad
y algunas propiedades mineralógicas de areniscas y pizarras saturadas con
agua. La técnica de medida utilizada por estos autores fue la misma que
emplearon Klimentos y McCann (1990). Todas las relaciones fueron estable-
cidas emṕıricamente para una frecuencia de alrededor de 0.85 MHz y una
presión confinante de 60 MPa. Las siguientes son las que relacionan paráme-
tros hidráulicos y acústicos.
Relación entre los factores de calidad y la porosidad: queda claro, al
igual que en Klimentos y McCann (1990), que la porosidad no es el
parámetro determinante de los factores de calidad para este tipo de
rocas (figura 6.19).
Relación entre los factores de calidad y la permeabilidad: hay una leve
tendencia a que todas las rocas con permeabilidades mayores de 100
milidarcios tengan factores de calidad altos (figura 6.20), sin embargo
Best et al. concluyeron que la velocidad śısmica es independiente de la
permeabilidad.
Se establecen relaciones entre los factores de calidad QS [-] y QP [-], la
porosidad φ [%] y el contenido total de minerales CT [%], que son las
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Figura 6.19: Factores de calidad para ondas de compresión (a) y para ondas
de corte (b) en función de la porosidad. Valores registrados para 29 muestras
de areniscas y pizarras saturadas de agua, (tomada de Best et al., 1994).
que siguen:
QP = 86,0− 0,703φ− 1,27CT (6.11)
QS = 59,4− 0,917φ− 0,673CT (6.12)
Relación entre las velocidades de compresión y de corte con la porosi-
dad: se puede notar un leve decremento de las velocidades al aumentar
la porosidad (figura 6.21).
Relación entre la permeabilidad y las velocidades: no hay una relación
significativa entre estos dos atributos (figura 6.22).
Es importante no perder de vista que todos estos resultados fueron obteni-
dos a frecuencias ultrasónicas, las cuales difieren de las empleadas en sondeos
śısmicos de superficie y verticales. Por esta razón, Best et al. señalaron que
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Figura 6.20: Factores de calidad para ondas de compresión (a) y para ondas
de corte (b) como una función de la permeabilidad. Valores registrados para
29 muestras de areniscas y pizarras saturadas de agua, (tomada de Best et
al., 1994).
aún se debe continuar con las investigaciones que relacionen los resultados a
frecuencias ultrasónicas con las mucho más bajas frecuencias de los ensayos
de campo.
Best y McCann (1995) estudiaron la relación entre la atenuación śısmica,
expresada a través de los factores de calidad para las ondas P y S, con la
viscosidad del fluido en los poros de muestras de areniscas ricas en arcillas;
y su dependencia de la frecuencia del sondeo. Mas que establecer relaciones
expĺıcitas los autores intentaron validar, a partir de medidas tomadas en labo-
ratorio, el modelo teórico de Biot (1956a y b) el cual relaciona la atenuación
de una onda śısmica con la frecuencia y la viscosidad del fluido en los poros
del terreno.
Vernik (1994) señala que las relaciones emṕıricas que hasta aqúı fue-
ron presentadas sugieren la existencia de relaciones simples entre parámetros
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Figura 6.21: Velocidades para ondas de compresión (a) y para ondas de corte
(b) como una función de la porosidad. Valores registrados para 29 muestras
de areniscas y pizarras saturadas de agua, (tomada de Best et al., 1994).
geof́ısicos (velocidades śısmicas) y parámetros petrof́ısicos (porosidad y con-
tenido de arcillas). Sin embargo estas relaciones no consideran parámetros
litológicos como la mineraloǵıa, la posición textural de las arcillas, y el ta-
maño y la distribución de poros; por lo que la predicción de la porosidad es
generalmente muy incierta. Esto puede observarse en la figura 6.23 en la cual
se representan los resultados experimentales obtenidos por distintos investi-
gadores para la relación entre la velocidad de compresión VP en km s
−1 a 40
MPa y la porosidad φ en porcentaje. Puede verse que para un dado valor de
la velocidad el rango de valores de la porosidad puede ser de alrededor de 15
unidades. En la misma figura se representaron las curvas teóricas a partir de
las ecuaciones de Wyllie et al. (1956) y de Raymer et al. (1980). Como hemos
visto, estas expresiones fueron posteriormente mejoradas incorporando como
variable independiente el contenido de arcillas. Sin embargo la determinación
precisa del porcentaje de materiales arcillosos en una muestra de suelo es un
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Figura 6.22: Velocidades para ondas de compresión (a) y para ondas de cor-
te (b) como una función de la permeabilidad. Valores registrados para 29
muestras de areniscas y pizarras saturadas de agua, (tomada de Best et al.,
1994).
problema dif́ıcil, lo que limita bastante el uso de tales expresiones.
Por estas razones Vernik (1994) presentó una nueva aproximación a las
relaciones entre la velocidad y la porosidad basada en una clasificación petro-
f́ısica de muestras silicoclásticas (Vernik y Nur, 1992). En esta clasificación
las rocas silicoclásticas son divididas en dos clases en función del contenido de
materiales arcillosos. Por debajo del 15% de arcilla se habla de una pizarra
soportada por los granos (grain-supported), y por encima de ese 15% de
una pizarra soportada por la matriz de arcilla (clay matrix-supported). La
primera clase comprende arenitas limpias (contenido de arcillas menor que
el 2%) y arenitas alteradas (contenido de arcillas entre el 2 y el 15%) y
la segunda incluye grauvacas (wacke) (contenido de arcillas entre el 15 y el
35%) y pizarras (contenido de arcillas mayor que el 37%).
En la figura 6.24 los mismos datos de la figura 6.23 (sin las arenas no
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Figura 6.23: Relación entre la velocidad de compresión VP y la porosidad φ.
Valores registrados para 104 muestras silicoclásticas compiladas a partir de
Domenico (1977), Han et al. (1986), Klimentos y McCann (1990), y Vernik
y Nur (1992). Las ĺıneas corresponden a las soluciones teóricas de Wyllie et
al. (1956) y Raymer et al. (1980), (tomada de Vernik, 1994).
Figura 6.24: Relación entre la velocidad de compresión VP y la porosidad φ.
Valores registrados para 97 muestras silicoclásticas consolidadas divididas en
los cuatro grupos petrof́ısicos propuestos por Vernik y Nur (1992). Las ĺıneas
discontinuas corresponden a cuatro modelos lineales ajustados por mı́nimos
cuadrados, (tomada de Vernik, 1994).
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Figura 6.25: Relación entre la permeabilidad k y la porosidad φ. Valores re-
presentados para arenitas limpias y alteradas a partir de los datos registrados
por Walls et al. (1982), Ehrenberg (1990), y Klimentos y McCann (1990). En
ĺıneas discontinuas los modelos a partir de la ecuación de Kozeny modificada
por Timur (1968) para las relaciones diferentes entre Swi y φ, (tomada de
Vernik, 1994).
consolidadas y pobremente cementadas) son representados y divididos en
los cuatro grupos comentados en el párrafo anterior. Los ajustes lineales
para cada uno de los grupos petrof́ısicos expresando la velocidad śısmica en
km/seg y la porosidad en porcentaje son:
VP = 6,07− 7,97φ (arenitas limpias)
VP = 5,52− 6,91φ (arenitas alteradas)
VP = 5,19− 7,21φ (grauvacas)
VP = 4,93− 9,03φ (pizarras)
(6.13)
La fuerte correlación entre la porosidad y la velocidad puede ser utiliza-
da para establecer relaciones entre porosidad y permeabilidad, y establecer
aśı un puente entre velocidad y permeabilidad. Vernik utiliza una versión
modificada de la ecuación de Kozeny (Timur, 1968) para calcular la permea-









Figura 6.26: Relación entre la velocidad de compresión VP y la porosidad φ.
Valores registrados para arenitas limpias y alteradas. En ĺıneas de trazo los
modelos teóricos de Vernik, (tomada de Vernik, 1997).
donde k es la permeabilidad intŕınseca en milidarcios, φ [-] es la porosidad
y Swi [-] es la saturación irreductible de agua. Este último factor está rela-
cionado con el contenido de arcillas y la textura de la roca, incluyendo el
tamaño y distribución de los granos. En la figura 6.25 se muestran los resul-
tados experimentales y teóricos para las arenitas limpias y alteradas según
la última relación.
Posteriormente Vernik (1997) ha presentado un modelo teórico (concebido
a partir de los trabajos de Kachanov et al., 1994) que explica las relaciones
que emṕıricamente hab́ıa encontrado en sus trabajos anteriores. El mode-
lo, al que denominó unificado, parte de las expresiones que relacionan a la











donde φ es la porosidad en porcentaje, δo es la densidad de los minerales
en kg/m3, VP es la velocidad de la onda de compresión en km/s, VS es la
velocidad de la onda de corte en km/s, y MD (Bulk Modulus) y GD (Rigidity
or Shear-Modulus) son los módulos elásticos de las muestras para las ondas
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P y S respectivamente medidos en kPa. Las expresiones para estos módulos
son:
MD =
Eo(1− φ)2 [1− 2φ− Γ(1− φ) + κφ(1− φ)]
[1 + Γ(1− φ) + κφ(1− φ)] [1− 3φ− 2Γ(1− φ) + κφ(1− φ)]
GD =
Go(1 + Γ)(1− φ)2
1 + [Γ + κφ] (1− φ)
donde Eo y Γ son el módulo de Young en kPa y el coeficiente de Poisson del
sólido respectivamente, y κ es el factor de forma de poro. Vernik propone
asumir que:
κ = (3,2 + 9,65φ)
En la figura 6.26 presentamos los resultados experimentales y los deriva-
dos del modelo unificado para el caso de las arenitas limpias y alteradas. Se
puede ver que el modelo predice una relación cuasi-lineal entre velocidad y
porosidad de acuerdo a lo concluido por Vernik en sus trabajos anteriores.
6.3. Śıntesis de las relaciones encontradas
En la tabla 6.1 presentamos las relaciones entre parámetros hidrogeológi-
cos y śısmicos que se encontraron en la literatura. Podemos resaltar que las
primeras relaciones son las más sencillas y sólo consideran a la porosidad del
medio como la variable hidrogeológica a tener en cuenta.
Posteriormente, los investigadores incorporaron la influencia del conteni-
do de los minerales arcillosos del terreno. Si se trata de las velocidades parece
que, de acuerdo a estas relaciones, la porosidad del medio tiene una influen-
cia aproximadamente igual al doble de la que tiene el contenido de arcillas.
Cuando el parámetro geof́ısico registrado es la atenuación de la onda que se
propaga por el medio, el efecto del contenido de arcillas puede ser un orden
de magnitud más grande que el debido a la porosidad. La permeabilidad del
terreno no parece afectar a los parámetros śısmicos.
Conviene aclarar que en esta tesis sólo han sido consideradas aquellas
relaciones entre parámetros geof́ısicos e hidrogeológicos, y que en los trabajos
citados se establecieron otros tipos de relaciones. Por ejemplo se relacionan los
parámetros śısmicos entre śı o con parámetros que describen las propiedades
elásticas del medio. Las relaciones presentadas por Vernik (1997) consideran
tanto parámetros elásticos como hidrogeológicos.
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Autor/es Relaciones











Raymer et al. (1980), ec. (6.2) VP = (1− φ)2Vm + φVf
Tosaya y Nur (1982), ec. (6.4) VP = 5,80− 8,60 φ− 2,40C
Kowallis et al. (1984), ec. (6.5) VP = 5,60− 9,20 φ− 5,70C
Han et al. (1986), ecs. (6.6) y (6.7) VP = 5,59− 6,93φ+ 2,18C
VS = 3,52− 4,91φ+ 1,89C
Klimentos y McCann (1990), ec. (6.8) α = 0,0315φ+ 0,241C − 0,132
Klimentos (1991), ecs. (6.9) y (6.10) VP = 5,87− 6,99φ− 3,33C
VP = 5,66− 6,11φ− 3,53C+
+0,0007k
Best et al. (1994), ecs. (6.11) y (6.12) QP = 86,0− 0,703φ− 1,27CT
QS = 59,4− 0,917φ− 0,673CT
Vernik (1994), ecs. (6.13) VP = 6,07− 7,97φ
VP = 5,52− 6,91φ
VP = 5,19− 7,21φ
VP = 4,93− 9,03φ








Cuadro 6.1: Resumen de las relaciones entre parámetros hidrogeológicos y
śısmicos. VP : velocidad śısmica de la onda de compresión, Vf : velocidad en el
fluido saturante, Vm: velocidad en la matriz sólida, φ: porosidad, δm: densidad
de la fase sólida, δw: densidad del fluido, C: contenido de materiales arcillosos,
VS: velocidad śısmica de la onda de corte, α: coeficiente de atenuación, k:
permeabilidad, QP : factor de calidad de la onda de compresión, QS: factor
de calidad de la onda de corte, CT : contenido total de minerales arcillosos,
δo: densidad de los minerales, MD y GD: módulos elásticos de las muestras
para las ondas P y S respectivamente.
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6.4. Consideraciones finales
A partir de los trabajos analizados podemos afirmar que:
Existe un acuerdo entre los investigadores en cuanto a las tendencias
generales que muestran las relaciones entre parámetros śısmicos e hi-
drogeológicos. Las velocidades śısmicas, tanto la de compresión como
la de corte, decrecen conforme aumenta la porosidad.
Prácticamente todas las relaciones ajustadas son de tipo lineal, cuyos
coeficientes fueron obtenidos por medio de mı́nimos cuadrados. Es espe-
rable que tales coeficientes puedan variar sensiblemente de un entorno
geológico a otro.
Las primeras relaciones (Wyllie et al., 1956 y Raymer et al., 1980) están
basadas en la ecuación del tiempo medio. En este tipo de relaciones la
velocidad śısmica está ligada sólo a la porosidad. Como hemos visto
en la figura 6.23 los ajustes según estas relaciones conllevan una gran
incertidumbre cuando queremos conocer la porosidad a partir de un va-
lor de la velocidad. Dvorkin y Nur (1998) revisaron estas ecuaciones y
mostraron que la derivada por Raymer et al. (1980) puede ser utilizada
para relacionar la velocidad de la onda de compresión VP con la poro-
sidad φ en areniscas cementadas saturadas para un amplio rango de φ.
Para el caso de rocas no cementadas y no consolidadas estas ecuaciones
son inadecuadas.
Posteriormente los investigadores consideraron, junto con la porosidad,
el contenido de minerales arcillosos como variables independientes en
las relaciones con la velocidad śısmica (Tosaya y Nur, 1982; Kowallis
et al., 1984; Han et al., 1986; y Klimentos, 1991). La influencia de la
porosidad sobre las velocidades śısmicas es de 2 a 15 veces más impor-
tante que la correspondiente al contenido de arcillas. Sin embargo, de
acuerdo a Klimentos y McCann (1990) el porcentaje de arcillas es de-
cisivo con respecto a los valores de la atenuación de las ondas śısmicas
en el terreno. En cuanto a los factores de calidad Best et al. (1994)
concluyen que la influencia de la porosidad y la arcilla está bastante
repartida. Vernik (1994) señala que la determinación precisa del por-
centaje de arcillas es dif́ıcil, lo cual afecta la confianza de las relaciones
que se establecen en función de aquel porcentaje.
La clasificación petrof́ısica que Vernik realizó para materiales silicoclásti-
cos mostró que los ajustes lineales dentro de cada grupo son muy bue-
nos, reduciendo la incertidumbre en la relación velocidad-porosidad de
6.4. CONSIDERACIONES FINALES 155
forma considerable con respecto a las relaciones encontradas previa-
mente.
En cuanto a la permeabilidad, Klimentos (1991) demostró que no pare-
ce afectar a las velocidades śısmicas. Parece lógico ligar variables como
la velocidad o atenuación con la porosidad, a través del contenido de
arcilla. Eligiendo luego una relación adecuada entre la porosidad y la
permeabilidad, puede obtenerse un modelo śısmico-hidrogeológico. Sin
embargo, al igual que en las relaciones con parámetros resistivos, es
ambicioso pretender un modelo de aplicación general.
Un aspecto a tener en cuenta es el relacionado con las frecuencias de
trabajo. La mayoŕıa de las investigaciones comentadas fueron realizadas
en laboratorio (pulse echo method) a frecuencias ultrasónicas del orden
de 1 MHz. En la práctica, la frecuencia de trabajo es menor de 200
Hz para prospección śısmica y de 10 a 30 KHz para un reconocimien-
to acústico. Luego las relaciones obtenidas deben ser adecuadamente
validadas para su aplicación a datos de campos.
Parte III





En caṕıtulos anteriores nos hemos centrado en mostrar de dónde se puede
extraer información que pueda complementar la información hidrogeológica
y qué tipo de relaciones fueron establecidas entre uno y otro tipo de infor-
mación. Todas estas relaciones son determińısticas y en su mayoŕıa lineales.
Además no fue posible encontrar leyes de tipo general, y todos los investiga-
dores se muestran prudentes a la hora de aplicar las relaciones encontradas
fuera del ámbito donde fueron derivadas.
En esta parte de la tesis abordaremos una serie de métodos, pertenecien-
tes al ámbito de la geoestad́ıstica, disponibles para relacionar distintos tipos
de información, como la geof́ısica y la hidrogeológica. Más que dedicarnos a
establecer relaciones como las anteriormente presentadas, nos interesa mos-
trar un conjunto de herramientas capaces de integrar de forma sistemática lo
más relevante de toda la información disponible, orientados a la resolución
de problemas en los cuales es necesario caracterizar el comportamiento del
flujo de agua subterránea y el transporte de contaminantes con vistas a la
cuantificación de la incertidumbre en un análisis de riesgo, por ejemplo, de
un futuro emplazamiento de desechos peligrosos. El contenido de los caṕıtu-
los 7 a 11 fue utilizado para preparar un informe publicado por ENRESA
(Cassiraga y Gómez-Hernández, 1996a).
7.1. Interpolación en el espacio
El problema que se plantea es el de la interpolación espacial de una va-
riable a partir de datos de diferente tipo y fiabilidad, provenientes de fuentes
y escalas distintas. La idea clave es intentar utilizar todos los datos dispo-
nibles para elaborar un modelo de correlación espacial entre las variables de
interés. Este modelo es exportado a zonas donde es necesario inferir la varia-
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ble principal a partir de los, generalmente escasos, datos disponibles de dicha
variable y de la más numerosa, pero menos precisa, información acerca de
una o más variables secundarias. La eficiencia de este procedimiento depende
de cuánta información es extráıda de los datos, y de la representatividad del
modelo de correlación espacial a exportar.
En el proceso de integración de información, la calibración de los distintos
tipos de datos es un paso esencial. Calibración significa que los datos duros
son considerados de referencia mientras que los datos blandos deben ser ca-
librados “contra” aquellos. Para realizar esta calibración es necesario contar
con un conjunto de datos integrado por medidas de la variable de interés, y
de la o las variables secundarias en las mismas localizaciones o muy cercanas
a aquéllas en donde se conoce la variable principal. Todos los parámetros
que definen el modelo de correlación espacial al que haćıamos referencia son
extráıdos de este grupo de datos como por ejemplo el coeficiente de corre-
lación. Como hemos mostrado al analizar las relaciones entre parámetros
hidrogeológicos y geof́ısicos, en general se extraen sólo los estad́ısticos de re-
gresión lineal a partir de unos pocos datos. Sin embargo hay casos en donde
una mera regresión lineal es insuficiente para cuantificar la relación entre dos
o más variables.
Por ejemplo, observemos el diagrama de dispersión de la figura 7.1 en el
que se representan gráficamente los valores correspondientes a 960 parejas de
calibración. A partir de este diagrama puede verse que no sólo la regresión
entre las variables no es lineal, sino que la dispersión vertical de los valores
es diferente según el valor considerado de la variable secundaria. Los valores
bajos de ambas variables están mejor correlacionados que los valores altos. Un
modelo para ser exportado a zonas no muestreadas y del cual se derivarán
estimaciones de Z a partir de V , debe ser capaz de informar acerca de la
dispersión señalada arriba. Es decir, no sólo es necesaria una medida de la
localización media de la nube de puntos, sino también una medida de su
dispersión, esto es, una varianza en función del valor de V .
Cuando las distribuciones de Z condicionadas a los valores de V son
muy diferentes, podemos estar interesados en exportar no sólo la media y
la varianza de cada distribución, sino también la forma de la misma. Nos
interesa entonces modelizar la distribución completa de la variable a estimar
condicionada a la información secundaria, la cual se expresa como:
Prob {Z ≤ zk |V ∈ (v1; v2)}
donde Z representa la variable principal, zk un dado valor de ésta, V la
variable secundaria, y (v1; v2) un intervalo en el rango de variación de V . La
expresión anterior representa la información que se tiene acerca de la variable
principal cuando la secundaria pertenece a un intervalo dado.















Diagrama de dispersion (960 datos)









































Figura 7.1: Ejemplo de un diagrama de dispersión en el cual la regresión es
no lineal. Las distribuciones condicionales de Z cambian de forma, de sesgo y
de varianza según las clases de V . Los histogramas corresponden a los puntos
dentro de las barras sombreadas para V ∈ a (200; 400) a la izquierda y para
V ∈ a (600; 800) a la derecha.
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Las probabilidades asociadas a la expresión anterior también pueden de-
rivarse a partir de un conjunto de datos de calibración. En un esquema de
análisis bayesiano (ver Box y Tiao, 1973) estos valores definen una función
de probabilidad previa calibrada a partir de un mı́nimo de información (los
datos de calibración). El objetivo del problema de interpolación en el espacio
es mejorar esta función inicial incorporando las medidas disponibles de las
variables consideradas, tanto duras como blandas, en cada localización y en
su entorno. Esto da como resultado una función de probabilidad posterior,
función que está condicionada a toda la información disponible. Esto es:
Prob {Z ≤ zk | toda la información disponible}
Una función como la descrita arriba constituye un modelo de incertidum-
bre de la variable de interés. Si disponemos de modelos de incertidumbre en
cada localización a estimar es posible obtener mapas de riesgo representando
distintos ı́ndices de interés, por ejemplo, un estimador óptimo de la variable,
probabilidades de que su valor esté por encima o por debajo de un cierto um-
bral, o el error cometido en las estimaciones (ver Gómez-Hernández 1991b,
1993a y b).
7.2. Clasificación de los algoritmos
Los algoritmos para cartografiar una variable principal a partir, tanto de
la información dura disponible como de la información blanda acerca de una
o más variables secundarias, pueden clasificarse en dos grupos:
algoritmos de interpolación o de estimación, y
algoritmos de representación estocástica o de simulación.
Los algoritmos de interpolación producen una única imagen que consiste
en un campo interpolado de la variable de interés. En cada nodo de ese
campo se estima un valor de acuerdo a un cierto criterio de optimalidad.
Por ejemplo en el krigeado/cokrigeado se busca minimizar la varianza del
error cuadrático medio cometido en cada estimación. Esta varianza mı́nima
es considerada una medida de incertidumbre de la estimación realizada, y
el mapa construido con ellas es indicativo de la incertidumbre del campo
estimado. Los campos obtenidos por cualquier algoritmo de interpolación
suelen ser suaves, no reflejando la variabilidad que el parámetro estimado
tiene en la realidad. Cada valor estimado es “coherente” con los datos pero
no con los valores estimados en otros nodos.
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Las técnicas de representación estocástica persiguen la generación de rea-
lizaciones múltiples del atributo simulado, todas igualmente plausibles en el
sentido de que reproducen los datos y los patrones de correlación espacial
observados. Los datos duros se reproducen exactamente y los blandos con un
grado de tolerancia determinado por la precisión de los mismos. Al generar
varias realizaciones del mismo proceso, las diferencias entre cada realización
proveen una medida cuantitativa y visual de la incertidumbre en el paráme-
tro modelizado. Puesto que todas las realizaciones reproducen los datos y el
grado de variabilidad impuesto, cualquier realización podŕıa corresponder a
la realidad.
En los caṕıtulos siguientes los métodos de interpolación y de represen-
tación estocástica son descritos con cierto detalle. Un caso práctico, más o
menos sencillo, permite evaluar el comportamiento de los métodos de esti-
mación. Para los métodos de representación estocástica el ejercicio es más
complejo y emula el proceso de evaluación de la incertidumbre en el análi-
sis de variables como los tiempos de viaje advectivo y la posición de llega-
da de part́ıculas liberadas dentro del área de estudio. En la mayoŕıa de las
técnicas de representación estocástica presentadas, el condicionamiento a la
información disponible se hace v́ıa simulación secuencial, por lo que este al-
goritmo es descrito en detalle y evaluado con detenimiento. Con la idea de
mejorar y extender la utilización de la técnica de simulación de campos de
probabilidad, presentamos un estudio de la sensibilidad de la estructura de
variabilidad espacial de estos campos a la cantidad y calidad de la informa-
ción condicionante. Por último, introducimos un nuevo algoritmo capaz de




La predicción más simple de una variable en función de la otra es la
regresión lineal. En tal modelo asumimos que la dependencia entre variables
puede ser adecuadamente descrita por una ĺınea recta, es decir, por una
ecuación del tipo:
z1 = a · z2 + b
donde z1 y z2 son los valores de las variables, y a y b coeficientes a determinar.
Una técnica para estimar los parámetros a y b en este modelo, es el método
de los mı́nimos cuadrados. Después de aplicar este método la pendiente a y




b = mz2 − amz1
donde ρ es el coeficiente de correlación lineal entre las variables z1 y z2;
σz1es la desviación t́ıpica de los valores de la variable z1; σz2es la de los
valores de la variable z2; y mz1 y mz2 sus correspondientes valores medios.
Este algoritmo es extremadamente sencillo y presenta algunas limitaciones
que comentamos a continuación. En cada punto donde se quiere estimar la
variable principal, debemos contar con una medida de la variable secundaria.
Los valores estimados son función de un sólo valor, cuando es más razonable
pensar que un parámetro correlacionado en el espacio, lo sea también de los
valores en su entorno. En esta técnica no existe la posibilidad ni de cuantificar
la incertidumbre de las estimaciones realizadas, ni de tener en cuenta la
correlación espacial de los datos. La recta ajustada no reproduce, en general,
los datos disponibles.
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Como hemos descrito en esta tesis al revisar las relaciones entre atributos
geof́ısicos e hidrogeológicos, la técnica de regresión lineal por mı́nimos cua-
drados fue, y aún lo es, ampliamente utilizada por los investigadores para la
integración/correlación de estos parámetros, razón por la cual hemos querido
comentarla brevemente en este apartado.
8.2. Krigeado
Krigeado (ver por ejemplo Journel, 1989; Isaaks y Srivastava, 1989; Deuts-
ch, 1991; y Goovaerts, 1997), es un nombre genérico que, en honor a Danie
Krige, fue dado a un conjunto de técnicas de interpolación pertenecientes
todas al grupo de algoritmos de regresión por mı́nimos cuadrados genera-
lizados. La idea básica del krigeado es estimar el valor desconocido de un
atributo z en el punto de coordenadas u0 como una combinación lineal de
n valores conocidos de z, cuyas coordenadas son uα, con α = 1, ..., n. Para
representar el parámetro de interés z(u), donde u es el vector que indica
sus coordenadas espaciales, adoptamos un modelo estocástico. Este modelo
estocástico consiste en admitir que los valores que puede tomar z dentro del
área en estudio vienen dados por una función aleatoria Z(u).






donde el śımbolo ∗ denota que se trata de un estimador; m(u0) y m(uα) son
los valores esperados de las variables aleatorias Z(u0) y Z(uα) respectiva-
mente, y λα, α = 1, .., n son los coeficientes de ponderación asignados a los
datos de la variable que intervienen en la estimación.
La representación estocástica del atributo z(u), permite definir el error
en la estimación realizada como:
R(u0) = Z
∗(u0)− Z(u0)
donde R(u0) es el error cometido en la estimación del atributo z en la lo-
calización u0; y Z
∗(u0) y Z(u0) son el valor estimado y el valor verdadero
respectivamente. El valor estimado por krigeado es por construcción aquel
que minimiza la varianza del error de la estimación y es además un estimador
insesgado, o sea, para el punto de coordenadas u0 el objetivo del krigeado es:
mı́nσ2R(u0) = mı́nV ar {Z∗(u0)− Z(u0)} (8.2)
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bajo la restricción
E {Z∗(u0)− Z(u0)} = 0 (8.3)
Todos los estimadores por krigeado son una variante de la expresión gene-
ral (8.1) en la cual los coeficientes de ponderación λα se obtienen resolviendo
el sistema de ecuaciones lineales que surge de las condiciones (8.2) y (8.3). A
continuación describiremos brevemente las principales variantes del krigeado.
Para una exhaustiva descripción de cada algoritmo el lector interesado puede
consultar alguno de los textos citados al iniciar este apartado.
8.2.1. Krigeado simple





donde m, que es igual al valor esperado de la variable aleatoria Z, se con-
sidera conocida y constante en todo el dominio de la estimación, y en la
práctica se identifica con el valor medio de los datos. Como hemos dicho los
coeficientes de ponderación λα vienen determinados al exigir que el estimador
sea insesgado y que la varianza de los errores sea mı́nima, lo cual conduce al
siguiente sistema lineal de ecuaciones, llamado sistema de krigeado simple:
n∑
β=1
λβC(uα − uβ) = C(uα − u0), α = 1, ..., n
donde C(h) es la covarianza para el vector de separación h. En este sistema,
a la izquierda de la igualdad están las covarianzas entre los datos y a la







donde σ2es la varianza correspondiente a los datos, o sea C(0). El mapa de los
valores de σ2KS permite cuantificar la incertidumbre en el campo estimado.
Krigeado simple con media variable
El estimador por krigeado simple requiere el conocimiento previo de la
media m y se asume que este valor es constante sobre todo el campo esti-
mado. Si disponemos de información acerca de alguna variable secundaria
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correlacionada de alguna forma con la variable principal, es posible reempla-
zar la media m, constante sobre el dominio de la estimación, por una media
m(u) variable localmente e inferida a partir de la información secundaria.
Una forma de realizar esta inferencia es discretizar el rango de variación del
atributo secundario en K clases e identificar la media local m(u) para cada
localización a estimar con la media de los valores de la variable principal
colocalizados con los valores de la variable secundaria para cada una de sus
K clases, por ejemplo a partir de un diagrama de dispersión como el de la
figura 7.1. Hablamos entonces de krigeado simple con media variable.
8.2.2. Krigeado ordinario
En el krigeado ordinario, la media es desconocida y se reestima localmente
a partir de los datos que intervienen en cada estimación. El estimador por





La sumatoria de los pesos debe ser igual a la unidad para que el estimador
obtenido sea insesgado, que junto a la condición de error mı́nimo resulta en
el sistema de krigeado ordinario:
n∑
β=1




donde µ es el parámetro de Lagrange introducido en la minimización del
error sujeto a la condición de que los pesos sumen uno. La expresión para la





λαC(uα − u0)− µ
8.2.3. Krigeado universal
El krigeado universal, o mejor dicho el krigeado con un modelo de ten-
dencia, considera que la variación espacial de la media local tiene una forma
dada por un polinomio de orden bajo en función de las coordenadas, pero de
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donde m(u) es la media en el punto de coordenadas u; al, con l = 0, ..., L
son coeficientes desconocidos, y fl(u) son monomios de orden bajo función
de las coordenadas. Por ejemplo un modelo lineal en dos dimensiones tendŕıa
la siguiente expresión:
m(u) = a0 + a1x+ a2y
y uno cuadrático
m(u) = a0 + a1x+ a2y + a3x
2 + a4y
2 + a5xy





La condición de no sesgo resulta en L restricciones que deben satisfacer los
pesos λα, que unidas a la minimización del error resulta en el sistema de
krigeado universal, cuyas expresiones son las siguientes:
n∑
β=1
λβC(uα − uβ) +
∑L
l=0 µlfl(uα) = C(uα − u0), α = 1, ..., n
n∑
β=1
λβfl(uβ) = fl(u0), l = 0, ..., L
La restricción para l = 0 es la clásica restricción del krigeado ordinario,
que corresponde a un modelo m(x, y) = a0. La varianza de los errores por








µlfl(uα), α = 1, ..., n
8.3. Krigeado con deriva externa
El krigeado con una deriva externa (ver por ejemplo Journel y Rossi,
1989 y Deutsch, 1991) es una extensión del krigeado universal. Consiste en
considerar una función de tendencia f1(u), definida en cada localización a
partir de una variable secundaria z2(u), que debe variar suavemente en el
espacio. Es necesario disponer de un valor de la variable secundaria en cada
punto a estimar. Si éste no fuera el caso, una solución seŕıa krigear primero la
variable secundaria en todo el dominio del problema. En general se considera
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a la variable secundaria z2(u) relacionada de forma lineal con la media de la
variable primaria m1(u), tal que:
m1(u) = a0 + a1z2(u)





donde n1 es el número de datos correspondientes a la variable primaria z1(u)
que intervienen en cada estimación. Los coeficientes en este estimador surgen











Las dos últimas ecuaciones resultan de imponer la condición de no sesgo.
Nótese que este sistema de ecuaciones sólo utiliza la covarianza de la variable
principal. La expresión para la estimación de la varianza de los errores por





λαC1(uα − u0)− µ0 − µ1z2(uα), α = 1, ..., n1
El campo resultante de z1 es por construcción semejante al campo de
la variable secundaria z2. Sin embargo este algoritmo no considera la corre-
lación cruzada entre variables. La variable secundaria sólo informa acerca
de la deriva de la variable primaria. Por ejemplo, y si bien esto puede ser
dif́ıcil de documentar en la práctica, puede considerarse que los tiempos de
viaje śısmicos definen las tendencias locales en la porosidad. Esta tendencia
no puede ser inferida a partir de los escasos y dispersos datos directos de
porosidad, por lo que resulta interesante incorporarla a través de krigeado
con una deriva externa. Marechal (1984) y Araktingi et al. (1992) utilizaron
esta técnica con datos śısmicos.
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8.4. Cokrigeado
Las técnicas de krigeado presentadas hasta aqúı sólo se diferencian en
la manera en que incorporan la superficie media en un problema de inter-
polación espacial. En cuanto a la incorporación de información secundaria,
tanto el krigeado con media variable como el krigeado con una deriva externa,
requieren que la información secundaria esté disponible en todas las localiza-
ciones a estimar. En muchas situaciones prácticas la información secundaria
no está disponible de forma exhaustiva. La técnica del cokrigeado permite
incorporar una o varias variables secundarias en la estimación de un atributo
principal cuando las primeras no son conocidas sobre todo el dominio de la
estimación.
El cokrigeado (ver Myers, 1982, 1984 y 1985; Isaaks y Srivastava, 1989;
Goovaerts, 1997), no se diferencia del krigeado desde un punto de vista al-
goŕıtmico. Su novedad es que permite que los datos secundarios participen
directamente en la estimación de la variable principal. Es decir que la in-
formación secundaria se trata como información covariada. Desde el punto
de vista de la incorporación de atributos externos, el cokrigeado hace mejor
uso de la información en el sentido de que, tanto la magnitud de la variable
secundaria, como sus patrones de variación espacial, son considerados en la
estimación de la variable principal. La cantidad de codependencia lineal es
capturada por las covarianzas cruzadas y, a diferencia del krigeado con una
deriva, la variable externa no necesita estar disponible en todos los puntos
en los que se desea estimar la variable primaria. La forma general que toma












donde z1(uα1), α1 = 1, ..., n1, son los n1 datos principales; zi(uαi), αi =
1, ..., ni, i = 2, ..., Nv, son los datos secundarios correspondientes a (Nv − 1)
variables secundarias; m1 es la media de la variable principal; mi son las me-
dias de las variables secundarias y λα los coeficientes de ponderación de los
datos que intervienen en cada estimación. La localización y el número de los
datos secundarios puede ser diferente de una a otra variable y con respecto
a los datos principales. Por simplicidad en adelante consideramos sólo una
variable secundaria a menos que se indique lo contrario. Al igual que para
krigeado, los coeficientes de ponderación en la ecuación (8.4), se obtienen re-
solviendo el sistema de ecuaciones lineales que surge de minimizar la varianza
del error (8.2) en cada estimación sujeta a la restricción de estimador inses-
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gado (8.3). A continuación describimos someramente las distintas variantes
del cokrigeado.
8.4.1. Cokrigeado simple
Si disponemos de datos de una variable principal z1 y de una variable
secundaria z2, el estimador por cokrigeado simple de la variable principal








donde z1 es la variable principal; z2 es la variable secundaria; m1 y m2 son
sus medias; n1 es el número de datos primarios y n2 es el número de datos
secundarios. Los pesos λα se obtienen resolviendo el siguiente sistema de
ecuaciones lineales o sistema de cokrigeado simple:
n1∑
β1=1
λβ1C1(uα1 − uβ1) +
n2∑
β2=1
λβ2C12(uα1 − uβ2) = C1(uα1 − u0), α1 = 1, ..., n1
n1∑
β1=1
λβ1C12(uα1 − uβ2) +
n2∑
β2=1
λβ2C2(uα2 − uβ2) = C12(uα2 − u0), α2 = 1, ..., n2
(8.5)
donde intervienen tanto la covarianza de la variable primaria C1(uα1 − uβ1)
como la de la secundaria C2(uα2−uβ2) y la covarianza cruzada C12(uα1−uβ2).
Como en el krigeado simple, el algoritmo de cokrigeado simple requiere cono-
cer las medias de las variables consideradas. La expresión para la varianza
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y los coeficientes de ponderación resultan de la solución de las ecuaciones
siguientes o sistema de cokrigeado ordinario:
n1∑
β1=1
λβ1C1(uα1 − uβ1) +
n2∑
β2=1
λβ2C12(uα1 − uβ2) + µ1 = C1(uα1 − u0), α1 = 1, ..., n1
n1∑
β1=1
λβ1C12(uα1 − uβ2) +
n2∑
β2=1








donde las dos últimas restricciones son suficientes, aunque no necesarias,
para garantizar una estimación insesgada, y µ1 y µ2 son los parámetros de
Lagrange introducidos en la minimización. La expresión para la varianza de
los errores por cokrigeado ordinario es la siguiente:
σ2CKO(u0) = σ
2







En el campo de la hidrogeoloǵıa el cokrigeado es una técnica ampliamente
utilizada. Aboufirassi y Mariño (1984), Muñoz-Pardo y Garćıa (1989), Kup-
fersberger y Blöschl (1995), y Hughson et al. (1996) la utilizaron para estimar
campos de transmisividad incorporando datos de capacidad espećıfica del
acúıfero. Bárdossy et al. (1986) utilizaron el cokrigeado para predecir la ca-
pacidad espećıfica de pozos en un acúıfero contando con medidas superficiales
de resistividad y con un número escaso de datos registrados en perforaciones.
Ahmed y De Marsily (1987) compararon algunos métodos geoestad́ısticos en-
tre los que estaban el krigeado con una deriva externa y el cokrigeado, para
la estimación de transmisividad incorporando datos de capacidad espećıfi-
ca. Ahmed et al. (1988) lo aplicaron al cartografiado de la transmisividad a
partir del conocimiento de unos pocos datos directos de ésta y la capacidad
espećıfica y de numerosos datos de resistividad eléctrica. Doyen (1988) es-
timó campos de porosidad a partir de datos śısmicos. Mavko et al. (1991)
estimaron la porosidad entre dos pozos cokrigeando datos de porosidad y
datos de velocidades śısmicas. Pesti et al. (1993) delinearon la geometŕıa de
un estrato arcilloso que actúa como horizonte protector natural contra la
contaminación del acúıfero que lo subyace. Istok et al. (1993) compararon
el krigeado y cokrigeado para estimar concentraciones de pesticidas en un
acúıfero aluvial. Asli y Marcotte (1995) realizaron un ejercicio comparando
diversas variantes del krigeado y el cokrigeado trabajando principalmente
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con datos geoqúımicos. Parks y Bentley (1996) cokrigearon datos de calidad
de aguas subterráneas con medidas de conductividad eléctrica con el fin de
describir cuantitativamente la calidad qúımica del agua subterránea en una
planta de gas natural en Alberta, Canadá. Los datos qúımicos (medidas de
la cantidad de sólidos disueltos en el agua) fueron derivados a partir de re-
gistros en perforaciones y las medidas de conductividad eléctrica a partir de
registros electromagnéticos de superficie. Cassiani y Medina (1997) utiliza-
ron el cokrigeado para incorporar medidas del factor de formación a partir
de sondeos eléctricos verticales, en el cartografiado de la transmisividad en
un área de Carolina del Norte correspondiente a un pequeño repositorio de
deshechos de origen médico y qúımico. En Cassiani et al. (1998) el cokrigeado
se utilizó para estimar la conductividad hidráulica entre pozos incorporando
datos de tomograf́ıa śısmica y registros sónicos.
8.5. Cokrigeado colocalizado
La resolución de un sistema de cokrigeado completo como los (8.5) y
(8.6), requiere el conocimiento de las funciones de covarianza de las variables
principal y secundaria y la de covarianza cruzada entre ellas si una sola
variable secundaria es incorporada. Esto significa más esfuerzo en términos
de modelización y tiempo de ordenador respecto a las técnicas de krigeado,
las cuales sólo requeŕıan la función de covarianza de la variable principal.
Muchas veces, este mayor esfuerzo de cálculo, constituye la principal razón
por la cual el cokrigeado no es utilizado.
Por otro lado, cuando la información secundaria está exhaustivamente
muestreada, como es el caso de los datos śısmicos, existe una dificultad adi-
cional a la hora de la implementación de un cokrigeado completo, que se ma-
nifiesta a través de la inestabilidad de las matrices del sistema. Esto está cau-
sado por la extrema proximidad y fuerte autocorrelación que existe en general
entre los datos blandos, y las grandes distancias y pobre correlación entre los
datos duros.
Estas razones, más el hecho de que si hay un dato secundario colocalizado
en la localización a ser estimada, éste tiende a atenuar la influencia de los
datos vecinos (efecto pantalla), nos conduce a presentar la alternativa del
cokrigeado colocalizado (ver Xu et al., 1992; Journel et al., 1992 y Almeida
y Journel, 1994). Se trata de un cokrigeado que como información externa
retiene en cada punto de coordenadas u0 donde se va a estimar la variable
primaria, sólo el dato secundario localizado en ese punto (dato colocalizado).
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λα1 [z1(uα1)−m1] + λ2 [z2(u0)−m2]




λβ1C1(uα1 − uβ1) + λ2C12(uα1 − u0) = C1(uα1 − u0), α1 = 1, ..., n1
n1∑
β1=1
λβ1C12(u0 − uβ1) + λ2C2(0) = C12(0)
Un sistema como el anterior es idéntico al de cokrigeado simple completo
donde el número de datos secundarios n2 es igual a 1. Aún aśı, este algoritmo
requiere el cálculo de las covarianzas cruzadas C12(h) entre variables, con h
igual a la separación entre los puntos considerados. El uso de un modelo
markoviano alivia esta tarea.
8.5.1. Cokrigeado colocalizado bajo un modelo de Mar-
kov
Este algoritmo recurre a un modelo markoviano que expresa que el dato
duro z1(u) “oculta” (efecto pantalla) la influencia de cualquier otro dato duro




∣∣∣Z1(u) = z, Z1(u + h) = z′ } = E {Z2(u) |Z1(u) = z} ,∀h, z
(8.7)
En otras palabras, (8.7) expresa que la dependencia de la variable secundaria
sobre la primaria esta limitada al dato primario colocalizado. A partir de esta
asunción se puede demostrar que (ver Apéndice A) las covarianzas cruzadas
C12(h)=C21(h) del sistema de cokrigeado pueden escribirse en función de la





o en términos de correlograma:
ρ12(h) = ρ12(0)ρ1(h),∀h
donde ρ1(h) es el correlograma de la variable principal, ρ12(h) es el corre-
lograma cruzado entre las variables principal y secundaria; y ρ12(0) es el
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coeficiente de correlación entre éstas. Es decir que, bajo un modelo de Mar-
kov, la covarianza cruzada C12(h) se calcula reescalando la covarianza de la
variable principal. El factor de escala es el cociente entre C12(0) y C1(0).
El estimador por cokrigeado colocalizado bajo un modelo de Markov en












donde los pesos son la solución del sistema de cokrigeado colocalizado bajo
un modelo de Markov que es el siguiente:
n1∑
β1=1
λβ1ρ1(uα1 − uβ1) + λ2ρ12(0)ρ1(uα1 − u0) = ρ1(uα1 − u0), α1 = 1, ..., n1
n1∑
β1=1
λβ1ρ12(0)ρ1(u0 − uβ1) + λ2ρ2(0) = ρ12(0)
En este sistema, si ρ12(0) = 0, entonces λ2 = 0 y el dato secundario es
ignorado. Si ρ12(0) = 1, el sistema se transforma en uno de krigeado simple
con (n + 1) datos, cuyo resultado es λ2 = 1 y λβ1 = 0 para todo β, es decir
el estimador es igual al valor de la variable secundaria.
El algoritmo de cokrigeado colocalizado markoviano requiere el mismo
esfuerzo de implementación que el de krigeado con una deriva externa, y
tiene la importante ventaja de permitir que el dato secundario participe
directamente en la estimación de la variable principal. Además, y a diferencia
del krigeado con una deriva externa, el modelo de cokrigeado colocalizado se
construye en base a un parámetro de calibración como es el coeficiente de
correlación, lo que hace que la elección de tal modelo pueda verificarse a
partir de los datos. Sin embargo, el cokrigeado colocalizado requiere que la
variable secundaria sea conocida en todos los puntos donde se quiera estimar
la variable principal.
8.6. Krigeado indicador
Los algoritmos hasta aqúı presentados dan como resultado un valor es-
timado de la variable principal en cada localización considerada. Este valor
estimado se construye en función de los valores que las variables principal y
secundaria toman en el entorno del punto a estimar, de forma diferente según
la técnica considerada. A continuación, presentamos una serie de técnicas que
no producen una estimación del valor de la variable modelizada, sino de la
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probabilidad de que estos valores no superen un dado umbral. Como vere-
mos, esto permite inferir en cada localización la distribución completa de los
valores de la variable. Estas distribuciones, que también se construyen con-
siderando la información local y vecina de ambas variables, constituyen un
modelo de incertidumbre del atributo de interés, a partir del cual es posible
elegir un valor estimado para aquellos nodos donde la variable principal se
desconoce. Estos métodos no trabajan con la variable de interés directamente
sino con su transformada indicadora. La variable indicadora I(u; zk) asociada
a la variable Z(u) para el umbral zk en el punto de coordenadas u, se define
de acuerdo a la siguiente función:
I(u; zk) =
{
1 si Z(u) ≤ zk
0 si Z(u) > zk
En el krigeado indicador (ver Journel, 1983, 1986, 1989; Alabert, 1987a;
Isaaks y Srivastava, 1989; y Gómez-Hernández, 1991b, 1993a), el rango de la
variable en estudio se discretiza enK+1 clases por medio de K umbrales. Por
ejemplo, consideremos una variable cuyo rango de variación es discretizado
en tres clases por medio de dos umbrales con valores 25 y 50 respectivamente.
Sea un dato cuyo valor es 43 localizado en un punto de coordenadas u. Las
funciones indicadoras tomarán los siguientes valores: i(u; 25) = 0 e i(u; 50) =
1. Si para cada dato se realiza este mismo razonamiento, la transformación de
la variable original de acuerdo al formalismo indicador, da como resultado un
grupo de vectores, uno para cada localización u donde hay un dato disponible,
integrado por K miembros i(u; zk), k = 1, ..., K.
Supongamos que realizamos un krigeado ordinario de las variables indi-
cadoras para cada umbral de manera que obtenemos el siguiente estimador





Para obtener los coeficientes λα, que en el caso más general son función tanto
de las coordenadas como del umbral, es necesario resolver el siguiente sistema
de ecuaciones llamado sistema de krigeado indicador:
n∑
β=1
λβ(uβ; zk)CI(uα − uβ; zk) + µ(uβ; zk) = CI(uα − u0; zk), α = 1, ..., n
n∑
β=1
λβ(uβ; zk) = 1
donde CI(h; zk), con h igual a la separación entre puntos, es la función de
covarianza de la variable indicadora, en el caso más general diferente para
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cada umbral considerado, y µ es el parámetro de Lagrange. El concepto de
covarianza indicadora es idéntico al de covarianza clásica, sólo que calculada
para las variables indicadoras.
El valor i∗(u0; zk), generalmente comprendido entre 0 y 1, es como tal un
mal estimador de la variable indicadora, puesto que ésta sólo puede tomar
los valores 0 y 1. Pero cuando este valor se interpreta como un estimador del
valor esperado de la variable indicadora E {i∗(u0; zk)}, resulta que i∗(u0; zk)
es el mejor estimador lineal de la probabilidad condicional acumulada de
que la variable esté por debajo del umbral zk. Esto es consecuencia de la
misma definición de variable indicadora cuyo valor esperado es igual a la
probabilidad acumulada. De esta manera:




donde F [ ]∗ es la función de distribución de probabilidad acumulada condi-
cionada a los n datos que intervienen en la estimación.
El krigeado de la variable indicadora para todos los umbrales zk, k =
1, ..., K, en cada punto u, proporciona una estimación de la función de pro-
babilidad acumulada de la variable estudiada. Estrictamente hablando pro-
porciona valores discretos de la función de probabilidades acumuladas (de
acuerdo al número de umbrales seleccionados) que interpolados y extrapo-
lados adecuadamente, dan como resultado una función continua. De esta
función de probabilidad acumulada se puede seleccionar el valor medio o el
valor mediano como estimador de la variable z∗(u0).
El krigeado indicador tiene una ventaja importante sobre las técnicas de
krigeado clásicas, en cuanto a que es capaz de incluir información imprecisa
o blanda. El formalismo indicador permite codificar de un modo general y
sencillo los datos que provienen de fuentes diferentes y con distintos grados
de confianza. Para comprender este punto veamos el siguiente ejemplo.
Supongamos que el rango de variación de la variable original que se intenta
estimar es [0, 100], por ejemplo la porosidad. Se ha decidido discretizar este
rango en K = 10 clases, por ejemplo:
{zk, k = 1, ..., 9} = {5, 10, 20, 30, 40, 60, 80, 90, 95}
Se cuenta con tres datos que provienen de fuentes distintas. Una medida de
porosidad obtenida en laboratorio sobre un testigo extráıdo de una perfora-
ción que se puede considerar exacta, es decir un dato duro (incertidumbre
nula o despreciable), y que vale z = 25. Un dato calibrado por regresión lineal
a partir de información geoeléctrica que se sabe pertenece al intervalo[15, 35].
Este tipo de dato se denomina dato de intervalo. Por último, en un punto
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donde no tenemos medida registrada, adoptamos una distribución previa ob-
tenida emṕıricamente por el juicio de un experto, y definida por los siguientes
cuantiles:
{P (Z ≤ zk), k = 1, ..., 9} = {0,0, 0,0, 0,3, 0,5, 0,7, 1,0, 1,0, 1,0, 1,0}
Estos cuantiles expresan la probabilidad de que el valor de la porosidad se
encuentre por debajo de un cierto umbral, por ejemplo la probabilidad de
que la porosidad este por debajo del 20% se estima en 0.3.
Aplicando la definición de función indicadora cada dato se transforma en
un vector de variables indicadoras como sigue:
a) dato duro−→ z = 25 −→ {0, 0, 0, 1, 1, 1, 1, 1, 1}; es decir que un dato
duro está representado por un vector completo de indicadores duros. El vector
está completo pues conocemos el valor exacto del dato, y los indicadores se
dicen duros pues sólo toman los valores 0 o 1.
b) dato de intervalo−→ z ∈ [15, 35] −→ {0, 0, ?, ?, 1, 1, 1, 1, 1}; es decir
que un dato de intervalo está representado por un vector incompleto de in-
dicadores duros. El vector es incompleto ya que los indicadores pueden ser
calculados fuera de los ĺımites del intervalo pero no dentro de éste.
c) función de probabilidades previa−→ {0,0, 0,0, 0,3, 0,5, 0,7, 1,0, 1,0, // 1,0, 1,0}.
Este tipo de datos no se ve afectado por la transformación indicadora ya que
fue definido de acuerdo a la probabilidad de estar por encima (o por de-
bajo) de cada umbral. El vector resultante está completo e integrado por
indicadores “blandos” con valores entre 0 y 1.
De esta manera, toda la información disponible queda codificada en vec-
tores de indicadores que son integrados por el algoritmo de krigeado indi-
cador para la estimación de la porosidad. Una vez que todos los datos han
sido codificados de acuerdo al formalismo indicador, no hay diferencia entre
información dura y blanda desde un punto de vista algoŕıtmico. Para el sis-
tema de krigeado indicador toda la información está en forma de vectores de
indicadores.
8.7. Cokrigeado indicador
En un modelo como el presentado arriba no es posible distinguir entre el
patrón de continuidad espacial de los datos duros y de los blandos, ya que el
estimador construido es uno krigeado. En algunas aplicaciones es importante
que pueda distinguirse entre los patrones de continuidad de los indicadores
correspondientes a datos duros y los de los correspondientes a datos blandos.
Siguiendo con el ejemplo sugerido en la sección anterior, dada la escasez de
los datos de pozos es poco realista inferir las variaciones de la porosidad
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en la región entre perforaciones a partir de esta única información. En la
práctica es común contar con información secundaria tal como la derivada
de una campaña de śısmica. Esta información puede ser incorporada con el
objetivo de lograr una mejor estimación de la porosidad entre pozos, ya que
es esperable una buena relación entre los patrones de continuidad de ambos
parámetros.
Para ello se plantea la necesidad de un algoritmo que, además de consi-
derar los distintos tipos de datos, distinga entre sus patrones de continuidad.





λα1(uα1 ; zk)i(uα1 ; zk) +
n2∑
α2=1
λα2(uα2 ; zk)i(uα2 ; zk)
En este estimador se distingue la influencia de los n1 datos duros y los n2
datos blandos codificados bajo el formalismo indicador.
La resolución del sistema de cokrigeado en correspondencia con el esti-
mador anterior, requiere el laborioso cálculo de, como mı́nimo, dos autoco-
varianzas y una covarianza cruzada para cada umbral si sólo una variable
secundaria es considerada. Como dijimos al presentar el algoritmo de cokri-
geado clásico, la experiencia ha mostrado que ésta es la única razón por la
que el cokrigeado no es muy utilizado en la práctica. Para salvar esta dificul-
tad se recurre a un modelo markoviano que permite aliviar el cálculo de las
funciones de covarianza.
8.7.1. Cokrigeado indicador bajo un modelo de Markov-
Bayes
Al igual que en el krigeado de indicadores, en el cokrigeado indicador (ver
Journel y Zhu, 1990; Zhu, 1991; Zhu y Journel, 1992), la información disponi-
ble, tanto dura como blanda, puede ser codificada en cada localización como
distribuciones previas acumuladas de probabilidad del atributo modelizado.
Estas distribuciones previas locales son luego mejoradas utilizando los datos
duros y blandos cercanos, construyendo aśı distribuciones posteriores a partir
de las cuales podemos seleccionar un valor como estimador de la variable
estudiada. El algoritmo de Markov-Bayes es una técnica capaz de derivar
dichas distribuciones posteriores, condicionadas tanto a la información dura
como a la blanda.
Bajo un esquema bayesiano todos los datos, duros y blandos, pueden
ser codificados como distribuciones locales previas. De forma general hemos
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dicho que esto puede escribirse como sigue:
y(u; z) = Prob {Z(u) ≤ z | información local}
donde Z(u) es una función aleatoria representando la variable principal de
interés; u representa las coordenadas espaciales; e y(u; z) denota la distribu-
ción local previa; y es una probabilidad escalar entre 0 y 1 que especifica la
información local disponible en u. Aśı:
Un dato duro z(u1), caracterizado por un vector de indicadores duros
completo, es tratado como una función de densidad acumulada con





Un dato de intervalo indicando que z(u2) pertenece al intervalo [a2; b2]
es codificado como un vector de indicadores duros pero incompleto, y





indefinida ∀z ∈ [a2; b2]
1∀z ≥ b2
Donde hay un dato secundario v(u3) es necesario calibrar una función
de distribución acumulada local que represente la distribución previa
de la variable principal condicionada a la información secundaria local,
esto es:
y(u3; z) = Prob {Z(u3) ≤ z |v(u3)} ∈ [0, 1]
Esta calibración se hace a partir de los datos de calibración. Se divide
el rango de las variables en un número dado de clases, y se procede a
calcular lo siguiente:
proporción {Z ≤ zk |V ∈ vl} , l = 1, ..., L
donde Z es la variable principal, V es la variable secundaria, zk es el
k-ésimo umbral de Z, y vl el l-ésimo intervalo de V . Los cuantiles se
calculan por simple conteo de la cantidad de medidas de Z por debajo
del umbral considerado en cada uno de los intervalos de V .
Por último, en aquellos nodos donde no existe ningún tipo de infor-
mación, se debe adoptar una función de distribución F (z) denominada
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global, previa a cualquier estimación y común a todos los nodos, la
cual puede estar relacionada con el rango de validez de la variable. Por
ejemplo, una manera de definir de forma global la porosidad es diciendo
que sus valores estarán comprendidos en el intervalo (0, 100]. Está claro
que éste es un nivel mı́nimo de información puesto que no contamos
con ningún tipo de dato.
En resumen, para cada localización u, las distribuciones previas locales
y(u; z) toman la forma de vectores de valores de probabilidad, con hasta
K miembros , donde k = 1, ..., K, siendo K los valores de los umbrales
elegidos para discretizar la variable principal. Es importante tener presente
que estas distribuciones están condicionadas sólo a la información local. Las
distribuciones posteriores en cada localización son obtenidas considerando
la información vecina, esto es, las distribuciones cercanas a cada localiza-
ción. Esta mejora produce una distribución de probabilidades que en general
será diferente a la previa y se escribe de forma general como sigue:
Prob {Z(u) ≤ z | toda la información disponible}
Las distribuciones previas locales y(u; z) pueden ser interpretadas como
realizaciones de una función aleatoria Y (u; z). Luego el estimador cokrigeado
a ser utilizado para mejorar los valores de y a partir de sus valores vecinos
se escribe:







donde F (z) es la distribución previa global; i(uα; z) son las distribuciones
previas generadas por los n1 datos duros en las localizaciones uα; e y(uβ; z)
son las distribuciones previas generadas por los n2 + n3 datos blandos en las
localizaciones uβ. Los pesos λ0, λα y νβ surgen de resolver un sistema de ecua-
ciones lineales similar al presentado en el apartado dedicado al cokrigeado
tradicional.
Como en todo estimador cokrigeado la regresión anterior requiere para
cada umbral z la definición de tres modelos de covarianzas, si al menos una va-
riable secundaria es incorporada, los correspondientes a las funciones I(u; z)
e Y (u; z) y su covarianza cruzada. Una asunción de tipo markoviana, similar
a la presentada al hablar de cokrigeado colocalizado, reduce el cálculo de
las covarianzas a la modelización de las correspondientes a los datos duros.
La autocovarianza de la información blanda y la covarianza cruzada entre
datos de distinto tipo se obtienen como una función de la covarianza de la
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información dura y unos pocos parámetros derivados del grupo de datos de
calibración. Las expresiones resultantes son las siguientes:
CIY (h; z) = B(z)CI(h; z),∀h
CY (h; z) = B
2(z)CI(h; z),∀h > 0
CY (0; z) = V
2




CI(h; z) = Cov {I(u; z), I(u + h; z)}
m(1)(z) = E {Y (u; z) |I(u; z) = 1} ∈ [0, 1]
m(0)(z) = E {Y (u; z) |I(u; z) = 0} ∈ [0, 1]
B(z) = m(1)(z)−m(0)(z) ∈ [−1, 1]
σ2(1)(z) = V ar {Y (u; z) |I(u; z) = 1}
σ2(0)(z) = V ar {Y (u; z) |I(u; z) = 0}
F (z) = prob {Z(u) ≤ z} = E {I(u; z)}
V 2c (z) = F (z) [1− F (z)]B2(z)
V 2f (z) = F (z)σ
2(1)(z) + [1− F (z)]σ2(0)(z)
donde CI , CY y CIY son las autocovarianzas y covarianzas cruzadas respec-
tivamente; h es el vector separación entre puntos considerados; z es un valor
(umbral) de la variable principal no transformada Z; y los restantes térmi-
nos son parámetros obtenibles a partir de los datos de calibración. El lector
interesado encontrará la deducción completa de todas estas expresiones en
Zhu (1991).
El algoritmo de Markov-Bayes supone el mismo esfuerzo que el necesa-
rio para la técnica de krigeado indicador, sin embargo tiene dos ventajas
fundamentales sobre éste. Por un lado distingue las autocovarianzas de la
información dura y blanda. Por el otro, a través del cokrigeado de los indica-
dores, es posible mejorar las distribuciones previas locales calculadas a partir
de la información blanda local, en función de la información vecina.
8.8. Estimación por campo de probabilidad
Este método de estimación (Bourgault y Journel, 1995) está basado en
el concepto de campos de probabilidad (Srivastava, 1992; Froidevaux, 1992).
Aunque este concepto será presentado en detalle al hablar de los algoritmos
de representación estocástica, digamos que la simulación por campos de pro-
babilidad genera valores de probabilidad (una en cada nodo de la malla a
simular) los cuales son utilizados para muestrear las distribuciones locales
de probabilidad condicionadas de la variable principal. Estas probabilidades
son obtenidas por medio de alguna técnica de simulación no condicional (p.e.
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simulación gausiana secuencial) y reproducen la covarianza de la transfor-
mada uniforme de los datos de la variable principal. Las funciones locales de
probabilidad pueden obtenerse mediante técnicas de estimación tradicionales
(p.e. krigeado indicador) o pueden postularse por el usuario.
El algoritmo de estimación que presentamos se basa en considerar como
campo de probabilidad la transformada uniforme de una variable secundaria
exhaustivamente conocida en lugar de generar múltiples campos no condicio-
nados de probabilidad. Como el campo de la variable secundaria es único el
resultado será un único campo de la variable principal. La principal caracte-
ŕıstica del campo resultante es que el efecto suavizante propio de las técnicas
tradicionales de krigeado/cokrigeado desaparece y el patrón de continuidad
espacial tiende a ser el de la variable secundaria. Este método requiere cono-
cer exhaustivamente a la variable secundaria, pero si éste no fuera el caso
una solución podŕıa ser krigear los datos secundarios y utilizar el campo re-
sultante como campo de la variable secundaria. En tal caso los resultados
del algoritmo de estimación por campo de probabilidad estarán fuertemente




9.1. Descripción del ejercicio
Para evaluar el comportamiento de las técnicas de estimación descritas an-
teriormente presentamos el siguiente ejemplo sintético. Se trata de un acúıfe-
ro rectangular de 26 por 30 kilómetros discretizado en 78000 celdas, 260 x
300 nodos. Contamos con una base de datos de génesis natural obtenida a
partir de un modelo de elevación digital de una zona de Nevada (Estados Uni-
dos) denominada Lago Walker (Isaaks y Srivastava, 1989; Gómez-Hernández,
1992). Para obtener estos datos no se ha empleado ningún algoritmo de ge-
neración que pueda introducir algún artificio en su estructura de correlación,
por lo que se puede afirmar que estos datos tienen un patrón de continuidad
espacial susceptible de ser encontrado en la naturaleza.
La base de datos Walker cuenta con dos variables, U y V , exhaustiva-
mente conocidas y constituyen los campos de referencia a partir de los cuales
hemos seleccionado la información para desarrollar este ejercicio. La varia-
ble U , variable principal, representa permeabilidades. La variable V , variable
secundaria, representa un atributo geof́ısico correlacionado con la permeabi-
lidad, por ejemplo, la atenuación o la velocidad śısmica. En la figura 9.1 se
representan gráficamente los valores de las dos variables. Arriba el campo
correspondiente a la variable U y abajo el campo correspondiente a la va-
riable V . Se ha utilizado la misma escala de colores en ambas figuras para
mostrar que, a pesar de que el patrón de continuidad espacial de ambos cam-
pos es similar, la variable secundaria tiene menos variabilidad que la variable
principal, siendo el coeficiente de correlación lineal entre éstas igual a 0.65.
Del campo correspondiente a la variable principal se seleccionaron 30 da-
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   0.00 -    0.01
   0.01 -    0.47
   0.47 -    2.45
   2.45 -    6.68
   6.68 -   13.36
  13.36 -   22.21
  22.21 -   35.74
  35.74 -   56.97
  56.97 -   88.98
  88.98 -  136.17
 136.17 -  209.88
 209.88 -  316.92
 316.92 -  458.38
 458.38 -  652.92
 652.92 -  1090.7
1090.68 -  9499.5
                    
    min -    0.01
   0.01 -    0.47
   0.47 -    2.45
   2.45 -    6.68
   6.68 -   13.36
  13.36 -   22.21
  22.21 -   35.74
  35.74 -   56.97
  56.97 -   88.98
  88.98 -  136.17
 136.17 -  209.88
 209.88 -  316.92
 316.92 -  458.38
 458.38 -  652.92
 652.92 -  1090.7
1090.68 -     max
                    
Figura 9.1: Base de datos de Walker Lake. Arriba: campo de la variable U
(variable principal), abajo: campo de la variable V (variable secundaria). La
escala de colores es la misma en ambos campos.
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1.130 108.931 294.144 1556.98 642.284
93.628 74.709 104.350 0.01700 285.578
4.945 885.662 0.1510 18.502 80.133
56.027 1438.49 184.733 2.810 4.788
28.472 0.0 455.996 73.833 1248.15









Figura 9.2: Información disponible. Arriba vemos la localización de los 30
datos duros regularmente espaciados, y abajo la localización de los 780 datos
blandos representando el resultado de una campaña de śısmica.





















Numero de datos 224
X Variable: media 294.480
des. est. 248.264




Figura 9.3: Datos de calibración. Arriba vemos la localización de los 224 datos
de calibración y abajo el diagrama de dispersión correspondiente. Los datos
de calibración no intervienen directamente en la estimación de la variable
principal sino que son utilizados para calcular los parámetros que cuantifican
la correlación entre las variables en juego.
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tos regularmente espaciados según el patrón de la figura 9.2 superior. Estos
datos constituyen los datos duros y correspondeŕıan a medidas directas en
perforaciones realizadas in situ. Del campo correspondiente a la variable se-
cundaria y con el patrón mostrado en la figura 9.2 inferior, se muestrean 780
datos que emulan los resultados de una campaña de prospección śısmica 3-D.
Ambos subconjuntos de datos constituyen la información disponible en este
ejercicio.
Para la estimación de los parámetros que cuantifican la correlación espa-
cial de las variables en juego y su interrelación disponemos de un conjunto de
datos de calibración, integrado por 224 parejas que fueron seleccionadas alea-
toriamente de los campos exhaustivos de la figura 9.1, y cuyas localizaciones
pueden verse en la figura 9.3 superior. Este conjunto de datos no interviene
en las estimaciones que de la variable principal se realizan más adelante; sólo
es utilizado para obtener los parámetros de correlación necesarios por cada
algoritmo. Algunos de estos parámetros se calibran a partir de un diagrama
de dispersión como el que se muestra en la figura 9.3 inferior, obtenido a
partir de los 224 datos de calibración.
En la figura 9.4 se presentan los variogramas obtenidos a partir de los
datos de calibración para la variable principal y para la secundaria y el va-
riograma cruzado entre éstas. El variograma es una función vectorial que
mide la distancia estructural entre dos puntos en función de la distancia
eucĺıdea. Es una función creciente que se estabiliza para un valor denomina-
do meseta a una distancia llamada alcance. El alcance es la distancia a la
cual la correlación de la variable desaparece, y en general, vaŕıa con la direc-
ción. La pendiente del variograma es más tendida en la dirección de máxima
continuidad indicando que la correlación se pierde más lentamente, y lo es
menos en la dirección de mı́nima continuidad donde la correlación desaparece
más rápidamente.
La expresión del modelo anisotrópico seleccionado en este ejercicio es:


















y y está integrado por tres estructuras imbricadas que
son las siguientes:
un efecto pepita cuya meseta es igual a C0,
una estructura esférica isotrópica con un alcance a1 = 20 y una meseta
C1, y




































































































Figura 9.4: Variogramas experimentales y modelos ajustados. Por columnas
los variogramas en las direcciones N18O (máxima continuidad) y N72E (mı́ni-
ma continuidad). Por filas los variogramas de la variable principal, cruzada,
y secundaria.
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C0 C1 a1 C2 a2x a2y
U 43400 68200 20 198400 40 100
V 9800 9100 20 51100 40 100
U − V 15400 18700 20 75900 40 100
Cuadro 9.1: Parámetros del modelo de corregionalización para la base de
datos de Walker Lake. C0 es el efecto pepita; C1 es el peso de la primera
estructura imbricada; C2 es el peso de la segunda estructura imbricada; a1
es el alcance de la primera estructura imbricada que es isotrópica; y a2x y
a2y son los alcances de la segunda estructura en las direcciones de mı́nima y
máxima continuidad respectivamente.
una estructura esférica anisotrópica con un rango menor a2x = 40 en la
dirección hx y un rango mayor a2y = 100 en la dirección perpendicular
hy y una meseta C2.
La dirección hx corresponde a la dirección de mı́nima continuidad (N72E) y la
dirección hy a la de máxima continuidad (N18O). El modelo del variograma
esférico tiene la siguiente expresión:
Sph (h) =
{
1,5h− 0,5h3, para h < 1
1, para h > 1
En la tabla 9.1 se pueden ver los parámetros del modelo de corregionalización
lineal ajustado a las variables U y V .
En las figuras 9.5, 9.6 y 9.7 se representan gráficamente los variogramas
indicadores estandarizados experimentales y los modelos ajustados para 9
umbrales seleccionados. Estos variogramas son calculados a partir de los 224
valores del conjunto de datos de calibración correspondientes a la variable U
(variable principal) transformada según la expresión de la función indicadora.
Los 9 umbrales corresponden a los deciles de este conjunto de datos cuyos
valores son los siguientes: 0.46, 5.87, 19.02, 33.4, 61.52, 135.93, 226.03, 428.27
y 758.96.





donde γI(h; zk) es el variograma indicador; C(zk) = F (zk) [1− F (zk)] es la
meseta teórica del variograma indicador, y F (zk) es la media de los indicado-
res para el umbral zk. La expresión del modelo anisotrópico ajustado a cada








































































































Figura 9.5: Variogramas indicadores experimentales y sus modelos ajustados
para los umbrales z1 = 0,46, z2 = 5,86 y z3 = 19,02. A la izquierda los
variogramas correspondientes a la dirección de máxima continuidad (N18O),
y a la derecha los correspondientes a la dirección de mı́nima continuidad
(N72E). En ĺınea continua los modelos ajustados y en ĺınea de trazo los
variogramas experimentales.








































































































Figura 9.6: Variogramas indicadores experimentales y sus modelos ajustados
para los umbrales z4 = 33,4, z5 = 61,52 y z6 = 135,93. A la izquierda los
variogramas correspondientes a la dirección de máxima continuidad (N18O),
y a la derecha los correspondientes a la dirección de mı́nima continuidad
(N72E). En ĺınea continua los modelos ajustados y en ĺınea de trazo los
variogramas experimentales.








































































































Figura 9.7: Variogramas indicadores experimentales y sus modelos ajustados
para los umbrales z7 = 226,03, z8 = 428,27 y z9 = 758,96. A la izquierda los
variogramas correspondientes a la dirección de máxima continuidad (N18O),
y a la derecha los correspondientes a la dirección de mı́nima continuidad
(N72E). En ĺınea continua los modelos ajustados y en ĺınea de trazo los
variogramas experimentales.
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k zk C0(zk) C1(zk) a1(zk) C2(zk) a2x(zk) a2y(zk)
1 0.46 0.1 0.5 30 0.4 30 150
2 5.87 0.1 0.6 30 0.3 30 150
3 19.02 0.1 0.6 30 0.3 30 150
4 33.40 0.1 0.7 30 0.2 30 120
5 61.52 0.1 0.55 20 0.35 20 90
6 135.93 0.1 0.55 20 0.35 20 80
7 226.03 0.1 0.55 20 0.35 20 80
8 428.27 0.1 0.65 25 0.25 25 80
9 758.96 0.1 0.65 30 0.25 30 90
Cuadro 9.2: Parámetros de los modelos ajustados a los variogramas indica-
dores experimentales en función del umbral para la base de datos de Walker
Lake. k es el umbral; zk es el valor del umbral; C0(zk) es el efecto pepi-
ta; C1(zk) es el peso de la primera estructura imbricada; C2(zk) es el peso
de la segunda estructura imbricada; a1(zk) es el alcance de la primera es-
tructura imbricada que es isotrópica; y a2x(zk) y a2y(zk) son los alcances de
la segunda estructura en las direcciones de mı́nima y máxima continuidad
respectivamente.
umbral es la siguiente:
γI(h; zk) = C(zk) ·
[














)2 , |h| mayor que 0
donde C0, C1 y C2 son los valores de las mesetas de las tres estructuras
imbricadas en el modelo expresadas en proporción relativa a la meseta total
F (zk) [1− F (zk)], tal que:
C0(zk) + C1(zk) + C2(zk) = 1, para todos los umbrales.
Las tres estructuras imbricadas son:
un efecto pepita cuya meseta es igual para todos los umbrales y vale
0.1,
una estructura esférica isotrópica con un alcance a1(zk) que vaŕıa según
el umbral, y
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una estructura esférica anisotrópica con un rango menor a2x(zk) en la
dirección hx y un rango mayor a2y(zk) en la dirección perpendicular hy.
Las direcciones de máxima y mı́nima continuidad y la expresión del modelo
de variograma esférico son las mismas que para la modelización de los vario-
gramas de las variables no indicadoras. En la tabla 9.2 vemos los parámetros
seleccionados para los modelos ajustados para cada umbral zk.
9.2. Análisis de los resultados
Estamos interesados en obtener un campo estimado de la variable princi-
pal U considerando toda la información disponible, esto es, los 30 datos duros
y los 780 datos blandos. Para valorar los campos interpolados realizaremos
los análisis siguientes:
una comparación puramente visual con el campo de referencia de la
figura 9.1 superior y con el campo que resulta de interpolar la infor-
mación principal sin incorporar la secundaria (ver más adelante figura
9.8);
una descripción univariada de los valores estimados;
una descripción univariada de los residuos1 de cada campo estimado; y
una descripción bivariada de los valores estimados y de referencia.
9.2.1. Análisis visual
Krigeado simple
La solución más sencilla es despreciar los datos blandos e interpolar los 30
datos de la variable principal. En la figura 9.8 se muestra el resultado del kri-
geado simple de los 30 datos duros. Este mapa presenta una resolución pobre
en comparación con el campo de referencia de la variable principal (figura 9.1
superior). La interpolación realizada no considera la información secundaria,
y sólo se ha realizado con el fin de comparar los resultados obtenidos cuando
dicha información es incorporada en las estimaciones.
1En cada localización el residuo de la estimación r fue calculado como la diferencia
entre el valor estimado ê menos el valor verdadero e; esto es, r = ê− e
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    min -    0.01
   0.01 -    0.47
   0.47 -    2.45
   2.45 -    6.68
   6.68 -   13.36
  13.36 -   22.21
  22.21 -   35.74
  35.74 -   56.97
  56.97 -   88.98
  88.98 -  136.17
 136.17 -  209.88
 209.88 -  316.92
 316.92 -  458.38
 458.38 -  652.92
 652.92 -  1090.7
1090.68 -     max
                    
Figura 9.8: Campo de la variable principal interpolado por krigeado simple
con media global de los 30 datos duros. En esta estimación no interviene la
información acerca de la variable secundaria.
    min -    0.01
   0.01 -    0.47
   0.47 -    2.45
   2.45 -    6.68
   6.68 -   13.36
  13.36 -   22.21
  22.21 -   35.74
  35.74 -   56.97
  56.97 -   88.98
  88.98 -  136.17
 136.17 -  209.88
 209.88 -  316.92
 316.92 -  458.38
 458.38 -  652.92
 652.92 -  1090.7
1090.68 -     max
                    
Figura 9.9: Campo de la variable secundaria interpolado por krigeado simple
de los 780 datos secundarios. Constituye la información blanda para aquellos
algoritmos que requieren conocer la variable secundaria sobre todo el dominio
de estimación.
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    min -    0.01
   0.01 -    0.47
   0.47 -    2.45
   2.45 -    6.68
   6.68 -   13.36
  13.36 -   22.21
  22.21 -   35.74
  35.74 -   56.97
  56.97 -   88.98
  88.98 -  136.17
 136.17 -  209.88
 209.88 -  316.92
 316.92 -  458.38
 458.38 -  652.92
 652.92 -  1090.7
1090.68 -     max
                    
Figura 9.10: Campo de la variable principal estimado por regresión lineal.
    min -    0.01
   0.01 -    0.47
   0.47 -    2.45
   2.45 -    6.68
   6.68 -   13.36
  13.36 -   22.21
  22.21 -   35.74
  35.74 -   56.97
  56.97 -   88.98
  88.98 -  136.17
 136.17 -  209.88
 209.88 -  316.92
 316.92 -  458.38
 458.38 -  652.92
 652.92 -  1090.7
1090.68 -     max
                    
Figura 9.11: Campo de la variable principal estimado por krigeado con una
deriva externa.
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    min -    0.01
   0.01 -    0.47
   0.47 -    2.45
   2.45 -    6.68
   6.68 -   13.36
  13.36 -   22.21
  22.21 -   35.74
  35.74 -   56.97
  56.97 -   88.98
  88.98 -  136.17
 136.17 -  209.88
 209.88 -  316.92
 316.92 -  458.38
 458.38 -  652.92
 652.92 -  1090.7
1090.68 -     max
                    
Figura 9.12: Campo de la variable principal estimado por cokrigeado com-
pleto.
    min -    0.01
   0.01 -    0.47
   0.47 -    2.45
   2.45 -    6.68
   6.68 -   13.36
  13.36 -   22.21
  22.21 -   35.74
  35.74 -   56.97
  56.97 -   88.98
  88.98 -  136.17
 136.17 -  209.88
 209.88 -  316.92
 316.92 -  458.38
 458.38 -  652.92
 652.92 -  1090.7
1090.68 -     max
                    
Figura 9.13: Campo de la variable principal estimado por cokrigeado coloca-
lizado.
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    min -    0.01
   0.01 -    0.47
   0.47 -    2.45
   2.45 -    6.68
   6.68 -   13.36
  13.36 -   22.21
  22.21 -   35.74
  35.74 -   56.97
  56.97 -   88.98
  88.98 -  136.17
 136.17 -  209.88
 209.88 -  316.92
 316.92 -  458.38
 458.38 -  652.92
 652.92 -  1090.7
1090.68 -     max
                    
Figura 9.14: Campo de la variable principal estimado por krigeado indicador.
    min -    0.01
   0.01 -    0.47
   0.47 -    2.45
   2.45 -    6.68
   6.68 -   13.36
  13.36 -   22.21
  22.21 -   35.74
  35.74 -   56.97
  56.97 -   88.98
  88.98 -  136.17
 136.17 -  209.88
 209.88 -  316.92
 316.92 -  458.38
 458.38 -  652.92
 652.92 -  1090.7
1090.68 -     max
                    
Figura 9.15: Campo de la variable principal estimado por cokrigeado indica-
dor bajo un modelo de Markov-Bayes.
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    min -    0.01
   0.01 -    0.47
   0.47 -    2.45
   2.45 -    6.68
   6.68 -   13.36
  13.36 -   22.21
  22.21 -   35.74
  35.74 -   56.97
  56.97 -   88.98
  88.98 -  136.17
 136.17 -  209.88
 209.88 -  316.92
 316.92 -  458.38
 458.38 -  652.92
 652.92 -  1090.7
1090.68 -     max
                    
Figura 9.16: Campo de la variable principal estimado por campo de proba-
bilidad.
Regresión lineal
A partir de los 224 datos de calibración se ajusta una recta de regresión
cuya expresión resulta ser:
U = 1,42V − 145,32
Las estimaciones de la variable principal a través de esta expresión requieren
conocer el valor de V en cada uno de los nodos a estimar. Por ello los 780 datos
secundarios son interpolados v́ıa krigeado simple sobre todo el dominio de
estimación. El resultado se muestra en la figura 9.9. El campo interpolado de
U por regresión lineal se obtiene entonces transformando el campo secundario
de la figura 9.9 a través de la recta de regresión ajustada. El resultado se
presenta en la figura 9.10. Este método es simple y no es capaz de considerar
la dependencia espacial entre las variables. Su bondad depende del grado de
correlación lineal entre los datos. Como puede apreciarse corresponde a un
escalado de la figura 9.9.
Krigeado con una deriva externa
Este método es aplicable cuando de alguna manera podemos afirmar que
la variable secundaria define la tendencia de la variable principal. En nuestro
caso el campo 9.9 resultante de interpolar la información blanda puede ser
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un buen informador de la tendencia de la variable principal. El campo resul-
tante se muestra en la figura 9.11. Como para el caso de regresión lineal este
método requiere conocer la variable secundaria de forma exhaustiva, por lo
que la calidad del campo interpolado se ve afectada si la información blanda
es escasa. Además este método no explota la correlación espacial entre las
variables consideradas.
Cokrigeado completo
Toda la información es tratada como covariada, es decir que se utiliza la
autocorrelación espacial de las variables principal y secundaria y la correla-
ción cruzada entre las mismas. El campo resultante se muestra en la figura
9.12. De los métodos cuyos resultados hasta aqúı hemos presentado, el cokri-
geado completo es el que mayor información sobre la correlación entre las
variables incorpora. En contrapartida requiere un mayor esfuerzo de mode-
lización de variogramas y el tiempo de cómputo puede ser muy elevado si se
quiere incorporar más de una variable secundaria.
Cokrigeado colocalizado
Este método incorpora la información secundaria como covariada, es de-
cir que explota la información sobre la continuidad espacial de la variable
principal y la de la correlación lineal puntual entre la variable primaria y
la secundaria. Al igual que los métodos anteriores requiere del conocimiento
de la variable secundaria de forma exhaustiva. El campo resultante se mues-
tra en la figura 9.13. La gran ventaja de este algoritmo radica en su menor
costo computacional, sobre todo si se desea incorporar más de una variable
secundaria.
Krigeado indicador
Como ya fue explicado en el apartado dedicado a krigeado indicador, este
algoritmo no produce una estimación del valor que la variable en juego puede
tener, sino que estima valores de la probabilidad de que dicha variable se
encuentre por debajo de determinado umbral. Estos valores son interpolados
y extrapolados obteniendo una función de distribución de probabilidades a
partir de la cual se elige generalmente el valor medio o el mediano como
estimador de la variable que interesa. En el ejemplo que aqúı presentamos se
ha seleccionado el valor medio, siendo el campo resultante el que se muestra
en la figura 9.14.
El aspecto de este campo es el peor de los hasta ahora presentados ya que
cada dato blando fue codificado como un dato de intervalo a partir del dia-
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grama de dispersión de los datos de calibración. Para ello se divide el rango
de variación de la variable secundaria, en este caso se consideraron los deciles.
Dentro de cada intervalo aśı definido para la variable secundaria se procede
a obtener el valor mı́nimo y máximo que toma la variable principal. Estos
valores definen el intervalo dentro del cual para un dado valor de la variable
secundaria está el valor de la variable principal. Esto es, sabemos que si la
variable secundaria toma un determinado valor, el valor de la variable prin-
cipal estará entre un máximo y un mı́nimo pero sin saber exactamente cuál
es ese valor. Evidentemente cuanto menos dispersa sea la nube que forman
los datos de calibración más estrechos serán los intervalos calibrados, lo que
restringirá más la variabilidad de la variable principal y mejorará la calidad
de la información incorporada. Una vez realizada esta calibración todos los
datos secundarios son transformados de acuerdo a ella e incorporados en el
proceso de krigeado indistintamente con los datos duros. Esto supone una
gran incertidumbre puesto que no conocemos cuanto vale la variable dentro
de los ĺımites de cada intervalo. Sin embargo, el krigeado indicador se com-
porta mejor que los métodos anteriores cuando la información secundaria no
está densamente muestreada.
Cokrigeado indicador
Al igual que el krigeado indicador este método permite construir las dis-
tribuciones locales de frecuencia para la variable modelizada a partir de las
cuales es posible seleccionar un valor de ésta. En este ejercicio hemos selec-
cionado el valor mediano. El campo resultante puede verse en la figura 9.15.
Puede observarse el impacto que tiene el construir las distribuciones loca-
les considerando los indicadores de las variables principal y secundaria por
separado comparando esta figura con la anterior.
Campo de probabilidad
En la figura 9.16 puede verse el campo interpolado aplicando la extensión
del algoritmo de simulación por campos de probabilidad implementada por
Bourgault y Journel (1995). Si se dispone de la información secundaria de
forma exhaustiva y de las funciones locales de distribución de probabilidades
este algoritmo es el más eficiente computacionalmente.
9.2.2. Análisis univariado de los valores estimados
Las distribuciones univariadas de los valores estimados y los verdaderos
(o de referencia) son sumarizadas en la tabla 9.3. Se observa que las medias
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son muy bien reproducidas por todos los algoritmos excepto en el caso del
krigeado indicador. La varianza disminuye en todos los métodos excepto en
el de cokrigeado indicador y campo de probabilidad. Esta reducción de la
variabilidad de las estimaciones es t́ıpica de las técnicas de interpolación que
combinan varios valores para construir un estimador. El coeficiente de varia-
ción, la mediana y los cuartiles son mejor reproducidos por el algoritmo de
cokrigeado indicador seguido por el de campo de probabilidad. Otra ventaja
de estos dos métodos es la estimación de la cola inferior de la distribución de
valores. Se observa que los algoritmos no indicadores tienden a subestimar
los valores mı́nimos y en este caso muchas estimaciones están por debajo de
cero2. En el caso de la cola superior los valores estimados por las técnicas
no indicadoras son más bajos que los de referencia y los que corresponden
a los algoritmos indicadores dependen fuertemente del modelo de extrapola-
ción elegido. En cuanto al coeficiente de correlación es similar en todos los
métodos que incorporan información secundaria.
En la tabla 9.4 se han calculado los deciles para la distribución de refe-
rencia y las estimadas. Puede observarse que las distribuciones de los valores
estimados difieren bastante de la de los valores de referencia, especialmente
para el caso de los algoritmos no indicadores y del krigeado indicador. Otra
vez los algoritmos de cokrigeado indicador y campo de probabilidad son los
mejores.
En resumen, considerando el análisis univariado de los valores estimados
el algoritmo de cokrigeado indicador bajo un modelo de Markov-Bayes es el
algoritmo que mejor reproduce el campo de referencia.
9.2.3. Análisis univariado de los residuos
En la figura 9.17 se han representado gráficamente los histogramas para
los residuos de las estimaciones, cuyos estad́ısticos se pueden ver en la ta-
bla 9.5. Tal como fueron definidos estos residuos, aquellas distribuciones que
tienen una media menor que cero reflejan una tendencia general a la sub-
estimación, por lo que el histograma de los errores presenta una cola para
los valores bajos. Este efecto se aprecia mucho en el algoritmo de krigea-
do indicador. Idealmente esperaŕıamos que la media de los errores sea nula,
lo que significaŕıa que las subestimaciones y sobrestimaciones estaŕıan com-
2Conviene aclarar que a efectos de la realización de este ejercicio hemos permitido la
inclusión en este análisis de los valores menores que cero. En un caso real es necesario
considerar si fisicamente el atributo modelizado puede tomar valores negativos. Si estamos
interpolando parámetros como la conductividad hidráulica, la porosidad o la precipitación
es evidente que un valor negativo carece de sentido f́ısico. Si en cambio trabajáramos por
ejemplo con logaritmos de la transmisividad los valores negativos seŕıan factibles.
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Ref. KS RL KDE CK CC KI MB CP
n 780 780 780 780 780 780 780 780 780
m 258 265 258 271 277 267 154 251 281
σ 427 176 357 341 238 384 169 437 446
CV 1.66 0.67 1.38 1.26 0.86 1.44 1.10 1.75 1.59
mı́n 0 46 -145 -284 -36 -256 1.05 0.06 0
Q1 7.3 154 -45 0.23 76 -34 51 6.39 2.51
M 62 208 166 197 218 172 121 49 52
Q3 341 308 489 462 434 483 206 288 457
máx 3177 1201 1739 1939 1289 1898 1467 1893 3000
ρ 1.00 0.30 0.65 0.71 0.65 0.64 0.47 0.57 0.61
Cuadro 9.3: Comparación de las distribuciones de valores verdaderos y es-
timados para los 8 métodos de estimación utilizados (n: número de datos,
m: valor medio, σ: desviación t́ıpica, CV : coeficiente de variación, mı́n: valor
mı́nimo, Q1: primer cuartil, M : mediana, Q3: segundo cuartil, máx: valor
máximo, ρ: coeficiente de correlación lineal, Ref.: referencia, KS: krigeado
simple, RL: regresión lineal, KDE: krigeado con una deriva externa, CK:
cokrigeado completo, CC: cokrigeado colocalizado, KI: krigeado indicador,
MB: cokrigeado indicador bajo un modelo de Markov Bayes y CP: campo de
probabilidad).
q Ref. KS RL KDE CK CC KI MB CP
1 0.22 120.01 -130.75 -72.97 25.45 -135.53 16.87 0.92 0.17
2 3.76 143.98 -84.23 -20.08 58.67 -75.85 39.25 3.11 1.04
3 11.23 162.21 -10.57 26.12 99.08 14.97 59.68 8.98 4.54
4 26.15 187.62 68.29 93.91 154.24 80.54 94.87 22.81 18.85
5 62.24 207.67 166.15 197.37 217.93 172.45 120.69 48.90 51.94
6 129.20 238.32 294.64 299.73 291.71 287.71 150.97 123.33 144.92
7 274.84 278.95 426.14 406.57 383.53 417.35 187.80 202.49 296.59
8 444.12 347.19 559.58 526.76 478.70 558.82 221.29 363.39 610.22
9 752.77 486.42 764.96 733.86 618.18 772.66 279.84 776.41 819.03
Cuadro 9.4: Cuantiles para cada uno de los campos obtenidos por los distintos
métodos de estimación (q: cuantil, Ref.: referencia, KS: krigeado simple, RL:
regresión lineal, KDE: krigeado con una deriva externa, CK: cokrigeado com-
pleto, CC: cokrigeado colocalizado, KI: krigeado indicador, MB: cokrigeado
indicador bajo un modelo de Markov Bayes y CP: campo de probabilidad).
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KS RL KDE CK CC KI MB CP
n 780 780 780 780 780 780 780 780
m 6.90 0.08 13.00 19.03 9.39 -103.29 -7.23 23.57
σ 409.84 334.12 302.63 328.64 345.18 379.10 403.31 384.39
M 115.15 -22.72 15.93 62.59 -4.14 12.93 0.06 0.02
EAM 272.06 211.32 183.80 190.82 221.44 201.48 200.28 189.73
ECM 168021 111637 91755 108364 119240 154384 162714 148310
Cuadro 9.5: Comparación de las distribuciones de los residuos para los 8
métodos de estimación utilizados (n: número de datos, m: valor medio, σ:
desviación t́ıpica, M : mediana, EAM : error absoluto medio, ECM : error
cuadrático medio, KS: krigeado simple, RL: regresión lineal, KDE: krigeado
con una deriva externa, CK: cokrigeado completo, CC: cokrigeado colocali-
zado, KI: krigeado indicador, MB: cokrigeado indicador bajo un modelo de
Markov Bayes y CP: campo de probabilidad).
pensadas. Si además de la media, la mediana es aproximadamente cero la
distribución seŕıa simétrica y las sobrestimaciones y subestimaciones seŕıan
simétricas en magnitud. Como observamos en la tabla 9.5 existen diferencias
entre las medias y las medianas para todos los métodos de estimación apli-
cados, siendo el krigeado con una deriva externa y el cokrigeado indicador
los que mejor se comportan desde este punto de vista.
Otro aspecto deseable de las distribuciones de los residuos es que la dis-
persión de los valores sea la menor posible. En ese sentido puede observarse
como todos los algoritmos que incorporan la información secundaria poseen
una varianza menor que el caso del krigeado simple de los 20 datos principa-
les.
Para sumarizar conjuntamente el sesgo y la dispersión de los residuos
para cada campo estimado hemos calculado el error absoluto medio (EAM)













donde r son los residuos y n el número de estimaciones. Como se aprecia
en la tabla 9.5 los errores absolutos medios son semejantes para todos los
algoritmos que de una u otra forman consideran la información secundaria.
En el caso del error cuadrático medio, y dentro de estos métodos, se puede

















Krigeado de los 30 datos duros















































Krigeado con una deriva externa
































































































































Figura 9.17: Histogramas mostrando la distribución de los residuos para cada
uno de los métodos de estimación.














Krigeado de los 30 datos duros









































Krigeado con una deriva externa

















































































































Figura 9.18: Diagramas de dispersión de los valores verdaderos y estimados.
CAPÍTULO 9. ESTIMACIÓN: EJEMPLO DE APLICACIÓN 206
distinguir además una sensible diferencia en detrimento de los algoritmos
indicadores.
9.2.4. Análisis bivariado de los valores de referencia y
de los estimados
Los diagramas de dispersión de los valores verdaderos y estimados para
las 780 localizaciones de los datos blandos son representados gráficamente
en la figura 9.18. Un diagrama de dispersión provee información adicional
acerca del comportamiento de los algoritmos empleados. Esperaŕıamos que
los valores estimados y los verdaderos se ajustaran a una ĺınea recta (45o
si la escala de los ejes es la misma). Lo primero que observamos es que
existe una gran dispersión en todos los métodos. Además puede verse que
los algoritmos de krigeado simple de los 30 datos duros, krigeado con una
deriva externa, cokrigeado completo y colocalizado y campo de probabilidad
tienden a sobreestimar los valores; mientras que los algoritmos indicadores
tienden a lo contrario. También se observa en esta figura que el método de
krigeado indicador no se comporta tan bien como los demás.
9.3. Valoración final
De acuerdo a nuestra experiencia y al análisis previamente presentado es
posible concluir que:
La consideración de la información secundaria produce notables mejo-
ras en lo que se refiere a la resolución de los campos estimados. Compa-
rar la figura 9.8 con cualquiera de los campos estimados considerando
la información secundaria.
Todos los algoritmos producen campos con una varianza menor para los
valores de la variable modelizada excepto los obtenidos por cokrigeado
indicador y por campo de probabilidad. Como se ha señalado antes este
efecto de suavizado es esperable en aquellos algoritmos que construyen
el estimador combinando varios datos.
El algoritmo basado en campo de probabilidad funciona muy bien, sin
embargo al requerir información secundaria exhaustiva la calidad del
campo estimado desmejora notablemente cuando ésta escasea.
El algoritmo de krigeado indicador produce un campo estimado de
calidad regular. Esto se debe a la pobre calibración realizada. En todo
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caso el campo obtenido es mejor que aquél estimado sin considerar la
información secundaria.
Desde el punto de vista de la eficiencia computacional podemos decir
que si disponemos de información secundaria exhaustiva el algoritmo
de cokrigeado colocalizado es el más aconsejable.
Si además de información secundaria exhaustiva disponemos de las fun-
ciones de distribución de la variable en cada nodo el algoritmo de campo
de probabilidad siguiendo la metodoloǵıa implementada por Bourgault
y Journel (1995) da buenos resultados.
Si bien la elección de un único algoritmo depende del tipo de problema
y de la cantidad de información disponible, se concluye con claridad que
el algoritmo de cokrigeado indicador con un modelo de Markov-Bayes es
el que produce el mejor campo estimado. Es interesante señalar que este
algoritmo fue originalmente concebido como una técnica de simulación
estocástica y que fue adaptado para funcionar en modo estimación para
la realización de este ejercicio. En los apartados dedicados a las técnicas
de representación estocástica comentaremos la teoŕıa y la práctica del
algoritmo de simulación de campos aleatorios por cokrigeado indicador.
El lector interesado puede encontrar otros ejemplos de la aplicación de los






En los caṕıtulos anteriores hemos visto que los algoritmos de estimación
dan como resultado una única representación del atributo interpolado, esto
es, la distribución espacial desconocida de un parámetro dado z es repre-
sentada por un único grupo de valores estimados {z∗(u),u ∈ D}, siendo D
el dominio del problema. Los métodos de interpolación permiten obtener e-
sos valores estimados en función de la información disponible acerca de la
variable, pudiendo en algunos casos incorporar información secundaria. Ba-
jo ciertas condiciones, estos métodos también proporcionan una medida de
incertidumbre local. Sin embargo los campos estimados, dados los criterios
con que son construidos, no reproducen la variabilidad real del fenómeno re-
presentado. Este efecto suavizante, propio de las técnicas de interpolación,
puede resultar un problema en ciertas situaciones prácticas de la ingenieŕıa.
Para solucionar esta cuestión es necesario considerar técnicas que produzcan
campos con un grado de variabilidad espacial de los parámetros de interés si-
milar al observado en la realidad. Estas técnicas se engloban bajo el concepto
de simulación estocástica.
Se llama simulación estocástica al proceso de generar múltiples campos
de una variable z modelizada como una función aleatoria Z(u). Los campos
simulados reproducen toda la información disponible y el patrón de continui-
dad espacial utilizado para la modelización de Z(u).
En este caṕıtulo revisamos los siguientes algoritmos de simulación:
1. Simulación secuencial,
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2. Simulación por recocido simulado (annealing simulation), y
3. Simulación por campos de probabilidad.
Las arriba enumeradas no son las únicas técnicas de simulación disponi-
bles pero, de acuerdo a nuestra experiencia, son hoy las más utilizadas en
la práctica para la generación de múltiples realizaciones de una o varias va-
riables aleatorias. Especial atención prestamos al algoritmo de simulación
secuencial, el cual fue considerado desde su origen como una alternativa
a técnicas de simulación más tradicionales como es el caso del método de
las bandas rotantes (Journel y Huijbregts, 1978). Dowd (1992) comparó la
técnica de las bandas rotantes y la de simulación secuencial manifestando
una cierta desconfianza hacia la última de ellas. Sin embargo, señaló que su
estudio fue meramente descriptivo y que una evaluación más rigurosa deb́ıa
ser realizada. Tal evaluación fue realizada por Gómez-Hernández y Cassiraga
(1994) y se incluye en esta tesis con el fin de rebatir la desconfianza de Dowd
y mostrar que la simulación secuencial es un algoritmo robusto y fiable para
la representación estocástica de variables espacialmente distribuidas. A tal
fin, revisamos la teoŕıa de la simulación secuencial, presentamos algunos de
los problemas prácticos encontrados en su implementación y la forma en que
son resueltos. Luego estudiamos el comportamiento del algoritmo a través de
un caso práctico. El caṕıtulo concluye presentando las bases teóricas de los al-
goritmos de simulación por recocido simulado y por campos de probabilidad,
y una breve mención a los algoritmos booleanos.
10.2. Simulación secuencial
La simulación secuencial es, tanto desde un punto de vista teórico como
práctico, una técnica de simulación muy poderosa. Sus bases teóricas son
fáciles de comprender y pueden ser adaptadas para resolver diferentes proble-
mas de simulación, como la simulación de un solo atributo, sea éste continuo
o categórico, o la simulación conjunta de múltiples variables correlacionadas
entre śı. Hay algunos problemas de implementación que deben ser resueltos
para hacer de la simulación secuencial una técnica factible, los cuales entablan
una serie de limitaciones acerca de las cuales el usuario debe estar advertido.
La técnica de simulación secuencial comenzó a ser utilizada en la práctica
hace una década (Alabert, 1987a), y a partir de los años noventa aparecen los
primeros trabajos que incluyen un tratamiento teórico del algoritmo (Gómez-
Hernández, 1991a; Deutsch y Journel, 1992a; Gómez-Hernández y Journel,
1993; Verly, 1993; Omre et al., 1993; Gómez-Hernández y Cassiraga, 1994).
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10.2.1. Teoŕıa
Consideremos la distribución conjunta de un total de N variables alea-
torias. Las N variables aleatorias comprenden K atributos diferentes sobre
los N
′
nodos de una malla, con N 6 KN
′
, esto es, puede haber nodos en
los cuales no todos los atributos deben ser simulados. La notación genérica
Zi, con i ∈ {1, ..., N} es utilizada para denotar las N variables aleatorias sin
importar su localización ni el tipo de atributo al que nos referimos.
Consideremos ahora un grupo de N0 datos de cualquier tipo. El propósito
de la simulación estocástica es generar realizaciones de las N variables alea-
torias que hagan honor a los N0 datos, esto es, generar grupos de N valores
aleatorios a partir de la función de distribución de probabilidad condicional
multivariada f(z1, ..., zN |(N0)), donde |(N0) denota el condicionamiento a
los valores de los N0 datos. Cada uno de estos grupos es una realización.
La generación aleatoria a partir de una función de distribución N -variada
se puede realizar por generación secuencial a partir de las N funciones de dis-
tribución de probabilidad univariadas que resultan de la aplicación iterativa
de la definición de probabilidad condicional para N variables, esto es:
f(z1, ..., zN |(N0)) = f(zN |(N − 1) ∪ (N0)) · f(zN−1 |(N − 2) ∪ (N0)) ·
· · ·f(z2 |z1 ∪ (N0)) · f(z1 |(N0))
donde, por ejemplo, f(zN−1 |(N − 2) ∪ (N0)) representa la función de distri-
bución de zN−1 dados los valores {z1, z2, ..., zN−2} (denotados por (N − 2)) y
dados los N0 valores correspondientes a los datos.
De esta forma la generación de una realización por simulación secuencial
comprende los siguientes pasos:
1. Generación de un valor z1 a partir de la distribución condicional de Z1
dados los valores de los datos (N0).
2. Generación de un valor z2 a partir de la distribución condicional de Z2
dado que Z1 = z1 y dados los valores de los datos (N0).
...
N. Generación de un valor zN a partir de la distribución condicional de
ZN dado que {Z1 = z1, Z2 = z2, ..., ZN−1 = zN−1} y dados los valores
de los datos (N0).
Es importante señalar aqúı que una realización generada por simulación
secuencial es condicional por construcción, lo cual evita que la generación
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de tal realización deba hacerse en dos pasos como en algunas técnicas tradi-
cionales de simulación (Journel y Huijbregts, 1978), en las cuales primero se
genera una realización no condicionada y en un paso posterior se la transfor-
ma en una condicionada. Para generar una realización no condicionada v́ıa
simulación secuencial sólo se debe reducir a cero el grupo de datos condicio-
nantes, esto es, N0 = 0. Otro punto a señalar es que en los pasos presentados
anteriormente no hay distinción sobre el atributo al cual cada variable se
refiere, y tampoco hay restricciones sobre la localización espacial de las va-
riables aleatorias por lo que este algoritmo, puede ser igualmente aplicado
para generar una o múltiples variables, tanto sobre una malla regular como
irregular.
Queda por resolver el problema de la determinación de la función de
distribución de probabilidad condicional de una sola variable aleatoria dado
un grupo de variables aleatorias condicionantes.
Distribuciones condicionales
La función de distribución condicional de una sola variable aleatoria dado
un grupo de variables aleatorias condicionantes puede ser construida para
algunos modelos multivariados de las N variables aleatorias (Journel, 1993).
Modelo multigausiano. Simulación gausiana secuencial. Sea Yi =
φ(Zi) la transformada normal de Zi. Si la distribución multivariada de Yi, con
i = 1, ..., N ; es multigausiana, todas las distribuciones condicionales univa-
riadas de Yi dado cualquier grupo de valores condicionantes yj son gausianas
con media y varianza dadas por la solución de un conjunto de ecuaciones nor-
males (Anderson, 1984), también conocidas como ecuaciones del (co)krigeado
simple.
Sean dos funciones aleatorias Z1 y Z2, consideradas como variables prin-
cipal y secundaria respectivamente, cuyas transformadas normales son:
Y1(u) = φ1 [Z1(u)]
Y2(u) = φ2 [Z2(u)]
donde u es el vector de coordenadas espaciales; φ1 y φ2 representan las fun-
ciones que transforman Z1 y Z2 en las variables Y1 e Y2 con distribución
normal de media nula y desviación t́ıpica unitaria. El cokrigeado completo
de Y1(u) considerando tanto los datos primarios y1(uα), α = 1, ..., n1; como
los secundarios y2(u
′
α), α = 1, ..., n2, proporciona la media y la varianza de
la distribución condicional gausiana de Y1(u). La media viene dada por el
estimador cokrigeado simple y∗1(u), y la varianza corresponde a la varianza
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donde C1(uα − u) es la covarianza de Y1(u); C12(u
′
α − u) es la covarianza
cruzada entre Y1(u) e Y2(u). Los (n1 + n2) coeficientes λα se obtienen resol-
viendo el sistema de cokrigeado simple correspondiente (Myers, 1982, 1984
y 1985; Isaaks y Srivastava, 1989; Goovaerts, 1997). Un estimador como el
anterior requiere modelizar las autocovarianzas y covarianzas cruzadas en-
tre variables, y resolver un sistema de (n1 + n2) ecuaciones para cada nodo
simulado.
Una simplificación consiste en considerar como información secundaria
para la simulación de cada nodo, el dato secundario cuya localización coincide
con aquél (dato colocalizado); y en realizar una hipótesis de tipo markoviana
que permite reducir el cálculo de las covarianzas necesarias, tal como fue
explicado en el apartado dedicado a cokrigeado colocalizado bajo un modelo
de Markov (ver apartado 8.5.1).
Las expresiones para la media y la varianza de las funciones de distribu-











λ(1)α C1(uα − u)− λ(2)C12(0)
Esta estimación requiere la resolución de un sistema de (n1 + 1) ecua-
ciones, y la estimación de la función de covarianza de la variable principal.
Las funciones de covarianza secundaria y cruzada se obtienen por simple
reescalado de la correspondiente a la variable principal como se explica en
el apartado dedicado a cokrigeado colocali zado bajo un modelo de Markov
(ver el apartado 8.5.1). En Journel et al. (1992) la simulación gausiana bajo
un modelo de Markov fue aplicada al cartografiado de un domo de sal en el
Golfo de México.
Cuando se simulan varias variables que por lo general están correlaciona-
das entre śı (Gómez-Hernández y Journel, 1993; Verly, 1993), por ejemplo:
la permeabilidad horizontal, la permeabilidad vertical y la porosidad de un
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acúıfero; la técnica es idéntica a la desarrollada para una variable, sólo que
en lugar de simular un valor en cada nodo, se simula un vector de q compo-
nentes, donde q = 1, ..., Q; es el número de variables principales. Cada nodo
simulado se condiciona a los datos disponibles más cercanos de la variable
a simular, de las demás variables principales, de las variables secundarias,
y a los valores previamente simulados. Esto, más la inferencia de las au-
tocovarianzas y covarianzas cruzadas entre todas las variables, supone un
mayor costo computacional con respecto a la simulación secuencial de una
sola variable.
Almeida (1993a y b) y Almeida y Journel (1994) han desarrollado el al-
goritmo de cosimulación secuencial con información secundaria colocalizada
y bajo un modelo de Markov. Este modelo reduce el número de datos se-
cundarios participantes en cada estimación al dato colocalizado para cada
variable secundaria incorporada, y para cada variable principal previamente
simulada. Además una hipótesis markoviana reduce sensiblemente el número
de covarianzas a estimar, ya que tanto las autocovarianzas como las cova-
rianzas cruzadas para las variables secundarias pueden expresarse como una
función de las covarianzas de las variables principales. El proceso de cosimu-
lación requiere establecer una jerarqúıa de atributos, la cual estipula el orden
en que las variables son simuladas.
En Almeida et al. (1993) y en Frykman (1994), la cosimulación gausiana
bajo un modelo de Markov es aplicada a un caso real para cartografiar las
propiedades petrof́ısicas de un yacimiento en el Mar del Norte (Dan Field,
Danish North Sea).
Modelo no paramétrico. Simulación indicadora secuencial. La dis-
tribución de probabilidad acumulada condicional de una sola variable Zi
dados (n) datos condicionantes se puede escribir como:
F (zi |(n)) = E {I(zi) |(n)}
donde I(zi) es la transformada indicadora de la variable aleatoria Zi para el
umbral zi, tal que I(zi) = 1 si Zi ≤ zi, e I(zi) = 0 en caso contrario. La
esperanza condicional de la variable indicadora, que aparece a la derecha de
la ecuación anterior, se puede estimar por (co)krigeado indicador (Journel,
1983).
La simulación indicadora secuencial no adopta ningún modelo estad́ıstico
a priori al contrario que la simulación gausiana secuencial que adoptaba un
modelo multigausiano. Como se indicó en el apartado 8.6, dedicado a kri-
geado indicador, la secuencia de la simulación comienza codificando toda la
información disponible, incluyendo los datos blandos, de acuerdo a la función
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indicadora. Este algoritmo en sus distintas variantes proporciona un estima-
dor no paramétrico de la función de distribución condicional acumulada que
podemos utilizar directamente en el algoritmo de la simulación secuencial.
Tanto el krigeado indicador como el cokrigeado bajo un formalismo de
Markov-Bayes, pueden utilizarse en la simulación secuencial. La diferencia
entre un método y otro está en cómo es considerada la información blanda por
el sistema de krigeado o de cokrigeado. En el primer caso no hay posibilidad
de distinguir los patrones de continuidad espacial de la información blanda
de los de la información dura. En el caso de Markov-Bayes los datos son
incorporados a través de un estimador cokrigeado, lo que además de permitir
distinguir entre una variable y la otra, permite el mejorado de las funciones
estimadas a priori, a partir de la información blanda, condicionándolas a los
datos vecinos.
Chu et al. (1991, 1992) realizaron la simulación de la porosidad (a partir
de datos de un yacimiento de petróleo localizado en West Texas) aplicando
tanto simulación gausiana como simulación de indicadores bajo el algoritmo
de Markov-Bayes. La simulación gausiana no puede incorporar información
secundaria por lo que la simulación se realizó considerando sólo los datos du-
ros, mientras que la simulación de indicadores incorporó la densa información
secundaria disponible. Los campos generados por simulación de indicadores
muestran una mayor resolución en cuanto a que son más estructurados y
más consistentes con la información secundaria considerada, sobre todo se
aprecia una mejor reproducción de los valores altos. Araktingi et al. (1992)
cartografiaron un horizonte estratigráfico comparando los resultados entre los
algoritmos de krigeado por deriva externa y simulación indicadora secuen-
cial bajo Markov-Bayes. Langlais y Doyle (1993) adaptaron el algoritmo de
simulación indicadora secuencial para incorporar derivas.
Otros modelos. Existen otros modelos para los cuales la solución al pro-
blema de construir las funciones de distribución fue resuelto. El krigeado dis-
yuntivo (Matheron, 1976) puede ser utilizado para estimar estas funciones si
se adopta un modelo isofactorial. En caso de utilizar un modelo no paramétri-
co como el enunciado en el apartado anterior, las funciones de distribución de
probabilidad condicional se pueden estimar además de por krigeado indicador
o por cokrigeado indicador, por ecuaciones normales extendidas (Guardiano
y Srivastava, 1993).
Práctica
El problema de la simulación secuencial queda resuelto teóricamente una
vez seleccionado el modelo de la distribución de probabilidad multivariado
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para las N variables aleatorias que permite evaluar las distribuciones condi-
cionales para cada variable Zi. Sin embargo, esto no es suficiente desde un
punto de vista práctico donde aparecen una serie de problemas que deben
ser resueltos.
Número de puntos condicionantes. El algoritmo de simulación secuen-
cial tal como fue descripto previamente requiere el cálculo de probabilidades
condicionales con un número de valores condicionantes que crece conforme el
algoritmo progresa. Para los modelos de distribución de probabilidades pre-
sentados antes, el cálculo de las probabilidades condicionales supone resolver
un sistema de ecuaciones lineales cuyo número es proporcional al número de
datos condicionantes. Por consiguiente la aplicación estricta del algoritmo de
simulación secuencial requeriŕıa la resolución de sistemas de ecuaciones muy
grandes. Para evitar esto el cálculo de la función de distribución f(zi |(n)),
con (n) representando un número muy grande de valores condicionantes, es
aproximado por la función de distribución f(zi
∣∣(n′)) con (n′) ⊂ (n), n′  n.
El problema es ahora encontrar el subgrupo (n
′
) de las (n) variables aleato-
rias condicionantes originales que mejor aproxime la función de distribución
deseada. En muchos casos, el subgrupo de tamaño (n
′
) que provee tal aproxi-
mación está formado por los valores condicionantes más “cercanos” a Zi, en
donde esa “cercańıa” se define en términos de alguna función de correlación.
Una solución práctica seŕıa la siguiente: (i) definir el número máximo
de valores que serán utilizados para calcular cada función de distribución,
(ii) definir un entorno alrededor de la localización de Zi, (iii) retener sólo
los valores condicionantes dentro de ese entorno, (iv) ordenar los valores
retenidos de acuerdo a la “distancia” a partir de Zi según el variograma o
alguna otra medida de distancia estructural, y (v) retener sólo los valores
hasta un máximo establecido (algunas veces es aconsejable realizar una des-
aglomeración previa con el fin de limitar el número máximo de valores a ser
retenidos por octante o cuadrante dentro del entorno de búsqueda, Isaaks y
Srivastava, 1989).
Algunas consideraciones:
1. El entorno de búsqueda debeŕıa ser tan grande como la máxima dis-
tancia para la cual los variogramas están siendo reproducidos. Este
requerimiento es dif́ıcil de cumplir en el caso de fuertes anisotroṕıas
geométricas y en el caso de anisotroṕıas zonales.
2. El entorno de búsqueda puede ser de cualquier forma pero es recomen-
dable que su forma sea elipsoidal con sus ejes principales alineados con
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las direcciones principales de continuidad.
3. Cuando todas las variables aleatorias están sobre una malla regular, un
algoritmo de búsqueda eficiente para encontrar los valores condicionan-
tes dentro del entorno, es realizar una búsqueda en espiral partiendo
de la localización a simular.
Secuencia de simulación. La descomposición de la función de distribu-
ción de probabilidades multivariada en un producto de funciones de distri-
bución de probabilidades condicionadas univariadas es independiente del or-
denamiento de las N variables aleatorias consideradas. Sin embargo, debido
a las simplificaciones necesarias para calcular estas funciones, una secuencia
que visite nodos adyacentes de forma consecutiva, introduciŕıa artefactos en
la simulación.
Por ello es recomendable aplicar el algoritmo utilizando una secuencia
aleatoria de visita a las localizaciones de las N variables aleatorias. Tal se-
cuencia puede ser obtenida asignando un ı́ndice entero a cada nodo generado
de forma aleatoria. Un generador de la forma:
pk = (5 · pk−1 + 1)mod2n
genera una secuencia aleatoria de enteros {p0, p1, ..., pN} conteniendo uno y
sólo uno de los enteros entre 1 y 2n.
Datos condicionantes
Generalmente las N variables aleatorias están sobre una malla regular.
Sin embargo, en la mayoŕıa de los casos no sucede aśı con los N0 datos con-
dicionantes. Hay dos posibilidades para tratar con los datos condicionantes.
La primera consiste en relocalizar cada uno de los datos en el nodo más
cercano a su localización original. La segunda es tratar con los datos en sus
coordenadas originales.
La relocalización de los datos condicionantes en los nodos más cercanos
es la solución computacionalmente más eficiente. Como hemos dicho más
arriba, cuando todas las variables están regularmente localizadas es posible
implementar una búsqueda en espiral, la cual es mucho más eficiente que
analizar todos los datos en busca de los datos condicionantes. Si los datos son
considerados en sus localizaciones originales no es posible implementar este
tipo de búsqueda, y tienen que ser tratados separadamente. En tal caso, la
búsqueda en espiral tiene que ser reemplazada por otro algoritmo de búsqueda
much́ısimo más lento. Relocalizar los datos incrementa la velocidad de la
simulación, pero implica una pérdida de exactitud puesto que, puede perderse
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alguno de los datos, ya que si dos datos son relocalizados en la misma posición
sólo se podrá retener uno de ellos. Tratar los datos en sus posiciones originales
incrementa el tiempo de la simulación pero es la opción más exacta.
Reproducción de anisotroṕıas zonales. Mallas imbricadas. La ani-
sotroṕıa zonal es un caso degenerado de la anisotroṕıa geométrica y ocurre
cuando una de las estructuras imbricadas utilizadas para modelizar la fun-
ción de covarianza o el variograma tiene un alcance infinito en una de sus
direcciones principales. Para reproducir adecuadamente este tipo de aniso-
troṕıa, el entorno de búsqueda debe ser infinitamente grande en la dirección
en la cual el alcance es infinito.
El uso de un entorno de búsqueda tan grande como la malla a simular
es, para mallados extensos, impracticable. Cuanto más grande es el entorno
de búsqueda mayor es el tiempo utilizado en la búsqueda de los datos lo que
implica mayores recursos computacionales. Si la reproducción de los alcances
muy grandes con respecto al espacio de la malla es importante, existe la
alternativa de utilizar mallas imbricadas.
En tal aproximación dos o más mallas son definidas en el dominio de la
simulación. La más fina de estas mallas coincide con el mallado sobre el cual
están distribuidas las variables aleatorias a simular. La secuencia de visita
parte de los nodos de la malla gruesa y, dado que el espaciado entre nodos
es grande, el entorno de búsqueda puede ser grande en tamaño e incluir un
pequeño número de nodos. Cuando los nodos de la malla gruesa han sido
todos simulados, la secuencia de visita continúa simulando los nodos de la
malla más fina, al tiempo que se reduce el tamaño del entorno de búsqueda.
La secuencia sigue hasta simular todos los nodos de la más fina de las mallas.
A partir de la experiencia podemos decir que para reproducir una ani-
sotroṕıa zonal es suficiente con utilizar dos mallas. Para reproducir alcances
muy grandes en todas las direcciones, esto es, cuando más de dos mallas
imbricadas son necesarias, el número de ellas depende de los valores de los
alcances en relación a la malla más fina.
Códigos disponibles
Existen algunos códigos de dominio público que implementaron el algo-
ritmo de simulación secuencial para algunos de los modelos multivariados
que mencionamos antes. ISIM3D (Gómez-Hernández y Srivastava, 1990) y
sisim (Deutsch y Journel, 1992) son códigos para la simulación secuencial
en 3D de un solo atributo en los cuales las funciones de distribución de pro-
babilidad son construidas por krigeado indicador. ISIM3D relocaliza los datos
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Figura 10.1: Reproducción del modelo multivariado. A la izquierda: histogra-
ma de las 100 realizaciones. El modelo de histograma es gausiano con medio
cero y varianza unidad. A la derecha: modelo y variograma medio de las 100
realizaciones. El variograma modelo (ĺınea continua) es exponencial con un
alcance práctico de 21 unidades. El variograma medio se muestra en ĺınea de
puntos.
condicionantes a los nodos más cercanos y permite considerar dos mallas im-
bricadas. sisim tiene la opción de preservar los datos condicionantes en sus
localizaciones originales pero permite sólo una malla. GCOSIM3D (Gómez-
Hernández y Journel, 1993) y sgsim (Deutsch y Journel, 1992) son códigos
para la simulación secuencial en 3D de realizaciones a partir de una función
de distribución de probabilidad multigausiana. sgsim está limitado a la ge-
neración de una sola variable mientras que GCOSIM3D permite la generación
de varios atributos.
10.2.2. Evaluación del algoritmo
En esta sección evaluamos el algoritmo de simulación secuencial para la
generación de realizaciones no condicionadas de un único atributo a partir de
un modelo multigausiano. El condicionamiento no fue estudiado ya que, como
hemos señalado, la simulación secuencial es condicional por construcción.
Todos los análisis se llevaron a cabo sobre 100 realizaciones de un campo
bidimensional con 50 por 50 nodos, siendo el espaciado entre nodos igual a
una unidad en cada dirección. El programa GCOSIM3D (Gómez-Hernández
y Journel, 1993) fue utilizado para la generación de los campos. El único
parámetro cŕıtico que permaneció constante a lo largo de todo el análisis es
el número máximo de puntos retenidos dentro del entorno de búsqueda el
cual es igual a 8.









Modelo y variograma indicador (q0.1)
















Modelo y variograma indicador (q0.25)
















Modelo y variograma indicador (q0.5)
















Modelo y variograma indicador (q0.75)
















Modelo y variograma indicador (q0.9)








Figura 10.2: Reproducción de los variogramas indicadores teóricos. Los vario-
gramas indicadores teóricos (ĺınea continua) corresponden al primer y último
decil, a los cuartiles inferior y superior, y a la mediana; y son comparados
con los obtenidos a partir de las simulaciones (ĺınea de puntos).
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Reproducción del modelo multivariado
Un modelo multigausiano con media cero, varianza unidad y un vario-
grama isotrópico exponencial con un alcance práctico de 21 unidades fue
utilizado para modelizar la estructura de variabilidad espacial de los campos
simulados. El entorno de búsqueda fue circular con un radio de 30 unida-
des. A continuación comentamos algunas pruebas realizadas para comprobar
la bondad de la reproducción del modelo multinormal por el algoritmo de
simulación.
Reproducción del histograma. En la figura 10.1 izquierda mostramos el
histograma calculado a partir de las 100 realizaciones. El histograma gausiano
con media cero y varianza unidad es muy bien reproducido.
Reproducción del variograma. La figura 10.1 derecha muestra el vario-
grama de entrada (ĺınea continua) y el variograma medio calculado a partir
de las 100 realizaciones (ĺınea discontinua). La reproducción es casi perfecta.
Reproducción de los variogramas indicadores. Dado que la expresión
anaĺıtica de los variogramas indicadores para una distribución multigausiana
es conocida (Xiao, 1985; Journel, 1989), podemos calcular los variogramas
indicadores experimentales y compararlos con los anaĺıticos. En la figura 10.2
mostramos los variogramas indicadores teóricos y los obtenidos a partir de las
100 realizaciones para los umbrales correspondientes a la mediana, el primer
y último decil, y los cuartiles superior e inferior respectivamente. Otra vez la
reproducción es casi perfecta.
Reproducción de los variogramas de bloques. Un cambio de soporte
fue aplicado a las 100 realizaciones utilizando bloques de 5 por 5 unidades.
Dentro de cada bloque la media aritmética fue calculada y asignada a las
coordenadas del centro del bloque. El resultado es 100 realizaciones de una
variable la cual debeŕıa estar multinormalmente distribuida con media cero y
variograma γV dado por la expresión siguiente (Journel y Huijbregts, 1978):
γV (h) = γ(V, Vh)− γ(V, V )








con V representando el bloque soporte y Vh el mismo bloque soporte tras-
ladado por el vector h. γ(V, V ) es igual a γ(V, Vh) para h = 0. La última










Modelo y variograma regularizado (5x5)















Modelo y variograma regularizado (10x10)







Figura 10.3: Variograma de bloques. El variograma regularizado teórico (ĺınea
continua) para bloques de 5 por 5 unidades (a la izquierda) y de 10 por 10
unidades (a la derecha) correspondiente al mismo variograma exponencial de
todas las figuras previas, es comparado con el obtenido a partir de las mismas
100 realizaciones después de realizar un cambio de soporte (ĺınea de puntos).
expresión fue evaluada numéricamente a partir de la expresión del variograma
γ(h).
La figura 10.3 izquierda muestra el variograma teórico correspondiente a
los valores medios tomados sobre bloques de 5 por 5 (ĺınea continua) y el va-
riograma medio calculado a partir de las 100 realizaciones (ĺınea discontinua).
El acuerdo es muy bueno. El mismo procedimiento fue repetido pero para
bloques de 10 por 10 y los resultados teóricos y experimentales se muestran
en la figura 10.3 derecha.
A partir de los resultados hasta aqúı presentados concluimos que el al-
goritmo de simulación secuencial produce realizaciones las cuales siguen un
modelo multigausiano más allá de la reproducción de la media y la covarianza
de entrada.
Análisis de otros modelos de variogramas
Para analizar el comportamiento del algoritmo de simulación secuencial
con diferentes modelos de variograma generamos 3 series de 100 realizacio-
nes cada una con variogramas isotrópicos cuyo alcance práctico fue de 12
unidades. La búsqueda fue circular con un radio de 24 unidades y los mode-
los utilizados fueron esférico, exponencial y doble exponencial. La figura 10.4
muestra la reproducción de los variogramas de entrada para los tres conjuntos
de realizaciones. Tanto el variograma exponencial como el doble exponencial
fueron muy bien reproducidos, mientras que las realizaciones correspondien-
tes al variograma esférico presentan un alcance más grande y con una forma
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Figura 10.4: Diferentes modelos de variograma. Tres diferentes modelos de
variograma de entrada con el mismo alcance práctico (ĺınea continua) y los
variogramas calculados a partir de las 100 realizaciones (ĺınea de puntos).
Sólo el modelo esférico no es reproducido perfectamente.
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Figura 10.5: Modelo esférico. Cuando el número de puntos condicionantes
retenidos para calcular la distribución condicional se incrementa de 8 a 40,
la reproducción del modelo esférico mejora considerablemente.
parecida a un variograma exponencial.
Las propiedades markovianas de los modelos multigausianos con un vario-
grama exponencial o doble exponencial, hicieron que la aproximación para las
distribuciones utilizando un pequeño subconjunto de valores condicionantes
sea una muy buena aproximación. El modelo multigausiano con un modelo
esférico carece de esa propiedad, y el resultado es que las realizaciones tienden
a mostrar un variograma exponencial cuyo comportamiento cerca del origen
trata de ser similar al variograma esférico que intentamos reproducir. Una
mejor reproducción del variograma esférico se obtuvo reteniendo un mayor
número de datos condicionantes dentro del entorno de búsqueda (recordemos
que se utilizaron 8). En la figura 10.5 se muestra el variograma calculado a
partir de 100 realizaciones reteniendo los 40 puntos más cercanos. Se puede
observar que la reproducción es muy buena.
Sensibilidad al tamaño del entorno de búsqueda
Presentamos un análisis de sensibilidad con el objeto de ver el impacto
del tamaño del entorno de búsqueda sobre la reproducción de un variogra-
ma exponencial con un alcance práctico de 12 unidades. Tres entornos con
radios de 12, 24 y 36 unidades fueron elegidos. La figura 10.6 muestra el
variograma de entrada y los correspondientes variogramas experimentales.
La reproducción del variograma de entrada es suficientemente buena incluso
para el entorno más pequeño.
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Figura 10.6: Varios tamaños para el entorno de búsqueda. Tres tamaños (12,
24 y 36 unidades) del entorno de búsqueda fueron evaluados para ver su
impacto sobre la reproducción del variograma de entrada. La reproducción
en los tres casos es muy buena.









Modelo y variograma direccional medio
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Figura 10.7: Variograma anisotrópico. La reproducción de un variograma
anisotrópico con los ejes principales no necesariamente paralelos a los ejes
cartesianos es muy buena. La figura muestra los variogramas direccionales
(modelo y experimental) para las dos direcciones principales.
Modelo anisotrópico
Finalmente un variograma exponencial anisotrópico con alcances prácti-
cos de 21 y 100 unidades respectivamente, cuyo alcance más largo forma un
ángulo de 30o con la horizontal, fue utilizado para generar un conjunto de
100 realizaciones. En la figura 10.7 mostramos la reproducción de los vario-
gramas en las direcciones de máxima y mı́nima continuidad. Nuevamente, el
acuerdo es muy bueno.
10.2.3. Conclusiones
La simulación secuencial es una técnica de simulación teóricamente simple
la cual es completamente general y condicional por construcción. Debido
a problemas de implementación algunas aproximaciones fueron realizadas
para que el algoritmo sea de aplicabilidad práctica. Como demostramos en
este caṕıtulo para el caso de un modelo multigausiano, el impacto de tales
aproximaciones no afecta la reproducción del histograma y del modelo de
covarianzas de entrada.
10.3. Simulación por recocido simulado (an-
nealing)
La simulación por recocido simulado (ver Deutsch, 1992; Deutsch y Jour-
nel, 1991 y 1992b; Deutsch y Cockerman, 1994) es una herramienta capaz
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de complementar las técnicas más tradicionales de simulación estocástica. Su
mayor ventaja es su capacidad de imponer ciertos patrones de variabilidad
espacial que son dif́ıciles de caracterizar a través de funciones de covarianza,
a la vez que su facilidad, al menos teórica, para incorporar información pro-
veniente de diversas fuentes. Su flexibilidad es posible gracias a un algoritmo
simple pero computacionalmente poco eficiente por lo que el uso del recocido
simulado no se recomienda para aquellos casos en que existan herramientas
alternativas capaces de alcanzar el mismo objetivo.
El recocido simulado se basa en un algoritmo inicialmente desarrollado
para la solución de problemas de optimización, en los cuales se requeŕıa la
ordenación óptima de un sistema con un gran número de componentes. En el
contexto de la modelización estocástica los componentes podŕıan ser los va-
lores del parámetro en estudio discretizados sobre una malla. La optimalidad
de la ordenación se puede medir por cómo el orden de los bloques reproduce
el patrón de correlación espacial (covarianzas) que se desea imponer. Puesto
que existen muchas ordenaciones capaces de reproducir dicho patrón, encon-
trar un óptimo equivale a generar una realización del atributo modelizado.
Aśı, por un lado el problema de representación estocástica es transforma-
do en uno de optimización, y por el otro este problema de optimización es
resuelto por recocido simulado, técnica que pertenece a las llamadas de re-
lajación estocástica. La caracteŕıstica principal de los métodos de relajación
estocástica, en los que se encuadra el recocido simulado, es perturbar itera-
tivamente la realización “candidata” y luego aceptar o no la perturbación
en función de alguna regla de decisión. Esta regla está en relación con cuán
cercanas las propiedades estad́ısticas de la representación perturbada están
de las deseadas.
Para ilustrar la aplicación de esta metodoloǵıa, se considera una variable
categórica Z(u) que puede tomar k valores, con k = 1, ..., K. El problema
es generar una distribución espacial de Z(u) en los N nodos de una malla,
es decir simular los valores z(ui), i = 1, ..., N , preservando una cierta corre-
lación espacial, que, por ejemplo, podemos suponer que viene dada por el
histograma bivariado siguiente:
f(h; k1, k2) = prob {Z(u) ∈ a la categoŕıa k1, Z(u+ h) ∈ a la categoŕıa k2} ,
k1, k2 = 1, ..., K
Este histograma es conocido para los vectores de separación hl = h1, ..., hL.









f(hl; k1, k2)referencia − f(hl; k1, k2)realización
]2
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El algoritmo general de recocido simulado puede esquematizarse a través
de los siguientes pasos:
1. Establecer las componentes de referencia de la función objetivo, es de-
cir, cuáles son los valores del histograma bivariado que queremos re-
producir:
f(hl; k1, k2)referencia, l = 1, ..., L; k1 = 1, ..., K; k2 = 1, ..., K
2. Generar una realización inicial z(ui), i = 1, ..., N que al menos repro-
duzca las frecuencias relativas de cada una de las categoŕıas a las que
puede pertenecer Z(u). Por ejemplo generando los valores aleatoria-
mente a partir de la distribución univariada.
3. Calcular las componentes de la realización en la función objetivo, es
decir:
f(hl; k1, k2)realización, l = 1, ..., L; k1 = 1, ..., K; k2 = 1, ..., K
4. Evaluar la función objetivo O.
5. Seleccionar dos nodos al azar e intercambiar sus valores. Este intercam-
bio resulta en una nueva realización z′(ui), i = 1, ..., N.
6. Actualizar todas las componentes de la función objetivo para la nueva
realización y reevaluarla, lo que da como resultado O′.
7. El intercambio (y por tanto la nueva realización) será aceptada si la
función objetivo decrece, es decir, si O′ < O o, con una cierta pro-
babilidad, si la función objetivo aumenta. La segunda posibilidad de
aceptación hace que una fracción de los intercambios que no ayudan a
reducir la función objetivo se acepten evitando aśı que el proceso de
optimización se quede estancado en un mı́nimo local. Esta probabilidad
va decreciendo a medida que la simulación progresa de manera que
cada vez es menor la fracción de tales intercambios que se aceptan. Es
precisamente esta posibilidad de aceptar intercambios que no ayudan a
reducir la función objetivo lo que le da el nombre de recocido simulado.
8. Si la función objetivo alcanza un valor cercano a cero, la realización se
considera definitiva. De lo contrario se vuelve al paso (5) y se realiza
un nuevo intercambio.
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Este algoritmo puede sufrir muchas variantes según se consideren distin-
tas funciones objetivos, diferentes modos de crear la representación inicial,
diferentes mecanismos de perturbación, y distintas reglas de aceptación.
La técnica del recocido simulado anteriormente descrita puede adaptarse
para considerar información blanda o secundaria. Para ello es necesario modi-
ficar la función objetivo de manera que pueda considerar esa información en
el proceso de optimización. Por ejemplo, si se cuenta con un grupo de datos
de calibración, es posible obtener información acerca de la correlación entre
las variables principal y secundaria, a partir del correspondiente diagrama de
dispersión. Si sumarizamos esta correlación por el coeficiente de correlación
lineal ρcalibración y queremos que la realización presente dicho coeficiente
de correlación, no tenemos más que añadir un término a la función objetivo
como el siguiente:
Oc = [ρcalibración − ρrealización]
2
De forma similar puede considerarse otro tipo de información mientras
pueda expresarse su relación con la variable principal de una manera capaz
de ser integrada en la función objetivo. Sin embargo, el diseño de una fun-
ción objetivo compleja puede hacer impracticable el método desde el punto
de vista computacional. En Deutsch y Journel (1992b) se presentó el esque-
ma de una aproximación por recocido simulado para incluir permeabilidades
efectivas derivadas de ensayos de bombeo en la simulación de campos de
permeabilidad a escala local.
La mayor desventaja de esta técnica es que al tratarse de un problema
de optimización, la convergencia hacia el óptimo puede ser lenta, reduciendo
su eficiencia computacional. Existe la posibilidad de implementar métodos
que aceleran esta convergencia, pero que pueden sesgar los resultados. Sin
embargo, si partimos de una buena condición inicial, este sesgo puede ser
mı́nimo.
10.4. Simulación por campos de probabilidad
Froidevaux (1992) y Srivastava (1992 y 1994) han presentado una técnica
de simulación condicional capaz de incorporar diferentes tipos de informa-
ción, conocida como simulación por campos de probabilidad. Dos son las
caracteŕısticas distintivas de este algoritmo. La primera es la disociación en-
tre las tareas de estimar la función de distribución acumulada condicionada
en cada localización y la generación de las representaciones equiprobables
del atributo. (Recordemos que en la técnica de simulación secuencial las fun-
ciones de distribución se van calculando secuencialmente en cada punto a
CAPÍTULO 10. ALGORITMOS DE REPRESENTACIÓN ESTOCÁSTICA229
simular). La segunda es que la integración de distintos tipos de información
se puede hacer de un modo muy sencillo.
Consideremos un atributo Z a simular sobre los nodos de una malla, con-
dicionado a una serie de medidas. Previo a la simulación podemos determinar
en cada nodo la función de distribución condicional en base a un cierto mo-
delo de función aleatoria por alguno de los métodos descritos en secciones
anteriores. En concreto, en el nodo n conoceremos:
F (u; z |(n)) = Prob {Z(u) ≤ z |(n)}
donde (n) representa la información condicionante local.
Ahora consideremos una realización del atributo {zs(ui), i = 1, ..., N}.
Puesto que las funciones de distribución local son biuńıvocas1 hay una corres-
pondencia ineqúıvoca entre los valores de la realización y las correspondientes
probabilidades asociadas a través de dichas distribuciones locales:
{zs(ui), i = 1, ..., N} ⇐⇒ {ps(ui), i = 1, ..., N}
con ps(ui) = F (ui; zs(ui) |(n)), donde las probabilidades locales ps(ui) pue-
den ser interpretadas como los resultados de una función aleatoria P (u).
Esto plantea la posibilidad de generar una realización de las probabilidades
a partir de las cuales, y a través de las funciones de distribución locales,
obtener los valores del atributo.
Las principales ventajas de este procedimiento seŕıan el que las realizacio-
nes de los campos de probabilidad no tienen que ser condicionales y el que la
función F (u; z |(n)) puede determinarse con los métodos de estimación más
elaborados de que dispongamos.
La generación de los campos de probabilidad se realiza bajo las siguientes
suposiciones:
Dado que P (u) representa un campo de probabilidad, este sigue una
distribución uniforme; y
Hay unas “caracteŕısticas de permanencia” entre la transformada uni-
forme U(Z(u)) y P (u), que nos permite asimilar la covarianza del cam-
po de probabilidad a la de la transformada uniforme de los datos dis-
ponibles, es decir:
CP (h) ≈ CU(h)
1Excepto para algunos casos singulares para los cuales el valor de p no queda definido.
Es el caso de un dato duro cuya función de distribución acumulada condicionada es una
función salto.
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con:
U(u) = Prob {Z < z(u)}
Esta hipótesis es heuŕıstica y no existe una justificación teórica de la
misma. En Froidevaux (1992) esta hipótesis es contrastada experimen-
talmente.
La implementación práctica del algoritmo de simulación de campos de
probabilidad puede esquematizarse como sigue:
1. Definimos un mallado que cubra el área de interés.
2. Obtenemos para cada nodo de la malla la función de distribución acu-
mulada condicionada local F (u, z) del atributo a ser simulado.
3. Calculamos y modelizamos la función de covarianza de la transformada
uniforme de Z(u) y asumimos que:
CP (h) ≈ CU(h)
4. Generamos sobre la malla una simulación no condicionada de P (u) con
distribución uniforme y covarianza CP (h).
5. Para cada nodo obtenemos el valor zs(u) a partir de la función de




6. Repetimos (4) y (5) para obtener otra realización equiprobable del atri-
buto.
Bourgault et al. (1995) y Bourgault y Journel (1995) han extendido la
técnica de simulación de campos de probabilidad para el caso de estimación
de un campo de la variable principal en presencia de información secundaria
densamente muestreada (ver el apartado 8.8). Estos autores realizaron el
cartografiado de la conductividad eléctrica del suelo incorporando medidas
de respuesta electromagnética del mismo.
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10.5. Algoritmos booleanos
Los algoritmos booleanos constituyen otra categoŕıa dentro de los algo-
ritmos de simulación estocástica. El objetivo de estos algoritmos es rellenar
el espacio a simular con objetos geométricos en los que los parámetros que
definen la geometŕıa de estos objetos siguen una cierta ley de distribución.
Un ejemplo clásico de modelo booleano es el de redes de fracturas para la
modelización del flujo en macizos grańıticos. Los objetos son fracturas pla-
nas eĺıpticas y los parámetros geométricos que les definen son el centro, la
orientación del semieje mayor y las longitudes de los semiejes mayor y menor.
Los modelos booleanos aunque atractivos por su fundamento geométrico son
complejos de implementación (es dif́ıcil inferir las distribuciones de proba-
bilidad de los parámetros que definen la geometŕıa de los objetos) y muy




11.1. Descripción y análisis de la información
Para evaluar el comportamiento de los algoritmos de simulación hemos
realizado un ejercicio en el que modelizamos el flujo de agua subterránea y
el transporte advectivo de masa en un acúıfero rectangular. La información
utilizada como referencia corresponde a una parte de la base de datos de
Walker Lake (descrita en el caṕıtulo 9 dedicado al ejemplo de los algorit-
mos de estimación) cubriendo un superficie de 20 por 12 kilómetros que fue
discretizada en 24000 celdas. Como en el ejemplo de estimación la variable
U , variable principal, representa permeabilidades y la variable V , variable
secundaria, un atributo geof́ısico correlacionado con aquélla, por ejemplo la
atenuación o la velocidad śısmica. Los campos correspondientes a las dos
variables utilizadas en este ejercicio se representan gráficamente en la figura
11.1. Como se aprecia en la figura 11.1 superior, el campo de permeabilidades
tiene una zona de valores altos rodeada por dos zonas de valores bajos. El
coeficiente de correlación lineal entre ambas variables es igual a 0.6.
Del campo de la figura 11.1 superior se seleccionan 20 datos según el
patrón de la figura 11.1 central, los cuales constituyen los datos duros. Estos
datos correspondeŕıan a medidas directas en perforaciones realizadas in situ.
Por otro lado, consideramos que el campo de la figura 11.1 inferior es el
resultado de una campaña de prospección śısmica 3-D, lo que nos proporciona
información exhaustiva acerca de la variable secundaria. De acuerdo a esto,
disponemos de la variable principal U en 20 celdas y de la variable secundaria
V en 24000 celdas. Para la estimación de los parámetros que cuantifican la
correlación espacial de las variables en juego y su interrelación disponemos
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  25.5 -   41.6
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1270.3 - max   
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Figura 11.1: Campos de referencia. Arriba: campo de referencia de la variable
principal (U). Centro: localización de los 20 datos duros seleccionados a partir
del campo de arriba. Abajo: campo de referencia de la variable secundaria
(V ).





















Figura 11.2: Conjunto de datos de calibración. Arriba: localización de los
200 datos de calibración. Abajo: diagrama de dispersión de los 200 datos de
calibración.
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de un conjunto de datos de calibración, integrado por 200 parejas que fueron
seleccionadas aleatoriamente de los campos exhaustivos de la figura 11.1, y
cuyas localizaciones pueden verse en la parte superior de la figura 11.2. Este
conjunto de datos no interviene en la simulación que de la variable principal
vamos a realizar, sólo es utilizado para obtener los parámetros de correlación
necesarios por cada algoritmo. Algunos de estos parámetros se calibran a
partir del diagrama de dispersión de los 200 datos de calibración que se
muestra en la figura 11.2.
En la figura 11.3 se presentan los variogramas obtenidos a partir de los
datos de calibración para la variable principal y para la secundaria y el va-
riograma cruzado entre éstas. Con ĺınea de puntos se muestra el variograma
experimental y en ĺınea llena los modelos ajustados. La expresión del modelo
anisotrópico seleccionado en este ejercicio es:


















y y el cual está integrado por tres estructuras imbricadas
que son las siguientes:
un efecto pepita cuya meseta es igual a C0,
una estructura exponencial isotrópica con un alcance a1 = 25 y una
meseta C1, y
una estructura esférica anisotrópica con un rango menor a2x = 50 en la
dirección hx y un rango mayor a2y = 100 en la dirección perpendicular
hy y una meseta C2.
La dirección hx corresponde a la dirección de mı́nima continuidad (N60E)
y la dirección hy a la de máxima continuidad (N30O). Los modelos de los
variogramas exponencial y esférico tienen las siguientes expresiones:
Exp (h) = 1− exp(−3h)
Sph (h) =
{
1,5h− 0,5h3, para h < 1
1, para h > 1
En la tabla 11.1 se pueden ver los parámetros del modelo de corregionaliza-
ción lineal ajustado para las variables U y V .
En las figuras 11.4, 11.5 y 11.6 se representan gráficamente los variogra-
mas indicadores estandarizados experimentales y los modelos ajustados para
9 umbrales seleccionados. Estos variogramas son calculados a partir de los









Variograma de U en la direccion N60E















Variograma de U en la direccion N30O















Variograma de V en la direccion N60E
















Variograma de V en la direccion N30O
















Variograma cruzado en la direccion N60E















Variograma cruzado en la direccion N30O







Figura 11.3: Variogramas experimentales y modelos ajustados. Por columnas
los variogramas en las direcciones N60E y N30O. Por filas los variogramas
de la variable principal, secundaria y cruzada.







































































































Figura 11.4: Variogramas indicadores experimentales y sus modelos ajustados
para los umbrales z1 = 0,31, z2 = 6,09 y z3 = 16,62. A la izquierda los
variogramas correspondientes a la dirección N60E, y a la derecha los corres-
pondientes a la dirección N30O. En ĺınea continua los modelos ajustados y
en ĺınea de trazo los variogramas experimentales.







































































































Figura 11.5: Variogramas indicadores experimentales y sus modelos ajustados
para los umbrales z4 = 46,22, z5 = 134,5 y z6 = 240,8. A la izquierda los
variogramas correspondientes a la dirección N60E, y a la derecha los corres-
pondientes a la dirección N30O. En ĺınea continua los modelos ajustados y
en ĺınea de trazo los variogramas experimentales.







































































































Figura 11.6: Variogramas indicadores experimentales y sus modelos ajustados
para los umbrales z7 = 350,36, z8 = 549,59 y z9 = 1073,05. A la izquierda
los variogramas correspondientes a la dirección N60E, y a la derecha los co-
rrespondientes a la dirección N30O. En ĺınea continua los modelos ajustados
y en ĺınea de trazo los variogramas experimentales.
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C0 C1 a1 C2 a2x a2y
U 50000 100000 25 250000 50 100
V 10000 35000 25 50000 50 100
U − V 20000 50000 25 75000 50 100
Cuadro 11.1: Parámetros del modelo de corregionalización para el conjunto
de datos de calibración del ejercicio de simulación. C0 es el efecto pepita; C1
es el peso de la primera estructura imbricada; C2 es el peso de la segunda
estructura imbricada; a1 es el alcance de la primera estructura imbricada
que es isotrópica; y a2x y a2y son los alcances de la segunda estructura en las
direcciones de mı́nima y máxima continuidad respectivamente.
200 valores del conjunto de datos de calibración correspondientes a la varia-
ble principal transformada según la expresión de la función indicadora. Los
9 umbrales corresponden a los deciles de este conjunto y sus valores pueden
verse en la tabla 11.2.





donde γI(h; zk) es el variograma indicador; C(zk) = F (zk) [1− F (zk)] es la
meseta teórica del variograma indicador, y F (zk) es la media de los indicado-
res para el umbral zk. La expresión del modelo anisotrópico ajustado a cada
umbral es:
γI(h; zk) = C(zk)·








)2 , |h| > 0
donde C0 y C1 son los valores de las mesetas de las dos estructuras im-
bricadas en el modelo expresadas en proporción relativa a la meseta total
F (zk) [1− F (zk)], tal que C0(zk) + C1(zk) = 1, para todos los umbrales.
Las dos estructuras imbricadas son:
un efecto pepita cuya meseta es igual para todos los umbrales y vale
0.2, y
una estructura esférica anisotrópica con un rango a1x(zk) en la dirección
hx (N60E) y un rango a1y(zk) en la dirección perpendicular hy (N30O).
Las direcciones principales de continuidad y la expresión del modelo de va-
riograma esférico son las mismas que para la modelización de los variogramas
de las variables no indicadoras. En la tabla 11.2 vemos los parámetros selec-
cionados para los modelos ajustados para cada umbral zk.
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k zk C0(zk) C1(zk) a1x(zk) a1y(zk)
1 0.31 0.2 0.8 15 22.5
2 6.09 0.2 0.8 15 22.5
3 16.62 0.2 0.8 20 24.0
4 46.22 0.2 0.8 25 25.0
5 134.50 0.2 0.8 28 28.0
6 240.80 0.2 0.8 32 22.4
7 350.36 0.2 0.8 32 22.4
8 549.59 0.2 0.8 30 24.0
9 1073.05 0.2 0.8 20 14.0
Cuadro 11.2: Parámetros de los modelos ajustados a los variogramas indica-
dores experimentales en función del umbral para el ejercicio de simulación.
k es el umbral; zk es el valor del umbral; C0(zk) es el efecto pepita; C1(zk)
es el peso de la estructura imbricada; y a1x(zk) y a1y(zk) son los alcances de
la estructura imbricada en las direcciones de mı́nima y máxima continuidad
respectivamente.
11.2. Algoritmos evaluados y metodoloǵıa
Los algoritmos evaluados fueron los siguientes:
simulación gausiana secuencial de un solo atributo (variable principal),
simulación gausiana secuencial de dos variables (principal y secundaria)
utilizando cokrigeado colocalizado bajo un modelo markoviano,
simulación indicadora secuencial utilizando krigeado indicador,
simulación indicadora secuencial utilizando cokrigeado indicador con
un modelo de Markov-Bayes,
simulación por campos de probabilidad, y
simulación por recocido simulado.
La metodoloǵıa seguida fue similar a la descrita por Gómez-Hernández y
Wen (1994), para cuantificar la incertidumbre en la estimación del tiempo y
de la posición de llegada de un contaminante que viaja a través del acúıfero.
Primero, el problema de flujo y de transporte es resuelto para el campo
de referencia (figura 11.1 superior). Por razones de eficiencia computacional
el campo original de 200 por 120 celdas es escalado utilizando bloques de 2 x
2 celdas y asignando a éstos la media geométrica de los bloques individuales.
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En la parte superior de la figura 11.7 se muestra el campo de referencia esca-
lado. Las condiciones de borde que hemos considerado son: altura prescrita
constante en los bordes oeste y este iguales a 10 y 0 metros respectivamente, y
flujo nulo a través de los bordes norte y sur. El mapa de alturas piezométricas
resultante se muestra en la parte inferior de la figura 11.7. Puede observarse
que a causa de las condiciones de borde el flujo medio se desarrolla en sentido
oeste-este.
Para el problema de transporte hemos considerado el caso de un hipotético
repositorio de residuos nucleares localizado en el borde oeste del acúıfero. Un
escape de 2000 part́ıculas uniformemente repartidas en un segmento de 2
kilómetros de longitud, cuyo centro se encuentra en la coordenada vertical
y=6 km, es modelizado considerando sólo el transporte advectivo.
En la figura 11.7 se muestran las trayectorias seguidas por 20 de esas
part́ıculas representadas sobre el campo de transmisividades escaladas y so-
bre el de alturas piezométricas, respectivamente. En la figura 11.8 hemos
representado gráficamente (de arriba a abajo) la curva de llegada del con-
taminante, el histograma de los tiempos de llegada y el de las posiciones de
llegada al borde este para 2000 part́ıculas respectivamente. Las mismas figu-
ras fueron obtenidas a partir de los resultados obtenidos por cada uno de los
métodos utilizados con el fin de ser comparados con las correspondientes al
campo de referencia.
En resumen, la metodoloǵıa seguida en este ejercicio para el análisis de la
incertidumbre en la predicción de los tiempos y las posiciones de llegada en
el escenario descrito, la misma en cada uno de los métodos, es la siguiente:
1. Generamos 100 simulaciones del campo de transmisividad condiciona-
das tanto a la información dura como a la blanda (excepto para el
algoritmo de simulación gausiana secuencial que no permite la incor-
poración de información blanda), y con los patrones de variabilidad
espacial modelizados a partir de los datos de calibración.
2. Cada uno de estos campos es escalado según bloques de 2 x 2 a los
cuales asignamos la media geométrica de los bloques individuales.
3. La ecuación del flujo subterráneo es resuelta para cada uno de los cam-
pos obtenidos en el paso anterior.
4. Las trayectorias de las part́ıculas son evaluadas en cada uno de los cam-
pos simulados utilizando el programa descrito en Wen y Kung (1993)
considerando sólo el movimiento advectivo del contaminante.
5. Los resultados son analizados estad́ısticamente. Este análisis consiste
en obtener para el conjunto de 100 realizaciones de cada método, la
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Figura 11.7: Campos de referencia escalados. Arriba: campo de transmisivida-
des escalado considerando bloques de 2 x 2 celdas. Abajo: campo de alturas
piezométricas. Sobre los dos campos se han representado gráficamente las
trayectorias de 20 part́ıculas.


































Tiempo de llegada Numero de datos 2000
media 10.7196
des. est. 6.4536
























Posicion de llegada Numero de datos 2000
media 37.4214
des. est. 0.7105






Figura 11.8: Curva de llegada, histograma de los tiempos de llegada e histo-
grama de la posición de llegada para el campo de referencia.
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curva media de llegada, las curvas envolventes correspondientes al 5%
y al 95% de probabilidad, y los histogramas de las posiciones y los
tiempos de llegada.
En las figuras 11.9 a 11.14 mostramos, a la izquierda, tres campos escala-
dos de transmisividad, y a la derecha los correspondientes campos de alturas
piezométricas que resultan de la resolución del modelo de flujo. Sobre todos
los campos hemos representado gráficamente las trayectorias seguidas por
20 part́ıculas que escapan del repositorio. En la figura 11.15 se muestran la
curva de llegada media y las envolventes correspondiente al 5% y al 95%
de probabilidad para cada uno de los métodos considerados. También se ha
representado la curva de llegada correspondiente al campo de referencia. Por
último en las figuras 11.16 y 11.17 pueden verse los histogramas de la posi-
ción y los tiempos de llegada respectivamente, correspondientes al campo de
referencia y a cada uno de los métodos.
11.3. Análisis de los resultados
11.3.1. Simulación gausiana secuencial
La simulación de la variable principal adoptando un modelo multigausiano
para describir su dependencia espacial fue realizada considerando sólo la
información acerca de la variable principal, esto es, los 20 datos duros. Tres de
los campos obtenidos se pueden ver en la figura 11.9. La simulación gausiana
secuencial de una variable puede realizarse considerando una o varias varia-
bles secundarias, siendo también posible la cosimulación de varios atributos.
Aqúı estamos interesados en evaluar el impacto que tiene la incorporación de
la información complementaria comparando los resultados obtenidos en este
punto con los de los subsiguientes.
11.3.2. Simulación gausiana secuencial por cokrigeado
colocalizado bajo un modelo markoviano
La simulación gausiana del atributo principal se realiza considerando
además de los 20 datos duros como en el método anterior, el dato secun-
dario colocalizado en el punto a estimar. Los resultados se muestran en la
figura 11.10. Si comparamos las figuras 11.9 y 11.10 podemos ver la notable
influencia que tiene considerar información complementaria. Los campos si-
mulados de transmisividad son más consistentes con el de referencia, lo que
naturalmente se refleja en los correspondientes campos de alturas piezométri-
cas. Las caracteŕısticas a gran escala son mejor descritas cuando se considera
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    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
  305.8 -   415.1
  415.1 -   558.1
  558.1 -   805.5
  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 1 (SGSIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
metros              
Campo de alturas piezometricas
Simulacion # 1 (SGSIM)
    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
  305.8 -   415.1
  415.1 -   558.1
  558.1 -   805.5
  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 37 (SGSIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
metros              
Campo de alturas piezometricas
Simulacion # 37 (SGSIM)
    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
  305.8 -   415.1
  415.1 -   558.1
  558.1 -   805.5
  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 62 (SGSIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
metros              
Campo de alturas piezometricas
Simulacion # 62 (SGSIM)
    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
  305.8 -   415.1
  415.1 -   558.1
  558.1 -   805.5
  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 1 (SGSIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
              
Campo d  alturas piezometricas
imulacion # 1 (SGSIM)
Figura 11.9: Simulación gausiana secuencial. A la izquierda: tres campos ge-
nerados por simulación gausiana secuencial. A la derecha: campos de alturas
piezométricas resultantes. Sobre todos los campos se han representado las
trayectorias para 20 part́ıculas.
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    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
  305.8 -   415.1
  415.1 -   558.1
  558.1 -   805.5
  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 1 (CCSIM)
    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
  305.8 -   415.1
  415.1 -   558.1
  558.1 -   805.5
  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 37 (CCSIM)
    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
  305.8 -   415.1
  415.1 -   558.1
  558.1 -   805.5
  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 62 (CCSIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
metros              
Campo de alturas piezometricas
Simulacion # 1 (CCSIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
metros              
Campo de alturas piezometricas
Simulacion # 37 (CCSIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
metros              
Campo de alturas piezometricas
Simulacion # 62 (CCSIM)
    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
  305.8 -   415.1
  415.1 -   558.1
  558.1 -   805.5
  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 1 (SGSIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
              
Campo d  alturas piezometricas
imulacion # 1 (SGSIM)
Figura 11.10: Simulación gausiana secuencial por cokrigeado colocalizado. A
la izquierda: tres campos generados por simulación gausiana secuencial por
cokrigeado colocalizado bajo un modelo markoviano. A la derecha: campos de
alturas piezométricas resultantes. Sobre todos los campos se han representado
las trayectorias para 20 part́ıculas.
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    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
  305.8 -   415.1
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  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 1 (SISIM)
    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
  305.8 -   415.1
  415.1 -   558.1
  558.1 -   805.5
  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 37 (SISIM)
    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
  305.8 -   415.1
  415.1 -   558.1
  558.1 -   805.5
  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 62 (SISIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
metros              
Campo de alturas piezometricas
Simulacion # 1 (SISIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
metros              
Campo de alturas piezometricas
Simulacion # 37 (SISIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
metros              
Campo de alturas piezometricas
Simulacion # 62 (SISIM)
    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
  305.8 -   415.1
  415.1 -   558.1
  558.1 -   805.5
  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 1 (SGSIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
              
Campo d  alturas piezometricas
imulacion # 1 (SGSIM)
Figura 11.11: Simulación indicadora secuencial. A la izquierda: tres campos
generados por simulación indicadora secuencial. A la derecha: campos de
alturas piezométricas resultantes. Sobre todos los campos se han representado
las trayectorias para 20 part́ıculas.
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    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
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  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 1 (MBSIM)
    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
  305.8 -   415.1
  415.1 -   558.1
  558.1 -   805.5
  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 37 (MBSIM)
    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
  305.8 -   415.1
  415.1 -   558.1
  558.1 -   805.5
  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 62 (MBSIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
metros              
Campo de alturas piezometricas
Simulacion # 1 (MBSIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
metros              
Campo de alturas piezometricas
Simulacion # 37 (MBSIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
metros              
Campo de alturas piezometricas
Simulacion # 62 (MBSIM)
    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
  305.8 -   415.1
  415.1 -   558.1
  558.1 -   805.5
  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 1 (SGSIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
              
Campo d  alturas piezometricas
imulacion # 1 (SGSIM)
Figura 11.12: Simulación por cokrigeado indicador bajo un modelo de Mar-
kov Bayes. A la izquierda: tres campos generados por simulación por campo
de probabilidades. A la derecha: campos de alturas piezométricas resultan-
tes. Sobre todos los campos se han representado las trayectorias para 20
part́ıculas.
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    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
  305.8 -   415.1
  415.1 -   558.1
  558.1 -   805.5
  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 1 (PFSIM)
    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
  305.8 -   415.1
  415.1 -   558.1
  558.1 -   805.5
  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 37 (PFSIM)
    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
  305.8 -   415.1
  415.1 -   558.1
  558.1 -   805.5
  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 62 (PFSIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
metros              
Campo de alturas piezometricas
Simulacion # 1 (PFSIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
metros              
Campo de alturas piezometricas
Simulacion # 37 (PFSIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
metros              
Campo de alturas piezometricas
Simulacion # 62 (PFSIM)
    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
  305.8 -   415.1
  415.1 -   558.1
  558.1 -   805.5
  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 1 (SGSIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
              
Campo d  alturas piezometricas
imulacion # 1 (SGSIM)
Figura 11.13: Simulación por campos de probabilidad. A la izquierda: tres
campos generados por simulación por campos de probabilidad. A la derecha:
campos de alturas piezométricas resultantes. Sobre todos los campos se han
representado las trayectorias para 20 part́ıculas.
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    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
  305.8 -   415.1
  415.1 -   558.1
  558.1 -   805.5
  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 1 (SASIM)
    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
  305.8 -   415.1
  415.1 -   558.1
  558.1 -   805.5
  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 37 (SASIM)
    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
  305.8 -   415.1
  415.1 -   558.1
  558.1 -   805.5
  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 62 (SASIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
metros              
Campo de alturas piezometricas
Simulacion # 1 (SASIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
metros              
Campo de alturas piezometricas
Simulacion # 37 (SASIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
metros              
Campo de alturas piezometricas
Simulacion # 62 (SASIM)
    min -     0.1
    0.1 -     2.9
    2.9 -     7.9
    7.9 -    15.1
   15.1 -    25.5
   25.5 -    41.6
   41.6 -    66.7
   66.7 -   100.2
  100.2 -   146.0
  146.0 -   214.2
  214.2 -   305.8
  305.8 -   415.1
  415.1 -   558.1
  558.1 -   805.5
  805.5 -  1270.3
 1270.3 -  max   
                    
Campo de transmisividades escalado
Simulacion # 1 (SGSIM)
    0.0 -     0.6
    0.6 -     1.2
    1.2 -     1.9
    1.9 -     2.5
    2.5 -     3.1
    3.1 -     3.8
    3.8 -     4.4
    4.4 -     5.0
    5.0 -     5.6
    5.6 -     6.2
    6.2 -     6.9
    6.9 -     7.5
    7.5 -     8.1
    8.1 -     8.8
    8.8 -     9.4
    9.4 -    10.0
              
Campo d  alturas piezometricas
imulacion # 1 (SGSIM)
Figura 11.14: Simulación por recocido simulado. A la izquierda: tres campos
generados por simulación por recocido simulado. A la derecha: campos de
alturas piezométricas resultantes. Sobre todos los campos se han representado
las trayectorias para 20 part́ıculas.



















































































































Figura 11.15: Curvas de llegada para las 100 realizaciones generadas por cada
método. En ĺınea cont́ınua la curva correspondiente al campo de referencia,
en ĺınea punteada la curva media del ensamble, y en ĺınea de trazos los ĺımites
para el 5 y el 95% de probabilidad.



















Referencia Numero de datos 2000
media 37.4214
des. est. 0.7105
























SGSIM Numero de datos 200000
media 34.9451
des. est. 27.9685
























CCSIM Numero de datos 200000
media 41.9419
des. est. 2.4679
























SISIM Numero de datos 200000
media 53.2105
des. est. 27.0132
























MBSIM Numero de datos 200000
media 41.7600
des. est. 0.9276
























PFSIM Numero de datos 200000
media 42.8995
des. est. 7.7805
























SASIM Numero de datos 200000
media 41.4556
des. est. 1.1167













Figura 11.16: Histogramas de la posición de llegada para el campo de refe-
rencia y para las 100 realizaciones generadas por cada método.















Referencia Numero de datos 2000
media 10.7196
des. est. 6.4536




















CCSIM Numero de datos 200000
media 6.9240
des. est. 5.0171




















SGSIM Numero de datos 200000
media 8.1848
des. est. 11.3741




















SISIM Numero de datos 200000
media 8.3626
des. est. 13.9905




















MBSIM Numero de datos 200000
media 7.1406
des. est. 4.8396




















PFSIM Numero de datos 200000
media 8.7868
des. est. 9.7958




















SASIM Numero de datos 200000
media 6.9078
des. est. 6.0498













Figura 11.17: Histogramas de los tiempos de llegada para el campo de refe-
rencia y para las 100 realizaciones generadas por cada método.
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la información secundaria por lo que la incertidumbre en la predicción de
la posición y de los tiempos de llegada será menor como puede apreciarse
observando las curvas de llegada representadas en la figura 11.15 para cada
método. Ambas curvas medias muestran la misma desviación sesgada con
respecto a la de referencia, pero el ancho del intervalo de probabilidad defi-
nido por las curvas envolventes es mucho menor para el caso que considera
información secundaria. Más interesante es observar el comportamiento de
las trayectorias de las part́ıculas de contaminante. Mientras que para el caso
en que sólo se considera la información principal la posición de llegada pue-
de variar considerablemente de un campo a otro, en el caso de incorporar
información secundaria el rango de variación de estas posiciones disminuye
drásticamente. Esto puede verse claramente expresado por los histogramas de
la posición de llegada de la figura 11.16. La incorporación de la información
secundaria reduce en más de 100 veces la varianza de la posición de llegada.
Algo similar ocurre con los tiempos aunque en menor escala.
11.3.3. Simulación indicadora secuencial
La simulación indicadora secuencial se realizó considerando toda la infor-
mación disponible. En este caso los datos blandos fueron codificados como
datos de intervalo a partir del diagrama de dispersión de los datos de cali-
bración como ha sido descrito en el ejercicio de estimación. En la figura 11.11
se muestra el resultado de nuestro ejercicio para este método. Este método
tampoco logra una adecuada reproducción de la variabilidad a gran escala
de la transmisividad, lo que afecta a las trayectorias, y en consecuencia a los
tiempos y la posición de llegada. Esto puede comprobarse observando en la
figura 11.15 las curvas de llegada y sobre todo las envolventes para el 5% y
el 95% de probabilidad. A pesar de que la curva media se aparta de igual
manera que para los demás métodos, la incertidumbre representada por la se-
paración entre envolventes es mayor. De igual forma lo expresa el histograma
correspondiente en la figura 11.16.
11.3.4. Simulación secuencial por cokrigeado indicador
con un modelo de Markov-Bayes
Como hemos explicado al hablar del cokrigeado indicador con un modelo
de Markov-Bayes este algoritmo permite la mejor incorporación de la infor-
mación secundaria. Tres de los campos generados bajo este formalismo se
muestran en la figura 11.12. Puede verse que la reproducción del campo de
transmisividad es muy bueno lo que redunda en el comportamiento de los
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tiempos de llegada. Las envolventes en la figura 11.15 determinan un inter-
valo más estrecho alrededor de la media y el histograma de la posición de
llegada en la figura 11.16 muestra que los estad́ısticos globales del conjunto
de 100 simulaciones son los más cercanos a los de referencia.
11.3.5. Simulación por campos de probabilidad
La simulación por campos de probabilidad fue implementada utilizando
como funciones locales de distribución condicionadas a la información dis-
ponible, las construidas v́ıa el algoritmo de cokrigeado indicador bajo un
formalismo de Markov-Bayes. El método se comporta relativamente bien en
cuanto a la representación de la curva media de llegadas, pero no aśı con
respecto a las envolventes. Esto se puede visualizar también en el histograma
de las posiciones y tiempos de llegada (figura 11.16 y 11.17). El atractivo de
este método está en el menor tiempo de CPU que requiere.
11.3.6. Simulación por recocido simulado
Una técnica de recocido simulado ha sido utilizada para generar campos
de transmisividad condicionados a los datos duros, al patrón de continuidad
espacial y al histograma bivariado obtenido a partir de los datos de calibra-
ción. Dado que este es un algoritmo de optimización y que contamos con
información secundaria exhaustiva los campos simulados son muy similares
entre śı, resultando en que las curvas envolventes están muy cerca de su
media.
11.4. Conclusiones
En los caṕıtulos 7 al 11 hemos revisado con cierto detalle los algoritmos
geoestad́ısticos más utilizados para integrar distintos tipos de información.
Las técnicas disponibles pueden clasificarse según persigan la obtención de
una o múltiples representaciones del parámetro modelizado. Hablamos aśı de
algoritmos de estimación y de algoritmos de simulación respectivamente.
De los algoritmos de estimación, salvo los casos de krigeado simple, ordi-
nario y universal, todos permiten la consideración de varias variables secun-
darias. La regresión tradicional es el más sencillo de todos estos algoritmos,
pero tiene grandes limitaciones para incorporar la información proveniente
de una fuente secundaria. Se comporta adecuadamente cuando se dispone de
información secundaria exhaustivamente muestreada y bien correlacionada
con la principal.
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El krigeado con una deriva externa permite la inclusión en el campo esti-
mado de una tendencia extráıda de una variable secundaria. Sin embargo los
valores de esta variable externa no intervienen en la estimación del atributo
principal. Además, al utilizar esta técnica, estamos asumiendo que el patrón
de variabilidad de la variable secundaria es representativo de la principal, lo
que es generalmente dif́ıcil de documentar.
El cokrigeado, en cualquiera de sus formas, proporciona un estimador
donde se considera de forma separada cada tipo de información. Por un lado
la variable secundaria interviene directamente en la inferencia de la primaria,
y por otro es posible considerar las autocorrelaciones de cada variable y las
correlaciones cruzadas entre ellas. En su implementación tradicional el costo
computacional del cokrigeado es elevado. Hay variantes dentro del cokrigeado
que permiten reducir la tarea de estimar las covarianzas requeridas por cada
sistema de ecuaciones planteado. Mientras que el cokrigeado completo con-
sidera, dentro de un cierto entorno, todos los datos disponibles para realizar
cada estimación, el cokrigeado colocalizado sólo incorpora como información
secundaria el dato localizado en el punto a estimar, reduciendo considerable-
mente el número de covarianzas a inferir. Si además se asume un modelo de
tipo markoviano, estas inferencias se reducen a las covarianzas de la variable
principal, ya que las correspondientes a la variable secundaria y las cruzadas
se expresan como una función sencilla de las primeras.
La introducción de la función indicadora permite codificar, de manera sen-
cilla y general, diferentes tipos de datos. Por medio del krigeado indicador se
puede inferir, ya no un único valor local, sino un modelo de incertidumbre
completo en cada punto considerado, esto es, es posible establecer la distribu-
ción local acumulada de probabilidades del parámetro modelizado. A partir
de estas distribuciones se puede seleccionar la media o la mediana como valor
estimado.
El algoritmo de Markov-Bayes, aplicado a variables indicadoras, conside-
ra un estimador cokrigeado para la incorporación de la información externa.
Por medio de una asunción markoviana similar a la comentada antes, es
posible reducir el número de covarianzas a calcular, de tal forma que en la
práctica no necesitamos calcular más covarianzas que en el krigeado indicador
estándar. En contrapartida, la consideración de un estimador por cokrigeado
tiene las ventajas de poder separar los patrones de continuidad espacial de
los distintos tipos de información, y la de permitir la mejora de las funcio-
nes de probabilidad acumuladas locales estimadas a priori en función de la
información vecina.
De la aplicación de estos algoritmos para la construcción de un sólo cam-
po de la variable de interés podemos concluir que, para el caso en que, como
en nuestro ejercicio disponemos de información secundaria densamente mues-
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treada, los algoritmos más sencillos, como la regresión lineal y el krigeado con
una deriva externa pueden tener un buen comportamiento a un menor costo
computacional que los más complejos.
Cualquiera de los algoritmos de interpolación que permiten la inferencia
de un modelo de incertidumbre, puede ser utilizado para simulación estocásti-
ca. Se trata sólo de obtener varias realizaciones a partir de las funciones de
probabilidad construidas en cada localización. La simulación secuencial se
muestra como uno de los más flexibles y potentes algoritmos de simulación.
La asunción de un modelo multigausiano representando la distribución del
atributo modelizado, conduce al algoritmo de simulación gausiana secuencial.
Como hemos mostrado es el más simple de los algoritmos dada la sencillez del
modelo asumido para las variables en juego. Si consideramos un estimador
cokrigeado colocalizado y un modelo de Markov el algoritmo resulta aún
más sencillo. La simulación gausiana individual puede extenderse fácilmente
a varias variables, lo que la hace especialmente apta para el problema de la
incorporación de varios atributos secundarios.
En el ámbito no paramétrico, tanto el krigeado indicador como el cokri-
geado colocalizado bajo un modelo de Markov-Bayes pueden utilizarse para
simulación.
La simulación por recocido simulado es otra de las técnicas capaces de
incorporar información secundaria. La condición para ello es que tal infor-
mación pueda expresarse como una componente de la función objetivo a ser
optimizada.
La simulación por campos de probabilidad separa las tareas de construc-
ción de los modelos de incertidumbre y de generación de las realizaciones
equiprobables. Esta técnica puede ser atractiva si contamos con la suficien-
te información para poder definir dichos modelos en todos los puntos del
dominio de simulación.
En cuanto al ejercicio de simulación presentado en este caṕıtulo hemos
comprobado que para el caso en que dispongamos de información secundaria
exhaustiva, tanto el algoritmo de cokrigeado indicador con un modelo de
Markov-Bayes como el de simulación por recocido simulado se muestran como
los más robustos.
Caṕıtulo 12
Posibilidades de aplicación de
los campos de probabilidad a la
simulación multivariada
12.1. Introducción
La simulación por campos de probabilidad es, de entre las nuevas técnicas
de simulación estocástica, una de las que resulta más atractiva. En el caṕıtulo
dedicado a los algoritmos de representación estocástica hemos descrito con
detalle este algoritmo. Como vimos su implementación puede dividirse en
tres partes:
1. Generación de campos no condicionados de probabilidad,
2. Estimación de las funciones locales de distribución condicionadas a la
información disponible, y
3. Obtención de los campos simulados.
En la figura 12.1 representamos esquemáticamente el proceso de simu-
lación de una variable por campos de probabilidad. En la parte izquierda
de esta figura mostramos los pasos correspondientes a la generación de los
campos de probabilidad. Una de las formas para obtenerlos es por medio
de simulación gausiana secuencial no condicional. En el centro de la figura
mostramos un esquema de la estimación de las funciones de distribución que,
por ejemplo, se pueden calcular por krigeado indicador. A la derecha, se ven
los campos simulados. Para obtener cada valor simulado se lee la distribución









Estimación de las funciones
locales de distribución de
probabilidades acumuladas











uniforme de los datos
Función de covarianzas
de los datos
Figura 12.1: Esquema del proceso de simulación de una variable por campos
de probabilidad. En la parte izquierda de la figura mostramos la generación de
los campos de probabilidad, y en el centro la construcción de las funciones
locales de distribución de probabilidades. A la derecha vemos los campos
simulados. En cada nodo, el valor simulado zs se obtiene leyendo en la función
de distribución correspondiente con el valor ps del campo de probabilidad.
Los campos de probabilidad se pueden construir, por ejemplo, v́ıa simulación
gausiana secuencial no condicional; y las funciones locales de distribución por
krigeado indicador.
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Dentro de este esquema los campos de probabilidad son construidos bajo
las suposiciones de que al tratarse de probabilidades, éstas pueden conside-
rarse como el resultado de una variable aleatoria P (u) que sigue una distri-
bución uniforme; y de que hay unas “caracteŕısticas de permanencia” entre
la transformada uniforme de la variable a simular U(Z(u)) y P (u), que nos
permite asimilar la covarianza del campo de probabilidad CP (h) a la de la
transformada uniforme de los datos disponibles CU(h), es decir:
CP (h) ≈ CU(h) (12.1)
con:
U(u) = Prob∗ {Z < z(u)}
Para la hipótesis que se expresa matemáticamente a través de la ecuación
(12.1) no existe una justificación teórica y en la práctica sólo podemos com-
probar que el variograma de los campos simulados es similar al variograma de
los datos. Aparentemente la asunción es bastante robusta como puede verse
en Froidevaux (1992), Srivastava (1992 y 1994), Wang (1993), Bourgault et
al. (1995) y Bourgault y Journel (1995). Todos estos autores aplicaron la
simulación por campos de probabilidad para la representación estocástica de
una sola variable.
En esta parte de la tesis estamos interesados en evaluar las posibilidades
del algoritmo de simulación por campos de probabilidad cuando es utilizado
para la simulación conjunta de varias variables correlacionadas entre śı, lo
cual no ha sido aún estudiado. Por medio de un ejercicio de Monte Carlo se
analizó el comportamiento de los campos de probabilidad cuando simulamos
conjuntamente dos variables. La idea fue realizar un estudio de la sensibilidad
de los campos de probabilidad a la cantidad y calidad de la información con
vista a la implementación de un algoritmo de simulación multivariada. De
especial interés fue observar el comportamiento de las funciones de covarianza
CP (h) y verificar la hipótesis que las asimila a las funciones de covarianza
CU(h).
12.2. Desarrollo del ejercicio
12.2.1. Obtención de los campos de probabilidad
El algoritmo de simulación de una única variable por campos de proba-
bilidad asume que la estructura de continuidad espacial de los campos de
probabilidad, viene determinada por una función de covarianzas igual a la
de la transformada uniforme de los datos. Dado que estamos interesados en
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ver qué sucede con la función CP (h) cuando en lugar de una sola variable
se cosimulan dos o más variables simultáneamente, ninguna asunción acer-
ca del modelo de covarianzas para los campos de probabilidad fue hecha en
este ejercicio. Los campos de probabilidad construidos para desarrollar este
análisis son generados a partir de la simulación de campos de dos variables y
de la estimación de las funciones locales de distribución para esas variables.
La metodoloǵıa seguida fue la siguiente:
1. Generación de conjuntos de 100 simulaciones conjuntas de dos varia-
bles (variable 1 y variable 2) condicionadas a diferentes subconjuntos
de datos. Para la obtención de estos campos simulados utilizamos el
programa GCOSIM3D (Gómez-Hernández y Journel, 1993).
2. Construcción de las funciones locales de distribución de probabilidad
de las variables antes simuladas. Los parámetros de estimación fue-
ron los mismos que los utilizados en la simulación realizada en el paso
anterior. Se utilizó el programa cokb3d (Deutsch y Journel, 1992) rea-
lizando el cokrigeado simple para cada subconjunto de datos. En cada
nodo, la media y la varianza resultantes del cokrigeado se asimilaron
a los parámetros de una distribución normal de acuerdo a un modelo
multigausiano.
3. Obtención de los campos de probabilidad a partir de las funciones loca-
les de distribución de probabilidad estimadas en el paso anterior. Para
cada nodo entramos en la función de distribución con el valor simulado
zs en ese nodo y obtenemos el valor de probabilidad ps que le corres-
ponde. Un esquema del proceso descrito puede verse en la figura 12.2.
Este procedimiento es justamente el opuesto al de la aplicación directa
del algoritmo ya que el objetivo especial de este ejercicio es analizar la
estructura espacial de los campos de probabilidad.
El ejercicio que a continuación presentamos fue dividido en tres partes.
En la primera de ellas la correlación lineal punto a punto entre los campos
de probabilidad de la variable 1 y los campos de probabilidad de la variable
2, y los variogramas medios de los conjuntos de campos de probabilidad para
una y otra variable, son estudiados únicamente en función del número de
datos condicionantes. En la segunda parte, además de considerar distintos
conjuntos de información condicionante, se estudió el comportamiento de los
campos de probabilidad de las variables 1 y 2 cuando la correlación de esta
información vaŕıa. Para ello la correlación entre los datos utilizados para
condicionar los campos simulados y las funciones locales de distribución,
es modificada v́ıa el modelo de corregionalización lineal de la forma que se
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Estimación de las funciones
locales de distribución por















Figura 12.2: Esquema de la metodoloǵıa seguida en este ejercicio para obtener
campos de probabilidad. En la parte derecha de la figura mostramos campos
multigausianos condicionados a la información de las dos variables conside-
radas y en el centro las funciones de distribución construidas por medio del
cokrigeado simple de la misma información que condiciona los campos si-
mulados. Los campos de probabilidad que vemos a la izquierda se obtienen
leyendo las funciones de distribución para cada nodo con el valor simulado
zs y obteniendo el valor ps.
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explica en el apartado correspondiente. Por último, en la tercera parte del
ejercicio, estudiamos la sensibilidad de los variogramas de la transformada
uniforme de una de las variables con respecto a la cantidad de información
disponible.
12.2.2. Primera parte
Generación de los campos de referencia
Los datos utilizados en esta parte del ejercicio corresponden a dos campos
generados con el programa GCOSIM3D (Gómez-Hernández y Journel, 1993).
Se trata de dos variables, variable 1 y variable 2 respectivamente, simuladas
conjuntamente sobre un mallado de 50 por 50 celdas, donde el tamaño de
cada celda es de 1 por 1 unidades. Los variogramas utilizados para la carac-
terización de la estructura de continuidad espacial de los campos simulados
fueron los siguientes:
Variograma de la variable 1:
γ1(hx, hy) = 1,0Expax=54,ay=13,5,α=−45(hx, hy)
Variograma cruzado entre la variable 1 y la variable 2:
γ1,2(hx, hy) = 0,6Expax=54,ay=13,5,α=−45(hx, hy)
Variograma de la variable 2:
γ2(hx, hy) = 1,0Expax=54,ay=13,5,α=−45(hx, hy)
donde
Expax,ay ,α(hx, hy) = Exp





hx cosα+ hy sinα
ay
)2
donde Exp(h) es la ecuación correspondiente a un variograma exponencial
que toma la forma siguiente:
Exp(h) = 1− exp(−3h)
y ax y ay definen los ejes de la elipse de anisotroṕıa. La media de ambas
variables se asumió igual a cero y las varianzas igual a uno, siendo el coefi-
ciente de correlación lineal entre ellas igual a 0.6. La relación de anisotroṕıa
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Figura 12.3: Combinaciones de datos utilizadas para el análisis de Monte
Carlo de los campos de probabilidad.
es de 0.25, tal que el alcance a lo largo del eje de máxima continuidad es de
54 unidades y a lo largo del eje de mı́nima continuidad es de 13.5 unidades.
Estos ejes corresponden a las direcciones N45O y N45E respectivamente. La
simulación de estos campos es no condicional y el vecindario de búsqueda
para los valores presimulados es eĺıptico con un radio de 25 unidades en la
dirección de máxima anisotroṕıa y uno de 12.5 en la de mı́nima. El número
mı́nimo y máximo de valores presimulados considerados en la simulación de
cada nodo es de 4 y 16 respectivamente.
Generación de los datos condicionantes
A partir de los dos campos antes simulados se muestrearon 64 subconjun-
tos de datos, cada uno de los cuales está integrado por un número determina-
do de datos de la variable 1 y de la variable 2. En la figura 12.3 se representan
estos subconjuntos de acuerdo al número de datos de cada variable que hay
en ellos.
Los 64 subconjuntos de datos fueron construidos en dos fases. Primero se
muestrearon 7 subconjuntos de datos colocalizados y regularmente espacia-
dos integrados por 4, 9, 16, 25, 36, 49 y 64 datos de cada una de las variables
y con un coeficiente de correlación lineal aproximadamente igual a 0.65. Pos-
teriormente los datos de una y otra variable que forman estos subconjuntos
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fueron combinados entre śı, por ejemplo: 4 datos de la variable 1 con 0, 4,
9, 16, 25, 36, 49 y 64 datos de la variable 2; 9 datos de la variable 1 con 0,
4, 9, 16, 25, 36, 49 y 64 datos de la variable 2 y aśı sucesivamente. De esta
manera e incluyendo el conjunto vaćıo, es decir aquel que no contiene datos,
disponemos de 64 subconjuntos de datos según la cantidad de información
considerada de cada una de las variables.
Análisis de los resultados
Una vez muestreados los subconjuntos de datos condicionantes generamos
campos de probabilidad siguiendo la metodoloǵıa más arriba explicada. El
resultado fue 64 conjuntos de 100 realizaciones de campos de probabilidad,
una para cada subconjunto de datos. El análisis se llevó a cabo calculando
los siguientes estad́ısticos:
Coeficientes de correlación lineal punto a punto entre los campos de
probabilidad de la variable 1 y los campos de probabilidad de la variable
2 (recordar que cada conjunto de campos de probabilidad generado
corresponde a un subconjunto de datos condicionantes diferente), y
Variogramas medios para cada uno de esos conjuntos de campos de
probabilidad.
Los resultados correspondientes al primer punto pueden verse en la tabla
12.1, donde se muestran los coeficientes de correlación lineal punto a punto
entre los campos de probabilidad para la variable 1 y los campos de proba-
bilidad para la variable 2 en función de la cantidad de información. N1 es el
número de datos de la variable 1 y N2 es el número de datos de la variable
2. Puede observarse que la correlación lineal entre los campos de probabili-
dad de una y otra variable es más alta cuando el número de ambas variables
coincide, y que desciende conforme nos alejamos de esta situación. Asimismo
el mayor coeficiente de correlación corresponde al caso no condicionado y es
igual a 0.6.
Los variogramas medios para cada conjunto de campos de probabilidad
fueron calculados con el objeto de estudiar la sensibilidad de su estructura de
continuidad, especialmente el alcance de los variogramas. En las figuras 12.4,
12.5, 12.6 y 12.7 se muestran estos variogramas para 8 casos, de los 64 reali-
zados, en que el número de datos de cada variable coincide. Partimos del caso
no condicionado hasta el caso con la mayor cantidad de información disponi-
ble que corresponde a 64 datos de cada variable. Puede observarse la cŕıtica
disminución de los alcances cuando la cantidad de información aumenta. Di-
cho de otra manera la correlación espacial de los campos de probabilidad
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N2
0 4 9 16 25 36 49 64
0 0.60 0.55 0.51 0.55 0.45 0.46 0.48 0.43
4 0.54 0.54 0.53 0.56 0.46 0.43 0.48 0.43
9 0.52 0.53 0.52 0.49 0.46 0.48 0.42 0.43
N1 16 0.52 0.54 0.46 0.53 0.44 0.48 0.46 0.48
25 0.49 0.50 0.46 0.46 0.54 0.48 0.46 0.45
36 0.44 0.45 0.43 0.45 0.46 0.57 0.44 0.45
49 0.45 0.45 0.47 0.44 0.46 0.44 0.57 0.46
64 0.41 0.42 0.38 0.39 0.41 0.43 0.43 0.55
Cuadro 12.1: Coeficientes de correlación lineal punto a punto entre los campos
de probabilidad de la variable 1 y los campos de probabilidad de la variable
2. N1 es el el número de datos de la variable 1 y N2 es el número de datos de
la variable 2.
disminuye cuando la información condicionante aumenta. En todos los casos
la estructura de correlación espacial de los campos de probabilidad cambia
conforme lo hace la cantidad de información.
12.2.3. Segunda parte
En la segunda parte de este análisis además de considerar variable el
número de datos condicionantes, hemos investigado el comportamiento de la
correlación de los campos de probabilidad según va cambiando la correlación
de los campos simulados. La correlación entre los valores simulados de am-
bas variables puede ser modificada v́ıa el modelo de corregionalización lineal
utilizado como entrada en los programas de simulación de los campos y es-
timación de las funciones de distribución. El razonamiento seguido parte de





donde h es el vector separación entre datos considerados; C12 es la cova-
rianza entre las variables; y σ1 y σ2 son las desviaciones t́ıpicas para una y
otra respectivamente. Cuando h = 0 el valor del correlograma cruzado se
identifica con el coeficiente de correlación lineal ρ12 entre los dos atributos
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Figura 12.4: Variogramas medios para los conjuntos de campos de probabi-
lidad. Casos no condicionado y condicionado a 4 datos de cada variable. En
cada conjunto el variograma medio se calcula considerando todas las parejas
encontradas para cada vector separación en las 100 realizaciones impidiendo
el emparejamiento entre localizaciones de distintas realizaciones.
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Figura 12.5: Variogramas medios para los conjuntos de campos de probabili-
dad. Casos condicionados a 9 y 16 datos de cada variable. En cada conjunto el
variograma medio se calcula considerando todas las parejas encontradas para
cada vector separación en las 100 realizaciones impidiendo el emparejamiento
entre localizaciones de distintas realizaciones.
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Figura 12.6: Variogramas medios para los conjuntos de campos de probabili-
dad. Casos condicionados a 25 y 36 datos de cada variable. En cada conjunto
el variograma medio se calcula considerando todas las parejas encontradas
para cada vector separación en las 100 realizaciones impidiendo el empareja-
miento entre localizaciones de distintas realizaciones.
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Figura 12.7: Variogramas medios para los conjuntos de campos de probabili-
dad. Casos condicionados a 49 y 64 datos de cada variable. En cada conjunto
el variograma medio se calcula considerando todas las parejas encontradas
para cada vector separación en las 100 realizaciones impidiendo el empareja-
miento entre localizaciones de distintas realizaciones.
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Asimilando los valores de σ21 y σ
2
2 a las mesetas de los variogramas de cada
una de las variables respectivamente, podemos obtener el valor de C12 para
un dado valor del coeficiente de correlación lineal ρ12 tal que:
C12(0) = ρ12 · σ1 · σ2 (12.2)
El valor C12 es la meseta del variograma cruzado entre las variables.
En la práctica mantuvimos constantes los valores de las mesetas de los
variogramas de las variables, σ1 y σ2, y modificamos la meseta del variogra-
ma cruzado entre ellas con el fin de obtener un coeficientes de correlación
lineal dado de acuerdo a la expresión (12.2). Los valores seleccionados para
el coeficiente de correlación ρ12 fueron: 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8,
0.9 y 1; y dado que en este caso tanto σ1 como σ2 son iguales a 1, se ve que
la meseta del variograma cruzado es directamente el coeficiente de correla-
ción entre las variables, o lo que es lo mismo, la covarianza cruzada entre las
variables para h = 0 es el coeficiente de correlación lineal entre éstas.
Generación de los campos de referencia
Los campos de referencia utilizados en la segunda parte del ejercicio fue-
ron generados considerando el razonamiento del apartado anterior. La meseta
del variograma cruzado entre las variables 1 y 2 del modelo de corregiona-
lización lineal utilizado en la primera parte fue modificada de acuerdo a los
resultados obtenidos a través de la expresión (12.2). El variograma cruzado
queda entonces definido por la siguiente expresión:
γ1,2(hx, hy) = c1 · Expax=54,ay=13,5,α=−45(hx, hy)
donde la constante c1toma los valores 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9
y 1 en correspondencia con cada uno de los coeficientes de correlación selec-
cionados. Todos los demás parámetros permanecen sin cambios con respecto
a la primera parte. El resultado son 11 campos simulados de cada una de las
variables cuya correlación va desde 0 a 1 pasando por los valores escritos más
arriba.
Generación de los datos condicionantes
Para cada pareja de campos de referencia con un coeficiente de correlación
lineal dado, se realizaron tres muestreos distintos de acuerdo a las condiciones
siguientes:
8 subconjuntos de datos colocalizados y regularmente espaciados inte-
grados por 0, 4, 9, 16, 25, 36, 49 y 64 datos de cada variable respecti-
vamente,
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8 subconjuntos de datos regularmente espaciados integrados por 0, 4,
9, 16, 25, 36, 49 y 64 datos de la variable 1 solamente, y
8 subconjuntos de datos regularmente espaciados integrados por 25
datos de la variable 1 y por 4, 9, 16, 25, 36, 49, 64 y 2500 datos de la
variable 2 respectivamente.
Para cada uno de estos subconjuntos de datos y siguiendo la misma me-
todoloǵıa que en la primera parte del ejercicio, se generaron conjuntos de 100
campos de probabilidad.
Análisis de los resultados
El análisis de los campos de probabilidad comprende los siguientes casos
de acuerdo a cada subconjunto de información condicionante anteriormente
establecidas:
Caso 1: generación condicionada a los subconjuntos de datos en los
cuales el número de datos de la variable 1 es igual al número de datos
de la variable 2. Quisimos evaluar el efecto del aumento del número de
datos de ambas variables conjuntamente.
Caso 2: generación condicionada sólo a la variable 1 utilizando subcon-
juntos de datos en los cuales no se incluyen datos de la variable 2 y se
incrementan los datos de la variable 1 desde 0 hasta 64. Evaluamos el
efecto de la simulación condicionada a una sola variable.
Caso 3: generación condicionada al mismo número de datos de la varia-
ble 1 (25 datos) mientras el número de datos de la variable 2 se incre-
menta desde 4 hasta 2500 (caso de información secundaria exhaustiva).
El último conjunto emula el caso práctico de contar con unos pocos da-
tos de la variable principal y un conocimiento exhaustivo de alguna
variable secundaria.
Para cada uno de estos casos se calcularon los coeficientes de correlación
punto a punto entre los campos simulados de cada variable primero y entre los
campos de probabilidad de cada variable después. Los valores resultantes se
representaron gráficamente en forma de diagramas de dispersión. En la figura
12.8 se muestran los coeficientes de correlación de los campos simulados y de
los campos de probabilidad para el caso en que el número de datos de ambas
variables es el mismo. En la figura 12.9 para el caso en que no contamos con
información de la variable 2 y vamos aumentando la cantidad de datos de la
variable 1. En la figura 12.10 para el caso en que disponemos de unos pocos
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Figura 12.8: Coeficientes de correlación para el caso 1. En absisas se muestran
los coeficientes de correlación lineal punto a punto calculados entre los valores
simulados de cada variable y en ordenadas los calculados entre los valores de
los campos de probabilidad de cada variable. En este caso el número de datos
de cada variable es el mismo y se incrementan desde el caso no condicionado
hasta 64 datos de cada una.
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Figura 12.9: Coeficientes de correlación para el caso 2. En absisas se muestran
los coeficientes de correlación lineal punto a punto calculados entre los valores
simulados de cada variable y en ordenadas los calculados entre los valores de
los campos de probabilidad de cada variable. Caso en que no se considera
la información de la variable 2 e incrementamos el número de datos de la
variable 1.
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Figura 12.10: Coeficientes de correlación para el caso 3. En absisas se mues-
tran los coeficientes de correlación lineal punto a punto calculados entre los
valores simulados de cada variable y en ordenadas los calculados entre los
valores de los campos de probabilidad de cada variable. Caso en el que el
número de datos de la variable 1 permanece constante e igual a 25 y se
incrementa el número de datos de la variable 2 hasta el caso exhaustivo.
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Direccion N45E (25 datos)














Direccion N45O (64 datos)
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Direccion N45E (100 datos)














Direccion N45O (625 datos)
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Figura 12.11: Variogramas experimentales y de la transformada uniforme.
Variogramas de la transformada uniforme (ĺınea continua) para 4 conjuntos
de datos de la variable 1 (25, 64, 100 y 625 datos) y variogramas para un
campo de probabilidad obtenidos a partir de simulaciones condicionadas a
los datos anteriores (ĺınea discontinua). Ambos variogramas fueron calculados
para las direcciones de máxima (N45O) y mı́nima continuidad (N45E).
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datos de la variable 1 y vamos aumentando la cantidad de datos de la variable
2, hasta considerar el caso exhaustivo. En todos los casos en abscisas vemos
los coeficientes de correlación lineal de los campos simulados y en ordenadas
los de los campos de probabilidad.
Puede observarse que, exceptuando el caso no condicionado, la correla-
ción obtenida en los campos de probabilidad es menor que en los campos
simulados. Este efecto se incrementa conforme la cantidad de información es
mayor, lo cual esta de acuerdo con el comportamiento de los variogramas de
las figuras 12.4, 12.5, 12.6 y 12.7, cuyos alcances disminúıan cuando la can-
tidad de datos aumentaba. En el caso de contar con información secundaria
exhaustiva la correlación se pierde prácticamente toda, como se observa en
el último diagrama de la figura 12.10.
12.2.4. Tercera parte
Finalmente en la tercera parte de este análisis hemos estudiado el com-
portamiento de los variogramas de la transformada uniforme de la variable
1 en función de la cantidad de información. En esta parte todas las condi-
ciones permanecen idénticas a la primera parte del ejercicio. A partir del
campo exhaustivo de la variable 1 generado en la primera parte, muestrea-
mos 4 subconjuntos de datos regularmente espaciados e integrados por 25,
64, 100 y 625 datos respectivamente. Por un lado calculamos los variogra-
mas de la transformada uniforme de los 4 subconjuntos de datos para las
direcciones principales y por otro, siguiendo un proceso similar al esquema-
tizado en la figura 12.2, generamos 4 campos de probabilidad para los cuales
calculamos los variogramas en las mismas direcciones. En la figura 12.11 se
muestran los variogramas correspondientes a la transformada uniforme para
los 4 subconjuntos de datos (ĺınea continua) y los correspondientes vario-
gramas medios de los campos de probabilidad (ĺınea discontinua). Se observa
que los variogramas correspondientes a la transformada uniforme de los datos
son insensibles a la cantidad de información. El aumento de la información
sólo tiene efecto sobre la claridad de la nube de puntos, lo que en todo caso
facilita la modelización del variograma, pero no se aprecia ningún cambio en
los parámetros que lo definen. Es decir, cuando los campos de probabilidad
son generados a partir de campos simulados condicionados su estructura de
continuidad espacial, representada por la función de covarianzas CP (h), se
muestra sensible a la cantidad y calidad de información; mientras que cuando
CP (h) es modelizada a partir de la transformada uniforme de los datos de
la variable principal, los parámetros que definen la función de covarianzas
CP (h) son independientes del número de datos.
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12.3. Conclusiones
En este caṕıtulo se realizó un ejercicio para evaluar la sensibilidad de los
campos de probabilidad a la información disponible con vistas a la simulación
multivariada por campos de probabilidad. Los campos de probabilidad fueron
generados a partir de simulaciones y funciones de distribución condicionadas
a distintos conjuntos de datos y se estudió la estructura de variabilidad espa-
cial de los primeros. Los resultados se resumen en las siguientes conclusiones:
Los campos de probabilidad son sensibles a la cantidad de información.
Tanto para la simulación de una como de varias variables se vio que
la correlación espacial de los campos de probabilidad es función de la
cantidad de datos.
Los coeficientes de correlación lineal punto a punto entre los campos de
probabilidad de cada una de dos variables decrecen cuando el número
de datos aumenta y mantenemos aproximadamente constante la corre-
lación entre los campos simulados (tabla 12.1).
Los alcances de los autovariogramas y variogramas cruzados medios
para los conjunto de realizaciones de campos de probabilidad de las
variables 1 y 2 decrecen cuando la cantidad de información aumenta
(figuras 12.4, 12.5, 12.6 y 12.7).
Al imponer un determinado valor al coeficiente de correlación punto a
punto entre los campos simulados de las variables 1 y 2 se observó que
el coeficiente de correlación entre los campos de probabilidad en corres-
pondencia con esos campos simulados, decrece conforme la cantidad de
información aumenta (figuras 12.8, 12.9 y 12.10). Sólo para el caso no
condicional los coeficientes permanecen iguales y en el caso de contar
con una variable exhaustivamente conocida la correlación se pierde.
Los parámetros de los variogramas (pepitas, alcances y mesetas) de la
transformada uniforme para una serie de conjuntos de datos de una
variable (la variable 1) permanecen insensibles a la variación de la can-
tidad de datos. Sin embargo, los variogramas para los campos de pro-
babilidad generados a partir de esos mismos conjuntos de información,
cambian en cada caso. Los alcances en ambas direcciones principales
disminuyen cuando la cantidad de información aumenta (figura 12.11).
De lo anterior se desprende que para la definición del modelo de variabili-
dad espacial de los campos de probabilidad es necesario tener en cuenta toda
la información disponible. Antes de asumir sin más la hipótesis que expresa
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la ecuación (12.1), es aconsejable realizar un estudio similar al que aqúı se
presentó, es decir, generar un conjunto de simulaciones y de distribuciones
locales de probabilidad condicionadas a toda la información disponible, y
obtener los campos de probabilidad correspondientes. Las funciones de cova-
rianza de estos campos será la más adecuada para el ejercicio de simulación






Tal como hemos comentado en caṕıtulos anteriores la modelización esto-
cástica de un medio geológico tiene por objeto construir un modelo numérico
de las propiedades que lo caracterizan que sea consistente con la informa-
ción disponible más relevante. Aplicando simuladores de flujo y transporte
a múltiples de estos modelos numéricos podemos evaluar la incertidumbre
en la respuesta de este medio a, por ejemplo, la evolución de un penacho de
contaminante.
La mayoŕıa de las técnicas de simulación estocástica comentadas son ca-
paces de integrar datos a escala local como pueden ser las medidas de per-
meabilidad o porosidad derivadas de ensayos de laboratorio sobre pequeñas
muestras de terreno. También es posible condicionar estos modelos numéri-
cos a información geof́ısica, muchas veces exhaustivamente conocida, como
por ejemplo la velocidad śısmica derivada a través de una tomograf́ıa entre
pozos o la reflectividad del terreno obtenida v́ıa GPR (Ground Penetrating
Radar).
En situaciones prácticas comunes podemos disponer de otro tipo de datos
que más que informar acerca del detalle local del atributo modelizado, res-
tringen sus propiedades medias o proporcionan un valor caracteŕıstico de un
volumen soporte superior al de discretización del problema. Un ejemplo de
este tipo de información son los datos de transmisividad derivados de ensayos
de bombeo los cuales permiten obtener un valor de la permeabilidad absoluta
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efectiva representativo de la región que rodea al pozo.
Otro ejemplo es el caso de la información procedente de la interpretación
geológica del terreno, de la que podemos derivar espesores tanto globales
como de los distintos estratos que lo integran. En este caso estaŕıamos in-
teresados en que nuestro modelo numérico sea capaz de reproducir tanto el
espesor global como los espesores de cada estrato tal que la suma de los espe-
sores individuales sea igual al espesor total. También en el ámbito geof́ısico
hay muchas técnicas que informan acerca de las propiedades globales del
terreno, por ejemplo los reconocimientos gravimétricos, los magnéticos, los
radiométricos y los geotérmicos, los sondeos eléctricos superficiales, la tele-
detección y algunos ensayos en perforaciones que dan valores representativos
sobre volúmenes soporte grandes.
En este caṕıtulo presentamos un nuevo algoritmo que es capaz de generar
campos aleatorios condicionados tanto a información a escala local como a
información de tipo global. Tanto los valores como las estructuras de conti-
nuidad espacial entre los dos tipos de datos están relacionadas linealmente.
El caṕıtulo está organizado de la siguiente manera: primero desarrollamos
la teoŕıa del algoritmo e ilustramos su implementación para la resolución de
mallas pequeñas a través de un ejemplo numérico sencillo. Posteriormente,
dado que conforme el tamaño del dominio de simulación crece los tiempos de
CPU se hacen muy grandes, presentamos una implementación del algoritmo
en el marco de la simulación secuencial presentada en caṕıtulos anteriores,
lo cual permite la simulación de grandes mallados en tiempos razonables.
Por último, el nuevo algoritmo es evaluado a través de una serie de ejemplos
prácticos.
13.2. Teoŕıa
Consideremos un conjunto S de N celdas a simular. Sea C la matriz de
covarianzas de tamaño N x N que contiene los valores de las covarianzas
entre cada uno de los pares de celdas pertenecientes a S. Dado que C es una
matriz de covarianzas, ésta es definida positiva, y puede descomponerse en
dos matrices triangulares L y U tal que:
C = L · U con U = LT (13.1)
Consideremos ahora un vector de números aleatorios independientes w y
definamos al vector v como:
v = L · w (13.2)
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Sin pérdida de generalidad supondremos que la variable aleatoria V , cuyos
valores contiene el vector v, es tal que:
E{V } = 0
y
CV V = E
{




L · w · wT · U
}
=




· U = L · I · U = C
por consiguiente v es una simulación no condicional de V en el sentido de que
reproduce la covarianza C. Dando valores a los elementos que componen w
obtenemos los valores de v. Lo anterior es el fundamento teórico del método
de simulación estocástica por descomposición LU de la matriz de covarianzas
propuesto por Davis (1987).
Supongamos que los elementos del vector v corresponden a los valores z
e y que toman dos variables aleatorias Z e Y relacionadas a través de una
matriz de proporcionalidad A, tal que:
Y = A · Z (13.3)
La matriz de covarianzas de V se puede expresar en función de las matrices




CY Z CY Y
}
Supongamos que conocemos la estructura de variabilidad espacial de la
variable Z expresada a través de los valores de la matriz CZZ . Los restantes
componentes de la matriz C pueden expresarse en función de CZZ y de la
relación entre las variables en juego. Por definición sabemos que la covarianza
de Y es:
CY Y = E{Y · Y T}
Si en esta última ecuación reemplazamos la ecuación (13.3) obtenemos que:
CY Y = E{A · Z · (A · Z)T} = E{A · Z · ZT · AT} =
= A · E{Z · ZT} · AT = A · CZZ · AT
es decir que la autocovarianza de Y se puede expresar como:
CY Y = A · CZZ · AT (13.4)
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De forma similar podemos obtener las relaciones para las covarianzas
cruzadas entre Z e Y tal que:
CZY = E{Z · Y T} = E{Z · ZT · AT} = E{Z · ZT} · AT = CZZ · AT
CY Z = E{Y · ZT} = E{A · Z · ZT} = A · E{Z · ZT} = A · CZZ
o sea que:
CZY = CZZ · AT (13.5)
CY Z = A · CZZ (13.6)




CZZ CZZ · AT
A · CZZ A · CZZ · AT
}
(13.7)
Por otro lado la matriz C puede ser descompuesta de acuerdo a la expre-













L11 · U11 L11 · U12
L21 · U11 L21 · U12 + L22 · U22
}
(13.8)
Igualando las ecuaciones (13.7) y (13.8) llegamos al siguiente sistema de
ecuaciones: 
CZZ = L11 · U11
CZZ · AT = L11 · U12
A · CZZ = L21 · U11
A · CZZ · AT = L21 · U12 + L22 · U22
reemplazando la primera ecuación de este sistema en las tres siguientes se
llega a:
L11 · U11 · AT = L11 · U12 =⇒ U12 = U11 · AT (13.9)
A · L11 · U11 = L21 · U11 =⇒ L21 = A · L11 (13.10)
A · L11 · U11 · AT = L21 · U12 + L22 · U22 (13.11)
sustituyendo (13.9) y (13.10) en (13.11):
A · L11 · U11 · AT = A · L11 · U11 · AT + L22 · U22
de donde se deduce que:
L22 · U22 = 0 =⇒ podemos asumir L22 = 0 (13.12)
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z = L11 · w1
y = A · L11 · w1
(13.14)
Es decir que si dos variables aleatorias Z e Y están linealmente relacio-
nadas a través de la matriz A, y la función de covarianzas de la variable Z
es CZZ , los valores de Y resultantes de la simulación por descomposición LU
de la matriz de covarianzas preservan la relación lineal Y = A · Z. Como
puede observarse en la expresión (13.14), la cantidad de números aleatorios
independientes a generar es igual al número de valores de la variable Z.
13.2.1. Ejemplo numérico sencillo
Caso no condicionado
Supongamos que la relación entre los valores de Z e Y es tal que:
y = z1 + z2 + z3 (13.15)





Supongamos que la matriz de covarianza que describe la continuidad espacial







Si realizamos la triangularización de esta matriz v́ıa descomposición de Cho-








Multiplicando A por L se llega a:









 = { 2,2 1,1 0,7 }


















de donde se deriva que:
z1 = w1
z2 = 0,6w1 + 0,8w2
z3 = 0,6w1 + 0,3w2 + 0,7w3
y = 2,2w1 + 1,1w2 + 0,7w3
(13.16)
Generamos aleatoriamente el vector w tal que por ejemplo w1 = 0,1, w2 = 0,1
y w3 = 0,7, y resolvemos el sistema anterior obteniendo que z1 = 0,10;
z2 = 0,14; z3 = 0,61; e y = 0,85. Se puede comprobar que y = z1 + z2 + z3.
Caso condicionado
Para el caso condicionado hay que aplicar el procedimiento propuesto por
Alabert (1987b) en el que parte de los valores del vector de números aleatorios
independientes de la parte derecha de la ecuación (13.2) son fijados en función
de los datos condicionantes. En este ejemplo supongamos que conocemos el
valor de la variable Z en la celda 1 tal que por ejemplo z1 = 1,20. El sistema
de ecuaciones (13.16) toma ahora la siguiente forma:
1,2 = w1
z2 = 0,6w1 + 0,8w2
z3 = 0,6w1 + 0,3w2 + 0,7w3
y = 2,2w1 + 1,1w2 + 0,7w3
generando aleatoriamente el vector w, del cual ya conozco una componente







Otra vez la relación (13.15) se verifica y el dato condicionante se reproduce
exactamente.
Un código de ordenador para el algoritmo presentado más arriba fue de-
sarrollado y verificado. El programa funciona bien sin embargo conforme el
dominio de simulación se hace grande los tiempos de ejecución crecen hasta
ĺımites prohibitivos. Esto se debe a los tiempos consumidos por las rutinas
de inversión de matrices. Es por eso que se ha implementado el algoritmo en
el marco de la simulación secuencial tal como comentamos a continuación.
13.3. Implementación
Un código de simulación gausiana secuencial fue desarrollado para llevar a
cabo la simulación conjunta de dos variables aleatorias, Z e Y , cuyos valores
z e y están relacionados entre śı a través de una matriz A y en donde la
función de covarianza de Z es conocida. Tal como hemos venido diciendo
cada valor de Y es función lineal de algunos valores de Z, esto es:
Y = f(Z1, Z2, ..., Zn)
Esa función f(·) es la que expresa la matriz A y puede significar por ejemplo
que cada valor de Y es la suma (o la media aritmética) de n valores de Z.
Llamemos a los valores de la variable Z valores de celda, y a los valores de
la variable Y valores de bloque.
El programa de simulación genera primero los valores de bloque, es decir
los valores de Y y luego los valores de celda, es decir los valores de Z. La
manera en que podemos garantizar la reproducción de la relación entre Z e
Y está determinada por:
1. Los datos que intervienen en la generación de cada valor, y
2. El cálculo de las covarianzas entre los datos y entre los datos y la
localización a simular.
En las figuras 13.1 y 13.2 se esquematiza la información utilizada para la
simulación de un valor de bloque y un valor de celda respectivamente. Cada
valor de bloque y(u0) se genera condicionado a:
todos los valores condicionantes de celda zi(uiα) relacionados con el
valor de bloque y(u0), y a
los valores de bloque y(uβ) más cercanos al bloque que se está simu-
lando (tanto los valores condicionantes como los ya simulados).
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La función de probabilidad condicionada del bloque de localización u0 es




















λβCY Y (uβ − u0)
donde σ2Y es la varianza global de los bloques y es igual a CY Y (0); n1 es el
número de valores de celda zi(uiα) relacionados con el valor de bloque que
se está simulando; λiα los pesos asignados a esos valores; n2 es el número de
valores de bloque y(uβ) más cercanos; λβ los pesos asignados a esos valores;
CY Z(u
i
α − u0) son las covarianzas cruzadas entre las celdas de localizaciones
uiα y el bloque simulado; y CY Y (uβ−u0) las covarianzas entre los bloques de
localizaciones uβ y el bloque simulado. Los n2 valores de bloque que inter-
vienen en la simulación de cada bloque son seleccionados hasta un número
máximo fijado por el usuario y de acuerdo a su distancia estructural con
respecto al valor simulado.
Por su parte, cada valor de celda z(u0) se genera condicionado a:
el valor de bloque y con el que está relacionado (el cual es conocido
puesto que es un valor condicionante o fue simulado en el paso anterior),
a
todos los valores de celda zi(uiα) relacionados con el valor de bloque
y con el cual está relacionado el valor de celda que se está simulando
(valores condicionantes o previamente simulados), y a
los valores de celda ze(ueβ) más cercanos más allá de los que fueron se-
leccionados en el punto anterior (valores condicionantes o previamente
simulados).
La función de probabilidad condicionada de la celda de localización u0 es
gausiana con media zC(u0) dada por:
















Figura 13.1: Simulación de un valor de bloque. Cada valor de bloque y(u0)
se simula condicionado a todos los valores de celda zi(uiα) en relación con el
bloque que se está simulando y a los valores de bloque y(uβ) más cercanos











Figura 13.2: Simulación de un valor de celda. Cada valor de celda z(u0) se
simula condicionado al valor de bloque y(u) con el cual está relacionada; a
todos los valores de celda zi(uiα) en relación con ese bloque, y a los valores
de celda ze(ueα) más cercanos a ese bloque hasta un número máximo fijado
por el usuario.
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y varianza σ2C(u0) dada por:
σ2C(u0) = σ
2











donde σ2Z es la varianza global de las celdas y es igual a CZZ(0); λ es el
peso asignado al valor de bloque y(u) con el cual está relacionada la celda
estimada; n1 es el número de valores de celda z
i(uiα) relacionadas con el valor
de bloque y(u); λiα los pesos asignados a estos valores; n2 es el número de
valores de celda ze(ueβ) más cercanos al bloque y(u); y λ
e
β los pesos asignados
a estos valores; CY Z(u − u0) es la covarianza cruzada entre el bloque de
localización u y la celda simulada; y CZZ(u
i
α−u0) y CZZ(ueβ −u0) las cova-
rianzas entre las celdas cuyas localizaciones son uiα y u
e
β y la celda simulada
respectivamente. Los n2 valores de celda z
e(ueβ) son seleccionados hasta un
número máximo fijado por el usuario y de acuerdo a su distancia estructural
con respecto a la celda simulada.
Las covarianzas requeridas por cada sistema de krigeado se calculan a
partir de la covarianza CZZ y de la matriz A, utilizando las relaciones (13.4),
(13.5) y (13.6).
13.4. Ejemplos
A continuación presentamos dos ejemplos que ilustran el comportamiento
del algoritmo de simulación secuencial con restricciones lineales propuesto.
13.4.1. Ejemplo 1
En este ejemplo se simularon conjuntamente campos aleatorios de 20 por
20 bloques y de 80 por 80 celdas. Cada bloque está formado por 16 celdas,
es decir 4 en la dirección x y 4 en la dirección y. La relación entre bloques y
celdas es tal que cada valor de bloque es igual a la suma de los 16 valores de
celda que lo integran de manera que la matriz A tiene la forma siguiente:
A =
{
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
}
El variograma que caracteriza la estructura de continuidad espacial de los
valores de celda es el siguiente:
γ(h) = γ(hx, hy) = 0,2 + 0,8Expax=10,ay=40,α=0(hx, hy)
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donde:
Expax,ay ,α(hx, hy) = Exp





hx sinα+ hy cosα
ay
)2
siendo ax y ay los alcances prácticos en las direcciones principales de conti-
nuidad y Exp(h) la ecuación correspondiente a un variograma exponencial
que toma la forma siguiente:
Exp(h) = 1− exp (−3h)
La media de los valores de celda se asumió igual a cero y la varianza igual
a uno. La relación de anisotroṕıa es de 0.25, tal que el alcance a lo largo
del eje de máxima continuidad (eje y) es de 40 celdas y a lo largo del eje de
mı́nima continuidad (eje x) es de 10 celdas. El entorno de búsqueda utilizado
es circular con un radio igual a 80 celdas por lo que puede considerarse que
es global.
Caso A: simulación no condicional
Se han simulado conjuntamente 100 campos de bloques y 100 campos de
celdas no condicionados. En las figuras 13.3 y 13.4 mostramos 4 de estas 100
simulaciones. En la parte superior los campos de bloques y en la inferior los
campos de celdas. En la figura 13.5 se puede ver el diagrama de dispersión de
los valores de bloque. Los valores simulados en abscisas y los valores corres-
pondientes a la suma de los valores simulados de celdas en ordenadas. Como
se observa la reproducción de los valores de bloque es perfecta. Los variogra-
mas medios para los 100 campos de celdas y de bloques se han representado
gráficamente en la figura 13.6. El modelo para las celdas es el impuesto como
entrada en el programa y el modelo de los bloques ha sido obtenido teórica-
mente a partir de la relación entre los variogramas de bloques y celdas. Como
se aprecia en esta última figura la reproducción de los variogramas es muy
buena.
Caso B: simulación condicionada a conjuntos discretos de datos de
celdas y bloques
Para seleccionar los datos que utilizamos para condicionar las simula-
ciones hemos generado un campo de celdas no condicionado v́ıa simulación
gausiana secuencial que podemos ver en la parte superior izquierda de la
figura 13.7. El campo que se muestra en la parte inferior a éste se obtiene
sumando los valores dentro de bloques de 4 x 4 celdas. Estos dos campos son
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  -3.34 -   -2.60
  -2.60 -   -2.18
  -2.18 -   -1.77
  -1.77 -   -1.35
  -1.35 -   -0.93
  -0.93 -   -0.51
  -0.51 -   -0.10
  -0.10 -    0.32
   0.32 -    0.74
   0.74 -    1.16
   1.16 -    1.57
   1.57 -    1.99
   1.99 -    2.41
   2.41 -    2.83
   2.83 -    3.24
   3.24 -    3.36
                    
Simulacion # 1
 -27.43 -  -22.40
 -22.40 -  -18.93
 -18.93 -  -15.46
 -15.46 -  -11.99
 -11.99 -   -8.52
  -8.52 -   -5.05
  -5.05 -   -1.58
  -1.58 -    1.89
   1.89 -    5.36
   5.36 -    8.83
   8.83 -   12.30
  12.30 -   15.77
  15.77 -   19.24
  19.24 -   22.71
  22.71 -   26.18
  26.18 -   32.81
                    
Simulacion # 1
    min -  -22.40
 -22.40 -  -18.93
 -18.93 -  -15.46
 -15.46 -  -11.99
 -11.99 -   -8.52
  -8.52 -   -5.05
  -5.05 -   -1.58
  -1.58 -    1.89
   1.89 -    5.36
   5.36 -    8.83
   8.83 -   12.30
  12.30 -   15.77
  15.77 -   19.24
  19.24 -   22.71
  22.71 -   26.18
  26.18 -     max
                    
Simulacion # 16
    min -   -2.60
  -2.60 -   -2.18
  -2.18 -   -1.77
  -1.77 -   -1.35
  -1.35 -   -0.93
  -0.93 -   -0.51
  -0.51 -   -0.10
  -0.10 -    0.32
   0.32 -    0.74
   0.74 -    1.16
   1.16 -    1.57
   1.57 -    1.99
   1.99 -    2.41
   2.41 -    2.83
   2.83 -    3.24
   3.24 -     max
                    
Simulacion # 16
Figura 13.3: Campos generados por simulación secuencial con restricciones
lineales: campos no condicionados (ejemplo 1, caso A). Arriba: campos de
valores de bloque. Abajo: campos de valores de celdas.
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 -27.67 -  -22.40
 -22.40 -  -18.93
 -18.93 -  -15.46
 -15.46 -  -11.99
 -11.99 -   -8.52
  -8.52 -   -5.05
  -5.05 -   -1.58
  -1.58 -    1.89
   1.89 -    5.36
   5.36 -    8.83
   8.83 -   12.30
  12.30 -   15.77
  15.77 -   19.24
  19.24 -   22.71
  22.71 -   26.18
  26.18 -   26.62
                    
Simulacion # 35
    min -  -22.40
 -22.40 -  -18.93
 -18.93 -  -15.46
 -15.46 -  -11.99
 -11.99 -   -8.52
  -8.52 -   -5.05
  -5.05 -   -1.58
  -1.58 -    1.89
   1.89 -    5.36
   5.36 -    8.83
   8.83 -   12.30
  12.30 -   15.77
  15.77 -   19.24
  19.24 -   22.71
  22.71 -   26.18
  26.18 -     max
                    
Simulacion # 99
  -3.02 -   -2.60
  -2.60 -   -2.18
  -2.18 -   -1.77
  -1.77 -   -1.35
  -1.35 -   -0.93
  -0.93 -   -0.51
  -0.51 -   -0.10
  -0.10 -    0.32
   0.32 -    0.74
   0.74 -    1.16
   1.16 -    1.57
   1.57 -    1.99
   1.99 -    2.41
   2.41 -    2.83
   2.83 -    3.24
   3.24 -    3.42
                    
Simulacion # 35
    min -   -2.60
  -2.60 -   -2.18
  -2.18 -   -1.77
  -1.77 -   -1.35
  -1.35 -   -0.93
  -0.93 -   -0.51
  -0.51 -   -0.10
  -0.10 -    0.32
   0.32 -    0.74
   0.74 -    1.16
   1.16 -    1.57
   1.57 -    1.99
   1.99 -    2.41
   2.41 -    2.83
   2.83 -    3.24
   3.24 -     max
                    
Simulacion # 99
Figura 13.4: Campos generados por simulación secuencial con restricciones
lineales: campos no condicionados (ejemplo 1, caso A). Arriba: campos de













Bloques vs suma de las celdas








Numero de datos 40000
X Variable: media 0.111
des. est. 12.212
Y Variable: media 0.111
des. est. 12.212
correlacion 1.000
Figura 13.5: Diagrama de dispersión de los valores simulados para el conjunto
de simulaciones: campos no condicionados (ejemplo 1, caso A). En absisas
los valores de bloque y en ordenadas la suma de los valores de celda sobre
bloques de 4 x 4 celdas.
muestreados obteniendo dos conjuntos de datos. El primero integrado por
24 valores de celda y el segundo por 16 valores de bloque. La localización de
estos datos ha sido representada gráficamente en la parte derecha de la figura
13.7. En este caso se han simulado conjuntamente 100 campos de bloques y
100 campos de celdas condicionados a los 24 datos de celda y a los 16 datos
de bloque seleccionados anteriormente. En las figuras 13.8 y 13.9 se han re-
presentado gráficamente 4 campos simulados. El diagrama de dispersión de
los valores simulados de bloque puede verse en la figura 13.10. Se observa que
la reproducción de los valores de bloques es perfecta. En la figura 13.11 se
han representado gráficamente los variogramas medios para los 100 campos
de celdas y de bloques. Otra vez vemos que la reproducción es muy buena.
Caso C: simulación condicionada a un conjunto exhaustivo de datos
de bloque
En este caso vamos a simular campos de celdas condicionados a un campo
exhaustivo de valores de bloque. Este campo se muestra en la parte inferior
izquierda de la figura 13.7. En la figura 13.12 vemos 4 campos de los 100











































Figura 13.6: Reproducción de los variogramas de los campos simulados por
simulación secuencial con restricciones lineales: campos no condicionados
(ejemplo 1, caso A). Arriba: variograma medio para el conjunto de campos
de valores de celda. Abajo: variograma medio para el conjunto de campos de
valores de bloque. A la izquierda los correspondientes a la dirección de mı́ni-
ma continuidad y a la derecha los correspondientes a la dirección de máxima
continuidad. En ĺınea de puntos los variogramas experimentales y en ĺınea
continua los modelos.
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  -3.02 -   -2.60
  -2.60 -   -2.18
  -2.18 -   -1.77
  -1.77 -   -1.35
  -1.35 -   -0.93
  -0.93 -   -0.51
  -0.51 -   -0.10
  -0.10 -    0.32
   0.32 -    0.74
   0.74 -    1.16
   1.16 -    1.57
   1.57 -    1.99
   1.99 -    2.41
   2.41 -    2.83
   2.83 -    3.24
   3.24 -    3.66
                    
Simulacion original de celdas
 -25.87 -  -22.40
 -22.40 -  -18.93
 -18.93 -  -15.46
 -15.46 -  -11.99
 -11.99 -   -8.52
  -8.52 -   -5.05
  -5.05 -   -1.58
  -1.58 -    1.89
   1.89 -    5.36
   5.36 -    8.83
   8.83 -   12.30
  12.30 -   15.77
  15.77 -   19.24
  19.24 -   22.71
  22.71 -   26.18
  26.18 -   29.65
                    
Simulacion original de bloques
    min -   -2.60
  -2.60 -   -2.18
  -2.18 -   -1.77
  -1.77 -   -1.35
  -1.35 -   -0.93
  -0.93 -   -0.51
  -0.51 -   -0.10
  -0.10 -    0.32
   0.32 -    0.74
   0.74 -    1.16
   1.16 -    1.57
   1.57 -    1.99
   1.99 -    2.41
   2.41 -    2.83
   2.83 -    3.24
   3.24 -     max
                    
Localizacion de los datos de celda
    min -  -22.40
 -22.40 -  -18.93
 -18.93 -  -15.46
 -15.46 -  -11.99
 -11.99 -   -8.52
  -8.52 -   -5.05
  -5.05 -   -1.58
  -1.58 -    1.89
   1.89 -    5.36
   5.36 -    8.83
   8.83 -   12.30
  12.30 -   15.77
  15.77 -   19.24
  19.24 -   22.71
  22.71 -   26.18
  26.18 -   max  
                    
Localizacion de los datos de bloque
Figura 13.7: Obtención de los datos condicionantes utilizados en el ejem-
plo 1, caso B. A la izquierda: campos simulados a partir de los cuales se
muestrean los datos condicionantes. A la derecha: localización de los datos
condicionantes. Arriba: valores de celda. Abajo: valores de bloque.
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 -27.70 -  -22.40
 -22.40 -  -18.93
 -18.93 -  -15.46
 -15.46 -  -11.99
 -11.99 -   -8.52
  -8.52 -   -5.05
  -5.05 -   -1.58
  -1.58 -    1.89
   1.89 -    5.36
   5.36 -    8.83
   8.83 -   12.30
  12.30 -   15.77
  15.77 -   19.24
  19.24 -   22.71
  22.71 -   26.18
  26.18 -   37.92
                    
Simulacion # 1
    min -  -22.40
 -22.40 -  -18.93
 -18.93 -  -15.46
 -15.46 -  -11.99
 -11.99 -   -8.52
  -8.52 -   -5.05
  -5.05 -   -1.58
  -1.58 -    1.89
   1.89 -    5.36
   5.36 -    8.83
   8.83 -   12.30
  12.30 -   15.77
  15.77 -   19.24
  19.24 -   22.71
  22.71 -   26.18
  26.18 -     max
                    
Simulacion # 16
  -3.16 -   -2.60
  -2.60 -   -2.18
  -2.18 -   -1.77
  -1.77 -   -1.35
  -1.35 -   -0.93
  -0.93 -   -0.51
  -0.51 -   -0.10
  -0.10 -    0.32
   0.32 -    0.74
   0.74 -    1.16
   1.16 -    1.57
   1.57 -    1.99
   1.99 -    2.41
   2.41 -    2.83
   2.83 -    3.24
   3.24 -    4.32
                    
Simulacion # 1
    min -   -2.60
  -2.60 -   -2.18
  -2.18 -   -1.77
  -1.77 -   -1.35
  -1.35 -   -0.93
  -0.93 -   -0.51
  -0.51 -   -0.10
  -0.10 -    0.32
   0.32 -    0.74
   0.74 -    1.16
   1.16 -    1.57
   1.57 -    1.99
   1.99 -    2.41
   2.41 -    2.83
   2.83 -    3.24
   3.24 -     max
                    
Simulacion # 16
Figura 13.8: Campos generados por simulación secuencial con restricciones
lineales: campos condicionados a 16 datos de bloque y 24 datos de celda
(ejemplo 1, caso B). Arriba: campos de valores de bloque. Abajo: campos de
valores de celdas.
13.4. EJEMPLOS 299
    min -  -22.40
 -22.40 -  -18.93
 -18.93 -  -15.46
 -15.46 -  -11.99
 -11.99 -   -8.52
  -8.52 -   -5.05
  -5.05 -   -1.58
  -1.58 -    1.89
   1.89 -    5.36
   5.36 -    8.83
   8.83 -   12.30
  12.30 -   15.77
  15.77 -   19.24
  19.24 -   22.71
  22.71 -   26.18
  26.18 -     max
                    
Simulacion # 35
    min -  -22.40
 -22.40 -  -18.93
 -18.93 -  -15.46
 -15.46 -  -11.99
 -11.99 -   -8.52
  -8.52 -   -5.05
  -5.05 -   -1.58
  -1.58 -    1.89
   1.89 -    5.36
   5.36 -    8.83
   8.83 -   12.30
  12.30 -   15.77
  15.77 -   19.24
  19.24 -   22.71
  22.71 -   26.18
  26.18 -     max
                    
Simulacion # 99
  -4.03 -   -2.60
  -2.60 -   -2.18
  -2.18 -   -1.77
  -1.77 -   -1.35
  -1.35 -   -0.93
  -0.93 -   -0.51
  -0.51 -   -0.10
  -0.10 -    0.32
   0.32 -    0.74
   0.74 -    1.16
   1.16 -    1.57
   1.57 -    1.99
   1.99 -    2.41
   2.41 -    2.83
   2.83 -    3.24
   3.24 -    3.61
                    
Simulacion # 35
    min -   -2.60
  -2.60 -   -2.18
  -2.18 -   -1.77
  -1.77 -   -1.35
  -1.35 -   -0.93
  -0.93 -   -0.51
  -0.51 -   -0.10
  -0.10 -    0.32
   0.32 -    0.74
   0.74 -    1.16
   1.16 -    1.57
   1.57 -    1.99
   1.99 -    2.41
   2.41 -    2.83
   2.83 -    3.24
   3.24 -     max
                    
Simulacion # 99
Figura 13.9: Campos generados por simulación secuencial con restricciones
lineales: campos condicionados a 16 datos de bloque y 24 datos de celda














Bloques vs suma de las celdas








Numero de datos 40000
X Variable: media 0.805
des. est. 11.689
Y Variable: media 0.805
des. est. 11.689
correlacion 1.000
Figura 13.10: Diagrama de dispersión de los valores simulados para el con-
junto de simulaciones: campos condicionados a 16 datos de bloque y 24 datos
de celda (ejemplo 1, caso B). En absisas los valores de bloque y en ordenadas
la suma de los valores de celda sobre bloques de 4 x 4 celdas.
lores de bloque donde se puede observar que la reproducción es perfecta. Los
variogramas medios para las 100 simulaciones de los campos de celdas y para
el campo de bloques condicionante se representan gráficamente en la figura
13.14. Como se observa en esta figura la reproducción de los variogramas no
es tan buena como en los casos anteriores. Esto se debe a que el campo de
bloques condicionantes no reproduce exactamente el modelo de variograma
que se ha impuesto en su generación. Recordemos que este campo ha sido
obtenido sumando las celdas sobre bloques de 4 x 4 de un campo generado
v́ıa simulación gausiana secuencial con un variograma de entrada igual al
presentado más arriba.
13.4.2. Ejemplo 2
En este ejemplo se ha simulado un atributo cuya variabilidad espacial es
muy suave y que podŕıa asimilarse a los espesores de una formación geológica
la cual está integrada por tres estratos. La idea es simular el espesor total
y los espesores de cada uno de los estratos de manera que la suma de éstos
últimos sea igual al primero. Esto es, en cada vertical:











































Figura 13.11: Reproducción de los variogramas de los campos simulados por
simulación secuencial con restricciones lineales: campos condicionados a 16
datos de bloque y 24 datos de celda (ejemplo 1, caso B). Arriba: variograma
medio para el conjunto de campos de valores de celda. Abajo: variograma
medio para el conjunto de campos de valores de bloque. A la izquierda los
correspondientes a la dirección de mı́nima continuidad y a la derecha los
correspondientes a la dirección de máxima continuidad. En ĺınea de puntos
los variogramas experimentales y en ĺınea continua los modelos.
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  -3.25 -   -2.60
  -2.60 -   -2.18
  -2.18 -   -1.77
  -1.77 -   -1.35
  -1.35 -   -0.93
  -0.93 -   -0.51
  -0.51 -   -0.10
  -0.10 -    0.32
   0.32 -    0.74
   0.74 -    1.16
   1.16 -    1.57
   1.57 -    1.99
   1.99 -    2.41
   2.41 -    2.83
   2.83 -    3.24
   3.24 -    3.37
                    
Simulacion # 1
  -3.64 -   -2.60
  -2.60 -   -2.18
  -2.18 -   -1.77
  -1.77 -   -1.35
  -1.35 -   -0.93
  -0.93 -   -0.51
  -0.51 -   -0.10
  -0.10 -    0.32
   0.32 -    0.74
   0.74 -    1.16
   1.16 -    1.57
   1.57 -    1.99
   1.99 -    2.41
   2.41 -    2.83
   2.83 -    3.24
   3.24 -    3.32
                    
Simulacion # 16
  -3.45 -   -2.60
  -2.60 -   -2.18
  -2.18 -   -1.77
  -1.77 -   -1.35
  -1.35 -   -0.93
  -0.93 -   -0.51
  -0.51 -   -0.10
  -0.10 -    0.32
   0.32 -    0.74
   0.74 -    1.16
   1.16 -    1.57
   1.57 -    1.99
   1.99 -    2.41
   2.41 -    2.83
   2.83 -    3.24
   3.24 -    3.54
                    
Simulacion # 35
    min -   -2.60
  -2.60 -   -2.18
  -2.18 -   -1.77
  -1.77 -   -1.35
  -1.35 -   -0.93
  -0.93 -   -0.51
  -0.51 -   -0.10
  -0.10 -    0.32
   0.32 -    0.74
   0.74 -    1.16
   1.16 -    1.57
   1.57 -    1.99
   1.99 -    2.41
   2.41 -    2.83
   2.83 -    3.24
   3.24 -     max
                    
Simulacion # 99
Figura 13.12: Campos de celdas generados por simulación secuencial con res-
tricciones lineales: campos condicionados a un conjunto exhaustivo de datos













Bloques vs suma de las celdas








Numero de datos 40000
X Variable: media -0.001
des. est. 11.732
Y Variable: media -0.001
des. est. 11.732
correlacion 1.000
Figura 13.13: Diagrama de dispersión de los valores simulados para el con-
junto de simulaciones: campos condicionados a un conjunto exhaustivo de
datos de bloque (ejemplo 1, caso C). En absisas los valores de bloque y en
ordenadas la suma de los valores de celda sobre bloques de 4 x 4 celdas.
El dominio de simulación se ha discretizado en 60 celdas en la dirección
x, 60 celdas en la dirección y y 3 celdas en la dirección vertical, es decir
10800 celdas. Cada bloque está integrado por una celda en las direcciones
x e y, y 3 celdas en la dirección vertical, por lo que tenemos 3600 bloques.
El variograma que caracteriza la continuidad espacial en sentido horizontal
de los espesores de los estratos está formado por una única estructura doble
exponencial isotrópica con una meseta igual a la unidad y un alcance de 30
celdas, es decir:
γ(h) = γ(hx, hy) = 1,0Gauax=30,ay=30,α=0(hx, hy)
donde:
Gauax,ay ,α(hx, hy) = Gau





hx sinα+ hy cosα
ay
)2
siendo ax y ay los alcances prácticos en las direcciones principales de continui-
dad y Gau(h) la ecuación correspondiente a un variograma doble exponencial
que toma la forma siguiente:














































Figura 13.14: Reproducción de los variogramas de los campos simulados por
simulación secuencial con restricciones lineales: campos condicionados a un
conjunto exhaustivo de datos de bloque (ejemplo 1, caso C). Arriba: variogra-
ma medio para el conjunto de campos de valores de celda. Abajo: variograma
medio para el conjunto de campos de valores de bloque. A la izquierda los
correspondientes a la dirección de mı́nima continuidad y a la derecha los co-
rrespondientes a la dirección de máxima continuidad. En ĺınea de puntos los
variogramas experimentales y en ĺınea continua los modelos.
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   8.11 -    9.40
   9.40 -   10.69
  l0.69 -   11.99
  11.99 -   13.28
  13.28 -   14.57
  14.57 -   15.87
  15.87 -   17.16
  17.16 -   18.45
  18.45 -   19.75
  19.75 -   21.04
  21.04 -   22.33
  22.33 -   23.62
  23.62 -   24.92
  24.92 -   26.21
  26.21 -   27.50
  27.50 -   28.80
metros 
Simulacion # 1
   2.54 -    2.99
   2.99 -    3.43
   3.43 -    3.87
   3.87 -    4.32
   4.32 -    4.76
   4.76 -    5.21
   5.21 -    5.65
   5.65 -    6.10
   6.10 -    6.54
   6.54 -    6.99
   6.99 -    7.43
   7.43 -    7.88
   7.88 -    8.32
   8.32 -    8.77
   8.77 -    9.21
   9.21 -    9.66
metros 
Simulacion # 1 (Z=1)
  -3.46 -   -3.01
  -3.01 -   -2.57
  -2.57 -   -2.13
  -2.13 -   -1.68
  -1.68 -   -1.24
  -1.24 -   -0.79
  -0.79 -   -0.35
  -0.35 -    0.10
   0.10 -    0.54
   0.54 -    0.99
   0.99 -    1.43
   1.43 -    1.88
   1.88 -    2.32
   2.32 -    2.77
   2.77 -    3.21
   3.21 -    3.66
metros 
Simulacion # 1 (Z=3)
   2.54 -    2.99
   2.99 -    3.43
   3.43 -    3.87
   3.87 -    4.32
   4.32 -    4.76
   4.76 -    5.21
   5.21 -    5.65
   5.65 -    6.10
   6.10 -    6.54
   6.54 -    6.99
   6.99 -    7.43
   7.43 -    7.88
   7.88 -    8.32
   8.32 -    8.77
   8.77 -    9.21
   9.21 -    9.66
metros 
Simulacion # 1 (Z=2)
Figura 13.15: Campos generados por simulación secuencial con restricciones
lineales: campos no condicionados (ejemplo 2, caso A). El campo superior a
la izquierda es el de valores de bloque, los tres restantes los correspondientes
a los valores de celda.
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   8.11 -    9.40
   9.40 -   10.69
  l0.69 -   11.99
  11.99 -   13.28
  13.28 -   14.57
  14.57 -   15.87
  15.87 -   17.16
  17.16 -   18.45
  18.45 -   19.75
  19.75 -   21.04
  21.04 -   22.33
  22.33 -   23.62
  23.62 -   24.92
  24.92 -   26.21
  26.21 -   27.50
  27.50 -   28.80
metros 
Simulacion # 33
  -3.46 -   -3.01
  -3.01 -   -2.57
  -2.57 -   -2.13
  -2.13 -   -1.68
  -1.68 -   -1.24
  -1.24 -   -0.79
  -0.79 -   -0.35
  -0.35 -    0.10
   0.10 -    0.54
   0.54 -    0.99
   0.99 -    1.43
   1.43 -    1.88
   1.88 -    2.32
   2.32 -    2.77
   2.77 -    3.21
   3.21 -    3.66
                    
Simulacion # 33 (Z=1)
   2.54 -    2.99
   2.99 -    3.43
   3.43 -    3.87
   3.87 -    4.32
   4.32 -    4.76
   4.76 -    5.21
   5.21 -    5.65
   5.65 -    6.10
   6.10 -    6.54
   6.54 -    6.99
   6.99 -    7.43
   7.43 -    7.88
   7.88 -    8.32
   8.32 -    8.77
   8.77 -    9.21
   9.21 -    9.66
metros 
Simulacion # 33 (Z=2)
  -3.46 -   -3.01
  -3.01 -   -2.57
  -2.57 -   -2.13
  -2.13 -   -1.68
  -1.68 -   -1.24
  -1.24 -   -0.79
  -0.79 -   -0.35
  -0.35 -    0.10
   0.10 -    0.54
   0.54 -    0.99
   0.99 -    1.43
   1.43 -    1.88
   1.88 -    2.32
   2.32 -    2.77
   2.77 -    3.21
   3.21 -    3.66
                    
Simulacion # 33 (Z=3)
Figura 13.16: Campos generados por simulación secuencial con restricciones
lineales: campos no condicionados (ejemplo 2, caso A). El campo superior a
la izquierda es el de valores de bloque, los tres restantes los correspondientes
a los valores de celda.
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   8.11 -    9.40
   9.40 -   10.69
  l0.69 -   11.99
  11.99 -   13.28
  13.28 -   14.57
  14.57 -   15.87
  15.87 -   17.16
  17.16 -   18.45
  18.45 -   19.75
  19.75 -   21.04
  21.04 -   22.33
  22.33 -   23.62
  23.62 -   24.92
  24.92 -   26.21
  26.21 -   27.50
  27.50 -   28.80
metros 
Simulacion # 76
  -3.46 -   -3.01
  -3.01 -   -2.57
  -2.57 -   -2.13
  -2.13 -   -1.68
  -1.68 -   -1.24
  -1.24 -   -0.79
  -0.79 -   -0.35
  -0.35 -    0.10
   0.10 -    0.54
   0.54 -    0.99
   0.99 -    1.43
   1.43 -    1.88
   1.88 -    2.32
   2.32 -    2.77
   2.77 -    3.21
   3.21 -    3.66
                    
Simulacion # 76 (Z=1)
   2.54 -    2.99
   2.99 -    3.43
   3.43 -    3.87
   3.87 -    4.32
   4.32 -    4.76
   4.76 -    5.21
   5.21 -    5.65
   5.65 -    6.10
   6.10 -    6.54
   6.54 -    6.99
   6.99 -    7.43
   7.43 -    7.88
   7.88 -    8.32
   8.32 -    8.77
   8.77 -    9.21
   9.21 -    9.66
metros 
Simulacion # 76 (Z=2)
  -3.46 -   -3.01
  -3.01 -   -2.57
  -2.57 -   -2.13
  -2.13 -   -1.68
  -1.68 -   -1.24
  -1.24 -   -0.79
  -0.79 -   -0.35
  -0.35 -    0.10
   0.10 -    0.54
   0.54 -    0.99
   0.99 -    1.43
   1.43 -    1.88
   1.88 -    2.32
   2.32 -    2.77
   2.77 -    3.21
   3.21 -    3.66
                    
Simulacion # 76 (Z=3)
Figura 13.17: Campos generados por simulación secuencial con restricciones
lineales: campos no condicionados (ejemplo 2, caso A). El campo superior a
la izquierda es el de valores de bloque, los tres restantes los correspondientes













Bloques vs suma de las celdas








Numero de datos 360000
X Variable: media 17.837
des. est. 2.914
Y Variable: media 17.837
des. est. 2.914
correlacion 1.000
Figura 13.18: Diagrama de dispersión de los valores simulados para el conjun-
to de simulaciones: campos no condicionados (ejemplo 2, caso A). En absisas
los valores de bloque y en ordenadas la suma de los valores de celda sobre























Figura 13.19: Reproducción de los variogramas de los campos simulados por
simulación secuencial con restricciones lineales: caso no condicionado (ejem-
plo 2, caso A). A la izquierda: variograma medio para el conjunto de campos
de valores de celda. A la derecha: variograma medio para el conjunto de cam-
pos de valores de bloque. En ĺınea de puntos los variogramas experimentales
y en ĺınea continua los modelos.
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Este variograma tiene la particularidad de que su tangente en el origen es
horizontal y es apto para describir atributos cuya variabilidad espacial es
muy suave.
Trataremos con dos casos en este ejemplo. Primero haremos la simulación
conjunta no condicional del espesor total y de los espesores de cada estrato
y después simularemos los espesores de cada estrato condicionados al valor
del espesor total en cada vertical de la formación.
Caso A: simulación no condicional
En las figuras 13.15 a 13.17 mostramos los campos de espesores simulados
sin condicionar a ningún tipo de información. En la figura 13.18 se puede ver
el diagrama de dispersión de los valores simulados de bloque y la suma de los
valores simulados de celda sobre bloques de 1 x 1 x 3 celdas. Se comprueba
que la reproducción es perfecta.
Los variogramas para el conjunto de 100 simulaciones de los bloques y las
celdas en la dirección horizontal (eje x) se han representado gráficamente en
la figura 13.19, mostrando un ajuste muy bueno.
Caso B: simulación condicionada a un conjunto exhaustivo de datos
de bloque
Una simulación gausiana no condicional de 60 por 60 celdas con un va-
riograma gausiano como el presentado al introducir el ejemplo 2 ha sido
generado para utilizar como conjunto de datos condicionantes en este caso.
En las figuras 13.20 a 13.22 mostramos los campos de espesores simulados
condicionados a estos valores de bloques. En la figura 13.23 se puede ver el
diagrama de dispersión de los valores simulados de bloque y la suma de los
valores simulados de celda sobre bloques de 1 x 1 x 3 celdas. Se comprueba
que la reproducción es perfecta.
Los variogramas para el conjunto de 100 simulaciones de los bloques y las
celdas en la dirección horizontal (eje x) se han representado gráficamente en
la figura 13.24, mostrando un ajuste muy bueno.
13.5. Conclusiones
En este caṕıtulo hemos presentado un algoritmo de simulación secuencial
capaz de generar campos aleatorios de dos variables cuyos valores y patro-
nes de continuidad espacial están relacionados linealmente. El razonamiento
presentado en este caṕıtulo permite obtener relaciones entre los patrones de
continuidad espacial de las variables en juego a partir de la relación impuesta
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   9.89 -   10.78
  10.78 -   11.67
  11.67 -   12.55
  12.55 -   13.44
  13.44 -   14.32
  14.32 -   15.21
  15.21 -   16.09
  16.09 -   16.98
  16.98 -   17.86
  17.86 -   18.75
  18.75 -   19.63
  19.63 -   20.52
  20.52 -   21.40
  21.40 -   22.29
  22.29 -   23.18
  23.18 -   24.06
metros 
Simulacion # 1
  -3.05 -   -2.72
  -2.72 -   -2.39
  -2.39 -   -2.06
  -2.06 -   -1.72
  -1.72 -   -1.39
  -1.39 -   -1.06
  -1.06 -   -0.73
  -0.73 -   -0.40
  -0.40 -   -0.06
  -0.06 -    0.27
   0.27 -    0.60
   0.60 -    0.93
   0.93 -    1.26
   1.26 -    1.59
   1.59 -    1.93
   1.93 -    2.26
                    
Simulacion # 1 (Z=1)
   2.95 -    3.28
   3.28 -    3.61
   3.61 -    3.94
   3.94 -    4.28
   4.28 -    4.61
   4.61 -    4.94
   4.94 -    5.27
   5.27 -    5.60
   5.60 -    5.94
   5.94 -    6.27
   6.27 -    6.60
   6.60 -    6.93
   6.93 -    7.26
   7.26 -    7.59
   7.59 -    7.93
   7.93 -    8.26
metros 
Simulacion # 1 (Z=2)
  -3.05 -   -2.72
  -2.72 -   -2.39
  -2.39 -   -2.06
  -2.06 -   -1.72
  -1.72 -   -1.39
  -1.39 -   -1.06
  -1.06 -   -0.73
  -0.73 -   -0.40
  -0.40 -   -0.06
  -0.06 -    0.27
   0.27 -    0.60
   0.60 -    0.93
   0.93 -    1.26
   1.26 -    1.59
   1.59 -    1.93
   1.93 -    2.26
                    
Simulacion # 1 (Z=3)
Figura 13.20: Campos de celdas generados por simulación secuencial con res-
tricciones lineales: campos condicionados a un conjunto exhaustivo de datos
de bloque (ejemplo 2, caso B). El campo superior a la izquierda es el de va-
lores de bloque, los tres restantes los correspondientes a los valores de celda.
13.4. EJEMPLOS 311
   9.89 -   10.78
  10.78 -   11.67
  11.67 -   12.55
  12.55 -   13.44
  13.44 -   14.32
  14.32 -   15.21
  15.21 -   16.09
  16.09 -   16.98
  16.98 -   17.86
  17.86 -   18.75
  18.75 -   19.63
  19.63 -   20.52
  20.52 -   21.40
  21.40 -   22.29
  22.29 -   23.18




  -3.05 -   -2.72
  -2.72 -   -2.39
  -2.39 -   -2.06
  -2.06 -   -1.72
  -1.72 -   -1.39
  -1.39 -   -1.06
  -1.06 -   -0.73
  -0.73 -   -0.40
  -0.40 -   -0.06
  -0.06 -    0.27
   0.27 -    0.60
   0.60 -    0.93
   0.93 -    1.26
   1.26 -    1.59
   1.59 -    1.93
   1.93 -    2.26
                    
Simulacion de celdas
Simulacion # 42 (Z=1)
   2.95 -    3.28
   3.28 -    3.61
   3.61 -    3.94
   3.94 -    4.28
   4.28 -    4.61
   4.61 -    4.94
   4.94 -    5.27
   5.27 -    5.60
   5.60 -    5.94
   5.94 -    6.27
   6.27 -    6.60
   6.60 -    6.93
   6.93 -    7.26
   7.26 -    7.59
   7.59 -    7.93
   7.93 -    8.26
metros 
Simulacion de celdas
Simulacion # 42 (Z=2)
  -3.05 -   -2.72
  -2.72 -   -2.39
  -2.39 -   -2.06
  -2.06 -   -1.72
  -1.72 -   -1.39
  -1.39 -   -1.06
  -1.06 -   -0.73
  -0.73 -   -0.40
  -0.40 -   -0.06
  -0.06 -    0.27
   0.27 -    0.60
   0.60 -    0.93
   0.93 -    1.26
   1.26 -    1.59
   1.59 -    1.93
   1.93 -    2.26
                    
Simulacion de celdas
Simulacion # 42 (Z=3)
Figura 13.21: Campos de celdas generados por simulación secuencial con res-
tricciones lineales: campos condicionados a un conjunto exhaustivo de datos
de bloque (ejemplo 2, caso B). El campo superior a la izquierda es el de va-
lores de bloque, los tres restantes los correspondientes a los valores de celda.
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   9.89 -   10.78
  10.78 -   11.67
  11.67 -   12.55
  12.55 -   13.44
  13.44 -   14.32
  14.32 -   15.21
  15.21 -   16.09
  16.09 -   16.98
  16.98 -   17.86
  17.86 -   18.75
  18.75 -   19.63
  19.63 -   20.52
  20.52 -   21.40
  21.40 -   22.29
  22.29 -   23.18




  -3.05 -   -2.72
  -2.72 -   -2.39
  -2.39 -   -2.06
  -2.06 -   -1.72
  -1.72 -   -1.39
  -1.39 -   -1.06
  -1.06 -   -0.73
  -0.73 -   -0.40
  -0.40 -   -0.06
  -0.06 -    0.27
   0.27 -    0.60
   0.60 -    0.93
   0.93 -    1.26
   1.26 -    1.59
   1.59 -    1.93
   1.93 -    2.26
                    
Simulacion de celdas
Simulacion # 64 (Z=1)
   2.95 -    3.28
   3.28 -    3.61
   3.61 -    3.94
   3.94 -    4.28
   4.28 -    4.61
   4.61 -    4.94
   4.94 -    5.27
   5.27 -    5.60
   5.60 -    5.94
   5.94 -    6.27
   6.27 -    6.60
   6.60 -    6.93
   6.93 -    7.26
   7.26 -    7.59
   7.59 -    7.93
   7.93 -    8.26
metros 
Simulacion de celdas
Simulacion # 64 (Z=2)
  -3.05 -   -2.72
  -2.72 -   -2.39
  -2.39 -   -2.06
  -2.06 -   -1.72
  -1.72 -   -1.39
  -1.39 -   -1.06
  -1.06 -   -0.73
  -0.73 -   -0.40
  -0.40 -   -0.06
  -0.06 -    0.27
   0.27 -    0.60
   0.60 -    0.93
   0.93 -    1.26
   1.26 -    1.59
   1.59 -    1.93
   1.93 -    2.26
                    
Simulacion de celdas
Simulacion # 64 (Z=3)
Figura 13.22: Campos de celdas generados por simulación secuencial con res-
tricciones lineales: campos condicionados a un conjunto exhaustivo de datos
de bloque (ejemplo 2, caso B). El campo superior a la izquierda es el de va-













Bloques vs suma de las celdas








Numero de datos 360000
X Variable: media 18.003
des. est. 2.746
Y Variable: media 18.003
des. est. 2.746
correlacion 1.000
Figura 13.23: Diagrama de dispersión de los valores simulados para el con-
junto de simulaciones: campos condicionados a un conjunto exhaustivo de
datos de bloque (ejemplo 2, caso B). En absisas los valores de bloque y en























Figura 13.24: Reproducción de los variogramas de los campos simulados por
simulación secuencial con restricciones lineales: campos condicionados a un
conjunto exhaustivo de datos de bloque (ejemplo 2, caso B). A la izquierda:
variograma medio para el conjunto de campos de valores de celda. A la de-
recha: variograma medio para el conjunto de campos de valores de bloque.
En ĺınea de puntos los variogramas experimentales y en ĺınea continua los
modelos.
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entre los valores de esas variables. Para demostrar el funcionamiento del algo-
ritmo presentamos dos ejemplos. En el primero se simularon conjuntamente
valores de bloque y valores de celda imponiendo la restricción de que la suma
de los valores de celdas dentro de cada bloque sea igual al valor del bloque
correspondiente. Este es el caso en el cual necesitamos generar simulacio-
nes a pequeña escala condicionados a valores equivalentes de bloque, o para
incorporar datos indirectos que informan acerca de volúmenes más grandes
que la escala de interés. En el segundo ejemplo la restricción impuesta entre
valores de celda y valores de bloque fue que la suma de los valores de celdas
en cada vertical fuera igual al valor de bloque integrado por esas celdas. Este
es el caso en el cual estamos interesados en simular el espesor total de un ya-
cimiento, conocido exhaustivamente a partir de un reconocimiento geof́ısico
en 3D, condicionado a datos de espesores de estratos individuales derivados
de ensayos en perforaciones. En ambos ejemplos se muestra que los campos
simulados reproducen exactamente los datos disponibles y la relación entre
los valores y entre los patrones de continuidad espacial de ambas variables.
Caṕıtulo 14
Sumario y ĺıneas futuras de
investigación
14.1. Sumario
Esta tesis trata con una serie de aspectos relacionados con la construcción
de modelos numéricos de acúıferos heterogéneos, con énfasis en la integra-
ción de toda la información relevante de la que se dispone en las situaciones
prácticas. Los principales resultados a los que hemos llegado son:
1. Información geof́ısica y su relación con los principales paráme-
tros hidrogeológicos. La geof́ısica es una de las ciencias de la Tierra
de la cual podemos extraer más y mejor información para caracterizar
el medio geológico. La naturaleza de la información geof́ısica hace que
ésta pueda ser considerada como información indirecta o blanda en el
marco de una aproximación geoestad́ıstica a los problemas de flujo de
agua subterránea y transporte de masa. Los principios y la naturale-
za de los métodos geof́ısicos fueron descritos en esta tesis. El objetivo
fue mostrar las fuentes geof́ısicas de las cuales se puede obtener infor-
mación para mejorar nuestro conocimiento del subsuelo. Las relaciones
entre los parámetros geof́ısicos más relevantes y los atributos de in-
terés hidrogeológico fueron revisadas. Se observó que para el caso de
los sondeos geoeléctricos, la metodoloǵıa para la obtención de relacio-
nes emṕıricas entre algún parámetro hidrogeológico y la resistividad de
una formación es similar en todos los trabajos encontrados. Se trata de
ajustar una curva de regresión a un grupo de valores que correspon-
den a una serie de puntos del acúıfero en los que se han medido tanto
la resistividad como el parámetro hidráulico en cuestión. Los datos de
resistividad provienen de la interpretación de las curvas obtenidas en
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cada sondeo eléctrico vertical, y los datos hidráulicos de ensayos de
bombeo realizados en las cercańıas de los puntos sondeados. Las rela-
ciones que se encuentran en la literatura no dejan de ser contradicto-
rias, pudiéndose obtener, para los mismos parámetros, tanto relaciones
directa como inversamente proporcionales. Todos los investigadores re-
conocen la limitación de sus resultados al entorno geológico en el que
han sido verificados, aunque el procedimiento seguido para su deter-
minación puede ser considerado general. En cuanto a las relaciones de
tipo anaĺıtico son deducidas a partir de la hipótesis de que tanto el flujo
hidráulico como el eléctrico están relacionados con la tortuosidad y la
porosidad del medio. La similitud f́ısico-matemática de las ecuaciones
de ambos flujos permite obtener algunas expresiones de interés. Para la
estimación de transmisividades es necesario modelizar su relación con
la porosidad del medio. En cuanto a los reconocimientos śısmicos se vio
que existe un acuerdo entre los investigadores en cuanto a las tenden-
cias generales que muestran las relaciones entre parámetros śısmicos e
hidrogeológicos. La velocidad śısmica, tanto la de compresión como la
de corte, decrece conforme aumenta la porosidad. Prácticamente todas
las relaciones ajustadas son de tipo lineal y es esperable que puedan
variar sensiblemente de un entorno geológico a otro. Las primeras re-
laciones están basadas en la ecuación del tiempo medio. En este tipo
de relaciones la velocidad śısmica está ligada sólo a la porosidad. Pos-
teriormente los investigadores consideraron, además de la porosidad,
al contenido de minerales arcillosos como variables independientes en
las relaciones con la velocidad śısmica. En cuanto a la permeabilidad
parece que no afecta sensiblemente a las velocidades śısmicas.
2. Algoritmos geoestad́ısticos para la integración de información.
La geoestad́ıstica dispone de un conjunto de técnicas que permiten re-
lacionar distintos tipos de información teniendo en cuenta su origen y
su calidad. Bajo un esquema geoestad́ıstico no es necesario establecer
relaciones únicas y determińısticas entre las variables en juego como
las vistas en los primeros caṕıtulos de esta tesis. Toda la información
es tratada sistemáticamente con el objetivo de construir, si este fuera
el caso, verdaderos modelos de incertidumbre acerca de los atributos
modelizados. Las técnicas geoestad́ısticas de estimación y simulación
para combinar información fueron revisadas en esta tesis tanto desde
el punto de vista teórico como práctico. Las técnicas de estimación
fueron evaluadas a través de un ejercicio en el cual estimamos un cam-
po de una variable considerada principal a partir de unos pocos datos
de ésta y una mayor cantidad de información acerca de otra variable
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considerada secundaria. Se mostró que la consideración de la infor-
mación secundaria produce notables mejoras en lo que se refiere a la
resolución de los campos estimados. El algoritmo de estimación basado
en campo de probabilidad funciona muy bien, sin embargo al requerir
información secundaria exhaustiva la calidad del campo estimado des-
mejora notablemente cuando ésta escasea. Desde el punto de vista de
la eficiencia computacional podemos decir que si disponemos de infor-
mación secundaria exhaustiva el algoritmo de cokrigeado colocalizado
es el más aconsejable. Si bien la elección de un único algoritmo depen-
de del tipo de problema y de la cantidad de información disponible, se
concluyó con claridad que el algoritmo de cokrigeado indicador con un
modelo de Markov-Bayes es el que produce el mejor campo estimado.
En el caso de los algoritmos de simulación, estos se evaluaron procesan-
do los campos con un modelo numérico de flujo y transporte de masa
en un acúıfero rectangular. Los tiempos de viaje y la posición de llega-
da fueron analizados estad́ısticamente para cada uno de los algoritmos
aplicados. Se mostró que el algoritmo de cokrigeado indicador con un
modelo de Markov-Bayes es de los más robustos. Especial interés se
dedicó a la simulación secuencial, por estar en la base de la mayoŕıa
de los algoritmos que se describen. Esta técnica es fácil de comprender
y es completamente general siendo los campos generados a través de
ella condicionales por construcción. Debido a problemas de implemen-
tación algunas aproximaciones fueron realizadas para que el algoritmo
sea de aplicabilidad práctica. Aún aśı se demostró que para el caso de
un modelo multigausiano, el impacto de tales aproximaciones no afecta
ni la reproducción del histograma ni la del modelo de covarianzas de
entrada en los conjuntos de campos generados.
3. Simulación multivariada por campos de probabilidad. Con el
objeto de analizar la aplicabilidad de la simulación por campos de pro-
babilidad a la integración de información, se estudió la estructura de
los campos de probabilidad que habŕıa que generar para conseguir la
simulación de una o dos variables condicionadas a datos de una o de
ambas variables. Sin establecer ninguna hipótesis acerca del modelo de
continuidad espacial de los campos de probabilidad estos campos fueron
construidos a partir de la (co)simulación de campos de dos variables y
de la (co)estimación de las funciones locales de distribución para esas
variables. Los campos de probabilidad obtenidos fueron evaluados con
el fin de estudiar: a) la correlación lineal punto a punto entre los corres-
pondientes a la variable 1 y los correspondientes a la variable 2, b) los
variogramas medios de los conjuntos de campos de probabilidad para
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una y otra variable en función del número de datos condicionantes, c)
el comportamiento de los campos de probabilidad de las variables 1
y 2 en función de la correlación impuesta a través de los datos y del
modelo de corregionalización a los campos simulados y a las funciones
locales de distribución, y d) la sensibilidad de los variogramas de la
transformada uniforme de una de las variables con respecto a la canti-
dad de información disponible. El análisis realizado permitió concluir
que los campos de probabilidad son sensibles a la cantidad de informa-
ción. Tanto para la simulación de una como de varias variables se vio
que la correlación espacial de los campos de probabilidad es función
de la cantidad de datos, por lo que para la definición del modelo de
variabilidad espacial de los campos de probabilidad es necesario tener
en cuenta la cantidad de información disponible. Creemos que antes de
asumir sin más la hipótesis que expresa que la covarianza del campo
de probabilidad es asimilable a la de la transformada uniforme de los
datos disponibles, es aconsejable realizar un estudio similar al que pre-
sentamos en esta tesis para deducir experimentalmente las funciones
de covarianza y covarianza cruzada utilizadas en la generación de los
campos de probabilidad.
4. Simulación secuencial condicionada con restricciones lineales.
Entre los tipos de información secundaria de los que podemos disponer
en situaciones prácticas reales hay datos que más que informar acerca
del detalle local del atributo modelizado, restringen sus propiedades
medias. Por ejemplo, los datos de transmisividad derivados de ensayos
de bombeo los cuales permiten obtener un valor de la transmisividad
representativa de la región que rodea al pozo; o el caso de la informa-
ción procedente de la interpretación geológica del terreno, de la que
podemos derivar espesores tanto globales como de los distintos estratos
que lo integran si este fuera el caso. También en el ámbito geof́ısico hay
muchas técnicas que informan acerca de las propiedades del terreno en
una columna soporte a una escala mayor a la de interés (por ejemplo los
reconocimientos gravimétricos, magnéticos, radiométricos, geotérmicos,
los sondeos eléctricos superficiales, la teledetección, etc). En esta tesis
se presentó un algoritmo que es capaz de generar simultáneamente cam-
pos aleatorios condicionados tanto a información a escala local como
a información de tipo global en el marco de la simulación secuencial.
Los valores de las variables y sus estructuras de continuidad espacial
están relacionadas linealmente. El algoritmo fue evaluado a través de
una serie de ejemplos prácticos mostrando que es capaz de reproducir
tanto la relación existente entre los valores de una y otra variable como
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el modelo multivariado de continuidad espacial de ambas variables.
14.2. Ĺıneas futuras de investigación
Acerca de la información geof́ısica y su relación con paráme-
tros hidrogeológicos. En esta tesis nos hemos centrado en investi-
gar las relaciones entre parámetros derivados de registros eléctricos y
śısmicos con atributos de interés hidrogeológico como la porosidad y la
conductividad hidráulica del terreno. Una posible extensión de nuestro
trabajo seŕıa considerar la información acerca de otros atributos geo-
f́ısicos como por ejemplo, la constante dieléctrica o la permeabilidad
magnética las cuales fueron correlacionadas con la porosidad registra-
da en pozos (de Lima, 1995) o con el contenido de arcillas y la per-
meabilidad (Garrouch, 1994). También seŕıa interesante considerar las
relaciones entre parámetros geof́ısicos con variables relacionadas con la
contaminación y la calidad de las aguas o con la protección de acúıferos.
Por ejemplo los métodos geoeléctricos han sido utilizados para corre-
lacionar parámetros como los sólidos disueltos totales, la cantidad de
potasio, magnesio, sodio y la dureza de las aguas subterráneas con la
resistividad eléctrica del subsuelo (ver por ejemplo Kwader, 1986; Al-
Ruwaih y Ali, 1986; Guo, 1986; Ebraheem et al., 1990).
Acerca de los algoritmos geoestad́ısticos para la integración
de información. Si bien en esta tesis los algoritmos geoestad́ısticos
que se han presentado han sido aplicados utilizando un conjunto de
datos de génesis natural como lo es Walker Lake, seŕıa muy interesante
su aplicación a un problema de caracterización geof́ısica e hidrogeológi-
ca real. Otro aspecto relacionado con las técnicas geoestad́ısticas para
la integración de información es su aplicación a problemas clásicos de
hidroloǵıa superficial, como lo es la estimación de la precipitación. En
ese sentido, hemos desarrollado un par de trabajos en los cuales se
cartografió la lluvia al nivel del terreno incorporando en el proceso de
estimación, en un caso la información proveniente de un radar meteoro-
lógico (Cassiraga y Gómez-Hernández, 1996b), y en otro la derivada de
un modelo digital del terreno (Cassiraga y Gómez-Hernández, 1999).
Estos trabajos son pioneros en la aplicación de alguna de las técnicas
geoestad́ısticas más eficientes computacionalmente, como lo son el kri-
geado con una deriva externa y el cokrigeado colocalizado, a la mejora
en la estimación de campos de la precipitación integrando información
externa. Siguiendo esta ĺınea de investigación se está implementando
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en estos momentos un módulo de análisis espacial y de estimación geo-
estad́ıstica en el marco de modelos distribuidos lluvia-escorrent́ıa en
colaboración con el Centro de Estudios y Experimentación de Obras
Públicas. Asimismo, y desde hace tres años, existe una colaboración
con la Universidad Politécnica de Catalunya con vistas al desarrollo
de las investigaciones acerca de las aplicaciones hidrológicas del radar
meteorológico.
Acerca de la simulación multivariada por campos de proba-
bilidad. En esta tesis se ha estudiado la estructura de continuidad
espacial de los campos de probabilidad necesarios por el algoritmo de
simulación por campos de probabilidad cuando se requiere la genera-
ción conjunta de dos variables. Como resultado se aconseja seguir una
metodoloǵıa como la descrita si se está frente a una situación similar.
Creemos que la aplicación de esta metodoloǵıa a un caso práctico real
completaŕıa nuestra investigación.
Acerca de la simulación secuencial con restricciones lineales.
Tal como fue presentado e implementado en esta tesis, el algoritmo de
simulación secuencial condicionada con restricciones es capaz de con-
siderar relaciones lineales entre las variables en juego. Una posibilidad
para el futuro seŕıa la de su implementación para el caso de otros tipos
de relaciones, por ejemplo de tipo no lineal o de desigualdad. Hay varia-
bles de gran interés hidrogeológico como la transmisividad cuyos valores
a pequeña escala guardan una compleja relación con un valor represen-
tativo de la misma a gran escala. Otra variable que no está linealmente
relacionada con la transmisividad es la altura piezométrica. Un algorit-
mo capaz de simular conjuntamente campos de variables cuya relación
es más compleja que la lineal podŕıa aliviar el intensivo problema de la
calibración de campos de transmisividad y alturas piezométricas en el
marco del problema inverso hidrogeológico.
Apéndice A
El modelo de Markov
Consideremos dos funciones aleatorias estacionarias Z1(u) y Z2(u). Sin
pérdida de generalidad, podemos asumir que estas funciones aleatorias tienen
medias nulas y varianzas unidad; por lo que sus covarianzas pueden expre-
sarse como sigue:
ρ1(h) = E {Z1(u)Z1(u + h)}
ρ2(h) = E {Z2(u)Z2(u + h)}
ρ12(h) = ρ21(h) = E {Z2(u)Z1(u + h)}
Ahora consideremos las siguientes condiciones:
E {Z2(u) |Z1(u) = z} = ρ12(0)z (A.1)
es decir, la regresión de Z2 sobre Z1 es lineal, lo cual se verifica si la distri-




∣∣∣Z1(u) = z, Z1(u + h) = z′ } = E {Z2(u) |Z1(u) = z} ,∀h, z
(A.2)
o lo que es lo mismo: el dato colocalizado Z1(u) = z ”oculta” la influencia de
cualquier otro dato duro Z1(u + h) = z
′
sobre el dato secundario colocalizado
de Z2(u).
Teorema: a partir de las condiciones (A.1) y (A.2) se puede derivar la
siguiente expresión para la covarianza cruzada:
ρ12(h) = ρ12(0)ρ1(h),∀h
Demostración: sea fh(z, z
′
) la función bivariada de distribución de pro-
babilidades de las dos variables aleatorias Z2(u) y Z1(u + h), la covarianza
cruzada ρ12(h) se escribe:
ρ12(h) = E {Z2(u)Z1(u + h)}
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, usando la condición (A.1)
ρ12(0)ρ1(h), usando la definición de ρ1(h).
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[43] Blackwell, D. D. (1985). A transient method of the geothermal system
of Long Valley Caldera, California. Journal of Geophysical Research,
90 (B13), 11229-11242.
[44] Bobba, A. G., Bukata, R. P. and Jerome, J. H. (1992). Digitally pro-
cessed satellite data as a tool in detecting potencial groundwater flow
systems. Journal of Hydrology, 131, 25-62.
[45] Bogoslovsky, V. V. and Ogilvy, A. A. (1973). Deformation of natural
electric fields near drainage structures. Geophysical Prospecting, 21 (4),
716-723.
[46] Bourbie, T. and Zinszner, B. (1985). Hydraulic and acoustic proper-
ties as a function of porosity in Fontainebleau sandstone. Journal of
Geophysical Research, 90 (B13), 11524-11532.
[47] Bourgault, G., Journel, A., Lesch, S. M., Rhodes, J. D. and Corwin,
D. L. (1995). Geostatistical analysis of a soil salinity data set. In Ap-
plication of GIS to the Modeling of Non- Point Source Pollutants in
the Vadose Zone, Proceedings of the 1995 Bouyoucos Conference, May
1-3, Riverside, CA.
[48] Bourgault, G. and Journel, A. (1995). Unsmoothed estimation with
dense secondary information using probability field technique. In Com-
puter Applications in the Mineral Industry, Hani Sabri Mitri de., CA-
MI?95, Montreal, october 22-25, 95-102.
[49] Box, G. E. P. and Tiao, G. C. (1973). Bayesian inference in statistical
analysis. Addison-Wesley Publishing Company.
[50] Boyle, J. M. and Saleem, Z. A. (1979). Determination of recharge rates
using temperature-depth profiles in wells. Water Resources Research,
15 (6), 1616-1622.
[51] Brandstetter, A. and Buxton, B. E. (1987). The role of geostatisti-
cal, sensitivity, and uncertainty analysis in performance assessment. In
Proceedings of the Conference on Geostatistical, sensitivity, and uncer-
tainty methods for ground-water flow and radionuclide transport mode-
ling, Buxton, B. E. (ed.), San Francisco, California, September 15-17,
89-110.
[52] Bredehoeft, J. D. and Papadopulos, I. S. (1965). Rates of vertical griun-
dwater movement estimated from the earth’s thermal profile. Water
Resources Research, 1 (2), 325-328.
BIBLIOGRAFÍA 328
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[119] Ferré, P. A., Redman, J. D., Rudolph, D. L. and Kachanoski, R. G.
(1998). The dependence of the electrical conductivity measured by time
domain reflectometry on the water content of sand. Water Resources
Research, 34 (5), 1207-1213.
[120] Flynn, T. J., Silliman, S. E. and Simpson, E. S. (1985). Water tempe-
rature as a groundwater tracer in fractured rocks. Hydrol. Days Publ.,
Fort Collins, Co., 33-42.
[121] Folger, P. F., Poeter, E., Wanty, R. B, Frishman, D. and Day, W.
(1996). Controls on 222Rn variations in a fractured crystalline rock
aquifer evaluated using aquifer tests and geophysical logging. Ground
Water, 34 (2), 738-766.
[122] Foster, A. R., Veatch, M. D. and Baird, S. L. (1987). Hazardous waste
geophysics. Geophysics, The Leading Edge, 6, 8-13.
[123] Fournier, D. V. (1989). Spontaneous potentials and resistivity surveys
applied to hydrogeology in a volcanic area: Case history of the Châıne
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sing of soil moisture from an aircraft platform using passive microwave
sensors. Hydrological applications of remote sensing and remote data
transmission, B. E. Goodison (ed.), IAHS Publication no 145, 529-539.
BIBLIOGRAFÍA 339
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[207] Knoll, M. D., Haeni, F. P. and Knight, R. J. (1991). Characterization
of a sand and gravel aquifer using ground-penetrating radar, Cape Cod,
Massachusetts. In U. S. Geological Survey Toxic Waste Hydrology Pro-
gram, Mallard, G. E. and Aronson, D. A. (eds.), Proceedings of the
technical meeting, Monterey, CA, 11-15 March 1991: U. S. Geological
Survey Water Resources Investigations Report 91-4034, p. 29-35.
[208] Knoll, M. D. and Knight, R. (1994). Dielectric and hydrogeologic pro-
perties of sand- clay mixtures: insights to modeling, inversion and hy-
drostratigraphic interpretation of ground penetrating radar data. Sub-
mitted 10/15/93 for presentation at the Fifth International Conference
on Ground Penetrating Radar, Kitchener, Ontario, 12-16 June 1994.
[209] Kosinski, W. K. and Kelly, W. E. (1981). Geoelectric soundings for
predicting aquifer properties. Ground Water, 19 (2), 163-171.
[210] Kowallis, B. J., Jones, L. E. A. and Wang, H. F. (1984). Velocity-
porosity-clay content systematics of poorly consolidated sandstones.
Journal of Geophysical Research, 89 (B12), 10355-10364.
[211] Kupfersberger, H. and Blöschl, G. (1995). Estimating aquifer trans-
missivities - on the value of auxialiary data. Journal of Hydrology, 165,
85-99.
[212] Kwader, T. (1985). Estimating aquifer permeability from formation
resistivity factors. Ground Water, 23 (6), 762-766.
[213] Kwader, T. (1986). The use of geophysical logs for determining forma-
tion water quality. Ground Water, 24 (1), 11-15.
[214] Langlais, V. and Doyle, J. (1993). Comparison of several methods of fa-
cies simulation on the Fluvial Gypsy Sandstone of Oklahoma. In Geos-
tatistics Troia ’92, A. Soares (ed.), Kluwer Academic Publ., 299-310.
[215] Lee, D. S., Stevenson, V. M., Johnston, P. F. and Mullen, C. E. (1995).
Time-lapse crosswell seismic tomography to characterize flow structure
in the reservoir during the thermal stimulation. Geophysics, 60 (3), 660-
666.
[216] Lindner-Lunsford, J. B. and Bruce, B. W. (1995). Use of electric logs to
estimate water quality of pre-tertiary aquifers. Ground Water, 33 (4),
547-555.
BIBLIOGRAFÍA 343
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[339] Tosaya, C. and Nur, A. (1982). Effects of diagenesis and clays on com-
pressional velocities in rocks. Geophys. Res. Lett., 9, 5-8.
[340] Trainer, F. W. (1968). Temperature profiles in water wells as indicators
of bedrock fractures. US Geol. Surv. Prof. Pap., 600-B, 210-214.
[341] Ulaby, F. T., Dubois, P. C. and van Zyl, J. (1996). Radar mapping of
surface soil moisture. Journal of Hydrology, 184, 57-84.
[342] Ungemach, P., Mostaghimi, F. and Duprat, A. (1969). Essais de deter-
mination du coefficient d- emmagasinement en nappe libre application
a la nappe alluvial du Rhin. In Bulletin of the International Assoc. of
Scientific Hydrology. v. XIV, no 3, pp. 169-190.
[343] Urish, D. W. (1981). Electrical resistivity-hydraulic conductivity rela-
tionships in glacial outwash aquifers. Water Resources Research, 23 (5),
1401-1408.
[344] Vanclooster, M., Mallants, D., Diels, J. and Feyen, J. (1993). Determi-
ning local scale solute transport parameters using time domain reflec-
tometry (TDR). Journal of Hydrology, 148, 93-107.
[345] van Dalfsen, W. (1981). Geothermal investigation in shallow observa-
tion wells - the shallow subsurface temperature field in The Nether-
lands. Internal Rep. G/A 9-073-76 and 414-77-11 EGN, Groundwater
Survey TNO, Delft, 53 pp.
[346] van Dalfsen, W. (1982). Identification of groundwater flow and aqui-
fer heterogeneity by geothermy. In International Symposium on Met-
hods and Instrumentation for the Investigation of Groundwater Sys-
tems (MLGIS), 2-6 May, Noordwijkerhout, Netherlands, Groundwater
Survey TNO, Noordwijkerhout, 9 pp.
[347] Verly, G. W. (1993). Sequential Gaussian cosimulation: A simulation
method integrating several types of information. In Geostatistics Troia
’92, A. Soares (ed.), Kluwer Academic Publ., vol. 1, 543-554.
[348] Vernik, L. and Nur, A. (1992). Petrophysical classification of siliciclas-
tics for lithology and porosity prediction from seismic velocities. The
American Association of Petroleum Geologics Bulletin, 76 (9), 1295-
1309.
[349] Vernik, L. (1994). Predicting lithology and transport properties from
acoustic velocities based on petrophysical classification of siliciclastics.
Geophysics, 59 (3), 420-427.
BIBLIOGRAFÍA 355
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