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SYMMETRY CLASSES OF TENSORS ASSOCIATED WITH THE
SEMI-DIHEDRAL GROUPS SD8n
M. HORMOZI AND K. RODTES
Abstract. We discuss the existence of an orthogonal basis consisting of decomposable vec-
tors for some symmetry classes of tensors associated with Semi-Dihedral groups SD8n. The
dimensions of these symmetry classes of tensors are also computed.
1. Introduction
Let V be an n-dimensional complex inner product space and G be a permutation group
on m elements. Let χ be any irreducible character of G. For any σ ∈ G, define the operator
Pσ :
m⊗
1
V →
m⊗
1
V
by
(1.1) Pσ(v1 ⊗ ...⊗ vm) = (vσ−1(1) ⊗ ...⊗ vσ−1(m)).
The symmetry classes of tensors associated with G and χ is the image of the symmetry
operator
(1.2) T (G,χ) =
χ(1)
|G|
∑
σ∈G
χ(σ)Pσ ,
and it is denoted by V nχ (G). We say that the tensor T (G,χ)(v1 ⊗ · · · ⊗ vm) is a decomposable
symmetrized tensor, and we denote it by v1 ∗ · · · ∗ vm. We call V nχ (G) the symmetry class of
tensors associated with G and χ, and the dimension of V nχ (G) is
(1.3) dimV nχ (G) =
χ(1)
|G|
∑
σ∈G
χ(σ)nc(σ),
where c(σ) is the number of cycles, including cycles of length one, in the disjoint cycle factor-
ization of σ [13].
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The inner product on V induces an inner product on Vχ(G) which satisfies
〈v1 ∗ · · · ∗ vm, u1 ∗ · · · ∗ um〉 = χ(1)|G|
∑
σ∈G
χ(σ)
m∏
i=1
〈vi, uσ(i)〉.
Let Γmn be the set of all sequences α = (α1, ..., αm), with 1 ≤ αi ≤ n. Define the action of G on
Γmn by
σ.α = (ασ−1(1), ..., ασ−1(m)).
Let O(α) = {σ.α|σ ∈ G} be the orbit of α. We write α ∼ β if α and β belong to the same
orbit in Γmn . Let ∆ be a system of distinct representatives of the orbits. We denoted by Gα the
stabilizer subgroup of α, i.e., Gα = {σ ∈ G|σ.α = α}. Define
Ω = {α ∈ Γmn |
∑
σ∈Gα
χ(σ) 6= 0},
and put ∆ = ∆ ∩Ω.
Let {e1, ..., en} be an orthonormal basis of V . Now let us denote by e∗α the tensor eα1 ∗
· · · ∗ eαm . We have
〈e∗α, e∗β〉 =
{
0 if α ≁ β
χ(1)
|G|
∑
σ∈Gβ
χ(σh−1) if α = h.β.
In particular, for σ1, σ2 ∈ G and γ ∈ ∆ we obtain
(1.4) 〈e∗σ1.γ , e∗σ2.γ〉 =
χ(1)
|G|
∑
x∈σ2Gγσ
−1
1
χ(x).
Moreover, e∗α 6= 0 if and only if α ∈ Ω.
For α ∈ ∆, V ∗α = 〈e∗σ.α : σ ∈ G〉 is called the orbital subspace of Vχ(G). It follows that
Vχ(G) =
⊕
α∈∆
V ∗α
is an orthogonal direct sum. In [9] it is proved that
(1.5) dimV ∗α =
χ(1)
|Gα|
∑
σ∈Gα
χ(σ).
Thus we deduce that if χ is a linear character, then dimV ∗α = 1 and in this case the set
{e∗α|α ∈ ∆}
is an orthogonal basis of Vχ(G). A basis which consists of the decomposable symmetrized tensors
e∗α is called an orthogonal ∗-basis. If χ is not linear, it is possible that Vχ(G) has no orthogonal
∗-basis. The reader can find further information about the symmetry classes of tensors in [1-
8], [11-15] and [17]. In this paper we discuss the existence of an orthogonal basis consisting of
decomposable vectors for some symmetry classes of tensors associated with semi-dihedral groups
SD8n. Also we compute the dimensions of these symmetry classes of tensors.
For the next section, we investigate the dimensions of symmetry classes of tensors asso-
ciated with the semi-dihedral groups of order 8n, SD8n, (Theorem 2.8, 2.9) by using (1.3). To
do that, the character tables for SD8n and the number of cycles in the factorization of each
element in SD8n are the main ingredients. We calculate the explicit conjugacy classes for SD8n
3(Proposition 2.2) at the first step and then the character tables are obtained separately for even
n (Table I) and odd n (Table II). The embedding of SD8n to symmetric group S4n is explicit
in Proposition 2.6 and the number of cycles have been calculated in Proposition 2.7.
2. Semi-Dihedral groups SD8n
The presentation for SD8n for n ≥ 2 is given by SD8n =< a, b | a4n = b2 = 1, bab =
a2n−1 > . All 8n elements of SD8n may be given by
SD8n = {1, a, a2, ..., a4n−1, b, ba, ba2, ..., ba4n−1}.
Lemma 2.1. For SD8n, we have the relations
(1) bak = a(2n−1)kb,
(2) akb = ba(2n−1)k,
(3) a−k = a4n−k, ak = a4n+k, b = b−1,
(4) (bak)−1 = ba(2n+1)k.
Proof. By relations a4n = b2 = 1 and bab = a2n−1, the results follow immediately. 
By definition, for a group G and a ∈ G, the conjugacy class of a ∈ G is given by
[a] = {gag−1 | g ∈ G}.
Now, for G = SD8n, we have [a
r] = {garg−1 | g ∈ SD8n} for each 0 ≤ r ≤ 4n − 1. If g = ak
for 0 ≤ k ≤ 4n− 1, then garg−1 = akara−k = ak+r−k = ar and hence ak does not give any new
element for [ar]. But if g = bak for 0 ≤ k ≤ 4n − 1, then (by Lemma 2.1),
garg−1 = (bak)ar(bak)−1 = barb = a(2n−1)r
and hence a(2n−1)r ∈ [ar]. Therefore, for each r = 0, 1, 2, ..., 4n − 1,
(2.1) [ar] = {ar, a(2n−1)r}.
For the conjugacy class of [bar] = {g(bar)g−1 | g ∈ SD8n}, for each 0 ≤ r ≤ 4n − 1, we
first consider elements ak for each 0 ≤ k ≤ 4n − 1. We see that ak(bar)a−k = (akb)ar−k =
ba(2n−1)kar−k = ba(2n−2)k+r. For elements bak, where 0 ≤ k ≤ 4n− 1, we see that
bak(bar)(bak)−1 = bar−kb = bak+(2n−1)(r−k) = ba(2n+2)k+(2n−1)r .
Therefore, for each r = 0, 1, 2, ..., 4n − 1,
(2.2) [bar] = {ba(2n−2)k+r, ba(2n+2)k+(2n−1)r | k = 0, 1, 2, ..., 4n − 1}.
For fixed r, k1 ∈ {0, 1, 2, ..., 4n − 1}, we see that
(2n− 2)k1 + r ≡ [(2n + 2)k + (2n − 1)r] mod 4n
has a solution k ∈ {0, 1, 2, ..., 4n − 1} if and only if the linear Diophantine equation
(n+ 1)k + 2nt = (n− 1)(k1 − r)
has a solution. This always occurs since the greatest common divisor d of n+ 1 and 2n is 1 or
2. If d = 2, then n must be odd and hence d | (n− 1)(k1 − r). Thus
{ba(2n−2)k+r | k = 0, 1, 2, ..., 4n − 1} = {ba(2n+2)k+(2n−1)r | k = 0, 1, 2, ..., 4n − 1}.
Hence, by (2.2),
(2.3) [bar] = {ba(2n−2)k+r | k = 0, 1, 2, ..., 4n − 1}.
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Definition 2.1. Define Ceven := C1 ∪ Ceven2 ∪ Ceven3 and Codd := C1 ∪ Codd2 ∪ Codd3 , where
C1 := {0, 2, 4, ..., 2n}, Ceven2 := {1, 3, 5, ..., n−1}, Ceven3 := {2n+1, 2n+3, 2n+5, ..., 3n−1} and
Codd2 := {1, 3, 5, ..., n}, Codd3 := {2n+1, 2n+3, 2n+5, ..., 3n}. Also, define C†even := C1 \{0, 2n},
C†odd := C
even
2 ∪ Ceven3 , Codd2,3 := Codd2 ∪ Codd3 and Ceven∗ := Ceven \ {0, 2n}, Codd∗ := Codd \
{0, n, 2n, 3n}.
By (2.1) and (2.3), we obtain the following result.
Proposition 2.2. The conjugacy classes of SD8n, n ≥ 2, are as follows:
• If n is even, there are 2n+ 3 conjugacy classes. Precisely,
– 2 classes of size one being [1] = {1} and [a2n] = {a2n},
– 2n− 1 classes of size two being [ar] = {ar, a(2n−1)r}, where r ∈ Ceven∗ and
– 2 classes of size 2n being [b] = {ba2t | t = 0, 1, 2, ..., 2n − 1} and [ba] = {ba2t+1 | t =
0, 1, 2, ..., 2n − 1}.
• If n is odd, there are 2n+ 6 conjugacy classes. Precisely,
– 4 classes of size one being [1] = {1}, [an] = {an}, [a2n] = {a2n} and [a3n] = {a3n},
– 2n− 2 classes of size two being [ar] = {ar, a(2n−1)r}, where r ∈ Codd∗ and
– 4 classes of size n being [b] = {ba4t | t = 0, 1, 2, ..., n − 1}, [ba] = {ba4t+1 | t =
0, 1, 2, ..., n − 1}, [ba2] = {ba4t+2 | t = 0, 1, 2, ..., n − 1} and [ba3] = {ba4t+3 | t =
0, 1, 2, ..., n − 1}.
Proof. We first consider conjugacy classes of the form [ar]. By (2.1), it suffices to find the classes
of size one to separate classes of size one or two. Namely, we need to count r ∈ {0, 1, 2, ..., 4n−1}
such that r ≡ (2n − 1)r mod 4n. This follows from the facts that
(1) If n is even, then r ≡ (2n − 1)r mod 4n if and only r = 0 or r = 2n,
(2) If n is odd, then r ≡ (2n − 1)r mod 4n if and only r = 0, r = n, r = 2n or r = 3n,
which are easy to prove. To see that the conjugacy classes [ar]’s are all different for r ∈ Ceven
in case of even n and for r ∈ Codd in case of odd n, it suffices to use the relations
(1) (2n− 1)r ≡ (4n − r) mod 4n if r is even,
(2) (2n− 1)r ≡ (2n − r) mod 4n if r is odd,
(3) (2n− 1)(2n + k) ≡ (4n − k) mod 4n if k is odd,
which are easy to prove. These relations show that if n is even and r1, r2 ∈ Ceven, then
[ar1 ] 6= [ar2 ] if and only if r1 6= r2. They also show that if n is odd and r1, r2 ∈ Codd, then
[ar1 ] 6= [ar2 ] if and only if r1 6= r2.
Next, we consider conjugacy classes of the form [bar] separately in the even case and odd
case. For even n and ǫ = 0, 1, to show that {ba(2n−2)k+ǫ | k = 0, 1, 2, ..., 4n − 1} = {ba2t+ǫ |
t = 0, 1, 2, ..., 2n − 1}, it is enough to show that for each t ∈ {0, 1, 2, ..., 2n − 1}, there is
k ∈ {0, 1, 2, ..., 4n−1} such that [(2n−2)k+ ǫ] ≡ [2t+ ǫ] mod 4n. This is equivalent to checking
that the linear Diophantine equation (n− 1)k+2ns = t has a solution. This is obvious because
gcd(n− 1, 2n) = 1 (since n is even) always divides t.
For odd n = 2n0− 1 and ε = 0, 1, 2, 3, to show that {ba(2n−2)k+ε | k = 0, 1, 2, ..., 4n− 1} =
{ba4t+ǫ | t = 0, 1, 2, ..., n − 1}, it is enough to show that for each t ∈ {0, 1, 2, ..., n − 1}, there is
k ∈ {0, 1, 2, ..., 4n−1} such that [(2n−2)k+ε] ≡ [4t+ε] mod 4n. This is equivalent to checking
that the linear Diophantine equation (n0 − 1)k+ ns = t has a solution. This is obvious because
the gcd(n0 − 1, n) = 1 (since n = 2n0 − 1) always divides t. 
5To find the character table for SD8n, we first recollect the main results for computing
character table from [16].
Proposition 2.3. [16] Let V be a complex vector space of dimension n and G be a finite group.
If χ is the character of a representation ρ (ρ : G → GL(V )) of degree n i.e. χρ(s) = Tr(ρ(s))
for each s ∈ G, we have:
(1): χ(1) = n, degree of ρ.
(2): χ(s−1) = χ(s), conjugate of complex number, for all s ∈ G.
(3): χ(tst−1) = χ(s) for all s ∈ G.
(4): If φ is the character of a representation V , then (φ, φ) is a positive integer and we
have (φ, φ) = 1 if and only if V is irreducible, where
(φ, φ) =
1
|G|
∑
s∈G
φ(s)φ(s).
(5): Two representations with the same character are isomorphic.
( Note: ρ ∼= ρ′ ⇔ TRs = R′sT for some invertible matrix T and for all s ∈ G, where Rs
and R′s are the representation matrixes of ρ(s) and ρ
′(s) respectively.)
(6): The number of irreducible representations of G (up to isomorphism) is equal to the
number of conjugacy classes of G.
(7): The degree of the irreducible representation of G divide the order of G. Furthermore,
it also divides (G : C) where C is the centre of G.
(8): If the irreducible characters of G are χ1, χ2, ..., χh then |G| =
∑h
i=1 n
2
i where ni = χi(1)
and if s ∈ G is different from 1, then we have ∑hi=1 niχi(s) = 0.
Since the numbers of conjugacy classes of SD8n are different for even n (2n + 3 classes)
or odd n (2n+ 6 classes), we consider the character tables separately.
We first consider linear representations for even n. By the relations a4n = 1 and b2 = 1 and
Proposition 2.3 (4), we see that χ0, χ1, χ2, χ3 defined by χ0(a) = 1, χ0(b) = 1, χ1(a) = 1, χ1(b) =
−1, χ2(a) = −1, χ2(b) = 1, and χ3(a) = −1, χ3(b) = −1 are irreducible linear representations.
Note also for even n that there are no linear representation χ such that χ(a) = i :=
√−1, since
χ(a) must be equal to χ(a2n−1) (by Proposition 2.3 (3)).
We can conclude from (7) and (8) in Proposition 2.3 that the groups SD8n, for even n,
must contain 2n− 1 two dimensional irreducible representations.
Now, we define two dimensional representations, for each natural number h and ω = e
ipi
2n ;
(2.4) ρh(ar) =
(
ωhr 0
0 ω(2n−1)hr
)
and ρh(bar) =
(
0 ω(2n−1)hr
ωhr 0
)
,
for each r ∈ {1, 2, ..., 4n}. It is easy to check that ρh is a representation for any h. Since ω4n = 1,
it is easy to see (by using (5) in Proposition 2.3) that ρh ∼= ρ(2n−1)h. Thus, it suffices to consider
h ∈ Ceven.
Lemma 2.4. For even n, all ρh, h ∈ Ceven∗ , are irreducible representations.
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Proof. Let h ∈ Ceven. We consider (by (5) in Proposition 2.3) the character of ρh, χρh ,
(χρh , χρh) =
1
8n
∑
x∈SD8n
χρh(x)χρh(x)
=
1
8n
4n∑
r=1
χρh(a
r)χρh(a
r), (since χρh(ba
r) = 0,∀r ∈ {1, 2, 3, ..., 4n})
=
1
8n
4n∑
r=1
(whr +w(2n−1)hr)(whr + w(2n−1)hr)
=
1
8n
4n∑
r=1
[2 + (w(2n−2)hr + w−(2n−2)hr)].
Thus,
(χρh , χρh) =
1
8n
4n∑
r=1
[
2 + 2 cos
(2n − 2)hrπ
2n
]
.
By using the formula 1+2 cos x+2cos 2x+2cos 3x+...+2cos rx =
sin((r+ 1
2
)x)
sin x
2
for sin x2 6= 0, with
x = (2n−2)hπ2n and formula sin(2π + θ) = sin(θ), (here, the points h that make sin
(2n−2)hπ
4n = 0
are only 0, 2n since n is even), we now conclude that, for h ∈ Ceven∗ ,
1
8n
4n∑
r=1
2 cos
(2n − 2)hrπ
2n
= 0
i.e. (χρh , χρh) = 1, ∀h ∈ Ceven∗ . Also, it is easy to see that (χρ0 , χρo) and (χρ2n , χρ2n) are not 1,
then ρ0 and ρ2n are not irreducible which completes the proof. 
We now tabulate the character table for SD8n, where n is even as follows.
Conjugacy classes, [ar]; [ar]; [b] [ba]
Characters r ∈ C1 r ∈ C†odd
χ0 1 1 1 1
χ1 1 1 -1 -1
χ2 1 -1 1 -1
χ3 1 -1 -1 1
ςh, where 2 cos(
hrπ
2n ) 2 cos(
hrπ
2n ) 0 0
h ∈ C†even
ψh, where 2 cos(
hrπ
2n ) 2i sin(
hrπ
2n ) 0 0
h ∈ C†odd
Table I The character table for SD8n, where n is even.
Now, the character table for SD8n, where n is odd, can be obtained in the same way as for
even n. There are eight irreducible linear representations; namely, four of them are the same as
in the even case and the other four are χ4, χ5, χ6, χ7 defined by χ4(a) = i, χ4(b) = 1, χ5(a) = i,
χ5(b) = −1, χ6(a) = −i, χ6(b) = 1, and χ7(a) = −i, χ7(b) = −1.
There are 2n− 2 irreducible two dimension representations defined as (2.4).
7Lemma 2.5. For odd n, all ρh, h ∈ Codd∗ , are irreducible representations.
Proof. The proof proceeds as in Lemma 2.4; i.e. we check whether (χρh , χρh) is zero or not. We
see that the points h that make sin (2n−2)hπ4n = 0 are 0, n, 2n and 3n since n is odd and again it
is easy to see that ρ0, ρn, ρ2n and ρ3n are not irreducible representations. 
We now tabulate the character table for SD8n, where n is odd as follows.
Conjugacy classes, [ar]; [ar]; [b] [ba] [ba2] [ba3]
Characters r ∈ C1 r ∈ Codd2,3
χ0 1 1 1 1 1 1
χ1 1 1 -1 -1 -1 -1
χ2 1 -1 1 -1 1 -1
χ3 1 -1 -1 1 -1 1
χ4 (−1) r2 ir 1 i -1 −i
χ5 (−1) r2 ir -1 −i 1 i
χ6 (−1) r2 (−i)r 1 −i -1 i
χ7 (−1) r2 (−i)r -1 i 1 −i
ςh, where 2 cos(
hrπ
2n ) 2 cos(
hrπ
2n ) 0 0 0 0
h ∈ C†even
ψh, where 2 cos(
hrπ
2n ) 2i sin(
hrπ
2n ) 0 0 0 0
h ∈ Codd2,3 \ {n, 3n}
Table II The character table for SD8n, where n is odd.
To count the number of disjoint cycles of elements in semidihedral group, it is necessary
to see the explicit embedding.
Proposition 2.6. For semidihedral groups, SD8n =< a, b | a4n = b2 = 1, bab = a2n−1 >,n ≥ 2,
the embedding T : SD8n →֒ S4n is given by T (a)(t) := t+ 1 and T (b)(t) := (2n− 1)t, where m
is the remainder of m divided by 4n. Explicitly,
T (a) = ( 1 2 3 · · · 4n )
T (b) =
∏
i∈Ceven∗
( i (2n − 1)i ) if n is even,
T (b) =
∏
i∈Codd∗
( i (2n− 1)i ) if n is odd,
Proof. Since the lengths of each cycle in T (a) and T (b) are 4n and 2 respectively, T (a4n) = e =
(T (a))4n and T (b2) = e = (T (b))2. Also
T (bab)(t)
4n≡ (2n− 1)((2n − 1)t+ 1)
4n≡ t+ (2n− 1)
4n≡ T (a2n−1)(t).

Now, by using the embedding in Proposition 2.6, we obtain the following result.
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Proposition 2.7. Let c(g) be the number of cycles, including cycles of length one, in the disjoint
cycle factorization of T (g). Then, for even n,
c(ar) = gcd(4n, r), c(a2r−1b) = n, c(a2rb) = 2n + 1.
For odd n;
c(ar) = gcd(4n, r), c(a2r−1b) = n, c(a2rb) =
{
2n+ 2, if r is even;
2n, if r is odd.
Proof. Notice that < ar > has as many elements as the order of ar. Thus the number of elements
of < ar > is 4n/ gcd(4n, r) and hence we have c(ar) = gcd(4n, r) and c(1) = 4n. For c(arb), we
use the action of T (ar) sending t to t+ r and the action of T (b) sending t to t(2n− 1). We thus
compute that for t ∈ {1, 2, ..., 4n},
T (arb)(t) =
{
( t 2n − t+ r ), if r is even and t is odd;
( t r − t ), if r is even and t is even.
Thus these cycles have length one if t = 2n− t+ r or t = r − t. That is, for even r, we calculate
and tabulate the cycles T (arb)(t) (here, T (s)(t) is a cycle in the decomposition of T (s) starting
with t) of length one as
r even n even; t odd n even; t even n odd; t odd n odd; t even
gcd(r, 4) = 4 No such t t = 2n+ r2 and t = n+
r
2 and t = 2n+
r
2 and
t = r2 t = 3n+
r
2 t =
r
2
gcd(r, 4) = 2 t = n+ r2 and No such t No such t No such t
t = 3n + r2
Hence, for even r and even n, we see that T (arb) contains only two cycles of length 1 and then in
this case c(arb) = 4n−22 +2 = 2n+1. Also, for even r such that gcd(r, 4) = 4 and n odd, we see
that T (arb) contains only four cycles of length 1 and then in this case c(arb) = 4n−42 +4 = 2n+2.
For even r such gcd(r, 4) = 2 and n odd, we see that T (arb) contains no cycle of length 1 and
then in this case c(arb) = 4n2 = 2n.
For odd r and t ∈ {1, 2, ..., 4n}, we compute that
T (arb)(t) =
{
( t 2n+ r − t 2n+ t r − t ), if t is odd;
( t r − t 2n+ t 2n+ r − t ), if t is even.
Since these numbers are not congruent in modulo 4n, all cycles in the factors of T (arb) in this
case are of length 4 and hence, for odd r and any n, c(arb) = 4n4 = n. 
In the following theorems, we find the dimensions of the symmetry classes of tensors as-
sociated with the group SD8n.
Theorem 2.8. Let G = SD8n, n even, and let V be an m-dimensional inner product space. Let
S = {s(2n − 1) | s ∈ S, where r is the remainder of r divided by 4n}, ςh for h ∈ C†even and ψh′
9for h′ ∈ C†odd, then we have
dimV 4nχ0 (G) =
1
8n

2nmn + 2nm2n+1 + ∑
k∈{0,1,2,...,4n−1}
mgcd(4n,k)


dimV 4nχ1 (G) =
1
8n

−2nmn − 2nm2n+1 + ∑
k∈{0,1,2,...,4n−1}
mgcd(4n,k)


dimV 4nχ2 (G) =
1
8n

m4n +m2n + 2 ∑
k∈C†even
mgcd(4n,k) −
∑
k∈C†
odd
∪C†
odd
mgcd(4n,k) + 2nm2n+1 − 2nmn


dimV 4nχ3 (G) =
1
8n

m4n +m2n + 2 ∑
k∈C†even
mgcd(4n,k) −
∑
k∈C†
odd
∪C†
odd
mgcd(4n,k) − 2nm2n+1 + 2nmn


dimV 4nςh (G) =
1
2n

 ∑
k∈{0,1,2,...,4n−1}
mgcd(4n,k) cos(
hkπ
2n
)


dimV 4nψh′ (G) =
1
4n

m4n −m2n + 4 ∑
k∈C†even
mgcd(4n,k) cos(
h′kπ
2n
)


Proof. This follows by (1.3) and Table I together with Proposition 2.7. For dimV 4nχ2 (G), dimV
4n
χ3
(G)
and dimV 4nψh′
(G), we have used the fact that (2n − 1)k = 4n−k for k ∈ C1 and gcd(4n, 4n−k) =
gcd(4n, k). Note also, for dimV 4nψh′
(G), we do not need to compute ψh′(g) for g ∈ C†odd since
they are imaginary number (the dimension must be integer); i.e.,
(2.5) 2i
∑
k∈C†
odd
∪C†
odd
mgcd(4n,k) sin(
h′kπ
2n
) = 0.

Theorem 2.9. Let G = SD8n, n odd, and let V be an m-dimensional inner product space. Let
S = {s(2n − 1) | s ∈ S, where r is the remainder of r divided by 4n}, ςh for h ∈ C†even and ψh′
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for h′ ∈ Codd2,3 \ {n, 3n}, then we have
dimV 4nχ0 (G) =
1
8n

2nmn + nm2n + nm2n+2 + ∑
k∈{0,1,2,...,4n−1}
mgcd(4n,k)


dimV 4nχ1 (G) =
1
8n

−2nmn − nm2n − nm2n+2 + ∑
k∈{0,1,2,...,4n−1}
mgcd(4n,k)


dimV 4nχ2 (G) =
1
8n

m4n +m2n − 2mn + 2 ∑
k∈C†even
mgcd(4n,k) −
∑
k∈C†
odd
∪C†
odd
mgcd(4n,k) − 2nmn
+ nm2n + nm2n+2
]
dimV 4nχ3 (G) =
1
8n

m4n +m2n − 2mn + 2 ∑
k∈C†even
mgcd(4n,k) −
∑
k∈C†
odd
∪C†
odd
mgcd(4n,k)2nmn
− nm2n − nm2n+2]
dimV 4nχ4 (G) =
1
8n

m4n −m2n + ∑
k∈C†even∪C
†
even
(−1)k2mgcd(4n,k) + nm2n+2 − nm2n


dimV 4nχ5 (G) =
1
8n

m4n −m2n + ∑
k∈C†even∪C
†
even
(−1)k2mgcd(4n,k) − nm2n+2 + nm2n


dimV 4nχ6 (G) =
1
8n

m4n −m2n + ∑
k∈C†even∪C
†
even
(−1)k2mgcd(4n,k) + nm2n+2 − nm2n


dimV 4nχ7 (G) =
1
8n

m4n −m2n + ∑
k∈C†even∪C
†
even
(−1)k2mgcd(4n,k) − nm2n+2 + nm2n


dimV 4nςh (G) =
1
2n

 ∑
k∈{0,1,2,...,4n−1}
mgcd(4n,k) cos(
hkπ
2n
)


dimV 4nψh′ (G) =
1
4n

m4n −m2n + 4 ∑
k∈C†even
mgcd(4n,k) cos(
h′kπ
2n
)


Proof. The proof is similar to the proof of Theorem 2.8. 
3. On the existence of an orthogonal basis for the symmetry classes of tensors
associated with SD8n
In this section we study the existence of an orthogonal basis for the symmetry classes of
tensors associated with SD8n. According to Section 2 and Table I,II, we have four (in case of
even n) or eight (in case of odd n) irreducible characters of degree one and n− 1 characters ςh,
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h ∈ C†even of degree 2 ( in case of both even and odd n), and a further n characters ψh′ , h′ ∈ C†odd
of degree 2 (in case of even n) or n− 1 characters ψh′ , h′ ∈ Codd2,3 \ {n, 3n} of degree 2 (in case of
odd n). As we explained in the introduction if χ is a linear character of G then the symmetry
class of tensors associated with G and χ has an orthogonal basis. Therefore we will concentrate
on non-linear irreducible complex characters of SD8n, i.e. the characters ςh, h ∈ C†even and ψh′
for h′ ∈ C†odd or h′ ∈ Codd2,3 \ {n, 3n}.
It turns out that Vψh′ (SD8n) does not have an orthogonal basis for any odd or even n
(see Theorem 3.8). The same result is obtained for Vςh(SD8n) if n is odd (see Corollary 3.7).
However, there is an orthogonal basis for Vςh(SD8n) if h ∈ C†even and the condition ν2( h2n) < 0
holds (see Theorem 3.5).
Remark 3.1. Let ν2 be the 2-adic valuation, that is ν(
2km
n
) = k for m and n odd. Then, the
condition ν2(
h
2n) < 0 means that every power of 2 that divides h also divides n.
Lemma 3.2. Let G := SD8n and H be a subgroup of G. Then there is a natural number r,
0 ≤ r < 4n such that H = 〈ar〉 or 〈ar〉  H and H ∩ 〈a〉 = 〈ar〉. In the second case we have
|H| ≥ 2|〈ar〉|.
Proof. It is straightforward. 
Lemma 3.3. Suppose ς = ςh. If r is defined by Gα ∩ 〈a〉 = 〈ar〉 and l = 4ngcd(4n,r) , then we have∑
g∈Gα
ς(g) =
{
2l, if rh ≡ 0 (mod 4n)
0, if rh 6≡ 0 (mod 4n)
and for α ∈ ∆, we have rh ≡ 0 (mod 4n).
Proof. Since Gα is a subgroup of G, using Lemma 3.2 there is a natural number r, 0 ≤ r < 4n
such that Gα = 〈ar〉 or 〈ar〉 < Gα. Using Table I, ς vanishes outside 〈a〉, therefore
∑
g∈Gα
ς(g) =
l∑
t=1
ς(atr) = 2
l∑
t=1
cos(
trhπ
2n
) =
{
2l, rh ≡ 0 (mod 4n)
0, rh 6≡ 0 (mod 4n).
Also if rh 6≡ 0 (mod 4n), then ∑g∈Gα ς(g) = 0 which shows α /∈ ∆. 
Lemma 3.4. Let 1 ≤ h < 2n and ν2 is the 2-adic valuation. Then there exist t1, t2, 0 ≤ t1, t2 <
4n such that cos( (t1−t2)hπ2n ) = 0 if and only if ν2(
h
2n ) < 0.
Theorem 3.5. Let G = SD8n be a subgroup of S4n, denote ς = ςh for h ∈ C†even, and assume
d = dimV ≥ 2. Then Vς(G) has an orthogonal ∗-basis if and only ν2( h2n ) < 0 .
Proof. It is enough to prove that for any α ∈ ∆ the orbital subspace V ∗α has orthogonal ∗-basis
if ν2(
h
2n ) < 0. Let ν2(
h
2n) < 0 and assume α ∈ ∆. By Lemma 3.2, Gα = 〈ar〉 or 〈ar〉 < Gα. Let
l = 4n
gcd(4n,r) . Now we consider two cases.
Case 1. If 〈ar〉 < Gα, then by Lemma 3.2 we establish |Gα| ≥ 2l where
〈ar〉 = 〈a〉 ∩Gα = {ar, a2r, ..., alr = 1}.
By (1.5), |Gα| ≥ 2l and Lemma 3.3, we have
dimV ∗α =
ς(1)
|Gα|
∑
σ∈Gα
ς(σ) ≤ 2
2l
(2l) = 2.
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If dimV ∗α = 1, then it is obvious that we have an orthogonal ∗-basis. Let us consider dimV ∗α = 2.
Set σ1 = a
j , σ2 = a
i. Then
σ2Gασ1
−1 ∩ 〈a〉 = {ar+i−j , ..., alr+i−j}.
Hence if σ1 = a
j , σ2 = a
i, by (1.4), we have
〈e∗σ1.α, e∗σ2.α〉 =
ς(1)
|G|
∑
x∈σ2Gασ
−1
1
ς(x) =
2
8n
l∑
t=1
ς(atr+i−j)
=
4
8n
l∑
t=1
cos
(tr + i− j)hπ
2n
=
1
2n
l∑
t=1
cos(
trhπ
2n
+
(i− j)hπ
2n
)
=
1
2n
l∑
t=1
cos(
(i − j)hπ
2n
) =
l
2n
cos(
(i − j)hπ
2n
) (3.1)
where penultimate equality is due to application of Lemma 3.3. Using Lemma 3.4, there exist i
and j such that
〈e∗aj .α, e∗ai.α〉 = 0
which means that {e∗σ1.α, e∗σ2.α} is an orthogonal ∗-basis for V ∗α .
Case 2. If Gα = 〈ar〉 = {ar, a2r, ..., alr = 1}, then by (1.5) and Lemma 3.3,
dimV ∗α =
ς(1)
|Gα|
∑
σ∈Gα
ς(σ) =
2
l
(2l) = 4.
For any σ1, σ2 ∈ G, we have
σ2Gασ1
−1 =


{ar+i−j , a2r+i−j , ..., alr+i−j}, if σ1 = aj , σ2 = ai
{ar+i+j(1−2n)b, a2r+i+j(1−2n)b, ..., alr+i+j(1−2n)b}, if σ1 = ajb, σ2 = ai
{a(1−2n)r+i−j , a2r(1−2n)+i−j , ..., alr(1−2n)+i−j}, if σ1 = ajb, σ2 = aib
If σ1 = a
j, σ2 = a
i, by (3.1) we have
〈e∗σ1.α, e∗σ2.α〉 =
l
2n
cos(
(i− j)hπ
2n
)
If σ1 = a
jb, σ2 = a
i, we have
〈e∗σ1.α, e∗σ2.α〉 = 0
and for σ1 = a
jb, σ2 = a
ib, we have
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〈e∗σ1.α, e∗σ2.α〉 =
ς(1)
|G|
∑
x∈σ2Gγσ
−1
1
ς(x) =
2
8n
l∑
t=1
ς(atr(1−2n)+i−j)
=
4
8n
l∑
t=1
cos
(tr(1− 2n) + i− j)hπ
2n
=
1
2n
l∑
t=1
cos(
trhπ
2n
+
(i− j)hπ
2n
− trhπ)
=
1
2n
l∑
t=1
cos(
(i− j)hπ
2n
) =
l
2n
cos(
(i − j)hπ
2n
)
where penultimate equality is due to application of Lemma 3.3. Therefore
〈e∗σ1.α, e∗σ2.α〉 =


l
2n cos(
(i−j)hπ
2n ), σ1 = a
j , σ2 = a
i
0, σ1 = a
jb, σ2 = a
i
l
2n cos(
(i−j)hπ
2n ), σ1 = a
jb, σ2 = a
ib
Applying Lemma 3.4, if ν2(
h
2n ) < 0, there exist t1, t2, 0 ≤ t1, t2 < 4n such that cos( (t1−t2)hπ2n ) = 0.
Put
S = {at1 .α, at2 .α, at1b.α, at2b.α} ⊆ Γmn .
Then for every α, β ∈ S and α 6= β we have
〈e∗α, e∗β〉 = 0
But dimV ∗α = 4; hence {e∗ξ |ξ ∈ S} is an orthogonal ∗-basis for V ∗α .
Conversely, assume that Vς(G) has an orthogonal basis of decomposable symmetrized
tensors. Then since Vς(G) =
⊕
α∈∆ V
∗
α for all α ∈ ∆, the orbital subspace V ∗α has an orthogonal
basis of decomposable symmetrized tensors. Using [17, p. 642], we can choose α ∈ Γmn such
that at /∈ Gα for 1 ≤ t < 4n. Thus for such α we have Gα = {1} or Gα = {1, atb, a−(2n−1)tb} for
some 1 ≤ t < 4n since if Gα 6= {1} and at1b, at2b ∈ Gα, then
at1b.at2b = at1b.ba(2n−1)t2 = at1+(2n−1)t2 ∈ Gα
which shows that t1 = −(2n − 1)t2. To prove that ν2( h2n) < 0 is a necessary condition for
existence of orthogonal ∗-basis for Vς(G), it is enough to consider both cases Gα = {1} and
Gα = {1, atb, a−(2n−1)tb}. For both cases, we have
‖e∗α‖2 =
ς(1)
|G|
∑
g∈Gα
ς(g) =
2
8n
=
1
4n
6= 0,
so α ∈ ∆. First consider Gα = {1}. For any σ1, σ2 ∈ G, we have
σ2Gασ1
−1 =


{ai−j}, if σ1 = aj, σ2 = ai
{ai+j(1−2n)b}, if σ1 = ajb, σ2 = ai
{a(1−2n)i−j}, if σ1 = ajb, σ2 = aib
Therefore by (1.4) we have
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〈e∗σ1.α, e∗σ2.α〉 =


1
2n cos(
(i−j)hπ
2n ), if σ1 = a
j, σ2 = a
i
0, if σ1 = a
jb, σ2 = a
i
1
2n cos(
(i−j)hπ
2n ), if σ1 = a
jb, σ2 = a
ib
Hence 〈e∗σ1.α, e∗σ2.α〉 = 0 implies that there exist t1 and t2 such that cos( (t1−t2)hπ2n ) = 0,
therefore by Lemma 3.4 we get ν2(
h
2n ) < 0. Now consider Gα = {1, atb, a−(2n−1)tb}. For any
σ1, σ2 ∈ G, we have
σ2Gασ1
−1 =


{ai−j , ba(2n−1)(j+t)−i, ba(2n−1)(j−(2n−1)t)−i}, if σ1 = aj , σ2 = ai
{ai+j(1−2n)b, aj+(2n−1)t+i, aj−t+i}, if σ1 = ajb, σ2 = ai
{a(1−2n)i−j , aj+(2n−1)t+ib, aj−t+ib}, if σ1 = ajb, σ2 = aib
Now similar to our previous calculations in this section, we get ν2(
h
2n) < 0. 
Remark 3.6. In the proof of the necessary condition part of Theorem 3.5, one can choose
α = (1, 2, 2, .., 2). The proof given here shows the stronger statement that the orbital subspace
V ∗α looks an orthogonal ∗-basis whenever Gα ∪ 〈a〉 = {1}.
Corollary 3.7. Let G = SD8n, n is odd, be a subgroup of S4n, denote ς = ςh′ for h
′ ∈ C†even,
and assume d = dimV ≥ 2. Then Vς(G) does not have an orthogonal ∗-basis.
Proof. Since n is odd then ν2(
h′
2n) ≥ 0. Thus using Theorem 3.4 Vς(G) does not have an
orthogonal ∗-basis. 
Theorem 3.8. Let G = SD8n, be a subgroup of S4n, denote ψ = ψh′ for h
′ ∈ C†odd (even n) or
h′ ∈ Codd2,3 \ {n, 3n}(odd n) , and assume d = dimV ≥ 2. Then Vψ(G) does not have orthogonal
∗-basis.
Proof. The proof is similar to the proof of Theorem 3.5. Using Table I and Table II we conclude
that 〈e∗σ1.α, e∗σ2.α〉 6= 0 since the imaginary and real parts should both be equal to zero; but i sin x
and cos x can not vanish simultaneously. 
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