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Abstrakt 
Bakalářská práce se zabývá metodami shlukové analýzy a jejich aplikací na 
krátkodobé záznamy elektrokardiogramů (EKG).  V práci je popsáno srdce a fyziologické 
vlastnosti srdeční svaloviny, dále jeho elektrické projevy a vznik a měření EKG. Součástí 
práce je popis problematiky shlukové analýzy v oblasti biosignálů a rozdělení shlukovacích 
metod na hierarchické a nehierarchické. Podrobněji jsou popsány aglomerativní hierarchické 
metody, u kterých je naznačen i postup při řešení. Dále je popsáno využití shlukové analýzy 
při klasifikaci EKG a jeho aplikace na signály z databáze CSE. Práce hodnotí, která ze 
shlukovacích metod je pro aplikaci na signály EKG nejvhodnější.  
Klíčová slova 
Srdce, EKG, shluková analýza, hierarchické metody shlukové analýzy, K-means.  
Abstract 
This thesis deals with methods of cluster analysis and their applications to short-term 
recording of the electrocardiogram (ECG). The work describes the physiological properties of 
the heart and cardiac muscle, as well as its electrical behavior and the formation and ECG. 
Part of this work is to describe the issue of cluster analysis of biosignals and distribution of 
clustering methods for hierarchical and non-hierarchical. Are described in detail 
agglomerative hierarchical method, which is outlined the procedure for the solution. Further 
described is the use of cluster analysis for classification of ECG and its application to the 
signals from the CSE. This work assesses which of clustering methods is applied to ECG 
signals appropriate. 
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Tématem bakalářské práce je klasifikace EKG využitím shlukové analýzy. Cílem 
práce je prostudovat dostupnou literaturu ke shlukové analýze a popsat co to shluková analýza 
je a jaké jsou její hlavní metody a dále popsat využití shlukové analýzy při klasifikaci EKG. 
V další části práce jsou popsány jednotlivé metody shlukové analýzy a jejich aplikace na 
signály EKG.  
V první části práce je popsáno srdce a fyziologické vlastnosti srdeční svaloviny, dále 
jeho elektrické projevy, poruchy a vznik a měření EKG. Další část práce je věnována literární 
rešerši shlukové analýzy. Podrobněji jsou popsány aglomerativní hierarchické metody, u 
kterých je naznačen i postup při řešení. Dále je popsáno využití shlukové analýzy při 
klasifikaci EKG. Jak u hierarchických tak i nehierarchických metod je poté popsána jejich 
aplikace na signály EKG. 
Hierarchické i nehierarchické metody jsou aplikovány na 22 signálů EKG z databáze 
CSE. V těchto signálech se vyskytuje vždy alespoň jeden typ extrasystoly. Hlavním cílem 
práce je rozdělit komplexy QRS v signálech EKG na normální a abnormální, tedy 
reprezentující extrasystoly. Výstupem této práce jsou tabulky úspěšnosti detekce 









Srdce je společně s mozkem nejdůležitějším orgánem lidského těla. Jeho činnost a 
činnost krevního řečiště je důležitým článkem při udržování stálosti vnitřního prostředí. Srdce 
je dutý orgán, jehož stěny jsou tvořeny z největší části srdeční svalovinou. Metabolismus 
srdeční svaloviny je téměř úplně vázán na oxidační pochody. Srdeční sval téměř nemůže 
pracovat při nedostatku kyslíku anaerobním typem metabolismu. [5] 
Mezi základní fyziologické vlastnosti srdeční svaloviny patří automacie, vodivost, 
dráždivost a stažlivost.  
 Automacie (chronotropie) představuje schopnost vytvářet vzruchy. Výsledkem 
je sled pravidelných rytmických srdečních kontrakcí i bez přítomnosti vnějšího 
podráždění. 
 Vodivost (dromotropie) znamená, že se vzruch přenáší na celou srdeční 
jednotku (síně a komory), čímž je zajištěn synchronní stah mnoha svalových 
vláken. 
 Dráždivost (bathmotropie) označuje možnost vyvolat svalový stah dostatečně 
silným, neprahovým podnětem. Zatímco podprahový podnět stah nevyvolá, 
neprahový podnět různé intenzity vyvolá vždy stejnou odpověď.  
 Stažlivost (inotropie) znamená schopnost svalové kontrakce a její závislost na 
dalších faktorech, např. výchozím napětí svalového vlákna nebo trvání 
předchozího srdečního cyklu. [5] 
Každému stahu srdce předchází vlna elektrického podráždění, jež začíná 
v sinoatriálním (SA) uzlu. Vlny elektrické aktivity se šíří síněmi, až dosáhnou 
atrioventrikulárního (AV) uzlu. Spontánní depolarizace a depolarizace SA uzlu je 
jedinečným, zázračným automatickým zdrojem impulsů, které aktivují síně a AV uzel. Ten 
vede impulzy k Tawarovým raménkům a jimi je aktivována svalovina komor. [4] 
 
2.1 Depolarizace 
V klidové buňce srdečního svalu disociují molekuly na ionty s pozitivním nábojem na 
zevní a s negativním nábojem na vnitřní straně buněčné membrány. Působí-li na buňku vlna 
elektrického podráždění, ionty s negativním nábojem pronikají na povrch buňky a pozitivním 
nábojem do nitra buňky; tato změna polarity se označuje jako depolarizace. [4] 
 
2.2 Repolarizace 
Ve fázi zotavení se pozitivní ionty vracejí na zevní povrch buněk, zatímco ionty 
s negativním nábojem do nitra buněk. Obnovuje se elektrická rovnováha buněk; tento proces 
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se označuje jako repolarizace. Pohyb iontů sodíku (Na+) a draslíku (K+) přes buněčnou 
membránu je důležitý pro vznik elektrické srdeční činnosti. Koncentrace Na+ je třicetkrát 
nižší uvnitř buňky než na jejím povrchu. Pro toto složení iontů je membrána klidového 
svalového vlákna myokardu v elektricky vyváženém nebo polarizovaném stavu. Rozdíl 
potenciálů na buněčné membráně lze změřit mikroelektrodou a na osciloskopu je zřejmé, že 
má hodnotu -90 mV. [4] 
 
2.3 Elektrické projevy srdeční činnosti 
Záznam sumární elektrické aktivity srdce viz. Obrázek 1 se nazývá elektrokardiogram 
(EKG). Normální EKG záznam jedné srdeční revoluce se skládá z vln a kmitů, které mají 
charakteristický tvar a trvání. [5] 
 
Obrázek 1 EKG křivka 
 
První část vlny P zachycuje elektrickou aktivitu pravé síně. Střední část vlny P vzniká 
při dokončení aktivace pravé síně a počátku aktivace síně levé. Terminální část vlny P je 
tvořena levou síní. Interval PR informuje o čase, který potřebuje elektrický impulz ze síní pro 
průnik AV uzlem, Hisovým svazkem, Tawarovými raménky a Purkyňovými vlákny až 
k počátku depolarizace svaloviny komor. Komplex QRS je obrazem elektrické aktivace 
myokardu komor. Úsek ST leží mezi koncem komplexu QRS a začátkem vlny T. Informuje o 
okamžiku, ve kterém jsou všechny části komor depolarizovány. Vlna T vzniká při elektrickém 
zotavování, repolarizace komor. [4] 
 
2.4 Svody a elektrody používané při měření EKG 
EKG se snímá elektrokardiografem, který zesílí elektrické potenciály vznikající při 
srdeční činnosti a umožní jejich zápis. Při snímání klinického EKG je nutno dodržovat 
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standardní umístění elektrod. Kromě amplitud jednotlivých vln se na křivce EKG měří i 
časový průběh jednotlivých útvarů, např. trvání intervalu PQ, QT a komplexu QRS. [5] 
Základní svodové systémy jsou zobrazeny na Obrázku 2. Při bipolárním uspořádání 
svodů, standardním končetinovém systému, jsou elektrody umístěny na předloktí horních 
končetin a na bércích dolních končetin. Bipolární svody I, II a III reprezentují rozdíly 
potenciálů pravá ruka – levá ruka (I), pravá ruka – levá noha (II) a levá ruka – levá noha (III). 
Končetinové svody v unipolárním zapojení odpovídají potenciálům vztaženým k nulovému 
potenciálu (zem) a označují se písmeny VR (pravá ruka), VL (levá ruka) a VF (levá noha). 
Goldbergovy svody představují zesílené unipolární svody a označují se symboly aVR, aVL a 
aVF. Další unipolární svody jsou místěny na hrudníku (svody V1 – V6) a spolu 
s končetinovými unipolárními svody a jejich zesílenou variantou tvoří základní 12svodové 
EKG vyšetření. Hrudní svody jsou v těsné blízkosti srdce, a měří tudíž potenciály pod 
elektrodou. To umožňuje podrobnější analýzu poruch šíření depolarizace. Při dlouhodobém 
Holterově monitorování se snímá EKG po dobu 24 hodin. Tato metoda slouží pro zhodnocení 
poruch srdečního rytmu: výskyt tachykardie, bradykardie, extrasystol během různých denních 
aktivit. [5] 
 
Obrázek 2 Svody a elektrody u EKG 
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2.5 Poruchy rytmu 
Jakékoliv odchylky od normálního místa vzniku elektrických impulzů, normální dráhy 
šíření vzruchu srdcem, délky impulzu a frekvence nazýváme arytmie. Změna automacie 
pacemakeru (sinoatriálního uzlu) vede buď ke generování vzruchu s vyšší frekvencí 
(tachykardie) nebo nižší (bradykardie). Při prodloužení či úplné poruše vedení v některém 
úseku hovoříme o srdeční blokádě (síňové, síňokomorové nebo nitrokomorové). [14] 
Závažnost jednotlivých typů arytmií závisí na tom, zda mají efekt na krevní oběh (tzn., 
zda ovlivňují srdeční výdej). Zatímco izolované extrasystoly nebo mírný stupeň blokády se 
nemusí klinicky projevit, těžká bradykardie, rychlá komorová tachykardie a zejména fibrilace 
komor jsou stavy velmi závažné. Fibrilace komor je nejčastější příčinou stavu nazývaného 
náhlá smrt. [14] 
Mezi jednotlivé druhy poruch rytmu patří např. supraventrikulární extrasystoly 
vznikající v síních nebo v oblasti AV uzlu. Jedná se o předčasné komplexy QRS často 
normálního tvaru se změněnou vlnou P. Mezi další poruchy patří komorové extrasystoly, což 
jsou předčasné komplexy QRS vznikající v komorách. Projeví se absencí vlny P a abnormálně 




3. Shluková analýza 
 
Shluková analýza (nebo také clusterová analýza) je vícerozměrná statistická metoda, 
která se používá ke klasifikaci objektů.  Cílem této analýzy je zařazení objektů do skupin 
(shluků), tak aby objekty, které jsou zařazeny v jedné skupině, si byly co nejpodobnější a 
naopak objekty z různých skupin si byly podobné málo nebo vůbec.  
V historii se shlukovou analýzu snažilo charakterizovat již mnoho autorů. Zde je 
uvedeno jen několik nejvýznamnějších: 
 R. C. Tryon (1939): „Shluková analýza je obecný logický postup formulovaný 
jako procedura, pomocí níž seskupujeme objektivně jedince do skupin na 
základě jejich podobností a rozdílností.“ 
 M. R. Anderberg (1973): „Tento problém je obvykle charakterizován jako 
hledání přirozených skupin. Konkrétněji jde o třídění pozorování do skupin 
tak, aby stupeň ‚přirozené asociace‘ členů téže skupiny byl vyšší a členů 
různých skupin byl nižší.“ 
Shluková analýza byla rozvíjena v několika specializovaných vědních oborech, 
v nichž byly zavedeny též speciální názvy. O shlukové analýze je možné slyšet i v 
psychologii (první monografii o shlukové analýze napsal v roce 1939 profesor psychologie R. 




4. Metody shlukové analýzy 
 
V literatuře se objevuje velká spousta shlukovacích metod a je velmi obtížné je utřídit. 
V této práci byly shlukovací metody rozděleny podle cíle, ke kterému směřují, protože 
shluková analýza má sloužit především jako prostředek k získání klasifikace. Shlukovací 
metody se proto rozdělují na hierarchické a nehierarchické. [6] 
 
4.1 Hierarchické shlukování 
U hierarchického shlukování lze rozlišit dvě nejdůležitější skupiny metod lišící se 
způsobem shlukování. Pokud se shlukování provádí tak, že se vychází z množiny objektů jako 
celku a jejím postupným rozdělováním se získávají jednotlivé shluky, jedná se o divizní 
metodu. Pokud se však naopak vychází z jednotlivých objektů a jejich postupným 
shlukováním dochází ke spojení všech objektů do jedné množiny, jedná se o metodu 
aglomerativní. U hierarchických metod obecně je celý proces shlukování možné vyjádřit 
dendrogramem, což je druh diagramu používaný ke znázornění jednotlivých kroků shlukové 
analýzy. Tyto metody však nejsou vhodné pro velké datové soubory. [6] 
 
4.2 Nehierarchické shlukování 
Také u nehierarchického shlukování lze rozlišit dvě hlavní skupiny metod. První 
skupinu tvoří optimalizační metody, které hledají takový rozklad množiny objektů určených 
ke klasifikaci, který je optimální podle vhodně zvoleného kritéria optimality rozkladu. 
Druhou skupinou metod jsou metody, které jsou v souladu s použitým pravděpodobnostním 
přístupem nazvané analýzami módů. [6] 










 Obrázek 3 Metody shlukové analýzy 
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5. Hierarchické shlukování 
 
Jedná se o posloupnost rozkladů, kdy na jedné straně je shluk obsahující všechny 
objekty a na straně druhé jednoprvkové shluky. Použitelné spíše pro nalezení struktury, než 
pro vyhledávání nových vzorů. Hierarchické shlukování se dá znázornit pomocí binárního 
stromu, dendrogramu. Jednotlivé uzly v dendrogramu znázorňují shluky.  
Nevýhodou hierarchického shlukování je, že se v každém kroku snaží dosáhnout 
pouze lokálně nejlepšího řešení a nebere se ohled na další postup. Při aglomerativním 
shlukování již jednou spojené shluky nejde rozdělit a naopak při divizním rozdělené shluky, 
nejde v dalších krocích znovu spojit a tím případně vlastnosti rozkladu vylepšit. [9] 
Základní postup při hierarchickém shlukování aglomerativní metodou: 
 získání matice dat 
 provedení standardizace matice dat 
 určení matice podobností 
 realizace shlukové metody 
 přerovnání dat a matice podobností 
 určení korelačního koeficientu [3] 
 
5.1 Získání matice dat 
Základem vícerozměrné statistické analýzy jsou i-rozměrná pozorování objektů, 
přičemž počet těchto objektů je označován obvykle písmenem j. Vzniká tak matice dat i x j.  
Při matematickém odvození některých statistických metod se vychází ze vstupní 
matice, v níž řádky představují vektory údajů o jednotlivých objektech a sloupce odpovídají 
jednotlivým proměnným. [1]  




i/j 1 2 3 4 5 
atributy 
1 10 20 30 30 5 
2 5 20 10 15 10 
 
Tabulka 1 Vstupní matice dat 
 
5.2 Standardizace matice dat 
Tento krok je volitelný. Jedná se o konverzi originálních atributů do nových 
bezrozměrných atributů.  
Nejprve bylo nutné určit střední hodnotu a směrodatnou odchylku i-tého atributu. 
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Poté se může standardizovat vstupní matice dat. Výsledná standardizovaná matice dat 
je v Tabulce 2. Nejběžnější standardizační funkci můžeme vidět ve vzorci (3). 
 
     




Ukázka výpočtu pro objekty z Tabulky 1: 
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Výpočet prvního objektu ze standardizované matice: 
    
     
    
       
 
z 1 2 3 4 5 
1 -0,79 0,9 0,96 0,96 -1,23 
2 -1,23 1,4 0,35 0,53 -0,35 
 
Tabulka 2 Standardizovaná matice dat 
 
5.3 Určení matice podobností 
Určením matice podobností získáme jednotlivé vzdálenosti mezi objekty tzv. 
Euklidovské vzdálenosti. Tyto vzdálenosti byly vypočítány pomocí vzorce (4). Do vzorce 
byly dosazeny hodnoty ze vstupní nebo standardizované matice. [3] 
 
               
 
 





Pro ukázku byly do vzorce dosazeny hodnoty ze vstupní matice a byla vypočítána 
první hodnota z matice. 
                            
Postupným spočítáním i ostatních hodnot byla vytvořena výsledná matice podobností 
(vzdáleností) viz Tabulka 3. 
 
 ejk 1 2 3 4 5 
1 0  -  - -   - 
2 18 0  -  -  - 
3 20,6 14,1 0  - -  
4 22,4 11,2 5 0 -  
5 7,1 18 25 25,5 0 
 
Tabulka 3 Matice podobností (vzdáleností) 
 
Na Obrázku 4 jsou vidět vyznačené jednotlivé objekty a vzdálenosti mezi nimi. 
Vzdálenost mezi objekty 1 a 5 jak lze vidět v Tabulce 3 je 7,1, což bylo pro názornost 
vyznačeno i do Obrázku 4. 
 
Obrázek 4 Objekty s vyznačenými vzdálenostmi 
 
5.4 Realizace hierarchických shlukovacích metod 
Po výpočtu Euklidovských vzdáleností již lze aplikovat určitou shlukovací metodu a 
výsledkem je tzv. mapa vzdáleností – strom, který na první pohled ukáže stupeň podobností 
mezi všemi páry objektů. Na začátku shlukování je každý objekt považován za samostatný 
shluk a postupným shlukováním dojde ke snížení počtu shluků až na jeden. [3] 
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Existují různé způsoby a metody, jak shlukovat objekty na základě jejich podobností a 
vzdáleností. Tyto metody můžeme rozdělit na základě kritéria, podle kterého se vybírají 
nejpodobnější shluky. [6] 
 
5.4.1 Metoda nejbližšího souseda (Simple linkage - SLINK) 
Jedná se o metodu, jež vytvoří shluk z objektů, nebo shluků, které mají mezi sebou 
nejmenší vzdálenost v porovnání s ostatními tříděnými objekty nebo shluky. Vzdálenost mezi 
shluky počítá tak, že vezme nejmenší ze vzdáleností každých dvou objektů z dvou různých 
shluků. Výsledné shluky nemají sférický charakter. Nevýhodou této metody je, že pokud 
existují objekty se stejnou vzdáleností od již existujících shluků, tak může dojít ke zřetězení. 
A pokud jsou objekty na krajích řetězce nepodobné, může dojít k vytvoření špatného závěru. 
Také může dojít k předčasnému sloučení dvou dobře rozlišitelných shluků, jejichž hranice se 
v nějakém místě přiblíží. Touto metodou je možné třídit i neeliptické shluky. Metoda je 
vhodná pro podlouhlé shluky, na druhou stranu se příliš nehodí pro kompaktní shluky 
přibližně stejné velikosti. [6] 
 
5.4.2 Metoda nejvzdálenějšího souseda (Complete linkage - 
CLINK) 
Tato metoda slučuje do jednoho shluku objekty, nebo shluky, které jsou v rámci 
tříděné množiny dat nejdále od sebe. To znamená, že za vzdálenost dvou shluků bere největší 
možnou vzdálenost ze vzdáleností každých dvou objektů z dvou různých shluků. Z takto 
vypočítaných vzdáleností pak vybere nejkratší a spojí odpovídající objekty. Vytváří těsné 
shluky přibližně stejné velikosti. Má tendenci tvořit sférické shluky. Zabraňuje vzniku 
zřetězených shluků. [6] 
 
5.4.3 Wardova metoda 
Metoda založena na ztrátě informací, která vzniká při shlukování. Kritériem pro 
shlukování je celkový součet druhých mocnin odchylek každého objektu od těžiště shluku, do 
kterého náleží. Wardova metoda se hodí pro práci s objekty, které mají stejný rozměr 
proměnných. [6] 
 
5.4.4 Metoda párové vzdálenosti UPGMA (Unweighted pair-
group method) 
U této nejpoužívanější metody se podobnost dvou shluků počítá jako průměr 
vzdáleností mezi každými dvěma objekty patřícími do dvou různých shluků. Nejpodobnější 
jsou shluky s nejmenší průměrnou vzdáleností. Výsledný dendrogram je podobný stromu 
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vytvořeném při použití metody nejbližšího souseda, s tím rozdílem, že spojení je provedeno 
ve větších vzdálenostech. Tato metoda není příliš citlivá na statistické odchylky v datech. 
Pokud jsou objekty rozložené dle určitého pravděpodobnostního rozložení, tak přidání dalších 
objektů nenaruší výsledek. Je méně náchylná k nejednoznačnosti výsledků, protože průměrná 
vzdálenost objektů bývá jedinečná. [6] 
K realizaci této metody byla využita matice Euklidovských vzdáleností v Tabulce 3. 
Prvním krokem metody bylo nalezení dvou objektů, mezi nimiž byla nejmenší vzdálenost tzn. 
největší podobnost. Objekty s nejmenší vzdáleností jsou objekty 3 a 4. Tyto objekty byly 
sloučeny a vznikly tak shluky (34), 1, 2 a 5. Poté došlo k upravení matice podobností – 
Tabulka 3 a to podle vztahů (5-7) pro výpočet průměru vzdáleností. [3] 
 
       
 
 




       
 
 




       
 
 
          
 
(7) 
Pro ukázku byly do vzorců (5-7) dosazeny hodnoty z Tabulky 3. 
       
 
 
                 
       
 
 
                 
       
 
 
               
Na konci 1. kroku shlukování byla výsledkem nová matice vzdáleností viz. Tabulka 4. 
Z původních 5 shluků vznikly nyní už jen shluky 4.  
 
  1 2 5 (34) 
1  - -  -  -  
2 18  -  -  - 
5 7,1 18  -  - 
(34) 21,5 12,7 25,3  - 
 
Tabulka 4 Výsledná matice po 1. kroku shlukování 
 
V dalších krocích se postupně opakuje 1. krok shlukování, a to tak, že by se shlukovali 






  (15) (234) 
(15) -  -  
(234) 21,6 -  
Tabulka 5 Výsledná matice vzdáleností 
 
Posledním krokem shlukování už bylo jen sloučení shluku (15) a (234) do shluku 
(12345). Výsledek shlukování lze vyjádřit i graficky a to tzv. dendrogramem, který je 
zobrazen na Obrázku 5. [3] 
 
 
Obrázek 5 Výsledný dendrogram 
 
 
5.5 Přerovnání dat a matice podobností 
Tento krok je volitelný a nemusí se provádět. Na začátku byla vytvořena matice dat, 
aniž bylo známo, jak moc podobné tyto objekty jsou a jestli jsou podobné objekty u sebe. 
V tomto kroku tak dochází k přerovnání matice podobností podle dendrogramu. V přerovnané 
matici se tak podobné objekty nachází vedle sebe, abychom je mohli lépe srovnávat. [2] 
  3 4 2 1 5 
3 -  -  -  -  -  
4 5 -  -  - -  
2 14,1 11,2 -  - -  
1 20,6 22,4 18 -  -  
5 25 25,5 18 7,1 -  
Tabulka 6 Přerovnaná matice dat 
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5.6 Určení korelačního koeficientu 
Korelační koeficient se určuje proto, aby bylo zjištěno, jaké zkreslení přineslo 
vytvoření dendrogramu. K jeho výpočtu je potřebná matice vzdáleností a matice odvozená 
z dendrogramu. Z těchto matic byla vytvořena další matice, která má 2 sloupce X a Y. 
Hodnoty v každém z těchto sloupců představují dané vzdálenosti mezi jednotlivými objekty 
z původních matic. [2] 
Korelační koeficient nabývá hodnot od -1 do 1. Hodnota korelačního koeficientu -1 
vychází pokud x = -y. Hodnota korelačního koeficientu 1 značí dokonalou shodu mezi maticí 
vzdáleností a maticí vytvořenou z dendrogramu. Pokud je korelační koeficient roven 0 značí 
to naopak neshodu mezi maticemi. Na Obrázku 6 jsou znázorněny matice nutné k výpočtu 
korelačního koeficientu. [3] 
 
 
Obrázek 6 Výsledné matice nutné k výpočtu korelačního koeficientu 
 
Korelační koeficient byl vypočítán podle vzorce 8, do kterého byly dosazeny hodnoty 
ze sloupců X a Y a za „n“ bylo dosazeno číslo 10, protože tabulka má 10 řádků, neboli 10 
vytvořených dvojic ze všech objektů.  
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∑xy = 18*(21,6) + (20,6)*(21,6) + … + (25,5)*(21,6) = 3193,5 
∑x = 18 + 20,6 + … + 25,5 = 166,9 
∑y = 21,6 + 21,6 + … + 21,6 = 167,1 
∑x2 = 182 + 20,62 + … + 25,52 = 3248,6 
∑y2 = 21,62 + 21,62 + … + 21,62 = 3196,9 
 
Korelační koeficient po dosažení dílčí výsledků vyšel 0,93. V praxi bývá považována 





6. Nehierarchické shlukování 
 
Jedná se o shlukování, které nevytváří hierarchickou strukturu, rozkládá danou 
množinu do podmnožin dle předem daného kriteria. První rozklad na podmnožiny se dále 
nedělí, upravuje se tak, aby se optimalizovala vzájemná vzdálenost a odlišnost shluků a aby 
objekty v nich byly rovnoměrně rozložené. [10] 
Většina metod nehierarchického shlukování začíná s nějakým předem daným 
rozkladem, který dále upravuje a hledá optimální rozklad. Nevýhodou je, že metody většinou 
končí pouze s lokálně optimalizovaným rozkladem. Kritéria kvality rozkladu jsou pro každý 
případ jiné a liší se na základě cílů, kterých má shlukování dosáhnout a na základě struktury 
analyzovaných dat. [4] 
Nehierarchické metody lze rozdělit na optimalizační metody, které hledají nejlepší 
rozklad přeřazováním objektů ze shluku do shluku, čímž minimalizují nebo maximalizují 
nějaké kriterium rozkladu a na analýzy modů, jež berou shluky jako místa s větší koncentrací 
objektů v n-rozměrném prostoru proměnných. [4] 
Před započetím samotné analýzy je nutné najít optimální počet shluků. Dle toho, lze 
nehierarchické metody rozdělit na metody s pevně daným počtem shluků a na metody měnící 
počet shluků za běhu. U metod s konstantním počtem shluků se třídění provede několikrát pro 
různý počet shluků a z výsledků se vybere nejlepší. [10] 
K určení optimálního počtu shluků, před samotnou analýzou se využívá různých 
indexů vypočtených na základě proměnlivého faktoru K. Je to například Calinski-Harabascův 
index, C index, nebo Goodman-Kruskal. [10] 
Dále je nutné určit počáteční rozklad. K tomu se nejčastěji používají následující dva 
postupy: 
 Rozklad je vytvořen buď náhodným přiřazením objektů shlukům, nebo se 
využije nějaké rychlé hierarchické metody. Pak se každý jednotlivý objekt 
přiřadí postupně do všech shluků a spočítá se hodnota funkcionálu. Vybere se 
to uspořádání, ve kterém je hodnota funkcionálu kvality nejlepší  - ta vystihuje 
naše apriorní představy o optimálním shluknutí v konkrétní situaci. Algoritmus 
končí, když už se kvalita nelepší. 
 Vytváření vzorových množin, nebo vzorových bodů. Na začátku se opět 
nějakým způsobem vytvoří počáteční rozklad, pak se dle určitého kritéria 
vybere z každého shluku vzorová množina objektů. Dále se vypočítá 
vzdálenost všech objektů k příslušným vzorům a přiřadí se nejbližším. Znovu 
se vypočítají vzory. Tento postup se opakuje, dokud po sobě jdoucí rozklady 
nejsou stejné. [10] 
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6.1 Metody s konstantním počtem shluků 
6.1.1 Forgyova a Janceyova metoda 
Obě metody využívají vzorových bodů, jimiž jsou těžiště shluků. Každý objekt pak 
patří do shluku, jehož vzorovému bodu je nejblíže. Algoritmy metod jsou založené na střídání 
dvou kroků a končí v případě, že se najde stabilní rozklad, který se dále nemění. V prvním 
kroku se přiřadí všechny objekty vzorovému bodu, kterému jsou nejpodobnější. V druhém 
kroku dojde k přepočítání souřadnic vzorových bodů. [6] 
Právě ve způsobu výpočtu vzorových bodů se tyto dvě metody liší. Forgyova metoda 
bere jako vzorové body těžiště jednotlivých shluků bodů. Janceyova umísťuje vzorové body 
do bodů souměrně sdružených s předcházejícími typickými body přes souřadnice nového 
těžiště skupiny. Obě metody pak začínají zadáním, nebo vytvořením typických bodů, nebo 
rozkladem na „k“ shluků. Pokračujeme buď výpočtem vzorových bodů, nebo v opačném 
případě přiřazením objektů do shluků se vzorovými body, k nimž mají nejblíže. Vznikne nový 
rozklad, ve kterém se znovu vypočtou vzorové body. Tak se postupuje dál, dokud dvě po sobě 
jdoucí iterace nemají stejné rozložení prvků. [10] 
 Metody lokálně minimalizují funkcionál součtu čtverců chyb. Nevýhodou je závislost 
výsledků metod na počáteční volbě vzorových bodů, nebo rozkladu. Jednotlivé výsledky se 
dle některých zdrojů liší v průměru o 7%. V závislosti na počáteční volbě bodů, může také 
dojít k situaci, kdy všechny objekty jsou přesunuty jinam. Tento shluk je pak zbytečný, 
protože je prázdný a výsledek nemusí být optimální. Janceyova metoda by měla rychleji 
konvergovat k výsledku. [10]  
 
6.1.2 MacQueenova metoda (K-means) 
Tato metoda používá jako vzorové body těžiště shluků. Na začátku je opět nutné 
vybrat „k“ počátečních vzorových bodů. Body lze vybrat náhodně ze vstupní množiny 
objektů. Následně se berou jednotlivé objekty a přiřazují se k nejbližším vzorovým bodům. 
Po každém přiřazení se znovu přepočítají těžiště zvětšených shluků. Po přiřazení všech bodů 
jsou stávající těžiště výsledné vzorové body, přiřazování a přepočítání těžišť se provede 
znovu. [6] 
 Jednotlivé kroky algoritmu: 
1. Výběr počtu shluků k, vygenerování nebo zadání těžiště shluků. 
2. Výběr shluku pro každý objekt, jehož těžišti je nejblíže. Pokud se vybraný shluk 
nerovná původnímu shluku, přemístíme objekt do něj a přepočítáme těžiště. 
3. Pokud se žádný shluk nezmění, algoritmus ukončíme. Pokud naopak dojde ke 
změně shluku, pokračujeme opět krokem 2. [10] 
Výhodou je jednoduchost a rychlost, dá se použít na velké množství dat. V konečném 
počtu kroků konverguje k nějakému řešení, těch ovšem může být více. Nevýhodou je, že 
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výsledky jsou opět ovlivněny výběrem počátečních shluků, a protože po přiřazení bodu 
dochází k okamžitému přepočítání těžiště, je výsledek také ovlivněn původním pořadím 
objektů. Funkcionál součtu čtverců chyb je opět minimalizován pouze lokálně. K-means není 
vhodné použít, pokud ve výsledku očekáváme překrývající se shluky. Přítomnost izolovaných 
objektů ležících mimo ostatní má velký negativní vliv na výsledek. [10] 
 
6.1.3 Fuzzy K-means 
Ve fuzzy shlukování se pro každý bod počítá, s jakou pravděpodobností patří do 
jakého shluku. Takže body na okraji shluku mají menší stupeň příslušnosti než body v centru 
shluku a tím je dobře popsáno rozložení objektů ve shlucích. Objekt tak může patřit do více 
shluků zároveň. Dají se lépe identifikovat objekty, které se nedají přiřadit do žádného shluku. 
Vytvoření shluků na základě pravděpodobnosti příslušnosti objektů je také jednodušší. V 
případě, že každý objekt má pravděpodobnost příslušnosti k nějakému shluku rovnou jedné a 
k ostatním nulovou, pak je výsledkem pevné shlukování. Naopak jednotlivé shluky jsou 
neurčitelné, pokud se stupeň příslušnosti každého objektu k libovolnému shluku rovná 
převrácené hodnotě počtu shluků. Součet koeficientů příslušnosti jednotlivých objektů ke 
všem shlukům je 1. [10] 
Algoritmus minimalizuje rozdíly uvnitř shluku, ale stejně jako u K-means algoritmu se 
jedná o lokální minima a výsledek závisí na zvolených mírách příslušnosti. [10] 
 
6.2 Metody s proměnným počtem shluků 
Oproti konstantním metodám není výsledek ovlivněn ojedinělými izolovanými 
objekty. Protože v případě, že izolovanému objektu připadne celý shluk, by mohl být 
nedostatek volných shluků pro ostatní objekty. [10] 
 
6.2.1 MacQueenova metoda se dvěma parametry 
Na začátku tohoto algoritmu zadáváme počáteční počet „k“ typických bodů, 
rozdělovací parametr R0 a slučovací parametr C. Prvních „k“ bodů dosadíme za typické body. 
Typické body budou i v tomto případě těžiště shluků. [10] 
Další kroky algoritmu: 
1. Určení vzdálenosti mezi typickými body. Pokud je nejmenší vzdálenost mezi nimi 
menší než C, tak se dané shluky sloučí a typický bod bude těžiště nově vzniklého 
shluku. 
2. Znovu určíme vzdálenosti mezi typickými body a sloučíme shluky podle 




3. K typickým bodům se přiřadí zbylé, nezařazené objekty. Vzdálenost mezi 
objektem a nejbližším typickým bodem by měla být nejvýše R0. 
4. Po přiřazení objektu, se přepočítá těžiště změněného shluku a dosadí se za typický 
bod. Opět se provede kontrola typických bodů a přeměření jejich vzdáleností.  
5. Pokud je vzdálenost přiřazovaného objektu k nejbližšímu typickému bodu vetší 
než R0, stává se sám typickým bodem.  
6. Nakonec se všechny objekty přesunou k nejbližšímu typickému bodu. [10] 
Tato metoda není náročná na čas, ale nemusí vždy dávat optimální výsledek. Někdy 
vznikne zbytečně mnoho shluků, které se musí dodatečně sloučit. [10] 
 
6.2.2 Wishartova metoda 
Na začátku této metody je nutné zadat čtyři řídící parametry. První z nich je 
vzdálenostní práh, následuje minimální počet objektů ve shluku, maximální počet iterací a 
nakonec minimální počet shluků. [10] 
Jednotlivé kroky algoritmu: 
1. Zvolíme počáteční rozklad do „k“ skupin. Počet skupin je větší než minimální 
počet shluků.  
2. Určíme těžiště jednotlivých shluků a dosadíme je za typické body.  
3. Algoritmus rozkladu je složený ze dvou cyklů – vnitřního a vnějšího.  
a) Vnitřní cyklus začíná postupným přiřazení všech objektů do shluků, jejichž typickému 
bodu, jsou nejblíže. Pokud je ale vzdálenost objektu k nejbližšímu těžišti shluku větší 
než daný vzdálenostní práh, je objekt umístěn do zvláštní skupiny pro nezařazené 
objekty. Ve všech skupinách, kde se změnil počet objektů, přepočítáme těžiště, kromě 
skupiny pro nezařazené objekty. Dále rozpustíme všechny shluky, které mají menší 
počet objektů, než je definovaný minimální počet objektů ve shluku. Tyto kroky se 
opakují, dokud se rozložení objektů ve dvou po sobě jdoucích opakovaní cyklu liší. 
Skončí také v případě, že počet iterací dosáhl předem daného maximálního počtu. 
Stávající rozklad je jeden ze členů posloupnosti nehierarchických rozkladů. Skupina 
nezařazených objektů je součástí tohoto rozkladu, ale není shlukem. 
b) Vnější cyklus vždy sloučí dva shluky, jejichž těžiště jsou si nejblíže. Vypočte se nové 
těžiště sloučených shluků. Tímto krokem je zaručen pokles počtu shluků. Pokud počet 
shluků dosáhne zadaného minimálního počtu shluků, je rozklad ukončen, jinak se 






7. Využití shlukové analýzy při klasifikaci EKG 
 
Pro diagnostiku mnoha srdečních chorob jsou EKG signály významné. Některé 
nemoci, jako jsou srdeční arytmie, přechodné ischemické příhody a tiché ischemie myokardu, 
z krátkodobého záznamu EKG nezjistíme. Je proto výhodné tzv. Holter monitorování. Jedná 
se o záznam EKG s dobou trvání v rozmezí 24 – 48 hodin. Analýza záznamu se provádí off-
line. Vzhledem k dlouhé době, kdy se signál snímá, může být v záznamu až 100 000 rytmů a 
je důležité, aby se nevynechal ani jeden rytmus, protože diagnóza může záviset jen na 
některých z nich. Protože rytmy, důležité pro diagnózu, mohou být rozptýleny po celém 
signálu, pro diagnostiku jsou využívány shlukovací metody, které podobné rytmy zařadí do 
jednoho shluku pro snadnější diagnostiku. [8] 
Po získání signálu EKG musí být tento signál náležitě předzpracován. K počítačovému 
předzpracování patří potlačení kolísání nulové izolinie (driftu), potlačení síťového rušení 
(brumu), potlačení myopotenciálů. Před samotným aplikováním shlukovací metody je nutná 
detekce komplexu QRS a nalezení pozice R vlny. Poté již přijde na řadu zvolená shlukovací 
metoda. [8] 
Pro klasifikaci EKG je využívána shluková analýza a to především metoda K-means. 
Jedná se nehierarchický algoritmus, který třídí data do „k“ shluků na základě jejich vlastností. 
Tento algoritmus pracuje tak, že přiřadí každý bod do shluku, jemuž středu je nejblíže. Středy 
shluků se při každém běhu algoritmu znovu spočítají jako aritmetické průměry všech bodů 
shluku. Cílem je dosáhnout co nejmenších rozdílů uvnitř shluků. Tato metoda je navržena 
především pro dlouhé Holter záznamy, protože pomáhá zaměřit se na ty nejdůležitější oblasti 
signálu. Vedle klasifikace může být K-means využíváno i pro sumarizaci všech dlouhodobých 
EKG, pro jejich rychlou a vizuální kontrolu, dále pro indexování Holter databází a pro rychlé 






8. Zpracování a aplikace shlukové analýzy na 
signál EKG v prostředí Matlab 
 
Pro aplikaci shlukovacích metod bylo využito 22 signálů z databáze CSE, které 
obsahují alespoň jeden druh extrasystoly. Empiricky bylo zjištěno že, nejlepších výsledků je 
dosaženo u 8. svodu z výše zmíněných signálů. Postup je prezentován konkrétně na signálu 
W034, který je nejlepší z hlediska názornosti. Celý program byl programován v prostředí 
Matlab v. 7.11.0.584 (R2010b). Před tím, než bylo možné aplikovat shlukovou analýzu, bylo 
nutné provést předzpracování signálu – filtrace EKG signálu, detekování R vlny a vybrání 
komplexů QRS se signálu.  
U samotné filtrace by mělo dojít k potlačení kolísání nulové izolinie (driftu), potlačení 
síťového rušení (brumu) a potlačení myopotenciálů. Jelikož však samotná filtrace není 
předmětem této práce, bylo provedeno jen potlačení driftu, které je nejčastěji způsobeno 
dýcháním pacienta (do 0,5 Hz), elektrochemickými procesy na rozhraní elektroda – kůže (do 0,8 
Hz) a pomalými pohyby pacienta (do 2 Hz). K potlačení driftu byl použit filtr typu horní propust 
s mezní frekvencí 1 Hz. Vzorkovací frekvence byla zvolena 500 Hz podle dodané dokumentace 
k signálům. Nastavení použitého filtru je ukázáno na zdrojovém kódu. 
 
%filtrace nulové izolinie signálu 
fvz = 500;                  % Hz - vzorkovací frekvence 
fmez = 1;                   % Hz - mezní frekvence HP 
fmax = fvz/2;               % maximální kmitočet, který vyhovuje vzorkovacímu 
teorému  
Wn=fmez/fmax;               % normovaný kmitočet  
N = 299;                    % N+1 - délka impulsní charakteristiky 
  
b=[];                                   % proměnná pro koeficienty filtru  
b = fir1(N,Wn,'high');                  % volání funkce pro návrh filtru  
  





Na Obrázku 7 je modře znázorněn průběh signálu W034 a to konkrétně jeho osmý 




Obrázek 7 Signál W034 před a po filtraci 
 
Po filtraci signálu již došlo k samotné detekci R vln. Použita byla již předem 
vytvořená funkce QRSdetektor_global [15], která detekuje R vlny ve všech 12 svodech. Na 
přiloženém Obrázku 8 je ukázán příklad z detekce R vln u prvních tří svodů signálu W034. R 
vlny jsou v obrázku znázorněny červenými značkami.  
 
Obrázek 8 Detekované R vlny v signálu W034 u prvních tří svodů 
 
Dalším krokem algoritmu bylo vybrání jednotlivých QRS komplexů ze signálu. 
V proměnné QRS jsou uloženy nadetekované pozice R vln, které byly získány z detektoru 
QRS. Nejprve byl určen RR interval (proměnná RR ve zdrojovém kódu), což je vzdálenost 
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jednotlivých komplexů. Tato vzdálenost byla určena jako rozdíl následující a předchozí 
pozice QRS, proto dochází ke zkrácení signálu o poslední komplex. Poté byl určen začátek a 
konec komplexu QRS. Délka komplexu QRS byla zvolena 100 vzorků. Na závěr byly do 
proměnné signal_QRS uloženy komplexy, které se v signálu vyskytují. Celý postup je 
zobrazen na zdrojovém kódu.  
 
for i = 1:length(QRS)-1 
    RR(i) = QRS(i+1) - QRS(i); 
    zacatek_QRS(i) = QRS(i) - 50; 
    konec_QRS(i) = QRS(i) + 50; 
     
    for n = 1:length(RR)-1 
        delka_QRS(n) = konec_QRS(n) - zacatek_QRS(n); 
    end 
    
    zacatek_konec = signal(zacatek_QRS(i) : konec_QRS(i)); 
    signal_QRS = [signal_QRS zacatek_konec]; 
     
end 
 
Dále byla vypočítána euklidovská vzdálenost mezi jednotlivými komplexy v signálu. 
Po vytvoření proměnné s komplexy QRS a výpočtu euklidovské vzdálenosti již bylo možné 
přistoupit k aplikování samotných shlukovacích metod, které budou probrány v následujících 
podkapitolách. 
 
8.1 Použití hierarchických metod 
V prostředí Matlab byly realizovány shlukovací metody, které byly probrány 
v teoretické části práce a to konkrétně v kapitole 5.4. Jedná se o metodu nejbližšího souseda 
(SLINK), metodu nejvzdálenějšího souseda (CLINK), Wardovu metodu a metodu párové 
vzdálenosti (UPGMA). Tyto shlukovací metody budou dále hodnoceny podle jednotlivých 
dendrogramů, které znázorňují jednotlivé shluky. Informaci o tom, k jak velkému zkreslení 
došlo vytvořením dendrogramu, dává korelační koeficient. 
 
8.1.1 Metoda nejbližšího souseda (SLINK) 
Výsledek shlukovací metody nejbližšího souseda (SLINK) u signálu W034 je ukázán 
na Obrázku 9. Pro výpočet této metody byly jako proměnné použity vypočítané euklidovské 
vzdálenosti mezi jednotlivými komplexy a samotné komplexy QRS.  
Komplexy, které se nacházejí v signálu W034, jsou zobrazeny na ose x u přiloženého 
dendrogramu na Obrázku 9. Na ose y jsou znázorněny euklidovské vzdálenosti mezi 
jednotlivými komplexy QRS.  
Tato shlukovací metoda počítá vzdálenost mezi shluky tak, že vezme nejmenší ze 
vzdáleností každých dvou objektů z dvou různých shluků.  
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Výsledkem shlukování je dendrogram, na kterém jsou vidět výsledné dva shluky, ty 
jsou rozlišeny barevně, přičemž první je tvořen normálními komplexy QRS a druhý je tvořen 
komplexy abnormálními.  
Korelační koeficient signálu W034 u této metody vyšel 0,9979. Z toho lze usoudit, že 
došlo jen k velmi malému zkreslení způsobeného vytvořením dendrogramu. V praxi bývá 
považována hodnota korelačního koeficientu větší nebo rovna 0,8 za postačující a zkreslení 
způsobené dendrogramem je považováno za přijatelné.  
 
Obrázek 9 Dendrogram shlukovací metody SLINK u signálu W034 
 
8.1.2 Metoda nejvzdálenějšího souseda (CLINK) 
Výsledný dendrogram shlukovací metody nejvzdálenějšího souseda (CLINK) u 
signálu W034 je zobrazen na Obrázku 10. Z euklidovských vzdáleností a jednotlivých 
komplexů byla vypočítána tato metoda nejvzdálenějšího souseda.  
Tato metoda slučuje do jednoho shluku objekty, nebo shluky, které jsou v rámci 
tříděné množiny dat nejdále od sebe. Metoda nejvzdálenějšího souseda na rozdíl od metody 
nejbližšího souseda zabraňuje vzniku zřetězených shluků. 
U výsledného dendrogramu této metody na Obrázku 10 jsou na ose x znázorněny 
jednotlivé komplexy QRS. Jak lze vidět těchto komplexů QRS v signálu W034 je 11. Na ose 




Výsledkem shlukování jsou dva shluky, odlišené od sebe barevně. Jeden shluk je 
tvořen normálními komplexy. Naopak druhý shluk je tvořen komplexy abnormálními.  
Korelační koeficient u této metody vyšel 0,9981. Z toho vyplývá, že došlo k ještě 
menšímu zkreslení vytvořením dendrogramu než u metody nejbližšího souseda, u které 
korelační koeficient vyšel 0,9979.  
 
Obrázek 10 Dendrogram shlukovací metody CLINK u signálu W034 
 
8.1.3 Wardova metoda 
Na Obrázku 11 je znázorněn výsledek Wardovi shlukovací metody u signálu W034. 
Výsledný dendrogram je spočítán z jednotlivých euklidovských vzdáleností mezi komplexy 
QRS a ze samotných komplexů QRS.  
Tato metoda je založena na ztrátě informací, která vzniká při shlukování. Kritériem 
pro shlukování je celkový součet druhých mocnin odchylek každého objektu od těžiště 
shluku, do kterého náleží. 
Jednotlivé komplexy QRS ze signálu W034 jsou u výsledného dendrogramu 
zobrazeny na ose x. Naopak na ose y jsou znázorněny vypočítané euklidovské vzdálenosti 
mezi jednotlivými komplexy QRS.  
Výsledkem jsou opět dva barevně odlišené shluky jako u předchozích metod, přičemž 
jeden shluk reprezentuje normální a druhý abnormální cykly. 
U Wardovy shlukovací metody vyšel korelační koeficient 0,9979. Došlo tedy ke 




Obrázek 11 Dendrogram shlukovací metody WARD u signálu W034 
 
8.1.4 Metoda párové vzdálenosti (UPGMA) 
U metody párové vzdálenosti (UPGMA) je výsledkem dendrogram, který je zobrazen 
na Obrázku 12. Je vytvořen opět ze signálu W034 a je určen z euklidovských vzdáleností 
mezi jednotlivými komplexy a samotných komplexů QRS vyskytujících se v signálu.  
Tato metoda patří mezi nejpoužívanější metody při shlukování objektů. Podobnost 
dvou shluků se u této metody počítá jako průměr vzdáleností mezi každými dvěma objekty 
patřícími do dvou různých shluků. Výsledný dendrogram je podobný stromu vytvořeném při 
použití metody nejbližšího souseda, s tím rozdílem, že spojení je provedeno ve větších 
vzdálenostech.  
Jedenáct komplexů QRS nacházejících se v signálu W034 je zobrazeno na ose x u 
výsledného dendrogramu. Euklidovské vzdálenosti spočítané mezi těmito komplexy jsou 
znázorněny na ose y. Výsledné barevně odlišené dva shluky jsou opět tvořeny normálními a 
abnormálními komplexy.  
Korelační koeficient u této metody párové vzdálenosti vyšel 0,9981. Zkreslení 




Obrázek 12 Dendrogram shlukovací metody UPGMA u signálu W034 
 
8.2 Použití nehierarchických metod 
Z nehierarchických metod byla v prostředí Matlab realizována MacQueenova metoda 
neboli metoda K-means. Tato metoda byla vybrána jako metoda reprezentující nehierarchické 
shlukování.  
Výsledkem nehierarchického shlukování není dendrogram stejně jako u metod 
hierarchických, ale výsledkem je graf znázorňující jednotlivé shluky jako body v grafu, které 
jsou barevně odlišeny podle toho, do kterého shluku patří.  
 
8.2.1. Metoda K-means 
U signálu W034 je výsledkem shlukování metodou K-means graf na Obrázku 13. Tato 
metoda používá jako vzorové body těžiště shluků. Na začátku je nutné vybrat „k“ počátečních 
vzorových bodů. Následně se berou jednotlivé objekty a přiřazují se k nejbližším vzorovým 
bodům. Po každém přiřazení se znovu přepočítají těžiště zvětšených shluků. Drobnou 
nevýhodou této metody je to, že na začátku musí být zadán počet shluků, do kterých budou 
objekty shlukovány.  
U signálu W034 bylo zvoleno shlukování do výsledných 2 shluků, kdy první shluk by 
měl být tvořen cykly abnormálními a druhý shluk cykly normálními. U této metody je nutné 
spočítat těžiště shluků, to bylo spočítáno pomocí euklidovských vzdáleností.  
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Jednotlivé shluky jsou na Obrázku 13 reprezentovány jednotlivými body očíslovanými 
od 1 do 11. Zobrazených komplexů je tedy stejně jako u předchozích hierarchických metod. 
Výsledné dva shluky, normálních a abnormálních komplexů, jsou od sebe odlišeny barevně – 
jeden shluk modře a druhý shluk červeně.  
 




9. Vyhodnocení výsledků 
 
U signálů z databáze CSE byly vyhodnoceny počty abnormálních komplexů QRS. 
V signálech byly mezi sebou porovnávány normální a abnormální komplexy.  
Analýza úspěšnosti shlukových metod byla provedena na 22 signálech z databáze 
CSE, ve kterých se vyskytuje alespoň jeden typ extrasystoly. V Tabulce 7 jsou zobrazeny 
hodnoty úspěšnosti detekce abnormálních komplexů jednotlivých metod v závislosti na 
zvoleném svodu. Veškeré hodnoty jsou uvedeny v procentech. Nejlépe byly abnormální 
komplexy detekovány v prvním svodu. Nejvíce úspěšnou metodou v tomto svodu byla 
metoda KMEANS s hodnotou úspěšnosti 86,36%, naopak nejméně úspěšné byly metody 
UPGMA, SLINK a WARD s úspěšností 77,27%. Nejhůře byly abnormální komplexy 
detekovány ve druhém svodu, kde byla nejméně úspěšná metoda KMEANS a nejvíce úspěšné 
metody UPGMA, CLINK, SLINK. Celkově byla nejúspěšnější metoda UPGMA s hodnotou 
úspěšnosti 73% a nejméně úspěšná byla metoda KMEANS s úspěšností 64%.  
Metoda KMEANS byla nejúspěšnější v detekci abnormálních komplexů pouze 
v prvním svodu, v ostatních svodech byla tato metoda nejméně úspěšná. Tato metoda patří 
jako jediná mezi nehierarchické metody. Nevýhodou této metody je, že je ovlivněna výběrem 
počátečního počtu shluků a její uplatnění je hlavně u dlouhodobých záznamů EKG. 
 
svody/metody UPGMA CLINK SLINK WARD KMEANS 
1 77,27 81,81 77,27 77,27 86,36 
2 59,09 59,09 59,09 54,54 50,00 
3 77,27 59,09 77,27 63,63 59,09 
4 68,18 68,18 68,18 68,18 72,72 
5 72,72 72,72 68,18 68,18 68,18 
6 77,27 72,72 72,72 72,72 68,18 
7 68,18 68,18 72,72 68,18 59,09 
8 68,18 72,72 68,18 63,63 81,81 
9 86,36 77,27 63,63 63,63 54,54 
10 81,81 72,72 81,81 63,63 50,00 
11 77,27 77,27 63,63 77,27 59,09 
12 68,18 63,63 81,81 72,72 59,09 
úspěšnost[%] 73 70 71 68 64 
 
Tabulka 7 Hodnoty úspěšnosti detekce abnormálních komplexů v závislosti na jednotlivých svodech 
 
V Tabulce 8 je znázorněno shrnutí úspěšnosti detekce abnormálních komplexů 
jednotlivých metod u všech 22 signálů z databáze CSE. Všechny hodnoty jsou uvedeny 
v procentech. U signálů W034, W040, W061 a W120 byla u všech metod úspěšnost detekce 
stoprocentní. Naopak úspěšnost méně než 30% byla u signálů W020, W023 a W047. Tato 
malá úspěšnost mohla být způsobena silným zarušením signálu nebo tím, že se v signálu 
39 
 
vyskytují bloky atrioventrikulárního nebo sinoatriálního uzlu. Díky tomu do analýzy vstupují 
pouze normální komplexy, které jsou poté hodnoceny v závislosti na své podobnosti.  
Nejúspěšnější metodou v detekci abnormálních komplexů byla metoda UPGMA. Tato 
metoda abnormální komplexy detekovala s úspěšností 73,5%. Metoda UPGMA má nejmenší 
náchylnost ke statistickým chybám a je nejméně náchylná k nejednoznačnosti výsledků, 
protože průměrná vzdálenost objektů bývá jedinečná. 
Nejméně úspěšnou metodou byla metoda KMEANS, která abnormální komplexy 
detekovala s úspěšností 64%. Tato metoda patří jako jediná mezi nehierarchické metody. 
Problémem této metody může být to, že je nutné na začátku algoritmu zvolit výsledný počet 
shluků, což může ovlivnit úspěšnost metody. Další nevýhodou je to, že po přiřazení bodu do 
shluku dochází k okamžitému přepočítání těžiště. Výsledek je tak ovlivněn původním 
pořadím objektů. 
 
Signál/Metoda UPGMA CLINK SLINK WARD KMEANS 
W006 83,7 83,7 91,3 58,4 58,4 
W011 50,0 50,0 58,3 33,3 16,7 
W020 33,3 33,3 25,0 25,0 16,7 
W023 33,3 16,7 25,0 25,0 16,7 
W026 100,0 100,0 100,0 100,0 91,3 
W028 50,0 50,0 50,0 58,3 50,0 
W034 100,0 100,0 100,0 100,0 100,0 
W040 100,0 100,0 100,0 100,0 100,0 
W047 33,3 25,0 25,0 25,0 16,7 
W054 83,3 83,3 83,3 66,7 66,7 
W061 100,0 100,0 100,0 100,0 100,0 
W065 66,7 66,7 66,7 75,0 66,7 
W074 83,3 83,3 83,3 66,7 66,7 
W075 83,3 83,3 83,3 83,3 83,3 
W103 100,0 100,0 100,0 100,0 91,7 
W105 50,0 50,0 33,3 41,7 41,7 
W109 83,3 75,0 83,3 83,3 66,7 
W112 100,0 83,3 100,0 75,0 66,7 
W115 33,3 33,3 25,0 25,0 41,7 
W117 50,0 50,0 41,7 50,0 50,0 
W120 100,0 100,0 100,0 100,0 100,0 
W122 100,0 100,0 91,3 100,0 100,0 
úspěšnost[%] 73,5 71,2 71,2 67,8 64,0 
 






Cílem této bakalářské práce bylo prostudovat shlukovou analýzu, popsat shlukovací 
metody, využití shlukové analýzy při klasifikaci EKG a aplikování shlukové analýzy na 
jednotlivé signály z databáze CSE. 
V první části bakalářské práce bylo popsáno srdce a fyziologické vlastnosti srdeční 
svaloviny - automacii, vodivost, dráždivost a stažlivost. Následně byly popsány elektrické 
projevy srdeční svaloviny, vznik a měření elektrokardiogramu (EKG). Specifikovány byly 
jednotlivé vlny v EKG rytmu a možnosti umístění elektrod při měření. Popsány byly také 
poruchy rytmu, které se můžou v signálech EKG vyskytovat.  
Další část práce se věnovala již samotné shlukové analýze. Práce obsahuje i zmínku o 
historii shlukové analýzy, ale větší prostor je věnován tomu, co to vlastně shluková analýza 
je. Metody shlukové analýzy byly rozděleny na hierarchické a nehierarchické a blíže popsány 
aglomerativní hierarchické metody, u kterých byl naznačen i postup při řešení.  
V práci je popsáno i využití shlukové analýzy při klasifikaci EKG, která je především 
u dlouhodobých záznamů velmi přínosná pro odborníky a lékaře, kteří záznam hodnotí.  
Všechny signály byly zpracovány v programovém prostředí Matlab. Výsledkem 
hierarchických metod jsou dendrogramy, které vznikají s určitým zkreslením. Korelační 
koeficienty určené z dendrogramu nám dávají informaci o tom, k jak velkému zkreslení tímto 
vytvořením došlo. Hodnota korelačního koeficientu větší nebo rovna 0,8 je považována za 
postačující a zkreslení je považováno za přijatelné. Jen u dvou signálů došlo k většímu 
zkreslení než je přijatelné. Z toho je zřejmé, že vytvořením dendrogramu nedošlo ke 
znehodnocení hodnot signálů. Nehierarchické metody jsou hodnoceny pomocí grafů 
znázorňujících jednotlivé shluky jako body v grafu, které jsou barevně odlišeny podle toho, 
do kterého shluku patří.  
Nejprve byla úspěšnost metod zkoumána v závislosti na jednotlivých svodech. Nejlépe 
byly abnormální komplexy detekovány v prvním svodu. Nejvíce úspěšnou metodou v tomto 
svodu byla metoda KMEANS s hodnotou úspěšnosti 86,36%. Nejhůře byly abnormální 
komplexy detekovány ve druhém svodu, kde byla nejméně úspěšná metoda KMEANS a 
nejvíce úspěšné metody UPGMA, CLINK, SLINK. Celkově byla nejúspěšnější metoda 
UPGMA s hodnotou úspěšnosti 73% a nejméně úspěšná byla metoda KMEANS s úspěšností 
64%. Metoda KMEANS byla nejúspěšnější v detekci abnormálních komplexů pouze 
v prvním svodu, v ostatních svodech byla tato metoda nejméně úspěšná. To může být 
způsobeno tím, že její uplatnění je hlavně u dlouhodobých záznamů EKG. 
Dále byla úspěšnost jednotlivých metod zkoumána na všech 22 signálech z databáze 
CSE. Z použitých metod byla nejvíce úspěšná metoda UPGMA – metoda párové vzdálenosti 
a naopak nejméně úspěšná byla metoda KMEANS. Metoda UPGMA má nejmenší náchylnost 
ke statistickým chybám a je nejméně náchylná k nejednoznačnosti výsledků, protože 
průměrná vzdálenost objektů bývá jedinečná. 
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Metoda KMEANS patří jako jediná mezi nehierarchické metody. Problémem této 
metody může být to, že je nutné na začátku algoritmu zvolit výsledný počet shluků, což může 
ovlivnit úspěšnost metody. Další nevýhodou je to, že po přiřazení bodu do shluku dochází k 
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12. Seznam použitých zkratek 
 
EKG – Elektrokardiogram 
 
SA – sinoatriální 
 
AV – atrioventrikulární 
 
SLINK – metoda nejbližšího souseda 
 
CLINK – metoda nejvzdálenějšího souseda 
 
UPGMA – metoda párové vzdálenosti 
 
WARD – Wardova metoda 
 
KMEANS – metoda K-means 
