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Abstract
We use the geometric approach to the theory of Lie systems of dif-
ferential equations in order to study dissipative Ermakov systems. We
prove that there is a superposition rule for solutions of such equations.
This fact enables us to express the general solution of a dissipative
Milne–Pinney equation in terms of particular solutions of a system of
second-order linear differential equations and a set of constants.
PACS: 02.40.Yy 02.30.Hq
1 Introduction
An instance of nonlinear equations that has been receiving an increasing
interest during the last years because of its ubiquity in physics and engineer-
ing is the presently called Milne–Pinney equation [1, 2],
x¨ = −ω2(t)x+ k
x3
, (1)
where k is a real constant with values depending up on the field in which
the equation is applied. Ermakov introduced this equation when looking
for a first integral for the corresponding time-dependent harmonic oscillator
[3]. In a very short paper, [2], Pinney showed that the general solution
of (1) can be written in terms of a pair of solutions of the corresponding
harmonic oscillator and two constants. More recently it has been shown that
the differential equation (1) admits a superposition rule involving any two
particular solutions and two constants [4].
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Lately Haas [5] started studying how to find an approximate solution
for the simplest damped Pinney equation, the one with a damping term
linear in the velocity. Moreover other problems with a term with a quadratic
dependence on the velocity have recently been studied [6, 7, 8].
The geometric theory of Lie systems [9]-[12] has been very efficient in
dealing with equation (1) and the corresponding Ermakov system [3, 4, 13].
The possibility of considering a larger class of systems that can be reduced
to a Lie system has been shown recently. As a particular example we can
study a generalization of the Pinney equation in which the constant k is
replaced by a time-dependent function. So we can deal with an equation
similar to (1) but including a term proportional to the velocity because such
an equation can be reduced to one like (1) in which the constant k is re-
placed by a time-dependent term. The latter suggests revisiting the theory
of Lie systems from this new perspective in order to deal with such dissipative
Milne–Pinney equations. This is the aim of the paper, which is organized as
follows: We study in Section 2 the possibility of removing the term linear in
velocity by means of a time-dependent change of coordinates while the way
of doing a similar thing by means of a time-reparametrization is analyzed
in Section 3. The properties of Lie systems are used in Section 4 to estab-
lish the corresponding nonlinear superposition rules for some time-dependent
genealizations of Milne–Pinney equations. Finally in Section 5 the recently
proposed theory of quasi-Lie systems is applied in the study of differential
equations of such type.
2 Damped harmonic oscillator with time-dependent
angular frequency
In this Section we show that we can remove terms proportional to ve-
locity in a certain sort of second-order differential equation through a simple
time-dependent transformation. As a main result we deal with a dissipative
Milne–Pinney equation in order to remove its dissipative term in this way.
Nevertheless this time-dependent change of variables is an ad-hoc method
and we just explain here how it works. Later we will explain that quasi-
Lie schemes explain this transformation [14]. We also obtain this result and
more information about some dissipative Milne–Pinney equations through
the theory of quasi-Lie systems without this ad-hoc assumption.
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As a first example we consider an harmonic oscillator with a time-dependent
angular frequency, ω(t), and a term proportional to the velocity with coeffi-
cient γ(t), namely
x¨+ γ(t) x˙+ ω2(t) x = 0 . (2)
Particular instances of this equation are the ones with a damping term with
constant coefficient γ0,
x¨+ γ0 x˙+ ω
2(t) x = 0 , (3)
or the interesting example, found in [15], given by the choice
γ(t) = − d
dt
log[f(t)] ,
which describes a physical model with variable mass m(t) = [f(t)]−1.
Consider a time-dependent transformation of the variable x of the form
x = ζ(t) y (4)
which leads to
x˙ = ζ(t) y˙ + ζ˙(t) y , x¨ = ζ(t) y¨ + 2 ζ˙(t) y˙ + ζ¨(t) y .
This time-dependent change of variables transforms the equation (2) into
y¨ +
(
γ(t) + 2
ζ˙(t)
ζ(t)
)
y˙ +
(
ζ¨(t)
ζ(t)
+ γ(t)
ζ˙(t)
ζ(t)
+ ω2(t)
)
y = 0 . (5)
Therefore we can eliminate the term proportional to velocity by using a
function ζ(t) such that
γ(t) + 2
ζ˙(t)
ζ(t)
= 0
or, more explicitly,
ζ(t) = ζ0 exp
(
−1
2
∫ t
0
γ(t′) dt′
)
. (6)
In this case equation (2) reduces to the harmonic oscillator
y¨ + Ω2(t) y = 0 , (7)
3
with an angular frequency Ω(t) given by
Ω2(t) = ω2(t)− γ(t)
2
4
− γ˙(t)
2
(8)
because, in view of ζ˙(t) = −1
2
γ(t)ζ(t), we obtain
ζ¨(t)
ζ(t)
= − γ˙(t)
2
− γ(t)
2
(
−γ(t)
2
)
=
γ2(t)
4
− γ˙(t)
2
,
and then
ζ¨(t)
ζ(t)
+ γ(t)
ζ˙(t)
ζ(t)
= −γ
2(t)
4
− γ˙(t)
2
.
Hence equation (2) is transformed into the time-dependent harmonic oscilla-
tor (7) with the time-dependent angular frequency Ω(t) given by (8). Note
that equation (7) is the reduced canonical form of (2) as it is indicated in
[16, 17].
We have found a time-dependent transformation which enables one to
remove the term proportional to velocity in (2). We study some particular
instances of this method. For instance, if γ(t) = γ0, the transformation
x = e−
γ0
2
t y , (9)
transforms the differential equation (2) into
y¨ +
(
ω2(t)− γ
2
0
4
)
y = 0 . (10)
So we can analyze the damped system (3) through the time-dependent har-
monic oscillator (7) with a time-dependent angular frequency Ω(t) given by
Ω(t) = ω2(t)− γ
2
0
4
.
This latter nonautonomous second-order differential equation has been con-
sidered quite often both in the classical and in the quantum approach (see
e.g. [18, 19, 20]) and we can deal with it by means of the theory of Lie
systems [13, 19, 21].
Had we started with a generalized Pinney equation with a time-dependent
coupling k(t),
x¨+ γ(t) x˙+ ω2(t) x =
k(t)
x3
, (11)
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we would obtain, through the same time-dependent change of variables (4),
the following equation
y¨ +
(
γ(t) + 2
ζ˙(t)
ζ(t)
)
y˙ +
(
ζ¨(t)
ζ(t)
+ γ(t)
ζ˙(t)
ζ(t)
+ ω2(t)
)
y =
k(t)
ζ4(t) y3
.
Moreover, if ζ(t) is defined by (6), the preceding equation simplifies to the
velocity-independent differential equation
y¨ + Ω2(t) y =
k(t)
ζ4(t) y3
. (12)
Here Ω(t) is given by (8) and ζ is the function (6).
For the usually called damped Milne–Pinney equation, γ(t) = γ0, the
transformation (9) reduces the differential equation (3) to
y¨ +
(
ω2(t)− γ
2
0
4
)
y =
k(t)e2γ0t
y3
.
Notice that in the particular case of equation (11) with γ(t) = γ0 and
k(t) = k0 e
−2γ0t, we recover a Milne–Pinney equation like (1) with k0 and
Ω(t) instead of k and ω(t). This is exactly the example considered in [22] as
associated with the Caldirola–Kanai model.
In the more general case of γ(t) being an arbitrary function, if ζ(t) is
chosen to be such that the term proportional to the velocity vanishes, i.e.
k(t) = k0 exp(−2
∫ t
γ(t′) dt′), we also recover a Milne–Pinney equation like
(1) with coefficient k0.
To sum, for a generic function k(t) we can remove the term propor-
tional to the velocity, but the coefficient of the nonlinear term becomes time-
dependent.
3 Time-reparametrization of some second-order
differential equations.
In the preceding section we studied a particular time-dependent change
of variables which allows us to eliminate the term proportional to velocities
in a certain kind of second-order differential equation. Now we show that
this can also be done by means of a time-reparametrization.
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Given the second-order differential equation,
x¨ = f(x, x˙, t),
the time-reparametrization given by a new parameter s such that
ds
dt
= α(t), (13)
where α(t) has a constant sign, for instance α(t) is positive, which defines
a good reparametrization allowing us to express s as a function of t and,
conversely, t as a function of s, leads to
x′ =
dx
ds
=
1
α(t)
x˙ ⇐⇒ x˙ = α(t) x′
and therefore
x¨ = α˙(t) x′ + α2(t) x′′ .
So we get
x′′ =
1
α2(t(s))
(f(x, α(t(s)) x′, t(s))− α˙(t(s)) x′) .
In the particular instance of a second-order differential equation of the
type
x¨ = a(t) x˙+ b(t) x+
c(t)
x3
the transformed equation is
x′′ =
1
α2(t(s))
(
a(t(s)) x˙+ b(t(s)) x+
c(t(s))
x3
)
− α˙(t(s))
α2(t(s))
x′ ,
i.e.
x′′ =
1
α(t(s))
(
a(t(s))− α˙(t(s))
α(t(s))
)
x′ +
b(t(s))
α2(t(s))
x+
c(t(s))
α2(t(s)) x3
.
Note that, if the function α(t) is chosen to be given by
α(t) = α0 exp
(∫ t
0
a(t′) dt′
)
,
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the term containing the new velocity disappears and an equation of Milne–
Pinney type is obtained. Nevertheless the coefficient of the nonlinear term
is s-dependent
x′′ =
b(t(s))
α2(t(s))
x+
c(t(s))
α2(t(s)) x3
.
So, we have obtained a reduction process from the dissipative Milne–Pinney
equation into an equation of Milne–Pinney type in a new way.
4 Lie systems of second-order differential equa-
tions.
We remark that a system of second-order differential equations
x¨i = f i(x, x˙, t) , i = 1, . . . , n,
is associated with a system of first-order differential equations with a double
number of variables, namely{
x˙i = vi,
v˙i = f i(x, v, t),
i = 1, . . . , n. (14)
Even more generally the system of n second-order differential equations cor-
responding to the system of 2n first-order differential equations{
x˙i = α(t)vi,
v˙i = f i(x, v, t),
i = 1, . . . , n, (15)
is related to
x¨i =
α˙
α
x˙i + α f i(x, x˙/α, t), i = 1, . . . , n .
This type of equations may appear as Schro¨dinger equations of position-
dependent mass [23] with the von Roos prescription [24].
As particular instances, the damped time-dependent harmonic oscilla-
tor described by (3) is associated with the system of first-order differential
equations {
x˙ = e−γ0tv,
v˙ = −eγ0tω2(t) x , (16)
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and the damped generalized Milne–Pinney equation (11) is related to the
system 

x˙ = e−γ0tv
v˙ = eγ0t
(
−ω2(t) x+ k(t)
x3
)
. (17)
Recall that the standard Milne–Pinney equation (1) is linked to the fol-
lowing system of first-order differential equations

x˙ = v,
v˙ = −ω2(t)x+ k
x3
.
(18)
Hence we can study the second-order differential equation (1) through the
system (18). The solutions of (18) are integral curves for the time-dependent
vector field
X(t) = v
∂
∂x
+
(
−ω2(t)x+ k
x3
)
∂
∂v
, (19)
which can be written as a linear combination
X(t) = X2 − ω2(t)X1. (20)
of the vector fields
X1 = x
∂
∂v
, X2 = v
∂
∂x
+
k
x3
∂
∂v
. (21)
These vector fields close on a real Lie algebra isomorphic to sl(2,R) with the
vector field
X3 =
1
2
(
x
∂
∂x
− v ∂
∂v
)
, (22)
because the vector fields Xα satisfy the commutation relations
[X1, X2] = 2X3, [X3, X2] = −X2, [X3, X1] = X1 .
Therefore the second-order differential equation (1) is a SODE Lie system
in the sense of [13, 21] and we can use the theory of Lie systems in order to
study its properties.
More generally each time-dependent vector field of the form
X(t) = β(t)X1 + α(t)X2 , (23)
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where α and β are arbitrary time-dependent functions, is a Lie system of the
same type as the one studied in [13, 21]. Its integral curves are the solutions
of the system 

x˙ = α(t) v,
v˙ = β(t) x+ α(t)
k
x3
.
(24)
This system of differential equations is a generalization of the case given in
[13, 21] and is related to the second-order differential equation,
x¨− α˙(t)
α(t)
x˙− α(t)β(t) x− α2(t) k
x3
= 0, (25)
because the derivative of the first equation is
x¨ = α˙(t) v + α(t)v˙,
and, in view of (24), we obtain (25)
If α is positive and we use the notations α = e−F and β = −qeF , equation
(25) becomes the more general differential equation studied in [25],
x¨+ F˙ x˙+ q x− 1
e2F
k
x3
= 0. (26)
The latter equation can be studied by means of the theory of Lie systems
and a superposition rule for its general solution can be found. In order to
get such a rule we have to consider two copies of the Lie system,{
x˙ = e−Fv
v˙ = −q eF x , (27)
which corresponds to the second-order differential equation
x¨+ F˙ x˙+ qx = 0, (28)
together with one copy of (18). Thus we obtain the system of first-order
differential equations 

x˙ = e−F vx,
y˙ = e−F vy,
z˙ = e−F vz,
v˙x = −qeF x+ e−F k
x3
,
v˙y = −qeF y,
v˙z = −qeF z,
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which corresponds to the differential equations of the integral curves for the
time-dependent vector field
X = e−F
(
vx
∂
∂x
+ vy
∂
∂y
+ vz
∂
∂z
+
k
x3
∂
∂vx
)
− qeF
(
x
∂
∂vx
+ y
∂
∂vy
+ z
∂
∂vz
)
.
This vectorfield can be expressed as X = e−FN2 − qeFN1, where N1 and N2
are
N1 = y
∂
∂vy
+ x
∂
∂vx
+ z
∂
∂vz
, N2 = vx
∂
∂x
+ vy
∂
∂y
+ vz
∂
∂z
+
1
x3
∂
∂vx
.
These vector fields generate a 3-dimensional real Lie algebra with the vector
field N3 given by
N3 =
1
2
(
x
∂
∂x
+ y
∂
∂y
+ z
∂
∂z
− vx ∂
∂vx
− vy ∂
∂vy
− vz ∂
∂vz
)
.
In fact, they generate a Lie algebra isomorphic to sl(2,R) because
[N1, N2] = 2N3, [N3, N1] = N1, [N2, N3] = N2 .
The dimension of the distribution generated by these vector fields is three
and the manifold of the Lie system has dimension six. There are three time-
independent integrals of motion which turn out to be the Ermakov invariant
I1 of the subsystem involving variables x and y, the Ermakov invariant I2 of
the subsystem involving variables x and z, and the Wronskian W of the sub-
system involving variables y and z. They define a foliation with 3-dimensional
leaves. This foliation can be used to obtain a superposition rule.
The Ermakov invariants are
I1 =
1
2
(
(yvx − xvy)2 + k
(y
x
)2)
, I2 =
1
2
(
(xvz − zvx)2 + k
(z
x
)2)
,
where I1 and I2 are non-negative constants for k > 0 and the Wronskian W
is
W = yvz − zvy .
It is to be remarked that the relation of the first equation (27) allows us
to rewrite the invariants I1 and I2, respectively, as:
I1 =
1
2
(
e2F (t)(yx˙− xy˙)2 + k
(y
x
)2)
, I2 =
1
2
(
e2F (t)(xz˙ − zx˙)2 + k
(z
x
)2)
.
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In particular, for F (t) = γ0 t, which corresponds to the above mentioned
example associated with the Caldirola–Kanai model, we recover the invariant
given in (2.11b) of [22].
We can obtain an explicit expression of x in terms of y, z and the three
first integrals I1, I2,W
x =
√
2
|W |
(
I2y
2 + I1z
2 ±
√
4I1I2 − kW 2 yz
)1/2
.
We remark that W is a constant fixed by the two independent particu-
lar solutions of the time-dependent harmonic oscillator x1(t) and x2(t), i.e.
y(t) = x1(t) and z(t) = x2(t), and only I1 and I2 play the role of constants
in this superposition rule for the Milne–Pinney equation. This is not a sur-
prising fact because the Milne–Pinney equation is a second-order differential
equation. Note also that the values of I1 and I2 are nonnegative constants,
but should be chosen such that x(0) be real, i.e. 4I1I2 ≥ kW 2.
5 Ermakov systems that are not of Lie sys-
tem type
In this section we show that there exist dissipative Milne–Pinney equa-
tions that can be transformed into simple Milne–Pinney equations by means
of the methods developed for quasi-Lie systems. Furthermore we can deal
with the so-obtained Ermakov systems as in [21] in order to find many of
their properties, i.e. first integrals of motion or superposition rules. Next we
can use these results to obtain properties of the initial system of differential
equations by inverting the time-dependent change of variable.
Consider the family of differential equations
x¨ = a(t)x˙+ b(t)x+ c(t)
1
x3
. (29)
We are mainly interested in the case c(t) 6= 0 and we can assume that
c(t) has a constant sign for the set of values of t we are considering. The case
in which c(t) is identically zero corresponds to the harmonic oscillator with
time-dependent frequency and a dissipative term.
Usually we associate with such a second-order differential equation a sys-
tem of first-order differential equations by introducing a new variable, v, and
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relating (29) to the system of first-order differential equations{
x˙ = v,
v˙ = a(t)v + b(t)x+ c(t)
1
x3
.
(30)
This system describes the integral curves for the time-dependent vector field
X(t) = a(t)X1 + b(t)X2 + c(t)X3 +X4 ,
where the vector fields X1, . . . , X4, are given by
X1 = v
∂
∂v
, X2 = x
∂
∂v
, X3 =
1
x3
∂
∂v
, X4 = v
∂
∂x
. (31)
Consider also the vector field
X5 = x
∂
∂x
. (32)
The set of these five vector fields is a basis for a R-linear space V . However,
they do not close on a Lie algebra because the commutator [X3, X4] is not in
V . Moreover, it can be checked that there is no finite-dimensional real Lie
algebra V ′ containing V . Therefore the differential equation (30) cannot be
considered as a Lie system. Nevertheless we can deal with this differential
equation through a quasi-Lie scheme.
The two-dimensional linear subspace, W ⊂ V , generated by the vector
fields
Y1 = X1 = v
∂
∂v
, Y2 = X2 = x
∂
∂v
, (33)
is a Lie algebra because these vector fields satisfy the commutation relation
[Y1, Y2] = −Y2 . (34)
What is more, as
[Y1, X3] = −X3, [Y1, X4] = X4, [Y1, X5] = 0 ,
[Y2, X3] = 0, [Y2, X4] = X5 −X1, [Y2, X5] = −X2, (35)
the linear space V is invariant under the action of Lie algebra W on V , i.e.
[W,V ] ⊂ V . Therefore we have found a quasi-Lie scheme to deal with the
differential equation (30).
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The corresponding set of time-dependent diffeomorphisms of TR related
to the flows of time-dependent vector fields in W , α1(t)Y1+α2(t)Y2, is given
by {
x = x′,
v = α(t)v′ + β(t)x′
(36)
with α(t) 6= 0. The inverse transformation is

x′ = x,
v′ = −β(t)
α(t)
x+
1
α(t)
v.
(37)
These time-dependent diffeomorphisms transform the system (30) into a
new one in which the time-dependent vector field determining the dynamics
can be written as a linear combination of the fields of V at each time
X ′(t) = a′(t)X1 + b
′(t)X2 + c
′(t)X3 + d
′(t)X4 + e
′(t)X5 . (38)
More explicitly the new coefficients are

a′(t) = a(t)− β(t)− α˙(t)
α(t)
,
b′(t) =
b(t)
α(t)
+ a(t)
β(t)
α(t)
− β
2(t)
α(t)
− β˙(t)
α(t)
,
c′(t) =
c(t)
α(t)
,
d′(t) = α(t),
e′(t) = β(t),
(39)
and the integral curves for (38) are solutions of the system

dx′
dt
= β(t)x′ + α(t)v′,
dv′
dt
=
β(t)
α(t)
(
b(t)
β(t)
+ a(t)− β(t)− β˙(t)
β(t)
)
x′ +
(
a(t)− β(t)− α˙(t)
α(t)
)
v′
+
c(t)
α(t)
1
x′3
.
(40)
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However, notice that only, if β(t) = 0, is this system associated with a
second-order differential equation, more specifically with
d2x′
dt2
= a(t)
dx′
dt
+ b(t) x′ + c(t)
1
x′3
.
The Ermakov systems studied in [21] are in the family of differential
equations (30). Hence it is natural to look for sufficient conditions to be able
to transform a given system of (30) into one of these Ermakov systems of the
form {
x˙ = f(t)v,
v˙ = −ω2(t)x+ f(t) k
x3
,
(41)
where k is a constant, which corresponds to the second-order differential
equation
x¨ =
f˙(t)
f(t)
x˙+ f(t)
(
−ω2(t)x+ f(t) k
x3
)
. (42)
Next we compare (40) with (41) to transform equation (30) into one related to
Ermakov systems. As a result we notice that α = f and the time-dependent
coefficients a(t) and c(t) must be such that

kα(t) =
c(t)
α(t)
,
α˙(t)
α(t)
= a(t),
(43)
i.e. the sign of k must coincide with that of c(t) and
ω2(t) = −
√
k
c(t)
b(t).
This expression provides a sufficient condition in order to be able to trans-
form a differential equation corresponding to the system (30) into one of the
form of (42). Taking the time-derivative on the first condition of (43) we
obtain 2 k α α˙ = c˙. Dividing by α2 and using the second condition in (43) we
get
a(t) =
c˙(t)
2c(t)
. (44)
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Thus the resulting transformation is determined by
α(t) =
√
c(t)
k
, β(t) = 0, (45)
for a certain constant k.
Next we point out some differential equations (29) appearing in the lit-
erature that can be related by means of the method developed here with a
particular Lie system: the Milne–Pinney equation [21].
As a first example we analyze the Chini differential equation [26]
x¨+
p˙(t)
2p(t)
x˙+
q(t)
p(t)
x =
1
p(t)
k
x3
, with p(t) > 0 . (46)
This equation is associated with the system of first-order differential equa-
tions 

x˙ = v,
v˙ = − p˙(t)
2p(t)
v − q(t)
p(t)
x+
1
p(t)
k
x3
.
(47)
This system is a particular instance of (30) for the following choice of time-
dependent coefficients
a(t) = − p˙(t)
2p(t)
, b(t) = −q(t)
p(t)
, c(t) =
k
p(t)
. (48)
In this case, as c˙/(2c) = −p˙/(2p) = a, these coefficients satisfy the reducibil-
ity condition (44) and we can transform this system into a Lie one through
the transformation (36) determined by the coefficients
α(t) =
1√
p(t)
, β(t) = 0 , (49)
i.e. by means of the time-dependent change of variables

x = x′,
v =
1√
p(t)
v′.
(50)
So equation (47) becomes

dx′
dt
=
1√
p(t)
v′,
dv′
dt
= − q(t)√
p(t)
x′ +
1√
p(t)
k
x′3
.
(51)
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This system describes the integral curves for the time-dependent vector field
X(t) =
1√
p(t)
[
v′
∂
∂x′
+
(
−q(t) x′ + k
x′3
)
∂
∂v′
]
.
Introducing the time-reparametrization
τ(t) =
∫ t
0
dt′√
p(t′)
(52)
the system (51) reduces to the Ermakov system studied in [21]

dx′
dτ
= v′,
dv′
dτ
= −q(t(τ))x′ + k
x′3
.
(53)
which corresponds to the second-order differential equation
d2x′
dτ 2
= −q(t(τ))x′ + k
x′3
. (54)
Now we can use the Ermakov invariant, superposition rules etc. for (53).
Next, by inverting the time-dependent change of variables used for the Chini
equation, we obtain some kind of time-dependent superposition rule for the
solutions of (46).
Walter [27] developed another interesting example:
x¨+
p˙(t)
p(t)
x˙+
q(t)
p(t)
x =
k
p2(t)x3
. (55)
This equation is associated with the system of first-order differential equa-
tions 

x˙ = v,
v˙ = − p˙(t)
p(t)
v − q(t)
p(t)
x+
1
p2(t)
k
x3
.
(56)
This equation is a particular instance of (30) with the functions
a(t) = − p˙(t)
p(t)
, b(t) = −q(t)
p(t)
, c(t) =
k
p2(t)
. (57)
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In this case, as c˙/c = −2p˙/p, these functions satisfy the reducibility condition
(44) and if we choose
α(t) =
1
p(t)
, β(t) = 0 , (58)
then the transformation (36) transforms the equation (56) into the Lie system

dx′
dt
=
1
p(t)
v′,
dv′
dt
= −q(t)x′ + 1
p(t)
k
x3
.
(59)
Introducing a new time function τ by means of
τ(t) =
∫ t
0
dt′
p(t′)
(60)
we obtain
d2x
dτ 2
= −q(t(τ))p(t(τ))x′ + k
x′3
, (61)
which is a standard Milne–Pinney equation that can be described again
through the theory of such systems as in [21].
Finally we consider the example of Colegrave and Abdalla [28]:
x¨− 2 p˙(t)
p(t)
x˙+ p2(t)x = p4(t)
k
x3
, (62)
with an associated system of first-order differential equations

x˙ = v,
v˙ =
2p˙(t)
p(t)
v − p2(t)x+ p4(t) k
x3
,
(63)
which is a particular instance of (29) with the coefficients
a(t) =
2p˙(t)
p(t)
, b(t) = −p2(t), c(t) = kp4(t) . (64)
In this case, if we take β(t) = 0 and we choose as α a solution of the differ-
ential equation,
α˙(t)
α(t)
− a(t) = 0, (65)
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as
α(t) = p2(t) , (66)
we obtain that (36) transforms the initial differential equation into

dx′
dt
= p2(t)v′,
dv′
dt
= −x′ + p2(t) k
x3
,
(67)
which can be studied through the formalism of Lie systems. On the intro-
duction of a new time function
τ(t) =
∫ t
p2(t′) dt′ (68)
the last differential equation reduces to
d2x′
dτ 2
= − 1
p2(t(τ))
x′ +
k
x′3
(69)
and the usual Milne–Pinney equation is recovered.
6 Conclusions and Outlook
We have studied ’ damped time-dependent angular frequency harmonic
oscillators’ and time-reparametrizations of second-order differential equations
through ad hoc transformations. As a result we have found a method to
remove terms proportional to the velocity in certain set of second-order dif-
ferential equations. Afterwards we revisited the theory of SODE Lie systems
and quasi-Lie schemes. These theories allow us to study many (systems of)
second-order differential equations. They provide methods to obtain time-
dependent superposition rules, integrals of motion, solutions etc. In this
paper we have applied these theories to some particular dissipative Ermakov
systems to recover known properties from a new point of view.
The theory of quasi-Lie schemes can be used to deal with many systems
of differential equations. We expect to analyse new differential equations in
forthcoming papers, recovering known properties and finding new ones.
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