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1. INTR~OUCTI~N 
As has been noted by Fraenkel [5], certain integrals with integrands of the 
form u(x) V(X/E) have asymptotic expansions that can be determined using 
singular perturbation theory. The idea simply is to replace u(x) U(X/E) by a 
uniformly valid composite of its inner and outer expansions and then 
integrate term by term. In this paper we shall develop some extensions of this 
idea and derive asymptotic expansions for functions defined by integrals of 
the form 
F(E) = ju”f(x, XbI(E),..., X/U,(E)) dx, (1.1) 
where the scale factors ok(e) = o( 1) as E + O+, k = 1, 2 ,..., n, and b < 00. 
As in [ 71, we shall say f(x, X) E C”( [0, b] x [0, co]) if both f(x, X) and 
fix, X) are in C”‘([O, b] x [0, I]), where f(x, X) =f(x, l/X). Also, we shall 
continue to use the notation 
The following result, which is a sharpened version of [7, Theorem I], forms 
the basis for our work. 
THEOREM 1. ~ff(x, x) E CZN([O, b] x [0, co]), then 
fcxY X/E) = 2 ek[Uk(X) + U&/E)] + o(eN) (l-2) 
k=O 
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uniformly as E + 0’ for 0 < x < b, where 
and 
n-1 
u,(x) =x-n f-yx, 00) - y X”f lm,-nl 0 (d] (1.3) 
m-o 
urn(X) =xm 
[ 
f Iml((), X) _ f! X-nfb-nl 0 
“YO 
( A)]. (1.4) 
From Theorem 1 it is a straight-forward computational matter to show, 
e.g., that iff(x, X) E Cffl( [0, l] x [0, co]), then for any N > 0, 
.I N-1 
! 
o f(x, X/E) dx = L Eh [A, - (E log E) Bk] + O(&“) (1.5) 
h=O 
as E+O’, where B, =f lh,-h-‘l(O, co) and A, is defined in Section 2. 
While (1.5), with the explicit formula for A,, is believed to be new, even in 
the case f (x,X) = u(x) v(X), for integrals with integrands of the form 
u(x) V(X/E) there also exists an extensive asymptotic theory based on the 
Parseval identity for Mellin transforms (cf., [ 1-3, 6, 81). In this theory the 
functions u(x) and v(X) can have asymptotic expansions of a quite general 
nature. We can handle certain kinds of singular behavior. For example, if 
0 < r < 1 and f (x,X) is as in (1.5), then 
J 
d/(,qx,~)x-rdx=;.l 
h=O 
Eh[Ch + &I-D,] + O(cV), (1.6) 
where D, is the integral of vh(X)X from 0 to co, and 
c, = 1.' uh(x) x - ' 
h-l 
dx - C (k - m - 1 + r)-‘f[m,-kI(O, co>. 
'0 m-0 
Theorem 1, however, does not apply to integrals with oscillatory (Fourier: 
type) kernels or, except in special cases, when logarithms are involved. On 
the other hand our integrands need not factor and our theory extends to 
integrals of the general form (1.1). 
2. BASIC RESULTS 
Our first objective is to prove Theorem 1. Then we shall establish (1.5) 
and work an example. Problems involving more than two scales are 
discussed in Section 3. 
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LEMMA. If f(x, X) E C'([O, b] x [0, co]), then f(x, X/E) = 4(x, X/E) + 
o(l), where #(x, X) =f(x, 00) +f(O, X) -f(O, co), uniformly as E + 0 + for 
O<x<b. 
Proof: Let q > 0 be given. Then there exists 6 > 0 such that 
1 f(x, X) -f(0, X)1 < q whenever (x, X) E [0,6] x [0, co]. Therefore, 
I f(x, XI&) -f&4 X/El < % If@, a> -fP, =))I < v (2-l) 
for all (x, E) E [0,6] x (0, oo]. Similarly, there exists A > 0 such that 
IJ(x, X) -f(x, co)1 < q whenever (x,X) E [0, b] x [A, co], and therefore, 
I f(-T X/E) -.0x7 0011 <% If(O7 XI&) -.m =))I < rl P-2) 
for all (x, E) E [6, b] x (0, d], w h ere d = S/A. Together (2.1) and (2.2) show 
that If(x, X/E) - 4(x, x/e)1 < 2~ whenever (x, E) E [0, b] x (0, d]. 
Of course, this lemma is just Theorem 1 with N = 0. We are ready now 
for the general case. 
Proof of Theorem 1. By the lemma, Theorem 1 is true for N = 0. 
Assume it is true for N=M>O and let N=M+ 1, so 
j-(x, X) E CZM + z ([0, b] x [0, co]). Then g(x, X) = X[f(x, X) -f(x, co)] is in 
CzM+‘([O, bl x [O, ml), and hence, h(x, X) E CZM([O, b] x 10, a]), where 
h(x, X) = x- ’ [ g(x, X) - g(0, X)]. Therefore, 
h(x, x/c) = 5 E~[z&(x) + z?~(x/E)] +o(E”) 
k=O 
(2.3) 
as E + 0’ uniformly for 0 < x < b, where Ck and 0, are the same as uk and vk 
in (1.3) and (1.4) except we have h in place off: For E f 0, 
h(x, X/E) = E- ‘ [j-(x, X/E) - 4(x, X/E)], 
where $(x,X) is the function defined in the lemma. Therefore, substituting 
into (2.3), 
f(x, X/E) = $qx, X/E) + E -f E’[&(x) + $&/&)I + O(E”+‘). (2.4) 
k=O 
NOW note that gt”,-nr (X, Co) =f[“‘--n-‘J(~, oo), and hence, 
h[O,-n](x, co) = X-‘[f[O.-~-ll(X, m> -j-I”.-d(o, m>l. 
Similarly, 
h’“,“(O, x) = X[flm+l.ol(O, X) -f[“+ ‘qo’(O, a)]. 
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From here it is clear that ulk = Us+ I and 0, = ok+, and thus (2.4) is the same 
as (1.2) with N = A4 + 1. This completes the proof of Theorem 1. 
Turning to (1.5), since ftrnv-‘] (x, co) is just the coefficient of X-” in the 
power series for ftm301(x, X) as X-1 co, we see from (1.4) that 
Nfl 
u,(X) = B,X-’ + \‘ 
k=%2 
xm-kf[m,-kl(o, oo) + o(xm-N-2) 
as X+ co. Hence, for O<m<N, 
j_ [u,(X) - B,X-‘1 dX = *+’ N-m+1 
. l/c k=i;;;t2 
1 Ek-m-l 
ink + O(E 1 
as s--+0+, and it follows that 
E”’ !f u,(x/E) dx = E”‘+~(u,,, -B log E) - ‘v’ 
k -IT+ 2 
&,,k~k + O(E”) 
as E -+ Of, where 
and 
a,=j;[o,(x)-(1+X)-‘B,]dX 
A,, = (k - m - l)-‘f’“~-kl(O, co). 
(2.5) 
Thus, noting that 
N-l N-l N-l k-2 
5’ F- AmkEk = 2: 1 jimkEk, 
m=O k=%+2 k=O m:O 
we obtain the desired result, which we now state formally as 
THEOREM 2. Zf f(x, X) E P([O, l] x [0, co]), then (1.5) holds with 
A,=a,,A,=a,+a,and 
k-2 
Aklak+uk&,- 1 &,kr k> 2, (2.7) 
!?I=0 
where czk is the integral of uk(x) over [0, 11. 
It is interesting to see how this result works on the elementary integral 
Q(E) = Iom E + F+ x2 = E - ’ ?u” f (x, X/E) dx. 
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Here we havef(x,X)= [l +X(1 +x)1-‘. Thusf(x, co)=0 and 
N-l 
p-(x, a) = (-l)k”(l +x)-k = (-1)kC’ c x” + O(xN) (2.8) 
n=O 
for k >, 1. Hence uo(x) = 0 
ul(x)=x-‘[(l +x)-l- 11, 
u,(x) = x-2[-(1 +x)-’ + 1 - 2x], 
and B, = 1, B, = 2, B, = 6, B, = 20. Also, it is clear that 
N-l 
j-(x, X/E) = s &k[X-kf’o.-k’(X, co)] + X-NO(&“) 
k=l 
uniformly as E j 0’ for 1 < x < co. Therefore, 
Q(E) = - log E + A ; - 2s log E t c/I; - 6c2 log E 
t &*A; - 20~~ log E t O(c3), (2.9) 
where Ai is the same as A, in (2.7) except we have 
.I 
a; = 
I 
.a, 
Ilk(X) dx + 
J 
X-kf[oq-k’(X, al) dx (2.10) 
0 I 
in place of ok. We now evaluate Ai, Ai, and A;. From the (uniformly valid) 
expansion 
f(x,X)=(l +X)-‘-xX(1 +X)-2+x*X*(1 +X))3+O(x3) 
off(x, X) as x+ O’, it is apparent hat uo(X) = (1 t X))‘, 
Ul(X) =X[-X(1 +x>-’ +P], 
and 
U*(X)=x*[X~(l +X)-3-X? +3X-2]. 
Thus, applying (2.5), a, = 0, a, = -1, a, = -7/2. Similarly, substitution into 
(2.10) yields ai = 0, ai = -2, a; = -6, and from (2.8) we can read off 
Lo2 = -1, ,I,, = l/2, A,3 = -3. Therefore, Ai = 0, A; = -2, and A; = -7. 
409/89/l-14 
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3. A LAPLACE-TYPE INTEGRAL 
As an example of a problem involving more than two scales, we shall 
derive an asymptotic expansion for the function 
Y(v) = v lfE ecrx* 1 + ,“;“+ x* 
-0 
(3.1) 
as v * co. As in a related problem discussed by de Bruijn [4], the classical 
Laplace method is inapplicable here because the radius of convergence of the 
Maclaurin series for (1 + vx + x2)-i is smaller than the range O(v- Ii’) of 
the exponential factor. In de Bruijn’s problem this difficulty is resolved by 
shifting the path of integration into the complex plane. Cauchy’s theorem 
does not help us in dealing with (3.1); however, because in (3.1) the critical 
point x = 0 is one of the limits of integration. 
The key to extending the method of Section 2 to obtain an expansion for 
V(v), and in general, integrals of the form (1. l), is to note that if the function 
fin Theorem 1 depends uniformly on an additional (possibly n-dimensional) 
parameter, then expansion (1.2) is uniformly valid in that parameter. To be 
specific if f(x, X, 7’) E C”“([O, b] x [O, co] x [0, co]), then the expansion of 
f(x, X/E, 7’) in accordance with (1.2)-(1.4) holds uniformly for all 
(x, T)E [WI x [0,03]. N ow assume G(E) > 0 and O(E) = O(E) as E -+ Ot. 
Then for E > 0 and x E [0, b] we have x/o(e) E [0, co 1, and hence, we can 
substitute X/U(E) for T. This gives us an expansion off(x, X/E, X/U(E)) which 
is uniformly valid for 0 <x < b. In place of UJX) and u,Jx/E) in this 
expansion we have functions of the form u,(x, X/U(E)) and vk(x/e, x/o(s)). 
But u,Jx, X) E C”([O, b] X [0, co]). Therefore we can expand uk(x, X/U(E)) 
according to Theorem 1, in powers of U(E), and integrate it according to 
Theorem 2. Similarly, we can get an asymptotic expansion of u,Jx/E, X/U(E)) 
on 0 < x < b by employing Theorem 1 to expand v,JX, X/r(s)) uniformly for 
0 < X < co, where Z(E) = E-‘U(E), and then putting X = X/E. 
This ability to accommodate uniform parameter dependence makes it easy 
to extend our results to complex E. We can see for instance that (2.9) is 
uniformly valid as E -+ 0 in the sector 1 arg E] < a, a < 71, by setting E = peie 
and applying Theorem 2, with p in place of E, to f(x, XeK”) = 
[ 1 + Xe-“(1 + x)] -‘. Indeed, by analytic continuation, we immediately 
have the following generalization of Theorem 2: 
THEOREM 3. Zf f(x, Xec”) E P([O, l] x [0, co] X [-a - 6, a + S]), 
where 6 > 0, then (1.5) holds uniformly as E -+ 0 in the sector 1 arg E ] ,< a. 
Returning now to (3.1), let E = v-i”. Then 
y(v) = E -’ f ‘f(x, x/c, x/e’) dx + o(E~), 
so 
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wheref(x, X, r) = (1 + T + x2)-’ exp(-X2), and we have used the fact that 
(“f(x, x/e, X/E’) dx < jm e-(x’a)2dx = O(em), 
-1 1 
i.e., = o(P) as E -9 Of for any n. Clearly f(x, X, r) E P([O, l] x 
[0, 001 x [0, 001). Also f[oq-n*ol (x, co, T) = 0 for all n > 0. Hence, by 
Theorem 1. 
j-(x, X/E, T) = 5 Em[X/E)mf~m~o~ol(O, X/E, 7-J] + O(P+ ‘> 
!?I=0 
uniformly as E --) 0 + for all (x, 7’) E [0, 1 ] x [0, co 1, and thus 
f(x, X/G X/E2> = 5 Em[(X/E)mf~m~o~O’(O, X/E, X/E2)]+ 0(&M+ ‘) 
m=O 
uniformly as E + Ot for all x E [0, 11. Therefore, 
Y(v) = E - ’ 5 E'~G,,,(E) +O(E~~), 
m=O 
(3.2) 
where 
G,(E) = (-ljm r,” epf2 (1 +z),,,+, dt. 
If, say, x4(x) E P[O, co], then by Theorem 2 
J r &dx = Nfl ?[E, t (-l)k+’ $‘k1(O)(~ log c)] t O(?), (3.3) k=O 
where E, = 0, E, = /?, and, with 
/3,=(X-k 
k-l 
[qVx> - n,. x”4’“‘(0)1 dx t jI” x-“4(x) dx, 
E, = (-l)k+l 
1 
, k> 2. 
Thus, in particular, 
Go(e) = --E log E - f~c + n1’2~2 +e3 log E - ;(I - y) e3 
- +7P2&4 - fs’ log & + 0(&j), (3.4) 
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TABLE I 
” 2 4 6 4 + 2i 2 + 4i 
Approximate 0.518 0.914 1.068 0.972 + 0.172i 0.985 + 0.35li 
Exact 0.722 0.938 1.072 0.970 t 0.152i 0.953 + 0.361i 
where y is Euler’s constant. Also from (3.3), by differentiation, we find 
&‘G,(E) = ;TC”~E~ - 2~~ log E + O(E’) (3.5) 
and s2”‘G,,,(c) =o(E’) for m > 2. Therefore, combining (3.2), (3.4), and (3.5), 
Y(v) = f log v - fy + 71”2v-“2 - iv-’ log v - i(l - y) v-’ 
_ i ?pv-3/2 + i v-2 log v + 0(v-2). (3.6) 
In light of Theorem 3 it is clear, expansion (3.6) holds uniformly in the 
sector 1 arg VI < a, a < n/2. A comparison of values of Y(v) according to 
(3.6) with (rounded) exact values is given in Table I. Finally, we shall note 
that the intermediate result (3.2) is a special case of the following general 
reduction theorem: 
THEOREM 4. Assume b(c) > 0, (T,JE) > 0 and ok(c) = a((~~_ ,(E)), 
k = 1, 2 ,..., n, E + O’, where U,,(E) = 1. Let 
.6(E) 
F'(E) = j. f(x, X/U,(&) Y..., x/u,(e)) lfx. 
If f (4 x, 3 x2 ,*.. X”) E P([O, b(E)] x [O, co] x 10, co] x a’. x (0, a]), then 
for any N > 0, 
k=O 
as E-O+, where 
Fk(&) = j.b(t) Uk(X>X/%(&),..., X/U,(E)) dx, 
-0 
and 
G/c(E) = j.b’(E) uk(x, X/r2(E),..., X/r,(&)) dx, 
-0 
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with bl(c) = b(c)/a,(&) and ~~(6) = o&)/cT~(E). A/SO, 
k-l 
u,(x, X’) =x-k f’“,-k’(X, 00, X’) - c x”f’“.-kyo, 03, X’) , 
m=O I 
v,(X,X’)=Xk [ f[“~“yO,X,X’) - t X-mf’k’-ml(O, ,,xq, m=o 
where X’ 7 (X2, X,,...,X,) and f[k3-m1(~, X, X’) =f’k,-m,o.o....,ol(~, X, 
x, 3 x, ,**., x,>. 
Proof: This result follows directly from the fact that by Theorem 1, 
N-l 
f(x, X/O,(E), X’) = \‘ 
k=O 
&)[U&, x’) + Uk(X/o,(&), x’)] t o(“:(E)) 
uniformly as E-O+ for all (x, X,, X, ,..., X,) E 10, N&)1 x IO, ~0 I x 
[O, Go] x *-* x [O, co]. 
In the case of (3.2), we have uk(x. X/G*(E)) = 0 and 
fb’@’ uk(x, x/s~(E)) dx = fCC x~~~~,~~~‘(O, x, X/E) dx + o(cm), 
-0 -0 
with U*(E) = c2, r2(&) = E, and b,(c) = E-‘. 
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