We present an extension of the functional data analysis framework for univariate functions to the analysis of surfaces: functions of two variables. The spatial spline regression (SSR) approach developed can be used to model surfaces that are sampled over a rectangular domain. Furthermore, combining SSR with linear mixed effects models (LMM) allows for the analysis of populations of surfaces, and combining the joint SSR-LMM method with finite mixture models allows for the analysis of populations of surfaces with sub-family structures.
Introduction
In recent years, functional data analysis (FDA) (Ramsay and Silverman, 1997) , the data analysis of curves, has become a popular and powerful tool for statistical analysis and pattern recognition. With the ability to handle data arising from infinitely dense curves in a greatly reduced dimensionality, FDA has lent itself to numerous modern applications in a large variety of scientific areas. A survey of applications of FDA to biological, economic, medical, machine learning, and sociological data, can be found in Ramsay and Silverman (2002) .
Of interest are applications of FDA to the problems of classifying and clustering curvilinear data. Here, we define classification as the supervised learning of discrimination rules based on labeled data from functions belonging to different groups, and clustering as the unsupervised learning of different groups of functions based on unlabeled training data.
Currently, there is a large literature on techniques developed for the clustering and classification of functional data. A short survey of interesting developments in the area include: B-spline regression for classification by linear discriminant analysis (LDA) and clustering by mixtures of linear mixed models (MLMM) (James and Hastie, 2001; James and Sugar, 2003) , Fourier basis regression for clustering by MLMM (Ng et al., 2006) , nonlinear regression for classifying and clustering by Gaussian mixture models (GMM) (Ma et al., 2002) and MLMM (Wang et al., 2007; Hou et al., 2008) , piecewise polynomial regression for classifying and clustering by GMM (Chamroukhi et al., 2010; Chamroukhi and Glotin, 2012) , Gaussian process regression for classifying by principal component analysis (Hall et al., 2001 ) and by centroid-based methods (Delaigle and Hall, 2012) , curve classifying by support vector machine (Rossi and Villa, 2006) , and curve clustering nonparametric density estimation (Boulle, 2012) .
The main focus of the FDA literature has concentrated on the analysis of data generated by univariate functions with a lesser emphasis on exploring the analysis of surface data, generated from bivariate functions. Some important methods for dealing with surface data include: Kriging (Matheron, 1963; Cressie, 1991) , thin-plate splines (Duchon, 1977; Wahba, 1990) , multivariate adaptive regression splines (Friedman, 1991) , soap film smoothing (Wood et al., 2008) , and spatial spline regression (SSR) models (Malfait and Ramsay, 2003; Ramsay et al., 2011; Sangalli et al., 2013) . The developments in bivariate FDA have concentrated on smoothing and accurate estimation based on data generated from a single function rather than inference regarding data from multiple functions.
In this article, we extend the work on functional clustering by James and Sugar (2003) and functional discriminant analysis by James and Hastie (2001) to the case of bivariate functional data. We do this by presenting a novel application of bivariate spline functions, as used in SSR, to the problem of estimating the probability distribution of surfaces through multiple sets of functional observations. This is approached by using linear mixed effects models (LMM) and naturally leads to clustering by MLMM (Celeux et al., 2005; James and Sugar, 2003; Ng et al., 2006) , where we assume that the observed samples arise from a mixture of generative functions. We call this approach mixtures of spatial spline regressions (MSSR). MSSR models not only allow for the clustering of surfaces into groups, but also lets us estimate mixture distributions for different classes of observations in supervised data. When observations are obtained along with their class labels, MSSR can be used to estimate the posterior probability of membership of the different surface classes observed. These probability distributions can then be used for classification by the approach we term mixtures of spatial spline regressions discriminant analysis (MSSRDA). We note that MSSRDA is a bivariate, spatial analog of the mixture discriminant analysis (Hastie and Tibshirani, 1996) extension of the LDA approach (James and Hastie, 2001 ) for univariate functional data. This paper is organized as follows. We present the SSR model for a single surface and the LMM extension for describing the distribution of bivariate functional data sets arising from perturbations of a single generative surface in Section 2. In Section 3, we describe the MSSR model for clustering when the the functional data arise from a mixture distribution of generative surfaces and, in Section 4, we extend the use of MSSR to classification through MSSRDA. In
Section 5, we demonstrate the application of MSSR and MSSRDA to the ZIP code data set from Hastie et al. (2009) , a subset of the MNIST data set (Le Cun et al., 1990) , and discuss our results. Finally, in Section 6, we provide conclusions, remarks, and an assessment of possible future directions for this research.
Spatial spline regressions
In this section, we discuss the use of SSR for the problem of fitting a model to data observed from a single surface within a rectangular domain. The technique is then extended to the fitting of data generated from a family of generative surfaces by using LMM.
., m) be a sample of m observations. Here x k = (x 1k , x 2k ) T and y k = µ (x k ) + e k , where µ is an unknown bivariate function and the superscript T denotes transposition. We make the closed rectangular domain restriction that (x 1k , x 2k ) ∈ R, where If µ has a known parametric form, it is possible to estimate µ to get an optimal least-squares or maximum-likelihood fitted functionμ (x). This can be achieved with nonlinear regression analysis (Bates and Watts, 1988) . Nonlinear regression analysis is not possible for unknown µ.
Nodal basis functions
In the univariate FDA literature, a popular approximation of µ for observations that are in a bounded set is to use B-splines (Ramsay and Silverman, 1997) . The idea of univariate B-splines can be extended to bivariate surface estimation through the use of nodal basis functions (NBFs) from the finite element method (FEM) literature (Braess, 2001) . The idea of using NBFs was first introduced by Malfait and Ramsay (2003) for estimation of historical functional data, and later used in Ramsay et al. (2011) and Sangalli et al. (2013) for estimation of sparsely sampled surfaces with applications in demography and hemodynamics; the study of blood flow and circulation.
Like univariate B-spline interpolation, a decision must first be made on the number of basis functions to use to estimate the function µ. We take a regular grid approach, reminiscent of Malfait and Ramsay (2003) , and define d = d 1 d 2 as the number of bases used where d 1 and d 2 are the number of columns and rows of bases, respectively. The domain R is then divided into d regularly spaced points c l for l = 1, ..., d such that
. . .
At every point c l ∈ C, as given by (1), we place a piecewise linear Lagrange triangular finite element NBF (Sangalli et al., 2013 ) of the form
where x ∈ R and c = (x 1c , x 2c ) ∈ {c 1 , ..., c d }. The NBF will be shortened to s (x; c) for ease of notation due to the constancy of δ 1 and δ 2 . We give an example of an NBF in Figure 1 .
Using (2), we can approximate the function µ within the domain x ∈ R by a linear combination of the NBFs,
where
T is a vector of basis coefficients. It can also be shown that the approximation scheme (3) can exactly interpolate µ if µ belongs to the family of affine planes (Malfait and Ramsay, 2003) .
Fitting SSR models
The estimation problem of fitting a surface to the sample w c = w
T can be approached by approximating µ by (3), and assuming that for all k = 1, ..., m. This leads to the matrix form
where y = (y 1 , ..., y m )
T , e = (e 1 , ..., e m )
T is a Gaussian error distributed as N (0 m , σ 2 I m ), and where
and I m is the identity matrix of subscripted dimension.
The probability density function of y is given by
where φ is the m-variate Gaussian probability density function. The likelihood function for β and σ 2 is given by
under the linear model (5).
Using the likelihood function (8), the maximum likelihood estimates (MLE) for the model parameters are given byβ
whereβ andσ 2 is the MLE for β and σ 2 , respectively. The estimateβ can be substituted back into (3) in order to interpolate the function µ and is noted to be equivalent to a least-squares fitting of SSR models (Sangalli et al., 2013) .
The SSR presented so far closely resembles the results from Sangalli et al. (2013) and can be extended upon to make inferences about the fitted surface. However, the SSR framework does not allow for the analysis of data generated from a family of surfaces where each surface is generated from the same distribution. We therefore introduce the spatial spline regression linear mixed effects model (SSR-LMM) in order to handle such a scenario.
Linear mixed effects models
Instead of a single observed sample from a single surface, we now consider the case of n samples of observations from distinct surfaces w cj = w T j1 , ..., w
T , where m j is the number of points observed for surface j, and y jk = µ j (x jk ) + e jk , where e jk ∼ N (0, σ 2 ) for all j = 1, ..., n and k = 1, ...m j . The function µ j is an unknown function such that E (µ j (x)) = µ (x) for all j for some mean function µ. If the distribution of µ j were known, it would be possible to estimate the function µ using nonlinear mixed effects models (Pinheiro and Bates, 2000) . The unknown nature of µ once again necessitates approximation, for which we use SSR.
For each sample w cj , we can postulate corresponding to (3) that
where b jl ∼ N (0, ξ 2 ) are random effects. We then have that
where 0 d denotes the zero vector of the subscripted dimension.
The density function for each y j can be expressed as
and thus we can write the likelihood function for the parameter vector
Fitting SSR-LMM
The MLE of the parameter vector Ψ can be found by maximizing (15) over Ψ. The maximization can be achieved with numerical methods such as by using Newton or Quasi-Newton type algorithms (McLachlan and Krishnan, 2008) , which can become numerically intensive given either a large number of samples n, number of observations m j or dimensionality of the spline approximation d. We can instead consider that the random effects b j are latent variables which can be interpreted as missing data. In this case, we can use the EM algorithm (Dempster et al., 1977; McLachlan and Krishnan, 2008) . In the EM framework, the complete-data likelihood is given by
Using (16) we can devise an EM algorithm for obtaining the MLE of Ψ as well as estimate the missing data vectors b j . Starting with an initial estimate
2 T and letting
2 T , the E-and M-steps of the algorithm can be described as follows.
On the (k + 1) th E-step, the required conditional expectations
T j e j |w cj are computed as
and
for each j = 1, ..., n.
If we let
we can compute the (k + 1) th iteration of the M-step estimate Ψ
The E-and the M-steps are alternated repeatedly until the increase in likelihood evaluations falls below a numerical threshold. The final iterate of the parameter vectorΨ = β ,σ 2 ,ξ 2 T can then be used as the MLE of the system of equations (12), and the conditional expectation 
Mixtures of spatial spline regressions
So far, we have described the SSR-LMM approach that allows us to estimate and make inferences based on data sets for surfaces from a common family. In this section, we extend the SSR-LMM to model the situation where the n observations w cj (j = 1, ..., n) are generated from g different families of surfaces through the use of a g component mixture model (McLachlan and Basford, 1988; McLachlan and Peel, 2000) . We suppose that the jth observation is generated from an unknown function µ ij , with the functions µ ij (j = 1, ..., n) distributed around some mean function µ i , where E (µ ij (x)) = µ i for each component i (i = 1, ..., g). If the observed sample w cj has been drawn from the ith component of the mixture mode, we can write
is an additive white noise component.
Fitting MSSR Models
Like the models SSR and SSR-LMM, if the functions µ i are known, nonlinear MLMM can be used to estimate the parameters directly (Wang et al., 2007; Hou et al., 2008) . Given that we do not know the form of µ i , once again, we can use SSR to make an approximation. Supposing that the surface for each observation j (j = 1, ..., n), conditioned on w cj belonging to component i (i = 1, ..., g), can be approximated by
are the basis coefficients and random effects, respectively.
The approximation (27) gives us the matrix form
where e ij ∼ N 0 m j , σ 2 I m j for each observation w cj (j = 1, ..., n), given membership of com-
If we let the probability of membership in the ith component be π i such that g i=1 π i = 1, we can write the probability density function of y j as
We observe that the density function f (y j ; Ψ) is a Gaussian mixture model with g components which we can use to write the likelihood function across all n observations w cj (j = 1, ..., n) as
Similarly to (15), maximizing (30) over the parameter Ψ is a difficult numerical problem. As an alternative, we can write the complete-data likelihood function by introducing latent variables
Using (31) and incorporating the random effects b ij into the model as missing data in our EM framework, we can express the complete-data likelihood function based on the observations w cj
We can work with the complete-data likelihood L c (Ψ), via the EM algorithm, to maximize the incomplete-data likelihood L (Ψ). See Appendix.
The E-and M-steps are alternated repeatedly until the increase in consecutive likelihood evaluations falls below a numerical threshold to giveΨ = σ 2 ,β
T which can be used to make inferences regarding the different families of surfaces. As with the SSR-LMM model, we can also obtain a description of the distribution of the surfaces around the family average surfaces as well as that of the white noise through the estimatesξ 2 i for each i = 1, ..., g, andσ 2 , respectively. We note that SSR-LMM is a special case of MSSR when g = 1 and that our method for estimation of the MSSR model resembles the approaches of Celeux et al. (2005) and Ng et al. (2006) .
Clustering with MSSR
For the EM process for maximizing equation (32), we also need the conditional expectationŝ τ ij = EΨ (Z ij |w cj ) for each j = 1, ..., n and i = 1, ..., g. These conditional expectations are in fact conditional probabilities of each observation w cj belonging to component i: prΨ (Z ij = 1|w cj ).
If we consider that each cluster corresponds to a component of the mixture model as defined by (31), then using a decision-theoretic approach, we can allocate each of the observations w cj to one of the g clusters using the plug-in sample version of Bayes' rule (McLachlan, 1992) . That
whereẑ ij is an estimate of Z ij .
Selecting the number of components g
In the discussion so far, it has been assumed that the number of families g is given. However, in practice, there are few situations where the number of families is known beforehand.
Since the number g cannot be estimated within the MSSR estimation process, an external method must be devised in order to determine g. We suggest that information-theoretic methods can be applied in this situation such as the Bayesian information criterion (BIC) (Schwarz, 1978 ).
If we let γ be a whole number, andΨ γ = σ 2 ,β 
Since a search over all possibilities is generally not a feasible strategy, other search methods are required to find the optimal value for g. Obvious candidates for the purpose are simple, greedy algorithms such as forward selection methods whereby γ is either increased until the criterion ceases to improve. The forward selection strategy is implemented in Section 5.
MSSR discriminant analysis
Assuming we have data from q known classes. We let w chj = w is a set of m points from a surface belonging to one of the q classes of surfaces. We can achieve a solution to this problem by using MSSR as described in Section 3.
Firstly, we suppose that the hth class of surfaces can be approximated by a mixture of g h components whereby, conditioned on w chj belonging to component i (i = 1, ..., g h ), the surface can be approximated using (27). Here g h can be chosen using a forward selection procedure according to the BIC.
Using the n h samples from class h (h = 1, ..., q) and the MSSR estimation method from Section 3, the probability density function for the hth class corresponding to (29) is given as
T is the MLE of the parameter vector under the MSSR model of the hth class of surfaces,π h = (π 1 ,π 2 , ...,π g h )
T
and S are the basis evaluations of the observations from w c as per (6). The MLE can be obtained by applying the EM algorithm as described in the Appendix.
If we let the prior probability of observation w c belonging to class h (h = 1, ..., q) be ν h , then
Combining the estimatesν h with the conditional density functions f h , we can estimate the a posteriori probability of observation w c belonging to the class of surfaces h (h = 1, ..., q) bŷ
If we letĥ be the class from which w c is drawn from, we can use the plug-in Bayes' rule r w c ;Ψ 1 , ...,Ψ q = arg max h=1,...,qω h
and setĥ = r w c ;Ψ 1 , ...,Ψ q .
In the next section, we provide examples and examine the performance of both MSSR as a surface clustering method and MSSRDA as a classification method.
Applications and discussions
We now demonstrate the use of SSR, MSSR, and MSSRDA in off-line handwriting recognition problems. The SSR procedure can be shown useful for image compression of handwriting data, MSSR can be used for recovery of images with missing pixels, and MSSRDA can be used for classification of handwritten character images in situations with and without missing data. All of our implementations of SSR, MSSR, and MSSRDA were performed through the R software environment (R Development Core Team, 2011).
Handwriting data
The data set used in our applications is the ZIP code data set from Hastie et al. (2009) Each observation is a normalized and deslanted 16 by 16 pixels greyscale image where each pixel has an intensity value between -1 and 1. The intensities are normalized values from a discrete range such that -1 is perfect black and 1 is perfect white.
Image compression by SSR
We can interpret each image from the training set as a set of 7291 image vectors w cj , whereby j = 1, ..., 7291. For each j, the observation is given by w cj = w x j2 = (1, 2) · · · x j16 = (1, 16)
x j17 = (2, 1) x j18 = (2, 2) · · · x j32 = (2, 16) (3, 16) . . . . . . . . .
Let y jk be the intensity value at pixel k from observation j (j = 1, ..., 7291; k = 1, ..., 256). Using the SSR procedure from Section 2, we fit the estimated spline function d l=1β jl s (x; c l ), whereβ j = β j1 , ...,β jd T is the vector of estimated basis coefficients for each j. The intensities y jk for each observation w cj can be approximated with the vectorβ j by computing the estimatê
We can consider the estimation process as an image compression since the original observation w cj can be compressed to the set of basis coefficientsβ j = β j1 , ...,β jd T , which can be used to approximately recover the intensity of each pixel given the correct computational mechanisms.
Using d = 64, the original 256 pixel image can be compressed by a factor of 4.
The amount of loss due to compression for each image j can be measured by the sample mean squared error (MSE) and the sample mean absolute deviation (MAD) given as
respectively.
The average MSE and MAD values are reported in (Table 1 ) alongside the naive and spatial information-free predictorŷ
for each observation w cj , and the four pixel-averaging procesŝ
if k = 32t + r + 1,
if k = 32t + r + 16,
where t = 0, ..., 7 and r = 1, 3, 5, ..., 15 for each observation w cj .
From Table 1 we can compare the compression loss for this data set due the SSR representation of each image with the naive predictor as a baseline. We can also compare the compression loss of SSR against the four pixel-averaging process which also compresses each image by a factor of 4. It can be observed that both the SSR method and the pixel-averaging method are able to use Table 1 Average mean squared error and mean absolute deviation for SSR compressed training set images.
the spatial information to reduce the compression loss when compared to the naive predictor when comparing the MSE and MAD. It can also be observed that SSR is able to reduce the MSE from pixel-average down from a factor of 0.149 to 0.106 whereas it is inferior to averaging by a factor of only 0.008 if comparing the MAD results. This shows that SSR is potentially better at loss reduction than pixel-averaging for the same four fold compression ratio. Along with this result, it can also be noted that although SSR compresses the representation of each image by a factor of four, it is still able to assign a unique intensity to each of the 256 pixels whereas pixel-averaging forces local squares of four pixels to share intensities.
The ability to give each individual pixel a unique value allows the SSR compressed images to capture the local curvature of the numerals better than pixel-averaging is able to. We can see this in Figure 2 . Note that the ability to capture local curvature information appears to come at a cost to background color matching. We can see that the background of the SSR compressed images do not retain the same contrast as the pixel-averaging compressed images when compared to the originals. These are plausible reasons as to why SSR achieves a slightly higher MAD than pixel-averaging but a considerably lower MSE.
Image recovery by MSSR
We now consider the problem of recovering signals from images with missing pixels. To do this, firstly consider that the training data set can be given as w chj , where w chj = w where w
is the jth observation of digit h such that each w
hjk is a uniformly sampled point from w chj k = 1, ..., m chj by estimating each pixel k of observation j witĥ
wherê
..,b hî hj jd T are as described in Section 3 but now fitted sepearately for each class with the additional leading subscript h as in Section 4, andî hj is the Bayes-optimal cluster allocation of observation w 
τ hij is the conditional expectation of numeral j of digit h belonging to class i as described in Section 3 (h = 0, ..., 9; i = 1, ..., g h ; j = 1, ..., 7291), andî hj = r w
In order to make comparisons, we also consider a number of competing missing-value imputation methods.
Missing-data imputation
We suppose that each set of data with missing elements w
can be represented as the matrix
and NA (not available) is a missing value (h = 0, ..., 9; j = 1, ..., n h ; k = 1, ..., 256).
With each matrix representation A (M )
h , we can complete the matrix by computing the estimated y jk for each a jk that is equal to NA. The matrix completion techniques that we apply as competition to MSSR are the column mean (CM), k-nearest neighbors (k-NN), and singular value decomposition (SVD) techniques from Troyanskaya et al. (2001) and the singular-value threshold (SVT) technique (Cai et al., 2010) . Using the experimental results from Troyanskaya et al. (2001) and Cai et al. (2010) , we chose k = 1 and k = 10 for the k-NN imputation method, and we implemented experimentally optimal thresholds for the SVD and SVT techniques. We implemented these methods through the imputation package (Wong, 2011) for R.
In Table 2 , we present the MSE and MAD results for the MSSR and the five competing imputation methods that we have discussed. We note that the results for MSSR are reported as the mean over five runs of the EM algorithm.
The results from Table 2 show that MSSR generally outperforms the competing methods Table 2 Average mean squared error and mean absolute deviation for MSSR, CM, 1-NN, 10-NN, SVD and SVT as applied to the image recovery problem. The best performing method for each measurement and level of missingness is bold.
for image recovery in high-missingness scenarios. We notice that MSSR performs the best on average for the M = 0.9 and M = 0.95 scenarios with regards to both MSE and MAD, and performs the best in the M = 0.75 scenario in terms of the MSE statistic. In the instances where MSSR is not the best method, its results are often highly competitive with those of the best methods. Overall, this shows that MSSR can be a useful tool for image recovery when the images have a high number of missing pixels or low numbers of missing pixels. The MSSR procedure is therefore potentially useful in any situation where missing-data occurs within a set of similar images, such as in the problem of frame repair in motion pictures (Kokaram et al., 1995) .
In Figures 3 and 4 , we can see the recovered images of the first numeral from the training set through applications for MSSR and the competing methods, respectively. Comparing the recovered images with the original in Figure 2 , we can see that MSSR is much better able to retain the smoothness between pixels when compared to the images recovered by the other methods. The recovered images by the competing methods often appear to have many spurious pixels which deviate from the original shape of the numeral, whereas the MSSR image is able to recognize the general shape of the numeral and recover an image that has the appropriate In fact, as detailed in Section 3, MSSR is also able to recover multiple families of forms of the same digit. Thus, MSSR is not only able to recognize the curvature and form of the number six, but also able to distinguish between multiple varieties of sixes and recover digits based on the most appropriate variety. Examples of the different varieties of sixes found through a single run of MSSR on the M = 0.5 training set can be seen in Figure 5 . These family of sixes were recovered by plotting the functions
for each i = 1, ..., g, where g = 4 as selected by BIC forward selection. As noted in Section 3, these are approximations of the mean functions for which all observed instances of sixes are perturbations. Observing the different families, we can see sixes can be thicker or thinner along the horizontal axis or may have a larger or smaller loop. This recognition would not be possible by assessing the recovered images from the other methods which do not attempt to fit models to images of the same digits.
Classification by MSSRDA
The MSSR models fitted for image recovery can also be applied to perform handwriting recognition. If we let w
c2007 be the test set with proportion of missingness M , similar to the expressions given in Section 5.3, we can perform classification through the MAP rule from
Section 4 as applied to the models fitted as per Section 5.3.
To make comparisons, we also assess the performance of various classification techniques available in the R. These techniques include, k-nearest neighbors (k-NN), linear discriminant analysis (LDA), naive Bayes (NB), and support vector machines (SVM). The k-NN classifier was implemented with k = 1 and k = 10 and the SVM classifier was implemented with both a Gaussian radial basis kernel and a linear kernel. LDA and k-NN were implemented through the MASS package (Venables and Ripley, 2002) , and NB and SVM were implemented through the e1071 package (Dimitriadou et al., 2000) for R. We compared the different methods based on the estimated testing set classification error ratê
n = 2007 is the number of numerals in the testing set,ĥ j is the predicted digit class of observation w
, h j is the true digit class for numeral j and j = 1, ..., n .
To apply these methods we need to perform data-imputation to complete the missing-data observations w 
where were not separated into the different digit subgroups. Keeping the numerals together guarantees that the matrix completion algorithms do not obtain extra information about each observation's class.
In Table 3 , we report the error rate estimateê rr for MSSRDA and the competing methods over the 25 different scenarios of missingness in the training and testing data sets. Since the competing methods were applied to training and test data that were completed using all five of the methods from Section 5.4, it was not feasible to report the classification rates for each individual combination. For brevity, we only report the minimum error rate estimate across all data-imputation methods for each of the competing classifiers. We also note that the results for MSSRDA are reported as the mean over five runs of the EM algorithm.
The MSSRDA procedure appears to be competitive when compared to the competing methods across all the various missingness scenarios. We see that MSSRDA appears to have the greatest advantage over the alternative methods in scenarios where there is high missingness in either the training set, testing set or both. We notice that when the missingness levels are high, such as when M = 0.9 or M = 0.95 in the training and testing sets, the error rates consistently remained lower than 0.5, which is impressive considering that this is a ten-class discriminant analysis problem. MSSRDA's ability to handle high levels of missing data without imputation is a strong advantage when compared to the other methods since data imputation is often a computationally intensive exercise and choosing the right imputation method for any given classifier is a non-trivial problem in itself. Further, the classification of images with high levels of missingness can be seen as an instance of sparsely sampled functional data. In these sparse data scenarios, MSSRDA is able to borrow information across the large number of sparsely sampled surfaces allowing it to better fit the generative models of each of the classes as previously noted in the one dimensional analogue (James and Sugar, 2003) .
From the first row of Table 3 , we can see the results of MSSRDA and the competing methods on the original handwritten digit recognition problem without artificial missingness. Although the error rates achieved were low, it must be noted that they are significantly higher than the state of the art classification rates for the handwritten digits recognition problem. As collated in Chen et al. (2011) , the state of the art methods for classification of the MNIST data set have error rates that are lower than 0.01. However, unlike the MSSRDA and competing methods considered here, the state of the art classifiers such as convolution neural networks (Le Cun et al., 1990) were trained using heavily modified data sets that involved various transforma- Table 3 Average test set classification error rates for the MSSRDA as well as error rates for LDA, NB, 1-NN, 10-NN, linear SVM and Gaussian radial SVM. The bold font denotes the method that achieved the lowest error rate in each scenario. Each row presents results for different proportions of missing pixels in the training and test data sets. The proportion of missingness in the training and test data are displayed in the first and second columns, respectively.
tions of the image features and the creation of extra data to supplement the original data set.
Because of these elements, these methods are very specific to the task of handwritten digit recognition and therefore are not readily portable to other classification problems. Our method on the other hand required no modifications to the data sets and even when there was missingdata, it required no additional imputation steps. In addition to this, MSSRDA is also highly interpretable via its estimated parameters since it is essentially an application of MSSR to the different digit classes in order to recover the generative families of surfaces from which each image is generated, as demonstrated in Figure 5 . This is a feature of MSSRDA that is not present in the k-NN and SVM classifiers since they do not attempt to recover the generative models. Our method is also more flexible than LDA and NB which are only capable of modeling each digit class as a single generative image.
Conclusions
The literature on the problem of clustering and classifying functional data has mainly been focused on the analysis of univariate functions. In this paper, we presented the MSSR and MSSRDA methods to expand the scope of the literature to bivariate functional data. Both the methods presented can be viewed as bivariate extensions to the spline-based univariate functional data clustering and classification methods developed in James and Hastie (2001) and James and Sugar (2003) , using the SSR model from Malfait and Ramsay (2003 ), Ramsay et al. (2011 ), and Sangalli et al. (2013 .
We show that the SSR, MSSR, and MSSRDA can all be fitted using maximum likelihood estimation and in the case of MSSR we also provide the appropriate EM algorithm steps in order to compute the MLE. Discrimination by MSSRDA was shown to simply involve multiple applications of MSSR to different classes and can be viewed as the mixture discriminant analysis (Hastie and Tibshirani, 1996) analog of the functional LDA method in James and Hastie (2001) .
In order to show the potential of our methodologies, we have applied SSR, MSSR, and MSSRDA to problems of image compression, image recovery, and handwritten character recognition, respectively. The application was conducted using the ZIP code data set from Hastie et al.
(2009).
We found that in the problem of image compression, SSR was able to achieve highly competitive loss levels when compared to pixel-averaging for a fixed ratio of compression. Moreover, it was observed that SSR was better able to retain the curvature of the numerals in each image.
Artificially generated missing-data was generated to assess the image recovery capabilities of MSSR. It was found that MSSR was not only the most effective method tested for recovering missing-data at high levels of missingness, it was also able to infer multiple varieties of each digit class. This capability of recovering the generative models of a class of images was unique to MSSR amongst the methods explored.
Lastly, we showed that MSSRDA can achieve error rates that are competitive with other classifiers which do not modify the feature space especially when comparing results for situations where the data has a high level of missingness. As well as this, similarly to MSSR, MSSRDA could also recover the generative models of each of the classes of digits which can be used to make inferences instead of simply providing a discriminant function.
There are numerous extensions of this work that could be explored in future. These include the use of higher order NBFs to achieve smoother model fits, defining the methods over irregular, non-rectangular grids, and extending the method to three-dimensional functional data for applications to situations such as spatiotemporal classification problems in fMRI and climatology.
= EΨ (k) (Z ij |w cj ), the M-step on the (k + 1) th iteration produces the updated estimates π (k+1) ij
for each i, and
