The Fisher information, known as "item information" in IRT, quantifies the amount of information contained in a test item j as a function of the underlying ability θ.
wherep j,k = P (Y j = k | θ) = p j,k − p j,k−1 (with p j,0 = 0), and calculated as 
Prior distributions
Supplementary Table 1 summarizes the prior distributions used within our model. They are weakly informative (i.e., their spread is wide compared to the likelihood function so that they do not have a major impact on the posterior distributions), with one exception: the standard normal distribution for γ 0,s calibrates the latent ability in location and scale. 
Additional results and visual predictive check
Additional results of the JAGS and Stan implementations are provided in this section.
Supplementary Table 2 shows the difficulty parameter estimates (posterior means only). It gives an impression of the range of abilities where a particular test item was effective. For example, the MMSE and the word list recognition tasks (with all difficulty parameters well in the negative range) were ineffective unless a subject's cognitive ability was notably impaired. It also shows, for each item, how close one response category is to the next. In particular for the Trail Making Test 2 The observed fraction of subjects scoring in each category of any item is overlayed onto the corresponding model-simulated 95% confidence band over time. The predictive value of the model appears to be very good, based on an excellent agreement between observed and simulated data.
Performance comparison, Stan vs. JAGS
We now compare the performance of the Stan and JAGS implementations of our model in more detail.
Stan was run with 10 chains. Each chain used 10000 iterations; 5000 were used for burn-in and the following 5000 were saved for inferences. No thinning of the chains was applied. Stan version 2.14.1 was used. JAGS was run with 10 chains. Each chain used 5000 iterations after an adaptation phase of 1000 iterations. No thinning was applied to the 5000 iterations that were used for inferences. JAGS version 4. When observing the trace plots of the 10 chains for Stan, it became apparent that one of the chains got "stuck". The other 9 chains showed consistent results, while the chain that got stuck showed similar but slightly different results. This chain was excluded 4 from subsequent inference. For JAGS there was no chain that was systematically and obviously different from any of the other chains.
We computed the Gelman-Rubin diagnostic 3 for all 134 parameters that were not subject-specific (i.e., α j , κ j,k , µ, σ 2 , and β i ) based on the 5000 inference samples, using the gelman.diag function of the coda R package. We report the upper confidence interval for the potential scale reduction factor. For Stan we obtained a mean of 1.001
and maximum of 1.003 over the 134 parameters, if we exclude the chain that got stuck.
With this chain included, the mean is 1.033 and the maximum 1.600. For JAGS we obtained a mean of 1.012 and maximum of 1.040.
We then calculated the effective sample size for all chains and all non subject-specific parameters for the 5000 inference samples, using the effectiveSize function of the coda R package. We report the median across the 10 chains (9 for Stan) for each In summary, the model was well-regulated and both softwares ran equally fast, but
Stan produced more efficient Markov chains: the effective sample sizes were approximately 7-fold higher.
Of note, the results between JAGS and Stan were very consistent. When combining the results of all 10 chains (9 for Stan), the maximum and mean absolute difference between posterior means were < 0.03 and < 0.004, respectively, across all 134 non subject-specific parameters. 
Results using multiple imputation of missing covariates
While the BASEL dataset consisted of 1750 subjects, 146 of them had missing covariate information (146 on APOE 4 genotype, and 4 of these also on MMSE at baseline). The 1604 subjects with complete covariate information were used in the primary analysis reported in the main text of this article. We now report a sensitivity analysis that we did to investigate whether this had any impact on the results.
We performed a multiple imputation analysis on the full BASEL dataset, using the same model as in our primary analysis but imputing the missing covariates. The imputation was based on regression against other covariates. For MMSE at baseline, an ordered logistic regression model was used, adjusting for gender, age at baseline and years of education. The predictive probabilities of any MMSE score were derived for each subject with missing baseline MMSE, and 10 random imputations were performed with these probabilities. Similarly, for APOE 4 genotype (non-carrier, heterozygous carrier, homozygous carrier), an ordered logistic regression model was used, adjusting for years of education (other covariates were not correlated with APOE 4 genotype).
The predictive probabilities of each APOE 4 genotype were derived for each subject with missing APOE 4 genotype, and again 10 random imputations were performed.
These 10 imputations resulted in 10 complete datasets on which this sensitivity analysis is based. In JAGS it is possible to utilize a latent variable formulation with an indicator variable and a discrete prior of 0.1 for each complete dataset. This is not possible in Stan, as Stan does not allow for discrete parameters. We therefore used a weighted likelihood in Stan, with weight 0.1 for each dataset. We again ran 10 MCMC Tables 3 and 4 in the main text and Supplementary Table 2 . Hence, excluding the subjects with missing covariate information from the main analysis did not have a major impact on the results.
The results between JAGS and Stan were very consistent also in this multiple imputation analysis: the maximum and mean absolute difference between the posterior means were < 0.01 and < 0.002, respectively, across the 134 parameters. Interestingly however, JAGS was faster than Stan by a factor of 8-10 for this model. This is because the computation time of the JAGS analysis was very similar to that without multiple imputation, thanks to the use of a discrete indicator variable that is integrated out as part of the MCMC algorithm. For Stan the analysis ran approximately 10 times longer than without multiple imputation, because approximately 10 times more computations were needed to evaluate the log-posterior density (as we used 10 imputation
