In the multitype contact process, vertices of a graph can be empty or occupied by a type 1 or a type 2 individual; an individual of type i dies with rate 1 and sends a descendant to a neighboring empty site with rate λ i . We study this process on Z d with λ 1 > λ 2 and λ 1 larger than the critical value of the (one-type) contact process. We prove that, if there is at least one type 1 individual in the initial configuration, then type 1 has a positive probability of never going extinct. Conditionally on this event, type 1 takes over a ball of radius growing linearly in time. We also completely characterize the set of stationary distributions of the process and prove that the process started from any initial configuration converges to a convex combination of distributions in this set.
Introduction
The multitype contact process is an interacting particle system introduced by Neuhauser in [11] as a variant of Harris' contact process ( [6] ) and a model for biological competition between species occupying space. The model on the d-dimensional lattice Z d is defined as the continuous-time Markov process (ξ t ) t≥0 on {0, 1, 2} Z d with infinitesimal pregenerator Lf (ξ) = Let us give the biological interpretation of the process and explain the dynamics in words. Each site x ∈ Z d is a spatial location, which at any time t can be empty (ξ t (x) = 0) or occupied by an individual of type (or species) 1 or 2 (ξ t (x) = 1 or 2). Individuals die with rate 1, leaving their site empty; additionally, an individual of type i ∈ {1, 2} at site x attempts to create a descendant in each site y with 0 < x − y ≤ R with rate λ i ; such a birth is only allowed if site y is empty. It should be noted that, although here we take a single "death rate" equal to 1 and a single range equal to R, one could also define the model so that these parameters depend on the species. Evidently, the multitype contact process has the feature that the "all zero" configuration is absorbing, as are both the sets of configurations A 1 = {ξ : ξ(x) = 2 ∀x}, A 2 = {ξ : ξ(x) = 1 ∀x}.
(1.
2)
The process started from ξ 0 ∈ A 1 is Harris' (one-type) contact process with interactions of range R and rate λ 1 . (Similarly, in the process started from ξ 0 ∈ A 2 , the 2's evolve as the 1's would evolve in a contact process with range R and rate λ 2 ).
Whenever we want to emphasize that we are referring to the one-type, and not multitype, contact process, we will denote it by (ζ t ) t≥0 . The contact process has been introduced in [6] ; see [8] and [9] for a comprehensive exposition, and for all facts about the one-type contact process which we mention without giving an explicit reference. For the exposition in this introduction, the critical rate of the one-type contact process will be relevant; this is defined as follows. Let P d,λ,R be a probability measure under which the contact process (ζ t ) t≥0 on Z d with rate λ and range R is defined. Note that the function λ → P d,λ,R [∃t : ζ t = 0] is non-increasing and let λ c = λ c (d, R) = sup {λ : P d,λ,R [∃t : ζ t ≡ 0] = 1} .
As is well known, λ c (d, R) ∈ (0, ∞) for every d and R, and P d,λc,R [∃t : ζ t ≡ 0] = 1. The set of (extremal) stationary distributions of the contact process consists of two measures: δ 0 (the unit mass on the "all zero" configuration) andμ, the limiting distribution, as time is taken to infinity, of the process started from the "all one" configuration. In case λ ≤ λ c , these two measures are equal; otherwise,μ is a measure supported on configurations containing infinitely many 1's. The complete convergence theorem for the contact process is the statement that, for any initial configuration ζ 0 ∈ {0, 1} Z d ,
In the multitype contact process (ξ t ), we say that the 1's survive if the event
occurs; otherwise we say that the 1's go extinct. In studying extinction and survival, we must eliminate two trivial cases. First: in case there are infinitely many 1's in the initial configuration, it is easy to see that they survive almost surely. Second: if there are finitely many 1's in the initial configuration and λ 1 ≤ λ c (d, R), then it is easy to see that the 1's almost surely go extinct (as then their evolution is stochastically dominated by that of a one-type contact process which almost surely reaches the "all zero" configuration). The references [1] and [13] treat the multitype contact process for d = 1 and the symmetric setting λ 1 = λ 2 , and establish conditions for survival or extinction of one of the types (say, the 1's). Having eliminated the trivial cases above, we are left with the situation in which λ 1 = λ 2 > λ c (d = 1, R) and ξ 0 only has finitely many 1's (so that the 1's are confined to an interval [−m, m]). It then turns out that the 1's almost surely go extinct if and only if they are surrounded by infinitely many 2's in both directions (that is, if ξ 0 (x) = 2 for infinitely many x < −m and infinitely many x > m). This result has been proved in [1] for R = 1, and in [13] through different methods and for any R.
In this paper, we turn to the case of distinct rates and study survival of the type with larger rate (that is, we assume that λ 1 > λ 2 and study survival of the 1's). Our main result holds for any dimension and range. Theorem 1.1. Let d ≥ 1, R ∈ N and assume that λ 1 > λ 2 and λ 1 > λ c (d, R).
1. If ξ 0 is a configuration containing at least one type 1 individual, then the event S 1 that the 1's survive has positive probability.
2. There exists α > 0 such that the following holds. If ξ 0 (0) = 1 and ξ 0 (x) = 1 for all x = 0, then conditioned on S 1 , almost surely there exists t 0 ≥ 0 such that ξ t (x) ∈ {0, 1} for all t ≥ t 0 and x with x ≤ αt.
(1.4)
Note the contrast (at least in dimension one) with the result of [1] and [13] mentioned above. For instance, if λ 1 > λ 2 , λ 1 > λ c , ξ 0 (0) = 1 and ξ 0 (x) = 2 for all x = 0, then the 1's almost surely go extinct in the symmetric case λ 1 = λ 2 and survive with positive probability if λ 1 > λ 2 .
Given a choice of the parameters d, λ 1 , λ 2 , R, letμ 1 andμ 2 be the limiting distributions for the process started from the "all 1's" and "all 2's" configurations, respectively. Evidently, for i = 1, 2,μ i is supported on A i andμ i = δ 0 if and only if λ i > λ c (d, R). Also define the event
We prove a complete convergence theorem for the asymmetric multitype contact process: Theorem 1.2. Assume that λ 1 > λ 2 . For any ξ 0 ∈ {0, 1, 2} Z d ,
• In Section 5 and the first part of the Appendix, we prove Proposition 4.4.
• In the second part of the Appendix, we state and prove Proposition 6.3, which implies Lemma 4.9.
2 Preliminaries on the one-type and multitype contact process 2.1 One-type contact process
Fix d ∈ N, R ∈ N and λ > 0. A Harris system for the contact process on Z d with range R and rate λ is a family
where each D x is a Poisson point process with rate 1 on [0, ∞), each D x,y is a Poisson point process with rate λ on [0, ∞), and all these processes are independent (note that D x,y = D y,x ). We view each D x and each D x,y as a discrete subset of [0, ∞). When we have t ∈ D x , we say that there is a death mark at (x, t); when we have t ∈ D x,y , we say that there is an arrow from (x, t) to (y, t). We denote by P a probability measure in a probability space in which H is defined.
The way in which a Harris system is used as a graphical construction for the contact process is very well known, but let us present it in order to introduce the notation we will use. Points of the Poisson point processes (D x ) and (D x,y ) are taken as instructions for the two types of transition in the dynamics:
x,y and ζ t− (x) = 1, then ζ t = ζ 1→y t− .
In order to see how these rules and the initial configuration ζ 0 determine the value of ζ t (x) for any given t and x, we use infection paths. Given H, an infection path is a function γ : I → Z d , where I ⊆ [0, ∞) is an interval, satisfying the properties: for each t ∈ I, t / ∈ D γ(t) and γ(t) = γ(t−) implies t ∈ D γ(t−),γ(t) . This is often described in words as: an infection path may not touch death marks and may traverse arrows. In case 0 ≤ s < t and there is an infection path γ : [s, t] → Z d with γ(s) = x and γ(t) = y, we say that (x, s) and (y, t) are connected by an infection path; we represent this with the notation (x, s) (y, t). By convention, we say (x, s) (x, s). We then have
The following is some additional notation we will use concerning infection paths. Given
there is an infection path connecting some (x, s) ∈ A to some (y, t) ∈ B (here we implicitly assume that s ≤ t). In case A = {(x, s)} (respectively, if B = (y, t)), we write (x, s) B (respectively, A (y, t)) instead of A B. We write (x, s)
∞ if (x, s) Z d × {t} for every t ≥ s. We use the symbol to express the negation of any of these statements (e.g. (x, s) ∞ if there is some t for which (x, s)
We will need some well-known estimates that hold in the supercritical regime, λ > λ c (d, R).
This follows from the proofs of Proposition 1.21 and Lemma 1.22 in Chapter I.1 of [9] . Second, Theorem 2.30 in Chapter I.2 of [9] states that there are constantsc,c 1 > 0 such that, for any Λ ⊆ Z d , Λ = ∅, P t < T Λ < ∞ < e −ct , t > 0 and (2.4)
Third, there existsc 2 > 0 such that
This follows from standard arguments using the renormalization construction of Bezuidenhout and Grimmett, see [3] . Since we could not find a reference for (2.6), we give a rough sketch of proof. It suffices to prove the statement for t large enough and for x = 0 and y with y ≤ √ t. By the construction of [3] and large deviations estimates of [5] , there exist > 0 and α > 0 such that the following holds. Let s 1 = t/2 − 1 and s 2 = t/2. Let B 1 , . . . , B N be an enumeration of the (disjoint) boxes of the form
where e 1 is the first canonical vector of Z d (note that the number of boxes, N , is of order t).
Conditionally on {(0, 0) Z d × {s 1 }}, with probability larger than 1 − e −ct , we have
Conditionally on {Z d × {s 2 } (y, t)}, with probability larger than 1 − e −ct , we have #{n ∈ {1, . . . , N } :
If both these inequalities hold, there exists I ⊆ {1, . . . , N } with #I ≥ N 4 such that for each n ∈ I there are x n , y n ∈ B n such that (0, 0) (x n , s 1 ) and (y n , s 2 ) (y, t). If for some n ∈ I we also have (x n , s 1 ) (y n , s 2 ), we can then guarantee that (0, 0) (y, t). By insisting that the infection path connecting (x n , s 1 ) to (y n , s 2 ) stays inside B n × [s 1 , s 2 ], the availabilities of these infection paths are independent, and hence the number of n ∈ I for which (x n , s 1 ) (y n , s 2 ) dominates a Binomial(#I, δ) random variable, for some δ > 0. The desired statement (2.6) then follows from the fact that with high probability, such a binomial random variable is non-zero.
Multitype contact process
We now consider the multitype contact process on Z d with range R and rates λ 1 > λ 2 > 0, as given by the Markov pregenerator in (1.1). This process also admits a graphical construction, which we will represent as an augmented Harris system, consisting of a pair H = (H, H) of two independent collections of Poisson point processes. The collection H = ({D x,y }, {D x }) is the same collection as the one given in (2.1), with λ replaced by λ 2 everywhere. We will continue referring to points of the sets D x,y as arrows and points of the sets D x as death marks. The second element of H is
a collection of independent Poisson point processes on [0, ∞) with rate λ 1 − λ 2 . We will refer to points of the sets D x,y as selective arrows. These will play the role of birth attempts that are only usable by type 1 individuals (whereas regular arrows are usable by both types). The rules through which these Poisson processes determine the evolution of (ξ t ) t≥0 are:
In the rest of the paper, we will assume that the dimension d, the range R and the rates λ 1 , λ 2 are fixed and define an augmented Harris system H from which the multitype contact process is defined. We will denote the probability measure in this probability space again by P.
Since Theorem 1.1 assumes that λ 1 > λ c (d, R) and the statement of Theorem 1.2 is trivial in case λ 1 ≤ λ c (d, R), we adopt the following:
Global assumption. We always assume that λ 1 > λ 2 > 0 and that
For many of the statements we make, it will be sufficient to give a proof under the more restrictive assumption that λ 1 > λ 2 > λ c . Under this assumption, the 'basic' Harris system H already corresponds to a supercritical contact process. Although our assumptions on λ 2 will be stated explicitly, let us already mention here that from Section 4 onward, we assume that
The notion of infection path introduced in the previous subsection will still be used here, but we now make a distinction between basic infection paths and selective infection paths. Definition 2.1. Basic infection paths (BIP's) are just the infection paths defined from H as in the previous subsection; very importantly, their definition does not involve H. Selective infection paths (SIP's) are defined as BIP's, with the difference that, in addition to the arrows (from H), they are also allowed to use the selective arrows (from H). In other words, given an augmented Harris system H = (H, H), a selective infection path of H is a function γ :
Of course, every BIP is also an SIP.
As before, the notation (x, t 1 ) (y, t 2 ) indicates that there is a basic infection path from (x, t 1 ) to (y, t 2 ); we emphasize that this event involves H but not H. The same goes for other types of events involving the symbol ' ', such as
∞ etc. We will not employ any analogous notation to indicate that there is a selective infection path from one space-time point to another. The random variables T Λ from (2.2) are defined here in the same way, making use of basic infection paths only, and have no relation to H.
Some simple consequences of the rules (2.7)-(2.9) are given by the following. Note that the above inclusions do not allow one to fully determine the state of the multitype contact process at a given time from ξ 0 and H. Although it is possible to give such a characterization by introducing some more classes of paths, we will not need to do so.
Proof of Lemma 2.2. We start noting that, for any (x, t) ∈ Z d × [0, ∞), almost surely there exists N = N (x, t) such that any (selective) infection path started anywhere in Z d × [0, t] and ending at (x, t) has at most N jumps. To see this, we observe that almost surely there exists
reaches (x, t) (this can be shown using bound (2.3) and a time reversal argument; we omit the details). Next, note that the total number of points of all Poisson point processes (death marks, arrows, selective arrows) corresponding to sites or pairs of sites in [x − M, x + M ] and in the time interval [0, t] is finite. This number is an upper bound for the number of jumps of any (selective) path to (x, t). Now, let us prove (2.10). Fix (x, t) such that ξ t (x) = 2. Define
If t 1 = 0, then we have ξ 0 (x) = 2 and a BIP from (x, 0) to (x, t) is given by γ(s) = x, 0 ≤ s ≤ t. If t 1 > 0, then ξ t 1 − (x) = 0 and there exists x 1 ∈ Z d with 0 < x − x 1 ≤ R such that ξ t 1 (x 1 ) = 2 and there is an arrow from (x 1 , t 1 ) to (x, t 1 ). Then let
In case t 2 = 0, then ξ 0 (x 1 ) = 2 and a BIP from (
Otherwise we continue in this manner, defining x 2 and t 3 and so on; eventually the procedure must end with some k such that t k = 0 and ξ 0 (x k ) = 2, otherwise we would obtain BIP's to (x, t) with arbitrarily many jumps. The proof of (2.11) is the same. The second inclusion in (2.12) follows from (2.10), (2.11) and the fact that every BIP is an SIP.
The first inclusion in (2.12) is easy to prove. Fix (x, t) such that there is some y with ξ 0 (y) = 0 and (y, 0) (x, t). Fix a BIP from (y, 0) to (x, t) and let 0 < t 1 < t 2 < · · · < t k be the successive jump times of this path. It is then seen by induction that ξ t i (γ(t i )) = 0 for each i (note however that we could have ξ t i (γ(t i )) = ξ 0 (y)). It then follows that ξ t (x) = 0. 
A free selective infection path (FSIP) is a selective infection path satisfying (2.13).
Note that any FBIP is an FSIP. FBIP's satisfy the following important property. This is proved in [10] (Lemma 2.4 in that paper), but let us present the idea of how to find the unique FBIP mentioned in the lemma. Finding it will be useful to understand some of the illustrative figures that appear in the rest of the paper. Assume Z d × {s} (x, t) and fix an arbitrary BIP γ : [s, t] → Z d with γ(t) = x. In case γ is not an FBIP, let r be the largest time at which there is a jump violating the FBIP property, that is, so that γ(r−) = γ(r) and
. If γ 1 is an FBIP, we are done. Otherwise, let r 1 be the largest time at which γ 1 violates the FBIP property; we then have r 1 < r. We then repeat the above procedure, modifying γ 1 in the same way we modified γ, hence obtaining γ 2 , and then proceeding similarly to obtain γ 3 ,γ 4 etc. This procedure must eventually end at an FBIP because the BIP's in the sequence γ 1 , γ 2 , . . . are all distinct and there are only finitely many BIP's from Z d × {s} to (x, t).
We complement the list of facts in Lemma 2.2 with the following. Since the proof is very similar to that of (2.12), we omit it.
Lemma 2.5. (FSIP's carry 1's) For any t, {x : ξ t (x) = 1} ⊇ {x : ∃y with ξ 0 (y) = 1 and there is an FSIP from (y, 0) to (x, t)}. (2.14)
3 Proof of Theorems 1.1 and 1.2
We will now state a key result about infection paths that will allow us to prove our main results. Before doing so, let us introduce some notation for subsets of Z d and of
There existsc > 0 andβ > 0 such that the following holds. For any s > r > > 0 and x, y ∈ Z d with (x, s) ∈ C (y, r,β), we have
and ∃ an FSIP from (y , r ) to (x, s)
See Figure 1 for a representation of the second event inside the probability. The proof of Proposition 3.2 will be carried out in stages in Sections 4, 5 and the Appendix. In the remainder of this section, we show how this proposition is used to prove our main theorems.
We letβ be as in Proposition 3.2 and definē The thick black path is a basic infection path from some point in Z × {0} to (y , r ). The dashed thick black path is a free selective infection path from (y , r ) to (x, s).
Proof. It suffices to prove the lemma under the assumption that λ 1 > λ 2 > λ c , since reducing the value of λ 2 can only increase the probability on the left-hand side of (3.1). Additionally, by simple stochastic comparison considerations, it suffices to prove the lemma under the assumption that ξ 0 ≡ 2 outside B 0 (m). Together with ξ 0 ≡ 1 on B 0 (m), this gives
which will be convenient. The proof will rely on space-time sets whose definition will be based on an integer 0 > 0. We will assume that 0 is taken as large as needed. Also, c will be a small constant whose value may change from line to line.
We define m = 3 0 and
Next, define
and, for k ≥ 1, define
see Figure 2 . Note that
The sets A k ,Ā k and I k in the proof of Lemma 3.3 in dimension one.
We claim that for any k ≥ 1 and any (x, s) ∈Ā k ,
(3.4) wherec is the constant of Proposition 3.2. Indeed, fix (x, s) ∈Ā k . Using the definitions ofĀ k and I k , it is easy to see that there exists (y, r k ) ∈ I k such that (x, s) ∈ C (y, r k ,β). Moreover, using the fact that (
We now define the events
We will show that if 0 is large enough, there exists c > 0 such that
These inequalities imply, for 0 large enough, that
which by (3.3) gives the desired result.
We start with (3.5). By (2.10),
, for any y in the above sum we have
Since m = 3 0 , if 0 is large enough and c is small enough, (3.5) follows. We now deal with (3.6). For each k ≥ 1 and each (x, s) ∈Ā k , letĒ k (x, s) be the event inside the probability in (3.4) , that is,
(y , r ) and ∃ a FSIP from (y , r ) to (x, s) .
We claim that, for all k ≥ 1,
Indeed, assume that the event on the left-hand side occurs and fix (x, s) ∈Ā k with s ∈ N; we have to prove that ξ s (x) ∈ {0, 1}. First assume that
and there exists an FSIP from (y , r ) to (x, s).
Now, (3.2), (3.10) and (2.12) give ξ r (y ) = 0. Then, since (y , r ) ∈ A k−1 and we are also under the assumption that E k−1 occurs, we get ξ r (y ) = 1. Then, (2.14) and (3.11) give ξ s (x) = 1. This proves (3.9). We thus have
It follows from (3.4) that, for any (x, s) ∈Ā k ,
if 0 (and hence k ) is large enough. Using these estimates in (3.12) gives (3.6). Finally, we turn to (3.7):
from the second implication it follows that
This shows that
Using this bound in (3.13), we obtain
for some c > 0. 
Recall the definition of S 1 in (1.3).
Lemma 3.5. For all ε > 0 and n ∈ N there exists m > 0 such that
In particular, for any ε > 0 there exists m > 0 such that
Proof. It suffices to prove the statements under the assumption that λ 1 > λ 2 > λ c .
We claim that, if n is fixed, m is then taken large enough, ξ 0 is identically one on B 0 (m) and t ≥ m 3 , then the following four events occur with high probability:
To see that A 1 , A 2 and A 4 hold with high probability when m is large enough and t ≥ m 3 , respectively apply Lemma 3.3, (2.5) and (2.6). For A 3 , note that under P the set {x ∈ B 0 (m) :
} is stochastically decreasing in t (since it has the same distribution as {x ∈ B 0 (m) : (x, 0) Z d × {t}}), and hence
where µ 1 is the upper stationary distribution of a one-type contact process with rate λ 2 (rather than λ 1 ). Now, since µ 1 is supported on configurations with infinitely many 1's, we can choose m so that the right-hand side is arbitrarily close to 1. Suppose now that the four events occur. Fix x ∈ B 0 (m) such that Z d × {0} (x, t). Since A 2 occurs, we can take y ∈ B 0 (m) such that (y, 0) Z d × {t}; then, since A 4 occurs, we have (y, 0) (x, t). Using the first inclusion in (2.12) and the fact that ξ 0 (y) = 1, we obtain ξ t (x) = 0. Since A 1 occurs, we then have ξ t (x) = 1.
The second statement of the lemma follows from observing that
Proof of Theorem 1.1. We will need the fact:
This follows from the fact that, if ξ t (x) = 1, then ξ t+1 ≡ 1 on B x (m) can be achieved from finitely many prescription on the Poisson processes of the Harris system on the space-time set
In fact, by using several disjoint space-time sets of this form, we can also show that
By simple monotonicity and translation invariance considerations, to prove the first statement of Theorem 1.1, it suffices to prove that P(S 1 ) > 0 for the case where ξ 0 is the configuration defined by ξ 0 (0) = 1 and ξ 0 (x) = 2 for all x = 0. But this is an immediate consequence of (3.15) and (3.16).
We now turn to the second statement of the theorem. We start noting that, for any n > 0,
This follows from elementary considerations concerning absorption probabilities of Markov processes: each time we have #{x : ξ t (x) = 1} < n, there is a positive chance δ n > 0 that, in the next second, all the 1's die without giving birth; hence, if the 1's are to survive, the population of 1's cannot drop below n infinitely many times. Now, (3.17) and (3.18) together imply that, for all m > 0,
Together with Lemma 3.3, this gives
Now, note that for any (
Hence, (3.19) gives the desired result, with α =β 2 .
Lemma 3.6. For all ε > 0 there exists n ∈ N such that, if #{x :
Proof. The statement is an immediate consequence of (3.15) and (3.17).
Lemma 3.7. Let ξ 0 ∈ {0, 1, 2} Z d be a configuration with at least one site in state 1. For all ε > 0 and n > 0 there exists s 0 and r 0 such that
Proof. Fix ξ 0 , ε, n as in the statement of the lemma. Choose m corresponding to ε and n in the first part of Lemma 3.5. Using (3.17) and (3.18), it is easy to see that there exist t 0 > 0 and 0 > 0 such that, defining
.
To conclude, choose r 0 > 0 + m and choose s 0 large enough thatβ
Due to these inclusions, for any s ≥ s 0 we have E 2 (s) ⊆ {ξ s ∈ G(n, r 0 ,β 2 s)}.
Lemma 3.8. Let f : {0, 1, 2} Z d → R be a function depending only on finitely many coordinates. For all ε > 0 there exists n 0 ∈ N and u 0 > 0 such that
Proof. Fix ε > 0. Let n ∈ N and u > 0 (throughout the proof, we will assume that n and u are large enough) and fix ξ 0 ∈ G(n,
. By assumption, #Λ > n. Also define the following configurations:
We consider the three processes (ξ t ), (ξ t ) and (ξ 1 t ), respectively started from ξ 0 , ξ 0 and ξ 1 0 , constructed using the same augmented Harris system H. Note that type 2 is absent from (ξ t ) and (ξ Also note that (ξ 1 t ) converges to µ 1 as t → ∞, so if u is large enough,
The statement of the lemma will thus follow once we prove that, if u is large enough,
The proof of (3.22) is simple and we only sketch it. Observe that the process
can be stochastically dominated by a (one-type) contact process with rate λ 1 ; this process is empty on B 0 (u 2 ) at time 0. Hence, (3.22) follows from an application of (2.3): from time 0 to time u, the occupied sites in this process do not have time to reach B 0 ( √ u).
Let us prove (3.23). By (3.20) and (3.21), we have ξ u ≤ ξ 1 u , so these two configurations can only differ in B 0 ( √ u) if for some x ∈ B 0 ( √ u) we have ξ u (x) = 0 and ξ
where
there is an SIP from (y, 0) to
Hence, (3.23) follows from (3.24), (2.5), (2.6), and a union bound.
Proof of Theorem 1.2. Let f : {0, 1, 2} Z d → R be a function depending only on finitely many coordinates and fix ξ 0 ∈ {0, 1, 2} Z d . By the Dominated Convergence Theorem,
We will prove that
also hold. These three convergences imply in (1.5). The fact that the set of extremal stationary distributions is equal to {µ 1 , µ 2 , δ 0 } is an immediate consequence.
To prove (3.25), assume ξ 0 has at least one site in state 1 and fix ε > 0. We choose variables as follows:
• choose n 0 , u 0 corresponding to f, ε in Lemma 3.8;
• fix n ≥ n 0 large enough corresponding to ε in Lemma 3.6;
• choose r 0 , s 0 corresponding to ξ 0 , ε, n in Lemma 3.7;
• fix u ≥ max{u 0 , r 2 0 }, then fix s 1 ≥ s 0 withβ 2 s 1 ≥ u 2 , so that, by (3.14),
With these choices, the implications of the three lemmas (Lemma 3.6, 3.7 and 3.8) give:
Now, for any t ≥ s 1 + u we have
We bound the absolute values of the three terms on the right-hand side as follows. By (3.27) and (3.28),
next, by (3.29),
This proves that, for any t ≥ s 1 + u,
proving (3.25).
Let us now prove (3.26). If 0 < s < t, we have
Since S c 1 = ∪ s≥0 {ξ s ∈ A 2 }, the first and third terms on the right-hand side can be made arbitrarily small if s is large enough. Next, the second term on the right-hand side is equal to
by the complete convergence theorem for the one-type contact process.
Reversing time, steering paths
So far we have proved our main results assuming the validity of Proposition 3.2. Proving this proposition will be the focus of our efforts in the remainder of the paper. In this section, we perform three tasks:
• First, we state a modified version of Proposition 3.2 (see Proposition 4.3 below) which is more convenient to prove.
• Second, we state a result (Proposition 4.4 below) which is our essential tool in proving Proposition 4.3. The proof of Proposition 4.4 is postponed to Section 5 and the Appendix.
• Third, we show how Proposition 4.4 implies Proposition 4.3 (though part of this argument is again postponed to the Appendix).
In what follows, we will often refer to time restrictions and space-time shifts of augmented Harris systems; let us introduce these. Given an augmented Harris system H and an interval I ⊆ [0, ∞], the restriction of H to I is the triple
Let Ω be the set of all possible realizations of H. . In this notation, we will often omit H and simply write X • θ(x 0 , t 0 ).
Time reversal of Proposition 3.2
We start with some definitions. As in the previous section, we fix an augmented Harris system H = (H, H).
Definition 4.1. A reverse free basic infection path (RFBIP) is a basic infection path
A reverse free selective infection path (RFSIP) is a selective infection path satisfying (4.1).
The reason for using the word 'reverse' will be clear in a moment.
Definition 4.2. Define the space-time sets
We are now ready to state Proposition 4.3. Assume λ 1 > λ 2 > λ c . There existsc > 0 andβ > 0 such that the following holds. For any u > t > 0, ∈ (0, u − t) and x, y ∈ Z d with (x, 0) ∈ C (y, t,β), we have
and ∃ an RFSIP from (x, 0) to (y , t )
To show that this is equivalent to Proposition 3.2, fix u > 0 and consider 
respectively give the sets of death marks, arrows and selective arrows of 
In order to find the unique RFBIP mentioned in (4.2), one can follow a procedure that is a time reversal of what was explained after Lemma 2.4. Namely, start with an arbitrary BIP γ from (x, t 1 ) to Z d × {t 2 }, consider the smallest jump time s for which (4.1) is violated in γ, take another BIPγ from (γ(s), s+) to
, and so on.
As a consequence of Lemma 2.6, we have that
It is often fruitful to consider the two systems H [0,u] and H * [0,u] jointly and exploit duality-type relations between them. However, we will not need to do so in the rest of the paper. From now on, we will have a single augmented Harris system H (defined on [0, ∞)) and will work on proving that the set of BIP's, SIP's, RFBIP's and RFSIP's of H are such that Proposition 4.3 is satisfied. In particular, we will use properties (4.2) and (4.3) without making reference to a time-reversed copy of the augmented Harris system.
Steering reverse free selective infection paths
The essential tool in our proof of Proposition 4.3 will be the following. We denote by e 1 , . . . , e d the canonical vectors of Z d . (2) for any events E 1 and E 2 on augmented Harris systems,
The proof of Proposition 4.4 will be carried out in the next section and the Appendix. In the remainder of this section, we show how it is employed to prove Proposition 4.3.
Definition 4.5. Given i ∈ {1, . . . , d} and κ ∈ {−1, 1}, on the event {(0, 0) ∞} we define
where ψ (i,κ) : R d → R d is the linear transformation given by
Note that (X (1,1) , T (1,1) ) = (X , T ). Since H and ψ (i,κ) (H) have the same distribution, (X (i,κ) , T (i,κ) ) satisfies properties (1)-(3) of Proposition 4.4, and property (4) is replaced by
Moreover, the distributions of T and T (i,κ) are the same.
Definition 4.6. Let κ ∈ {−1, 1} d . On the event {(0, 0) ∞}, we define a random space-time point (X κ , T κ ) as follows. First define the following vectors recursively:
The following is then an immediate consequence of Proposition 4.4 and the identity (4.6).
there is an RFSIP from (0, 0) to (X κ , T κ );
(2) for any events E 1 and E 2 on augmented Harris systems,
does not depend on κ.
Definition 4.8. Given x ∈ Z d , on the event {(x, 0) ∞}, define a sequence (S n , τ n ) as follows. Let (S 0 , τ 0 ) = (x, 0) and, recursively,
By Corollary 4.7, (τ n ) n≥0 is a renewal sequence, and (S n ) n≥0 is a Markov chain on Z d such that, in each coordinate, from outside the origin, the step distribution has a drift in the direction of the origin. We will need two properties of (S n , τ n ) in what follows. First, for each n there is an RFSIP from (S n , τ n ) to (S n+1 , τ n+1 ); hence, concatenating as in (4.3 
The following is a tightness-type result for the sequence (S n , τ n ).
Lemma 4.9. Assume λ 1 > λ 2 > λ c . There existsc 0 > 0 andβ > 0 such that the following holds. For any u > t > 0, ∈ (0, u−t) and x, y ∈ Z d with (x, 0) ∈ C (y, t,β), if (S 0 , τ 0 ) = (x, 0),
Since this result is more about random walks embedded in renewal times than it is about the multitype contact process, we deal with it in the Appendix. (Lemma 4.9 follows from Proposition 6.3 in the Appendix. Note that Proposition 6.3 assumes that the spatial coordinate is one-dimensional; in order to obtain Lemma 4.9, we must apply Proposition 6.3 to (S n · e i , τ n ) n≥0 for each i, together with a union bound).
Proof of Proposition 4.3. Fix t, u, , x, y as in the statement of the proposition. It suffices to prove that there exist c > 0 andβ > 0 such that
Let E be the event inside the conditional probability. We start by bounding: .2)). Right: the thick (darker) gray trajectory shows the unique RFBIP from (x, s) to Z × {t}.
Ingredient 1: Bifurcation times of the ancestor process
We start our steering construction defining random times at which the ancestor process of (0, 0), (η t ) t≥0 , satisfies a list of conditions. The construction depends on a constant L ∈ N, L > 1, which we will choose later.
In what follows, the word 'arrow' does not refer to selective arrows. Let t ≥ 3 and assume that (0, 0) Z d × {t}, so that η t = . Let y = η t−3 . We say that t is a bifurcation time of the ancestor process η if we can find:
• no death mark in {y − e 1 , y, y + e 1 } × [t − 3, t − 1];
• a death mark in {y} × [t − 1, t];
• exactly two arrows started from {y} × [t − 3, t − 2]; one from y to y + e 1 and the other from y to y − e 1 ;
• no arrow started from {y} × [t − 2, t];
• no arrow started from {y − e 1 , y + e 1 } × [t − 3, t − 1];
• exactly one basic infection path from (y − e 1 , t − 1) to Z d × {t}, ending at y − Le 1 ;
• exactly one basic infection path from (y + e 1 , t − 1) to Z d × {t}, ending at y + Le 1 .
Note that bifurcation times depend on H and not on H. See Figure 4 for an illustration of a bifurcation time.
We now want to find a bifurcation time t around a spatial location y with the property that (y − Le 1 , t) ∞ or (y + Le 1 , t) ∞ (or both). Let us first give an heuristic explanation to our approach to find such a point. We start following the ancestor process η until a bifurcation time u is found (the bifurcation occurs in the time interval [u − 3, u], around a spatial location y = η u−3 ). We then ask if at least one of (y − Le 1 , u) ∞ and (y + Le 1 , u) ∞ holds. If the answer is affirmative, we are done with our search. Otherwise, we wait until the first time v such that {(y − Le 1 , u), (y + Le 1 , u)} Z d × {v}; then we look for a new bifurcation time u after v, and repeat the procedure.
We now give the rigorous description of this procedure. Let U 1 be the smallest bifurcation time in H (with the convention that U 1 = ∞ if there is no bifurcation time). Note that U 1 is a stopping time with respect to the natural filtration of the Poisson processes in H. In the event 
, that is, Y 1 is the spatial position around which the bifurcation at U 1 occurs. Then define another stopping time V 1 as:
In words, in case U 1 < ∞, V 1 is the supremum of all times t that can be reached by BIP's
and the ancestor process has at least one bifurcation time t ≥ V 1 + 3, we let U 2 be the smallest bifurcation time larger than V 1 + 3, and let Y 2 = η U 2 −3 . In all other cases (that is, (a) if
if the ancestor process has no bifurcation time after V 1 + 3), we let U 2 = ∞ and Y 2 = . Then, V 2 is defined exactly as V 1 , with U 1 , Y 1 replaced by U 2 , Y 2 . We then proceed similarly for other values of k to obtain a sequence (
In case there exists k for which U k < ∞ (so that there is a bifurcation connecting
We now state two lemmas that will be needed about these random times; the proofs are postponed to Section 6.1 in the Appendix.
∞}, U is almost surely finite:
Moreover, there exists σ 1 > 0 (depending on L) such that
Lemma 5.3. Given events E 1 , E 2 on Harris systems,
Ingredient 2: Survival time for one ancestry out of a pair
The second ingredient in our construction is another random space-time point (Z , W ) obtained as a function of the augmented Harris system H (again, it will depend on H and not H).
The definition of this space-time point will refer to the same constant L that was used in the previous subsection. For now we only assume L ∈ N and L > 1, but Lemma 5.6 will require L to be chosen large. We assume a Harris system H is given and define
We then let
otherwise, and inductively, for k ≥ 1,
In all other cases, we simply put (Z , W ) = ( , ∞). These definitions are illustrated in Figure 5 . 
The proof of this result is similar to that of Lemma 5.2, only simpler, so we will omit it.
Lemma 5.5. Given events E 1 and E 2 on Harris systems,
Lemma 5.5 is proved in Section 6.1 in the Appendix.
where α L > 0.
Proof. We abbreviate
We first need to prove that
To this end, we write
Because of this equality, (5.7) will follow from the statement:
Let us prove (5.9). The expectation is equal to
For any x > 0 and α ∈ (0, 1) we have
Using (5.6) and the Chebyshev's inequality,
where C is a constant that does not depend on L. Next, by (2.3),
Using (5.11) and (5.12) in (5.10) with α < b 2 /b 1 and integrating over x, we obtain (5.9), so also (5.7). By symmetry, we have E[Z · e i ] = 0 for all i = 1. To treat the expectation of Z · e 1 , we use (5.8) to decompose:
where the last step follows from the FKG inequality and translation invariance. By (5.9), we can now choose L large enough that the right-hand side is positive, completing the proof.
We end this subsection defining (
, but inverting the roles of Le 1 and −Le 1 . More formally, we define
where ψ 1,−1 is as defined in (4.5), that is, it is the linear transformation
Choosing L large enough as required by Lemma 5.6, we then have
(5.13)
Putting ingredients together
In what follows, we always assume that the event {(0, 0) ∞} occurs. By Lemma 5.2, it follows from this assumption that U < ∞, Y ∈ Z d .
Recall that, if U is a bifurcation time, then there is exactly one arrow from
be the respective times at which these arrows are present. Define E = {for some t ∈ [U − 2, U − 1], there is a selective arrow from (Y , t) to (Y + e 1 , t)} .
If E occurs, let t (+) ∈ [U − 2, U − 1] be the first time in [U − 2, U − 1] at which a selective arrow as mentioned in E appears.
We now define the random variables T and X in the statement of Proposition 4.4:
(5.14)
Proof of Proposition 4.4(1). We will construct an RFSIP γ : [0, T ] → Z d with γ (0) = 0 and γ (T ) = X . The definition of γ will be split into six cases. In each case, it will be straightforward to verify that γ is either an RFBIP (cases 1-4 and 6) or an RFSIP (case 5). ∞. In each case one verifies that γ is an RFSIP because whenever it jumps, that is, whenever γ (t−) = x = y = γ (t), we have (x, t+) T .
In this case, we have , by the definition of Z . In particular, there is a unique RFBIP from (Y + Le 1 , U ) to (X , T ). We set
• on [t (+) , U ), γ equal to the unique RFBIP from (Y + e 1 , t (+) ) to (Y + Le 1 , U );
• on [U , T ], γ equal to the unique RFBIP from (Y + Le 1 , U ) to (X , T ).
and in the translated Harris system H • θ(Y , U ) we have (Le 1 , 0) ∞, so (X , T ) = (Y + Le 1 , U ). We set:
• on [U − 3, t (+) ), γ equal to Y ; . We set:
• on [U , T ], γ equal to the unique RFBIP from (Y − Le 1 , U ) to (X , T ).
In this case we again have (5.16). We define γ as in Case 3, with the only difference that we replace t (+) by t (+) everywhere. 
, there is an SIP from (0, 0) to (x, s) for some s ≤ t}, t ≥ 0.
Noting that there is an SIP from (0, 0) to (X , T ) we have, for any α ∈ (0, 1) and x > 0,
We can then bound the two terms on the right-hand side as we did in (5.11) and (5.12) to show that, if σ is small enough,
Hence, (3) is proved.
We now turn to (4). We abbreviate
We start with the equalities 
Noting that E only depends on the presence of a selective arrow on [U − 2, U − 1] and again using symmetry, we have
Using this and the fact that E[Z ] > 0 in (5.19) concludes the proof.
Appendix

Proofs of results of Section 5
We let (F t ) t≥0 denote the natural filtration of the Poisson point processes in H (that is, for each t, F t is the σ-algebra generated by H [0,t] ). Before turning to the statements of Section 5, we state and prove a preliminary result.
Lemma 6.1. There exists σ 0 > 0 such that
and, for any k, on
Proof. Let E be the set of augmented Harris systems for which t = 3 is a bifurcation time. We have P(E) > 0, since the occurrence of E can be guaranteed by making prescriptions on finitely many Poisson processes on the time interval [0, 3].
For t ≥ 3, we have
and iterating we show that the right-hand side is less than P(E c ) t/3 , proving that, if c > 0 is small enough,
Then, noting that {U 1 < ∞} ⊆ {η t = ∀t < U 1 },
To prove (6.2), we argue as above (also using the strong Markov property with respect to the stopping time V k ) to obtain that, for any k, on the event
we then complete the proof as above.
Proof of Lemma 5.2. To prove (5.2), start noting that, for all k ≥ 1,
Similarly, by (6.3),
Next, for k ≥ 1,
and iterating,
Putting these facts together, we see that conditionally to {(0, 0) ∞}, almost surely there exists k such that U k < ∞ and V k = ∞, completing the proof of (5.2).
We now turn to (5.3). Fix σ > 0. By (5.2) we have
for some C σ ∈ (0, ∞) if σ is small enough, by (6.2). Next, we have
with T {−Le 1 ,Le 1 } as in (2.2) . Iterating these bounds, we obtain
Now, by the Dominated Convergence Theorem, (2.4), and the fact that
we can reduce σ so that g(σ) < 1, and then reduce it further so that C σ · g(σ) < 1. By (6.1), (6.5), and (6.6), the proof of (5.3) is complete.
Proof of Lemma 5.3.
Proof of Lemma 5.5. We abbreviate
We then have
Now note that
here, H {0} is the trivial (almost surely empty) restriction of H to the degenerate interval {0}. Moreover, for k ≥ 1 and z ∈ Z d ,
Using these identities, the right-hand side of (6.7) is seen to be equal to
Proofs of results for steered random walks
We will need the following elementary facts about sums of independent and identically distributed random variables:
. . be independent and identically distributed random variables, and let Z 0 = 0 and Z n = n i=1 Y i for n ≥ 1.
For any
, n ∈ N and (6.9)
Proof. The second statement follows from standard large deviation estimates for random walks, so we will only prove the first one. We have:
where the last inequality holds since, for all y ∈ Z,
Throughout this section, we will consider a sequence of independent and identically distributed random vectors
Taking in addition (x 0 , t 0 ) ∈ Z×R, we define a sequence (S n , T n ) n≥0 by letting (S 0 , T 0 ) = (x 0 , t 0 ) and, for n ≥ 1,
so that (T n ) is a renewal process and (S n ) is a Markov chain on Z which on Z\{0} has a drift in the direction of 0. Define (S + n ) by letting S + 0 = S 0 = x 0 and
For A ⊆ Z, define the hitting times
Our goal is to prove: In words: at the first time n at which T n is above t, it is very likely that (S n , T n ) belongs to the box [− , ] × [t, t + ]. The proof of Proposition 6.3 will depend on two preliminary results, Lemmas 6.4 and 6.5. Proof. Given β <β, choose µ < µ and ν > ν such that β < µ ν <β. By (6.10), there exists c > 0 such that for every , with probability larger than 1 − 2 exp(−c ), S + n ≥ µ n − 2 and T n ≤ ν n + ν 2µ for all n ≥ 0.
If this occurs, then
βT n − ≤ µ ν ν n + ν 2µ − ≤ S + n for every n.
The following is a weaker version of Proposition 6.3 which requires the initial position to be in the inner half of the interior of the spatial range of the target box. Before proving this lemma, we will show how it can be combined with Lemma 6.4 (and the estimates of Lemma 6.2) to prove Proposition 6.3.
Proof of Proposition 6.3. Fix β <β and let be large enough as required in Lemma 6.5. Also let t ≥ 0 and x 0 ∈ Z with |x 0 | ≤ β · t. We will only treat the case where x 0 ∈ [−βt, 0]; (6.16) the proof of the case x 0 ∈ (0, βt] is entirely similar. Throughout the proof, we will say an event occurs with high probability if its probability is larger than 1 − exp(−c ) for some c > 0 and large enough.
Let n = min{h
[0,∞) }, that is, n is the first time n when we either have T n ≥ t or S + n ≥ 0. We will treat the two situations n = h T [t,∞) < h S + [0,∞) and n = h S + [0,∞) ≤ h T [t,∞) separately. First assume that n = h T [t,∞) < h S + [0,∞) . Using (6.16), we then have
Moreover, using (6.8), (6.11) and Chebyshev's inequality, with high probability we also have T n ≤ t + . Additionally, by Lemma 6.4, with high probability, S n ≥ x 0 − + β · T n We now turn to the case n = h S + [0,∞) ≤ h T [t,∞) . Again by (6.16), we then have S n ≥ 0, and by (6.8) , with high probability, we have S n ≤ /2. Then, Lemma 6.5 and the Markov property imply that, with high probability, S h T
[t,∞)
, T h T We now turn to the proof of Lemma 6.5. We will need two more preliminary results, Lemmas 6.6 and 6.7. |S n | ≤ 2m.
By (6.11) and Lemmas 6.2 and 6.6, all these conditions hold with probability larger than 1 − 2 exp(−cm) for some c > 0, proving (6.18).
We now turn to (6.19) . Proof of Lemma 6.5. Fix > 0 and t ≥ 0. We will present a construction consisting of disjoint space-time boxes labeled increasingly in time, so that with high probability the process (S n , T n ) n≥0 visits all of them and the last one is the 'target' box in the statement of the lemma, [− , ] × [t, t + ]. A quick glimpse at Figure 7 will help the reader understand the construction.
We let s 0 = t and s i+1 = s i − ( + i) 4 , i = 0, 1, . . . .
Then define k = max{i : s i > 0}, and let 0 = t 0 < t 1 < . . . < t k+1 = t be the values s 0 , . . . , s k , 0 labeled in increasing order, that is, t 0 = 0 and t i = s k+1−i , i = 1, . . . , k + 1. Next, (6.19) implies that, for n ∈ N and i ≤ k,
∈ B i+1 (S n , T n ) ∈ B i > 1 − exp(−c( + k − i)).
Hence, with high probability, for every i, at the first n for which we have T n > t i , we have (S n , T n ) ∈ B i . This completes the proof. With high probability, each of the boxes B i contains (S n , T n ) for some n.
