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1. INTRODUCTION 
We shall give an asymptotic formula for the solutions and their derivatives 
of the second-order linear differential equation 
( PC4 Y’)’ + 69 Y = 0 
on the half-line [0, co), which applies in situations where all of the solutions 
are relatively small. The theorem contains, or contains results similar to, a 
number of results on the boundedness, square-integrability, or asymptotic 
nature of solutions which have been obtained by a variety of different methods 
[l-S]. 
It will be convenient to rewrite the equation in the form 
( PY’)’ + (y + 4 y = 0, (1.1) 
where Y will be a relatively well-behaved function and s will be a function which 
may oscillate wildly, but is, very roughly, the derivative of a small function. 
We shall see that the behavior of the solutions is determined largely, but not 
entirely, by Y. 
Our main result appears as Theorem 2.1. One consequence of it (Theorem 3.3) 
includes the statement for p = 1 that if T is positive with Y-~/~(Y-‘/~)” E L’(O, cc), 
r-2 $L.i(O, co), and if there is a complex-valued function h with h(x) - 0 
as x - co, Y~/~IP EL’(O, CD), and 
h’ - sr-‘i2 exp 2iG E L’(0, CCJ), G’ = ,112 
then with f = r-l14, F’ = G’ + Y-‘/~s/~, solutions of (1.1) are of the form 
y =feiiF(l + o(1)); y’ = *t;f-le*‘F(l + o(1)). 
For Y = 1 this result is similar to, but independent of, and sometimes more 
powerful, than a recent theorem of Harris and Lutz [6], Theorem 2.1. The 
relationship is discussed in more detail following Theorem 3.3. 
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For the equation 
YM + (1 + s)y = 0, 
we shall see that (in addition to the result above), the solutions are asymptotic 
to eiit if either 
(a) there is S EL’(O, GO) n L2(0, 00) with S’ = s (Corollary 2.2) or 
(b) there is a solution u of u” + 4u = --s with u ED(O, co) and 
U’ EL*(O, co) (Corollary 3.6), 
An example following Corollary 3.6 will show that (b) can be satisfied when 
none of the integrals 
s 
m m m 
s(t) dt, s s(t) cos 2t dt, I s(t) sin 2t dt 0 0 0 
exist. 
In Corollary 2.4 we will use our main result to study when all solutions of 
y” + (x” + Kxe sin xy) y = 0 are square-integrable. Our results improve 
substantially those of Eastham [5]. 
2. THE MAIN RESULT 
We shall assume throughout that 
1 /p, Y, and s are real-valued functions in Lp(O, co), 
and that 
p is locally absolutely continuous. 
No smoothness assumptions will be required for s, so it will be possible, for 
instance, for s to be a step function. 
THEOREM 2.1. Suppose there is a positive function f and functions u and 
v with u, v, and f’ locally absolutely continuous such that 
(4 f[( Pf’)’ + yf - ( PfYl EWO, a), 
(b) u is bounded and each of the following functions is in L’(0, CO). 
(i) ( Pf Y1 u2, 
(ii) u’ - 2( pf 2)-1 v, 
(iii) v’ + 2( pf2)-l u + f%/2 + ( pf”)-’ v2. 
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Then (I .2) has solutions of the form 
y = feUiiF(l + o(l)), 
y’ = [f’ + (2v l ie-““)/pf] e”*rF(l + o(l)), 
(2.1) 
where F’ = ( pf2)-‘( 1 + v”) + f’s/2 + v’. 
Remark 2.2. It is clear from the form of (a) and (b) that if the hypotheses 
of Theorem 2.1 are satisfied for (1.2) with a certain function q = r + s, then 
they will still be satisfied if q is altered to q1 , where (q - q1)f2 EL’(O, CO). 
Remark 2.3. Knowles [7] has shown that if (a) is satisfied and s = II = v = 0 
then y cL2(0, co) if and only if f~L*(0, 00). 
Remark 2.4. If q > 0 and w( pw’)’ E L’(O, 00) where w = ( pq)-1’4 then the 
hypotheses are satisfied with q = Y, s = II = v = 0, and f = w. This is, of 
course, just the “standard” asymptotic result for (py’)’ + qy when q > 0. 
See, for instance, Coppel [4]. Thus (b) of the theorem may be viewed as a set 
of hypotheses on a perturbation s which cause s to have relatively little effect 
on the solutions or their derivatives. Note in particular that 0 < k < e” < K 
so that properties of y such as boundedness or square-integrability are deter- 
mined byf, and thus depend only on Y. 
Remark 2.5. If f( pf’)’ is conditionally integrable on [0, co) and if 
( pf2)-l $ Ll(O, oo), then pff’ + 0 (Coppel [4, p. 1191) and the expression 
for y’ becomes somewhat simpler. This remark was used above in the discussion 
of the special case of Theorem 3.3. 
Proof. Let y be a solution of (1.2) and define 
w1 = f-lec”y 
w2 = -( pf ’ + 2f -Iv) e”y + pfe”y’. 
Then wi and wz satisfy the system 
wk = [-u’ + 2( pf “)-%I w1 + (pf 2)p1 eczuw2 , 
(2.2) 
w; = -ezu[f (pf ‘)’ + rf 2 + 2v’ + sf 2 + 4(pf 2)-1 v”] w1 + [u’ - 2(pf “)-Iv] w2 . 
Set 
G = f [(pf ‘)’ + yf - (PfYl, 
H = v’ + 2(pf’)-’ u + sf’/2 + 2( pf2)-’ v2. 
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Then 
-6+[f( pf’)’ + Yf2 + 257’ + J-f2 + 4( pf2)-’ v’] 
= -~z~~[G + (pf”)-l + 2H - 4( pf*)-’ u] 
= -$U[( pf2)-1 ep4u + ( pf2)-‘( I - 4u - e-4u) + G + 2H] 
= -pL[( pf”)-1 e-4u + G + 2H + (pf*)-’ O(u*)] 
since u is bounded. 
Now we may rewrite the system (2.2) in the form 
W’ = (A + E) w, (2.3) 
where W = (zur , w~)~, a,, = a22 = 0, aI2 = -u2r = ( pfy)-1 e-s“, and 
E ~Ll(0, CO). Thus (2.3) has solutions of the form W = @( 1 + o(l)), where 
@= 
[ 
exp iF i exp -iF 
i exp iF exp -iF I 
and F’ = ( pf2)-’ e-*%. The conclusion then follows from expressing y and y’ 
in terms of wr and w2, and using e-2U = I - 224 + O(u2), (i), and (iii). 
As a first simple consequence we consider when the equation 
Y” + (1 + s)y = 0 (2.4) 
has solutions asymptotic to e it. Instead of assuming that s or s’ is small (see, for 
instance, Bellman [2, p. 1351) we assume that s has a small antiderivative. 
(See also Corollary 3.6 and the remarks following Theorem 3.3). 
COROLLARY 2.2. If S' = s, S cL'(O, co) n L*(O, co) then (2.4) has solutions 
of the form 
y = eiit( 1 + o(l)); y’ = (S f i) e*it(l + o(l)). 
Proof. Set Y = f = 1, u = 0, v = -S/2 in Theorem 2.1. 
Note here that y’ is not bounded if S is not bounded. The hypothesis is 
satisfied if, for instance, s(x) = Kx* sin x@ with 0 < OL < /3 - 2. Here (Y can 
be arbitrarily large. 
In the same spirit we have, more generally, 
COROLLARY 2.3. If Y > 0, (pr)-‘l”[( p~)-~/~]” EL'(O, 00) and if there is 
a function S with 5” = ( PY)-‘/*s and (Y/P)“~ Sj l Ll(0, co) for j = 1, 2, then 
(1.2) has solutions of the form 
y = ( pr)-li4 e*-iF( 1 + o(l)), 
y’ = [((pr)-l’“)’ + (r/p3)l14(-S -& i)] efiF(l + o(l)), 
where F’ = (r/p)‘12. 
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Proof. Set f = ( pr)- 114, u = 0, ZJ = -S/2 in Theorem 2.1. 
As a different kind of application we consider when all solutions of the equation 
y” + (x”+ K@sinP)y = 0 (2.5) 
are in L2(0, co), that is when the expression is in the limit-circle condition at 
infinity. We assume a > 2 so that (2.5) is limit-circle for K = 0. 
COROLLARY 2.4. All solutions of (2.5) are inL’(0, co) if cx > 2 and 
p < max{y i a/4 - 312, 30114 - l/2}. (2.6) 
Remark 2.5. Eastham [S] considered (2.5) and showed that all solutions 
are in L*(O, co) if 
P < min{y + olj8 - 514, 2y - 3a/4 - 512). (2.7) 
We shall consider a general result similar to Eastham’s in [5] in Corollary 3.2. 
PYOO~. Set 6 = cr/2 and C = K/2, and let u and v satisfy the system 
v’ = -2x% - Cx6-” sin x7. 
It follows from the variation of parameters formula and an integration by parts 
that if y 2 1 + 6 = 1 + n/2, then u and e, are O(X~~~-~+~). Thus x”(u” + v*) E 
L’(O, 00) provided 2,B - 6 - 2y + 2 < - 1 or /3 < y -t OL/~ - 3/2. Similarly 
if y < 1 + 6, then u and ‘u are 0(x6-*) so x”(u” + v*) EL’(O, co) if 28 - 2cz + 
6 < -1 or /3 < 3a/4 - l/2. Since each of the two expressions in (2.6) is the 
larger of the two in the region in which it applies, the corollary follows from 
Theorem 2.1 with r = xa, f = r-l’* and u and v as above. 
3. SOME CONSEQUENCES 
In this section we shall derive several consequences of Theorem 2.1 which 
make more explicit the type of perturbation s to which the theorem can apply. 
We begin with a result which has the spirit of assuming that s is the nth deriv- 
ative of a small function. 
THEOREM 3.1. If there is a function f satisfying (a) of Theorem 2.1 and there 
are functions R, , R, ,..., R, with 
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(i) R; -f %/2 and R:( - 2( pf*)-1 Rjml in Ll(O, co) for j = 2,..., n, 
(ii) ( pf2)-1 RF EU(O, o3) forj = l,..., II, 
(iii) ( pf 2)-1 R, ~Ll(0, co), 
(iv) R, - R4 + R, - ... bounded, 
then (1.2) has solutions of the form (2. I). 
If&--R,+&- ~~~+OandR2-RR,+R,--~~+Oasx+cothen 
y = fe*iF(I + o(l)); y’ = (f i i($O1)eiiF(l + o(l)) 
with F’ = ( pf 2)-1 + f *s/2. 
Proof. Set u=-R2+R,-RR,+... and v=-R,+R,-RR,+“.. 
Then u is bounded by (iv), ( pf 2)-1(u2 + w’) EL’(O, co) by (ii), and the rest of 
the hypotheses of Theorem 2.1 follow from (i) and (iii). 
It is straightforward to obtain from Theorem 3.1 a result phrased in terms of 
a function S with S(“) = s. We content ourselves with the case n = 2, p = 1. 
COROLLARY 3.2. Suppose p = 1 and there is f satisfying (a) of Theorem 2.1. 
If there is a bounded function S with S” = s such that each of these functions 
is in L’(0, a): 
f -*s, f %!P, (f Y’S’, 
then (1.2) has solutions of the form 
y = fe-S*iF( 1 + o( 1)); 
whereF’ = f-“. 
y’ = [f’ - fS’ * ie2s/f] e-S*iF(I + o(l)), 
Proof. Set R, = f 2S’/2, R, = S, and, for F’, note f -2e2s = f -2 + 0( f -2S). 
A result somewhat similar to Corollary 3.2 with the assumption thatf = y-l/* 
is in L*(O, m) and the conclusion that y is in L*(O, co) was used by Eastham [5] 
to obtain the inequality (2.7). 
Corollary 3.2 applied to Eq. (2.5) yields an inequality superior to (2.7) but 
inferior to (2.6). This suggests that it may frequently be more efficient to con- 
sider a nonhomogeneous first order system as was done there, or a nonhomo- 
geneous second order equation which is more complicated than y” = s. We 
give a version of each of these possibilities. 
THEOREM 3.3. If there is a function f satisfying (a) of Theorem 2.1 and a 
bounded, locally absolutely continuous, complex-oalued function h with 
(i) h’ - f*seiG E I?(O, co), G’ = 2( pf 2)-‘, 
(ii) ( pf *)-l h* ~Ll(0, co), 
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then solutions of (1.2) are of the form (2.1). If h - 0 then solutions are of the form 
y = fe*““( 1 + o( 1)); y’ = (f’ f ( pf)-’ i) eitiF( 1 + o( 1)), 
where F’ = ( pf’)-’ + f 2s/2. 
Proof. Set h = h, + ih, with h, and h, real-valued, and set 
2u = -h, sin G + h, cos G, 
2v = -h, cos G - h, sin G. 
Then u’ - 2( pf 2)-1 v = 0 and v’ + 2( pf 2)-1 u + f *s/2 E Li(O, co). Moreover, 
u and v are O(l h I) so ( pf”)-‘(u” + 9) ~Li(0, co). Finally, h -+ 0 implies 
u - 0, w + 0 so that (2.1) assumes the form above. 
In the special case p = Y = f = 1, the hypotheses of Theorem 3.3 are 
similar to a result of Prodi [8] (see also Cesari [3, p. 851) on the boundedness 
of solutions of 
y” + (1 + s)y = 0 (3.1) 
and also to an asymptotic formula of Harris and Lutz [6], Theorem 2.1. In 
their result the condition h E L2 is replaced by sh EL’. In situations where an 
antiderivative of s is smaller than s itself the present condition tends to be more 
easily satisfied. For instance, if s(x) = 9 sin XY, then h E L2 when /3 < y - 3/2, 
while sh EL’ when p < y/2 - 1. The first inequality allows /3 to be greater 
when y > 1 (the case when integration does reduce the size of s) and the second 
is better when y < 1. 
Theorem 3.3 also implies the following asymptotic version of a theorem of 
Barbuti [I] on the boundedness of solutions (see also Cesari [3, p. 851). 
COROLLARY 3.4. Zf s(x) = m(x) v(x), where m E BV n L?(O, GO) and 
v(x) exp 2ix has a bounded antiderivative on [0, co), then, with F’ = 1 + s/2, 
(3.1) has solutions of theform 
y = e*iF(l + o(l)), y’ = ie*iF( 1 + o(1)). 
Proof. Let W(x) = v(x) exp 2ix with @ bounded. Then 
jy m(t) p)(t) exp 2it dt = m@]; - 1’ @ dm. 
2 z 
Since m -+ 0 it follows that sz @ dm and hence 
h(x) = p m(t) p(t) exp 2it dt 
z 
exist and are O(i m I). Then h E L2(0, 00) and h - 0 and the proof is complete. 
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We give, finally, a result in which II is the solution of a rather simple second 
order nonhomogeneous equation. 
THEOREM 3.5. If there is a function f satisfying (a) of Theorem 2.1 and a 
bounded solution u of 
( pf W)’ + 4( pf I)-1 II = -f 2s 
with (pf 2)-1 z$ + pf ‘W E Ll(O, oo), then (1.2) has solutions of the form (2.1). 
Zf u + 0, then (1.2) has solutions of the form 
y = fe*iF(l + o(l)), y’ = (f’ + fzi * ( pf )-l i) e*iF(l + o(1)) 
with F = ( pf ‘)pl( 1 - 2~). 
Proof. Set v = pf%‘/2. Then u and z, satisfy (b) of Theorem 2.1. 
It should perhaps be noted that Theorem 3.5 is not a consequence of Theorem 
3.3 since it is not necessary here for z, to be bounded. We shall take advantage 
of this in Example 37. 
In the special case p = Y = f = 1 we obtain the result for equation (3.1) 
mentioned in the introduction. 
COROLLARY 3.6. Zf there is a solution u E Ll(O, a) of 
uM + 4u = -s 
with u’ in L2(0, 03), then (3.1) has solutions of the form 
(3.2) 
y = e*it( I + o(l)); y’ = (u’ & i) e*it(l + o(1)). (3.3) 
Proof. It is easy to see by an argument using the Schwarz inequality for 
u‘ that in fact u - 0. 
We conclude by using Corollary 3.6 to give an example of a function s for 
which the solutions of (3.1) are of the form (3.3) although none of the integrals 
s 
cc 
s(t) dt; 
0 I 
cc mz 
s(t) cos 2t dt; s(t) sin 2t dt 
0 I 0 (3.4) 
exist. 
EXAMPLE 3.7. Define so(x) on the interval 1(n) = [n - 2n-4, n 
n > 2, by 
i - 2n-4], 
so(x) = n5, n - 2n-” < x < n - n-4, 
= -n5, n - n+ ,( x < n f c4, 
n5, n + ne4 < x < n + 2n-4. 
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Extend s,, to all of [0, co) by setting S,,(X) = 0 where it is not already defined. 
Define 
u(x) = - jz (x - t) s,(t) dt; 
0 
s(x) = so(x) - 4u(x). 
Then U” + 4~ = -s, ( u’(x)1 = 11 for x = n * ne4, 1 Us < np3 on Z(n), 
and u(n + 2~~) = u’(n + 2n-4) = 0. Thus u and u’ are different from 0 
only on the I(n) so that u EL’(O, 00) and, since 
i 
/ u’ 12 = 4/3?22, 
I(rLl 
also U’ EL~(O, CO). Thus the hypotheses of Corollary 3.6 are satisfied so that the 
solutions of y” + (1 + s) y = 0 are of the form (3.3). 
On the other hand, since s - s,, sL’(O, co) it is clear that the first integral 
in (3.4) does not exist. Also it is readily verified from the variation of parameters 
formula that if J-T s(t) ezzt dt exists then (3.2) has a solution z, with ~1 - 0 and 
o’ - 0, and that if either the real or imaginary part of this integral exists, then 
a solution u with IO unbounded must also be unbounded itself. Thus only if 
neither integral exists can there be a solution, as there is, with u - 0 and u’ 
unbounded. 
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