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RESU~O 
Neste trabalho trataremos do problema de determinar zeros 
reais simples de urna função, por meio de alguns métodos espe-
ciais, quase todos derivados do método de Newto~. 
Isso será feito em duas etapas: na primeira faremos _urna ana-
lise teórica dos métodos; na segunda faremos .a comparação desses 
métodos do ponto de vista computacional, de raio de convergência 
e de tempo de computação, usando as mesmas estimativas para cada 
uma das funções analisadas.· 
Durante todo o trabalho denotaremos por a uma raiz simples 
-. d - f()O f' f" f(J) f( 4 ) f(S) generlca a equaçao x = , e, por , , , , , .... , 
as derivadas de f, sendo-, as vezes, a própria f identificada por 
Mesmo quando nao for mencionado, estaremos supondo a existên 
cia, numa vizinhança de a, de tantas derivadàs de f quanto neces-
sárias, ·e que f' (a) f:. O. 
CAPÍTULO I 
ORDEM DE CONVERGENCIA E OUTRAS DEFINIÇÕES BÁSICAS 
Neste capitulo, apresentaremos al_gumas definições e teore-
mas básicos que serão usados posteriormente. 
DEFINIÇÁO 1.1. Seja {xi)i > 0 uma sequência convergindo 
para a , e para cada i ~ O, ei = xi - a. 
Se existem um número real p, e uma constante não-nula C 
tal que 
lim lx. l - ai lim >+ 
i + = .~ i + +~ 
lxi - aiP 
= c 
' 
então p e chamado de ordem da sequência (xi)i > 0 e C e chama 
da de constante de erro assintótico da sequência 
DEFINIÇÁO 1. 2. Consideremos a equaçao f(x) = O e seja 
a uma raiz dessa equação. 
Definimos um método iterativo ~' como sendo um método de 
obtenção de um valor aproximado de a , passo a passo, onde o va 
lor xi obtido no i-ésimo passo depende unicamente de i e do 
valor de x. l 1- obtido no passo anterior, 
inicial dado conforme o problema em questão. 
sendo X 
o 
um valor 
Então x. = ~(x. 1 ) define uma sequência de aproximações ' ,_ 
sucessivas x 1 ,x2 , ... ,xn, .•. , que sob certas condiçÕes, converge 
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para a solução a . 
Cada passo desse processo é chamado de iteração. 
TEOREMA 1.1. Sejam ~ um método iterativo e (xi) i> 0 uma 
sequência tal que xi+l = ~ (xi) e (xi) i·> 0 + a 
tão, 
do 
Seja e 1 = xi-a, Vi > O 
Suponhamos que ~(p) seja continua numa vizinhança de a . 
Então (xi)i>O e âe ordem p se e somente se: 
i) ~ (a) 
" 
a ; 
i i) ~(j) (a) 
" 
o se j 
" 
1,2, ... ,p-l 
iii) ~(p) (a) " O • 
• 
Nessas condições, se i -+ +"" , então .. 
~(p)(a) 
p! 
DEMONSTRAÇÃO: Como ~ e continua numa vizinhança de a, en 
a " lirr 
i 4- +eo 
lim 
i -+ +oo 
" ~ ( lim " ~ (a) (l.l.l) 
i + +<» 
Desenvolvendo ~ em Série de Taylor em torno de a , e usan 
l.l.l ternos 
~(p-l)(a) p-l ~ (p) (1;.) eP ~ (xi) a+~~ (a)ei+ .•. + l xi+l " " e. + (p-l) ! l p! l 
com ~i entre xi e a . 
Então (xi) i > 0 é de ordem p se e somente se: 
~'(a)= 
Corno 1; • 
~ 
= 
~(p)(a) 
p! 
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= ~(p-l)(a) =O e 
está entre xi e a e xi + a. terros que lirn 
i ++co 
= 
OBSERVAÇÃO 1.1. Nas condições do teorema acima se diz que 
~ e de ordem p , e 1 por um abuso de 1 inguagem, chamaremos 0 de 
função iterativa de ordem p. 
DEFINIÇÃO 1.3. Chamaremos de sequência básica de métodos 
iterativos, a uma sequência infinita de métodos iterativos, cujo 
p-ésimo elemento da sequência seja de ordem p 
OBSERVAÇÃO 1.2. O conceito de sequência básica e definido 
somente para métodos itere~ivos de ordem inteira. 
TEOREMA 1.2. Sejam ~l e ~ 2 duas funções iterativas de 
ordem I? • 
Então existe uma função U limitada em a , com U {a) ~ O 
tal que 
sendo 
i) se 
se ~ (p) (a) 1 
= U(x) pl u (x) , u ::: f 
"~(p)(•) 
2 
t' 
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DEMONSTRAÇÃO: 
rema 1.1 temos que 
Como ~l e 
~(p)(a) #O 
1 
~ 2 sao de ordem p , pelo te o-
e ~Jpl (a) ! O • 
Se i 1,2, sejam V. (x) 
~i(x)-a 
# = = se X a ' e 1 
~(p)(a) (x-a) p 
v i (a) 1 = 
p! 
Assim, se i = 1,2 temos 
~i (x)- a =vi (x) (x-a)p '. (1.2.1) 
onde cada V i e urna função continua de x e V i (a) 1: O . 
Seja À (x) = f (x) 
x-a 
se x ! a e À(a) = f' (a). 
Então f(x) = À(x) (x-a) 
À(a) ;I O. 
onde À é uma função contínua e 
forma, 
onde 
onde 
Como 
P (x) = 
u = 
f 
f' 
À (x) 
f' (x) e 
temos u (x) = À (x) f' (x) 
u(x) = p (x) (x-a) , 
p(a) = l. 
Por 1.2.1 e 1.2.2 temos 
".(x)-a = w.(x)up(x) ~1 1 f 
V i (x) 
P p (x) 
(x-a.) , ou, de outra 
(1.2.2) 
i = 1,2 , 
(1.2.3) 
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Então cada e contínua e 
Consideremos inicialmente, 
i) ~ (p) (a) 
1 
-~(p)(a) 
2 
' o . 
Por l. 2. 3 ~ 2 (x) - ~ 1 (x) = [w2 (x) ~- w1 (x) 1 • up (x) • 
Defina U (x) 
Então U (a) = 
Portanto, se 
= w2 (x) - w1 (x) • 
_!_ [~ (p) (a) - ~ (p) (a) 1 
p! 2 1 ' o 
~(p)(a) 
2 ·então 
+ U (x) uP (x) , com U (a) lo O • 
ii) Co~siderernos agora ~ip) (a) = 0~p) (a) 
~ 2 (x) = 
A menos qUe ~l = ~ 2 , existe um inteiro p 1 > p 
~1 (x) + 
tal que 
e a demonstração pode ser refeita, com 
e·.; lugar de p . 
DEFINIÇÃO 1.4. Sejam ~ um método iterativo de Ordem p e 
(x.) . 
1 i>O 
uma sequência tal que xi+l = 0(xi) e 
Seja T o tempo de trabalho computacional necessário para 
realizarmos uma iteração .. 
Chamamos de índice de eficiência de 0 o quociente 
IE 
CAPÍTULO II 
INTERPOLAÇÃO POLINOMIAL E SUA RELAÇÃO COM O CÁLCULO DE RA! 
ZES 
Como posteriormente estudaremos alguns métodos iterativos 
gerados por interpolação inversa, neste capitulo veremos: o con-
ceito de Interpolação Polinomial de Hermite; os teoremas de Exis 
tência e Unicidade e do Resto do Polinômio Interpolador de Hermi 
te; o conceito de Interpolaç~o Inversa; a relação entre cálculo 
de raízes e interpolação; e, finalmente, um teorema que estabele 
ce as condições em que podemos assegurar a co.nvergência de um me 
todo gerado por interpolação inversa. 
2.1. INTERPOLAÇÃO POLINOMIAL DE HERMITE 
Sejam f: [a,b] ~ R e x ,x1 , ... ,x o n n+l elementos dis--
tintos em [a,b] 
Sejam j = O,l, ... ,n e kj ~ O,l,~ .. ,yj-1 com yj > l 
Seja N = y + yl + ••• + y -1 o n 
Suponhamos que, para todo j , f tenha yj-1 derivadas no 
ponto xj . 
Consideremos o problema de determinarmos um polinômio q 
de grau N , tal que para todo xj tenhamos: 
Esse polinômio g e denominado Polinômio Interpolador de 
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Hermite para a função f, nos .Pontos x 0 ,x1 , ... ,xn. 
'TEOREMA 2 • 1 • (Teorema da Existência e Unicidade do Polinô 
mio Interpolador} . 
Existe um único polinômio satisfazendo as condições estabe 
lecidas em 2.1. 
DEMONSTRAÇÃO: Queremos ·determinar 
N 
q(tl = r 
k=O 
tal que em todo. ponto 
k.::: 0,1, ... ,"(.-1. 
J J . 
x. · satisfaça 
J 
q 
n 
N = ( r y.) - 1 
j=O J 
(k.) 
J (x.) 
J 
= 
(k.) ( ) 
f J xj ' 
Para cada essa condição nos fornece y j ·equaçÕes li-
neares, a saber: 
N-1 X. 
J 
N-y,+l 
X. J 
J 
+ ••• + a y.-1 
J 
(y .-1) 
= f J (xj) 
' 
e temos então um sistema de N+l equaçoes lineares a N+l incó~ 
nitas. 
Uma solução para esse problema existe e é Única, se a ma-
triz dos coeficientes do sistema for não-singular. 
Escrevendo isso na forma Ay = b , onde A é a matriz dos 
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coeficientes do sistema, y e 
b = (f (x) , 
(y -11 (y -1) T 
f'{x ), ••. ,f 0 (x }; ••• ;f(x ), f'(x }, ... ,f n (xn)) , 
o o n n 
é suficiente provarmos que o sistema Ay = O -tem somente a solu-
ção trivial, pois isso acontece se, e somente se, A for não-sin-
gular. 
N 
b tk T Seja r (t) ~ E e y1 ~ (bN,bN-1, ... ,bl ,bo) e su-
k=O k 
(k . ) 
ponhamos que Ay1 = o ' ou seja, que r J (x.) = o ' com k. ~ J J 
= 0,1, ... , Yj-1 .• 
Isso significa que x. 
J 
e uma raiz de r , e tem mul tiplici-
dade y .• 
J 
r(t) 
yo 
= a(t-x ) 
o 
Suponhamos a # O 
yn (t-x I 
n 
a E R. 
Nesse caso r tem grau Y + r 1 + ••• +y = N+l, o que e absur o n 
do, pois r deve ter grau N . 
Então a = O e r é o polinômio nulo, e, assim, o sistema 
tem somente a solução trivial. 
Portanto, A é não-singular, e podemos concluir que o Poli-
nôrnio Interpolador de Hermite existe e é Único. 
Demonstraremos agora alguns resultados que serao usados na 
demonstração do próximo teorema. 
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DEFINIÇAO 2 .1. Seja f : [a,b] .. R ; um zero a de f e de 
multiplicidade k f(x) k g(a) 
" 
se = (x-a) g (x) , com o e g li 
mitada numa vizinhança de a • 
LEMA 2.1. Seja f: [a,b] + R, 2 f E C [a,b] 
Então todo zero de f de multiplicidade K > 1 e um zero 
de multiplicidade k-1 da derivada de f • 
DEMONSTRAÇÃO: Seja a.. um zero de· f de multiplicidade k. 
Então f(x) = (x:-a.)kg(x) com g(a.) 1:- O e g limitada em 
a • 
Daí se<jue-se que f • (x) = (x-a) k-lh (x) , onde 
h(x) = k g(x) +(x-a) g' (x) • 
Como 2 f E c [a,b] , então f' e limitada em [a,b] 1 e, 
portanto, g' tem de ser limitada em a.. 
Ertão h é llmitada em a e corno h(a) = k g(0 ) f- O, te-
mos que a e um zero de f' de multiplicidade k-1 . 
LEMA 2.2. Seja f: [a, b] .. R ' f E C
2 [a,b] . 
i) Se f tem n zeros em [a, bl , então a derivada de f 
tem pelo menos n-1 zeros em [a,b]. 
ii) Se f tem n zeros em [a,b] e k desses zeros tem 
multiplicidade maior do que 1, então a derivada de f tem pelo 
menos n-1 + k zeros em [a,b] 
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DEMONSTRAÇÂO: i) Sejam r 1 ,r2 , ... ,rn os zeros de f em 
I 1 = [r 1 ,r ] n- n- n 
Como f(r1 ) ~ f(r 2) = .•• ~ f(rn) =O, podemos aplicar o 
Teorema de Rolle a cada Ij ; temos então que para Vj = 
... n-1, 3: c. E {r.,r. 1 )/f'(c.) =O. J J J- J 
1, ... 
Portanto f' tem pelo menos n-1 zeros em (a,b] 
ii) Segue diretamente da parte (i) e do Lema 2.1. 
O próximo teorema nos fornece uma estimativa do erro na 
interpolação polinomial. 
TEOREMA 2. 2. (Teorema do Resto d_o Polinômio Interpolador 
de Hermite). 
Sejam f: [a,b] -+R, f E CN+l [a,b] e x ,x1 , ... ,x o n 
n+l pontos distintos em [a,b] 
tos 
Seja q o polinômio interpolador de Hermite de f nos pon-
satisfazendo 
(k.) 
q J (x.) 
J 
= 
(k.) 
f J (xj) , 
j = O,l, ••• ,n e com y.>l•N+l·= J - i 
n í: y. 
J=O J 
Seja t um ponto qualquer em (rn,M} , onde m = min {x0 ,x1 , ... 
Então 
< (t) 
w(s) 
em 
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f (N+l) (< (t)) n y. 
f(t)- q(t) = n (t -X.) ] J ' (N + l) ! j=O 
no intervalor [m,M] 
DEMONSTRAÇÃO: Fixemos t E [m,M] e consideremos a função 
f(t) -q(t) 
w tem um zero em s = t, e zeros de multiplicidade r-J 
s = j,= O,l, •.. ,n. 
Para cada i , i= O,l, ••• ,N+l, denotemos por v. ~ o núme 
ro de zeros de (i) w em [m,M] 
Seja s(f',<[l = 1 se· <f> .P 
O se q C: ):> • 
Então: 
= n+2 
= v 1-1 + s(l,y 0 -l) + s(l,y 1 -l) + ~--.-+ s. (l 1 Yn- 1) 
= n + s(O,Y -1) + s(l,Y -1) + s(O,r 1 -U + o o 
s{l,y1 -l) -t ••• + s{O,yn-1) + s(l,yn-1) 
- 12 -
V = n+l-N+ [s(O,y -1) +S(l,y -1) + ••• + s(N,y -1)] + 
Ntl o o o 
• 
Mas s(O,yi-1) + s(l,yi-l}+ ... +s(N,yi-1) = yi-1 
Daí segue-se que vN+l = 1 • 
Portanto, w (N+l) tem ao menos um zero em [rn,M] , digarros 
em s =. ( , e como I; depende de t , denotaremos a raiz de 
(N+l) 
w por <(t) • 
Diferenciando' N+~ vezes a função w, e fazendo s =E;, (t), 
temos: 
= f(N+l) ('(t))- (N+l)! 
f(t)- q(t) 
w(N+l) (I; (t)) 
= o. 
Portanto, 
f(t)- q(t) = 
f (N+l) (I; (t)) 
(N+l)! 
Agora, demonstraremos o Teorema da Função Inversa e, a se-
guir, veremos o conceito de interpolação inversa. 
TEOREMA 2.3. (Teorema da Função Inversa) . 
Sejam f : J = (a,b) -+ R , f (N+l) continua em J e f' (x) f, O 
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para todo x em J . 
Então f tem urna inversa F em K = f(J) e F (N+l) existe 
e é contínua em K . 
DEMONSTRAÇÃO: Com efeito, dadGs x 1 < x 2 em (a,b) , pe-
lo Teorema do Valor Médio temos: 
f (x2 l -f (x1 ) = f' (c) (x2-xl) 
com xl < c < xz 
Daí, vem: 
i) Se f' (x) > o ' 1/x E J' então f(x1 ) < f (xzl ' e, as-
sim, f e crescente em J 
ii) Se f' (x) < o, llx E J' então f (x 2 ) < f(x1 ) ' e as-
sim, f e decrescente em ,T • 
Portanto, f e monótona em J . 
Sendo f continua e monótona em J , então existe a função 
inversa F : f (J) + J . 
Seja K = f (J) i como f e continua, então, K também e um 
intervalo aberto.; além disso, F é contínua em K , pois F tam-
bém é monótona, e F (I\) = J e um intervalo. 
F e derivável em K , pois:· 
Seja yl E K, yl = f(x1 l ; como F e continua em K ' 
lim F(y) = 
y +yl 
F (yl) = xl 
Além di·sso, se y E K- {yl) ' então F (y) # xl . 
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Logo, 
lim 
F (y) -F (yl) 
lim 
F(y)-x1 
" " 
y +yl y-yl y + yl f (F (y ) ) -f (x1 ) 
. l 
. t(F(y))-f(x1 )j- l 
" 
l~m _ = = 
y +yl F(y)~xl f' (x1 ) 
" 
(f' (F(yl))J-l 
Portanto F' (y1 ) existe e é igual a [f' (F(y1 ))]-l 
Provaremos agora que F(N+l) existe e é contínua. 
Vimos que f' (y) = [f' (F(y) )]-l, Vy E K; podemos escre-
ver F 1 "" I o f' o F , onde -l I ( t) = t , I:f'(J)+R; notemos 
que a expressão tem sentido·, pois, como O f:. f' (J) , a aplicação 
I está bem definida nesse intervalo. 
Como f E c 1 , então I , f' e F sao contínuas,~ e como 
F'"" Iof'o.F, então, F' é contínua, e, portanto F EC1 
Suponhamos, agora, f E c 2 
F I E c1 I implicando F E. c 2 . 
Então I, f e f' E C 1 , logo 
E assim sucessivamente, até f E cN+l • 
2.2. INTERPOLAÇÃO INVERSA 
Sejam f: J == (a,b) + R e x 0 ,x1 , ... ,xn, n+l 
distintos em J • 
Sejam j = O,l, .•. ,n e com 
elementos 
e 
n 
N = ( E 
j=O 
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y.)-1. 
J 
Suponhamos f • (x) f:. O , \Zx E J , e f (N+l) continua em J. 
Então, pelo teorema 2.3, f tem uma inversa F definida em 
K = f (J) , F{N+l) existe e é contínua em K. 
o problema de interpolação para· F consiste em determinar-
mos um polinômio Q de grau N , que satisfaça 
y j = f (xj), j = O, 1, ••• ,n , 
= 
(k ') 
F J (y.) 
J 
k. = O,l, ..• ,y.-1, 
J J 
Pelo teorema 2.1, podemos afirmar que existe um único poli 
nômio de grau N , nas condições requeridas acima. 
Usando o teorema 2.2 , obtemos uma estimativa do erro en-
volvido: 
F (t) 
F(N+l)[e (t)] 
Q(t) +----~-----
(N+l) ! 
n 
n 
j=O 
com e (t) no intervalo determinado por y
0
,y1 , .•. ,yn. 
2,3. RELAÇÃO ENTRE INTERPOLAÇÃO E CÁLCULO DE RAÍZES 
(2.2.1) 
Se x 0 ,x1 , ... ,x0 são aproximações de uma raiz a de f , 
para determinarmos xn+l , podemos calcular as raízes do polinô-
mio que interpela f nos pontos x 0 ,x1 , ... ,xn, e, tornarmos urna 
delas corno sendo xn+l ; o processo é então repetido para os pon 
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tos x 1 ,x2 , .... ,xn+l , e assim por .diante. 
Poré~, isso apresenta muitos inconvenientes, pois, nem sem 
pre as raizes assim obtidas são boas aproximações para as raizes 
de f, e, para que isso ocorresse, seria necessário estabelecer-
mos outras condições; além disso, urna equação polinpmial deve 
ser resolvida em cada iteração, e, dentre todas as raízes do.po-
linômio, uma deve ser escolhida como xn~l· 
Essas dificuldades podem ser evitadas interpelando F , a 
inversa de f, nos pontos ;:i= O,l, ... ,n, e ava-
liando Q , o polinômio interpol"ador de F , no ponto y = O , o 
que determina x 1 . de modo único. n+ . 
Então xn+l = Q(O) , e repetimos esse procedimento usando 
os pontos f (x1 ) , f (x2 } , •.• , f. (xn+l) , e assim por diante. 
O próximo teorema nos fornece resultados concerr.:~ntes a 
convergência de um método iterativo gerado por interpolação in--
versa. 
TEOREMA 2.4. Suponhamos válidas todas as condições e con-
clusões de 2. 2, porem, sendo J == · { xf \x-ex\ } <r 1 e a. uma raiz 
de f 
Suponhamos ainda que F (N+l) (y) .; O 1 Vy E K. 
Para j .l: n+l 1 definamos a sequência (xj) por xn+l = Q(O), 
como foi visto acima, em 2.3, e repetimos o procedimento usando 
os pontos f(x1 ),f(x2 ) , ... ,f(xn), e assim por diante. 
Suponhamos ainda que 
jF (N+l) (y) I 
(N+l)! ' 
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para todo y E k 
Sejam M Àl suponha L ~~. rN < l = (À)N+le = 
2 
Então xj E J , Vj .::_ O e onde e. = x.-ct. 
J J 
Antes de demonstrarmos o teorema, observemos que, como Q 
sempre deve ter grau N , então, para Vj "" O, 1, ... ,n , devemos 
ter, yj = yj+k(n+l), k = 1,2, ... , ou seja, tomados n+l pon-
tos consecutivos da sequência, a soma dos y. 
J 
deve sempre ser N + 1 . 
DEMONSTRAÇÃO DO TEOREMA 2.4 : 
Por 2 .. 2 .1 temos que 
F(t) = Q(t) + 
(N + l) ! 
F(N+l)[B (o) 1 
Se t = o ' F (O) = Q (O) + (N+l) ! 
Como F (O) = ~ e Q (O) = xn+l ' temos 
X -~ 
n+l 
sendo e = ei(O). 
= 
(-l)N+l F (N+l) (e ) 
(N + l) ! 
Se e. = x. -a , temos 
J J 
n 
rr 
j=O 
a eles relativos, 
n. ' y' 
TI ( -y ') J 
j=O J 
Y· 
(y ') J ' J 
= 
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( -1)N+1 ( 1) . F N+ {9 
(N + 1) ! 
n 
TI 
j=O 
y. 
(y.) J 
J 
(2.4.1) 
Corno y. = f(x.) , pelo Teorema do Valor Médio, temos 
J J . 
com n. entre e " . J 
Usando a fórmula da derivada de f 1 vem: 
e. onde 
J 
Substituindo em (2.4.1), temos 
ou ainda, 
onde 
e 
n+1 = 
= 
- ( -1) N + 1 _:c _<N_+_1_l_(_B_'-'-
(N+1)! n TI y· [F' (P.) J 
J j=O 
= M· 
n 
n 
(N+1l ! n 
j=Ü 
n 
n 
j=O 
Y· 
e] 
J 
Y· [F'(p.))J 
J 
n 
rr 
j=O 
y. 
(e.) J 
J 
(2.4.2) 
(2.4.3) 
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Se sao não-nulos, como F(N+l) nao se anu-
la em. K, então, para todo j ?._ O , ej é não-nulo. 
Pela definição de J, max {je0 ], ]e1 ], ... ,]enj} <r, e, 
como x0 ,x1 , .•. ,xn E J, então 
e 
(N + 1) ! 
j=O,l, ... ,n. 
Dai conclui-se que IM. I < M. 
J 
Por indução, mostraremos que 
Seja j = n+l • 
= IM I n 
n 
rr 
j=O 
Y· n 
!e. I J < M rr 
J - j=O 
> (\_2 I 
I e . I < r , Vj > o . 
J 
Suponha que ]e.]< r, se j = O,l, ••• ,n-k+l 
J 
Elltão, se 
(N+1) ! 
e, portanto, IM. I < M. 
J 
Daí temos que 
n+k-1 
n 
j=k-1 
e 
e 
n+k-1 
< M n 
j=k-1 
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Portanto, x. E J 1 Vj > o·. J 
Mostraremos agora que (ej) j > 0 -+ O 
Corno x . E J , Vj > O , então, por 2. 4 . 3 , 
J 
Vj > O • 
Por indução, mostraremos que <Lje.l, 
J 
n y. n 
I e .1 Yj [en+ll = IMj I rr [e.[ J < M rr = j=D J j=O J 
le lyn-1 n-1 Y· rN 
= M le I rr [e.[ J < M [en[ n n j=O J 
' 
Vj > n+l . 
= L lenl 
Suponhamos que I en+k-lj < L J en+k-ZJ , 
len+kl < Llen+k-1 1 
e provemos que 
Com efeito, 
= 
< 
n+k-1 
rr j=k-1 
Portanto, Vj ~ n+l, le. 1 l < L[e.[, J+ J 
n+k-2 
rr 
j=k-1 
= 
L < l . 
Repetindo a aplicação dessa igualdade j+l vezes, obtemos 
I I j+1 e. 1 <L J+ j = 0,1,2, ... 
Como L < 1 , se j -r +«> , então [ ej [ -r O • 
. 
CAPÍTULO III 
A SEQUENCIA BÁSICA E8 E O MÉTODO DE JARRATT 
Como já vimos no capítu_lo I, dois métodos iterativos de or 
dem p podem diferir somente por termps proporcionais a 
com pl :: p . 
Assim, certas propriedades de um método, como ordem de con 
vergência e constante de erro assintótico, podem ser deduzidas 
por comparação com elementos de uma sequência básica. 
Estudaremos uma sequência básica, a sequência E5 , cuja 
simplicidade de estrutura facilita seu uso como sequênc-ia campa-
rativa. 
A seguir, veremos um método de 4~ ordem, o de Jarratt, cu-
ja ordem de convergência é deduzida por comparaçao com nm elemen 
to da sequência básica E5 
3.1 DEFINIÇÃO DA SEQUENCIA BÁSICA E8 
Sejam f : (a,b) -+ R, a um zero de f tal que f' (n) #- O, 
e 
. ( s) f continua numa vizinhança de a , 
Então, pelo teorema 2.3, f tem uma inversa F e F(s) 
contínua numa vizinhança de zero. 
e 
Seja Q o polinômio interpolador· para F , Q de grau s-1 e 
tal que no ponto y = f(x) tenhamos Q(y) = F(y), Q(j) (y) = F(j) (y) 
se j = 1,2, .•. ,s-l 
Então, por 2.2.1, temos 
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F (t) = F(s) (e(t)) Q(t) + (t-y) 5 (3.1.1) 
s! 
onde Q (t) = 
s-1 
E 
j=O 
F (j) (y) 
e e ( tl está no. intervalo de-
. I J . 
terminado por y e t • 
Então, para esse x fixo, definimos: E 5 (x) = Q(O) 
Assim, E (x) = 
s 
s-1 
E 
j=O 
y=f(x). 
NOtemos que, quando escrevemos E5 , estamos nos referindo 
ao s-ésimo elemento da sequênc~a (E 5 ) 5 > 2 
Escrevendo 
E (x) 
s 
em termos de potências de u = 
s-1 (-1 )j-1 
= X - E 
j=1 j! 
F(j) (y) j 
- u (x) 
[F'(y)]j 
f temos I'' 
Na prática F nao é conhecida e por isso devemqs expressar 
.E
5 
em termOs de f e suas derivadas; se fizermos 
temos 
Y. (x) 
J 
X-
= 
(-'1)j-1 F(j) (y) 
j! [F'(y)]j 
s-1· 
E Y.(x) uj(x) 
j=1 J 
' 
y = f(x) 
(3.1.2) 
A j-ésirna derivada da função inversa F e dada por: [ [8], 
apêndice B] 
F(j)(y) 
= 
onde y = f(x) e 
- 23 -
(f'(x))-j E(-1)r (j+r-1) 
A. (x) = 
J 
f(j)(x) 
j! f'(x) ' 
r = 
j 
rr 
i=2 
ma tomada: sobre todos os e. > o que satisfazem 
~ -
= j-1. 
A partir dessa expressao temos 
= 
(-11 j-1 E (-1) r 
j ! 
(j+r-1) 
Daí calculamos: 
E2 = x-u 
E3 = E2 -A2 u 
2" 
E3 - (2 
2 3 
E4 = A2 - A3 ) u 
E5 E4 - (5 A
2 5 A2A3 +A4 )u 
4 
= 2-
j 
n 
i=2 
(Ai (x) l ~i 
e com a so-
j 
E (i-1) ~i = 
i::2 
(3.1.3) 
3.2. DEDUÇÃO DA ORDEM DE CONVERG~NCIA DE E5 
Suponhamos que F(s) não se anule em uma vizinhança de ze 
ro. 
Por 3.1.1 ternos que 
a = F (O) = Q (0) + 
' 
s! 
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com e (O) no intervalo determinédo· por O e y • 
Como Q(O) = E 5 (x), temos: 
. onde a = a (o) • 
Escrevendo isso em termos de u ternos: 
a 
(-l) 5F(s) (a) s 
E (X ) + ..C::-".1..--"---'-":.!. U ( X ) 
s 
s! [F' (y)] 5 
Então 
E (x) -a 
s 
5 (x-a) 
= 
(-1)s-1 F(s) (a) 
. s 
s! [F'(y)] 
(u (x)) 5 \X- a 
Como lim u (x) = 1, temos que 
x-a 
x+a 
E (x) - a 
1 im -'6'---;;-
s 
X+cr. (x-a) 
(-1/s-lF(s) (O) 
s! [F' (0)] 5 
Por 3.1.2, 
Portanto, 
Fazendo 
lim 
x+a 
X = 
s! [F'(0)] 5 
E 5 (xl-a. 
(x-a) 5 
=Y(a)#O. 
s 
o . 
temos: 
(3.2.1) 
lim 
X+a 
E (x) -a 
s 
(x-a) s 
= 
Assim, provamos que 
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lim 
X+a 
E 
s 
e. 
l + 
s 
e i 
l 
= Y (a) # O 
s 
e de ordem s , e Y 
5 
(a) 
constante de erro assintótico. 
(3.2.2) 
e a sua 
Temos então uma sequência {E5 ) 5 > 2 , tal que o s-és imo 
elemento é de ordem S , e, portanto, por definiçao, essa sequen-
cia é uma sequência básica. 
OBSERVAÇÃO 3.1. De agora em diante, quando nos referirmos 
a uma função iterativa ~ de ordem p, estaremos supondo satis-
feitas as hipóteses do teorema 1.1. 
LEMA 3.1. Seja ~ urna função iterativa de ordem p com 
constante de erro assintótico c . 
~(x)-E (x) 
Sejam G(x) = X 
' 
a e H (x) 
(x-a) p 
X 
' 
a 
Então: 
i) c ~ y (a) + lim G(x) p X->a 
i i) c = y (a) + lirn H(x) . p x->a 
DEMONSTRAÇÃO: Vimos em 3.2 E -que e p 
Y (a) e a sua constante de erro assintótico. p 
de 
~(x)-E (x) 
·= 
' up (x) 
ordem p ' e que 
Corno ~ também é de ordem p , então, pelo teorema 1.1, te-
mos: 
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~(a) = a e Ep (a) = a 
~ (j) (a) 
= o e E(j)() P a = o ' se j = l, ... ,p-1 
~ (p) (a) 
= c # o e E~p) (a) = y (a) p # o . 
Agora, aplicando a Regra de L'Hospital p-vezes, temos: 
lim G (x) 
x ... a 
Portanto, 
i i) H(x) 
lim H (x) 
x.,.a 
Portanto, 
~(x)-Ep(x) 
= lim = 
= 
= 
C= lim G(x) +Y (a) 
X+ct p 
G (x) 
liiu 
x.,.a 
Cr-·r u (x) ' e como 
G(x) Gx-~P lim u (x) = 
x+a 
=C-Y(a). p 
p! 
lim x-a l ' então: u(x) = 
x ... a 
G(x) = c- yp (ct,1 . 
OBSERVAÇÃO 3 • 2. Se f e g sao duas funções tais que 
f + C # O , quando x + a , então escreveremos f = O (g) . g 
O próximo teorema nos permite calcular a ordem e a constan 
te de erro assintótico de um método iterativo, por .comparaçao cem 
um elemento dâ sequência básica E
5 
TEOREMA 3.1. seJa 0 uma função iterativa. 
~ e de ordem p se e somente se: lim ~ (x) -E +l (x)l exis 
X+a L uP(x) ] 
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te e e não-nulo. 
Nestas condições, t1J (x) -E 1 (x)j lim p+ = X+a uP(x) c ' 
constante de erro assintótico de 0 
DEMONSTRAÇÃO: De 3.2.1 temos: 
a = 
(-l)p+l F(p+l) (e) up+l(x) E 1 (x) + p+ l (p+l)! (F'(y))P+ 
Então : 
onde 
~ (x) - a 
(x-a) p 
= 
~ (x) -E +l (x) +o (up+l (x)) 
uP (x) 
,-' '\ 
/u(x)'p 
·--1 = \:'-cy 
= 
~ (x) -E +l (x) 
uP(x) 
(u(xi:\P + (u<xl\P O(u(x)) 
\_X- V \X- V. 
Como lim u(x) = l e lim O(u(x)) = o ' então 
X+a x-a X+a 
~ (x) -E +l (x) 0 (x) -a lirn = lim 
X+a uP(x) X+a (x-a) P 
Dessa igualdade, vem: 
c e a 
( =>} Se 0 e de ordem p, então o limite do lado direito 
da igualdade existe e é igual a uma constante C f. O , que e a 
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constante de erro assintótico de 0 
~ (x) -E 1 (x) lim . + 
x-+a uP (x) 
Portanto, se ~ é de ordem p, então = 
= C f. O , sendo C a constante de erro assintótico de f' . 
Se 
~(x)- E +l (x) 
lim ------~~-­(x-•l P 
existe e é não-nulo, então, p~ 
X->" 
la igualdade acima, 
e de ordem p • 
lim 0 (x) -" 
x-+a (x-a)P existe e e não-nulo'· ou seja, 
3.3. MÉTODO DE P. JARRATT, DE 4~ ORDEM 
Fórmula: 
= = 
3.3.1. DEDUÇÃO DO MÉTODO 
3 
., f (x. ) f' (x. ) 
o l l 
f '2[xi-~3 ( )] u xi 
Essa dedução se deu a partir de investigações das proprieda 
des de métodos da forma 
(3.3.l.a) 
f 
com u = e 
' 
onde 
f' 
sao parâmetros sobre os quais imporemos condições para obtermos a 
ordem de convergência desejada. 
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A idéia é expandir ~ ·em uma série de potências de u , e 
usar a sequência básica E5 como sequência 
2 
de comparação. 
wz 
Precisamos expandir w2 e u e, como 
f(xl 
= 
f' (x) + B u(x) 
faremos inicialmente a expansão de 1 f' 
Seja 1 g ;;;: f'T 
Então: 
i) g' = 
ii) g" = 
-f" 
(f') 2 
2 (f") 2 
(f') 3 
iii) g(3) = ff"f
13
' 
(f' I 3 
i v) (41 24(f")
4 
g = 
(f' 1 5 
Daí, vem que: 
1 
= 
f' (x + B u lxl I 
+ 
f ( 3) 
(f' ) 2 
f(4) 6(f"l 3 
I f' I 2 (f ' ) 4 
36(f"l 2f 131 6(f 131 1 2 +8f" f(41 
(f') 4 
+ 
(f') 3 
g (x + B u (x I ) = g (x) + g' (x) B u (x) 
g:" (x) B2 u 2 (xl + 
g (3) (xl B3 3 
2! 3! 
u (xl + 
+ 
g 141 lxl B4 4 g(5)(TI s5 u 5 ixl + u (xl + 
4! 5! 
fl51 
(f') 2 . 
• 
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com T entre x e f3 u (x) . 
Como· f(x) W 2 (X) " ---"--'-"-'--f' (x + su(x)) 
temos: 
f f" f 
s u + r~\2 f l f( 3 ) :J s2 2 w2 ~ fT fT fT f') fT - 2 ---p- u + 
~ .. .c L.- l f(4) L.- Cf"Y :J s3 3 f' f 1 f' 6 -r- f' f' u + 
~ ~(3)y L. f" f( 4 ) f 
- 36 Crf f ( 3) f 6 ---yr- f 1 + 8 fí-p- -p- ---yr- fT + 
24 Cf"Y f 
f(S) fJ 4 4 g(S) (T) 
B u + 5 ! f 
ss us f' .f'- f' f' 
Fazendo A. (x) ~ 
J 
f(j)(x) 
j!f' (x) 
segue que 
ou ainda: 
w2 "'u- 2A2 S u
2 
+ (4A~- 3A3 ) s 2 u 3 + 
(l2A2A3 - 4A4 + 8A~) s 3 u 4 + O(u 5 ) 
(3.3.l.b) 
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Faremos agora o desenvolvimento de 
w~ (x) 
f' 2 (x + s u (x)) 
em série de potências de u . 
Seja 1 h = 
(f') 2 
Então: 
i I) h I -2 f" = 
(f') 3 
i'i') h" g(f11)2 = 
(f' ) 4 
i'i'i') h( 3 ) = 18f" f(
3 ) 
(f' )-:r- -
Daí, segue que: 
1 
= h (x + 6 u (x)) 
' 
· · h" (x) 
= h (x) +h' (x) 6 u (x) + "---='-
2! 
+ h (3) (x).63 u3 (x) +h (4) (nl 64 u4 (x) 
com 11 entre x e a, u(x) • 
Assim, 
- 32 -
2 
. w2 (x) 
+ 
+ G2~t~0 2 u.Y _ 6~f~(3;~ U)~s2 u2 + 
• G6Gr~j ~!(3;~ 'J}- ~f"~ 3 ( _i_)2 32 f I ' f I \: 
8 ~/~j V•)j s3u3 + h( 4}/n) 
' 
ou ainda, 
+ 
Então 
-
u 
2 
u - 4A 2 S u + 6 ( 2A2 - A3 ) 
+· 4(9A2A3 - 2A4 - 8A~)S 3 (3.3.l.c) 
Levando-se as expressoes dadas por 3.3.l.b e 3.3.l.c 
na expressao de 0 , dada por 3. 3 .1. a , temos: 
0(x) ~X- (a1 -a2 -a)u + 2(a 2 + 2a 3 )A2 su2 
. 2 . 2 3 [4 (a 2 - 3a 3 )A2 - 3 (a 2 + 2a 3 )A3 ] B u 
Comparando com E5 , visto em 3 .1. 3, ternos: 
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~(x)-E5 (x) o [1-!a1 +a2 +a3 J]u + [1+2S (a 2 +2a3 )]A2 
2 2 2 3 
+ { [2- 4S (a 2 + 3a 3 JA2 ] - [1- 3S (a 2 + 2a3 ) ]A3 } u 
3 3 
- {[5+12S (a2 +a3 )A2A3 -1+4S !a2 +2a3 )]A4 
2 
u + 
3 3 4 . 5 [5+8S (a2 +4a3 )A 2 }u + O(u) • (3.3.l.d) 
Pelo teorema 3 .1, ~ será de ordem 4 se, para funções ar-
bitrárias 2 f , os coeficientes de u , u e se anularem. 
e 
Daí, ternos: 
al + a2 + a3 o 1 
a 2 + 2a3 
1 
o 
2S 
a 2 + 3a3 , 
1 
o 
2 s2 
a 2 + 2a3 
1 
o 
3 s2 
Resolvendo o sistema, temos que: 
3 
a3 := 8 · 
(3.3.l.e) 
5 al=8~' az=O 
Levando-se esses valores em 3.3.l.a , temos a seguinte 
fórmula iterativa: 
3 gf(xi) f' (x{) 
o 
f'
2 [xi -i u(xi)l 
Pelo teorema 3.1, a constante C do erro assintótico do me 
todo é dada pelo limite, quando do coeficiente de 4 u na 
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expressao 3.3.l.d 
Então, 
c = 
CAPÍTULO IV 
MÉTODO DE NEWTON E DERIVADOS 
O método de Newton para computar zeros simples de funções 
foi modificado de várias formas, com o objetivo de melhorar a or 
dem de convergência. 
Neste capitulo estudaremos o método de Newton, e alguns mé 
todos dele derivados, a saber: três métodos de Neta, e os de Os-
trowsky e de King. 
Em todos eles o subpasso inicial de urna iteração e dado pe 
lo método de Newton, e nos métodos de Neta de ordem 14 e 16 o Úl 
timo subpasso é gerado por interpolação inversa. 
4.1. A IDÉIA DO MÉTODO DE NEWTON 
Sejam f : R + R a E R tal que f' (a) f. O • o polinômio 
interpolador linear p tal que p (a) = f (a) e p 1 (a) = f' (a) e 
dado por p(x) "f(a) +f' (a) (x-a). 
Igualando a zero e resolvendo para x temos 
X 
" 
a -
f (a) 
f' (a) 
(4.1.1) 
Essa expressao nos dá uma aproximação para uma raiz de f nu 
ma vizinhança de a . 
Se chamarmos de x
0 
a aproximação inicial e tanaxm::>s 
então x 1 = x sera a segunda aproximação, e, em geral, 
x = a , 
o 
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' 
obtendo então uma sequência (x.). O. 
~ l > 
Consideremos os seguintes problemas: 
i) Das propriedades dessa sequência podemos c.oncluir que 
existe uma raiz de f numa vizinhança de nossas aproximações? 
ii) A sequência converge para a raiz de f ? Se assim o for, 
quao boa é a aproximação obtida? 
Para podemós responder essas questões, precisamos inicial-
mente do seguinte teorema: 
TEOREMA 4.1. Consideremos uma sequência de intervalos fe-
chados Jn tais que 
to. 
J c 
n+l 
<IJnlln>0-+0, ouseja, se então 
Nessas condições, n Jn ~ ~ e consiste de um único pon 
n=O 
TEOREMA 4.2. (KantarovicK) . Sejam f R + R e 
Sejam h 0 = e sUponhamos 
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que f" seja contínua em J
0 
e que 
sendo M = max lf 11 (x) I . 
Seja (xi) i> 0 a sequência dada por 
= n = 0,1,2, ... 
Então a expressao de X 
n+l tem sentido, Vn ?... O r. 
xn E 
r o de 
Jo e existe a E J o ' tal que xn + a ' e, a 
f em J 
o 
Se a # X o + 2h ' o a e urna raiz simples de f . 
DEMONSTRAÇÃO: Como f" e integrável, então 
f' (x) - f' (x ) 
o 
= ( f" (x) dx , 
o 
e assim 1 
I f' (x) - f ' (x ) I < I x - x IM o o 
Como :: X +h 
o o 
por 4.2.1, temos 
I f· <x l I o 
2 
Dai segue que 
e o 
(4.2.1) 
todo 
Único ze 
(4.2.2) 
(4.2.3) 
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> lf'(x)[-lf'(x1 l-f'(x)l o o 
I f, (x l I 
> [f'(x
0
ll- 2 ° 
ou seja, 
(4.2.4) 
Integrando por partes, temos que 
(4.2.5) 
pois, 
= (1- t) h 
o 
e dx = h
0 
dt . 
Usando 4.2.5 temos 
< (4.2.6) 
2 
pois: 
= h~ r (1 _ t) 
o 
f 11 {X-+·th)dt 
o o 
e como (l - t) > O , segue que 
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Por 4.2.4 e 4.2.6 temos que 
< 
Agora, usando 4.2.7 e 4.2.4 temos 
ou seja, 
assim 
< 
Por 4.2.1 f 
2[h I M 0 
< 1 , e, portanto, 
[f' (xo) I -
Usando 4.2.7 e 4.2.1 temos 
[h li 
[h o[ 
[h1 [ s_ ~ [h 0 [. 
(4.2.7) 
' 
( 4. 2. 8) 
' 
·como J
0 l . 
:: 2 I h o I , 
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= [X 1 X + 2 h ] o o o 
então x 2 E J 
Consideremos agora X = X +h n+l n n 
X +h 1 o o 
onde 
f(x ) 
n 
f' (xn) 
e 
A relação 4.2.8 nos mostra que as hipóteses do teorema per-
manecem válidas se substituirmos x
0 
e h
0 
por x 1 e h 1 , res 
pectivamente, e dessa forma poderíamos fazê-lo para xn e hn 
n = 0,1,2, ..• 
Seja Jn = [x ,x +2h]; n = 0,1,2, •.. 
n n n 
Temos então uma sequência de intervalos J l c J n+ n n = 
= 0,1,2, ... , com o comprimento de J n+l no máximo igual a metade 
do comprimento de Jn 
Portanto, lhnl 
l I h 0 I . <-2n 
Como l 
2n 
~ o ' quando n ~ +OO ' temos que lhnj 
Nese caso a sequência X n= 0,1, ... , converge 
n 
ponto a como Jn c J o ' Vn 
mo Jo e fechado, segue que 
Provaremos agora que a 
Multiplicando X 
n+l 
f 1 (X ) X l n n+ 
= X 
> l ' então X E J 
- n o 
a E Jo 
e urna raiz de f . 
f(x ) 
n f' (x ) por 
n t•(xn) n 
e f é continua em J
0
, então 
= f'(a). a-f(et.), de onde se conclue que f(a) =O 
Vn 
' 
~ o . 
para um 
> o e co-
ternos: 
f'(a).o; = 
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Considerando-se a#x'+2h, 
o o 
veremos que a e uma raiz 
simples de f • 
Por 4.2.2 temos que para todo 
Então, tomando 
e por 4.2.1, temos 
x E J 1 o 
< 
X E J 
o 
' 
Portanto,· f~ (x) # O para todo x em J 0 , 
e daí se conclui que, se a f:. x 0 + 2 h 0 , então a 
ples de f . 
x{:.x +2h 1 o o 
e uma raiz sim-
a e a Única raiz de f em J
0 
pois, sendo f' (x) f:. O em 
{x +2h }, f(x) 
o o 
e estritamente monótona em J
0 
4.2. DEDUÇÃO DA ORDEM DE CONVERGENCIA DO MÉTODO DE NEWTON 
Sejam f : J = [a,b] + R e a E J uma raiz de f . 
Suponhamos que f' (x) # O para x E J e que f" e f ( 3 ) 
sejam continuas em J 
Sej~ ~ (x) = 
por xi+l = 13 (xi) . 
x _ ~f,_(,__,x'-')­
f' (x) 
e a sequência 
Suponhamos ainda que f" (a.) f. O e que xi + a • 
Nessas condições, ~ é de ordem 2. 
definida 
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De fato: 
Sendo 0 lx) flxl = x-
' 
temos que 01á) a,· ~ 1 (a)-= O 
f' lx) 
e 0" I a) = f" (a) ~ o . 
onde 
f' I a) 
Então, pelo teorema 
e. 1 l+ 
-2-
ei 
e. = x. - a , Vi > O 
l l 
1.1, 0 e de ordem 2 e 
' 
14.2.1) 
f' I a l 
Todos os mé,todos que veremos a seguir sao derivados do me-
todo de Newton. 
4.3. M~TODO DE OSTROWSKY, DE 39 ORDEM 
4. 3 .1. FÓRMULA: 
X.-
l 
4.3.2. DEDUÇÃO DA ORDEM DE CONVERGENCIA DO MÉTODO 
Suponhamos que f E c 3 , e que f(a.) • f' (o.) #- O 
De 4.2.1, temos que 
então, 
y· - a ~ 
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+ 
1 f"(o:) 
2 f I (!l) 
Por outro lado, como y. +a 
~ 
temos 
= (y.-a)f'(a) ~ 
2 
+ O [ (y. - a) 1 ~ 
Usando 4.3.1 e 4.3.2.h, temos 
= f'(x.)y.-f(y.) 
~ ~ ~ 
f' (x.) (y.-a)- (y.-a)f' (a) 
~ ~ ~ 
(4.3.2.a) 
(4.3.2.b) 
2 
+ O[y.-a) 1 
~ 
e dai segue que, 
y.- 0: 
~ 
= 
Pelo teorema do Valor Médio e 4.3.2.a, temos que 
com F.: entre xi e a. • 
Se 
to, 
X.-+o:, 
~ 
então 
= 
. 2 
+Ü[(x.-a) 1, 
~ 
(y.-a) (x.-a) 
~ , 
e portan 
dem 3. 
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f"{a) 
f' (a) 
Por 4.3.2.a e 4.3.2.c, conc~uimos q~e: 
X -a i+l 
= 
y. - (). 
l 
(4.3.2.c) 
1 
+-2 
Portanto, (!" lal\ 2 , ~ • (a)) e, então, o método e de or-
4.4. MÉTODO DE KING 
Este é um método de 4~ ordem, e requer somente duas avalia 
çoes da função, e uma avaliaçãc da derivada. 
4.4.1 FÓRMULA' 
= X -
n 
w -
n 
f (xn) 
f(xn) +A f(wn) 
f(xn) + (A-2)f(wn) 
4.4.2. DESENVOLVIMENTO DO MÉTODO 
Seja f E c"' numa vizinhança de o: • 
f(xn) 
Sejam e 
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= 
onde A e B sao parâmetros. 
f(xn) +A f(wn) 
f(xn) +B f(wn) 
Desenvolvendo f e f" em série de Taylor em torno de o: 1 
e, sendo x -a 
n 
A. = 
J 
f(j) (a) 
temos que: 
e, 
e(w ) 
n 
-f • {a) 
= 
Seja 
Então: 
= 
f' (a) 
A2 2 
+ -2, e 
. n 
w -a 
n 
Agora, calculemos f(wn) 
= 
Por 4.4.2.c temos que: 
f(wn) 
= f' (a) b~ e2 
-2 n 
1 
24 (-14 A2A3 + 
A3 3 
+ -3, e 
. n 
A4 4 
+ -4, e 
. n 
A4 3 
+-e 6 n 
1 (2 A3 - 3 + 6 
+ •• J 
+ •• J 
A 2) 3 e + 2 n 
A3 4 + •• J 15 2 + 3 A4 )en 
(4.4.2.a) 
(4.4.2.b) 
(4.4.2.c) 
(4.4.2.d) 
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Por 4.4.2.a, 4.4.2.b e 4.4.2.d, temos 
Por 4.4.2.a e 4.4.2.d, ternos que 
Daí segue que; 
ou ainda: 
- 4 7 -
f(w I [f(x I +A f(w I] 
n n n 
= 
3 5 (9-12 AIA2 + 3 A4 ]en + ••• } (4.4.2.fl 
Como 
f (w I f(xnl +A f (wn I 
e = X e (w I n n+l- a = n+l n f' (x ·J f(xnl + B f (wnl n 
por 4.4.2.c, 4.4.2.d e 4.4.2.f temos: 
Então, 
e 
n+l 
. 3 5 (l2A-6B-9IA2 ]en + •.• } 
l 2 3 l 
= <f (B + A - 21 A2 en + 24 [ ( 8B - 8A + 141 A2A3 + 
2 3 4 (-3 B + (3A-2liB+2lA-27IA2 ]en + ••• 
' 
Para que o método tenha convergência de 4? ordem é necessa 
rio tomarmos B = A- 2 . 
Assim: 
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e, então: 
lim 
X+a 
l 
24 + (3 + 6A)A~ 
Portanto, o método é de 4? ordem e -pode ser expresso por 
f (xn) 
w = X n n f' (xn) 
f (w ) f (xn) + A f (wn) 
n X 
n+l = wn f' (xn) f (xn) + (A-2) f(wn) 
tendo como constante de erro assintótico 
+ 6A) 
4 • 5 • MÉTODO DE B. NETA, DE 6 ~ ORDEM_ 
4.5.1. 
w = X 
n n 
z = w 
n n 
FÓRMULA 
f (x ) 
n 
-
. 
' f' (xn) 
f (W) 
n· 
-
f' (x0 ) 
f ( z ) 
n 
z -
n 
f(xn) l f (v.rn) 
-2 
5 ; f(x0 ) f(w0 ) -2 
f (x l - f (w J 
n n 
f(x)-3f(w) 
n n 
OBSERVAÇÃO 4. 5.1: Não farerros a dedução da ordem de convergência 
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deste método, pois ê análoga à dedução da ordem do método deKing, 
visto em 4.4; observemos somente que zn é determinado pelo mé-
todo de King, com A = 
Agora, veremos outros dois métodos de Neta, um de ordem 14 
e outro de ordem 16; ambos requerem quatro avaliações da função 
e uma avaliação da derivada, por iteração; sendo os dois subpa~ 
sos iniciais dados pelos métodos de Newton e de King, respectiv~ 
mente. 
No método de ordem 14, o terceiro subpasso é dado pelo me-
todo de Neta visto em 4.5, e, o Último subpasso é obtido por in-
terpolação inversa;- no método de ordem 16, os dois últimos sub-
passos também são obtidos por interpolação inversa. 
4 • 6 • MÉTODO DE B. NETA, 
4.6.1. DESENVOLVIMENTO 
Sejam f(x ) w = X - n n n 
f • (x
0
) 
f(w0 ) 
z = w -n n f • (xn) 
f(z ) 
tn 
n 
= z n f • (xn) 
Agora, determinaremos 
DE ORDEM l4 
DO MÉTODO 
f (x0 ) +A f (w0 ) 
f(x0 ) + (A-2) f(w0 ) 
f (x0 ) -f (w0 ) 
f (xn) - 3 f (wn) 
X 
n+l por interpolação inversa. 
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Seja 
Q(f(xll = a+b(f(xl -f(x 11 +c(f(xl -f(x 11 2 + 
n n 
d(f(xl -f(x 11 3 + e(f(xl -f(x 11 4 
n n ' 
o polinômio de grau 4 que interpela a inversa de f nos pontos 
(4.6.l.al 
Das duas primeiras igualdades de 4.6.l.a, segue que: 
e 
Se usarmos a notação 1 
ô = ô -x 
' 
ô = w,z,t n n 
Gô = f ( õ I - f (x I n n 
0ô 
ô 1 
= 
G2 ' 
ô Gô f' (xn) 
as três últimas igualdades de (4.6.l.al nos dão: 
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c + d G + e G2 = ~w w w 
c + d G + e G2 = ~z (4.6.l.b) z z 
c + d Gt + e G2 t = ~t 
Resolvendo o sistema 4.6.l.b, ternos: 
e = 
G - G 
. t w 
d 
~t- ~z 
e(Gt-Gz) = -
G - G t z 
c = ~t- d Gt- e G2 t 
Agora, calculados os coefl.Cl·entes a b c d e podemo 1 r , , , , s ca -
cu lar xn+l, 
Então, 
X 
n+l = 
sendo xn+l = Q(O) • 
+ c 
4.6.2 DEDUÇÃO DA ORDEM DE CONVERGENCIA 
+ e 
Suponhamos válidas todas as condições impostas para a con-
vergência do método de Newton, King, Neta (6~ ordem) e as hipóte 
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ses do teorema 2.4. 
Para. simplificarmos a notação, denotaremos: 
por X • 
o ' 
por 
(4.6.2.a) 
Segundo a nomenclatura do capítulo 2, ternos: = 2 
' 
yl = l ' y2 = l e y3 = l 
Como wn ' z e t sao determinados, respectivamente,~ n n 
loS métodos de Newton 1 ·King e Neta (6~ ordem) , cujas ordens sao 
2, 4, e 6 respectivamente, e, sendo 
ver: 
Em 2.4.2 tínhamos que 
Então: 
6 
"' e o 
= 
e~ 
n 
TI 
j=O 
= 
e = x. - a podemos e sere-i 1 , 
Y· 
e. J 
J ' 
' 
M 
n 
(4.6.2.b) 
• o 
(4.6.2.c) 
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e assim sucessivamente, e 4 (n+l) "' e 4n , n > O • 
Portanto, o método é de ordem 14. 
OBSERVAÇÃO 4.6.1: Notemos que, usando a notação proposta 
em 4.6.2.a, a sequência determinada por esse método de Neta em 
e·studo, é dada por elementos da forma x 4n , n > O , fazendo sen 
tido então, de 4.6.2.c, concluirmos que o método e de ordem 14. 
4. 7. MÉTODO DE B. NETA, DE ORDEM 1.6 
4.7.1. DESENVOLVIMENTO DO MÉTODO 
Sejam ,W = X 
n n 
e 
z 
n 
f (wn) f (xn) +A f (wn) 
" w - ---"'--- -----"'c__ __ -'.C_ 
n f' (xn) f (x ) - (A-2) f (w ) 
n n 
Agora, determinaremos tn por interpolação_ inversa. 
Seja 
T(f (x)) 
b 3 (f(x) ' 
o polinômio cúbico que interpela a inversa de f nos 
e f (zn) , satisfazendo: 
1 
pontos 
54 -
e 
Das duas primeiras igualdades temos que 
l 
" ----'=--
f' (xn) 
Usando a notação 
ô 
" 
Ô -X 
__ n n' ô " w ' z 
Fõ " f ( õn) - f (xn) 
0ô 
ô l 
" F2 Fô f' (xn) ô 
teremos 
" 
" 
Os coeficientes e sao dados por 
" 0 - b 3 F • w w 
b 0 " x n e 
Assim, determinados os coeficientes do polinômio, temos: 
f(x ) 
f 2 (x ) f 3 (x ) t T ( 0) n b2 - b3 " " xn + n f' (xn) n n 
Agora, X 
n+l ser a calculado como no método de ordem l4. 
4.7.2. DEDUÇÃO DA ORDEM DE CONVERG~NCIA 
Como em 4.6 .2.a, denotaremos xn por x
0
, 
e 
z 
n 
t 
n 
por 
55 
X 
n+1 por 
gundo a nomenclatura do capítulo 2, temos: 
= 2 = 1 
Então, usando 2.4.2, e, sabendo que 
temos: 
= 
e e = x -a 
n n 
:0: 1 . 
2 
"' e o 
se 
Corno foi determinado por interpolação inversa 
usando os pontos f(x
0
), f(x 1 ), 
usando novamente 2.4.2, temos que: 
assim sucessivamente, n > O 
e, sendo y3 
e4 e8 = el6 
o o o 
= 1, 
e, 
Novamente, observemos que a sequência que nos interessa e 
dada por pontos da forma x4n n > o . 
Portanto, o método e de ordem 16. 
OBSERVAÇÃO 4. 7.1.: Não existe teoremas do tipo Kantarovich 
para os métodos derivados do método de Newton. 
CAPÍTULO V 
Neste capítulo faremos uma análise dos métodos, do ponto de 
vista computacional, de tempo de convergência, e robustez. 
Inicialmente apresentaremos as tabelas do tempo computacio-
nal necessário para a convergência de cada método 1 para cada uma 
das funções utilizadas, e, nessas tabelas 'usaremos a seguinte no-
taçào: 
xo Aproximação inicial. 
T Tempo de convergência em segundos. 
* "Overflow". 
:·k : NÚmero de Iterações maior do que 3 O. 
lp "loop 11 • 
d Diverge 
Finalme:.te, apresentaremos as conclusões obtidas, e num ape~ 
dice, os gráficos das funções utilizadas. 
NOTA: Os dados foram obtidos num microcomputador TK 82-C. 
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NEX'II'ON OSTRCMSKY KING NErA6 NErA 14 NErA 16 JARRARR 
X T 
o 
T T T T T T 
0.1 15 10 7 7 10 5 10 
-0.1 15 10 7 7 10 5 10 
0.2 18 15 10 9 10 5 12 
-0.2 18 15 10 9 10 5 12 
0.3 23 18 10 9 15 5 12 
-0.3 23 18 10 9 15 5 12 
0.5 29 21 11 13 15 8 15 
-0.5 29 21 11 13 15 8 15 
1 34 
• 
29 14 17 10 13 20 
-1 34 29 14 17 10 13 20 
2 40 33 14 17 * 22 23 
-2 40 33 14 17 * 22 23 
5 48 39 20 * * * 27 
-5 48 39 20 * * * 27 
10 52 47 20 * * * 31 
-10 52 47 20 * * * 31 
100 59 65 26 * * * 43 
-100 59 65 26 * * * 43 
200 ** 68 27 * * * 45 
-200 ** 68 27 * * * 45 
1000 ** 77 32 * * * 55 
-1000 ** 77 32 * * * 55 
5000 ** ** 42 * * * 61 
-5000 ** ** 42 * * * 61 
10000 ** ** 45 * * * 67 
l-10000 ** ** 45 * * * 67 
TABELA 1 
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f (x) == 4x- cos x- 1 
NEWIDN C\STRO\\'SKY KING NErA 6 NErA 14 . NErA 16 JARRATT 
X T 
o 
T T T T T T 
o lO 8 8 ll 12 12 lO 
o .. 45 7 8 5 6 6 6 6 
0.47 7 4 5 6 6 6 6 
0.48 7 4 5 6 6 12 6 
. 
0.49 7 4 5 6 6 6 6 
l lO 8 8 ll 22 12 lO 
4.6 15 ll 13 15 12 12 13 
4.712389 15 ll l3 15 12 12 l3 
4.8 15 ll l3 15 12 12 l3 
14 15 . ll l3 22 l7 12 13 
14.137167 15 ll l3 18 17 12 l3 
14.3 15 ll l3 18 22 12 l3 
15 12 ll l3 18 17 12 l3 
16.9 14 ll 12 20 l7 17 16 
17.2 14 ll 12 15 34 12 l3 
17.27876 17 ll 12 18 34 12 13 
17.3 17 ll 12 18 17 12 l3 
19 12 .n 12 15 12 12 l3 
20 19 ll 12 18 22 12 13 
100 20 12 l3 18 43 12 20 
-100 18 15 l3 24 17 12 19 
lODO 23 15 18 37 28 12 28 
-1000 20 23 18 37 17 12 20 
10000 26 15 18 29 17 12 28 
I 10000 18 16 23 24 17 12 33 
TABELA 2 
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f(x) 
NEWroN OSTroWSKY I KING NErA 6 NETA l4 NETA 16 J_l\RRATr 
X T T T 
o 
T T T T 
0.1 19 9 11 12 * 15 * 0.15 15 9 11 12 * 10 9 
0.3 15 6 7 8 17 * 6 
0.5 15 6 7 8 17 * 6 
1.1 9 6 7 8 14 10 6 
1.3 9 6 7 8 17 * 6 
1.5 15 6 7 8 17 15 6 
1.7 15 14 7 8 17 20 6 
1.9 16 * 11 12 21 * 9 
1.999 * * 11 12 17 * 9 
1.9967 * . * 11 12 17 * 9 
2 24 * 11 12 21 * 9 
2.5 15 * * * * * 11 
2.7 22 * * * * * 9 
2.8 19 * 11 12 * * 9 
2.9 * * 11 12 * * 9 3 * * 11 12 * * 11 
10 * * * 20 * * * 
20 * * * * * * * 100 * * * * * * * 
-0.1 19 9 11 12 * 15 * 
-0.15 15 9 11 12 * lO 9 . 
-0.3 15 6 7 12 * * 6 
-1.1 8 6 7 8 l4 lO 6 
-1.3 9 9 7 8 14 * 6 
-1.5 15 9 7 8 17 15 6 
-1.7 15 14 7 8 l7 20 6 
-1.9 . 16 * 11 12 17 * 6 
-1.9999 * * 11 12 17 * 6 
-1.9967 * * 11 12 17 * 6 
-2 24 * 11 12 17 * 9 
-2.5 15 * * * * * 11 
-3 * * 11 12 * * 9 
-10 * * * * * * * 
-20 * * * * * * * 
100 * * * * * * * 
TABELA 3 
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f (x) 5 := X - 1 
NEWI'CN OSTRCWSKY KING NErA 6 NErA 14 NETA 16 JARRATI 
X o T T T T T T T 
0.09 ** * * * * * * 
0.1 ** * * * * * * 
0.3 52 * * * * * * 
0.5 26 ** 22 * * * 15 
-0.09 ** * * * * * * 
-0.1 ** * * * * * 56 
-0.3 53 * * * * * * 
-0.5 26 d * * * * * 
0.6 20 57 ** * * * 15 
0.7 16 * * * * * 9 0.8 13 * 9 9 * 14 9 0.85 10 * 6 7 * 14 6 
0.89 10 9 6 7 19 9 6 
0.9 10 9 6 7 19 9 6 
1.1 10 9 6 7 19 9 6 
1.2 10 9 6 7 19 9 6 
1.3 13 9 6 7 * * 9 
1.4 13 12 6 7 * * 9 
1.5 13 12 6 7 * * 9 2 18 14 9 9 * * 12 
2.1 18 14 9 9 * * 12 
2.2 18 14 9 13 * * 12 
3 20 14 9 * * * 12 5 27 23 12 * * * 15 
10 35 25 12 * * * 17 
-10 52 ** 30 * * * * 
20 40 27 16 * * * 18 
-20 52 40 * * * * * 
80 56 44 24 * * * 34 
-80 ** * * * * * * 
100 58 47 24 * * * 34 
-100 ** * * * * * 65 
1000 ** 75 36 •• * * 52 
1000 ** ** * * * * 82 
TABELA 4 
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f(x) = 1nlxl TA B E L A 5. 
-
NEWI'ON OSTROVSI<Y KING NETA6 NETA 14 NETA 16 JARRATT 
X o T T T T T T T 
-10 d d 15 18 d d 13 
-8 d d 15 18 d d 13 
-6 28 d 15 18 d d 13 
-5 19 d 15 18 d d 13 
-4 16 16 27 d d d 10 
-3 19 20 12 13 29 14 10 
-0.9 10 8 9 10 17 7 7 
10-8 41 39 1p 44 d * 19 
10""7 36 35 1p 40 d * 16 
10-4 28 28 1p 30 d * 13 
0.01 23 "23 1p 25 29 14 10 
0.1 16 16 1p 18 29 d 10 
0.3 16 18 12 18 d * 7 
0.5 13 13 9 10 d 7 7 
0.8 lO 8 9 10 23 - 7 , 
0.9 10 8 9 10 17 7 7 
2 16 16 12 13 23 * 7 
3 19 20 12 13 29 14 10 
3.5 19 20 12 13 29 14 10 
4 16 16 27 d d d 10 
5 19 d 15 18 d d 13 
6 28 d 15 18 d d 10 
7 28 d 15 18 d d 10 
7.3 31 d 19 18 d d 10 
7.4 d d 15 18 d d 10 
7.5 d d 15 18 d d 13 
8 d d 15 18 d d 13 
10 d d 15 18 d d 13 
12 d 20 30 22 d 41 18 
13 d 23 23 25 d d d 
15 d d d d d d d 
20 d d d d d d d 
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NEWIDN OSTROVSKY KING NETA 6 NEJ'A 14 NEJ'A 16 JARRATr 
X o T T T T T 
T T 
0.1 56 * * * * • 26 
-0.1 56 * * * * * 26 
0.2 36 * 90 * * * 19 
-0.2 36 * 90 * * * 19 
0.5 25 ** 15 * 30 * l7 
-0.5 25 ** 15 
I . 
* 30 * 17 
l 16 ll lO 12 * 15 lO 
-l 16 ll lO 12 * 15 lO 
1.31 9 7 5 6 30 8 5 
-1.31 9 7 5 6 30 8 5 
1.5 l3 7 lO 12 30 15 lO 
-1.5 l3 7 lO 12 30 15 lO 
2 16 ll lO 12 37 15 lO 
-2 18 ll 10 12 37 15 lO 
3 27 14 l3 16 * * 15 
-3 27 14 l3 16 * * 15 
4 30 18 l3 18 * * 19 
-4 30 18 l3 18 * * 19 
lO 58 23 l7 * * * 26 
-lO 56 23 17 * * * 26 
20 63 30 25 * * * 44 
-20 83 30 25 * * * 44 
25 126 45 31 * * *· 49 
-25 126 45 31 * * * 49 
30 ** 54 40 * * * 64 
-30 ** 54 40 * * * 
64 
50 ** ** 65 * * * * 
-50 ** ** 65 * * * * 
100 * * * * * * * 
-100 * * * * * * * 
TABELA 6 
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f (x) = 2 sen x + cos 2 x 
NEWTON OSTROVSKY KING NErA 6 NEl'A 14 NETA 16 JARRAIT 
X o T T T T T T T 
-rr 15 13 lO ll * * lO 
• 
-z- 0.1 l3 l3 14 21 * 14 * 
rr 
2 • o.1 l3 l3 14 17 * 14 19 
rr 15 l3 lO 17 * 7 lO 
-3 
rr 13 9 lO ll 27 7 lO 
-6 
• 
o 15 13 lO ll * 14 lO 
rr 21 * * 15 3 29 21 30 
·~ + 0.1 
,L 
27 21 14 17 * * 29 
• 15 13 10 ll * * 10 
'Ir+ o .5 13 13 10 ll * 7 lO 
3.8 13 9 10 ll * 7 10 
4 l3 9 lO ll * 7 10 
3rr 
--y+O.l 15 l3 l4 17 * 14 19 
5 13 13 14 21 * 14 14 
2n 15 l3 lO ll * * 10 
TABELA 7 
l f (x) = --=--~ 2 l + X 
NEWI'ON 
X o T 
0.1 5 
-0.1 5 
0.2 7 
-0.2, 7 
0.5 lO 
-0.5 lO 
0.9 d 
-0.9 d 
l.l d 
12 d 
13 d 
-l.l d 
-l d 
- 3 d 
2 d 
-2 d 
100 d 
-100 d 
500 d 
-500 d 
OST110VSKY KING 
T T 
7 6 
7 6 
7 6 
7 6 
ll 6 
l1 6 
d 15 
d 15 
d 20 
d 45 
d 23 
d 20 
d 44 
d 23 
d 23 
d 23 
d 50 
d 50 
d 32 
i 
i d 
32 
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NEI'A 6 NEI'A 14 NEI'A 16 JARRA'IT 
T T T T 
.7 .d 28 6 
7 ·d 27 6 
7 d 23 9 
7 d 22 9 
9 d l3 12 
9 d 12 l3 
12 d d d 
12 d d d 
18 d d d 
20 d 6 9 
20 d d * 
18 d d d 
20 d 6 lO 
20 d d * 
20 d d d 
20 d d d 
36 d d d 
36 d d a 
28 d d d 
28 d d d 
TABELA 8 
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f (x) 4 3 = X - X 
J NEWI'CN OSTROVSKY I<ING NErA 6 NErA 14 NEI'A l6 JARRA'IT 
• X T T 
o 
T T T T T 
0.09 16 13 10 12 10 6 31 
-0.09 16 13 10 l3 lO 6 31 
0.1 16 ll 10 12 10 7 31 
-0.1 16 14 10 13 10 13 31 
0.2 24 19 10 12 10 13 42 
-0.2 24 19 10 13 10 13 45 
0.5 27 23 14 16 15 13 52 
-0.5 27 21 14 16 15 13 52 
0.6 34 25 14 16 15 13 51 
-0.6 34 25 14 16 15 13 48 
0.7 42 25 10 12 15 13 22 
-0.7 42 25 18 13 15 13 25 
0.76 41 ** .50 * * * * 
-0.76 41 ** 50 . * * * * 
0.78 32 61 33 * * 18 * 
0.8 18 46 23 10 * ll 60 
0.9 ll ll 7 10 15 * 10 
1.1 16 ll 7 10 15 * 10 
1.2 16 13 7 12 15 * * 
1.5 16 ll 10 12 15 13 * 
1.8 16 14 10 12 * 13 * 
2 18 17 10 12 * 22 * 
-2 22 3- 18 21 * 25 * 
8 31 25 17 * * * * 
-8 33 31 21 * * * * 
20 41 29 20 * * * * 
-20 72 43 27 * * * * 
40 48 35 23 * * * * 
-40 61 35 30 * * * * 
100 52 39 27 * * * * 
-100 56 47 33 * * * * 1000 74 55 36 * * * * 
-1000 * 62 37 * * * * 
2000 * 60 36 * * * * 
-2000 * 69 37 * * * * 
10000 * 70 42 * * * * 
-10000 • 75 44 * * * * 
TABELA 9 
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NEWI'ON OSTIDVSKY KING NEI'A 6 NETA 14 NETA 16 JARRA'IT 
X T T T 
o 
T T T T 
-0.5 d d 24 * * * lp 
-0.4 d d 23 * * * lp 
-0.3 d d 23 * * * lp 
-0.1 ** ** 21: * * * d 
0.1 ** ** 20 * * d d 
0.3. ** ** 22 d * * lp 
0.4 ** lp 22 . d * * lp 
0.5 ** ** 24 * * * lp 
-1 ** ** 20 * * * ** 
. 
l ** d ** * * * ** 
l.l ** lp 21 * * * ** 
1.25 ** ** 21 * * * ** 
1.5 ** ** 21 * * * ** 
-1.1 ** d 22 * * * ** 
-1.25 ** ** 22 * * * ** 
-1.5 ** ** 22 * * * ** 
2 lp d 28 * * * ** 
-2 ** lp 20 * * * ** 
3.9 lp ** 21 * * d lp 
-3.9 lp * 28 * * * * 
7 * * 24 * * * * 
lO * * 28 ! * * * * 
TABELA 10 
IE IE IE IE IE 
4 2 5 Mf:rcro f (x) = x f(x) = 4x- cos x-1 f (x) = 1-x f(x) = 1nlx[ 2 f(x) =X -1 2x + 2 
N 0.04077 0.01155 0.03300 0.03300 0.01332 
OSTIDVSKY 0.03788 o .01144 o .03138 0.03138 0.00998 
KING 0.03746 0.01320 0.03150 0.03806 0.01260 
NETA 6 0.03143 0.01210 0.02756 ·o .02986 o .01194 
NETA 14 0.01466 0.00879 0.01199 0.01388 0.00824 
NETA 16 0.01400 0.00894 0.00972 o .01301 0.00792 
iJARRATr 0.03300 0.01295 0.03152 0.03799 0.01899 
IE IE IE IE IE 
MÉIOIXJ 1 x -x f (x) = 2 sen x + cos 2x f(x) = X 4 3 :;, 2 3 f(x) = 2 ie +e -4) 2 f(x) =x -x f(x) = 4x -x 1+x 
0.00568 0.00568 0.00796 0.03465 0.00407 
OSTROVSKY 0.00597 0.00600 0.01098 0.03662 0.00435 
KING o .00729 . 0.00729 0.00732 0.03465 0.00554 
NETA 6 0.00716 0.00716 o .01378 o. 02559 0.00497 
NETA 14 0.00599 0.00586 o .01055 0.01319 0.00495 
NETA 16 0.00616 0.00602 0.01026 0.01352 0.00486 
JARRATr 0.00703 0.00703 
! 
o .00727 0.02949 0.00349 
1NDICES DE EFICII':NCIA 
- 68 -
CONCLUSl\0 
No que se refere ao tempo de convergência, para a maioria 
das funções utilizadas os melhores resultados foram obtidos com o 
método de King; e mesmo nos casos em que isso nao ocorreu, 
método ainda deu resultados satisfatórios. 
esse 
O método de Jarratt também se mostrou adequado apresentando 
geralmente resultados superiores aos do método de Newton. 
Os métodos de Neta não deram resultados satisfatórios, o me-
lhor foi o de ordem 6 e o pior o de ordem 14. 
Também quanto ao raio de convergência, os melhores resulta-
dos foram obtidos com o método de King, mas os conseguidos com o 
de Jarratt ficaram próximos daqueles. 
Os métodos de Neta de ordem 14 e 16 sao muito pouco robustos, 
apresentando um número excessivo de casos de "overflow11 • 
Uma vez determinados os índices de eficiência e comparndos 
com os resultados obtidos computacionalmente, eles nao parecem um 
bom indicador da eficiência de um método, pois alguns métodosapr~ 
sentam um índice de eficiência razoável, mas comPutacionalmente 
apresentam um número muito grande de 11 overflow"; ainda, com um me 
todo pode~se necessita r um tempo pequeno para reali.zar uma i tera-
çao, mas um número grande de iterações para obter convergência, e 
isso não pode ser detectado 11 a priori" pelo índice de eficiência. 
f (x) · ~ 31-;-4-x72 --x-3' 
f (x) ~. X 
2 l+x 
f(x) = 2 sen x + cos 2x 
f (x) 4 ~ X 
f (x) 4 3 = X - X 
f (x) = 1 (ex + e-x 4') 
2 
f(x) = x 5 - 1 
~. 
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