Introduction {#s1}
============

A hallmark of brain function is the ability to learn and remember. We can learn and successfully recall faces, events, language, concepts, places, facts, things that were frightening or rewarding, and the motor commands required to skillfully move our motor effectors. The basic currency of learning and memory is 'plasticity', changes in either the strength of synapses or the intrinsic excitability of a neuron's membrane. While decades of research have identified the basic rules that govern plasticity and, for some memory systems, have even defined the neural sites that undergo plasticity, behavioral learning is not solely a property of synapses, neurons, or individual brain sites. Rather, it is the emergent property of a complete learning neural circuit in which the sites and plasticity mechanisms of learning are embedded. Only when we incorporate our current knowledge about the specific sites of learning and the rules of plasticity with an understanding of circuit-level interactions can we truly understand learning and memory.

Here, our goal is to define the requisite set of circuit-level computational principles that operate during cerebellar-dependent motor learning. Arguably, motor learning is the domain that affords the best chance of understanding the principles of learning and memory, due to the exquisite relationship between sensory stimuli and adaptive motor behavior, combined with the tight link from known neural circuits to the output motoneurons. Across a wide range of movement modalities, motor learning depends crucially on the cerebellum ([@bib15]; [@bib16]; [@bib21]; [@bib47]; [@bib53]; [@bib80]; [@bib71]), providing a well-defined neural substrate to investigate how the fundamental principles of learning are implemented in a specific neural circuit.

In the motor learning paradigm we study, direction learning in smooth pursuit eye movements, neurophysiological data has demonstrated that short-term motor learning, on the order of a single learning trial, occurs at or upstream of Purkinje cells in the floccular complex of the cerebellum ([@bib53]; [@bib87]; [@bib88]). Single-trial learning is tightly linked to climbing fiber inputs, in agreement with the predictions of the classical theory of cerebellar learning ([@bib46]; [@bib3]; [@bib27]). Crucially, Purkinje cells are only two synapses away from the motoneurons that drive the adaptive motor response we measure, significantly constraining the circuit architecture that implements the transformation from sensory inputs to adapted behavior across short timescales.

However, recent behavioral results have suggested that longer term pursuit direction learning, on the order of hundreds to thousands of trials, may be mediated by multiple sites and/or learning mechanisms ([@bib18]; [@bib86]). The existence of multiple components in pursuit learning is consistent with behavioral and computational evidence from other cerebellar-dependent motor learning behaviors ([@bib5]; [@bib12]; [@bib37]; [@bib38]; [@bib41]; [@bib51]; [@bib79]; [@bib32]; [@bib78]). While plasticity is possible across many synapses in the cerebellar circuit ([@bib8]; [@bib9]; [@bib19]; [@bib50]; [@bib56]), a prime candidate for long-term learning is the deep cerebellar nucleus, one synapse downstream of the Purkinje cells. Convergent neurophysiological and behavioral evidence across multiple learning paradigms lends credence to role of the deep cerebellar nucleus for long-term storage of cerebellar-dependent memories ([@bib70]; [@bib32]; [@bib78]; [@bib40]; [@bib69]; [@bib66]; [@bib7]; [@bib42]). Taken together, these results highlight the idea that multiple neurophysiological mechanisms within the cerebellar circuit may underlie behavioral motor learning across longer timescales.

Our goal in the present paper is to elucidate the operation of the full and well-characterized cerebellar learning circuit. We identify the properties of the signals that guide acquisition and expression of motor learning across timescales through strategic manipulations of the experimental learning conditions coupled with quantitative measures of behavior. Our results suggest four circuit-level principles that define pursuit direction learning. First, rapid acquisition of learning occurs at the parallel fiber to Purkinje cell synapse, driven by climbing fiber responses, with limited retention. Second, learned responses in Purkinje cells guide the slow acquisition of learning in the deep cerebellar nucleus, which learns slowly but has excellent retention. Third, the functional properties of the inputs that are subject to learning are different in the cerebellar cortex and deep cerebellar nuclei. Finally, the extent of learning is limited by negative feedback from the deep nucleus to the inferior olive, reducing the teaching signal that drives learning in the cerebellar cortex.

Results {#s2}
=======

Our goal is to understand the neural-circuit and plasticity mechanisms that mediate cerebellar motor learning across multiple timescales, ranging from a single learning trial to thousands of repetitions of the same learning stimulus. Here, we use smooth pursuit direction learning in monkeys as our representative cerebellar-dependent learning behavior. The essential cerebellar circuit for pursuit is shown in [Figure 1](#fig1){ref-type="fig"}. Signals related to eye kinematics and image motion are relayed to granule cells in the floccular complex of the cerebellum via mossy fibers ([@bib44]; [@bib54]; [@bib61]). The information is ultimately transmitted to Purkinje cells, the sole output cells of the cerebellar cortex. Projections from Purkinje cells in the cerebellar cortex, in turn, inhibit floccular target neurons (FTNs) in the vestibular nucleus ([@bib43]). Crucially, FTNs are a single synapse from the motoneurons that drive adapted behavior ([@bib24]; [@bib76]).

![The essential cerebellar circuit responsible for the acquisition and expression of motor memories during pursuit direction learning.\
Mossy fibers (MFs) relay image motion and eye kinematic signals to granule cells (GCs) in the floccular complex of the cerebellum. The parallel fiber (PF) axons of cerebellar granule cells synapse on Purkinje cells (PCs). Joint activity of parallel fibers and an action potential on climbing fibers (magenta) from the inferior olive (IO) drives plasticity at the parallel fiber to Purkinje cell synapse. Purkinje cells send inhibitory projections to floccular target neurons (FTNs) in the vestibular nucleus. FTNs receive non-Purkinje cell inputs (IN). FTNs send monosynaptic projections to motoneurons, driving learned behavior. The output of the learning system sends inhibitory projections to the inferior olive (red).\
Figure 1---source data 1.Figure composer source data for the cerebellar schematic.](elife-55217-fig1){#fig1}

Plasticity appears to be possible at nearly every synapse in the cerebellar circuit (for a review see [@bib8]), but decades of theoretical research ([@bib46]; [@bib3]; [@bib27]) as well as neurophysiological evidence during pursuit direction learning ([@bib53]; [@bib88]) and other motor learning tasks ([@bib23]; [@bib34]; [@bib36]) implicate plasticity at the parallel fiber to Purkinje cell synapse as critical for single-trial changes in cerebellar output. The activity of climbing fibers, originating from the inferior olive, drives unusual electrical events called 'complex spikes' in post-synaptic Purkinje cells. Complex spikes, in turn, cause long-term depression of the parallel fibers that were active in close temporal proximity to the complex spike ([@bib20]; [@bib81]; [@bib29]).

Characteristics of short-term pursuit learning acquisition {#s2-1}
----------------------------------------------------------

Given the substantial neurophysiological evidence suggesting the primary role of complex-spike-linked plasticity at the parallel fiber to Purkinje cell synapse for single-trial motor learning, our first objective was to fully characterize the properties underlying the acquisition of a motor memory following a single movement error. To isolate the properties of short-term motor learning, we developed a 'dual-trial' experimental paradigm that is a small, but important, modification of our previous methods for studying single-trial learning (see Materials and methods). In each pair of trials, the first trial is defined as the 'learning' trial. In the learning trial, the monkey begins to pursue a smoothly moving target in a randomly chosen 'pursuit direction.' After 250 ms of target motion in the pursuit direction, the target abruptly changes direction due to the addition of a velocity component in an orthogonal 'learning direction', either +90 or −90 degrees relative to the pursuit direction ([Figure 2A](#fig2){ref-type="fig"}). The discrepancy between animal's smooth eye movement in the original pursuit direction and target's net direction due to the addition of orthogonal target motion creates a movement error that serves as an instruction for motor learning ([Figure 2B](#fig2){ref-type="fig"}). We therefore refer to the addition of the target velocity component orthogonal to the original pursuit direction as the 'instruction\'.

![Dual-trial experimental paradigm used to selectively measure the signals associated with acquisition and generalization of a motor memory.\
(**A**) Motion of the target in two dimensions during learning and probe trials. Dashed and continuous arrows show the trajectory followed by target position during learning and subsequent probe trials, respectively. (**B, C**) Eye (solid) and target velocity (dashed) traces in the learning trial (**B**) and the probe trial (**C**) of each learning-probe trial pair. Blue and red traces show the pursuit direction and the orthogonal learning direction. The red dashed trace in (**B**) shows the onset of the instruction, which produces target motion in the learning direction at 30 deg/s. Gray shaded regions denote the time interval used to quantify behavioral learning on single trials, 225--275 ms after the onset of target motion. Arrow heads show the visually-driven response in (**B**) and the learned response in (**C**) due to presence of the instruction in the learning trial. (**D, E**) Eye and target position traces associated with the velocity traces in (**B**) and (**C**).\
Figure 2---source data 1.Figure composer source data for example learning and probe trials.](elife-55217-fig2){#fig2}

We measure motor learning in the subsequent 'probe' trial, where the target moves in the same pursuit direction as the learning trial but without any instruction. In probe trials, the animal exhibits a 'learned response' due to the error induced by the instruction in the preceding learning trial. The learned response ([Figure 2C](#fig2){ref-type="fig"}, arrowhead) starts about 200 ms after the onset of target motion in the pursuit direction, anticipating the change in target direction imposed in the preceding learning trial. We measure learning in the 50 ms interval surrounding the time of the instruction, from 225 to 275 ms after the onset of pursuit target motion. The measurement interval is chosen strategically to capture the anticipatory response of the pursuit system at the time of the instruction. Later in the paper, it also allows us to measure the learned response even in learning trials, because the measurement interval precedes any visually driven eye movement resulting from retinal image motion caused by the instruction ([@bib18]; [@bib89]; [@bib53]).

We first characterized the dependence of single-trial learning on the magnitude of the error imposed in the learning trial. To ensure that we were measuring only the learned response due to the occurrence of a single movement error, we prevented any long-term learning by choosing the pursuit direction for each learning-probe pair randomly from the cardinal axes (see Materials and methods). In each learning trial, we also chose the speed of the instruction randomly to be 0, 5, 10, 15, 20, 25, or 30 deg/s ([Figure 3A](#fig3){ref-type="fig"}), and measured the effect of varying instruction speed on the learned response in the subsequent probe trial. Single-trial learning using randomized pursuit directions creates a situation where the error magnitude experienced in the learning trial is identical to the imposed instruction magnitude, because the average eye speed in the learning direction during the learning trial is zero at the time of the instruction. This allowed us to control the size of the error that drives learning and to measure directly the shape of the relationship between learning and error.

![Characteristics of short-term pursuit learning acquisition and retention.\
(**A**) Colored arrows show the target position trajectory in two dimensions during learning trials. Different colors show learning trials with instruction speeds of 5, 10, 15, 20, 25, or 30 deg/s. Black arrow shows the subsequent probe trial (learning speed 0 deg/s). Pursuit and instruction directions were randomized from trial-to-trial (see Materials and methods). (**B**) Average eye velocity in the direction of the previous instruction (learning direction) as a function of time during probe trials averaged across experiments from Monkeys RE (left) and YO (right). Different colors indicate average responses for the different error magnitudes using the same color scheme as in (**A**). The vertical dashed line shows the time of the instruction in the preceding learning trial and the gray shaded region shows the interval used for quantitative analysis, 225 to 275 ms after the onset of pursuit target motion. (**C**) The amplitude of single-trial learning as a function of the error magnitude created by the previous instruction. Dashed lines show best-fit sigmoid for each monkey. (**D**) Example 'error-clamp' trial used to minimize the retinal image motion in the learning direction, allowing characterization of motor memory retention in the absence of error. Red and blue traces show eye velocity and the black dashed traces show target velocity. (**E**) Trial-course of forgetting after 20 learning trials, probed under error-clamp conditions for Monkeys RE (left) and YO (right). Data are normalized to the magnitude of behavioral learning in the last learning trial (trial 0). Black curves show best fitting exponentials. Error bands and error bars show ± SEM across experiments for each monkey.\
Figure 3---source data 1.Figure composer source data characterizing single-trial pursuit learning.](elife-55217-fig3){#fig3}

In both monkeys, learned responses in the probe trial increased as a function of the error magnitude experienced in the learning trial ([Figure 3B](#fig3){ref-type="fig"}). Quantitative analysis revealed that the learned response did not increase linearly as a function of error magnitude in the learning trial, but rather saturated as error increased ([Figure 3C](#fig3){ref-type="fig"}). We quantified the effect of error magnitude on single-trial learning as a sigmoid of the form:$$Y_{2}\left( E_{1} \right) = \frac{a}{1 + e^{- \tau E_{1}}} - \frac{a}{2}$$where *E~1~* is the magnitude of the error imposed on the learning trial and $Y_{2}$ is the measured learned response in the subsequent probe trial. The parameters *a* and τ were obtained by fitting [Equation 1](#equ1){ref-type="disp-formula"} to the data for each monkey in [Figure 3C](#fig3){ref-type="fig"} (dashed traces versus connected, filled, symbols). [Equation 1](#equ1){ref-type="disp-formula"} fitted the data well for both monkeys (Monkey RE: *a =* 1.35, τ = 0.21, R^2^ = 0.99; Monkey YO: *a =* 1.25, τ = 0.118, R^2^ = 0.98). The sigmoidal model of single-trial learning was superior to an alternative linear model (Akaike's information criterion (AIC) ([@bib1]), Monkey RE: -53.3 (sigmoid) versus -14.5 (linear); Monkey YO: -29.2 (sigmoid) versus -20.5 (linear)).

Our next step was the characterize the stability of short-term pursuit learning across trials that did not include a movement error. To do so, we used a modified experimental design where the first 20 trials were standard learning trials with an instruction magnitude of 30 deg/s. The subsequent 10 trials were 'error-clamp' trials ([Figure 3D](#fig3){ref-type="fig"}) that we used to estimate retention in the absence of movement error (after [@bib75]). Error-clamp trials used the same pursuit target motion as in the instruction trials, but the motion of the target in the learning direction was yoked to the animal's eye movement in that direction, to ensure that the animal experienced no visual error signals in the learning direction. Thus, any trial-to-trial change in the animal's learned response over the course of 10 error-clamp trials was due solely to forgetting of the previously acquired short-term motor memory. We normalized the learned response in the 10 error-clamp trials by the magnitude of the animal's learned response in the final learning trial of the 20-trial learning block.

Both monkeys demonstrated an exponential decay in the magnitude of the learned response across error-clamp trials ([Figure 3E](#fig3){ref-type="fig"}). Fitting an exponential model to each monkey's retention data ([Figure 3E](#fig3){ref-type="fig"}, black lines) suggested a retention constant of approximately 0.85 (95% confidence intervals based on four experiments per monkey, Monkey RE: 0.80--0.86, Monkey YO: 0.85--0.91). Therefore, in the absence of any error to drive learning, approximately 15% of the short-term learned response is forgotten on each trial. We performed this experiment only for instruction speeds of 30 deg/s because the larger amplitude of learning provided more reliable estimates of retention.

Generalization of the expression of single-trial pursuit learning {#s2-2}
-----------------------------------------------------------------

We next sought to use generalization of learning to constrain the functional properties of the site of plasticity that causes single-trial motor learning. Our strategy is based on the following line of reasoning. Imagine, for example, that the input signals that are subject to single-trial learning are linearly related to eye speed in the pursuit direction ($v_{e}$) and that plasticity operates as a scalar gain (*g*). Then, the learned change in firing of the relevant post-synaptic cells should be proportional to $gv_{e}$. As a result, the learned eye speed should generalize linearly as a function of pursuit speed in the probe trial. We can invert this logic to use the measured characteristics of generalization of learning to reveal the functional properties of signals that undergo plasticity. Under the assumption that the site of plasticity for single-trial learning acts as a scalar gain, if learned eye speed generalizes linearly with pursuit eye speed in the probe trial then the population response of neurons upstream from the site of plasticity should be linearly related to eye speed in the pursuit direction.

We again employed our dual-trial paradigm with a randomized pursuit direction for each pair of learning and probe trials. Here, the learning trials always had a pursuit speed of 20 deg/s and an orthogonal instruction speed of 30 deg/s. The pursuit speed of the target in the probe trial was selected randomly from 5, 10, 15, or 20 deg/s ([Figure 4A](#fig4){ref-type="fig"}).

![Effect (and non-effect) of pursuit eye speed on expression (and acquisition) of single-trial learning.\
(**A**) Experimental paradigm for evaluating the effect of pursuit speed on expression of learning, showing target motion in two dimensions. Black dashed trace shows the learning trial and colored arrows show probe trials with different pursuit speeds. (**B**) Learned eye velocity in the direction of the previous instruction (learning direction), recorded in the probe trials and averaged across experiments for each monkey. Different colors show responses for different pursuit speeds in the probe trial, as in (**A**). Vertical dashed line shows the time of the instruction from the preceding learning trial. (**C**) Symbols connected by lines show the learned response measured in the gray shaded region in (**B**) as a function of the measured eye velocity in the pursuit direction during the same interval. Dashed lines show the best fit linear model. (**D**) Learned eye velocity in the direction of the previous instruction, recorded in the probe trial (20 deg/s pursuit speed) and averaged across experiments for each monkey. Different colors show responses for different pursuit speeds in the preceding learning trial. Vertical dashed line shows the time of the instruction in the preceding learning trial. (**E**) Summary of the learned response in the probe trial during the gray-shaded region in (**D**) as a function of the eye speed in the pursuit direction in the preceding learning trial. Error bands and error bars show ± SEM across experiments for each monkey.\
Figure 4---source data 1.Figure composer source data showing the effects of pursuit speed on expression of single-trial learning.](elife-55217-fig4){#fig4}

We found that average eye speed in the learning direction scaled with the speed of the probe target for both monkeys RE and YO, especially in the interval from 225 to 275 ms after the onset of target motion ([Figure 4B](#fig4){ref-type="fig"}, shaded area). We note that scaling is less clear earlier in the probe trial for Monkey YO, partly because the animal's eye speed in the pursuit direction scales poorly with target speed during this earlier interval. A RM-ANOVA showed a main effect of eye speed in the pursuit direction in the probe trial on the amount of measured behavioral learning for both monkeys (Monkey RE: F(3, 6)=24.3, p\<10^−3^, Monkey YO: F(3, 15)=13.7, p\<0.001). For both monkeys, the effect of eye speed in the pursuit direction on the learned response from 225 to 275 ms was highly linear ([Figure 4C](#fig4){ref-type="fig"}, Monkey RE: R^2^ = 0.99, Monkey YO: R^2^ = 0.97). These results suggest that signals related to the speed of eye motion in the pursuit direction may be part of the substrate that is subject to plasticity. The linear generalization of single-trial learning with pursuit direction eye speed is consistent with prior observations that the eye speed at the time of the instruction linearly modulates the expression of behavioral learning ([@bib18]).

In contrast, target/eye speed in the pursuit direction during the *learning* trial did not affect the expression of single-trial learning on the subsequent probe trial. Here, we again used the dual-trial paradigm with pursuit speed randomly chosen to be 5, 10, 15, or 20 deg/s in the learning trials but always 20 deg/s in the probe trials. The instruction occurred 250 ms after the onset of target motion and had a magnitude of 30 deg/s. The direction of the instruction was chosen randomly to be either +90° or −90° relative to the pursuit direction. Both Monkeys RE and YO ([Figure 4D](#fig4){ref-type="fig"}) showed no effect of pursuit speed in the learning trial on the magnitude of the learned response measured in the probe trials. A RM-ANOVA failed to show a significant effect at 250 ms in the probe trial ([Figure 4E](#fig4){ref-type="fig"}, Monkey RE: F(3, 15)=0.56, p=0.65, Monkey YO: F(3, 15)=0.39, p=0.76). Thus, we can conclude that target/eye speed in the pursuit direction has distinct and very different effects on the acquisition of a motor memory during the learning trial versus on the expression of learning in the probe trial.

Cerebellar model of short-term motor learning {#s2-3}
---------------------------------------------

Previous neurophysiological results suggest that complex-spike-linked plasticity at the parallel fiber to Purkinje cell synapse in the cerebellar cortex is likely the primary driver of single-trial pursuit learning ([@bib53]; [@bib88]). Combining these neurophysiological observations with our behavioral results thus far allows us to begin to constrain the parameters of a cerebellar model of motor learning.

A model of short-term pursuit learning appears in [Figure 5A](#fig5){ref-type="fig"} ([Source code 1](#scode1){ref-type="supplementary-material"}). Here, we chose to model the activity of parallel fibers as linearly related to eye speed in the pursuit direction, to account for the generalization of single-trial learning ([Figure 4B--D](#fig4){ref-type="fig"}). We use only two parallel fibers with opposite preferred directions (more parallel fibers are trivially possible but unnecessary) with an arbitrary scaling parameter, *r*, that converts eye velocity to spikes/s:$$\begin{matrix}
{PF^{1} \propto r\overset{˙}{E}} \\
{PF^{2} \propto - r\overset{˙}{E}} \\
\end{matrix}$$

![Properties of a cerebellar model of single-trial learning with a single site of plasticity.\
(**A**) Simplified model of cerebellar learning with a single-site of plasticity at the parallel fiber to Purkinje cell synapse (gray shaded oval). Abbreviations are the same as in [Figure 1](#fig1){ref-type="fig"}. In this single-learning-process model, the firing of parallel fibers is linearly related to the speed of the eye in the pursuit direction. (**B**) Dashed lines show the model's prediction of learned responses as a function of error magnitude. Filled symbols connected by lines are reproduced from [Figure 3C](#fig3){ref-type="fig"}. (**C**) Learning expression ratio as a function of the ratio of pursuit speed in the probe trial to the pursuit speed in the learning trial (note that both axes are on a log scale). By definition, the learning expression ratio is \~1.0 when the pursuit speed in the probe trial and the preceding learning trial are identical. As in (**B**), dashed lines show the prediction of the single-learning-process model and symbols connected by lines summarize data from the two monkeys. Error bars show ± SEM across experiments for each monkey.\
Figure 5---source data 1.Figure composer source data comparing the single-site model of cerebellar learning with behavioral results.](elife-55217-fig5){#fig5}

In the absence of learning, the parallel fiber inputs cancel perfectly, ensuring that the firing of the post-synaptic Purkinje cell does not modulate in relation to eye movement in the pursuit direction, consistent with experimental data ([@bib53]). We can model Purkinje cell firing on the *n^th^* trial, ${PC}_{n}$, as the weighted contributions of the pre-synaptic parallel fibers and a background response, ${PC}_{0}$:$${PC}_{n} = w_{n}^{1}{PF}_{n}^{1} + w_{n}^{2}{PF}_{n}^{2} + {PC}_{0}$$

The synaptic weight for each parallel fiber, *w^i^*, is adaptable via the complex spikes caused by climbing fiber inputs. The plasticity rule includes two terms: (1) a decay term, $\alpha_{PF}$, that allows the relaxation of any learned weight changes back to their baseline value in the absence of error and (2) an update term that depresses weights by a fractional amount (β) depending on the positive firing on the parallel fiber in question and the probability of a complex spike given the neural representation of the image motion from the instruction, $P\left( {CS} \middle| E_{n} \right)$:$$w_{n + 1}^{i} = \left\{ \begin{matrix}
{w_{n}^{i} - \left( {1 - \alpha_{PF}} \right)\left( {w_{n}^{i} - w_{0}^{i}} \right) - \beta P\left( {CS|E_{n}} \right)} & {{if}\ PF^{i}\  > \ 0} \\
{w_{n}^{i} - \left( {1 - \alpha_{PF}} \right)\left( {w_{n}^{i} - w_{0}^{i}} \right)} & {{if}\ PF^{i}\  \leq \ 0} \\
\end{matrix} \right.$$

When $\alpha_{PF} = 1$, the weights are maintained completely from one trial to the next and learning is allowed to perfectly accumulate; when $\alpha_{PF} < 1$, the weights decay back to their baseline levels, $w_{0}^{i}$, in the absence of any climbing fiber input. We model only learning for instructions in the direction that causes complex spikes so that we do not need to explicitly simulate synaptic potentiation beyond the relaxation back toward the baseline weights provided by $\alpha_{PF}$.

Our results in [Figures 3](#fig3){ref-type="fig"} and [4](#fig4){ref-type="fig"} suggest appropriate values for the unknown parameters of this simplified cerebellar model of learning. First, we know that, in the absence of error, short-term motor learning decays across trials. The time constant analysis in [Figure 3E](#fig3){ref-type="fig"} suggests that $\alpha_{PF} \approx 0.85$ for both monkeys. In addition, [Equation 1](#equ1){ref-type="disp-formula"} describes how the parallel fiber to Purkinje cell weights are modified as a function of error during single-trial learning: $Y_{2}\left( E_{1} \right) \propto \beta P\left( {CS} \middle| E_{1} \right)$. Previous neurophysiological data has demonstrated that the probability of observing a complex spike following a 30 deg/s instruction is approximately 30% ([@bib88]; [@bib89]). Given these observations, we can derive a rule linking the probability of observing a complex spike to a given error magnitude using a sigmoid function with the same form as [Equation 1](#equ1){ref-type="disp-formula"}:$$P\left( {CS} \middle| E_{n} \right) = \frac{0.6}{1 + e^{- \tau E_{n}}} - 0.3$$

Here, the probability of observing a complex spike saturates at 30% for large error magnitudes. The value of τ matches the values we obtained for each monkey in [Equation 1](#equ1){ref-type="disp-formula"}.

Purkinje cells inhibit the floccular target neurons (FTNs) in the vestibular nucleus which, in turn, modulate eye movements via their projections to motoneurons. In the absence of other inputs to FTNs that are modulated by learning, the change in the firing of FTNs from their baseline activity is ${FTN}_{n} = {PC}_{0} - {PC}_{n}$. The resulting learned response, $Y_{n}$, measured via generated eye movements is then $Y_{n} = c{FTN}_{n}$, where *c* is an arbitrary constant that scales FTN activity to deg/s.

[Equations 2-5](#equ2 equ3 equ4 equ5){ref-type="disp-formula"} describe a \'single-learning-process\' model. The constants, *r,* β, $w_{0}^{i}$ and *c* are arbitrary and affect only the scaling of firing rates to eye movements. The values we chose for these parameters are shown in [Table 1](#table1){ref-type="table"}, but any number of parameter combinations would give qualitatively similar behavioral results.

###### Pursuit learning model parameters.

  Model parameter                            Value    Description
  ------------------------------------------ -------- ---------------------------------------------------------------
  ***r***                                    1        Parallel fiber eye velocity (deg/s) to firing rate (Hz)
  $\mathbf{w}_{0}$                           1        Parallel fiber to Purkinje cell baseline weights
  $\mathbf{\alpha}_{\mathbf{P}\mathbf{F}}$   0.85     Parallel fiber to Purkinje cell weight retention
  $\mathbf{\beta}$                           1.5      Change in parallel fiber to PC weights due to a complex spike
  ***c***                                    0.0625   FTN firing rate (Hz) to eye movement (deg/s)
  ***σ***                                    7.5      Standard deviation of Gaussian FTN input responses

The single-learning-process model appropriately estimated our behavioral observations for two different stimulus conditions, one that was more-or-less built into the model and one that matches our data as an emergent property of the model. First, the trial-to-trial change in output following a range of imposed error magnitudes closely matched the learned behavior of both animals ([Figure 5B](#fig5){ref-type="fig"}), because this relationship was built into the model based on the data in [Figure 3C](#fig3){ref-type="fig"}. Second, the model reproduced the results of an experiment that was a superset of the conditions used in [Figure 4A--C](#fig4){ref-type="fig"}. Here, we presented a series of dual-trial stimuli where the instruction trial used a randomly chosen pursuit speed of 0, 10, 15, or 20 deg/s and delivered an instruction at 30 deg/s. The probe trial also delivered a pursuit speed that was randomly chosen from 0, 10, 15 or 20 deg/s. For each probe trial, we computed the 'learning expression ratio' as the magnitude of the learned response expressed in each probe trial normalized by the average learning expressed in probe trials with the same pursuit speed as the preceding learning trial. When the pursuit speed in probe trial matched the pursuit speed in the learning trial, the learning expression ratio is \~1.0. We then plotted the learning expression ratio as a function of the ratio of the pursuit speeds of the probe trial and the preceding learning trial to assess the generalization function of learning across any combination of pursuit speeds in the learning and probe trials. The model reproduces the results of this experiment on both monkeys ([Figure 5C](#fig5){ref-type="fig"}), demonstrating strong linear generalization across probe pursuit speeds.

In summary, a cerebellar model with a single learning site where plasticity operates on signals linearly related to pursuit eye speed predicts all of our behavioral data for single-trial learning.

Long-term motor learning is not the accumulation of single-trial learning {#s2-4}
-------------------------------------------------------------------------

In the more natural situation where the same instruction for learning occurs on movement after movement and is corrected gradually, learning could be simply due to an accumulation of single-trial learning plus forgetting at the rate of 15% per trial. At some point, the forgetting and learning on each trial would balance and the learning curve would reach an asymptote. To provide a dataset to ask whether the 'single-learning-process' model of single-trial cerebellar learning with forgetting ([Equations 2-5)](#equ2 equ3 equ4 equ5){ref-type="disp-formula"} can explain the accumulation of behavioral learning across multiple learning trials, monkeys completed 100 consecutive learning trials. Each learning trial used identical pursuit and learning directions and speeds. Within each learning block of 100 trials, the instruction magnitude was either 0, 5, 10, 15, 20, 25, or 30 deg/s. Note that during 100-trial learning blocks, we control the magnitude of the instruction, but the magnitude of the error on any given trial is the difference between the instruction and the monkey's expression of behavioral learning on that trial. When the same learning trial is repeated, acquisition of behavioral learning leads to a gradual reduction in the magnitude of the error for a given magnitude of instruction. Therefore, we use the terms 'instruction magnitude' and 'error magnitude' carefully to convey this distinction.

For each instruction magnitude, the trial-course of learning revealed dual-exponential learning curves that largely saturated by the end of 100 learning trials ([Figure 6A](#fig6){ref-type="fig"}). Yet, even after 100 consecutive learning trials, the magnitude of the animal's learned response was always much smaller than the speed of the imposed instruction: neither animal ever exhibited full compensation for the imposed instruction ([Figure 6B](#fig6){ref-type="fig"}). It is especially noteworthy that the system is able to achieve a learned response of 5 deg/s after 100 learning trials for an instruction at 30 deg/s, but not for an instruction at 5 deg/s.

![Effect of instruction magnitude on behavior learning after 100 trials of repeated instructions.\
(**A**) Trial-courses of learning for blocks of 100 learning trials with a consistent instruction magnitude. Different colors show trial-courses for different instruction magnitudes. Dashed vertical lines show the first and last learning trials. Data are binned in discrete five-trial bins and averaged across experiments in each monkey. Gray shading shows the range of trials used to assess the magnitude of asymptotic learning. (**B**) Average learned eye velocity as a function of time in the final 25 learning trials for blocks of 100 learning trials, averaged across experiments for each monkey. Gray shading shows the time interval used for quantitative analysis of the learned eye velocity. (**C**) Summary of the effect of instruction magnitude on the asymptotic learned eye velocity in the final 25 trials of a learning block. Error bands and error bars show ± SEM for each monkey across repetitions of 100-trial learning blocks.\
Figure 6---source data 1.Figure composer source data showing the cumulative effects of multiple learning trials.](elife-55217-fig6){#fig6}

The effect of instruction magnitude on the learned response was much more linear after 100 consecutive learning trials than after a single learning trial. The learned eye speed in the last 25 trials of the learning epoch was linearly related to instruction magnitude for both monkeys (Monkey RE: R^2^ = 0.99, t-test on the slope of the regression fit: t(5)=21.9, p\<10^−4^; Monkey YO: R^2^ = 0.99, t(5)=18.9, p\<10^−4^). After 100 learning trials, a linear model was preferred when compared against the best-fit saturating model from [Equation 1](#equ1){ref-type="disp-formula"} (AIC, Monkey RE: 7.7 (sigmoid) versus 1.5 (linear); Monkey YO: 0.6 (sigmoid) versus 0.02 (linear), [Figure 6C](#fig6){ref-type="fig"}). The difference in the effect of instruction magnitude on learning after 1 versus 100 learning trials hinted that multiple plasticity mechanisms and/or sites within the cerebellar circuit could be driving learning across the different trial-courses.

Using the single-learning-process model, we simulated blocks of 100 consecutive learning trials. In each trial, we drove learning with an error that was the difference between model output and $I_{n},$ the imposed instruction: $E_{n} \equiv I_{n} - cFTN$, simulating the gradual reduction in the error signal for a fixed instruction magnitude due to the acquisition of learning across trials.

The single-learning-process model failed to predict two crucial features of the true trial-course of learning. First, it produced single exponential trial-courses that learned too quickly and reached asymptote within the first 20 learning trials ([Figure 7A](#fig7){ref-type="fig"}). Second, it systematically over-estimated the extent of asymptotic learning for instruction magnitudes between 5 and 20 deg/s ([Figure 7B](#fig7){ref-type="fig"}, arrows) and underestimated learning for instruction magnitudes of 30 deg/s. Indeed, the model predicted a sigmoidal relationship between asymptotic learning and instruction magnitude ([Figure 7B](#fig7){ref-type="fig"}), inherited from the relationship between single-trial learning and instruction magnitude, in contrast to the highly linear relationship in the data ([Figures 6C](#fig6){ref-type="fig"} and [7B](#fig7){ref-type="fig"}). We note that we did not fit the model to the data. Instead, we used the parameters derived from our behavioral experiments that allowed [Equations 2-5](#equ2 equ3 equ4 equ5){ref-type="disp-formula"} to predict the details of single-trial learning. We therefore conclude that pursuit learning cannot be mediated solely by the accumulation of single-trial learning with forgetting ([@bib86]; [@bib18]).

![Long-term behavioral learning is not merely accumulation of single-trial learning.\
(**A**) Trial-courses of learning for different instruction magnitudes, averaged across experiments for both monkeys. Thin traces with error bands show learning as a function of trial number as mean ± SEM (data reproduced from [Figure 6A](#fig6){ref-type="fig"} without binning). Bold traces show the predictions of the single-learning-process model described in the text. (**B**) Asymptotic learning measured in the last 25 trials of a 100-trial learning block, plotted as a function of the speed of the instruction in that block. Connected symbols and error bars show the data for each monkey (reproduced from [Figure 6C](#fig6){ref-type="fig"}). Dashed traces show the predictions of the single-learning-process model. Error bands and error bars show ± SEM for each monkey across repetitions of 100-trial learning blocks.\
Figure 7---source data 1.Figure composer source data showing the progression of learning across 100 trial blocks of learning trials compared to the results predicted by a single-site model of cerebellar learning.](elife-55217-fig7){#fig7}

A cerebellar circuit model that predicts behavioral learning across timescales {#s2-5}
------------------------------------------------------------------------------

Our next step was to identify the minimal principles of a cerebellar circuit model that can explain behavioral learning across multiple timescales. The features of behavioral learning in [Figures 3](#fig3){ref-type="fig"} and [4](#fig4){ref-type="fig"} mandate several properties of a more complete cerebellar model: (1) acquisition of single-trial learning saturates as a function of the magnitude of the error according to a sigmoidal relationship dictated by the data in [Figure 3C](#fig3){ref-type="fig"}; (2) at least across the 100 learning trials we tested in [Figure 6](#fig6){ref-type="fig"} but also after 2000 trials ([@bib18]), the asymptotic response for a consistent instruction magnitude falls short of completely correcting the movement error created by the imposed instruction; (3) the trial-course of learning across long bouts of consecutive learning trials ([@bib18]) and the different relationship between learned response and error magnitude after 1 versus 100 trials suggest the presence of at least two learning processes ([@bib18]; [@bib37]; [@bib41]; [@bib79]).

To test our conclusion about multiple learning processes contributing to cerebellar learning across longer learning sessions, we next asked whether the retention of the motor memory changed across long bouts of learning trials. We used the same error-clamp strategy as before, but now to measure the retention constant after blocks of \>1000 identical learning trials. At the end of long blocks of learning trials, we alternated short blocks of 10 error-clamp trials with runs of 20 learning trials to 'top up' the asymptotic learning. We found significantly better retention after 1000 trials than after 20 trials ([Figure 8A](#fig8){ref-type="fig"}): the measured retention constant after 1000 trials was approximately 0.95 (95% confidence intervals, Monkey RE: 0.95--0.97, Monkey YO: 0.94--0.96)). These data suggested that the motor memory gradually transitions, at least conceptually, from a relatively labile, low-retention learning process early in learning to a second learning process with high retention ([@bib79]; [@bib21]).

![A cerebellar model that captures the amplitude and trial-course of learning across multiple timescales.\
(**A**) Trial course of forgetting under error-clamp conditions. Orange and blue traces show forgetting after \>1000 or 20 trials (the latter reproduced from [Figure 3E](#fig3){ref-type="fig"}). Black curves show best fitting exponentials. Error bands show SEM across n = 4 experiments. (**B**) Schematic diagram of a cerebellar model with two sites of plasticity, capable of recapitulating the properties of pursuit learning across multiple timescales. Magenta arrows denote teaching/transfer signals. The red pathway denotes recurrent inhibition of the internal representation of the error that drives learning. (**C**) Trial-course predictions of the cerebellar model in (**B**) without recurrent feedback to the inferior olive for a range of instruction magnitudes. (**D**) Exemplar fits of the cerebellar learning model in (**B**) to trial-courses of learning for repeated presentations of instructions at different speeds. Thin traces with error bands show learning averaged (± SEM) across multiple experiments as a function of trial number for Monkey RE (reproduced from [Figure 6A](#fig6){ref-type="fig"}, unbinned). Bold traces show the predictions of the best-fitting cerebellar circuit model for each instruction magnitude. (**E**) Asymptotic learning measured in the last 25 trials of a 100-trial learning block, plotted as a function of the speed of the instruction in that block. Connected symbols and error bars show the data for each monkey (reproduced from [Figure 6C](#fig6){ref-type="fig"}). Dashed traces show the predictions of the asymptotic response of the cerebellar model from (**B**).\
Figure 8---source data 1.Figure composer source data showing the predictions of a model of cerebellar motor learning which includes multiple sites of plasticity operating at different timescales.](elife-55217-fig8){#fig8}

Armed with knowledge that learning appears to transition from a low-retention learning process to a higher retention process after extended learning, we expanded our circuit model of cerebellar learning to include a secondary site of plasticity ([Figure 8B](#fig8){ref-type="fig"}, [Source code 2](#scode2){ref-type="supplementary-material"}). Given neurophysiological results from other cerebellar-dependent learning tasks ([@bib32]; [@bib78]; [@bib40]; [@bib69]; [@bib42]) as well as the proximity of the cerebellar circuit to motoneurons, we view the floccular target neurons, or FTNs, in the vestibular nucleus as the most likely candidate for long-term storage of learning. FTNs are immediately downstream of the Purkinje cells, the presumed site of rapid learning, and synapse onto output motoneurons.

We modeled the learned responses of FTNs on trial *n* as the sum of the firing of input axons, ${IN}_{n}^{i}$, weighted by the scalar synaptic weight, $v_{n}^{i}$, minus the baseline-subtracted firing of the Purkinje cell:$${FTN}_{n} = {\sum\limits_{i}{v_{n}^{i}{IN}_{n}^{i} - \left( {PC}_{n} - {PC}_{0} \right)}}$$

To account for a secondary site of plasticity within the learning circuit, we implemented Hebbian-style plasticity at the synapse from the eye movement inputs to FTNs. Plasticity at the inputs to FTNs was driven by the learned responses of presynaptic Purkinje cells:$$v_{n + 1}^{i} = v_{n}^{i} + \eta\left( {PC}_{0} - {PC}_{n} \right){IN}_{n}^{i}$$

Here, η determines the strength of the Purkinje cell's teaching signal and the rate of plasticity in the inputs to FTNs. The value of η was set to be small so that the FTNs represented the site of a slow-learning process, in contrast to the rapid learning at the parallel fiber to Purkinje cell synapse. Based on our behavioral results in [Figure 8A](#fig8){ref-type="fig"}, plasticity in the slow-learning-process is retained almost perfectly, so that [Equation 7](#equ7){ref-type="disp-formula"} lacks the forgetting factor provided by $\alpha_{PF}$ in [Equation 4](#equ4){ref-type="disp-formula"}. Together, [Equations 6 and 7](#equ6 equ7){ref-type="disp-formula"} assume that the learning in the Purkinje cell responses acts as a teacher for long-term plasticity at the inputs to the FTNs.

Simulation of [Equations 2-7](#equ2 equ3 equ4 equ5 equ6 equ7){ref-type="disp-formula"} for a variety of instruction magnitudes ([Figure 8C](#fig8){ref-type="fig"}) correctly demonstrates one crucial feature of our long-term learning data. The simulated learning is dual-exponential, with initial fast acquisition and a second, slower, timescale of acquisition. However, the simulations do not predict a crucial aspect of our behavioral data. Due to the stability of the long-term memory at the FTN inputs, the asymptotic response of the model is much larger than is found in our data. Also, [Figure 8C](#fig8){ref-type="fig"} shows that the slow-learning process produces a linear relationship between asymptotic learning and instruction magnitude, but only after 2000 trials and not after 100 trials (vertical dashed line) as seen in the data. The excessive learning in the model of [Figure 8B](#fig8){ref-type="fig"} suggests the existence of inhibition within the learning circuit.

Multiple deficiencies of the model in [Equations 2-7](#equ2 equ3 equ4 equ5 equ6 equ7){ref-type="disp-formula"} are corrected when recurrent inhibition from the cerebellum to the inferior olive modulates the error signals used to drive learning at the parallel fiber to Purkinje cell synapse. We modeled inhibition by reducing the magnitude of the error signal that drives climbing fiber responses in proportion to the size of the learned response:$$E_{n} = I_{n} - cFTN_{n} - \frac{\gamma cFTN_{n}}{\overset{˙}{E}}$$

Here, *I~n~* is the speed of the instruction on the *n^th^* trial and *cFTN~n~* is the FTN firing converted to units of learned eye velocity. The term ($I_{n} - c{FTN}_{n}$) in [Equation 8](#equ8){ref-type="disp-formula"} represents the physical error that results from the difference between the instruction magnitude and the response of FTNs. This formula makes the distinction between the physical error, ($I_{n} - c{FTN}_{n}$), and the learning system's internal representation of this error used to drive learning in the cerebellar cortex (*E~n~*). The last term in [Equation 8](#equ8){ref-type="disp-formula"} implements modulation of the internal representation of the physical image motion in proportion to γ and the learned response, $c{FTN}_{n}$. There is no recurrent control when the value of γ is zero. The modulation is normalized by eye speed in the pursuit direction ($\overset{˙}{E}$) so that inhibition of the climbing fiber input occurs in proportion to the change in weight of the parallel fiber to Purkinje cell synapse. The combination of the Purkinje cell modulation as a teacher ([Equation 7](#equ7){ref-type="disp-formula"}) as well as the presence of recurrent inhibition ([Equation 8](#equ8){ref-type="disp-formula"}) transfers the motor memory from the cerebellar cortex to the vestibular nucleus across long blocks of learning trials. We note that the probability of complex spikes decreases considerably across 100 repetitions of the same learning trial ([@bib89]), compatible with the mechanism implemented by [Equation 8](#equ8){ref-type="disp-formula"}.

We adjusted the strength of the teaching signal from the Purkinje cells to the FTN inputs (η) and the strength of recurrent inhibition of the instructive signal (γ) to allow the model in [Figure 8B](#fig8){ref-type="fig"} and [Equations 2-8](#equ2 equ3 equ4 equ5 equ6 equ7 equ8){ref-type="disp-formula"} to reproduce both the two-component trial-course of learning ([Figure 8D](#fig8){ref-type="fig"}) and the correct linear relationship between the asymptotic learning and instruction magnitude after 100 learning trials ([Figure 8E](#fig8){ref-type="fig"}). The best-fit model (two unknowns, η and γ) agrees well with the data for both monkeys ([Figure 8E](#fig8){ref-type="fig"}, black curves, Monkey RE: R^2^ = 0.99; Monkey YO: R^2^ = 0.97). In addition, both monkeys had similar values for both estimated parameters (95% confidence intervals, Monkey RE: η = 5.1×10^−4^--9.2 × 10^−4^, γ = 55.9--68.5, Monkey YO: η = 4.5×10^−4^--9.4 × 10^−4^, γ = 38.8--65.0). Linearity emerges after 100 trials because recurrent feedback switches the mechanism driving asymptotic behavior from a tradeoff between learning and forgetting to an emergent property of the operation of a dynamic feedback loop.

The successful model in [Figure 8B](#fig8){ref-type="fig"} has three crucial features: (1) a site of rapid learning with limited retention at the parallel fiber to Purkinje cell synapse, (2) gradual transfer of learning from the cerebellar cortex to a slower-learning process with excellent retention at the inputs to the FTNs, and (3) recurrent inhibition from FTNs to the inferior olive that limits learning and linearizes the stimulus-response function of learning by controlling the error signals available to drive learning at the parallel fiber to Purkinje cell synapse.

Changes in the pattern of generalization over multiple timescales {#s2-6}
-----------------------------------------------------------------

We next provide additional behavioral evidence for separate sites of learning within the cerebellar circuit. By probing the expression of learning as a function of pursuit speed across the trial-course of learning, we show that the linear pattern of generalization to pursuit speed we observed following a single learning trial ([Figure 4](#fig4){ref-type="fig"}) changes gradually but qualitatively across 1000 trials. We suggest that the site and/or mechanism of learning changes across a long trial-course.

We again deployed the dual-trial paradigm, but with the modification that the instruction trial in each pair of trials repeated the same fixed parameters of pursuit (5 deg/s or 20 deg/s), instruction magnitude (30 deg/s), instruction direction, and pursuit direction for the entire experimental session. We studied generalization across the gradual accumulation of learning by varying target speed in the pursuit direction randomly in the probe trial to be 5, 10, 15 or 20 deg/s, while keeping the pursuit direction the same as in the learning trials.

An example experiment demonstrates how generalization changed over a long trial-course when pursuit speed was 5 deg/s in the learning trials and was always equal or faster in the probe trials. Averages of the trajectory of the learned eye velocity as a function of time during the first 250 trials confirmed that the learned response scaled with pursuit speed in the initial stages of learning ([Figure 9A](#fig9){ref-type="fig"}, left), in agreement with the data for single-trial learning in [Figure 4](#fig4){ref-type="fig"}. However, at the end of the same learning session, the expression of learning no longer scaled with pursuit speed in the probe trials ([Figure 9A](#fig9){ref-type="fig"}, right). The change in generalization across the session could not be explained by any systematic differences in the eye speed in the pursuit direction during the first versus last 250 trials ([Figure 9B](#fig9){ref-type="fig"}, continuous versus dashed traces).

![Changes in the pattern of behavioral generalization across an exemplar learning session in Monkey RE when pursuit speed in the learning trial is 5 deg/s.\
(**A**) Effect of pursuit speed in the probe trial on the expression of learning in the first 250 (solid, left) versus last 250 trials (dashed, right) of a long learning session. Data plot average learned eye velocity as a function of time from a single exemplar session in Monkey RE with pursuit speed of 5 deg/s and an instruction magnitude of 30 deg/s in the learning trials. Traces of different colors show the learned response for different pursuit target speeds in the probe trials. (**B**) Continuous and dashed traces show eye speed in the pursuit direction early versus late in the learning session during probe trials from (**A**).\
Figure 9---source data 1.Figure composer source data showing changes in the generalization to pursuit speed in the probe trial across a learning session.](elife-55217-fig9){#fig9}

The change in the generalization of the expression of learning in the probe trials occurred gradually ([Figure 10A](#fig10){ref-type="fig"}). Across 2250 trials (1125 dual-trial stimuli) in Monkey RE, the expression of learning declined for probes with pursuit speeds of 20 deg/s and remained constant for probes with pursuit speeds of 5 deg/s. By 2250 trials, the learned response did not depend on the target speed in the probe, in agreement with the right graph of [Figure 9A](#fig9){ref-type="fig"}. The observations were similar in Monkey YO, although he did not work for as many trials as Monkey RE (note the shorter x-axis). These results suggest that something about the inputs that are subject to plasticity or the mechanism of plasticity at the site of single-trial, short-term, learning may differ from those to the site of long-term pursuit learning.

![The pattern of generalization across a learning session depends on the relative speeds of target motion in the pursuit direction during learning versus probe trials.\
(**A**) Continuous changes in learned responses measured in probe trials across sessions when pursuit speed in the learning trial was 5 deg/s. Different colors show the responses for different target speeds in the probe trials. Note that the trial axis represents cumulative trials (learning and probe). (**B**) Generalization across learning sessions when pursuit speed in the learning trial was 20 deg/s. Different colors show expression of learning for probe trials with pursuit speeds of 5, 10, 15, or 20 deg/s as in (**A**). (**C**) Slopes of the trial-course of the expression of learning as a function of pursuit speed in the probe trial. Open and filled symbols show results for learning trials with pursuit speeds of 20 versus 5 deg/s. Instruction magnitude was always 30 deg/s. Error bars in (**C**) and error bands in (**A**) and (**B**) show ± SEM across days for each monkey.\
Figure 10---source data 1.Figure composer source data showing the differential effects of pursuit speed in the learning trial on the generalization of learning.](elife-55217-fig10){#fig10}

We observed a qualitatively different pattern of generalization across learning blocks when pursuit speed was 20 deg/s in the learning trials and was always equal or slower in the probe trials. Now, the expression of learning increased slightly for probe trials with a pursuit speed of 20 deg/s and decreased as a function of trial when the pursuit speed in the probe trial was 5 deg/s ([Figure 10B](#fig10){ref-type="fig"}). Together, the results of learning with pursuit target speeds in the learning trials of 5 and 20 deg/s show a general rule: learning generalizes approximately linearly for pursuit speed across all timescales of learning when the pursuit speed in the probe trial is slower than the learning trial; when pursuit speed in the probe trial is faster than that in the learning trial, linear generalization early in learning is replaced gradually with a learned response that appears largely independent of pursuit speed after long-term learning.

To verify the statistical veracity of the effects in [Figure 10A and B](#fig10){ref-type="fig"}, we performed a regression analysis on the trial-course of generalization of each experiment (lines in [Figure 10A and B](#fig10){ref-type="fig"}). For each experimental condition, we measured the rate of change of the learned response across trials ([Figure 10C](#fig10){ref-type="fig"}). Here, a negative slope indicated that the learned response for a particular probe pursuit speed decayed over the experiment (e.g. 20 deg/s probe trials when the pursuit speed of the learning trial was 5 deg/s). Positive slopes indicated that the learned response measured in the probe trials tended to increase across the experiment, as was the case when the pursuit speed in both the learning trial and the probe trial was 20 deg/s ([Figure 10B](#fig10){ref-type="fig"}, red curves). A two-way ANOVA confirmed the differential effect of pursuit speed in the learning trials on the generalization properties of the motor memory. We tested for main effects of probe pursuit speed (5, 10, 15 or 20 deg/s), pursuit speed in the learning trials (5 deg/s or 20 deg/s), and their interaction. For both monkeys, we observed a main effect of pursuit speed in the learning trials (RE: F(1, 32)=46.8, p\<10^−7^; YO: F(1, 20)=31.6, p*\<*10^−4^), no main effect of probe speed (RE: F(3, 32)=1.39, p=0.26; YO: F(3, 20)=0.33; p=0.81), and crucially a significant learning pursuit speed by probe pursuit speed interaction (RE: F(3, 32)=14.2, p\<10^−5^, YO: F(3, 20)=9.0, p\<10^−3^). Thus, the relationship between pursuit speeds of the target in the learning and probe trials significantly affected the shape of generalization across trials.

To further validate the interaction between pursuit speed in the learning and probe trials, we conducted additional experiments in Monkey RE that tested other pursuit speeds in the learning trial (not shown). Here, different experiments used one of either 5, 10 or 20 deg/s as the consistent pursuit speed in the learning trials and probed with pursuit speeds selected randomly from the same three speeds. After 1000 learning trials, the expression of learning generalized approximately linearly as a function of slower pursuit speeds in the probe trial compared to the learning trial, but not for probe speeds faster than used in the learning trial, in agreement with [Figure 10A and B](#fig10){ref-type="fig"}. Thus, the rules for generalization depend not on whether the probe speed is the same or different from the pursuit speed in the instruction trials, but rather on whether it is faster or slower. These preliminary experiments also served as a control to ensure that the change in generalization across many trials was not a result of the alternation of learning and probe trials, because probe trials with the other two pursuit speeds were interspersed randomly among the learning trials with a ratio of 10 learning trials to every probe.

Functional differences in the fast versus slow sites/mechanisms of plasticity {#s2-7}
-----------------------------------------------------------------------------

In the previous section, we showed that learning generalizes differently in relation to pursuit target speed early versus late in a long learning block. Next, we analyze our data in a way that quantifies the shape of the pursuit speed generalization function at different stages of learning. We used the data from the long blocks of learning/probe pairs in [Figure 10](#fig10){ref-type="fig"}, where the pursuit and instruction speed were fixed in the learning trial but pursuit speed in each interleaving probe trial was selected randomly among 5, 10, 15, or 20 deg/s. Here, we computed the 'learning expression ratio' for each pair of trials as the magnitude of the learned response in the probe trial divided by the learning expressed in the preceding learning trial. The learning expression ratio is a single-trial metric of generalization, allowing us to probe the shape of generalization across long bouts of learning while controlling for the gradual accumulation of behavioral learning across the session. We then binned the resulting learning expression ratio by the ratio between the target pursuit speed in each probe trial and learning trial. When the probe trial and the preceding learning trial have the same pursuit speed (probe speed to pursuit speed ratio of 1.0), we would expect nearly complete generalization between the learning and probe trials (a learning expression ratio \~1.0). We refer to the relationship between the learning expression ratio and the ratio of the probe and learning trial pursuit speeds as the 'generalization function\'.

In the first 250 trials of a long learning block (blue curve, [Figure 11A](#fig11){ref-type="fig"}), both monkeys demonstrated an approximately linear generalization function, paralleling our finding of single-trial generalization in [Figure 5](#fig5){ref-type="fig"}. Thus, early in learning, both monkeys expressed greater (less) learning in the probe trial than in the learning trial when pursuit speed in the probe trial was faster (slower) than in the preceding learning trial. As learning progressed through a long block of trials ([Figure 11A](#fig11){ref-type="fig"}, pink and purple traces), the shape of the generalization function changed gradually. After 1000 trials, probe trials with pursuit target speed faster than in the learning trial (probe speed to pursuit speed ratio \>1.0) no longer showed enhancement of the expression of learning (learning expression ratio \~1.0). The changing shape of the generalization function was further accentuated in Monkey RE after 2000 trials when probe trials expressed less behavioral learning (learning expression ratio \<1.0) if the pursuit speed was faster in the probe than in the learning trial.

![Quantification of changes in the generalization of learning expression across trials.\
Fraction of the behavioral learning that generalizes from a learning trial to the subsequent probe trial as a function of the ratio between the pursuit speed in the probe versus learning trial (both axes are shown on a log scale). Blue, pink, and purple curves show the shape of the generalization function early, in the middle, and late in long learning bouts, respectively. Error bands show ± SEM across sessions for each monkey.\
Figure 11---source data 1.Figure composer source data characterizing changes in the shape of the generalization function across trials.](elife-55217-fig11){#fig11}

That the generalization function changes across 2000 trials indicates either that the properties of a single site of learning change or that learning transfers between sites with different functional properties. Cognizant that factors such as non-linear synapses and recurrent inhibition can control the properties of the signals at a site of learning, the simplest way to model generalization is in terms of the signals conveyed by the afferent fibers whose synapses are subject to plasticity. [Figure 11](#fig11){ref-type="fig"} suggests that we can model learning under the assumption that the motor memory gradually transitions from an early site of learning where the inputs are linearly related to pursuit speed to a secondary site/synapse where the inputs are unimodally tuned for pursuit speed.

We completed our model of cerebellar learning ([Figure 12A](#fig12){ref-type="fig"}) by defining the functional properties of non-Purkinje cell inputs to FTNs. We simulated 50 inputs to the FTNs, each with a preferred direction either equal to or opposite the pursuit direction and a Gaussian tuned response for pursuit speed:

![A circuit-level cerebellar learning model predicts many features of pursuit learning across timescales.\
(**A**) The schematic shows the structure of the model, which is described in [Equations 2-9](#equ2 equ3 equ4 equ5 equ6 equ7 equ8 equ9){ref-type="disp-formula"} in the text. Magenta colors show pathways that transmit instructions for plasticity and the red pathway provides recurrent inhibition to the inferior olive. (**B, C**) Model's prediction for the size of learning as a function of instruction speed for single-trial learning (**B**) and after 100 learning trials (**C**). (**D, E**) Behavioral learning trial courses predicted by the model for learning sessions with a 30 deg/s instruction magnitude and pursuit speeds in the learning triasl of 5 deg/s (**D**) versus 20 deg/s (**E**). Different shades of green show predictions for the expression of learning using different pursuit speeds in probe trials. (**F, G**) Predicted learned Purkinje cell simple-spike responses across a learning session with pursuit speeds in the learning trials of 5 deg/s (**F**) and 20 deg/s (**G**). (**H, I**) Predicted size of inputs to FTNs after weighing through plastic changes in *v~i~*, again across a learning session with pursuit speeds in the learning trials of 5 deg/s (**H**) and 20 deg/s (**I**).\
Figure 12---source data 1.Figure composer source data showing predictions from a circuit-level model of motor learning.](elife-55217-fig12){#fig12}

$$IN_{n}^{i} = \cos\left( {\theta_{n}^{e} - \theta^{i}} \right)exp\left( {- \frac{\left( {\overset{˙}{E} - s^{i}} \right)^{2}}{2\sigma^{2}}} \right)$$

Here, for the *i^th^* input axon, θ^i^ is either 0 or 180 deg, *s^i^* is the preferred eye speed ranging from 0 to 50 deg/s, and σ is the standard deviation of the Gaussian function. The eye movement vector on the *n^th^* trial is defined as $\left( {\theta_{n}^{e},{\overset{˙}{E}}_{n}} \right)$. Note that any unimodal function (e.g. cosine) would yield comparable results to the Gaussian function.

The circuit-level learning system defined by the schematic in [Figure 12A](#fig12){ref-type="fig"} and [Equations 2-9](#equ2 equ3 equ4 equ5 equ6 equ7 equ8 equ9){ref-type="disp-formula"} reproduces our data on both the trial-course of learning and the trial-course of the generalization of learning to pursuit speed. The learned response, like the real data, shows a saturating relationship to instruction magnitude for single-trial learning ([Figure 12B](#fig12){ref-type="fig"}) and a linear relationship after 100 trials ([Figure 12C](#fig12){ref-type="fig"}). For learning with pursuit target motion at 5 deg/s, the expression of the learned response in the model generalizes differently early versus late in a 1000 trial learning block ([Figure 12D](#fig12){ref-type="fig"}). Early in the learning block, the learned response generalizes linearly to pursuit speeds regardless of the pursuit speed in the learning trials. Late in the learning block, the learned response is largely identical across probe speeds. For learning with pursuit target motion at 20 deg/s, the learned response generalizes linearly across probe speeds lower than 20 deg/s for the entire duration of the learning block ([Figure 12E](#fig12){ref-type="fig"}). The model also makes predictions. It suggests that adaptive changes in the Purkinje cell responses should diminish over the course of thousands of trials ([Figure 12F,G](#fig12){ref-type="fig"}) as learning transfers to the FTN inputs ([Figure 12H,I](#fig12){ref-type="fig"}).

Alternative models of cerebellar motor learning {#s2-8}
-----------------------------------------------

We considered a number of other model forms besides our final cerebellar model ([Figure 12A](#fig12){ref-type="fig"}). The criteria for a plausible model were imposed by our data for single-trial learning ([Figures 3](#fig3){ref-type="fig"} and [4](#fig4){ref-type="fig"}) and repeated presentation of the same learning trial ([Figure 6](#fig6){ref-type="fig"}). Single-trial learning always showed a saturating relationship as a function of the error imposed by the instruction. Therefore, all candidate models were constrained by the fits in [Figure 3C](#fig3){ref-type="fig"}, ensuring that the measured learned behavior on trial 2 as a function of the error magnitude experienced on the first trial, $Y_{2}\left( e_{1} \right)$, was approximately equal to [Equation 1](#equ1){ref-type="disp-formula"}. We then asked whether each candidate model could account for the nearly linear asymptotic learned response as a function of instruction magnitude after a block of 100 learning trials ([Figure 6C](#fig6){ref-type="fig"}).

We began by assuming the simplest model capable of reaching an asymptotic learned response that was less than the imposed instruction. This model featured a single learning process, $x$, with a retention parameter that allowed trial-to-trial forgetting:$$\begin{matrix}
x_{n + 1} & {= \alpha x_{n} + \Delta Y_{n}\left( e_{n} \right)} \\
Y_{n} & {= x_{n}} \\
\end{matrix}$$

Here, $\alpha$ is the retention factor where $\alpha$=1 indicates complete retention (no forgetting) and $Y_{n}$ is the measured behavioral response on trial *n*. The change in the measured amount of learning on each trial, $\mathrm{\Delta}Y_{n}\left( e_{n} \right)$, is given by extending [Equation 1](#equ1){ref-type="disp-formula"} from the case of single trial learning (trials 1 and 2) to trial-over-trial learning at any stage (trials n and n+1). The asymptotic response of this single learning process occurs when $Y_{n + 1} \approx Y_{n}$, which is given by:$$Y_{\infty} = \frac{\mathrm{\Delta}Y_{\infty}\left( e_{\infty} \right)}{1 - \alpha}$$

The form of the asymptotic response is a scaled version of the measured single-trial learning from [Figure 3C](#fig3){ref-type="fig"} and therefore cannot, by itself, reproduce the linear relationship between instruction magnitude and asymptotic learning that we measured after 100 consecutive learning trials. Any single-learning-process model that (1) has a static relationship between learning and error and (2) predicts saturating single-trial learning in [Figure 3](#fig3){ref-type="fig"} would fail to predict the linear asymptotic learning after 100 repeated learning trials in [Figure 6](#fig6){ref-type="fig"}.

Pursuit learning might align with other models of motor learning that also have posited two ([@bib41]; [@bib79]) or more ([@bib38]) learning processes. For our system, learning could be the net sum of two learning processes that run independently and in parallel: a fast-learning process, $x^{f}$, with rapid learning from error but limited retention and a slow-learning process, $x^{s}$, with strong retention:$$\begin{matrix}
x_{n + 1}^{f} & {= \alpha^{f}x_{n}^{f} + \Delta Y_{n}\left( e_{n} \right)} \\
x_{n + 1}^{s} & {= \alpha^{s}x_{n}^{s} + \eta^{s}e_{n}} \\
Y_{n} & {= x_{n}^{f} + \ x_{n}^{s}} \\
\end{matrix}$$

A central requirement is that the retention of the slower-learning process is greater than the retention of the faster process, namely $\alpha^{s} \gg \alpha^{f}$, and the rate of learning is greater in the fast-learning process versus the slow-learning process, $\mathrm{\Delta}Y_{n}\left( e_{n} \right) \gg \eta^{s}e_{n}$. As long as the fast-learning process shows a saturating relationship between error and single-trial learning, the model will reproduce the single-trial learning data in [Figure 3C](#fig3){ref-type="fig"}.

The two-independent process model in [Equation 12](#equ12){ref-type="disp-formula"} fails to predict a linear relationship between the asymptotic response after extended learning and instruction magnitude. Given the retention values, we measured experimentally ($\alpha^{f} \approx 0.85$ and $\alpha^{s} > 0.95$), the value of $\eta^{s}$ must be very small to ensure that learning saturates at a level significantly below the imposed instruction after extended learning ([Figure 6A](#fig6){ref-type="fig"}). With this constraint ($\eta^{s} \approx 0$), we can derive the asymptotic response of the two-learning-process model from [Equation 12](#equ12){ref-type="disp-formula"}:$$Y_{\infty} = x_{\infty}^{f} + x_{\infty}^{s} = \frac{\Delta Y_{n}\left( e_{n} \right)\left( {1 - \alpha^{s}} \right)}{\left( {1 - \alpha^{f}} \right)\left( {1 - \alpha^{s} + \eta} \right)} + \ \frac{\eta I}{\left( {1 - \alpha^{f}} \right)\left( {1 - \alpha^{s} + \eta} \right)} \approx \frac{\Delta x^{f}\left( e_{\infty} \right)}{1 - \alpha^{f}}$$

[Equation 13](#equ13){ref-type="disp-formula"} represents a scaled version of the single-trial response shown in [Figure 3](#fig3){ref-type="fig"} and is largely identical to the asymptotic response predicted by a single-learning-process in [Equation 11](#equ11){ref-type="disp-formula"}.

We expressly set out to model our data in a way that was driven by the known architecture of the cerebellar learning circuit. Adherence to the known circuit and the ability to reproduce a wide set of behavioral data with relatively simple assumptions are virtues of the model in [Figure 12A](#fig12){ref-type="fig"}. At the same time, we doubt that our successful model is unique and other strategies might (or might not) be able to reproduce our data as well. We give two examples. (1) A single-site model might work if the rate of learning is not constant but rather changes from trial-to-trial. It would be possible to account for some of our data in a single-state model where complex-spike-mediated depression of the parallel-fiber to Purkinje cell synapse intrinsically weakened or saturated across repeated identical learning trials. (2) Some models modulate learning based on Bayesian integration of noisy sensory feedback with internal estimates of the perturbation (i.e. the Kalman filter), experienced errors ([@bib22]), or environmental consistency ([@bib17]). Each of these models predicts that learning rate should increase for repeated presentations of the same learning stimulus versus single-trial learning, whereas we observed that the learning rate decreases over trials. However, one might contrive a model based on these principles where learning rate is lower when the stimulus regime is highly regular and consistent. In addition to their other failings, none of these approaches have the advantage of working seamlessly within the constraint of the architecture of the cerebellar learning circuit.

Discussion {#s3}
==========

Using strategically designed behavioral experiments in rhesus monkeys, we have constrained a learning circuit model that implements four crucial principles of operation within the known neuroanatomy of the smooth pursuit eye movement system. The four principles of operation are: (1) early learning that occurs through a fast-learning process with poor retention, which likely employs climbing fiber mediated depression of the parallel fiber to Purkinje cell synapse; (2) over many trials, the motor memory transfers from the fast-learning process to a slow-learning process, with excellent retention, possibly in the deep cerebellar nucleus; (3) the inputs that are learned in fast- versus slow-learning processes have specific and different relationships between firing rate and eye velocity in the pursuit direction; and (4) recurrent feedback to the inferior olive from the output of the learning system modulates acquisition of learning via the fast-learning process in the cerebellar cortex. Even though our model is for cerebellar learning in pursuit eye movements, we suggest that the principles of operation are likely to generalize broadly, both to other cerebellum-dependent motor learning paradigms and to learning and memory systems elsewhere in the brain.

Neural substrates of fast acquisition of learning {#s3-1}
-------------------------------------------------

Our data add to the evidence for a fast-learning process with poor retention based on climbing-fiber mediated plasticity at the parallel to Purkinje cell synapse in the cerebellar cortex ([@bib53]; [@bib88]; [@bib60]; [@bib36]). Long-term depression at this particular synapse has been a staple of cerebellar learning for many years ([@bib28]; [@bib46]; [@bib3]), and short-term forms of plasticity also occur at the same site ([@bib6]; [@bib81]). Still, the tight link between the occurrence of a complex spike and neural learning in Purkinje cell simple-spike responses (and behavior) does not prove that the parallel fiber to Purkinje cell synapse is the mechanism of the fast-learning process and we need to remain open to the possibility that the actual site of plasticity may be upstream of the parallel fiber to Purkinje cell synapse.

We are able to measure the properties of the fast-learning process largely independent of other, slower, components of the recurrent learning circuit using the analysis of single-trial learning. Thus, we effectively measured the 'open-loop' features of the fast-learning process and discovered that the fast-learning process features a non-linear, saturating relationship between the magnitude of learning and the size of the movement error. We suspect that the non-linear relationship reflects the effects of the retinal slip on the probability and/or duration of the complex spikes that occur in Purkinje cells ([@bib48]; [@bib59]; [@bib88]). However, we cannot exclude two alternatives. The asymptote of single-trial learning for the highest instruction magnitude could reflect the influence of inhibitory neurons on the learning signal ([@bib74]) and/or a simple limit on the maximum amount of plasticity that can be induced by a single climbing fiber input to most Purkinje cells. The saturating dependence of single-trial adaptation in our system on instruction magnitude or stimulus strength parallels findings of single-trial learning in other cerebellar-dependent adaptive behaviors ([@bib13]; [@bib22]; [@bib45]; [@bib26]).

Transfer of a motor memory between neural sites {#s3-2}
-----------------------------------------------

Our finding of qualitatively different generalization functions early versus late in learning provides experimental support for two distinct sites of learning, one that learns quickly and predominates early versus a second process that learns slowly and therefore predominates late in a 1000-trial learning block. Evidence that learning transfers from the fast- to the slow-learning site, rather than proceeding independently in parallel, comes from our computational and theoretical analysis. The cerebellar circuit model with recurrent inhibition of the error input to the cerebellar cortex can explain linearization of the relationship between the size of learning and instruction magnitude after 100 learning trials, whereas a standard model with independent fast and slow-learning processes would require considerable modification to do so (see [Equations 12 and 13)](#equ12 equ13){ref-type="disp-formula"}. Thus, we think that the fast-learning process for pursuit learning occurs in the floccular complex of the cerebellum ([@bib53]) and that the floccular target neurons in the vestibular nucleus ([@bib43]) are likely the site of the slow-learning process and long-term storage. At this time, we cannot rule out the possible role of additional downstream areas.

There are multiple reasons to think that learning could transfer from the cerebellar cortex to the deep cerebellar nuclei, even though there is currently no direct neurophysiological evidence. Mechanisms of plasticity are abundant in the deep cerebellar nuclei and optogenetic modulation of the activity of Purkinje cells can adapt the vestibulo-ocular reflex, presumably through Purkinje-cell induced plasticity in the deep cerebellar nuclei ([@bib30]; [@bib60]). Recordings from Purkinje cells and deep cerebellar nucleus neurons following long-term vestibulo-ocular gain adaptation lead to the conclusion of neural learning in both sites ([@bib42]) and are entirely compatible with the suggestion that the learned responses in Purkinje cells instruct learning in the deep cerebellar nucleus ([@bib55]). For both eye movements (Pastor, [@bib64]) and classical conditioning of the eyelid response ([@bib14]), inactivation or lesions of the cerebellar cortex prevents adaptation but does not fully abolish learned responses from previous adaptation ([@bib49]; [@bib65]), suggesting that the residual long-term learning resides outside of the cerebellar cortex. Finally, for learning in the optokinetic response, lesions of the flocculus abolish the learned response completely after short-term learning but only partially after long-term learning ([@bib78]).

We think that the accessible neural substrate of pursuit learning affords the opportunity to study the neural mechanisms of memory transfer, a ubiquitous characteristic across memory systems. For example, different sites of early acquisition versus long-term storage exist for fear memories ([@bib73]), ([@bib11]), and in bird song ([@bib4]; [@bib62]; [@bib85]). Indeed, the acquisition of a memory in one structure and the long-term storage of this memory in separate structures is clear from amnesic subjects, such as HM ([@bib90]), as well as from many more modern observations ([@bib82]).

Differences in the characteristics of the signals that are subject to learning across trials {#s3-3}
--------------------------------------------------------------------------------------------

In our data, the early learned response generalizes linearly as a function of all pursuit speeds in the probe trials, even when the probe speed is faster than the pursuit speed in the learning trial. After 1000 trials of learning, the learned response scales only for probe speeds slower than pursuit speed in the learning trial. The literature contains other evidence of changes in the generalization of the expression of learning across timescales. In birdsong, learned changes in the pitch of one syllable generalizes differently early versus late in learning ([@bib85]), suggesting that early learning in LMAN changes signals that are related to the overall song, while the late learning in the motor structure RA operates on signals related to the motor act of producing the syllable. In the vestibulo-ocular reflex, [@bib35] showed different generalization for stimulus frequency for gain-up versus gain-down learning, suggesting different sites of learning based on modification of different vestibular signals.

After [@bib77], we interpret the change in generalization of learning as possible evidence for a change in the properties of the neural signals that are subjected to learning. Our circuit model accounts for the change in generalization by assuming that a different set of eye speed signals is learned at Purkinje cells versus FTNs. The use in the model of different inputs to the sites of plasticity in the floccular complex and at the floccular target neurons suggests two features of the neural system that run counter to current doctrine. First, the general rule is that Purkinje cells and their targets in the deep cerebellar nuclei receive identical inputs from mossy fibers. In the floccular complex, however, this does not seem to be the case: brainstem areas that send afferent mossy fibers to the ventral paraflocculus region of the floccular complex send only sparse projections to the location of FTNs in the vestibular nucleus ([@bib63]; [@bib57]). Second, the general rule in the oculomotor system is the firing rate is linearly related to eye position and velocity, and this is true for mossy fibers in the floccular complex ([@bib54]; [@bib44]). Thus, there is no obvious precedent for neural responses that are unimodally tuned for eye velocity. Limited recordings from FTNs during pursuit learning [@bib31] demonstrate a diversity of FTN velocity-dependent responses to a 30 deg/s pursuit stimulus, perhaps consistent with a distribution of preferred speeds across the neural population. We realize that the assumptions in the model may not reflect the actual implementation of the system in the brain, and that the differences in generalization at different sites could reflect properties of synapses or plasticity mechanisms rather than of the input signals that are subject to plasticity.

Recurrent inhibition of the fast-learning process learning signal {#s3-4}
-----------------------------------------------------------------

We have always been troubled by the fact that pursuit learning, like other forms of motor learning ([@bib39]; [@bib83]; [@bib84]), never reaches an amplitude that completely eliminates the error created by the imposed instruction. Even after more than 1000 learning trials, the adapted pursuit eye movements shows residual errors than are in excess of 50% of the imposed instruction ([@bib18]).

We suggest that motor learning never fully adjusts for the instruction because of active inhibition of the instruction for learning [@bib33]). Via the known double-inhibitory pathway from Purkinje cells to the inferior olive via the deep cerebellar nucleus ([@bib25]; [@bib58]; [@bib10]), learned depression of Purkinje cell simple-spike firing could reduce the effectiveness of a given movement error by attenuating the probability and/or duration of climbing fiber inputs to the cerebellar cortex. Previous neurophysiological observations over 100 trials of pursuit learning demonstrate a reduction in the probability of complex spikes, hinting at possible inhibition of the olive ([@bib53]; [@bib89]). Our data and modeling render unlikely the alternate explanation that incomplete adaptation is the result of a competition between the learning signals and a restoring force due to forgetting ([@bib79]; [@bib2]). During error-clamp trials, we measured the retention parameter after 1000 trials to be close to 1.0, corresponding to almost complete retention.

We imagine that recurrent inhibition of the error inputs to the fast-learning process promotes slow, conservative learning that does not respond hastily to noisy inputs. We do not understand fully why it is advantageous for the fast-learning process to remain inhibited after learning has been transferred from the cerebellar cortex to FTNs. Perhaps the goal is to force other parts of the pursuit circuit to take over some of the learning under conditions where permanent changes seem desirable, by transferring some of the learning away even from the FTNs. Alternatively, our somewhat rarified stimulus conditions may not be engaging the neural learning circuit fully so that we are seeing only a part of the full learning capability of the system.

'Principles of operation' versus 'sites and mechanisms of plasticity' {#s3-5}
---------------------------------------------------------------------

The cerebellar learning circuit is stereotyped, well-known, accessible for analyses at the level of the activity of single neurons, and engaged in quantitatively-defined learning behavior. We see it as an exemplar where we have the greatest potential to determine not just the sites and mechanisms of plasticity, but also how the essential neural circuit exploits the local mechanisms of plasticity and converts them into the global deliverable of an adaptive change in behavior. Similar analysis and thinking are going to be essential in all other learning systems and neural circuits before we can say that we 'understand' any form of learning and memory. The particular behavioral system we study affords the huge advantage that we can constrain models by both the architecture of the essential circuit and data on the operation of the system. Our data and computational thinking assemble a statement of the principles of operation of this learning neural circuit. Once additional behavioral and neurophysiological evidence further refine these principles of operation, we will have a strong statement of how one learning circuit works.

Materials and methods {#s4}
=====================

Two adult *macaca mulatta* monkeys (12--16 kg, both male) served as the subjects for all experiments. All experimental procedures were performed in accordance with the *Guide for the Care and Use of Laboratory Animals* (1997) and had been approved in advance by the *Institutional Animal Care and Use Committee* at Duke University (Protocol A085-18-04). Prior to the experimental procedures, monkeys were deeply anesthetized with isoflurane and a head-holder was implanted using sterile technique to prevent head motion during experimental sessions. In a second sterile surgical procedure, a coil was sutured to the sclera of one eye ([@bib67]), allowing the high precision recording of eye kinematics using the scleral coil technique ([@bib72]). Monkeys received analgesics for several days following each surgical procedure. Following recovery, monkeys were trained to pursue a moving target in exchange for liquid reward. Both monkeys had substantial experience performing smooth pursuit eye movements before data collection.

General experimental procedures {#s4-1}
-------------------------------

Monkeys were positioned with their heads fixed 30 cm in front of a CRT monitor (resolution: 2304 × 1440, framerate: 80 Hz). The monitor subtended 58 × 46° of the monkey's visual field. All experiments took place while the monkey was in a dimly lit room. The visual target for all experiments was a 0.5° diameter black dot presented on a light grey background (approximate luminance 32.9 cd/m^2^). The motion of the target at each frame was controlled by our laboratory's custom 'Maestro' software.

Separate voltage signals from the scleral coil system, corresponding to the monkey's horizontal and vertical eye position, were digitized at 1 kHz. We also digitized eye velocity signals obtained by passing the eye position voltages through an analog differentiator circuit with a low-pass filter that reduced the amplitude of signals above 25 Hz (−20 dB/decade). All signals were stored for later offline processing and analysis.

Behavioral procedures {#s4-2}
---------------------

At the start of each trial, the monkey fixated within ±3° of a target at the center of the screen for a random interval, chosen from a uniform distribution of 400--800 ms. After the fixation period, the target instantaneously jumped eccentrically by 0.15 *v~t~* degrees, and then began moving at a constant speed, *v~t~*, in the opposite direction, termed the 'pursuit direction' (step-ramp paradigm of [@bib68]). The eccentric target jump minimizes the number of catch-up saccades during the initial tracking of the target. During baseline, probe, and washout trials, the target proceeded at the constant 'pursuit speed' for 850 ms before stopping. The monkey then fixated the target at its final position for an additional 200 ms. In exchange for appropriate tracking of the target as well as fixating the target within ±3° at the end of the trial, the monkey received a small fluid reward. If the monkey broke fixation during the initial fixation period or failed to adequately track the moving target and fixate its final position, the trial was aborted immediately and the monkey received no reward. Aborted trials were not included in the data analysis.

To induce cerebellar-dependent motor learning, we used a direction learning paradigm ([@bib52]). In 'learning trials' ([Figure 2A](#fig2){ref-type="fig"}, dotted line, [Figure 2B,D](#fig2){ref-type="fig"}), the target proceeded in the original pursuit direction for 250 ms, before the addition of an orthogonal velocity component, termed the 'instruction.' We call the direction of the orthogonal instruction the 'learning direction,' since the instruction induces visual motion that serves as an error and drives cerebellar-dependent motor learning. During the instruction, we suspended the eye position requirements for liquid reward. In some experiments, we varied the speed of the instruction. In all experiments, the instruction had a duration of 400 ms, so that it was followed by 200 ms of target motion in the original pursuit direction and then 200 ms of fixation. Reward was not contingent upon generation of a learned response. Monkeys typically worked for 1500 to 3000 successful trials per experimental session.

To measure the amount of trial-to-trial forgetting in the absence of error, we used 'error-clamp' trials. During error-clamp trials, the target proceeded in the original pursuit direction, as in a probe trial. However, the location of the target in the direction orthogonal to the pursuit direction (the learning direction) was 'clamped' to the animal's eye position, such that the position of the target on each of the monitor's frames matched the animal's current eye position in the learning direction ([Figure 3D](#fig3){ref-type="fig"}). Target stabilization in the learning direction removes any errors that could drive unlearning and allowed us to measure the intrinsic retention/decay of motor memories without any stimulus for learning.

Dual-trial paradigms for investigating short-term learning and generalization {#s4-3}
-----------------------------------------------------------------------------

To separately investigate the characteristics of the signals that drive learning of a motor memory from those that affect generalization on the timescale of a single-trial, we developed a 'dual-trial' experimental paradigm as a variant of our previously described paradigm for single-trial learning ([@bib86]). Our modified paradigm uses pairs of trials, where the first trial, *n*, is the learning trial that provides a direction-change instruction ([Figure 2A](#fig2){ref-type="fig"}, dotted line, [Figure 2B](#fig2){ref-type="fig"}) and the second trial, *n+1*, is a probe trial without an instruction ([Figure 2A](#fig2){ref-type="fig"}, solid line, [Figure 2C](#fig2){ref-type="fig"}). Both the learning and probe trial in each dual-trial pair used the same pursuit direction, chosen randomly for each pair of trials from the cardinal axes (0°, 90°, 180°, or 270°). For some experiments, the speed of the target in the pursuit axis (i.e., the pursuit speed) was identical in both the learning and probe trials. In other experiments, we strategically altered the pursuit speed in either the learning trial or the probe trial. The direction of the instruction in the learning trial was chosen randomly to be either +90° or −90° relative to the pursuit direction. Due to the random directions of the initial pursuit and the instruction within a daily experiment, learning did not accumulate across trials. We explicitly prohibited the consecutive occurrence of pairs of trials with the same pursuit and instruction directions. To quantify the behavioral learning expressed in the second trial of each pair, we measured the 'learned response' from the eye velocity in the direction of the instruction in the preceding learning trial (i.e., the learning direction). Monkeys typically performed 750 to 1500 pairs of trials in a given experimental session.

We extended our dual-trial paradigm to investigate changes in the generalization of learning to pursuit speed across long blocks of trials. Now, we allowed the learning to accumulate by using a consistent pursuit direction in both the learning and probe trials across the entire experimental session. The pursuit direction for both the learning and probe trial was chosen randomly from the cardinal axes (0°, 90°, 180°, or 270°) for each experimental session. Within an experimental session, the pursuit speed during the learning trial was either 5°/s or 20°/s. To measure the generalization of learning to pursuit speed, the speed of each probe trial was chosen randomly (5, 10, 15, or 20 deg/s). For all experiments that used the dual-trial paradigm, we report statistics for each monkey across days/experimental sessions.

Repeated-instruction paradigms {#s4-4}
------------------------------

To measure changes in the acquisition of a motor memory across timescales longer than a single-trial, we used blocks of trials with consistent instruction statistics. For each 'learning block,' we chose a single direction of pursuit for all trials from one of the cardinal axes. Monkeys performed a series of baseline trials without an instruction, followed by a series of learning trials with an imposed instruction in a consistent learning direction that was orthogonal to the pursuit direction. The behavioral learning was subsequently extinguished by presenting washout trials that did not feature an instruction. The number of washout trials was always equal to or larger than the number of the preceding learning trials. Because the direction of the instruction was consistent across the learning trials, we define the behavioral learning on each trial as the speed of the eye movement in the direction of the instruction experienced during the learning trials. After a complete learning block, including washout, a new pursuit direction and instruction direction were chosen randomly for the subsequent block. Monkeys typically performed multiple repetitions of repeated-instruction learning paradigms in a given experimental session. No two consecutive learning blocks were allowed to have the same pursuit and instruction directions. For all experiments in a repeated-instruction design, we report statistics for each monkey across repetitions of the learning paradigm.

Data analysis {#s4-5}
-------------

To ensure that saccades did not contaminate our estimate of the learned pursuit response, we identified and removed saccades from eye velocity traces. We identified saccades using a combined speed and acceleration threshold: any instance when the speed of the eye exceeded 20 deg/s and the eye acceleration exceeded 1250 deg/s/s was labeled as a saccade. Time points were marked as a saccade from 10 ms before the first time point that exceeded joint velocity and acceleration thresholds to 10 ms after the final time point that exceeded both thresholds. We eliminated these intervals from data analysis by treating them as missing data. Because the target motions were designed to minimize their occurrence, saccades were typically infrequent in the analysis intervals and occurred at variable times.

To summarize the magnitude of behavioral learning on a single-trial, we averaged the speed of the eye in the learning direction from 25 ms before to 25 ms after the time of the instruction, 225--275 ms after the onset of pursuit-direction target motion (grey shading in [Figure 2B,C](#fig2){ref-type="fig"}). Even during trials that included an instruction (e.g. during block-wise learning), this measurement provides an estimate of the learned response because the effects of visual feedback and online corrections in pursuit movements do not appear until at least 75 ms after the onset of the instruction. This measurement of motor learning is consistent with previous pursuit direction learning experiments ([@bib18]; [@bib86]; [@bib89]).

Statistical analysis {#s4-6}
--------------------

We used two tailed t-tests to compare sample means for conditions that were not sampled within the same experimental session, with the significance level set at p=0.05. Remaining tests with conditions that were simultaneously sampled within an experimental session were performed using a repeated measures analysis of variance (RM-ANOVA).
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###### Jupyter notebook implementing a single-process-model of pursuit learning.

Implementation of the model shown schematically in [Figure 5A](#fig5){ref-type="fig"}, corresponding to a single-learning-process model with a single site of plasticity at the parallel fiber to Purkinje cell synapse. The source code is released under the MIT software license.

###### Jupyter notebook implementing a circuit model of cerebellar pursuit learning.

Implementation of the model shown schematically in [Figure 8B](#fig8){ref-type="fig"}, featuring two sites of learning in the cerebellar circuit. The source code is released under the MIT software license.

Data availability {#s7}
=================

The data for each figure is included in a Figure Composer FYP file and can be viewed, exported, and further analyzed using the freely available Figure Composer tool (<https://sites.google.com/a/srscicomp.com/datanav/figure-composer>). This tool is platform agnostic and runs on Windows, Mac, and Linux systems. The source code used to generate the cerebellar model results (Figures 5 and 8) is included as a Jupyter notebook. This source code makes use of Julia but can be viewed without installing Julia.
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Using a series of behavioral experiments and modeling analyses, the authors suggest that cerebellum-dependent motor skill learning is supported by separable \"fast\" and \"slow\" learning processes. The manuscript systematically and tightly integrates four functional principles governing this process, consistent with previous experimental evidence and models of the cerebellar anatomy and physiology. Incisive behavioral studies like this one, which provide clear insights/constraints on neural mechanisms, have become all too rare.
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Summary:

In this paper, Herzfeld and colleagues take a computational and psychophysical approach to investigate mechanisms of smooth-pursuit learning behavior in monkeys. Using a series of behavioral experiments and modeling analyses, the authors suggest that learned responses appear to be modulated by the learning environment in a manner that reflects two underlying, separable \"fast\" and \"slow\" learning processes, and transfer from the \"fast\" to the \"slow\" system. First, the authors show that the relationship between the adaptive response and the size of the experienced error is modulated by the consistency of the environment; that is, the scaling function saturates when the error changes magnitude every trial, but becomes linear if particular errors are experienced repeatedly. These effects are best captured by their dual-process model rather than a single process with a fixed learning algorithm. Next, in a series of speed-based generalization experiments, the authors show that a) generalization functions appear to change with training, suggesting a shift in the relevant inputs to the learning circuit, and b) there are differential changes in generalization patterns over time based on the particular speed of the training stimuli. Finally, the authors formalize their theory in a cerebellum-inspired circuit model of pursuit learning to generate precise predictions about expected neurophysiological instantiations of their behavioral observations.

The manuscript contains a very impressive set of careful, well-designed experiments, and a thought-provoking modeling analysis. The main question is compelling and the reviewers were, for the most part, convinced that the conclusions were largely supported by the data. However, the reviewers identified several points that should be addressed more carefully. Moreover, in its current form, the reviewers found the manuscript difficult to read, even for researchers with considerable relevant modeling and experimental experience. As currently written, it has several logical leaps, making it difficult to follow. It would benefit from restructuring to better guide the reader through the results and justify the modeling.

Essential revisions:

1\) The manuscript should be thoroughly edited to improve clarity of the manuscript. As currently written, it has several logical leaps and is quite difficult to follow. The difficulty may arise in part from switching between model and experiment, and an uncertainty about where the results are going. At various points new bells and whistles are added to the model, and it is not always clear why these particular parameterizations are used. Two suggestions for reorganization, which could help with the clarity of the narrative:

-- Present the circuit model at the beginning, and then proceed to constrain and test the model. This may be the better option, because dual-site plasticity is already an existing hypothesis for cerebellar function.

or

-- Present all the experimental data first, and then build the model.

Additional, more detailed comments about where clarity could be improved are provided below.

2\) An expanded, formal model comparison would better in the main text versus the Materials and methods section.

a\) Provide a more clear explanation of why an independent fast and slow system can\'t work.

b\) The \"dual-process\" claim would be strengthened by testing alternative models beyond just the single process model and the non-interaction dual-process model. Is a dual-process model more parsimonious than alternatives that, say, posit a single process with dynamic learning rates (or retention factors) that change systematically over time, as a function of environmental consistency (Castro et al., 2014), or both? Indeed, such models are commonplace in other domains, like reinforcement learning (Iigaya et al., 2018; Behrens et al., 2007; Nassar et al., 2010). Alternative dynamic models (e.g., Kalman filter) might perform significantly worse than the author\'s dual-process model in explaining the data, but this is an empirical question.

3\) Additional explanation is needed regarding the generalization. The learning model does not appear to explain the observed generalization effects (20 vs. 5 deg/s differences, and the gradual shift from linear to gaussian). Although this is addressed in the circuit model\'s predictions, it would be useful to find a way to validate either the descriptive or circuit model via simulations of the generalization behavior. In addition, the presentation should be improved to more clearly guide the reader through the logic of this section.

a\) The first main model conclusion, which is that a slow learning system is required to explain the change in speed generalization to a linear relationship, is not explained well. Intuition is not provided for why the slow system produces a linear relationship when taught by the fast system which does not. When this modification to the model is introduced, multiple features are added (a second system, and feedback control of the error signal), and it isn\'t clear which of these, or both, are necessary to obtain linearity. Starting in the subsection "Strategy for testing the conceptual model of motor learning", the authors explain the strategy saying \"inputs\", which are not illustrated in their conceptual model (Figure 5A). Readers, especially those who are not familiar with the cerebellar circuit, are left to wonder, because this strategy needs imagination based on a real circuit which has an eye velocity related-firing of input, plasticity site, input and plasticity-dependent output for expression of learned behavior. Readers may understand at last when they see Figure 10A, which is the cerebellar learning circuit.

b\) The description of the inference of input tuning when describing learning generalization is a bit obtuse. \"The changing shape of the generalization function was further accentuated in Monkey RE after 2000 trials when probe trials expressed less behavioral learning (learning expression ratio \<1.0) when the pursuit speed was faster in the probe than in the learning trial, suggesting Gaussian generalization.\" \"Gaussian generalization\" not defined anywhere. It should be, and the particular form used should be motivated. I assume what the authors mean is that it supports some kind of unimodal tuning of the input. Why can\'t the form be directly inferred from data, rather than assumed to be Gaussian? In general, the fitting to Equation 6 seems rather arbitrary.

c\) Regarding the generalization of learning to different probe speeds: There should be more discussion of this result from an algorithmic perspective and possible/alternative explanations. Can the results be explained by \"confidence\" about the speed during the learning trial and its relationship to the probe speed that increases over learning and, at the end of learning, results in the learning expression only generalizing to the same speed (\"Gaussian\" generalization)? Such a discussion could make more intuitive what is otherwise a difficult and technical section that leads to strange conclusion about the model (see next comment).

d\) One of the hardest to swallow aspects of the model is the necessity of extremely different speed tuning of the inputs to the fast and slow systems. It is especially hard to swallow because these inputs both ultimately arise presumably from mossy fibers that contact nuclear cells directly or contact granule cells. In such a model, it would seem that either different mossy fibers for each system would be required, or some complicated transformation would need to happen at the granule cell. The authors should expand their discussion of how this might come about, and discuss whether there are other ways that the results might be explained without this strong assumption.

4\) Results should be discussed in the context of previous work from other learning and memory systems. This paper highlighted four principles that explain learning of smooth eye responses that predict a change in target direction. Previous work on these principles in other learning and memory systems should be discussed.

5\) Several figures show data only from one monkey. Please justify this.

10.7554/eLife.55217.sa2

Author response

> Essential revisions:
>
> 1\) The manuscript should be thoroughly edited to improve clarity of the manuscript. As currently written, it has several logical leaps and is quite difficult to follow. The difficulty may arise in part from switching between model and experiment, and an uncertainty about where the results are going. At various points new bells and whistles are added to the model, and it is not always clear why these particular parameterizations are used. Two suggestions for reorganization, which could help with the clarity of the narrative:
>
> -- Present the circuit model at the beginning, and then proceed to constrain and test the model. This may be the better option, because dual-site plasticity is already an existing hypothesis for cerebellar function.
>
> or
>
> -- Present all the experimental data first, and then build the model.
>
> Additional, more detailed comments about where clarity could be improved are provided below.

We have followed the reviewers' first suggestion. We now begin the Results section by describing the cerebellar circuit essential for pursuit as well as summarizing previous neurophysiological datasets that are the foundation for our ultimate model of learning. We have completely removed the original conceptual model in favor of introducing a complete circuit model that we constrain a step at a time via the behavioral data as we build the full model to account for the full dataset. The benefit of this approach is that (1) each experiment is specifically linked back to the hypothesized neurophysiological substrate and (2) it now is clearer what features of the data link to each specific component of the model.

> 2\) An expanded, formal model comparison would better in the main text versus the Materials and methods section.

We have moved the model comparison out of the Materials and methods section and instead to the end of the Results section. We also have extended this section to provide additional clarity about why a standard two state model is unable to account for our data. We also now include a paragraph comparing our resulting model with more complex "single-state" models of learning. While the revised manuscript does not provide a formal comparison between our model and others (i.e., comparing AIC values), we hope it is sufficient to provide intuition for the reader for why these models would fail to adequately explain our data. We also explain more clearly that our model satisfies an additional constraint that the other models lack -- it is true to the known organization of the cerebellar learning circuit.

> a\) Provide a more clear explanation of why an independent fast and slow system can\'t work.

The short answer to this concern is that we cannot conclusively refute the idea of independent fast and slow learning processes using the data we have collected. Indeed, we share the reviewers' intuition that there are other models that can account for our data, and one of them might have independent fast and slow learning processes with parameters that adapt over the course of a long block of learning trials. Our goal in this paper was not to explore fully all possible models that could explain a complex dataset, but rather to frame the success of fairly simple principles placed within the known architecture of the cerebellar learning circuit. We have tried to write more clearly so as to set expectations appropriately and to be clear in the Discussion about what we have and have not demonstrated.

There also is a longer answer and we have tried to touch on its elements in the revised version of the paper. We now provide a more detailed explanation of why the standard two-state model posited by Smith, Ghazizadeh, and Shadmehr, 2006, which features independent fast and slow processes, cannot account for our data. Even with some modifications, that model cannot account for both the saturating relationship between single trial learning and error (Figure 3) and the linear relationship between asymptotic behavior and error after 100 trials (Figure 7B). As mentioned above, it would be possible to contrive an independent 2-state model if we allowed the parameters of the model to change across a long block of learning trials, or by assuming complicated but implausible relationships between learning and error for the slow process. But, the point of our paper is not an extensive examination of all possible models that could fit our data, but rather an explanation of how a model based on the known architecture of the cerebellar learning circuit could work.

We have added Figure 8C to allow us to explain intuitively another failing of many models with either a single learning process or 2 independent learning states. Without some form of inhibition, these models predict that the asymptotic learned eye velocity should be much closer in amplitude to the imposed error. When we add active inhibition of the fast learning process through known inhibitory feedback from the cerebellum to the inferior olive, this feature of the data emerges gracefully. We have covered this point explicitly in the Results section.

Finally, as is now pointed out more clearly in the paper, the neuroanatomy of the essential cerebellar pursuit circuit and considerable previous research show how learning could be transferred from Purkinje cells to FTNs within the known architecture of the circuit. Therefore, we view a "transfer" of learning from the Purkinje cells to the vestibular nucleus as the most parsimonious explanation for our data, and also as an explanation that makes testable predictions.

> b\) The \"dual-process\" claim would be strengthened by testing alternative models beyond just the single process model and the non-interaction dual-process model. Is a dual-process model more parsimonious than alternatives that, say, posit a single process with dynamic learning rates (or retention factors) that change systematically over time, as a function of environmental consistency (Castro et al., 2014), or both? Indeed, such models are commonplace in other domains, like reinforcement learning (Iigaya et al., 2018; Behrens et al., 2007; Nassar et al., 2010). Alternative dynamic models (e.g., Kalman filter) might perform significantly worse than the author\'s dual-process model in explaining the data, but this is an empirical question.

Again, there is both a short and a long answer to this concern. First, the short answer: Our goal in the present paper was to identify the general properties of the underlying learning system using both behavioral data and the architecture of the cerebellar learning circuit as constraints. Therefore, we chose not to explore comparisons of model fits for a wide range of models that are not constrained by the known circuits. Instead, we have focused on how to account for the data with a model based on the known cerebellar circuit. In our revision, we have been more explicit about the virtues of the circuit-based modeling approach, while also touching on some of the alternatives mentioned here in a new paragraph that is now the last paragraph of the Results section.

The long answer involves comparisons with specific classes of models in a level of detail that we feel would not be appropriate for the paper. Indeed, the description given below takes \~800 words and, to us, does not seem appropriate for the Results or Discussion of our paper.

*Models that incorporate environmental consistency:* The reviewers suggest a comparison of our dual-process model of cerebellar adaptation with the results of Gonzalez Castro et al., 2014. The authors of this study suggest that increasing environmental consistency drives increases in learning from error. We can reasonably assume from Figure 3D of their publication that the relationship between environmental consistency and learning rate is likely linear so that the single trial learning rule is: $x_{n + 1} = \alpha x_{n} + \eta_{n}e_{n}$ where represents the error experienced on trial *n* (i.e., the difference between the predicted motor output on trial *n* and the observed motor output) and is a linear scaling factor that adjusted the magnitude of the trial-to-trial learning based on the lag-1 auto-correlation of the preceding trials. This model fails qualitatively to account for our data. For our single trial learning experiments, the lag-1 auto-correlation of the perturbation is near zero due to the randomization of the task. In contrast, for 100 repetitions of the same learning trial, the lag-1 auto-correlation begins close to zero and then gradually increases as the perturbation becomes increasingly consistent. Thus, Castro et al. would predict a progressive increase in the amount of trial to trial learning across the 100-trial learning block whereas this is not the case in our system (Figure 8C). Our simulations fixed the error-sensitivity term, , such that its value corresponded to those measured during single-trial learning (lag-1 auto-correlation of approximately zero). Allowing the error-sensitivity parameter to increase with increasing lag-1 auto-correlations would only exacerbate the over-prediction of the learned response after blocks of trials. We also note that the same issue holds for alternative models that manipulate error-sensitivity based on the statistics of the perturbation and/or error (Herzfeld et al., 2014).

The model proposed by Nassar et al., 2010, specifically addressed changes in the updating of reward predictions based on reward prediction errors. While our reward landscape was not dependent on the adapted state of the monkey (rewards were never contingent on the animal's generation of a learned response), one might suggest that the same model might apply with sensory prediction errors as substitutes for reward prediction errors. One of the primary features of the reduced model in the Nassar paper was the detection of change-points in the structure of the task, something that did not occur in our task for either sensory or reward prediction errors. Learning experiments with many repetitions of the same learning trial were performed in separate experimental sessions than single-trial learning experiments with randomized learning parameters. There was never an experimental session in which the experimental paradigm changed from random to non-random (or the reverse).

Single-process Kalman filter/Bayesian integration: An ideal way to modulate the learning rate of a single process model might be to use the Kalman gain as the learning rate. Here, $\eta_{n} \propto \sigma_{x}/\lbrack\sigma_{x} + \ \sigma_{y}\rbrack$, where $\sigma_{x}$ is the estimate of the state noise and $\sigma_{y}$ is the noise in the observation. In this formulation, when the variance of sensory evidence is large ($\sigma_{y}$), the Kalman gain is small, relying more on the previous estimate of learning state, *x.* In contrast, when the variance associated with the state estimate is larger ($\sigma_{x}$), the Kalman gain should be larger, resulting in significantly more updating of the state estimate with sensory evidence. In our experiments we did not specifically manipulate sensory evidence, but it might be possible to think of the statistics of the direction of the motor error as homologous to the reliability of the sensory error. Then, we would again predict lower learning rates for single-trial learning than for blocks that repeat the same learning trial 100 times, again contradicting our data. Even if increased learning creates larger amounts of signal-dependent state noise, the effect would be to increase the learning rate for longer bouts of repeated learning, again contradicting our data. The same would be true of any single-process learning model that derives the learning rate from Bayesian statistics. For instance, the δ-learning rule for reinforcement learning proposed by Behrens et al., 2007, relies on the updating of the value of two targets via a reward prediction error signal. Modifying this model to update the belief about the magnitude of the instruction via sensory prediction error results in the same predictions as the Kalman filter, described above.

Other multi-process models of learning: Iigaya et al., 2019, propose a model of reward learning using multiple timescales as a method to explain deviations from matching behavior during foraging tasks. In their conceptualization, there are two (or more) learning processes for each rewarding target. The time constants associated with these learning processes differ, updating the local income for each target at different timescales. For each target, the estimated income is then the weighted output of each of these processes. The weights for each timescale and target where then fitted using maximum likelihood estimates. It is hard for us to see a direct comparison between this study and our manipulations of sensory prediction error, but perhaps we did not fully appreciate the reviewers' points.

> 3\) Additional explanation is needed regarding the generalization. The learning model does not appear to explain the observed generalization effects (20 vs. 5 deg/s differences, and the gradual shift from linear to gaussian). Although this is addressed in the circuit model\'s predictions, it would be useful to find a way to validate either the descriptive or circuit model via simulations of the generalization behavior. In addition, the presentation should be improved to more clearly guide the reader through the logic of this section.

We assume responsibility for failing to explain the model's generalization predictions clearly enough. As the reviewers point out, the cerebellar circuit model shows accurate simulations of the generalization effects for learning with pursuit target motion at 5 or 20 deg/s in Figure 12D and E, both of which were in the original version of the paper. We believe this comment referred to generalization effects predicted by the original conceptual model, which we have removed from the paper. We have addressed this comment further by reorganizing the presentation along the lines suggested by the reviewers, improving our explanations of the logic and the specifics of the generalization data, and linking the generalization function after 1000 trials more explicitly to how we modeled the inputs to the FTNs.

> a\) The first main model conclusion, which is that a slow learning system is required to explain the change in speed generalization to a linear relationship, is not explained well. Intuition is not provided for why the slow system produces a linear relationship when taught by the fast system which does not. When this modification to the model is introduced, multiple features are added (a second system, and feedback control of the error signal), and it isn\'t clear which of these, or both, are necessary to obtain linearity. Starting in the subsection "Strategy for testing the conceptual model of motor learning", the authors explain the strategy saying \"inputs\", which are not illustrated in their conceptual model (Figure 5A). Readers, especially those who are not familiar with the cerebellar circuit, are left to wonder, because this strategy needs imagination based on a real circuit which has an eye velocity related-firing of input, plasticity site, input and plasticity-dependent output for expression of learned behavior. Readers may understand at last when they see Figure 10A, which is the cerebellar learning circuit.

We have taken several steps to address this concern. (1) We have reorganized the progression to introduce the cerebellar circuit architecture as Figure 1 and then to build up our computational model one step at a time as the data unfold. (2) We have added a new panel (Figure 8C) to explicitly show that the balance of learning and forgetting alone takes 1000-2000 trials for the emergence of a linear relationship between learning magnitude at instruction magnitude, much longer than the 100 trials in our data. (3) We have added inhibition of the climbing fiber input pathway as an explicitly separate step in our logic to show that this single addition causes the aforementioned relationship to be linear after 100 trials. (4) We have added the intuition that "Linearity emerges after 100 trials because recurrent feedback switches the mechanism driving asymptotic behavior from a tradeoff between learning and forgetting to an emergent property of the operation of a dynamic feedback loop".

> b\) The description of the inference of input tuning when describing learning generalization is a bit obtuse. \"The changing shape of the generalization function was further accentuated in Monkey RE after 2000 trials when probe trials expressed less behavioral learning (learning expression ratio \<1.0) when the pursuit speed was faster in the probe than in the learning trial, suggesting Gaussian generalization.\"
>
> \"Gaussian generalization\" not defined anywhere. It should be, and the particular form used should be motivated. I assume what the authors mean is that it supports some kind of unimodal tuning of the input. Why can\'t the form be directly inferred from data, rather than assumed to be Gaussian? In general, the fitting to Equation 6 seems rather arbitrary.

We have revised the text surrounding this issue by abandoning the specifics of "Gaussian" and instead referring to the generalization function as "unimodal" based on the likelihood that any form of unimodal generalization would likely accurately describe our data. The crucial detail that our data suggests is that generalization peaks on the training pursuit speed after long bouts of learning (a learning expression ratio equal to 1.0). After many learning trials, the expression ratio is smaller than 1.0 for pursuit speeds both slower and faster than the trained speed in the learning trials. These data mandate a generalization function that peaks on the training speed and falls off as probe pursuit speeds deviate from the trained speed. A Gaussian generalization function fits this requirement (as does, for instance, cosine or von Mises generalization). Also, we have removed our analysis of the timescales of transition from a linear to a unimodal generalization due to the requirements of assuming a specific form for the unimodal function.

> c\) Regarding the generalization of learning to different probe speeds: There should be more discussion of this result from an algorithmic perspective and possible/alternative explanations. Can the results be explained by \"confidence\" about the speed during the learning trial and its relationship to the probe speed that increases over learning and, at the end of learning, results in the learning expression only generalizing to the same speed (\"Gaussian\" generalization)? Such a discussion could make more intuitive what is otherwise a difficult and technical section that leads to strange conclusion about the model (see next comment).

We agree that something about the exact design of the experiment is a factor that needs to be considered here. We knew that the alternation of instruction trials and probes might affect the outcome, but our pilot data using a 1:10 ratio of probes to instructions versus a 1:1 ratio suggested that the behavioral results were not dependent on the relative proportions of learning versus probe trials. In the Results, we have added an explicit point that the pattern of generalization depends not on whether the probe and learning speeds are the same or different, but rather on which speed is higher. This is a little harder to explain on the basis of "confidence". We deal with a second issue related to generalization in the response to the next comment where we think out loud about other potential explanations for the same data, outside of differences in the functional properties of the signals that are subject to plasticity.

> d\) One of the hardest to swallow aspects of the model is the necessity of extremely different speed tuning of the inputs to the fast and slow systems. It is especially hard to swallow because these inputs both ultimately arise presumably from mossy fibers that contact nuclear cells directly or contact granule cells. In such a model, it would seem that either different mossy fibers for each system would be required, or some complicated transformation would need to happen at the granule cell. The authors should expand their discussion of how this might come about, and discuss whether there are other ways that the results might be explained without this strong assumption.

We understand the reviewers' issues about inputs to FTNs that (1) are different from the inputs to granule cells and (2) are tuned in relation to eye speed. There is precedence in cerebellar literature for different "mossy fiber" inputs to related areas of the cerebellar cortex and deep cerebellar nuclei. For instance, areas that send afferent mossy fibers to the ventral paraflocculus, a region of the floccular complex that is crucial for smooth pursuit, send only sparse projections to the vestibular nucleus (Osanai et al., 1999; Nagao et al., 1997). Therefore, we feel reasonably comfortable with our modelling assumption that the inputs to FTNs versus the cerebellar cortex may be different.

However, we have zero neurophysiological evidence about the nature of the eye velocity inputs to FTNs. The general rule in the oculomotor system is that neural firing is linearly related to eye speed and eye position, rather than unimodally tuned. We now explain in the Discussion that there is little/no precedent for this prediction of the model.

Finally, we have tried to address this concern by changing the tenor of our narrative. We realize, and the paper now states clearly, that we have *chosen to model* the difference in generalization by assuming that plasticity operates on functionally different inputs to the two sites of learning. In no sense does this mean that the nervous system works the way the model does. We now state this clearly, even though we do not have a plausible alternative.

The finding about the transition from linear to unimodal generalization is both unexpected and unprecedented. Our model supports the principle that (1) there are two sites of learning and (2) learning works a bit differently at the two sites, and we suggest one way that might work. We think that the purpose of a model is to show how the brain *might* produce the data we have found, and to stimulate future research to address how the brain *actually* does so.

> 4\) Results should be discussed in the context of previous work from other learning and memory systems. This paper highlighted four principles that explain learning of smooth eye responses that predict a change in target direction. Previous work on these principles in other learning and memory systems should be discussed.

Our Discussion already links the notion of transfer to a broader set of learning and memory systems. In addition, we link our conclusions about inhibition of learning in the cerebellar cortex with many other forms of motor learning that similarly show incomplete learning after extended training. Further, in the Results, we have extensively linked our analysis and model and conclusions to many other models based on data from other systems.

> 5\) Several figures show data only from one monkey. Please justify this.

In the original manuscript, we had a few instances where we used data from Monkey RE as representative example data. However, all experiments were performed on both monkeys and summary results and statistics are always shown/performed for both monkeys. We have expanded the data presentation so that now only Figure 8D and Figure 9 show representative "data from one monkey". The summary data for both of these exemplar data appear in Figure 8E and Figure 10C, respectively.
