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MULTIPLE POSITIVE SOLUTIONS OF THE STATIONARY
KELLER-SEGEL SYSTEM
DENIS BONHEURE, JEAN-BAPTISTE CASTERAS AND BENEDETTA NORIS
Abstract. We consider the stationary Keller-Segel equation{
−∆v + v = λev, v > 0 in Ω,
∂νv = 0 on ∂Ω,
where Ω is a ball. In the regime λ → 0, we study the radial bifurcations and
we construct radial solutions by a gluing variational method. For any given
n ∈ N0, we build a solution having multiple layers at r1, . . . , rn by which we
mean that the solutions concentrate on the spheres of radii ri as λ → 0 (for
all i = 1, . . . , n). A remarkable fact is that, in opposition to previous known
results, the layers of the solutions do not accumulate to the boundary of Ω as
λ→ 0. Instead they satisfy an optimal partition problem in the limit.
1. Introduction
One of the simplest mechanisms for aggregation of biological species is chemo-
taxis. This term refers to a situation where organisms move toward high concentra-
tions of the chemical which they secrete. Keller and Segel [19] introduced a basic
model in chemotaxis. It is an advection-diffusion system consisting of two coupled
parabolic equations which reads as

∂u
∂t
= ∆u−∇ · (u∇φ(v)) in Ω,
∂v
∂t
= D1∆v −D2v +D3u in Ω,
∂νu = ∂νv = 0 on ∂Ω,
u, v > 0 in Ω,
(1.1)
where Ω ⊂ RN is a smooth bounded domain, Di, i = 1, . . . , 3 are positive constants
and φ is a smooth strictly increasing function. In the previous system, u(x, t)
represents the concentration of the considered organisms and v(x, t) the one of
the chemical released. A very important property of this system is the so-called
chemotactic collapse. This term refers to the fact that the whole population of
organisms concentrate at a single point in finite or infinite time. The case φ(v) =
v has been studied in great details in the litterature. It is well-known that the
chemotactic collapse depends strongly on the dimension of the space. When N = 1
andDi 6= 0, finite-time blow-up never occurs, whereas it always occurs whenN ≥ 3.
The case N = 2 is critical: if the initial distribution of organisms exceeds a certain
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threshold, then the solutions may blow-up in finite-time, whereas, if the initial mass
is below this threshold, the solutions exists globally (see [25], [2]). We refer to the
two surveys [16], [17] and the references therein for more details.
Steady states of (1.1) are of basic importance for the understanding of the global
dynamics of the system. An important remark is that the static system can be
reduced to a scalar equation depending on the function φ. It is easy to check that
the steady states satisfy the relation :
∇ · (u∇(log u− φ(v)) = 0,
which, together with the boundary conditions, implies that u = Ceφ(v) for some
positive constant C. Therefore, if φ(v) = v, we see that (1.1) is equivalent to the
so-called Keller-Segel equation{
−ε2∆v + v = λev, v > 0 in Ω,
∂νv = 0 on ∂Ω,
(1.2)
with u = Cev, whereas, if φ(v) = ln v, one recovers the Lin-Ni-Takagi equation{
−ε˜2∆v + v = vp, v > 0 in Ω,
∂νv = 0 on ∂Ω,
(1.3)
with u = Cv. In the two previous equations, the constants ε, ε˜, λ and p are de-
pending on the parameters Di of the system. A large amount of literature has been
devoted to the Lin-Ni-Takagi equation in the case when N ≥ 3 and 1 < p ≤ N + 2
N − 2.
This equation has been first consider in [20]. For 1 < p <
N + 2
N − 2, Lin, Ni and
Takagi showed that a mountain pass, or least energy solution vε˜ of equation (1.3)
for ε˜→ 0 must behave like
vε˜(x) ≈ ε˜ 1p−1V (
√
ε˜(x− xε˜)),
where V is the unique radial solution of
−∆V + V = V p in RN , lim
|x|→∞
V (x) = 0, (1.4)
and where xε˜ converges to a point of ∂Ω which maximizes the mean curvature.
Solutions concentrating to one or several interior or boundary points have been
obtained in [15], [9]. When p is critical, namely p =
N + 2
N − 2, the situation is quite
different. In this case, concentrating solutions have the following asymptotical
behavior when ε˜→ 0,
vε˜(x) ≈ ε˜−N−24 V˜ (
√
ε˜(x − xε˜)),
where V˜ is the standard bubble, namely the unique (up to scalings and translations)
solution of
−∆V˜ = V˜ N+2N−2 in RN .
In this situation, the existence of concentrating solutions depends strongly on the
dimension. We refer to the very recent paper [10] for more details. In all the re-
sults described before, the concentration set is zero dimensional. The question of
constructing solutions concentrating on higher dimensional sets has been investi-
gated in this last decade. In this direction, Malchiodi, Ni and Wei [24] obtained
the existence of radial solutions concentrating on an arbitrary number of spheres
3⋃k
j=1{|x| = rε˜j}, with 1 > rε˜1 > . . . > rε˜k > 0, in the case Ω = B1(0) ⊂ RN and
p > 1. These solutions are called multi-layers. An interesting feature of their result
is that the radii where the concentration occurs accumulate to the boundary of
the domain as ε˜ → 0. We refer to [23], [21], [22] for more general constructions
(considering non radial domains and more general concentration sets).
Very recently, the Lin-Ni-Takagi equation in the case ε˜ = 1 and p → ∞ has
been investigated. A bifurcation analysis with respect to the parameter p has been
done in [4]. We want to mention that, when Ω = B1(0) ⊂ RN , radial solutions
concentrating on spheres have been constructed in [3]. We will described these
solutions more carefully later, but let us notice that, in contrast to the result of
Malchiodi, Ni and Wei [24], the spheres where the concentration takes place do
not accumulate to the boundary, but either converge to a limit configuration which
satisfies an optimal partition problem.
Relatively less is known for the Keller-Segel equation (1.2). To the authors’
knowledge, the case where ε → 0 and λ = 1 has been only consider in [18], where
the authors obtained the same kind of results as the ones of Ni and Takagi [20] i.e.
they prove that a mountain pass, or least energy solution of (1.2) has to concentrate
at a point on the boundary of Ω.
In the case when ε = 1 and N = 2, the first existence result has been obtained
by Wang and Wei [30], and independently by Senba and Suzuki [28]. The authors
proved that given any positive number m ∈ (0, (1 + λ1)|Ω|) \ {4kπ}k∈N, where λ1
is the first positive eigenvalue of −∆ with Neumann boundary condition, there
exists a non-constant solution of (1.2) (with ε = 1 and N = 2) whose mass satisfies∫
Ω
v dx = m. The asymptotic behavior of the solutions with finite mass as λ → 0
has been characterized by Senba and Suzuki in [28]. The authors proved that if vλ
is a family of solutions of (1.2) (with ε = 1 and N = 2) such that
lim
λ→0
λ
∫
Ω
evλ = C0 > 0,
then C0 = 4π(2k+l) for some positive integers k and l. More precisely, they showed
that there exist points ξi ∈ Ω, i ≤ k and ξi ∈ ∂Ω, k < i ≤ n for which
vλ(x)→
k∑
i=1
8πG(x, ξi) +
n∑
j=k+1
4πG(x, ξi),
uniformly on the compact subsets of Ω \ {ξ1, . . . , ξn}, as λ → 0. Here for y ∈ Ω,
G(x, y) is the Green’s function of the problem
−∆xG + G = δy in Ω, ∂G
∂νx
= 0 on ∂Ω.
Moreover, they showed that the n-tuple (ξ1, . . . , ξn) is a critical point of a certain
functional depending on the previous Green’s function. The counterpart of this
result has been obtained by Del Pino and Wei in [12], where the authors construct
solutions of (1.2) (with ε = 1 and N = 2) with masses arbitrarily close to 4kπ,
k ∈ N.
In this situation, it is also natural to investigate the existence of solutions concen-
trating on higher dimensional sets (corresponding to solution with infinite mass).
In this direction, Pistoia and Vaira in [27] constructed a family vλ of radial solutions
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of {
−∆v + v = λev, v > 0 in B1
∂νv = 0 on ∂B1,
(1.5)
blowing-up on all the boundary of B1. Here B1 = B1(0) is the unitary ball in R
N ,
N ≥ 2. Their solutions have the following asymptotic behavior
lim
λ→0
ελvλ =
√
2W,
where ελ ≈ − 1lnλ and W is the unique solution of
−∆W +W = 0 in B1, W = 1 on ∂B1,
C0 uniformly on the compact subsets of B1, whereas on ∂B1, up to a rescaling,
they look like the one-dimensional standard bubble
−V ′′ = eV in R,
∫
R
eV dx <∞.
The construction makes use of the Lyapunov-Schmidt reduction method. Recently,
a similar result has been obtained for a general smooth 2-dimensional domain Ω in
[11].
The aim of the present paper is to investigate the structure of the set of solutions
of (1.5), and to detect, in some cases, properties like a priori bounds, nondegeneracy
and asymptotic behaviour as λ→ 0. We discover that, even in the radial case, the
set of solutions of (1.5) exhibits a very rich structure. This naturally leads to many
new questions and open problems arise.
Let λradi be the i-th eigenvalue of the operator −∆ + Id in B1 with Neumann
boundary conditions, restricted to the radial functions. We prove that for every
λ < λradi e
−λradi there exist at least i − 1 nonconstant solutions of (1.5) (i ≥ 2).
The solutions that we find can be divided into two groups: those having a local
minimum at the origin, which enjoy some uniform a priori bounds in the form of
Lemma 2.2 below, and those having a local maximum at the origin, which present
a more singular behaviour. The solution found by Pistoia and Vaira in [27] belongs
to the first group. We show that, for every λ < λradi e
−λradi , there exist at least i
different solutions of (1.5) belonging to the first group. While the solution in [27]
is monotone decreasing, our solutions present an oscillatory behaviour for i ≥ 3. If
we consider the results [12] restricted to the radial case Ω = B1, the solution found
therein has a local maximum at the origin, so that it belongs to the second group.
Also for the second group, we prove the existence of many solutions presenting an
oscillatory behaviour. Unlike the last mentioned papers, our result holds in any
dimension.
Our aim is twofold. In the first part of the paper we perform a bifurcation
analysis for the problem (1.5) with respect to the parameter λ, thus detecting the
two groups of solutions mentioned above. In the second part we provide a more
constructive characterization of the solutions of the first group, with the purpose of
proving some additional properties, such as the nondegeneracy and the asymptotic
behaviour as λ→ 0.
Before stating precisely our results, let us start with some observations. For
λ < 1/e the equation (1.5) has two constant solutions vλ < 1 < vλ. We let µ := vλ,
so that
λeµ = µ, µ > 1 (1.6)
5and µ→ +∞ as λ→ 0. In order to write the problem in a form more suitable for
the bifurcation analysis, we consider the following normalization
u :=
vλ
vλ
=
vλ
µ
. (1.7)
Then problem (1.5) becomes

−∆u+ u = eµ(u−1) in B1
∂νu = 0 on ∂B1
u > 0 in B1,
(1.8)
for µ > 1. The equation in this form has the constant solution u ≡ 1 for every µ.
We denote by uµ the other constant solution, which is characterized by
uµ = e
µ(uµ−1), uµ < 1. (1.9)
We are now in position to state our bifurcation result.
Theorem 1.1. For every i ≥ 2, (λradi , 1) is a bifurcation point for problem (1.8).
Let Bi be the continuum that branches out of (λradi , 1). The following holds
(i) the branches Bi are unbounded and do not intersect; close to (λradi , 1), Bi
is a C1-curve;
(ii) if uµ ∈ Bi then uµ > 0;
(iii) each branch consists of two connected components: the component B−i ,
along which uµ(0) < 1, and the component B+i , along which uµ(0) > 1;
(iv) if uµ ∈ Bi then uµ − 1 has exactly i − 1 zeros, u′µ has exactly i − 2 zeros
and each zero of u′µ lies between two zeros of uµ − 1;
(v) the functions satisfying uµ(0) < 1 are uniformly bounded in the C
1-norm.
In particular, the functions in B−2 are monotone increasing, and they share this
property with the solutions constructed in [27]. The functions in B−i , for i ≥ 3,
satisfy u(0) < 1, u′′(0) > 0 and oscillate around the constant solution. Up to our
knowledge, solutions of this type do not appear in the preexisting literature. In
the second part of the paper we will produce, in a more contructive way, solutions
having the same qualitative oscillatory behaviour.
The solutions along B+2 are monotone decreasing, as the solutions found in [12] in
the case N = 2. Decreasing solutions of (1.5) in dimension N ≥ 3 never appeard in
the literature before, as well as solutions which satisfy u(0) > 1 and oscillate around
the origin. It is an interesting open problem to find solutions of this type by a more
explicit constructive approach and to detect their asymptotic behaviour, as well as
to obtain more information about the bifurcation branches B+i in dimension N ≥ 3.
Concerning the bifurcation branches, we obtain some additional properties, de-
pending on the dimension.
Theorem 1.2. If N ≥ 3, the bifurcation point (λradi , 1) is transcritical; on the right
branch we have uµ(0) < 1, on the left branch we have uµ(0) > 1.
The previous property is based on [4, Lemma 3.2], which is proved in dimension
N ≥ 3. The authors conjecture, based on numerical simulations, that it should
hold also in dimension 2. The following characteristic instead is a feature of the
dimension 2.
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Theorem 1.3. Let N = 2. For every µ¯ there exists C > 0 such that any solution
uµ found in Theorem 1.1 satisfies
‖uµ‖L∞(B1) ≤ C for 1 < µ ≤ µ¯. (1.10)
The second part of this paper is devoted to provide, in a more contructive way,
solutions having the same oscillatory behaviour as the ones in B−i , i ≥ 2. First,
we build a monotone decreasing solution by solving a min-max problem. The vari-
ational characterization provides more information than the bifurcation approach.
In particular, it allows to prove that the monotone solution is nondegenerate as
µ → +∞ and to analyze its asymptotic behaviour, which is the same as for the
solutions in [27]. We also identify the asymptotic behaviour of the oscillating so-
lutions. In order to do that, we follow closely the method introduced in [3] where
the authors considered the Lin-Ni-Takagi equation when p → ∞. Before stating
precisely our result, let us introduce some notation. Let G(r, s), s ∈ (0, 1), denote
the Green function associated to the one dimensional operator
L : u 7→ −u′′ − N − 1
r
u′ + u, (1.11)
for the boundary conditions u′(0) = u′(1) = 0, that is to say
LG(·, s) = δs in (0, 1), ∂G
∂r
(0, s) =
∂G
∂r
(1, s) = 0.
Theorem 1.4. Let k > 0 be an integer.
(i) There exists µ¯1(k) such that for any µ > µ¯1(k) problem (1.8) admits a
radial solution having exactly k interior maximum points 0 < α1,µ < . . . <
αk−1,µ < αk,µ < 1;
(ii) There exists µ¯2(k) such that for any µ > µ¯2(k) problem (1.8) admits a radial
solution having exactly k maximum points 0 < α1,µ < . . . < αk,µ = 1;
(iii) (α1,µ, . . . , αk,µ) → (α1, . . . , αk) as µ → ∞ and (α1, . . . , αk) is a critical
point of the function
ϕ(s1, . . . , sk) = inf{‖u‖2H1(B1) : u ∈ H1rad(B1), u(s1) = . . . = u(sk) = 1}, (1.12)
in the set 0 < s1 < . . . < sk ≤ 1;
(iv) the solution converges pointwise to
∑k
j=1 AjG(r, αj), where (A1, . . . , Ak) is
a solution of the system
k∑
j=1
AjG(αi, αj) = 1, i = 1, .., k. (1.13)
Let us notice that the limit profile is the same as the one obtained for the Lin-
Ni-Takagi equation in [3].
Remark 1.5. Consider problem (1.8) in an annulus Bb \ Ba, a > 0. In addition
to the previous solutions, there also exist solutions having a boundary maximum
point at a. More precisely, for every integer k > 0 there exist µ¯3(k) and µ¯4(k) such
that
(i) for any µ > µ¯3(k) there exists a radial solution having exactly k maximum
points a = α1,µ < . . . < αk−1,µ < αk,µ < b;
(ii) for any µ > µ¯4(k) there exists a radial solution having exactly k maximum
points a = α1,µ < . . . < αk,µ = b.
The analogous of points (iii) and (iv) of Theorem 1.4 holds.
7Remark 1.6. When N = 2, it is possible to provide, for every µ > 1, a monotone
decreasing solution of (1.8) of mountain pass type. This family of solutions shares
the monotone behaviour of the solutions along the bifurcation branch B+2 , as defined
in Theorem 1.1 (iii). For a sketch of the proof see Remark 4.3 ahead. A variational
characterization of these solutions in dimension higher than 2, as well as a more
explicit contruction of oscillatory solutions with uµ(0) > 1 in any dimension, is an
interesting open problem.
The paper is organized as follows. In Section 2 we collect some a priori bounds
for the solutions of (1.8), uniform in the parameter µ. In Section 3 we perform the
bifurcation analysis and we prove Theorems 1.1, 1.2 and 1.3.
In the remaining sections we prove Theorem 1.4. More precisely, in Section 4.1
we show that there exists an increasing radial solution of (1.8), characterized as
being a mountain pass solution in the cone of nonnegative, nondecreasing functions.
This corresponds to the one described in Theorem 1.4 (ii) for k = 1. In Section
4.2 we analyse its asymptotic behaviour as µ → +∞. In Section 4.3 we prove,
following closely the arguments in [3, Theorem 5.1], that the incresing solution is
nondegenerate. This implies, in particular, that it depends in a regular way on the
boundary of the domain, as showed in Section 4.5. In Section 4.6 we briefly sketch
the existence of a decreasing solution in an annulus (which is the one described in
Remark 1.5 (i) for k = 1) which enjoys similar properties to the increasing one.
In Section 5.1 we show the existence and convergence of a solution with one
interior maximum point, thus proving Theorem 1.4 (i) in the case k = 1. In Section
5.2 we obtain some improved estimates and convergence results, which allow us to
conclude the proofs of the remaining main results in Section 5.3.
Finally, in the Appendix, we prove some properties of the Green function G(r, s)
introduced in (1.11) in the dimension N = 2, thus completing [7, Appendix] and
[3, Proposition 2.1], which treat the case N ≥ 3.
2. A priori bounds
In this section we collect some a priori bounds (uniform in the parameter µ) for
the solutions of (1.8).
Lemma 2.1. There exists C > 0 independent of µ such that every solution u of
(1.8) satisfies
‖u‖L1(B1) + ‖eµ(u−1)‖L1(B1) + ‖u‖W 2,1(B1) ≤ C. (2.1)
Proof. We integrate equation (1.8) in B1 and we apply Jensen’s inequality to obtain
1
|B1|
∫
B1
u dx =
1
|B1|
∫
B1
eµ(u−1) dx ≥ e µ|B1|
∫
B1
(u−1) dx
. (2.2)
Therefore u¯ :=
∫
B1
u dx/|B1| satisfies u¯−eµ(u¯−1) ≥ 0. Notice that, by the definition
of uµ in (1.9), we have that
h(x) := x− eµ(x−1) > 0 if and only if x ∈ (uµ, 1). (2.3)
This provides the L1-bound on u and on eµ(u−1). The W 2,1-bound follows from
standard elliptic regularity. 
The additional assumption u(0) < 1 provides uniform bounds in the C1-norm.
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Lemma 2.2. There exists C > 0 independent of µ such that every solution u of
(1.8) with u(0) < 1 satisfies
‖u‖C1(B1) ≤ C. (2.4)
Proof. From the radial equation we get
u′′u′ − uu′ + eµ(u−1)u′ = −N − 1
r
(u′)2.
Hence the function
L(r) :=
u′(r)2
2
− u(r)
2
2
+
eµ(u(r)−1)
µ
(2.5)
is non-increasing. If u(0) < 1, we obtain
L(r) ≤ L(0) = −u(0)
2
2
+
eµ(u(0)−1)
µ
≤ 1
µ
for every r ∈ [0, 1].
By plotting the curves L(r) = C, C ≤ 1/µ, in the (u, u′)-plane, we see that
|u′| ≤ 1, |u| ≤M(µ) with M(µ)ց 1 as µ→∞. (2.6)
This provides a C1-bound. 
Remark 2.3. By adapting the previous proof we also obtain the following gener-
alization. Let uµ be solutions of (1.8). If for every µ there exists rµ such that
uµ(rµ) < 1 and u
′
µ(rµ) = 0, then
‖uµ‖C1(B1\Br) ≤ C, (2.7)
with r = lim supµ→∞ rµ.
2.1. A priori bounds in dimension 2. Another particular situation in which
additional a priori bounds hold, is the case of the dimension 2.
Theorem 2.4. Let (µn) ⊂ R+ be an increasing sequence of positive numbers such
that µn → µ¯ <∞. Given c > 0, any sequence un of solutions to

−∆un + un = eµn(un−1) in B1 ⊂ R2
∂νun = 0, un ≤ c on ∂B1
u > 0 in B1,
(2.8)
satisfies
‖un‖L∞(B1) ≤ C,
for some constant C not depending on n.
The proof follows closely that of [6, Theorem 3] (see also [30]). We divide it in
several steps.
Lemma 2.5. Assume that Ω ⊂ R2 be a bounded domain and let u be a solution of{
−∆u+ u = f(x) in Ω
u = 0 on ∂Ω,
(2.9)
with f ∈ L1(Ω). For every δ ∈ (0, 4π), there exists a constant C depending on δ
and diam(Ω) such that ∫
Ω
exp
[
(4π − δ)|u(x)|
‖f‖L1(Ω)
]
dx ≤ C.
9Proof. The proof proceeds exactly as that of [6, Theorem 1]. The only difference is
that, instead of working with the Green function of the Laplace operator, we work
with the following Green function −∆G(., y) + G(., y) = δy, G(., y) = 0 on ∂Ω. The
important property is that the two have the same asymptotic behavior, that is to
say G(x, y) = − 1
2π
log |x− y|+O(1) as |x− y| → 0. 
Denote by S the blow-up set of un, that is to say
S =
{
x ∈ B1 : ∃xn → x s.t. un(xn)→ +∞
}
.
Notice that by assumption S ∩ ∂B1 = ∅. We aim to prove that S = ∅.
Since, by Lemma 2.1,
∫
B1
eµn(un−1) < C, there exists a positive bounded Borel
measure ρ such that
µn
∫
B1
eµn(un−1)ϕdx→
∫
B1
ϕdρ, for every ϕ ∈ C∞0 (B1). (2.10)
We say that x0 ∈ B1 is a regular point if there exists a function ϕ ∈ C∞0 (B1) such
that 0 ≤ ϕ ≤ 1, ϕ = 1 on a neighborhood of x0 and∫
B1
ϕdρ < 4π.
Finally, we define the set of singular points Σ as the complementary of the set of
regular points.
Lemma 2.6. (i) If x0 is a regular point, then (un) is bounded in L
∞(BR0(x0)∩
B1) for some R0 > 0.
(ii) S = Σ.
Proof. (i) Let x0 be a regular point. Since by assumption un is bounded on ∂B1,
we only consider the case x0 ∈ B1. By definition, there exists R1 > 0 such that
µn
∫
BR1(x0)
eµn(un−1) dx < 4π for every n. (2.11)
We decompose un as un = vn + wn where{
−∆vn + vn = eµn(un−1) in BR1(x0)
vn = 0 on ∂BR1(x0),
and {
−∆wn + wn = 0 in BR1(x0)
wn = un on ∂BR1(x0).
By Lemma 2.1, there exists C > 0 independent of n such that ‖vn‖L1(BR1(x0)) ≤ C.
This, together with the Harnack inequality and Lemma 2.1, provides
‖wn‖L∞(BR1/2(x0)) ≤ ‖wn‖L1(BR1 (x0)) ≤ C
∫
BR1 (x0)
(un + |vn|) dx ≤ C.
Using Lemma 2.5, we have, for some ε > 0,∫
BR1(x0)
e(1+ε)µn|vn| dx ≤ C.
From the two previous estimates and standard elliptic estimates, we deduce that
there exists R0 such that ‖un‖L∞(BR0 (x0)) ≤ C.
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(ii) Thanks to the first claim, we have the inclusion S ⊂ Σ. Let us prove the
reverse inclusion. Let x0 ∈ Σ and suppose by contradiction that there exists R0
such that ‖un‖L∞(BR0(x0)) < C. Since 0 < µn ≤ µ¯, we have that e
µn(un−1) ≤ C in
BR0(x0) for any n. Therefore, taking a smaller R0 if necessary,
µn
∫
BR0 (x0)
eµn(un−1) dx ≤ CR20 < 4π.
This contradicts the fact that x0 ∈ Σ and establishes the second claim. 
Proof of Theorem 2.4. By contradiction suppose that there exists x0 ∈ S. Since
the un are uniformly bounded on ∂B1 by assumption, then x0 ∈ B1. Take R > 0
small enough such that S ∩BR(x0) = {x0}. This can be done because, by Lemma
2.1 and by the definition of ρ (2.10),
∫
B1
dρ is bounded, which implies that Σ = S
is finite. Let zn be a sequence of solutions to{
−∆zn + zn = eµn(un−1) in BR(x0)
zn = 0 on ∂BR(x0).
By the maximum principle, we have∫
BR(x0)
eµnzn dx ≤
∫
BR(x0)
eµnun dx ≤ C. (2.12)
On the other hand, zn → z a.e. where z solves

−∆z + z = ρ
µ¯
in BR(x0)
z = 0 on ∂BR(x0).
Since x0 ∈ S, Lemma 2.6 (ii) implies that ρ({x0}) ≥ 4π, so that ρ ≥ 4πδx0. We
deduce that
z ≥ 4π
2πµ¯
log
1
|x− x0| +O(1)
as x→ x0. Thus, this yields to∫
BR(x0)
eµnzn dx ≥ C
∫ R
0
r−1 dr =∞,
which contradicts (2.12). 
Remark 2.7. The a priori bounds hold true up to the boundary of the domain,
without assuming un ≤ c on ∂B1. This can be proved by locally rectifying the
boundary, as done in [30, Lemma 3.2]. For the reader’s convenience, we have
preferred to present here only the interior estimates because they are sufficient for
our purposes.
3. Bifurcation analysis
Recall that λradi denotes the i-th eigenvalue of the operator −∆+ Id in B1 with
Neumann boundary conditions, restricted to the radial functions. Correspondingly,
ϕi is the associated eigenfunction, normalized in the L
2-norm.
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Proof of Theorem 1.1. We apply the Crandall-Rabinowitz theorem [8] in the space
X = {u ∈ C2,α(B1) : u is radial , ∂ru(1) = 0}, (3.1)
α ∈ (0, 1). The following operator is well defined in X
F (µ, u) = (−∆+ Id)u − eµ(u−1), (3.2)
with values in
Y = {u ∈ C0,α(B1) : u is radial}, (3.3)
together with its derivatives
∂uF (µ, u)[ϕ] = (−∆+ Id)ϕ− µeµ(u−1)ϕ (3.4)
∂2uF (µ, u)[ϕ, ψ] = −µ2eµ(u−1)ϕψ (3.5)
∂2u,µF (µ, u)[ϕ] = −eµ(u−1)ϕ− µeµ(u−1)(u− 1)ϕ. (3.6)
We have that
Ker(∂uF (λ
rad
i , 1)) = span{ϕi}, (3.7)
Range(∂uF (λ
rad
i , 1)) = Ker(Ψ), where 〈Ψ, f〉 =
∫
B1
fϕi dx, (3.8)
for f ∈ Y . Since
a := 〈Ψ, ∂2u,µF (λradi , 1)[ϕi]〉 =
∫
B1
ϕ2i dx = −1, (3.9)
the Crandall-Rabinowitz theorem implies that (λradi , 1) is a bifurcation point.
(i) Again by the Crandall-Rabinowitz theorem there exist a neighborhood U ⊂
R × X with (λradi , 1) ∈ U , ε > 0 and a C1-curve γ : (−ε, ε) → R × X with
γ(0) = (λradi , 1), such that
F (µ, u) = 0, (µ, u) ∈ U if and only if there exists s ∈ (−ε, ε) s.t. (µ, u) = γ(s).
(3.10)
We let γ(s) = (γ1(s), γ2(s)) with γ1 ∈ R and γ2 ∈ X .
The fact that the branches are unbounded and do not intersect comes from the
fact that the number of zeroes of uµ − 1 is preserved along the branch, as we will
show in point (iv) below.
(ii) Let us show that uµ ≥ uµ. Close to the bifurcation point, uµ is close to 1 in
the C2,α-topology. Suppose that there exist µ, uµ, r such that
uµ(r) < uµ.
We can suppose that r is a minimum point of uµ, hence we have
u′µ(r) = 0, u
′′
µ(r) ≥ 0.
By (2.3) we have
u′′µ(r) = uµ(r) − eµ(uµ(r)−1) < 0,
which is a contradiction.
(iii) By [8] we have that, along Bi, the derivative of the curve in (3.10) satisfies
γ′2(0) = ϕi, (3.11)
so that
γ2(s) = 1 + sϕi + o(s) as s→ 0. (3.12)
Since ϕi(0) > 0, see equation (10.7.3) of [26], we deduce that uµ(0) < 1 on one
connected component, locally near the bifurcation point, and uµ(0) > 1 on the
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other connected component, locally near the bifurcation point. This property holds
along the whole branch because uµ(0) 6= 1 for every uµ ∈ Bi and µ > λradi . Indeed,
uµ(0) = 1 would imply uµ ≡ 1 by the local uniqueness of the solution for the
Cauchy problem, but this is impossible since 1 does not belong to the birfucation
branch.
(iv) By the theory of Sturm-Liouville, the roots of uµ − 1 are simple and the
number of zeros of uµ − 1 remains constant along the branch Bi. In order to prove
that this number is i − 1, let (µn, un) ∈ Bi be such that (µn, un) → (λradi , 1) in
R× C2,α(B1). The normalized functions
vn :=
un − 1
‖un − 1‖C2,α(B1)
satisfy
−∆vn + vn = e
µn(un−1) − 1
‖un − 1‖C2,α(B1)
= (λradi + o(1))vn +
o(‖un − 1‖C2,α(B1))
‖un − 1‖C2,α(B1)
.
Since vn is a bounded sequence in C
2,α(B1), vn → v∗ in C1,α(B1) and we can pass
to the limit in the previous equation. We deduce that v∗ = kϕi for some k 6= 0,
so v∗ has i − 1 zeros. Since these zeros are simple, vn also has i − 1 zeros for n
sufficiently large.
Concerning the zeroes of u′µ, suppose by contradiction that u
′
µ(s) = u
′
µ(t) = 0
and, to fix the ideas, that uµ(r) − 1 < 0 for every r ∈ (s, t). By point (iii) we have
uµ(r) ≥ uµ, hence (2.3) implies that
u(r)− eµ(u(r)−1) > 0 in (s, t).
On the other hand, by integrating the equation we obtain
0 =
∫ t
s
(u − eµ(u−1))rN−1 dr,
which is a contradiction.
(v) By point (iii) the functions on the right branch satisfy uµ(0) < 1, hence
Lemma 2.2 applies, providing uniform C1-bounds. 
Proof of Theorem 1.2. Using (3.5) and (3.8) we compute
b := − 1
2a
〈Ψ, ∂2uF (λradi , 1)[ϕi, ϕi]〉 = −
1
2
(λradi )
2
∫
B1
ϕ3i dx. (3.13)
It is proved in [4] that b < 0 in dimension N ≥ 3, which implies that (λradi , 1) is a
transcritical bifurcation point. By [8] we also have
uµ = 1 +
µ− λradi
b
ϕi + o(|µ− λradi |) as µ→ λradi .
Then we can conclude as in point (iii) of Theorem 1.1. 
Proof of Theorem 1.3. By point (iv) of Theorem 1.1, every bifurcation solution uµ
has a point rµ ∈ [0, 1] such that uµ(rµ) < 1 and u′µ(rµ) = 0. Then by Remark 2.3
the uµ are uniformly bounded on ∂B1.
Theorem 2.4 applies providing the required bounds. 
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4. Variational characterization of the monotone solutions
4.1. Existence of the increasing solution. In this section we prove the existence
of an increasing solution of (1.8) by a variational method. We conjecture that
such solution coincides with the one belonging to the right branch bifurcating from
(λrad2 , 1) that we found in the previous section. It is also possible that it coincides
with the one found in [27].
We work in the more general radial domain Bb \ Ba, 0 ≤ a < b, and we study
the following problem

−∆u+ u = eµ(u−1) in Bb \Ba
∂νu = 0 on ∂(Bb \Ba)
u > 0 in Bb \Ba.
(4.1)
Notation. We use the convention that Bb \ B0 = Bb, which allows us to treat
at the same time the case of the annulus and that of the ball. In order to highlight
the domain dependence, we denote by uµ(r; a, b) a solution of (4.1). When we
don’t need to put emphasis on the domain dependence, we shall sometimes write
more simply uµ(r). The prime signs u
′
µ(r; a, b), u
′′
µ(r; a, b), and so on, denote always
derivatives with respect to the variable r.
Let
C+(a, b) = {u ∈ H1rad(Bb \Ba) : 0 ≤ u(r) ≤ C for every a ≤ r ≤ b
u(r) ≤ u(s) for every a < r ≤ s ≤ b}, (4.2)
with C defined in (2.4).
Theorem 4.1. For µ > λrad2 (a, b) there exists an increasing radial solution uµ,+(r) =
uµ,+(r; a, b) of (4.1), which has the following variational characterization
zµ,+(r) := uµ,+(r) − uµ ∈ C+(a, b) (4.3)
and
Eµ(zµ,+; a, b) = inf
z∈C+(a,b)
z 6≡0
sup
t≥0
Eµ(tz; a, b) =: cµ,+(a, b). (4.4)
Recall that uµ was defined in (1.9). Here
Eµ(z; a, b) :=
∫
Bb\Ba
(
|∇z|2
2
+
(z + uµ)
2
2
− e
µ(z+uµ−1)
µ
)
dx
=
∫
Bb\Ba
(
|∇z|2
2
+
z2
2
+ uµ
(
z − e
µz
µ
)
+
u2µ
2
)
dx, (4.5)
which is well defined in C+(a, b) because of the L∞-bound inside the definition of
C+(a, b).
Proof. We perform the change of variables z = u− uµ. Then u solves the equation
in (4.1) if and only if z solves
−∆z + z = f(z) with f(z) := uµ(eµz − 1). (4.6)
For µ > λrad2 , f satisfies the assumptions of [5, Theorem 1.3], apart from the
assumption f ′(0) = 0 (in our case we have f ′(0) = uµµ). Such assumption is used
in [5] to ensure that the problem has the mountain pass geometry at 0. Once we
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show that Eµ has the mountain pass geometry at 0, the proof of [5, Theorem 1.3]
applies without changes to our case, thus providing the existence of an increasing
radial solution zµ,+ of (4.6), enjoying the variational characterization (4.3)-(4.4).
In order to prove that Eµ has the mountain pass geometry at 0, we introduce
the following version of the Nehari manifold
N :=
{
z ∈ C+(a, b) : z 6≡ 0,
∫
Bb\Ba
(|∇z|2 + z2 − f(z)z) dx = 0
}
. (4.7)
This set was first used in [29]. For z ∈ C+(a, b) we also let g(t) := Eµ(tz; a, b),
t ≥ 0. For every µ > 1, the following holds.
(i) For every z ∈ C+(a, b), g(t) has at least one positive maximum point. Indeed,
notice that g′(0) = 0 and that
g′′(0) =
∫
Bb\Ba
(|∇z|2 + (1 − µuµ)z2) dx.
We deduce from (1.9) and (2.3) that
h′(uµ) = 1− µeµ(uµ−1) = 1− µuµ > 0, (4.8)
hence g has a strict local minimum at zero. On the other hand, g diverges to −∞
as t→ +∞, which provides the claim.
(ii) For every z ∈ C+(a, b), g(t) has exactly one maximum point t(z, µ) > 0. This
comes from the facts that the function f(z)/z is monotone increasing.
(iii) infN ‖z‖H1(Bb\Ba) > 0. Suppose by contradiction that there exists a se-
quence {zn} ⊂ N such that ‖zn‖H1(Bb\Ba) → 0. If a > 0 we immediately have that
‖zn‖L∞(Bb\Ba) → 0 by the continuity of the embeddingH1(Bb\Ba) →֒ L∞(Bb\Ba)
for a > 0. If a = 0 the same conclusion holds thanks to the fact that the zn are
positive and non-decreasing: we have
‖zn‖L∞(Bb) = ‖zn‖L∞(Bb\Bb/2) ≤ C‖zn‖H1(Bb\Bb/2) ≤ C‖zn‖H1(Bb) → 0.
Therefore in both cases we have
eµzn − 1 < (µ+ ε)zn
for every ε > 0 and for n sufficiently large. Then the definition of N provides∫
Bb\Ba
(|∇zn|2 + (1− uµ(µ+ ε))z2n) dx < 0,
which contradicts (4.8) provided that ε < (1− µuµ)/uµ. 
Remark 4.2. For a fix µ¯, if 0 < a¯ < b¯ are such that there exists the solution
uµ¯,+(·; a¯, b¯), then by the continuity of λrad2 (a, b), there exist 0 < A1 < a¯ < A2, B1 <
b¯ < B2 such that the solution uµ,+(·; a, b) exists for every (a, b) ∈ (A1, A2)×(B1, B2)
and µ ≥ µ¯. In case a¯ = 0, there exist B1 < b¯ < B2 such that the analogous holds
in the ball.
Remark 4.3. When N = 2, it is possible to provide, for every µ > 1, a monotone
decreasing solution of (1.8) of mountain pass type. This can be done proceeding
similarly to the proof of Theorem 4.1, with the only difference of working in the
cone of nonnegative nonincreasing solutions instead of C+(a, b). Since N = 2, Eµ
satisfies the Palais-Smale condition, hence no a priori estimates are necessary in
this case. Indeed, the following two conditions hold for h(u) = uµ(e
µu − 1) :
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(1)
h(z)
z
→ ∞ when z → ∞, there exist a1 and a function f(z) satisfying
f(z)
z2
→ 0 when z → such that
h(z) ≤ a1ef(z), z ≥ 0.
(2) Let H(z) =
∫ z
0
h(t)dt. There exist a2 and θ ∈ (0, 1/2) such that H(z) ≤
θzh(z) if z ≥ a2.
Then it follows from [1] that Eµ satisfies the Palais-Smale condition.
4.2. Asymptotic behaviour of the increasing solution. Let G(r, s; a, b) be
the Green function associated to the operator
L : u 7→ −u′′ − N − 1
r
u′ + u
for the boundary conditions u′(a) = u′(b) = 0, that is to say
LG(·, s; a, b) = δs in (a, b), ∂G
∂r
(a, s; a, b) =
∂G
∂r
(b, s; a, b) = 0. (4.9)
The punctual limit of G(r, s; a, b) as s → b is well defined and we denote it by
G(r, b; a, b). Analogously, if a > 0, the punctual limit of G(r, s; a, b) as s→ a is well
defined and we denote it by G(r, a; a, b). Moreover we have that
G(r, b; a, b) is monotone increasing, (4.10)
G(r, a; a, b) (a > 0) is monotone decreasing. (4.11)
For a proof of these facts see for example [3, Proposition 2.2]
Theorem 4.4. Let uµ,+(r; a, b) be the increasing solution found in Theorem 4.1.
As µ→∞ we have that uµ,+(·; a, b)→ G(·, b; a, b) in H1(Bb \Ba) ∩C0,γ(Bb \Ba)
for every γ ∈ (0, 1).
In order to prove the theorem we need some preliminary lemmas.
Lemma 4.5. There exists u∞,+ ∈ C+(a, b) satisfying u∞,+(b) = 1 such that, up to
a subsequence, we have
uµ,+ ⇀ u∞,+ in H1(Bb \Ba), uµ,+ → u∞,+ in C0,γ(Bb \Ba) (4.12)
for every γ ∈ (0, 1), as µ→ +∞.
Proof. We integrate the equation in (4.1) in Bb \Ba to obtain∫
Bb\Ba
(uµ,+ − eµ(uµ,+−1)) dx = 0 (4.13)
Recalling that uµ,+ is increasing and that uµ,+ ≥ uµ, relation (2.3) implies that
uµ,+(a) < 1, uµ,+(b) > 1 for every µ. (4.14)
Then Lemma 2.2 applies. From the C1-bounds therein and the compactness of the
embedding C1 →֒ C0,γ for every γ ∈ (0, 1), we deduce that there exists u∞,+ such
that (4.12) holds. By the pointwise convergence we have that u∞,+ ∈ C+(a, b).
Let us prove that u∞,+(b) = 1. From (4.14) we have u∞,+(b) ≥ 1. Suppose by
contradiction that u∞,+(b) > 1. Then there exist s ∈ (a, b) and δ > 0 such that
uµ,+(r) > 1+ δ for r ∈ (s, b). By integrating the radial equation in (s, b) we obtain
sN−1u′µ,+(s) =
∫ 1
s
(eµ(uµ,+−1) − uµ,+) dr → +∞ (4.15)
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as µ→ +∞. This contradicts the a priori bounds in Lemma 2.2, hence we deduce
that u∞,+(b) = 1. 
It only remains to prove that the limit function above coincides with G. This is
what we will do in the following.
Lemma 4.6. Let
c∞,+(a, b) = inf
{‖z‖2H1(Bb\Ba)
2
: z ∈ C+(a, b), z(b) = 1
}
. (4.16)
Then c∞,+(a, b) ≤ lim infµ→+∞ cµ,+(a, b).
Proof. As uµ → 0, the sequence zµ,+ defined in (4.3) also converges to the function
u∞,+ introduced in the previous lemma. Using that u∞,+(b) = 1, we have
c∞,+(a, b) ≤
‖u∞,+‖2H1(Bb\Ba)
2
≤ lim inf
µ→+∞
‖zµ,+‖2H1(Bb\Ba)
2
. (4.17)
On the other hand, we have
‖zµ,+‖2H1(Bb\Ba)
2
= Eµ(zµ,+; a, b) + uµ
∫
Bb\Ba
(
eµzµ,+
µ
− zµ,+ −
uµ
2
)
dx
= cµ,+(a, b) + uµ
∫
Bb\Ba
eµzµ,+
µ
dx+ o(µ),
(4.18)
where we used the a priori bounds in Lemma 2.2. Relation (4.13) provides
uµ
∫
Bb\Ba
eµzµ,+
µ
dx =
∫
Bb\Ba
zµ,+ + uµ
µ
dx = o(µ). (4.19)
By combining (4.17), (4.18) and (4.19) we obtain the claim. 
Lemma 4.7. The Nehari set N introduced in (4.7) is bounded uniformly in µ and
bounded away from zero unformly in µ.
Proof. It is sufficient to adapt the arguments of the proof of Theorem 4.1, taking
into account the dependence on µ→∞. 
Lemma 4.8. We have that limµ→+∞ eµuµ = 1.
Proof. By combining (1.9) and (4.8) we find
lim
µ→+∞ e
µuµ = lim
µ→+∞ e
µuµ ∈ [0, e].
Then
lim
µ→+∞µuµ = limµ→+∞µe
−µeµuµ = 0,
which provides the statement. 
Proof of Theorem 4.4. Let for the moment G(r) = G(r, b; a, b)/G(b, b; a, b), with
G(r, b; a, b) defined below (4.9). Denote by t(G,µ) the coefficient projecting G onto
N , as in point (ii) of the proof of Theorem 4.1. We claim that
lim
µ→∞ t(G,µ) = 1. (4.20)
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If t(G,µ) < 1 eventually as µ → ∞, then by (4.10) t(G,µ)G < 1 eventually in
Bb \Ba and the condition t(G,µ)G ∈ N provides
t
∫
Bb\Ba
(|∇G|2 +G2) dx =
∫
Bb\Ba
(eµ(tG−1)eµuµ − uµ)Gdx→ 0 (4.21)
as µ → ∞, since eµuµ → 1 by Lemma 4.8. This contradicts the fact that N is
bounded away from zero unformly in µ, as claimed in Lemma 4.7. Similarly, if
t(G,µ) is eventually larger than 1, then t(G,µ)G > 1 in a set of positive measure.
Hence the right hand side in (4.21) diverges as µ→∞, contradicting the fact that
N is bounded uniformly in µ.
Therefore we have proved (4.20), which implies
t(G,µ)G→ G in H1(Bb \Ba), t(G,µ)G ∈ N . (4.22)
As proved in [3, Proposition 4.1] G achieves c∞,+(a, b), hence we have
c∞,+(a, b) =
‖G‖2
H1(Bb\Ba)
2
= lim
µ→∞
‖t(G,µ)G‖2
H1(Bb\Ba)
2
= lim
µ→∞
{
Eµ(tG; a, b) + uµ
∫
Bb\Ba
(
eµtG
µ
−G− uµ
2
)
dx
}
≥ lim sup
µ→∞
cµ,+(a, b).
(4.23)
In the last step we used the fact that t(G,µ)G is an admissible test function in the
minimization problem (4.4), and the following estimate
uµ
∫
Bb\Ba
eµtG
µ
dx ≤ uµ
µminBb\Ba G
∫
Bb\Ba
eµtGGdx
=
1
µminBb\Ba G
∫
Bb\Ba
(t(|∇G|2 +G2) + uµG) dx→ 0, (4.24)
as µ→∞.
By combining (4.23) with Lemma 4.6 we obtain that c∞,+(a, b) = limµ→∞ cµ,+(a, b),
which in turn implies the statement. 
Let
u∞,+(r; a, b) := G(r, b; a, b). (4.25)
As a consequence of the previous proof we also obtain
lim
µ→∞ cµ,+(a, b) = c∞,+(a, b) =
‖u∞,+‖2H1(Bb\Ba)
2
=
|∂Bb|
2
u′∞,+(b; a, b) (4.26)
(to obtain the last equality integrate by parts the equation satisfied by u∞,+).
Moreover, by standard elliptic regularity theory, the convergence of uµ,+ to u∞,+
is C∞ on the set where u∞,+ is strictly less than 1, that is to say
uµ,+ → u∞,+ in C∞(Bb−ε \Ba), for every ε > 0. (4.27)
By combining the convergence with the Pohozaev identity, we also deduce the
following estimate.
Lemma 4.9. We have
lim
µ→∞
eµ(uµ,+(b;a,b)−1)
µ
=
(u′∞,+(b; a, b))
2
2
. (4.28)
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Proof. The Pohozaev identity for uµ,+ provides
|∂Bb|e
µ(uµ,+(b)−1)
µ
= −N − 2
2
∫
Bb\Ba
|∇uµ,+|2 dx− N
2
∫
Bb\Ba
u2µ,+ dx
+
N
µ
∫
Bb\Ba
uµ,+ dx +
∫
∂(Bb\Ba)
u2µ,+
2
dσ, (4.29)
while the Pohozaev identity for u∞,+ gives
|∂Bb|
u′∞,+(b)
2
2
= −N − 2
2
∫
Bb\Ba
|∇u∞,+|2 dx− N
2
∫
Bb\Ba
u2∞,+ dx
+
∫
∂(Bb\Ba)
u2∞,+
2
dσ. (4.30)
The convergence proved in Theorem 4.4 provides the assertion. 
4.3. Non-degeneracy of the increasing solution.
Theorem 4.10. Let vµ solve{
−∆vµ + vµ = µeµ(uµ,+−1)vµ in Bb \Ba
∂νvµ = 0 on ∂(Bb \Ba).
(4.31)
For µ sufficiently large we have vµ ≡ 0.
The proof of this theorem follows very closely that of [3, Theorem 5.1], therefore
we only highlight the main differences.
Lemma 4.11. Let
u˜µ(r) := µ
[
uµ,+
(
b+
r
kµ
)
− uµ,+(b)
]
, r ∈ [−(b− a)kµ, 0], (4.32)
with
k :=
u′∞,+(b; a, b)√
2
. (4.33)
Then
u˜µ(r)→ u˜∞(r) := log 4e
√
2r
(1 + e
√
2r)2
in C1loc(−∞, 0). (4.34)
Proof. Notice first that for every R > 0 there exists C > 0 independent of µ such
that
|u˜µ(r)| + |u˜′µ(r)| ≤ C, r ∈ (−R, 0). (4.35)
Moreover, u˜µ solves the following equation{
−u˜′′µ − N−1b+ rkµ
u˜′µ
kµ
+
u˜µ
k2µ2
+
uµ,+(b)
k2µ
= e
µ(uµ,+(b)−1)
k2µ
eu˜µ , r ∈ [−(b− a)kµ, 0]
u˜µ(0) = u˜
′
µ(0) = 0.
(4.36)
The right hand side of the previous equation is bounded because, thanks to Lemma
4.9, we have
eµ(uµ,+(b)−1)
k2µ
→ 1. (4.37)
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We conclude that also u˜′′µ is bounded in (−R,R), hence u˜µ converges to some
function u in C1loc(−∞, 0), which satisfies{
−u′′ = eu r ∈ [−∞, 0]
u(0) = u′(0) = 0.
(4.38)
Then it is proved in [14, Lemma 4.2] that u has the form in (4.34). 
Lemma 4.12. Let vµ be a nontrivial solution of (4.31) and let
v˜µ(r) :=
vµ
(
b+ r
kµ
)
‖vµ‖L∞(Bb\Ba)
, r ∈ [−(b− a)kµ, 0]. (4.39)
Then v˜µ → 0 in C1loc(−∞, 0).
Proof. Notice first that there exists C > 0 independent of µ such that
|v˜µ(r)| + |v˜′µ(r)| ≤ C, r ∈
(
− (b− a)kµ
2
, 0
)
. (4.40)
Moreover, v˜µ solves the following equation

−v˜′′µ − N−1b+ rkµ
v˜′µ
kµ
+
v˜µ
k2µ2
= e
µ(uµ,+(b)−1)
k2µ
eu˜µ v˜µ, r ∈ (−(b− a)kµ, 0)
v˜′µ(0) = 0
‖v˜µ‖L∞ = 1.
(4.41)
From (4.34), (4.37) and (4.40) we deduce that v˜µ → v˜∞ in C1loc(−∞, 0), with

−v˜′′∞ = 4e
√
2r
(1+e
√
2r)2
v˜∞, r ∈ (−∞, 0)
v˜′∞(0) = 0
‖v˜∞‖L∞ ≤ 1.
(4.42)
Then [14, Lemma 4.2] implies that v˜∞ ≡ 0. 
Lemma 4.13. There exist µ¯ > 1, s¯ ∈ (−(b− a)kµ¯/2, 0) and C > 0 such that
u˜′µ(s) ≥ C (4.43)
for every µ ≥ µ¯, s ∈ (−(b− a)kµ/2, s¯).
Proof. We integrate the equation −(rN−1u′µ,+)′ + rN−1uµ,+ = eµ(uµ,+−1)rN−1 be-
tween a and b+ s/(kµ), with
s ∈
(
− (b− a)kµ
2
, 0
)
,
to obtain(
b+
s
kµ
)N−1
ku˜′µ(s) =
(
b+
s
kµ
)N−1
u′µ,+
(
b+
s
kµ
)
=
∫ b+ skµ
a
uµ,+(t) dt−
∫ b+ skµ
a
eµ(uµ,+−1)tN−1 dt =: I1,µ(s)− I2,µ(s). (4.44)
On the one hand, Theorem 4.4 implies that
I1,µ(s) ≥ 1
2
∫ a+b
2
a
G(t, b; a, b) dt ≥ C, (4.45)
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for a constant C > 0 not depending on µ and s. On the other hand, by the change
of variables τ = kµ(t− b), we have
I2,µ(s) =
∫ s
−(b−a)kµ
eu˜µ(τ)
eµ(uµ,+(b)−1)
kµ
(
b+
τ
kµ
)N−1
dτ
→ kbN−1
∫ s
−∞
eu˜∞(τ) dτ as µ→ +∞,
where in the second line we used (4.34), (4.37) and the Lebesgue dominated con-
vergence theorem. Since
∫ 0
−∞ e
u˜∞(τ) dτ <∞, for every δ > 0 there exists s(δ) < 0,
µ(δ) > 0 such that
I2,µ(s) < δ for every µ > µ(δ) and s ∈ (−(b− a)kµ, s(δ)). (4.46)
By combining (4.44), (4.45) and (4.46) we obtain the statement. 
End of the proof of Theorem 4.10. Using Lemmas 4.12, 4.13 and proceeding ex-
actly as in the proof of [3, Theorem 5.1] Step 3, it is possible to show that any
nontrivial solution vµ of (4.31) satisfies
vµ(r)
‖vµ‖L∞(Bb\Ba)
= G(r, b; a, b)kµ
∫ 0
− b−a2 kµ
eu˜µ(t)v˜µ(t) dt+ oµ(1). (4.47)
For every µ let rµ ∈ [a, b] be such that vµ(rµ) = ‖vµ‖L∞(Bb\Ba). Then (4.47)
provides
1 = G(rµ, b; a, b)kµ
∫ 0
− b−a2 kµ
eu˜µ(t)v˜µ(t) dt+ oµ(1). (4.48)
On the other hand, Lemma 4.12 implies that vµ(b) → 0 as µ → ∞, so that (4.47)
gives
oµ(1) = G(b, b; a, b)kµ
∫ 0
− b−a2 kµ
eu˜µ(t)v˜µ(t) dt, (4.49)
which contradicts (4.48). 
4.4. Uniqueness of the increasing solution. Exploiting the proof of Theorem
4.10, one can also prove that the mountain pass value cµ,+(a, b) in (4.4) is uniquely
achieved (for more details see [3, Theorem 5.1 and Corollary 5.3]).
Theorem 4.14. There exists µ¯(a, b) such that, for µ > µ¯(a, b), the value cµ,+(a, b)
is uniquely achieved by a multiple of uµ,+(·; a, b). In addition, one can choose the
value of µ¯ valid for an open neighbourhood of a and b.
4.5. Regular dependence on the boundary points.
Lemma 4.15. Let µ sufficiently large be fixed. For 0 < A1 < A2 < B1 < B2 as in
Remark 4.2, define
I = {(r, a, b) : A1 < a < A2, B1 < b < B2, a < r < b} . (4.50)
Then the map I ∋ (r, a, b) 7→ uµ,+(r; a, b) is continuous.
Similarly, in the case of the ball, let 0 < B1 < B2 be as in Remark 4.2 and
I = {(r, b) : B1 < b < B2, 0 ≤ r < b}. Then the map I ∋ (r, b) 7→ uµ,+(r; 0, b) is
continuous.
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Proof. We prove the result in the case of the annulus, the case of the ball being
analogous. Let (r, an, bn) be a sequence in I such that an → a∗, bn → b∗. In the
following µ is fixed and we consider sequences in n, hence we denote
un(r) := uµ,+(r; an, bn), u∗(r) := uµ,+(r; a∗, b∗). (4.51)
Let also uˆn, uˆ∗ be the trivial extensions of un, u∗ in the interval [A,B] := [A1, B2]
(extend as a constant outside (an, bn)).
Since {uˆn} is bounded in H1(BB \BA), there exists u˜ ∈ H1(BB \BA) such that
(up to a subsequence)
uˆn ⇀ u˜ weakly in H
1(BB \BA).
We have to prove that u˜ ≡ u∗.
By the pointwise convergence, u˜ is non-decreasing and u˜ ≥ uµ. Let ϕ ∈ C∞c (Bβ∗\
Bα∗), then ϕ ∈ C∞c (Bbn \Ban) for n sufficiently large and the H1-weak convergence
implies ∫
Bb∗\Ba∗
(∇u˜ · ∇ϕ+ u˜ϕ) dx =
∫
Bβ∗\Bα∗
eµ(u˜−1)ϕdx.
Therefore both u˜ and u∗ solve equation (4.1) in Bβ∗ \ Bα∗ . In particular, u˜ is
bounded by Lemma 2.2 and u˜−uµ belongs to the Nehari set N in (4.7). Therefore
u˜ can be used as a test function for cµ,+(α∗, β∗) and the uniqueness result in
Theorem 4.14 provides
Eµ(u∗ − uµ; a∗, b∗) < Eµ(u˜− uµ; a∗, b∗). (4.52)
On the other hand, we have by the H1-convergence
Eµ(u˜ − uµ; a∗, b∗) ≤ lim inf
n→∞ Eµ(uˆn − uµ; a∗, b∗). (4.53)
We combine the two previous inequlity and the continuity of Eµ(·; a, b) with respect
to a and b to obtain
lim
n→∞Eµ(uˆ∗ − uµ; an, bn) = Eµ(u∗ − uµ; a∗, b∗) < Eµ(u˜ − uµ; a∗, b∗)
≤ lim inf
n→∞ Eµ(uˆn − uµ; a∗, b∗) =≤ lim infn→∞ Eµ(un − uµ; an, bn). (4.54)
This implies that uˆ∗ achieves cµ,+(an, bn) for n large, which contradicts Theorem
4.14. 
Lemma 4.16. In the same assumptions of the previous lemma, the maps I ∋
(r, a, b) 7→ uµ,+(r; a, b) and I ∋ (r, b) 7→ uµ,+(r; 0, b) are of class C1.
Proof. The lemma can be proved exactly as in [3, Lemma 5.8], by defining A = A1,
B = B2 and
uˆµ,+(s; a, b) = uµ,+(hs+ k; a, b), (4.55)
with
h =
a− b
A−B and k =
Ab−Ba
A−B . 
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4.6. The decreasing solution in the annulus. In this section we consider prob-
lem (4.1) in an annulus Bb \Ba with a > 0. In this case, the a priori bounds on the
solutions come from the continuity of the embeddingW 1,prad(Bb\Ba) →֒ L∞(Bb\Ba).
More precisely, we have the following.
Lemma 4.17. Let a > 0. There exists C > 0 independent of µ such that every
solution u of (4.1) satisfies
‖u‖C1(Bb\Ba) ≤ C. (4.56)
Proof. From the uniform bounds in Lemma 2.1 and from the continuity of the
embedding W 1,prad(Bb \Ba) →֒ L∞(Bb \Ba), we deduce that u is uniformly bounded
in the L∞-norm. By integrating (4.1) and using again Lemma 2.1 , we obtain
|u′(r)| ≤ 1
rN−1
∫ r
a
(u+ eµ(u−1))sN−1 ds,
and hence the C1-bound since r ≥ a > 0. 
Hence we can prove the existence of a decreasing solution by working in the set
C−(a, b) = {u ∈ H1rad(Bb \Ba) : 0 ≤ u(r) ≤ C for every a ≤ r ≤ b
u(r) ≥ u(s) for every a < r ≤ s ≤ b}. (4.57)
The decreasing solution in the annulus has the same properties as the increasing
solution, which we state without proof.
Theorem 4.18. Let a > 0. For µ > λrad2 (a, b) there exists a decreasing radial
solution uµ,−(r) = uµ,−(r; a, b) of (4.1), which has the following variational char-
acterization
zµ,−(r) := uµ,−(r) − uµ ∈ C−(a, b) (4.58)
and
Eµ(zµ,−; a, b) = inf
z∈C−(a,b)
z 6≡0
sup
t≥0
Eµ(tz; a, b) =: cµ,−(a, b). (4.59)
As µ→∞ we have that
uµ,−(·; a, b)→ u∞,−(·; a, b) := G(·, a; a, b) (4.60)
in H1(Bb \Ba) ∩ C0,γ(Bb \Ba) ∩C∞(Bb \Ba+ε) for every γ ∈ (0, 1) and ε > 0.
Moreover
lim
µ→∞ cµ,−(a, b) =
|∂Ba|
2
u′∞,−(a; a, b). (4.61)
and
lim
µ→∞
eµ(uµ,−(a;a,b)−1)
µ
=
(u′∞,−(a; a, b))
2
2
. (4.62)
For µ sufficiently large, uµ,−(·; a, b) is non-degenerate and cµ,−(a, b) is uniquely
achieved by a multiple of uµ,−(·; a, b). As a consequence, the map I ∋ (r, a, b) 7→
uµ,−(r; a, b) is of class C1 for µ sufficiently large, with I defined in (4.50).
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5. Existence and convergence of the k-layer solutions
5.1. The 1-layer solution. We are in a position to prove the existence and con-
vergence of a solution with one interior maximum point.
Theorem 5.1. For µ sufficiently large there exists a radial solution uµ,1−layer(r; a, b)
of (4.1) having exactly one maximum point at r = s¯µ(a, b). Furthermore
s¯µ(a, b)→ s¯∞ = s¯∞(a, b), uµ,1−layer(r; a, b)→ G(r, s¯∞; a, b)
G(s¯∞, s¯∞; a, b)
(5.1)
as µ → +∞. The point s¯∞ lies in the interior of the interval (a, b) and it is the
unique point which satisfies (
G(r, r; a, b)
rN−1
)′∣∣∣∣∣
r=s¯∞
= 0. (5.2)
Proof. For s ∈ (a, b) let
Lµ(s; a, b) :=
eµ(uµ,+(s;a,s)−1) − eµ(uµ,−(s;s,b)−1)
µ
. (5.3)
By Lemma 4.9 we have that Lµ(·; a, b) converges pointwise to
L∞(s; a, b) :=
(u′∞,+(s; a, s))
2 − (u′∞,−(s; s, b))2
2
. (5.4)
When N ≥ 3, it is proved in [3, Lemma 2.4,Theorem 6.1] that L∞(·; a, b) is strictly
increasing and has a unique interior zero s¯∞(a, b) and that s¯∞ satisfies (5.2). In
case N = 2, the proof can be repeated without changes by making use of the result
in Lemma A.1.
Since Lµ(·; a, b) is continuous for µ sufficiently large (by Lemma 4.15), it has a
zero s¯µ. Then
uµ,1−layer(r; a, b) :=
{
uµ,+(r; a, s¯µ) for r ∈ [a, s¯µ)
uµ,−(r; s¯µ, b) for r ∈ [s¯µ, b]
(5.5)
solves (4.1). 
5.2. C1-convergence of Lµ. In order to construct the k-layer solutions, we first
prove that the functions Lµ defined in (5.3) converge to L∞ in the C1-norm.
Lemma 5.2. Fix a ∈ [0, 1) and a < B1 < B2 ≤ 1. It holds
lim
µ→∞ supb∈[B1,B2]
[
eµ(uµ,+(b;a,b)−1)
µ
− (u
′
∞,+(b; a, b))
2
2
]
= 0. (5.6)
Proof. By contradiction, suppose that (5.6) does not hold. Thus we can find two
sequences µn → +∞ and bn → b ∈ [B1, B2] such that
eµn(uµn,+(bn;a,bn)−1)
µn
− (u
′
∞,+(bn; a, bn))
2
2
→ C > 0.
Using the smoothness of u∞,+, we have
eµn(uµn,+(bn;a,bn)−1)
µn
− (u
′
∞,+(b; a, b))
2
2
→ C > 0. (5.7)
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By Lemma 2.2 (which holds independently of bn) we have
sup
n
(‖u′µn,+(·; a, bn)‖L∞(Bbn\Ba) + ‖uµn,+(·; a, bn)‖L∞(Bbn\Ba)) ≤ C. (5.8)
Let uˆµn,+(r; a, bn) be the trivial extension of uµn,+(r; a, bn) in the interval [a,B2],
and analogously for u∞,+(r; a, b). Then (5.8) implies
uˆµn,+(·; a, bn)→ uˆ∞,+(·; a, b) in C0,γ(BB2 \Ba) and weak-H1(BB2 \Ba).
By using the equation satisfied by uµn,+(r; a, bn) in Bbn \ Ba, we see that the
convergence is also strong in H1(Bb \Ba). Then by repeating the proof of Lemma
4.9 with b = bn and µ = µn we obtain a contradiction with (5.7). 
Lemma 5.3. Fix a ∈ [0, 1) and a < B1 < B2 ≤ 1. There exists C > 0 such that
sup
µ>1
sup
b∈[B1,B2]
∥∥∥∥∂uµ,+∂b (.; a, b)
∥∥∥∥
L∞(Bb\Ba)
≤ C. (5.9)
Proof. We notice that
∂uµ,+
∂b
(r) =
∂uµ,+
∂b
(r; a, b) exists by Lemma 4.16 and solves


−
(
∂uµ,+
∂b
)′′
− N − 1
r
(
∂uµ,+
∂b
)′
+
∂uµ,+
∂b
= µeµ(uµ,+−1)
∂uµ,+
∂b
, r ∈ (a, b)(
∂uµ,+
∂b
)′
(a) = 0(
∂uµ,+
∂b
)′
(b) = −u′′µ,+(b).
(5.10)
We set fµ(r) = fµ(r; a, b) =
∂uµ,+
∂b
(r; a, b) + u′µ,+(r; a, b). We have

−f ′′µ −
N − 1
r
f ′µ + fµ = µe
µ(uµ,+−1)fµ − N − 1
r2
u′µ,+, r ∈ (a, b)
f ′µ(a) = u
′′
µ,+(a)
f ′µ(b) = 0.
(5.11)
Let ϕ be the unique solution of

−ϕ′′ − N − 1
r
ϕ′ + ϕ = 0, r ∈ (a, b)
ϕ′(a) = u∞,+(a)
ϕ′(b) = 0.
(5.12)
Since u′′µ,+(a) = uµ,+(a)− eµ(uµ,+(a)−1) → u∞,+(a) as µ→∞, we have
fµ(r) =
∫ b
a
G(r, s; a, b)
(
µeµ(uµ,+(s)−1)fµ(s)− N − 1
s2
u′µ,+(s)
)
ds+ ϕ(r) + oµ(1),
(5.13)
when µ→∞.
Noticing that u′µ,+ is bounded independently of µ and b, to prove the lemma it
suffices to show that
sup
µ>1
sup
b∈[B1,B2]
‖fµ(.; a, b)‖L∞(Bb\Ba) ≤ C, (5.14)
25
for a constant C > 0 independent of µ and b. Suppose by contradiction that there
exist two sequences (µn)n and (bn)n such that µn → ∞, bn ∈ [B1, B2] → b and
‖fn‖L∞(Bbn\Ba) = ‖fµn(.; a, bn)‖L∞(Bbn\Ba) →∞ when n→∞.
We claim that there exists C > 0 not depending on n and r such that
|f ′n(r)|
‖fn‖L∞(Bbn\Ba)
≤ Cµn, for all r ∈
[
a+ bn
2
, bn
]
. (5.15)
Indeed, integrating (5.11), we see that, for r ∈ [(a+ bn)/2, bn],
|f ′n(r)|
‖fn‖L∞(Bbn\Ba)
rN−1 ≤
∫ bn
r
|fn(t)|
‖fn‖L∞(Bbn\Ba)
tN−1 dt
+
1
‖fn‖L∞(Bbn\Ba)
∫ bn
r
(
µne
µn(uµn,+(t;a,bn)−1)|fn(t)|+ N − 1
t2
|u′µn,+(t; a, bn)|
)
dt.
(5.16)
Since u′µn,+(.; a, bn) is L
∞-bounded independently of n, we have
|f ′n(r)|
‖fn‖L∞(Bbn\Ba)
≤ C + Cµn
∫ bn
r
eµn(uµn,+(t;a,bn)−1) dt.
Then, the claim (5.15) follows from the fact that
∫ bn
r
eµn(uµn,+(t;a,bn)−1) dt is uni-
formly bounded thanks to Lemma 4.11.
Now, we define
f˜n(r) =
fn(bn +
r
kµn
)
‖fn‖L∞(Bbn\Ba)
, r ∈ [−kµn(bn − a), 0] ,
where k is defined as in (4.33). Then, we have

−f˜ ′′n −
N − 1
bn +
r
kµn
1
kµn
f˜ ′n + (
1
kµn
)2f˜n = (
1
kµn
)2µne
µn(uµn,+(.;a,bn)−1)f˜n
− N − 1
(b+ r
kµn
)2
( 1
kµn
)2
u′µn,+(.; a, bn)
‖fn‖L∞(Bbn\Ba)
, r ∈ (−kµn(bn − a), 0)
f˜ ′n(0) = 0.
(5.17)
Notice that here µn(bn − a) → ∞ because bn ≥ B2 > a. By (5.15), we see that
|f˜ ′n| ≤ µn Ckµn ≤ C′. Using the blow-up analysis in Lemma 4.11, we deduce that
f˜n → f˜∞ in C1loc(−∞, 0), where f˜∞ satisfies{
−f˜ ′′∞ = eu˜∞ f˜∞, in (−∞, 0)
f˜ ′∞(0) = 0, |f˜∞| ≤ 1.
One can show, using the classification result of [14], that
f˜n → f˜∞ ≡ 0 in C1loc(−∞, 0). (5.18)
This implies, proceeding as in Step 3 of [3, Theorem 5.1], that (5.13) can be rewrit-
ten as
fn(r)
‖fn‖L∞(Bbn\Ba)
= G(r, bn; a, bn)kµ
∫ 0
−kµn bn−a2
eu˜µn,+(t;a,bn)f˜n(t) dt+ on(1).
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Let rn ∈ [a,B2] be such that fn(rn) = ‖fn‖L∞(Bbn\Ba) Then, we obtain that
1 = G(rn, bn; a, bn)kµ
∫ 0
−kµn bn−a2
eu˜µn,+(t;a,bn)f˜n(t) dt+ on(1).
We obtain a contradiction with the fact that f˜n(bn) = on(1) (which can be deduced
from (5.18)). This provides (5.14) and hence concludes the proof. 
Corollary 5.4. Fix a ∈ [0, 1) and a < B1 < B2 ≤ 1. For every b ∈ [B1, B2] there
exists a function C(b) such that
∂uµ,+
∂b
(r; a, b)→ C(b)u∞,+(r; a, b), r ∈ (a, b), (5.19)
pointwise as µ→∞ (recall the definition of u∞,+ in (4.25)).
We recall the following result.
Lemma 5.5 ([3, Lemma 7.3]). We have
(N − 1)
∫ b
a
u′∞,+u∞,+r
N−3 dr = bN−1
(
u′′∞,+(b)− u′∞,+(b)2
)− aN−1u∞,+(a)2,
(5.20)
2
∫ b
a
u2∞,+r
N−1 dr = bN−1
(
u′∞,+(b) + bu
′′
∞,+(b)
)− bNu′∞,+(b)2 − aNu∞,+(a)2.
(5.21)
Lemma 5.6. For 0 ≤ a < b ≤ 1 we have
lim
µ→∞µ
∂uµ,+
∂b
(b; a, b) = 2
u′′∞,+(b; a, b)− (u′∞,+(b; a, b))2
u′∞,+(b; a, b)
. (5.22)
Proof. Let w := u′µ,+, then

−w′′ − N − 1
r
w′ + w = µeµ(uµ,+−1)w − N − 1
r2
w, r ∈ (a, b)
w(a) = w(b) = 0
w′(a) = u′′µ,+(a), w
′(b) = u′′µ,+(b).
(5.23)
We multiply equation (5.23) by rN−1 ∂uµ,+
∂b
and equation (5.10) by rN−1w; we
integrate in (a, b) and subtract the two, to get
bN−1u′′µ,+(b)
∂uµ,+
∂b
(b)− aN−1u′′µ,+(a)
∂uµ,+
∂b
(a) = (N − 1)
∫ b
a
u′µ,+
∂uµ,+
∂b
rN−3 dr.
(5.24)
Let z := ru′µ,+, then

−z′′ − N − 1
r
z′ + z = eµ(uµ,+−1)(2 + µz)− 2uµ,+, r ∈ (a, b)
z(a) = z(b) = 0
z′(a) = au′′µ,+(a), z
′(b) = bu′′µ,+(b).
(5.25)
Proceeding as above we obtain
bNu′′µ,+(b)
∂uµ,+
∂b
(b)−aNu′′µ,+(a)
∂uµ,+
∂b
(a) = 2
∫ b
a
∂uµ,+
∂b
(uµ,+−eµ(uµ,+−1))rN−1 dr.
(5.26)
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Integrating (5.10) we deduce∫ b
a
eµ(uµ,+−1)
∂uµ,+
∂b
rN−1 dr =
1
µ
(∫ b
a
∂uµ,+
∂b
rN−1 dr + bN−1u′′µ,+(b)
)
, (5.27)
hence we can rewrite (5.26) as follows
bNu′′µ,+(b)
∂uµ,+
∂b
(b)− aNu′′µ,+(a)
∂uµ,+
∂b
(a) +
2
µ
bN−1u′′µ,+(b)
= 2
∫ b
a
∂uµ,+
∂b
(
uµ,+ − 1
µ
)
rN−1 dr. (5.28)
We can pass to the limit in (5.24) and in (5.28) by means of the estimates (4.27),
(4.28) and (5.19). We combine the result with Lemma 5.5, to obtain
−µ
(
u′∞,+(b)2
2
+ o(1)
)
∂uµ,+
∂b
(b) = C(b)
(
u′′∞,+(b)− u′∞,+(b)2
)
+ o(1)
− µb
(
u′∞,+(b)2
2
+ o(1)
)
∂uµ,+
∂b
(b)− u′∞,+(b)2
= C(b)
(
u′∞,+(b) + bu
′′
∞,+(b)− bu′∞,+(b)2
)
+ o(1),
where we also used the fact that u′′∞,+(a) = u∞,+(a) and
1
µ
∫ b
a
u∞,+rN−1 dr = o(1). (5.29)
From the previous system we get
C(b) = −u′∞,+(b) (5.30)
and (5.22). 
Lemma 5.7. Fix a ∈ [0, 1) and a < B1 < B2 ≤ 1. It holds
lim
µ→∞ supb∈[B1,B2]
[
µ
∂uµ,+
∂b
(b; a, b)− 2u
′′
∞,+(b; a, b)− (u′∞,+(b; a, b))2
u′∞,+(b; a, b)
]
= 0 (5.31)
Proof. By contradiction, suppose that there exist two sequences µn → +∞ and
bn → b ∈ [B1, B2] such that
µn
∂uµn,+
∂b
(bn; a, bn)− 2
u′′∞,+(b)− (u′∞,+(b))2
u′∞,+(b)
→ C > 0. (5.32)
Since the bound in Lemma 5.3 is uniform in b, we can repeat the proof of Lemma
5.6 with µ = µn and b = bn to obtain
µn
∂uµn,+
∂b
(bn; a, bn)− 2
u′′∞,+(b)− (u′∞,+(b))2
u′∞,+(b)
→ 0,
which contradicts (5.32). 
For the decreasing solution, in the same fashion, we can prove the following.
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Lemma 5.8. Fix b ∈ (0, 1] and 0 < A1 < A2 < b. We have
lim
µ→∞ supa∈[A1,A2]
[
eµ(uµ,−(a;a,b)−1)
µ
− (u
′
∞,−(a; a, b))
2
2
]
= 0,
and
lim
µ→∞ supa∈[A1,A2]
[
µ
∂uµ,−
∂a
(a; a, b)− 2u
′′
∞,−(a)− (u′∞,−(a))2
u′∞,−(a)
]
= 0.
Theorem 5.9. Fix 0 ≤ a < b ≤ 1. Let Lµ and L∞ be defined as in (5.3) and (5.4)
respectively. For every ε > 0 we have
Lµ(.; a, b)→ L∞(.; a, b) in C1(a+ ε, b− ε).
Proof. Given ε > 0, we can take B1 = a+ ε, B2 = b, A1 = a and A2 = b− ε in the
previous Lemmas. By Lemmas 5.2 and 5.8 we have
lim
µ→0
sup
s∈[a+ε,b−ε]
|Lµ(s; a, b)− L∞(s; a, b)| = 0.
Concerning the derivative, notice that
∂
∂b
(
eµ(uµ,+(b;a,b)−1)
µ
)
=
eµ(uµ,+(b;a,b)−1)
µ
µ
∂uµ,+
∂b
(b; a, b).
Using Lemmas 5.2 and 5.7, we have
lim
µ→∞ supb∈[B1,B2]
∣∣∣∣ ∂∂b
(
eµ(uµ,+(b;a,b)−1)
µ
)
− (u
′
∞,+(b; a, b))
2
2
2
u′′∞,+(b; a, b)− (u′∞,+(b; a, b))2
u′∞,+(b; a, b)
∣∣∣∣∣ = 0 (5.33)
On the other side, it is proved in [3, Theorem 7.8] that
∂
∂b
(
(u′∞,+(b; a, b))
2
2
)
= u′∞,+(b; a, b)
[
u′′∞,+(b; a, b)− (u′∞,+(b; a, b))2
]
.
Since an analogous result holds for uµ,−(a; a, b), this concludes the proof. 
Corollary 5.10. Given 0 ≤ a¯ < b¯ ≤ 1, there exists ε > 0 and µ¯ such that
s¯µ(a, b) is of class C
1 for (a, b) ∈ [a¯− ε, a¯+ ε, b¯− ε, b¯+ ε], (5.34)
uµ,1−layer(b; a, b) is continuous for (a, b) ∈ [a¯− ε, a¯+ ε, b¯− ε, b¯+ ε], (5.35)
uµ,1−layer(a; a, b) is continuous for (a, b) ∈ [a¯− ε, a¯+ ε, b¯− ε, b¯+ ε], (5.36)
for every µ ≥ µ¯.
Proof. In order to prove (5.34), recall that s¯µ is implicitly defined by the relation
Lµ(s¯µ; a, b) = 0. It is proved in [3, Theorem 6.1] that
∂
∂s
L∞(s; a, b) > 0.
The proof therein is for N ≥ 3, but it can be repeated without changes in the case
N = 2 by making use of Lemma A.1. Then Theorem 5.9 implies that for every
ε > 0 there exists µ¯ such that
∂
∂s
Lµ(s; a, b) > 0 for s ∈ [a− ε, b+ ε], µ ≥ µ¯.
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Since s¯µ → s¯∞, which lies in the interior of the interval (a, b), we deduce that
∂
∂s
Lµ(s¯µ; a, b) > 0
for µ sufficiently large. The Implicit Function Theorem then implies that s¯µ(a, b)
is locally of class C1.
Next recall that, by definition,
uµ,1−layer(b; a, b) = uµ,−(b; s¯µ(a, b), b), uµ,1−layer(a; a, b) = uµ,+(a; a, s¯µ(a, b)).
Then (5.35) and (5.36) follow by combining Lemma 4.16 with (5.34). 
Corollary 5.11. For every ε > 0 we have that uµ,+(a; a, s¯µ(a, b))→ u∞,+(a; a, s¯∞(a, b))
and uµ,−(b; s¯µ(a, b), b)→ u∞,−(b; s¯∞(a, b), b) uniformly in the set {ε < a < a+ ε <
b < 1− ε} for every µ ≥ µ¯.
Proof. Proceeding as in [3, Lemma 5.9], one can see that to prove that uµ,+(a; a, sµ(a, b))→
u∞,+(a; as∞(a, b)) uniformly in a, one only needs to prove that uµ,+(.; a, sµ(a, b))
is equicontinuous in a, which is implied by∥∥∥∥ ∂∂a(uµ,+(.; a, sµ(a, b)))
∥∥∥∥
∞
≤ C,
for some constant C not depending on µ and a. We already know proceeding as in
Lemma 5.3 that
∥∥∥∥ ∂∂a(uµ,+(.; a, b))
∥∥∥∥
∞
≤ C. Thus, the result will follow if we can
prove that
∥∥∥∥ ∂∂asµ(a, b)
∥∥∥∥
∞
≤ C. Let us recall that sµ(a, b) is defined implicitly by
the relation Lµ(sµ(a, b); a, b) = 0. Taking the derivative with respect to a, we find
∂sL(sµ; a, b)∂asµ + ∂aL(sµ; a, b) = 0.
So
∂asµ = −(∂sL(sµ; a, b))−1∂aL(sµ; a, b).
We have (∂sL(sµ; a, b))
−1 < ε−1 not depending on µ and a since ∂sL∞(s∞; a, b) > ε˜
and Lµ(.; a, b) → L∞(.; a, b) uniformly in C1(s∞ − ε1, s∞ + ε1). We also have,
proceeding as in Theorem 5.9,
‖∂aL(sµ; a, b)‖ ≤ C.
The proof follows. 
5.3. Proof of Theorem 1.4. Given k ∈ N0, let
T =
{
(β1, . . . , βk−1) ∈ Rk−1 : 0 = β0 < β1 < . . . < βk−1 < βk = 1
}
,
In each interval [βj−1, βj ], we consider the 1-layer solution uµ,1−layer(r;βj−1, βj)
constructed in Theorem 5.1 and we denote by αµ,j(βj−1, βj) its unique maximum
point. Recall that
αµ,j → α∞,j = α∞,j(βj−1, βj), with
(
G(r, r;βj−1, βj)
rN−1
)′∣∣∣∣∣
r=α∞,j
= 0. (5.37)
We first look for the solutions of point (i) of the statement, having k interior
maximum points. We aim to find (for µ sufficiently large) a zero of the function
Mµ = (M
(1)
µ , . . . ,M
(k−1)
µ ) : T → Rk−1, defined as
M (j)µ (β1, . . . , βk−1) = uµ,1−layer(βj ;βj , βj+1)− uµ,1−layer(βj ;βj−1, βj),
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for j = 1, . . . , k − 1. We also define M∞ = (M (1)∞ , . . . ,M (k−1)∞ ) : T → Rk−1 as
M (j)∞ (β1, . . . , βk−1) =
G(βj , α∞,j+1;βj , βj+1)
G(α∞,j+1, α∞,j+1;βj , βj+1)
− G(βj , α∞,j ;βj−1, βj)
G(α∞,j , α∞,j ;βj−1, βj)
,
for j = 1, . . . , k − 1. It is proved in [3, Theorem 2.14] that, given P ∈ T , M∞ is
homotopic to Id − P in T ,. By the excision property of the topological degree,
there exists an open set U , with U ⊂ T , such that
deg(M∞, U, 0) = 1.
Since Mµ →M∞ uniformly in U (Corollary 5.11) and Mµ is continuous in U for µ
sufficiently large (Corollary 5.10), the Rouche´’s property of the topological degree
(see for example [13, Corollary 3.4.2]) yields to
deg(Mµ, U, 0) = 1.
Therefore Mµ has an interior zero (β¯, . . . , β¯k−1 and
u = uµ,1−layer(r; β¯j−1, β¯j), r ∈ (β¯j−1, β¯j), j = 1, . . . , k
is the required solution.
In order to find the solutions of point (ii) of the statement, having k− 1 interior
maximum points and one maximum point at r = 1, we similarly define M˜µ =
(M˜
(1)
µ , . . . , M˜
(k−1)
µ ) : T → Rk−1 as M˜ (j)µ =M (j)µ , for j = 1, . . . , k− 2 and M˜ (k−1)µ =
uµ,+(βk−1;βk−1, 1)−uµ,1−layer(bk−1; bk−2, bk−1). It can be proved as in [3, Theorem
2.14] that M˜∞ is homotopic to Id− P , hence we can proceed as above.
Appendix A. Green’s function in dimension 2
In this appendix we prove the analogous of [3, Proposition 2.1] in the 2-dimensional
case (the case N = 2 is not treated in [3]).
Lemma A.1. There exist two positive, linearly independent solutions ζ ∈ C2((0, 1])
and ξ ∈ C2([0, 1]) of the equation
−u′′ − 1
r
u′ + u = 0 in (0, 1),
satisfying
ξ′(0) = ζ′(1) = 0, r(ξ′(r)ζ(r) − ξ(r)ζ′(r)) = 1, ∀r ∈ (0, 1]. (A.1)
Moreover, ξ is bounded and increasing in [0, 1], ζ is decreasing in (0, 1] and
ξ(0) = 1, lim
r→0+
ζ(r)
− ln r = 1, limr→0+(−rζ
′(r)) = 1.
As a consequence, the Green function defined in (1.11) (for N = 2) can be written
as follows
G(r, s) =
{
sN−1ξ(r)ζ(s) for r ≤ s
sN−1ξ(s)ζ(r) for r > s. (A.2)
Proof. Let ξ(r) := I0(r) be the modified Bessel function of the first kind (see
(10.25) of [26]). It is well-known that ξ is positive, bounded, increasing, and that
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ξ′(0) = 0, ξ(0) = 1. Let s = ln r, s ∈ (−∞, 0] and ϕ(s) = ξ(es). In this new
variable, we have that

ϕ′′ + ϕe2s = 0 in (−∞, 0)
lim
s→−∞ϕ(s) = 1, lims→−∞ϕ
′(s) = 0,
ϕ(0) = ξ(1) > 0, ϕ′(0) = ξ′(1) > 0.
We set
ψ(s) := ϕ(s)
{
1
ϕ(0)ϕ′(0)
+
∫ 0
s
1
ϕ2(t)
dt
}
.
By direct calculations one can check that ψ′(0) = 0,
−ψ′′ + e2sψ = 0, and ϕ′(s)ψ(s)− ψ′(s)ϕ(s) = 1,
for every s ∈ (−∞, 0). We also have ψ′(s) = − ∫ 0
s
ψ(t)e2tdt < 0. Moreover, the
relation lim
s→−∞ϕ(s) = 1 implies
lim
s→−∞ψ
′(s) = −1,
and using L’hospital rule,
lim
s→−∞
ψ(s)
s
= lim
s→−∞ψ
′(s) = −1.
Thus letting ζ(r) := ψ(ln r), we have all the claimed properties.
Finally, in order to prove (A.2), we have to show that, for all ϕ ∈ C∞([0, 1]),
∫ 1
0
(
∂G
∂r
(r, s)ϕ′(r) +G(r, s)ϕ(r)
)
rN−1 dr = sN−1ϕ(s). (A.3)
By the defintion G in (A.2), the left hand side of (A.3) rewrites as
∫ s
0
(ξ′(r)ϕ′(r) + ξ(r)ϕ(r)) ζ(s)sN−1rN−1 dr
+
∫ 1
s
(ζ′(r)ϕ′(r) + ζ(r)ϕ(r)) ξ(s)sN−1rN−1 dr.
We integrate by parts and we use the equation satisfied by ξ and ζ and the respective
boundary conditions, to obtain
∫ s
0
sN−1ζ(s)ϕ(r)
[−(rN−1ξ′(r))′ + ξ(r)rN−1] dr + s2N−2ξ′(s)ζ(s)ϕ(s)
+
∫ 1
s
sN−1ξ(s)ϕ(r)
[−(rN−1ζ′(r))′ + ζ(r)rN−1] dr − s2N−2ξ(s)ζ′(s)ϕ(s)
= s2N−2ξ′(s)ζ(s)ϕ(s) − s2N−2ξ(s)ζ′(s)ϕ(s).
Then using (A.1) we obtain sN−1ϕ(s), so that (A.3) is proved. 
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