Abstract: In this paper we consider a four-parameter equation including the Camassa-Holm and the Dulling-Gottwald-Holm equations, among others. We prove the existence and uniqueness of solutions to a Cauchy problem involving the equation using Kato's approach. Conservation laws of the equation up to second order are also investigated. From these conservation laws we establish some properties of the solutions of the equation under consideration and we also find a quadrature for it. The quadrature obtained is of capital importance in a classification of bounded travelling wave solutions of the equation studied. We also find some explicit solutions, given in terms of elliptic integrals. Finally, we classify the members of the equation describing pseudo-spherical surfaces.
Introduction
The Camassa-Holm (CH) equation m t + um x + 2u x m = 0, m = u − u xx , was named after the pioneering work of Camassa and Holm [7] . Despite the fact that the equation itself was discovered earlier from the investigation of equations having Hamiltonian representations [29] , it was the work of Camassa and Holm that derived the equation from a physical background and showed its relevance in the physics of fluids. Since then, this sort of equation has been subject of intense research, which is easy to understand due to its physical relevance [7, 25, 38] , but also the rich mathematical structures behind the equation [12-17, 26, 35, 42, 53, 62, 66] .
From the myriad of properties of the CH equation, we point out its solutions [12-17, 35, 62] -among them, the peakons seem to be the most fashion and attractive [16, 42] -, its algebraic properties [51, 66] and geometrical aspects [26, 53] are equally rich and attractive.
Since its derivation, other equations sharing common properties with the CH equation have been discovered and investigated, from both mathematical or physical motivations [3, 19, 20, [23] [24] [25] 31, 32, 37, 51, 58] , which are also subject of interest for a wide spectra of researchers and from different frames, see [3,5,19-22, 34-36, 46, 50, 51, 54, 62, 66] and references therein. Moreover, modifications, extensions and generalizations of these equation have also intensely been studied, see [3, 20, 34, 46, 50, 51, 66] and references thereof.
More recently, a Camassa-Holm type equation incorporating Coriolis effects 1 was proposed [10, 31, 32, 58] : and Ω is parameter related to the Coriolis effect. We recall that the Coriolis effect is typically a manifestation of rotation when Newton's laws are applied to model physical phenomena on the Earth's surface. Throughout this paper, both ∂ z (·) or (·) z mean partial derivative with respect to the a generic variable z. In (1.0.1), u = u(x, t) is the dependent variable, which physically describes the elevation of the water surface, while x and t are variables related to space and time, respectively. In the remaining of our work, we shall maintain these variables for the equations we want to investigate.
In view of the constants in (1.0.1), we observe that the β 0 , ω 1 and ω 2 in (1.0.2) cannot vanish simultaneously and c > 0. Therefore, although from a physical framework it is relevant to consider (1.0.1) with the restrictions (1.0.2), from a mathematical perspective these constraints impose restrictions on (1.0.1).
In [32] , the authors classified the types of travelling wave solutions that (1.0.1) can admit. The classification carried out in that reference is influenced, as should be expected, by the constraints (1.0.2). However, the classification in [32] was made on a very restrictive condition (that we shall comment very soon), which led, actually, to a partial classification of the travelling wave solutions admitted by the equation. For example, periodic waves are not considered in their, and we can explain this due to the very specific choice they made in [32] to analyze this fact.
One of the interesting properties of the CH equation is the fact that it describes pseudo-spherical surfaces, as proved by Reyes in [53] , see also [54] . Then, a natural question about (1.0.1), since it generalizes the CH equation, is if it shares this property with the CH equation. This point was not investigated in [10, 31, 32, 58] .
Another interesting point is about the local well-posedness of the equation (1.0.1). It is well-known that the CH equation is well posed under mild conditions on the initial data, e.g, see [26, 50, 62] . This result can be proved using Kato's theory [39] , as it was done in the mentioned references. However, in [32] the local well-posedness of (1.0.1) is claimed, but not proved, whereas in [10, 31, 58] it is considered in a different perspective.
Another attractive point of the CH equation is the existence of peakons, which are weak peaked solutions of the equation [7, 42] . In [7] it was shown the exhibited peakon solutions behaving as solitons (see also [3, 24] ), whereas in [42] periodic peakon solutions to the CH equation were proven to exist. Regarding equation (1.0.1), it does not admit peakons like the ones admitted by the CH equation (in particular, those with e −|x| shape and non-periodic), see [32] , although so far the existence or not of periodic peakons of (1.0.1) is a mystery.
Our motivation to write this paper was references [31, 58] , which lead us to consider firstly the local-well posedness, geometrical aspects and the types of bounded travelling wave solutions that (1.0.1) would admit. To this end, we consider the equation m t + u m x + 2u x m = αu x + βu 2 u x + γu 3 u x + Γu xxx , m = u − ǫ 2 u xx , u = u(t, x), (ǫ, Γ) = (0, 0).
where α, β, γ, Γ and ǫ are real constants, without any dependence or relations among them, at least to first sight. It can be rewritten in the following convenient form: u t − ǫ 2 u txx = ǫ 2 uu xxx + 2ǫ 2 u x u xx + (α − 3u + βu 2 + γu 3 )u x + Γu xxx .
(1.0. 4) We observe that (1.0.4) includes the CH equation (β = γ = Γ = 0), the Dulling-Gottwald-Holm (DGH) equation (β = γ = 0), the KdV equation (ǫ = β = γ = 0), Gardner equation (ǫ = γ = 0) and, more generally, it is a particular case of the generalized KdV equation [40] when ǫ = 0. Clearly, it also has (1.0.1) with the restrictions (1.0.2) as a very particular case.
Although we avoid any restriction on the parameters in (1.0.4), we want to impose a weak, but very technical, restriction: (ǫ, Γ) = (0, 0). This is taken because if both ǫ and Γ vanish, then (1.0.3) and (1.0.4) are reduced to a transport equation. We observe that ǫ may be 0, which makes (1.0.3) an evolution equation.
Our first result regards the existence and uniqueness of solutions to (1.0.4). To achieve this goal, we make use of the machinery developed by Kato [39] , which was a tool for proving similar results to KdV type equations [26, 39, 40] , the CH equation [26, 62] and generalizations of the latter [46, 50] .
The fact that ǫ is arbitrary brings some nuance to the problem and, in essence, our result of Hadamard well-posedness will depend on whether ǫ = 0 or not. Whereas we should be careful regarding this parameter, we have the following "existence result" for existence and uniqueness of solutions to (1.0.4): Theorem 1.1. Given (ǫ, Γ) = (0, 0), there exist Hilbert spaces H 1 = H 1 (ǫ, Γ), H 2 = H 2 (ǫ, Γ) and T > 0 such that, if the initial datum u 0 ∈ H 1 , then the problem    u t − ǫ 2 u txx = ǫ 2 uu xxx + 2ǫ 2 u x u xx + (α − 3u + βu 2 + γu 3 )u x + Γu xxx , u(x, 0) = u 0 (x) (1.0.5) has a unique solution u ∈ C 0 (H 1 , [0, T )) ∩ C 1 (H 2 , [0, T )). Moreover, T depends only on the initial data.
As we will show, if ǫ = 0, then H 1 = H s (R) and H 2 = H s−3 (R), with s > 3/2. This is, actually, a particular case of the results of Kato [40] , see Lemma 2.6 in Subsection 2.2. What remains to be proved is the case ǫ = 0, which is more delicate. We will show that for this case we can take H 1 = H s (R) and H 2 = H s−1 (R), s > 3/2. Here, H s (R) is the Sobolev space of order s, see Subsection 2.1.
A crucial step to help us to prove Theorem 1.1 is the following: Theorem 1.2. Let m ≥ 2 be a natural number, s ∈ (3/2, m), h, g ∈ C m+3 (R), with h(0) = 0. If u 0 ∈ H s (R), there exists a maximal time T = T (u 0 ) > 0 and a unique solution u to the Cauchy problem has a unique solution u = u(·, u 0 ) ∈ C 0 (H s (R); [0, T )) ∩ C 1 (H s−1 (R), [0, T )) depending continuously on the initial data.
Similar results of Theorem 1.2 and Corollary 1.1 are known, e.g, [34, 46, 50] . However, these previous achievements impose the restriction g(0) = 0, as in [34, 46] , or take g(u) = u, as in [50] . These restrictions are eliminated in our demonstration. Therefore, Theorem 1.2 improves and generalizes these previous results, while, at the same time, not only proves Theorem 1.1 (which is a very particular case of Corollary 1.1), but also other results regarding CH type equations, see [22, 26, 62] . The proofs of theorems 1.1, 1.2 and its corollary are done in Section 2.
A natural step in the investigation of equation (1.0.4) is its conservation laws. Then, in Section 3 we consider their conservation laws up to second order. The restriction to second order means that we construct vector fields whose components are functions of t, x, u and derivatives of u up to second order and whose divergence vanishes on the solutions of the equation. From these conservation laws, in Section 4, we explore some properties of the solutions of (1.0.4), as shown in Section 4.
The conservation laws enable us to find a quadrature to (1.0.4). This quadrature is the cornerstone to proceed a deep investigation of the bounded travelling waves of equation (1.0.4). Actually, we classify these solutions following the ideas developed in [42] . Our classification splits in several cases, depending on the values of the parameters and the zeros of the polynomial
It worth emphasizing that in [32] the authors proposed a classification of bounded traveling wave solutions for the equation (1.0.1) with the restriction given by (1.0.2). However, during the integration process to obtain the quadrature form of the equation (namely equation (5.4) in the aforementioned paper), the constants of integration are neglected in order to obtain a polynomial equivalent to
where a 3 , a 2 , a 1 and a 0 are given coefficients, eventually depending on the constants of (1.0.1). Therefore, by neglecting the constants of integration, the authors cannot guarantee the existence of periodic solutions (see Section 5 for more details).
In our work, we shall classify the bounded travelling waves of equation (1.0.4) using (1.0.8). We observe that the set of zeros of (1.0.8) englobes that of (1.0.9). As a consequence of the use of (1.0.8), we have:
• 138 cases analyzed, see theorems 5.1 -5.10;
• classification of bounded travelling waves for the case ǫ = 0, see Subsection 5.3;
• classification of the bounded travelling waves for the case ǫ = 0, see Subsection 5.4. Here we not only recover the results in [32] , but as already mentioned, we classify the periodic waves, which have not been previously considered.
In Section 6 we find some explicit travelling wave solutions for (1.0.4). We show that this equation can only admit peakon solutions [3, 7, 21] when equation (1.0.4) is reduced to the Dullin-Gottwald-Holm equation [25] . We also find some solutions expressed in terms of elliptic integrals.
Geometrical aspects of equation (1.0.4) are also studied in our work. More precisely, we investigate members of this class that describes pseudo-spherical surfaces (hereafter, simply PSS) [11, [52] [53] [54] 57] . Such equations have a beautiful geometric structure, since the domain of their solutions can be endowed with a Riemannian metric of constant Gauss curvature K = −1. It is known for a long time [11] that several integrable equations (see [1, 2, 48, 59 ] for a better discussion about this subject) have this property, although not all equations describing PSS are integrable (some examples can be found in [57] ).
To pursue this goal, we make use of some recent contributions due to Silva and Tenenblat [57] , where they investigated equations describing PSS of the form
with associated 1-forms
where the coefficient functions f ij , i = 1, 2, 3 and j = 1, 2, depend on x, t, u and derivatives of u. In Section 7 we will introduce and explain all information needed regarding these concepts. We observe that the aforementioned reference is useful provided ǫ = 0 in (1.0.4). If this condition is satisfied, by scaling time and then making the shift u → u − Γ we can transform equation (1.0.4) in an equation of the same type as taking Γ = 0 in (1.0.4). However, in case ǫ = 0, not only these transformations are useless, but also the reference [57] . In this situation, our main ingredient to classify the members of the class (1.0.4) (with ǫ = 0) describing PSS is another work due to Rabelo and Tenenblat [52] . There it was investigated whether the class of evolution equations u t = u xxx + G(u, u x , u xx ) describes PSS. Again we make the following observation: in this case, we can eliminate the constant α making a suitable shift in u, in a similar form as described above. Our main contribution regarding PSS described by members of (1.0.4), which will be proved in Section 7, is the following Theorem 1.3. Equation (1.0.4) describes PSS in the following cases:
1. if ǫ = 0, after eliminating α, and ω 2 = ηdx + f 22 dt, 2. if ǫ = 0, after eliminating Γ, if and only if β = γ = 0. In this case, the associated one-forms (1.0.11) are given by
where η is a constant.
If ǫ = 0, equation (1.0.4) becomes a member of a family of evolution equations considered in [52] . Then, the first part in Theorem 1.3 is a consequence of the results proved in [52] . The particular case α = β = γ = Γ = 0 corresponds to the CH equation and such an equation is known to describe PSS, see [53] .
Contributions of the paper and its outline
Our goal in this paper is the investigation of equation (1.0.4), which is a mathematical extension of the model (1.0.1) recently proposed and studied in [10, 31, 58] . The equation we pay attention, however, is somewhat richer than (1.0.1) once it is not under the restrictions imposed by the constraints (1.0.2). Our contributions in this paper can be summarized as follows:
• we prove a local well-posedness result to (1.0.4). To achieve this purpose, we generalize a theorem presented in [46] . As a consequence of this generalization, we have the local well-posedness of (1.0.4) garanteed, and the same result to (1.0.1) as an immediate implication. In essence, the result originally proved in [46] was similar to the one presented in Corollary 1.1, but with the strong condition g(0) = 0. In our case, we removed this restriction, which makes our result applicable to a larger class of equations of the type (1.0.6). Note that (1.0.7) is a particular case of the former equation under the shift g → g + Γ. We observe that in [32] the local well-posedness of (1.0.1) is claimed, but its demonstration is omitted. This part is the subject of Section 2.
• we establish conservation laws for equation (1.0.4). We observe that finding a conservation laws is not a simple matter from practical point of view, see [59, 61] . Then, we impose the following restrictions on the conserved currents we look for: they should depend up to second order derivatives, with particular emphasis to case ǫ = 0. Case ǫ = 0 is barely considered because the conservation laws for the family obtained with this condition has been widely investigated along the last five decades.
To cite a few, several conservation laws for this case can be found in [1, 2, 27, 28, 49, 59, 61, 65] and references therein. This is done in Section 3.
Moreover, if we do not impose the restriction ǫ = 0 we are able to find conservation laws very useful to obtain qualitative information about the behavior of the solutions of (1.0.4), such as preservation of the sign of the initial condition and a quadrature that holds for any value of ǫ. These results are proven in Section 4.
• The quadrature we have just mentioned is crucial in the classification of bounded travelling wave solutions of (1.0.4). For the case ǫ = 0 we have classified 24 cases of travelling wave solutions, whereas for ǫ = 0 we have classified 114 cases of wave solutions. We observe that in [32] a classification of travelling waves were carried out to, but the quadrature the authors considered is a very special case of our and they classified only 15 cases. Then, our classification, presented in Section 6, is more complete than that carried out in [32] .
• In Section 7 we provide a complete description of members of (1.0.4) describing PSS. As an application of our result, find the members of (1.0.1) that can describe this sort of surfaces. This is done by imposing (1.0.1) to satisfy certain conditions, which implies on restrictions on the parameters (1.0.2). Consequently, we find the values of the physical variable Ω that allow (1.0.2) compatible with the fact that (1.0.1) describes PSS.
• We discuss our results in Section 8, whereas in Section 9 we present our conclusions.
Well-posedness
In this section we prove Theorem 1.1. Our main ingredient is Kato's approach [39, 40] , which we shall summarize in the subsection 2.2. Firstly we present a short review on function space and fix the terminology. Then, in Subsection 2.3 we prove some technical results that will be used in subsections 2.4 and 2.5 to prove theorems 1.2 and 1.1, respectively.
Preliminaries
It will be convenient to recall some terminology on function spaces and also fix some notation and terminology. For further details about these topics, see [4, 33, 63] . The Hilbert space of all square integrable equations on the real line R is denoted by L 2 (R) and is endowed with the norm
More generally, given p ∈ [1, ∞), by L p (R) we denote the space of functions f : R → R such that
It has the structure of a Banach space when endowed with the norm
For p = ∞, we have the Banach (L ∞ (R), · ∞ ), where
be the set of C p functions f : R → R with compact support. The set of infinitely many smooth functions decaying as faster as any power to 0 at infinity, with the same property holding to any of their derivatives, is denoted by S(R) and is referred as the Schwartz space. We observe that C ∞ 0 (R) = S(R) and an element of S(R) is called test function. The dual topological space of S(R) is denoted by S ′ (R) and its members are called tempered distributions. Given a tempered distribution φ, its Fourier transform F(φ) is denoted byφ. Explicitly, we haveφ
Moreover, its inverse is given by
Very often in this work, given a function u = u(x, t), we shall consider the function x → u(x, t) and consider its Fourier transform, to each fixed value of t.
Given s ∈ R, the space H s (R) of the tempered distributions u ∈ S ′ (R) such that (1 + |ξ| 2 ) s/2û (ξ) ∈ L 2 (R) is a Hilbert space when endowed with the inner product
More generally, through this paper, if X is a Banach space, its norm will be denoted by · X , whereas if H is a Hilbert space, its inner product will be referred as ·, · H .
Consider the family {H s (R), s ∈ R}. We recall the following facts (see [67] , chapter 4, or [26] ):
We have the sequel of continuous and dense embeddings for s ≥ t: 
Although we have a family of operators Λ s , s ∈ R, the most important one for our purposes is Λ 2 , which can be identified as the differential operator 1 − ∂ 2
x , while its inverse is given by Λ −2 f = p * f , where p(x) = e −|x| /2, * denotes the usual convolution and ǫ = 0. Instead of Λ 1 , through this paper we will simply use Λ. 
We shall make use of the estimates [41, 45, 67] 
Proof. See [45] , Theorem 3.5 on page 51, or [67] , Exercise 6 on page 320.
Lemma 2.1 is also known as Algebra Property.
Proof. See Lemma A1 in [39] .
Lemma 2.3. If s > 1/2 and u ∈ H s (R), then u is bounded and continuous. Moreover, in case we have
Proof. See [45] , theorem 3.2, page 47, or [67] , Proposition 1.3, page 317.
Lemma 2.3 is nothing but a Sobolev Embedding Theorem. We observe that if u ∈ H s (R), with s > 1/2 + k, for a certain natural number k, then u ∈ C k 0 and u C k ≤ u s .
Lemma 2.4. Let m be a natural number and F ∈ C m+2 (R) be a function such that F (0) = 0. Then, for every r ∈ (1/2, m] and u ∈ H r (R), we have F (u) H r ≤F ( u ∞ ) u H r , for a certain monotonic and increasing functionF depending only on F and r.
Proof. See [18] .
By Lemma 2.4, if F satisfies its conditions, then F (u) ∈ H r for any u ∈ H r , r ∈ (1/2, m]. Moreover, by the Mean Value Theorem and assuming that u H r and v H r are bounded, then
The following diagram is also important to understand some of the demonstrations we shall present in the next section.
Figure 1: Diagram illustrating the composition of the operators Λ −1 and ∂ x , which will be useful in Lemma 2.9.
In view of F1, H s+1 (R) ⊆ H s (R) and then Λ −2 ∂ x u H s+1 ≤ c u H s , for any u ∈ H s (R) and a certain constant c > 0. Let F be a function satisfying Lemma 2.4. Then, not only the diagram holds with u replaced by F (u), with u ∈ H s (R), s ∈ (1/2, m], but also
for a certain positive constant M .
Kato's approach
To begin with, let X and Y be two Banach spaces. Consider the problem
where A(u) is a linear operator.
In [39] Kato proved that if certain conditions are satisfied, then the problem (2.2.1) has a unique solution. We are now in position to recall Kato's conditions. The first one is: Condition 2.1. Let X and Y be reflexive Banach spaces, such that Y ⊆ X and the inclusion Y ֒→ X is continuous and dense. In addition, there exists an isomorphism S :
We observe that any Hilbert space is reflexive. Moreover, in view of F1 and F4, X = H s (R), Y = H s−1 (R) and S = Λ satisfy Condition 2.1 Condition 2.2. There exist a ball W of radius R such that 0 ∈ W ⊆ Y and a family of operators (A(u)) u∈W ⊆ L(X) such that −A(u) generates a C 0 semi-group in X with e −sA(u) L(X) ≤ e βs , for any u ∈ W , s ≥ 0, for a certain real number β.
We recall that if H is a Hilbert space over R or C, an operator (bounded or not) A : dom(A) ⊆ H → H is called m−dissipative (in the sense of Philips [60] , see also [26] ) if and only if Re Ax, x ≤ 0, for all x ∈ dom(A) (here Re means the real part of a given complex number), and range(λ − A) = H, for some λ > 0. A densely defined operator A is m−dissipative if and only if A and its adjoint A * are dissipative. 
Condition 2.5. The function f : X → X satisfy the following conditions:
2. f | W : W → X is Lipschitz when taking the norm of X into account, that is, there is another constant
We would like to observe that the constants mentioned in the conditions above depend on the radius R of W , see [26, 39, 50, 62] .
The following result was proved in [39] (see Theorem 6) , and is the basis to the proof Theorem 1.1.
Lemma 2.5. Consider the problem (2.2.1) and assume that conditions 2.1-2.5 are satisfied. If u 0 ∈ W , then there is T > 0 such that (2.2.1) has a unique solution
A final, but crucial observation: any evolution equation u t = F [u] can be seen as a system of the form (2.2.1), for each fixed x. For this reason, Kato's approach is a useful tool for dealing with these equations, e.g, see [26, 34, 46, 50, 62] . Equation (1.0.4), at first sight, is not eligible to the application of Kato's approach since it is not an evolution equation if ǫ = 0 and, therefore, not in the form (2.2.1). On the other hand, we observe (1.0.4) can be rewritten as
where we took ǫ = 1 (and this will be enough as we will show in Subsection 2.4) and F [u 3 ] is the right side of (1.0.4). Remembering that the operator 1 − ∂ 2
x can be identified with the operator Λ 2 , the last equation can be put in the following form
which is nearly in the form (2.2.1). We will show very soon, in Subsection 2.4, that (1.0.4) can be seen as an equation in the form (2.2.1).
Auxiliary results
In this section we present some technical results needed to prove Theorem 1.1. To prove it, we must split the demonstration in two main cases: ǫ = 0 and ǫ = 0. For the first case, we have the following result:
Lemma 2.6. Let s > 3/2 and u 0 ∈ H s (R). Then, the problem
, with T having a lower bound depending only on u 0 H s . Moreover, the map
Proof. See [40] , Theorem I.
This lemma is actually enough to prove our Theorem 1.1 for the case ǫ = 0. For the remaining part we need a little more effort to prove it. The next results will play vital role to this end. Lemma 2.7. Let b be a constant, g ∈ C m+3 (R), with m ≥ 2 and g(0) = 0, and u ∈ H s (R), with s > 3/2. Then the operator
satisfies conditions 2.2 and 2.4. The proofs of lemmas 2.7 and 2.8 can be found in [46] and, therefore, are omitted here, see Lemmas 3.2, 3.3 and 3.4 in the mentioned paper. In the same reference is proven that the function
satisfies condition 2.5. Although we confirm the result announced there, the demonstration presented in [46] seems to have a small mistake. Then we present a new demonstration, which follows closely the spirit of [46] , but corrects the problem. In what follows we will employ several different constants, arising from estimates. To avoid a tedious notation, we shall make use of the following simple, but very useful, convention: we write u X v Y meaning that u X ≤ c v Y , for some constant c > 0.
Lemma 2.9. Assume that b, g and s are as in Lemma 2.7, and h ∈ C m+3 (R), m ≥ 2, with h(0) = 0. Then the function in (2.3.3) satisfies condition 2.5.
Proof. Due to the comments at the end of subsection 2.1, we conclude that if
, where g is a function such that g ′ = g. This condition does not guarantee the existence of a unique function g, but we can take it unique if we impose to this g the condition g(0) = 0. In particular, this choice makes g a function satisfying Lemma 2.4.
Let us estimate
where · s denotes the norm · H s for sake of simplicity. We have
and, finally,
where we used Lemma 2.2 and the fact that
As a consequence of these facts, we conclude that
Similarly to what we have done for u ∈ H s (R), we easily conclude that f (u) ∈ H s−1 , which proves part 1 of condition 2.5. Moreover, the proof that f (u)−f (v) s−1 u−v s−1 is very similar to the previous one and we omit its demonstration. Noting that f (0) = 0, the previous inequality, jointly with the fact that u ∈ W , implies part 2 of the condition 2.5. We note that
Application of the operator Λ −2 to both sides of the last equation enable us to consider the problem
Note that (2.4.1) is equivalent to (1.0.6) and it is, therefore, enough to prove the well-posedness for (2.4.1). We now observe that (2.4.1) is of the form (2.2.1), with
and h and G satisfy the conditions in Lemma 2.4. This implies that A and f satisfy lemmas 2.7-2.9. Then, by Lemma 2.5 we have granted the existence and uniqueness of solutions to (2.4.1), which implies Theorem 1.2. Corollary 1.1 can be demonstrated by replacing g by g − Γ and applying Theorem 1.2 to the shifted function.
Consequences of Theorem 1.2 and proof of Theorem 1.1
As a consequence of Theorem 1.2, we have the following:
We observe that in Theorem 1.2 we removed the limiting condition h(0) = 0, which makes an improvement in the results in [46] . Another consequence of Theorem 1.2 is (below W is a ball in H s−1 ):
and the solution depends continuously on the initial data. Now we prove Theorem 1.1. To do it, we only need to consider the cases ǫ = 0 and ǫ = 0. The first case is an immediate consequence of Lemma 2.6, as we have already pointed out in the comment after Lemma 2.6. Regarding the case ǫ = 0, let us make the global diffeomorphism (x, t, u) → (ǫx, t, u), which makes possible to rewrite the equation in (1.0.5) (or (1.0.4)) as
which is nothing but (1.0.7) with
Then Theorem 1.1 is an immediate consequence of Theorem 1.2.
Conservation laws
Let t and x be independent variables and u = u(x, t) be a field variable. A smooth function P depending on t, x, u and derivatives of u with respect to the independent variables up to a finite, but unspecified, order is called differential function. We shall denote by P [u] a general differential function and, when its order play some relevance, we simply write P [u (n) ], meaning that P is a differential function up to n−th order. We observe that any n−th order differential equation in two independent variables t and x can be generically written as E[u (n) ] = 0.
A conservation law for an equation E[u (n) ] = 0, with two independent variables (x, t) and a field variable u = u(x, t), is a divergence expression
The sentence expressed in (3.0.1) should be understood as follows: the divergence D t C 0 + D x C 1 does not necessarily need to be 0 everywhere, but it must vanish on the set (manifold) determined by E[u (n) ] = 0 and on all of its differential consequences, that, it must hold on
are the total derivative operators with respect to t and x, respectively. For further details, see [59] , chapter 5.
The pair (C 0 , C 1 ) satisfying (3.0.1) is called conserved current (of the equation E[u (n) ] = 0) and both of them are differential functions. We are in position to make three important observations. Remark 3.1. While the operator d/dt is a vector field (from a geometrical point of view), the operator D t above is a contact distribution on the r−jet (for some r) J r (R, n). Roughly speaking, the final result obtained after applying both operators is the same. However, they are conceptually quite different. For further details, see [47] . 
Here we indeed allow a = −∞ and b = ∞. In (3.0.2), C 1 is the flux across the boundary and C 0 is the conserved density. Whenever the condition C 1 b a = 0 is satisfied to a certain solution u of the equation E[u] = 0, we conclude that the functional
is independent of t.
Remark 3.3. Condition (3.0.1) can be rewritten as
Above, the differential function Q is called characteristic of the conservation law, see [59] , chapter 5.
Therefore, this result and the above equation reads
Moreover, we observe that if
, for any scalars α and β, is also a characteristic of the same conservation law. This is can be seen from the following fact: the linear combination of any conserved current of a given equation is still a conserved current of the same equation, see, e.g., [61] . Proof.
we obtain a system of differential equations to Q, whose solution is Q = c 1 + c 2 u, under no restrictions on the parameters, and Q = (u − ǫ 2 u xx ) −1/2 , provided that β = γ = 0 and Γ = −αǫ 2 .
Theorem 3.2. The conserved currents C = (C 0 , C 1 ) corresponding to the characteristics are:
1. For the characteristic Q = 1 we have the components
2. For the characteristic Q = u we have the components
3. For the characteristic Q = (u − ǫ 2 u xx ) −1/2 we have the components
where m = u − ǫ 2 u xx .
Remark 3.4. We note that the last conserved current is formal. However, it is truly a conserved current whenever m is non-negative/non-positive, eventually replacing m by −m in case m ≤ 0. The same observation is also applied to the characteristic m −1/2 in Theorem 3.1.
Remark 3.5. The fact that m is non-negative/non-positive is of importance to prove global properties of the solutions of the CH equation, e.g, see Theorem 7 of [26] , or Theorem 4.1 of [62] . We will also explore similar facts in Section 4.
Remark 3.6. The classification of conservation laws for the case ǫ = 0 is richer than the case considered in Theorem 3.1. Actually, if ǫ = β = γ = 0, we have the KdV equation, which is known for a long time to have an infinity hierarchy of conservation laws [49] . Moreover, even case ǫ = 0 is very rich, since we then have the CH equation when α = β = γ = Γ = 0, which has an infinite hierarchy of conservation laws, see [7] and [43] .
Properties of solutions derived from the conservation laws
Given a function u = u(x, t), it is sometimes natural to ask whether the function u(·, t) belongs to ∈ H 1 (R), for t ∈ [0, ∞) fixed. Moreover, in case this fact holds to each value of t, we say that u ∈ H 1 (R).
Theorem 4.1. Let u be a solution of (1.0.4), with ǫ = 0, satisfying u(x, 0) = u 0 (x), u 0 ∈ H 1 (R), and such that u(x, t), u x (x, t) → 0 as x → ±∞ and whose second derivatives are bounded on the entire real line, for any t ∈ [0, ∞). Then u ∈ H 1 (R).
Proof. Let us first define
We observe that if we prove that J[u] is constant, then we automatically show that u(·, t) ∈ H 1 (R), for any t, since u 2
. Integrating the conservation law obtained from the characteristic Q = u, we have
This implies that J[u] = c and,
Theorem 4.2. Let u=u(x,t) be a solution of (1.0.4), u 0 (x) := u(x, 0), such that u(·, t), u x (·, t) and u xx (·, t) are integrable and vanishing at ±∞, for all t ∈ [0, ∞). Let m = u − ǫ 2 u xx and m 0 :
Proof. Let us consider the first conserved current in Theorem 3.2. We have
after transferring the term ǫ 2 u tx from the second part of the first equation to the first part of the second equation above. We observe thatC → 0 as |x| → ∞ with our assumptions. Define
which means that A(t) = A(0), for all t.
We observe that both theorems 5.1 and 4.2 are valid for ǫ = 0. In case of Theorem 4.2 we replace H 1 (R) by L 2 (R). For the CH equation these theorem are well known, e.g, see [12, 26] . However, in these works usually the theorems are proved using a slightly different way (and conditions), after proving the existence of solutions to a initial problem involving (1.0.4) and using that m 0 does not change its signal. In that case, one can use the monotone convergence theorem, and Lebesgue's dominated convergence theorem. See, for instance, [12] . Proof. Integrating equation (4.0.1) over R, we conclude that
Noticing that u = m + ǫ 2 u xx and remembering that u and its derivatives vanish at infinity, the last equality and Theorem 4.2 imply
In what follows, sgnx denotes the signal function, that is, sgn(x) = +1, if x > 0, and sgn(x) = −1, if
, its sign does not change and sgn(m) = sgn(m 0 ), for any (x, t). Then 1. sgn(u) = sgn(u 0 ) and they do not change;
Proof. The first part follows from the fact that u = p * m, where
To prove the second part, let us first assume m 0 ≥ 0. By Corollary 4.1 we have
Since u ≥ 0 and
Let us now prove the inequality whenever m 0 ≤ 0. In this case, we have
As a consequence, and noticing that −u ≥ 0, we have
Classification of bounded travelling wave solutions
Here we proceed with a qualitative analysis of the travelling wave solutions of equation (1.0.4). We shall closely follow the ideas developed by Lenells in [42] for the Camassa-Holm equation. Let us first recall that for α = β = γ = Γ = 0 and ǫ = 1, the classification of bounded traveling wave solutions was made in [42] . For β = γ = 0 corresponding to the Dullin-Gottwald-Holm equation, the analysis was recently considered by the first author in [21] . Therefore, in what follows, we will only consider (γ, β) = (0, 0). Our strategy to classify the bounded travelling waves for (1.0.4) is the following: firstly we use the first conservation law in Theorem 3.2 to obtain a quadrature to equation 1.0.4. Then we carry out a classification of the waves following the ideas in [42] , see also [21] .
Quadrature of (1.0.4)
Let us now consider the conservation law obtained from the first conserved current in Theorem 4.2, that is,
Let z := x − ct, c = 0, u = φ(z). Equation (5.1.1), after integration, reads:
where A is a constant of integration. Multiplying the latter equation by φ ′ and integrating again, we have:
where B is another constant of integration. Renaming the constants, we can rewrite (5.1.3) in the following more convenient form
Preliminaries and types of waves
Before proceeding with the results, we shall consider some aspects of the theory that will be used here. In some parts of the text we follows closely the presentation in [21, 42, 44] . For more information and a deeper discussion, see [42, 44] . We begin with notation: z ↑ z 0 means that z < z 0 and z → z 0 , whereas z ↓ z 0 means z → z 0 , but z > z 0 .
, where z = x − ct and c denotes the wave speed of φ, is said to be a traveling wave solution for (1.0.4) if it satisfies (5.1.2) in the sense of distributions.
In [42] , the author classified the existence of traveling wave solutions of the quadrature form
where F represents a rational function of φ, based on a qualitative analysis of real zeros and poles of the function F . The discussion presented in [42] can be summarized as the following:
1. If F has only a simple zero at z 1 and F (φ) > 0 for z 1 < φ, then no bounded traveling wave solutions will exist for φ > z 1 .
2. If F has two simple zeros z 1 and z 2 and F (φ) > 0 for z 1 < φ < z 2 , then there exists a smooth periodic traveling wave solution φ of (5.2.1) with z 1 = min z∈R φ(z) and z 2 = max z∈R φ(z).
3. If F has a double zero z 1 , a simple zero z 2 and F (φ) > 0 for z 1 < φ < z 2 , there exists a smooth solution φ of (5.2.1) with
In terms of weak solutions, the following discussion can be drawn for the poles of F :
4. Peakons will exist when φ satisfies (5.2.1) and the pole a of F is removable:
where z 0 ∈ R is such that φ(z 0 ) = 0.
5. Cuspons will exist when φ satisfies (5.2.1) and the pole a = min z∈R φ(z) (or taken as the maximum) of F is non-removable:
Consider equation (5.1.2) . Since the analysis of existence of bounded traveling waves will be purely qualitative, from now on we shall conveniently take the scalings γ → 10γ and β → 6β when necessary to write
and the quadrature (5.1.4) in the form
If φ is a bounded smooth solution of (5.2.2), let
Then we use the fact that φ is continuous and φ ′ → 0 as z → m or z → M to obtain that the infimum and supremum of smooth solutions φ are zeros of P (φ). At points where φ = (ǫ 2 c − Γ)/ǫ 2 , the behaviour of infimum and supremum may change since φ ′ blows up. According to the theory briefly discussed, we must analyse the zeros and the sign of P (φ) based on the placement of φ among the zeros. However, it is important to observe that, from the quadrature form (5.1.4), we must guarantee that the condition
holds. However, whenever ǫ = 0, the pole of F (φ) is removed, no weak solutions will exist and we can proceed with the classification.
In what follows, we separately prove the classification for ǫ = 0 and ǫ = 0.
Case ǫ = 0
For the choice ǫ = 0, it leads to the quadrature
where P (φ) is given as in (5.2.2), poles are removed and no bounded weak traveling wave solutions will exist. Observe that this quadrature makes sense since we assumed (ǫ, Γ) = (0, 0). Now consider the polynomial P (φ) and observe that it will have one, three or five real zeros if γ = 0 and none, two or four real zeros if γ = 0. Before proceeding with our classification results, we shall take a look into compatibility conditions according to the number of zeros of each case.
Firstly assume γ = 0 and suppose without any loss of generality that P (φ) has three real zeros r 1 ≤ r 2 ≤ r 3 counted without their multiplicities and a complex zero z 0 in such a way we can write
Comparing the coefficients of φ 4 , φ 3 , φ 2 and φ, the compatibility conditions will be given by 2Re(z 0
while the constant term yields
For the sake of classification, two cases will arise:
1. all real zeros are simple: r 1 < r 2 < r 3 . In this case, we can have r 1 < φ < r 2 < r 3 or r 1 < r 2 < φ < r 3 .
• If r 1 < φ < r 2 < r 3 , then −P (φ)/Γ > 0 if and only ifγ := γ/Γ < 0. For this case we know that there will exist a smooth periodic traveling wave solution φ with r 1 = min z∈R φ(z) and
• If r 1 < r 2 < φ < r 3 , then −P (φ)/Γ > 0 if and only ifγ := γ/Γ > 0. In this case there will exist a smooth periodic traveling wave solution φ with r 2 = min z∈R φ(z) and r 3 = max z∈R φ(z), finishing the case of three simple zeros.
2. only one real zero is double: r 1 = r 2 < r 3 or r 1 < r 2 = r 3 . The possibilities for φ are now r 1 = r 2 < φ < r 3 or r 1 < φ < r 2 = r 3 .
• If r 1 = r 2 φ < r 3 , then −P (φ)/Γ > 0 if and only ifγ > 0 and there will exist a smooth traveling wave solution φ with r 2 = inf z∈R φ(z), r 3 = max z∈R φ(z) and φ ↓ r 2 as z → ±∞.
• If r 1 < φ < r 2 = r 3 , then −P (φ)/Γ > 0 if and only ifγ < 0 and there will exist a smooth traveling wave solution φ with r 1 = min z∈R φ(z), r 2 = sup z∈R φ(z) and φ ↑ r 2 as z → ±∞.
These two cases prove the following theorem: Still for γ = 0, assume now that P (φ) has all five real zeros r 1 ≤ r 2 ≤ r 3 ≤ r 4 ≤ r 5 counted without their multiplicities. In this case, we write
After a new comparison of coefficients, we obtain the following compatibility conditions:
In this case, we have more possibilities regarding the existence of double zeros. In summary, we must have one of the following 1. all zeros are simple: r 1 < r 2 < r 3 < r 4 < r 5 . For all the possible distributions of φ among the zeros, we have the following cases:
• if r 1 < φ < r 2 < r 3 < r 4 < r 5 , then −P (φ)/Γ > 0 if and only ifγ < 0. In this case there exists a smooth periodic traveling wave solution φ with r 1 = min z∈R φ(z) and r 2 = max z∈R φ(z);
• if r 1 < r 2 < φ < r 3 < r 4 < r 5 , then −P (φ)/Γ > 0 if and only ifγ > 0 and there exists a smooth periodic traveling wave solution φ with r 2 = min z∈R φ(z) and r 3 = max z∈R φ(z);
• if r 1 < r 2 < r 3 < φ < r 4 < r 5 , then −P (φ)/Γ > 0 if and only ifγ < 0 and there exists a smooth periodic traveling wave solution φ with r 3 = min z∈R φ(z) and r 4 = max z∈R φ(z);
• if r 1 < r 2 < r 3 < r 4 < φ < r 5 , then −P (φ)/Γ > 0 if and only ifγ > 0 and there exists a smooth periodic traveling wave solution φ with r 4 = min z∈R φ(z) and r 5 = max z∈R φ(z);
three zeros are simple and one is double:
• if r 1 = r 2 < φ < r 3 < r 4 < r 5 , then −P (φ)/Γ > 0 if and only ifγ > 0, and there exists a smooth traveling wave solution φ with r 2 = inf z∈R φ(z), r 3 = max z∈R φ(z) and φ ↓ r 2 as z → ±∞;
• if r 1 < φ < r 2 = r 3 < r 4 < r 5 , then −P (φ)/Γ > 0 if and only ifγ < 0, and there will exist a smooth traveling wave solution φ with r 1 = min z∈R φ(z), r 2 = sup z∈R φ(z) and φ ↑ r 2 as z → ±∞;
• if r 1 < r 2 = r 3 < φ < r 4 < r 5 , then −P (φ)/Γ > 0 if and only ifγ < 0, and there will exist a smooth traveling wave solution φ with r 3 = inf z∈R φ(z), r 4 = max z∈R φ(z) and φ ↓ r 3 as z → ±∞;
• if r 1 < r 2 < r 3 = r 4 < φ < r 5 , then −P (φ)/Γ > 0 if and only ifγ > 0, and there will exist a smooth traveling wave solution φ with r 4 = inf z∈R φ(z), r 5 = max z∈R φ(z) and φ ↓ r 4 as z → ±∞;
• if r 1 < r 2 < φ < r 3 = r 4 < r 5 , then −P (φ)/Γ > 0 if and only ifγ > 0, and there will exist a smooth traveling wave solution φ with r 2 = min z∈R φ(z), r 3 = sup z∈R φ(z) and φ ↑ r 3 as z → ±∞;
• if r 1 < r 2 < r 3 < r 4 = r 5 , then −P (φ)/Γ > 0 if and only ifγ < 0, and there will exist a smooth traveling wave solution φ with r 3 = min z∈R φ(z), r 4 = sup z∈R φ(z) and φ ↑ r 4 as z → ±∞.
3. only one zero is simple and two are double:
• if r 1 = r 2 < φ < r 3 = r 4 < r 5 , then −P (φ)/Γ > 0 if and only ifγ > 0, and there will exist a smooth traveling wave solution φ with r 2 = inf z∈R φ(z), r 3 = sup z∈R φ(z) and φ ↓ r 2 , φ ↑ r 3 as z → ±∞;
• if r 1 < r 2 = r 3 < r 4 = r 5 , then −P (φ)/Γ > 0 if and only ifγ < 0, and there will exist a smooth traveling wave solution φ with r 3 = inf The classification presented so far for γ = 0 does not contain the case where P (φ) has only one real zero. In fact, it P (φ) has only one real zero r so that P (φ) = γ(φ − r)|φ − z 0 | 2 |φ − z 1 | 2 , for certain complex numbers z 0 , z 1 , then both conditions φ > r or φ < r will lead to the nonexistence of bounded solutions. Now consider γ = 0 and β = 0 and suppose the polynomial P (φ) has two real zeros r 1 ≤ r 2 counted without their multiplicities and one complex zero z 0 so we can write
The compatibility conditions read
In this case, the only possibility will be that the zeros are simple and r 1 < φ < r 2 . Then −P (φ)/Γ > 0 if and only ifβ := β/Γ > 0 and we have the following result: Moving on to the case where γ = 0 and P (φ) has all four real zeros r 1 < r 2 < r 3 < r 4 , the compatibility conditions are given by 1. all four zeros r 1 < r 2 < r 3 < r 4 are simple:
• if r 1 < φ < r 2 < r 3 < r 4 , then −P (φ)/Γ > 0 if and only ifβ > 0, and there will exist a smooth periodic traveling wave solution φ with r 1 = min z∈R φ(z) and r 2 = max z∈R φ(z);
• if r 1 < r 2 < φ < r 3 < r 4 , then −P (φ)/Γ > 0 if and only ifβ < 00, and there will exist a smooth periodic traveling wave solution φ with r 2 = min z∈R φ(z) and r 3 = max z∈R φ(z);
• if r 1 < r 2 < r 3 < φ < r 4 , then −P (φ)/Γ > 0 if and only ifβ > 0, and there will exist a smooth periodic traveling wave solution φ with r 3 = min z∈R φ(z) and r 4 = max z∈R φ(z).
two zeros are simple and one is double:
• if r 1 = r 2 < φ < r 3 < r 4 , then −P (φ)/Γ > 0 if and only ifβ < 0, and there will exist a smooth traveling wave solution φ with r 2 = inf z∈R φ(z), r 3 = max z∈R φ(z) and φ ↓ r 2 as z → ±∞;
• if r 1 < φ < r 2 = r 3 < r 4 , then −P (φ)/Γ > 0 if and only ifβ > 0, and there will exist a smooth traveling wave solution φ with r 1 = min z∈R φ(z), r 2 = sup z∈R φ(z) and φ ↑ r 2 as z → ±∞;
• if r 1 < r 2 = r 3 < φ < r 4 , then −P (φ)/Γ > 0 if and only ifβ > 0, and there will exist a smooth traveling wave solution φ with r 3 = inf z∈R φ(z), r 4 = max z∈R φ(z) and φ ↓ r 3 as z → ±∞;
• if r 1 < r 2 < φ < r 3 = r 4 , then −P (φ)/Γ > 0 if and only ifβ < 0, and there will exist a smooth traveling wave solution φ with r 2 = min z∈R φ(z), r 3 = sup z∈R φ(z) and φ ↑ r 3 as z → ±∞.
3. two zeros are double: if r 1 = r 2 < φ < r 3 = r 4 , then −P (φ)/Γ > 0 if and only ifβ < 0. In this case there will exist a smooth traveling wave solution φ with r 2 = inf z∈R φ(z), r 3 = sup z∈R φ(z) and φ ↓ r 2 , φ ↑ r 3 as z → ±∞.
The following result comes from the discussion presented above. Theorem 5.4 is the last result regarding case ǫ = 0. As we have just showed, due to the absence of poles in this case, it was enough to look at the sign of P (φ) and its relation toγ. When ǫ = 0, as we will discuss in the next section, although the analysis of P (φ) is necessary, it is not sufficient to guarantee that the entire term P (φ)/ǫ 2 (c − φ) is positive. However, since our discussion on the sign of P (φ) presented in this section will also be necessary, most of the calculations are similar to the ones in this section.
Case ǫ = 0
Differently from the evolutive case, the case ǫ = 0 has a pole and this will lead to the existence of weak traveling wave solutions. However, we need to know how those weak solutions will behave when φ approaches the pole. The next lemma will be of extreme importance for weak solutions as it tells that any traveling solution φ will be smooth with the exception of points x 0 such that φ(x 0 ) = c. 
(c) If the Lebesgue measure of C is not zero, then for the same A of item (b), we have
Proof. First observe that
and then equation (5.2.2) can be written as
From [42] (Lemma 1, page 404), taking v = φ− c and p
we conclude that φ is smooth with the exception of points z 0 ∈ R where φ(z 0 ) =c.
Using continuity of φ, the set C := φ −1 (c) is closed and, therefore, there are disjoint open sets E i ,
finishing the proof of item (a). Fixing i ≥ 1, consider the set E i and observe that (5.4.2) holds pointwise in E i . After multiplying (5.4.2) by φ ′ and integrating, we obtain a constant B i such that
on E i and the proof of item (b) is complete. For the item (d), observe that the RHS of (5.4.2) is locally integrable, which means that
loc (R). Assume that the Lebesgue measure of C is not zero. Since φ ∈ H 1 loc and (φ−c) 2 ∈ W 2,1 , from Lemmas 1 and 2 (page 405) of [42] we have that 3) holds a.e on R. Now using that (φ −c) 2 ∈ W 2,1 we conclude that φ is a solution of (1.0.4) subject to the scalings γ → 10γ and β → 6β. Now assume the Lebesgue measure of C is not zero. Then using Lemmas 1 and 2 (page 405) of [42] , we have that φ ′ = 0 and [(φ −c) 2 ] ′′ = 0 a.e on C and, joining these conditions with item (c) we conclude that (5.4.2) holds a.e on C and, therefore, φ is a solution of (1.0.4) subject to the scalings γ → 10γ and β → 6β.
Similarly to the case ǫ = 0, we will once again analyse the number of zeros of the polynomial P (φ) and its sign. However, since the quadrature here is given by
we are obligated to consider the sign ofc − φ and its implications on the sign of F (φ). As mentioned previously, the case (γ, β) = (0, 0), which has its classification given in [21] , will not be considered in the classification. The first case here considered will be γ = 0. Firstly, assume that P (φ) has only one real zero r so it can be written as
where z 0 , z 1 denote the complex zeros of P (φ). We then observe that if r < φ <c orc < φ < r, then no matter the sign of γ, no bounded solutions will exist. Now assume P (φ) has three real zeros r 1 ≤ r 2 ≤ r 3 and a complex zero z 0 satisfying (5.3.1) so that we can write
The calculations for the existence of smooth solutions are quite similar to the ones presented in the evolutive case ǫ = 0. For example, if r 1 < φ < r 2 < r 3 , then
Therefore, a smooth periodic traveling wave solution φ will exist in this case with r 1 = min z∈R φ(z) and
The remaining cases of smooth solutions for the case of three real zeros are proven similarly and the proof will be omitted. We shall consider now the existence of weak solutions. Peakon solutions will exist whenever the pole is removed and F (φ) > 0. Firstly, assume all three zeros are simple.
• Ifc = r 1 < φ < r 2 < r 3 , then the pole of • Finally, if r 1 < r 2 < φ < r 3 =c, then F (φ) > 0 if and only if γ < 0, and there will exist a periodic peakon solution φ with r 2 = min z∈R φ(z) and r 3 = max z∈R φ(z), completing the case of periodic peaked solutions.
The case of peakon solutions with decay is proven by the assumption that one of the zeros is double:
• Ifc = r 1 < φ < r 2 = r 3 , then F (φ) > 0 if and only if γ < 0 and there will exist a peakon solution φ with r 1 = min z∈R φ(z), r 2 = sup z∈R φ(z) and φ ↑ r 2 as z → ±∞;
• If r 1 = r 2 < φ < r 3 =c, then F (φ) > 0 if and only if γ < 0 and there will exist a peakon solution φ with r 1 = inf z∈R φ(z), r 2 = max z∈R φ(z) and φ ↓ r 1 as z → ±∞.
For cuspon solutions, we must assume that φ passes throughc so that φ ′ can blow-up at this point and the pole is not removed:
• If r 1 < φ <c < r 2 < r 3 , then F (φ) > 0 if and only if γ > 0, and there will exist a periodic cusped solution φ with r 1 = min z∈R φ(z) andc = max z∈R φ(z);
• If r 1 <c < φ < r 2 < r 3 , then F (φ) > 0 if and only if γ < 0, and there will exist a periodic cuspon solution φ withc = min z∈R φ(z) and r 2 = max z∈R φ(z);
• If r 1 < r 2 < φ <c < r 3 , then F (φ) > 0 if and only if γ < 0, and there will exist a periodic cuspon solution φ with r 2 = min z∈R φ(z) andc = max z∈R φ(z);
• If r 1 < r 2 <c < φ < r 3 , then F (φ) > 0 if and only if γ > 0, and there will exist a periodic cuspon solution φ withc = min z∈R φ(z) and r 3 = max z∈R φ(z).
In a similar way to peakon solutions with asymptotes, cuspon solutions with decay will occur when one of the zeros is double:
• If r 1 = r 2 < φ <c < r 3 , then F (φ) > 0 if and only if γ < 0, and there will be a cuspon solution φ with r 2 = inf To finish the case where γ = 0, we present the existence classification for when P (φ) has all five zeros r 1 ≤ r 2 ≤ r 3 ≤ r 4 ≤ r 5 ∈ R satisfying (5.3.3) so that
We will omit the proof due to its exhaustive use of the same arguments of Theorem 5.5 (and all other previous theorems in this section) that lead to a quite long and repetitive proof. We decide, however, to separate the classification of this case in two different but complementary results: γ > 0 and γ < 0, respectively. We shall now present the version of Theorem 5.6 for γ < 0. With the last two theorems we finish the classification for γ = 0. We now proceed with the case where γ = 0 and the quartic term u 3 u x is eliminated from the equation. The proofs for this case will also be omitted due to their lenght and repetition of the arguments of previous theorems. Next we consider the case of four real zeros and also separate the cases β > 0 and β < 0: With the next theorem we finish the results concerning the classification of bounded traveling wave solutions. To finish this section, we would like to discuss the possibility of composing weak solutions to obtain new waves called composite waves. In [42] , the author shows that provided that the constant A in the quadrature form for the Camassa-Holm equation (see equation (1.0.3) with γ = β = 0) satisfies a certain condition (see item (c) of Lemma 5.1 with the same choices for γ and β) and the Lebesgue measure of the set C = φ −1 (c) is zero, then you can glue peaked and cusped solutions to obtain composite wave solutions for the Camassa-Holm equation. If the Lebesgue measure of C is not zero, then one can glue cusped solutions to obtain the stumpon solutions provided that the coefficients are in a certain ellipsoid. In our case we strongly believe that this will also happen, but so far we have not been able to explicitly obtain the manifold from the geometrical conditions. For this reason we leave the results of composite wave solutions for an upcoming paper.
Explicit travelling waves solutions
In this section we look for explicit travelling waves of equation (1.0.4). Our main tool for constructing such types of solutions are the conservation laws we established in Section 3 and their consequences.
Travelling waves I: elliptic integrals
Let P (φ) given by (5.1.4) and c such that P (φ c ) = 0, where φ c := c − Γ/ǫ 2 . We can rewrite P (φ) as P (φ) = −ǫ 2 (φ − φ c )q(φ) and by deg(q) we denote the degree of q. We observe that 2 ≤ deg(q) ≤ 4.
Theorem 6.1. Let u = φ(x − ct), c = 0, be a travelling wave solution of (1.0.4), P (φ) be the polynomial defined in (5.1.4) and q(φ) such that P (φ) = −ǫ 2 (φ − φ c )q(φ). where λ is a constant.
If
which, after integration, reads 
where k 2 is another constant of integration.
Travelling waves II: peakons with exponential shape
In this subsection we use the third conservation law resulting from Theorem 4.2 to guide us to construct an explicit travelling wave solution to (1.0.4). As naturally expected due to the restriction of the respective conserved current, the solution is firstly obtained assuming that some parameters in the equation are 0. After, we prove that such a type of solution, with exponential shape, can only be obtained with those restrictions.
We begin with equation (6.1.3), which is a consequence of the conservation law already mentioned. If we suppose φ, φ ′ , φ ′′ → 0 as |z| → ∞, we then conclude that k 1 = 0. This implies that either φ = α+c, which means that φ is an arbitrary constant (in view of the arbitrariness of the constant c), or φ(z) = Ae z + Be −z . None of these solutions satisfy the vanishing at infinity, unless A = B = α + c = 0.
Let us then consider solutions of (6.1.3) with k 1 = 0 in the weak sense. We begin with the following auxiliary equation
where δ(z) is the well known Dirac delta function and λ = 0 is a constant. Applying the Fourier transform F to both sides of (6.2.1) we obtain
Based on the latter fact, let φ(z) := λe −|z|/ǫ . Then ψ(z) − ǫ 2 ψ ′′ (z) = 2λδ(z) and equation ( Proof. See [30] , Lemma 1, on page 9.
Lemma 6.2. Let A, ǫ be two real constants such that Aǫ = 0, φ : R → R defined by φ(z) = A e −|z|/ǫ , ψ ∈ S(R),
Proof. We only need to integrate I n (ψ) twice to obtain the result.
We recall that if φ is a distribution, its nth derivative φ (n) satisfies the relation
for any test function ψ.
Lemma 6.3. Let φ as given by Lemma 6.2. Then φ ′ (z) = −sgnz φ(z)/ǫ in the weak sense. In particular,
Proof. Let φ be any test function. Then
Then, we have φ(z) = −sgn(z)φ(z)/ǫ.
We are bound to prove Theorem 6.2. To do it, we assume that u(x, t) = Ae −|z|/ǫ , with z = x − ct, is a solution of (1.0.4). After this simple, but crucial assumption, there are different forms to proof the desired result. One is to substitute our candidate to solution in (1.0.4), multiply by a test function (depending on two independent variables) and transfer all possible derivatives from φ to ψ to reach to a weak formulation.
Another one, which is simpler, is to use again our second conservation law given in Theorem 4.2. More precisely, its consequence, given by Eq. (5.1.2) after we assumed u(x, t) = φ(z), with φ(z) = Ae −|z|ǫ . A peakon as the one in Theorem 6.2 must satisfy that equation, in the weak sense, with k 1 = 0. 
for any test function ψ ∈ S(R). The demonstration is concluded if we prove that the function φ(z) = Ae −|z|/ǫ solves Eq. (6.2.2) if and only if β = γ = 0, Γ = −αǫ 2 and A = α + c. 
Observe that the contribution of J 2 vanishes, once the coefficients of this term cancel one to each other. Finally, equation (6.2.3) can be rewritten as
Observe that equation ( Therefore, not only the equation has peakon solutions as the one given in Theorem 6.2, but also multipeakon solutions [7] . We, however, do not consider them here because they are, in essence, the same of the Camassa-Holm equation, taking into account weak derivatives and the shift u → u − α. 
Members describing pseudo-spherical surfaces
Here we investigate the geometrical integrability of equation (1.0.11). Following Reyes [53] , an equation is geometrically integrable if it describes a non-trivial one-parameter of pseudo-spherical surfaces, hereafter referred as PSS for short. A two-dimensional manifold M is a PSS if there exist one-forms ω 1 , ω 2 , ω 3 on M such that ω 1 ∧ω 2 = 0 and
Conditions (7.0.1) are structure equations of M, which endowed it with the metric ds 2 = ω 2 1 + ω 2 2 having constant Gaussian curvature K = −1.
Assume that F [u (n) ] = 0 is a differential equation, where the unknown u is assumed to depend on two variables, say x and t. This equation is said to describe a PSS if there are one-forms (1.0.11), with smooth coefficient functions, such that the tripe {ω 1 , ω 2 , ω 3 } satisfy (7.0.1) whenever u is a solution of F = 0. We note that conditions (7.0.1) can be rewritten as
where Ω is the matrix whose entries are one-forms, namely,
and Ω ∧ Ω := ( k Ω ik ∧ Ω kj ) and dΩ := (dΩ ij ). In view of (7.0.2), we can see that ω 2 is related to the spectral parameter from the theory of integrable systems, see [11] . For further details about equations describing PSS, see [8, 9, 11, [52] [53] [54] 57] . The interested reader is also referred to [55, 56] , where this topic is extensively covered.
Technical results
We observe, from a pragmatic point of view, that the coefficient functions of the one-forms are arbitrary, which may bring (and it really does!) practical and computational complications. This is usually overcome imposing some restrictions on the differential functions involved [52, 57] . Therefore, in our analyses we employ the same restrictions used in [8, 9, 52, 57] to investigate the geometric integrability of third order equations describing PSS. We have the following result from [52] .
Lemma 7.1. Let u t = u xxx + G(u, u x , u xx ) be a differential equation describing P SS with associate oneforms (1.0.11) satisfying ω 2 = λdx + f 22 dt, in which λ is a real parameter. Then G is independent of λ if and only if, up to a change of the dependent variable, the aforementioned equation is one of the following:
where a, b, c, δ, µ and η are constants, with abδ = 0 and ℓ(u) is a differentiable function.
Proof. See [52] , Theorem 3.1.
Our next results is an extremely useful one, but the notation might be very hard and difficult. Therefore, in order to make it easier as possible, we will follow conventions used in [11, 52, 57] : z 0 := u, z 1 := u x , z 2 := u xx and z 3 = u xxx .
Proof of Theorem 1.3
Let us now assume ǫ = 0. Making the changes x → ǫx, t → ǫt and next u → u − Γǫ 2 , (1.0.4) becomes, after renaming the constants,
which is of the type (7.1.2) with G = (z 0 , z 1 , z 2 ) = 2z 1 z 2 + (α − 3z 0 + βz 2 0 + γz 3 0 )z 1 and λ = 1. We have the following preliminary result: Proof. Substituting G = (z 0 , z 1 , z 2 ) = 2z 1 z 2 + (α − 3z 0 + βz 2 0 + γz 3 0 )z 1 and λ = 1 into the possible forms listed in Lemma 7.2, we will conclude that conditions 1 to 4 lead to contradictions. Substituting into the last one, we have the following identity:
The last equation is a polynomial identity in z 0 , z 1 , z 2 . which holds if and only if m 1 = 0, m 2 = −α and β = γ = 0. 
Discussion
Our work about equation (1.0.4) was motivated by the recent model equation (1.0.1) introduced in [58] . After this reference, we also found the preprint [31] . These two first papers lead us consider equation (1.0.4), which is "aesthetically" the same as (1.0.1), but without the physical constraints given by (1.0.2).
In our case, as mentioned in the Introduction, equation (1.0.4) not only is a mathematical generalization of the physical motivated model (1.0.1), but it also splits in two significantly large families of equations (after suitable scalings, shifts and eventually renaming the constants) u t = u xxx + (α − 3u + βu 2 + γu 3 )u x (8.0.1) and u t − u txx = uu xxx + 2u x u xx + (α − 3u + βu 2 + γu 3 ), (8.0.2) because the parameter ǫ can assume any real value. Then, the overall analysis of (1.0.4) should take this observation into account. This is, in particular, evident in the demonstration of local well-posedness (Theorem 1.1), conservation laws and its consequences (sections 2, 3 and 4), and of extreme importance in the classification of travelling wave solutions carried out in Section 5. Moreover, if ǫ = 0 we do not have the emergence of "purely" weak solutions (in the sense the solutions do not have issues regarding differentiability), whereas case ǫ = 0 has peakons and cuspons (periodic and non-periodic), as shown in theorems 5.5 and 5.6. In addition, the classification of members of (1.0.4) describing PSS also depends on the values of ǫ, although it is not the only relevant parameter, it is certainly the most special one. Sometime after we initiated our investigation, we discovered the reference [10] , where the local wellposedness of an equation analogous to (1.0.1) is claimed, but omitted. We then proved the local wellposedness for (1.0.4). To pursue this goal, we made improvements in the main result of [46] regarding this matter, from which we removed some restrictions. As a consequence of Theorem 1.2 we not only recover the local well-posedness to the CH equation, e.g, see [26, 50, 62] , but also obtain as a consequence corollaries 2.1 and 2.2, which are nothing but the results proved in [46] and [50] . Moreover, as a consequence of Theorem 1.2, if u 0 ∈ H s (R), s > 3/2, and h is a C ∞ (R) function such that h(0) = 0, then the problem is well-posed. Although this fact is a trivial consequence of our theorem, it cannot be recovered invoking the results in [46] and [50] , given by corollaries 2.1 and 2.2, respectively. This example shows that Theorem 1.2 is not a small improvement on already mentioned results, but actually, a significant extension that, in particular, implies the local well-posedness of the problem (1.0.5). We observe that we were able to remove the condition g(0) = 0 in the results proved in [46] , but we could not do the same regarding the function h in corollaries 2.1 and 2.2. We conjecture that it might be possible proceeding in a similar way we followed to relax the conditions regarding g, but this is an open problem to be considered in another moment. We established conservation laws for equation (1.0.4) in Section 3. Actually, most of our attention was focused in the case ǫ = 0. Case ǫ = 0 would transform the equation in a three-parameter equation having the KdV as a special case and the literature about this sort of equation is very vast. It is wellknown that the KdV and other related equations have an infinite hierarchy of symmetries and conservation laws [1, 2, 27, 28, 49, 59, 61, 64, 65] and a study of this sort of equation would not bring anything new, see, for instance, [61] . Moreover, some of the equations of (1.0.4) with ǫ = 0 can be derived as hydrodynamical models [1, 2, 6] , which usually have some conservation laws as a consequence of their physical background.
On the other hand, in case ǫ = 0, the conservation laws we found enabled us to obtain several properties of the behavior of the solutions, as presented in Section 4, but more importantly, lead us to obtain the quadrature (5.1.4), which makes possible a classification of bounded travelling wave solutions of (1.0.4) as shown in Section 5.
In [32] the authors did a classification of the bounded travelling wave solutions of equation (1.0.1). However, their classification is a very particular case of ours because in [32] the authors did not consider the quadrature (5.1.4). Actually, they considered a quadrature with the polynomial in (5.1.4) replaced by the one given in (1.0.9). As a consequence of this simplification, the periodic travelling wave solutions are missed in their classification. Our results, therefore, not only recover the one proved in [32] , but also classify all periodic travelling wave solutions admitted by (1.0.4). Consequently, we also reobtain the results proved in [21, 42] for the CH and DGH equations, respectively. In opposition to [21, 42] , we have not found the composed travelling wave solutions of (1.0.4) since the geometrical aspects needed to a classification of this type of solutions are rather difficult compared with the ones we presented and are beyond the scope of this paper. We observe that we have classified 138 possible cases of travelling wave solutions of (1.0.4), whereas in [32] only 15 were obtained. Our classification includes the case ǫ = 0, while the one carried out in [32] with respect to (1.0.1), in view of the physical restrictions imposed by (1.0.2), considers ǫ = 0. Even if we restrict our results with this condition we still have a larger classification compared with the one presented in [32] , since we have 114 cases considered.
We also investigated the existence of members in (1.0.4) describing PSS. For ǫ = 0 this is a mere consequence of the results proved by Rabelo and Tenenblat [52] , while for the case ǫ = 0 we have a more interesting and rich situation. In case this condition is satisfied, equation (1.0.4) can be transformed into equation (8.0.2) . This equation includes the CH equation and its relations with PSSs was firstly investigated in [53] , see also [54] . The question that remained to be investigated is if we might find other members of (8.0.2) (or (1.0.4)) that also has this property. The answer is given by Theorem 1.3.
A natural and interesting question that emerge from Theorem 1. 
Conclusion
In this paper we generalized a previous result in [46] regarding the local well-posedness of equations of the type (1.0.7). As a consequence of this generalization, we have immediately assured the local well-posedness to the Cauchy problem (1.0.5). We also found some conservation laws for (1.0.4), which provided us some qualitative information about the solution of the equation, see theorems 5.1, 4.2, corollaries 4.1, 4.2 and, more importantly, theorems 5.1-5.10. Moreover, we also determined the constraints on the parameters in (1.0.4) that would enable the emergence of peaked solutions (see Theorem 6.2) as weak soliton solutions. Finally, we also classified the members of (1.0.4) that can describe pseudo-spherical surfaces. 
