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Zusammenfassung
In dieser Arbeit wurde die Rolle biologischer Variabilität auf die Musterbildung des
Schleimpilzes Dictyostelium discoideum untersucht. Dahinter verbirgt sich die Vorstel-
lung, dass durch individuelle, zeitlich konstante Zelleigenschaften die Erregungsmuster
von Dictyostelium maßgeblich geprägt werden. Die Hypothese ist, dass Variabilität eine
entscheidende regulatorische Funktion in komplexen biologischen Kommunikationsprozes-
sen trägt.
Zur Untersuchung dieser Frage wurden mit Hilfe raumzeitlicher Filter die räumlichen Ver-
teilungen von Zelleigenschaften aus den Erregungsmustern von Dictyostelium extrahiert.
Während des Entwicklungszyklus aggregieren autonome Zellen durch
cAMP-Gradienten chemotaktisch geleitet. Das cAMP breitet sich dabei in Form raumzeit-
licher Konzentrationswellen über eine Zellschicht aus und kann als propagierende Spiral-
und Targetwellen beobachtet werden. Da die Eigenschaften der Erregungswellen den aus
der Zellaggregation hervorgehenden multizellulären Organismus maßgeblich prägen, müs-
sen Kenngrößen der Muster für den Organismus unterschiedlich vorteilhaft sein, d.h. mit
den Eigenschaften der Muster ist ein Selektionsvorteil verbunden. Daher ist anzunehmen,
dass das biologische System evolutiv verankerte regulatorische Mechanismen besitzt, um
auf die Mustereigenschaften Einfluss nehmen zu können. Der besondere konzeptionelle
Ansatz in dieser Arbeit liegt in der Erforschung der Verbindung zwischen regulatorischen
Prinzipien auf zellulärer Ebene und den statistischen Eigenschaften makroskopischer Ag-
gregationsmuster.
In numerischen Simulationen wurden die Regeln von Variabilität in den Musterbildungs-
prozessen eines Automatenmodells studiert und Methoden zur Untersuchung raumzeit-
licher Datensätze auf die simulierten Muster angewendet. Variabilität wurde im Modell
durch die Implementierung ortsabhängiger Systemparameter realisiert. Es wurde ein star-
ker Einfluss von Variabilität auf die Mustereigenschaften festgestellt. Aus den generierten
Mustern wurde dann mit Hilfe der Transinformation und der Fluktuationszahl (die auf
der Abschätzung gerichteter und ungerichteter Zustandsänderungen in Raum und Zeit
beruht) die räumliche Verteilung der implementierten Variabilität erfolgreich extrahiert.
Zur Quantifizierung der Mustereigenschaften wurden Analysewerkzeuge zur Bestimmung
der Phasensingularitäten und Targetzentren verwendet, die auf den Phasenvariablen der
einzelnen Bildelemente beruhen. Damit konnten die Wahrscheinlichkeiten für die Entste-
hung von Spiralen in Abhängigkeit der vorhandenen Verteilung an Pacemakerelementen
bestimmt werden.
vi Zusammenfassung
Die numerisch etablierten Methoden wurden im nächsten Schritt auf die Analyse der
Muster von Dictyostelium übertragen, um die räumlichen Verteilungen von Zelleigen-
schaften sichtbar zu machen. Zum einen wurden in ihrem Zellzyklus synchrone Zellen
verwendet, zum anderen Populationen unterschiedlichen Entwicklungsalters miteinander
gemischt. Dies geschah in Anlehnung an einen Entwicklungspfad als Modellvorstellung zur
Entstehung räumlicher Heterogenität, auf dem sich die Zellen desynchron entwickeln. Die
Musterquantifizierung erfolgte durch die Extraktion der Phasensingularitäten. Durch die
Abschätzung gerichteter räumlicher und zeitlicher Zustandsänderungen durch die Fluk-
tuationszahl konnten einerseits synchrone Zellen von nicht synchronen Zellen unterschie-
den, andererseits sogar der Synchronisationsgrad der Zellen aus den Mustern berechnet
werden. Weiterhin ergaben sich systematische Zusammenhänge zwischen den Parametern
des Mischens und den Häufigkeitsverteilungen der Fluktuationszahl.
Komplementär zu diesen Experimenten, in denen die relativen Zelleigenschaften verän-
dert wurden, wurden Experimente durchgeführt, in denen die globalen Eigenschaften der
Zellen chemisch verändert wurden. Hier konnte keine Unterscheidung verschiedener Zell-
gruppen mit Hilfe der Observablen gefunden werden. Bemerkenswert ist, dass sich die
Muster der synchronen und gemischten Zellen weder in der Phasensingularitätsdichte,
noch in ihren qualitativen Eigenschaften unterscheiden, während bei chemisch modifizier-
ten Zellen drastische Auswirkungen auf die Muster beobachtet werden.
Die Korrelation zwischen der räumlichen Verteilung der Fluktuationszahl und Musterei-
genschaften, insbesondere der Verteilung der Phasensingularitäten zeigten in vielen Fällen
positive Korrelationen vor der Musterentstehung. Derartige Korrelationen ergaben sich
aber nicht aus den reinen Grauwerten der Muster oder zufällig verteilter Phasensingula-
ritäten. Daraus leitet sich ab, dass sich eine Symmetriebrechung innerhalb der Zellschicht
schon vor dem Sichtbarwerden kohärenter Wellenstrukturen ergeben haben muss und dass
diese mit geeigneten mathematischen Methoden extrahiert werden kann.
Abstract
Topic of this thesis is the investigation of the functional role of biological variability in
pattern formation of the slime mould Dictyostelium discoideum. It is assumed that indivi-
dual cell properties, which are constant in time, determine certain properties of excitation
patterns during the developmental cycle of Dictyostelium. It is postulated that variability
has regulatory functions in complex biological communication processes.
To investigate this question spatial distributions of cell properties were extracted from
excitation patterns of Dictyostelium with the help of spatiotemporal filters. During deve-
lopmental cycle Dictyostelium undergoes a transition form the uni- to the multicellular
state, mediated by chemotactic cell movement and spatiotemporal excitation waves of
cAMP. These waves can be observed as propagating spirals and target waves. Since the
properties of the excitation waves determine features of the developing multicellular or-
ganism, certain parameters of these patterns are more advantageous than others, in other
words: wave properties are linked to selective advantages. Therefore, it can be assumed
that the biological system has evolved regulatory mechanisms to influence the features of
these patterns. The novel conceptual approach of the present thesis consists in studying
the correlations between the regulatory principles occurring on the cellular level and the
statistical properties of macroscopic aggregation patterns.
Rules of variability involved in pattern formation processes have been analysed nume-
rically by a cellular automaton model and methods to analyse spatiotemporal data sets
were applied to simulated patterns. Variability has been implemented as certain system
parameters, which were fixed in space. Thus it was shown, that variability has a strong
impact on the qualitative features of the simulated patterns. With the help of the mutual
information and the fluctuation number, the latter of which estimates directed and un-
directed changes in state of an element in time and space, the spatial distribution of the
underlying variability has been successfully extracted. To quantify the properties of the
patterns, analytical tools to determine the positions of phase singularities and target cen-
tres were used, which are based on the phase variables of the single elements. Correlation
analyses have revealed statistical probabilities for the development of phase singularities,
i.e. spiral tips, in dependence of the underlying distribution of pacemaker elements.
Next, the numerically established methods were applied to experimental data sets of
Dictyostelium to visualize spatial distributions of cellular properties. At first, synchro-
nous cells were taken and populations of cells of different ages were mixed. This was done
following the concept of a developmental path where the cells develop in desynchronized
manner. This approach provides for a model where cellular heterogeneity is ensured. Pat-
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tern quantification was obtained by detection of phase singularities.
The estimation of directed and non-directed changes in spatial and temporal states by
the fluctuation number showed that synchronous and non-synchronous cells can be dis-
tinguished, and that even the order of synchronisation can be calculated.
Complementary to this experiments where relative cell properties were changed, global
properties of the cells were modified chemically. Applications of the observables on cor-
responding patterns showed no differences between different cell groups. It is noteworthy
that patterns of synchronous cells and mixed cells neither differ in their qualitative fea-
tures, nor show differing spatial densities in phase singularities. By contrast chemical
modification of the cells induces dramatic effects on their patterns.
Correlation analysis between the spatial distribution of the fluctuation number and phase
singularities showed positive correlations in many cases before patterns were developed,
whereas such correlations could not been found from pure grey values of the patterns or
randomly distributed phase singularities. In conclusion, it can be deduced that the sym-
metry breaking within a cell population happens before coherent wave structures appear
and that appropriate mathematical methods can be used to extract such relations.
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1 Einleitung
Die Fähigkeit biologischer Systeme, sich zu Mustern zu organisieren, fasziniert die Wissen-
schaft und die an Wissenschaft interessierte Öffentlichkeit seit langem und ist innerhalb
der Forschung seit vielen Jahrzehnten aus vielfältigen Perspektiven beschrieben worden
[Gie72, Win80, Mei84, Win87, Mur89, Gol96, Mik06].
Raumzeitliche Musterbildung, insbesondere dynamische Wellenphänomene, finden sich
auf vielen Größenskalen in den verschiedensten Systemen. Dabei lassen sich die zugrun-
deliegenden Ordnungsprinzipien nicht unmittelbar aus den mikroskopischen Wechselwir-
kungen der einzelnen Bestandteile erschließen. Dies ist das Grundprinzip biologischer
Selbstorganisation. Selbstorganisation bezeichnet die spontane Entstehung von Struktu-
ren oder Mustern durch die Wechselwirkungen der Systemkonstituenten. Mit „spontan“ ist
hier die durch das System bedingte Musterentstehung unter Variation eines Parameters
der Konstituenten oder der Wechselwirkungen (Kontrollparameter) gemeint. Übersetzt
man Eigenschaften der Muster in eine Kenngröße, den Ordnungsparameter, so ändert
sich diese also sprunghaft, im Sinne eines Phasenübergangs mit dem Kontrollparameter
(siehe z.B. [Hak77, Hüt06a]).
In der Biologie treten propagierende Wellen sowohl intra- als auch interzellulär bei sehr
unterschiedlichen Zelltypen auf. In allen Fällen besteht ein Zusammenhang des Auftretens
solcher raumzeitlichen Muster zu Signaltransduktionsketten oder metabolischen Pfaden,
die irreversible nichtlineare Reaktionskinetiken beinhalten.
Ein unter medizinischen Gesichtspunkten besonders relevantes Phänomen von − in die-
sem Fall dreidimensionaler − biologischer Musterbildung, lässt sich bei der Steuerung der
rhythmischen Kontraktion des Herzens beobachten. Die Regulation der Muskelaktivität
ist durch propagierende Potentialänderungen charakterisiert, die zunächst vom Sinuskno-
ten als autonomer Taktgeber ausgehen und sich über das gesamte Herz ausbreiten, was
zur koordinierten Kontraktion des Muskels führt. Veränderungen einzelner Muskelfasern
können dabei zu lokalen Störungen in der Erregungsweiterleitung führen. Tatsächlich
sind bestimmte arrhythmische Störungen (insbesondere Hauptkammerflimmern) von ro-
tierenden Spiralwellen elektrophysiologischer Aktivität begleitet [Win80, Dav92], was zu
erheblichen Beeinträchtigungen der Pumpleistung des Herzens führt.
Eine andere pathologisch interessante Erscheinung ist die Ausbreitung sogenannter Sprea-
ding Depression Waves (SD) in neuronalem Gewebe [Shi74, Gor83, Bas98], die in Zusam-
menhang mit Migräne steht. Dabei wird eine plötzliche kurzzeitige Erhöhung neuronaler
Aktivität von ihrem Zusammenbruch gefolgt [Lea44]. Die Zerstörung bestehender Ionen-
gradienten und damit der Membranpotentiale einzelner Neuronen breitet sich in Form
raumzeitlicher Wellen über das betroffene Gewebe aus [dC84, Dah97, Bra97]. Die neu-
ronale Aktivität kommt dabei solange zum Erliegen, bis die ursprünglichen Membranpo-
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tentiale aktiv wiederhergestellt sind.
Ein intensiv untersuchter Mechanismus der zellulären Informationsverarbeitung ist die
Kalziumdynamik als Element biologischer Signalkaskaden. Die Ausbreitung von Ca2+-
Wellen als Antwort auf extrazelluläre Stimuli wird bei ganz verschiedenen Zelltypen
[Wie87, Lip93, Lin94] beobachtet. Regulation und Dynamik der intrazellulären Kalzi-
umkonzentration sind durch experimentelle Analysen und mathematische Modellierung
zu einem Modellsystem zellulärer Signaltransduktion geworden. Auch dieses System hat
eine räumliche Dimension: Eines der eindrucksvollsten Beispiele ist die räumliche Aus-
breitung von Ca2+-Wellen während der Fertilisation bei Wirbeltiere, die eine bedeutende
Rolle bei der Auslösung der Cortikalreaktion und der Stoffwechselaktivierung der Oocy-
ten spielen [Lec91]. Im Fall von Kalzium kann die Propagation der Wellen mikroskopisch
direkt sichtbar gemacht werden, im Gegensatz zu anderen Systemen, bei denen Wellen oft
nur indirekt als morphologische oder funktionale Folgen der Dynamik beobachtet werden
können.
Ein weiteres Beispiel für biologische Musterbildung ist die Entstehung von NADH-Wellen
in räumlich aufgetragenem Hefeextrakt [Gho64, Gol73, Jac80, Jac82, Mül98]. Hier spie-
gelt sich in direkter Weise ein durch die Evolution ausgeübter Selektionsdruck auf die
Ökonomie metabolischer Pfade wider. Die nichtlinearen, praktisch irreversiblen Reak-
tionen zweier allosterischer Enzyme zu Beginn und am Ende des Energiestoffwechsels
der Glykolyse (Phosphofruktokinase und Pyrovatkinase) führen zu einer physiologischen
Selbstregulation des Systems und kontrollieren die Produktion von ATP aus mobilisierten
energiereichen Reserven. Wichtige Effektoren sind dabei die Produkte beider Reaktionen
selbst. Trägt man ein organellfreies Extrakt der Zellen räumlich auf, so führen diese Rück-
kopplungen zu propagierenden NADH-Wellen. NADH- und Protonenwellen spielen im Fall
polarisierter Neutrophile eine große Rolle bei der Zell-Zell-Kommunikation innerhalb der
Immunabwehr [Pet00].
Als letztes Beispiel soll hier die Musterbildung des zellulären Schleimpilzes Dictyostelium
discoideum [Rap35] eingeführt werden, deren Untersuchung die vorliegende Arbeit gilt.
Nahrungsmangel induziert bei Dictyostelium ein Entwicklungsprogramm, das die chemo-
taktisch geleitete Aggregation von bis zu 105 autonomer Amöben gewährleistet und eine
Strategie zum Überleben darstellt. Dieser Entwicklungszyklus beinhaltet den morpho-
genetischen Übergang von der einzelligen zur mehrzelligen Organisationsform, Zelldiffe-
renzierung und letztlich die Bildung eines Fruchtkörpers (siehe z.B. [Kes01, Wei04]; vgl.
Kap. 2.2).
Zu Beginn der Entwicklung geben einzelne Zellen das chemotaktische Signal cAMP (zy-
klisches 3’-5’-Adenosinmonophosphat) an die Umgebung ab. Die Moleküle werden von
Nachbarzellen über spezifische Membranrezeptoren (cARs) detektiert, die nun ihrerseits
cAMP synthetisieren und ausscheiden. Es schließt sich eine Refraktärphase an, innerhalb
der die Zellen für cAMP insensitiv sind. Diese autokatalytische Produktion von cAMP
führt zur Propagation raumzeitlicher cAMP-Wellen, die indirekt in einer räumlich aus-
gebreiteten Zellschicht beobachtet werden können (Abb. 1.1(b); [Ger71, Tom81]). Als
Reaktion auf das chemotaktische Signal wandern die Zellen in Richtung des ansteigenden
cAMP-Gradienten, also entgegen der Propagationsrichtung der Wellen zum Ursprung des
3(a) (b)5 mm 5 mm
Abbildung 1.1: Erregungswellen der Belousov-Zhabotinsky-Reaktion ((a), aus Sanger
(1996); [San96]) und während der Aggregationsphase bei Dictyostelium (b). Beiden Syste-
men liegen trotz unterschiedlicher Reaktionsmechanismen gleiche Bildungsprinzipien zu-
grunde.
Signals hin, wo sie ein Zellaggregat bilden. Über eine Reihe mehrzelliger Zwischenstadi-
en entsteht am Ende des Entwicklungsprogramms der Fruchtkörper mit keimungsfähigen
Sporen.
Diese sehr unterschiedlichen Systeme zeigen neben ihren strukturellen Wellenanalogi-
en grundlegende Gemeinsamkeiten in ihren elementaren Bildungsmechanismen, die für
die Wellenentstehung verantwortlich sind. Allen Systemen gemein ist die Kopplung einer
nichtlinearen (z.B. autokatalytischen) Reaktion mit Transport, insbesondere Diffusion
[Kee86b], und der Austausch von Materie und Energie mit der Umgebung, der das Sys-
tem fern dem thermodynamischen Gleichgewicht hält [Pri69, Nic77].
Es sind nun genau diese Beobachtungen, die analog in chemischen und physikalischen
Systemen zu finden, und dort als Grundvoraussetzungen für eine bestimmte Klasse raum-
zeitlicher Musterbildung bekannt sind. Das sicherlich prominenteste Beispiel eines sol-
chen Systems ist die Belousov-Zhabotinsky-Reaktion [Bel58, Zha64, Zai70, Bel85], in der
ein organisches Substrat (insbesondere Malonsäure) in Gegenwart eines Redoxkatalysa-
tors (meist Ferroin) mit Bromat in schwefelsaurer Lösung umgesetzt wird [Ros88]. In
ihrer räumlichen Variante bilden sich blaue oxidierte Erregungsfronten in Form konzen-
trischer Wellen und archimedischer Spiralen innerhalb einer roten reduzierten Umgebung
(Abb. 1.1(a); [Win72, Mül85]).
Ein anderes Beispiel eines durch raumzeitliche Erregungswellen gekennzeichneten Systems
ist die katalytische Bildung von Kohlendioxid aus Sauerstoff und Kohlenmonoxid auf Pla-
tinoberflächen [Jak90].
Aus der Perspektive der mathematischen Modellierung gehören die bisher erwähnten mus-
terbildenden Systeme zur Klasse der Reaktions-Diffusions-Systeme, welche als universelles
Grundmodell biologischer Musterbildung, vor allem für Streifen-, Flecken- und Wellen-
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muster erkannt wurden. Ihre Entdeckung und Erforschung geht auf die Pionierarbeit des
britischen Mathematikers Turing zurück, der Wegbereiter einer Forschungsrichtung wur-
de, die sich bis heute zu einer Vielzahl verschiedenster Anwendungsfelder verzweigt.
Turing war einer der ersten, der ein formales, auf Differentialgleichungen basierendes Mo-
dell entwickelt hat, das Selbstorganisation aus dem Zusammenwirken von nichtlinearen
Reaktionen und Diffusion erklärt. In seinem zentralen Papier von 1952 diskutierte er insbe-
sondere die Bedeutung dieses Mechanismus für biologische Strukturbildung [Tur52]. Heute
sind Turing-Muster ein feststehender Begriff für stationäre räumliche Oszillationen1 (vgl.
auch die experimentellen Nachweise: [Cas90, Quy91, Len93]). Als weitere wichtige wegbe-
reitende Beiträge sind an dieser Stelle auch die Arbeiten von Prigogine [Pri69, Nic77] zur
Entwicklung der Nichtgleichgewichtsthermodynamik und Hakens Konzept der Synergetik
[Hak77] zu nennen, welche den Begriff der Selbstorganisation, so wie er oben diskutiert
wurde, entscheidend prägten. Wichtige Folgearbeiten auf dem Gebiet der mathemati-
schen Biologie, in denen die allgemeinen Konzepte auf Selbstorganisation basierender
Musterbildung mit konkreten biologischen Fallstudien verbunden wurden, stammen bei-
spielsweise von Winfree (1980, 1987) und Murray (1989) [Win80, Win87, Mur89]. Eine
direkte Anwendungen des Turing-Konzepts auf biologische Situationen der Musterbildung
(beispielsweise Fellzeichnungen bei Tieren und Muster auf Schalen der Mollusken durch
räumliche Verteilung sogenannter Morphogene) sind die Arbeiten von Gierer & Meinhardt
[Gie72, Mei84]. Dasselbe mathematische Prinzip stellt auch eines der Erklärungsmodelle
für die Streifen der Genexpression in der Embryonalentwicklung von Drosophila melano-
gaster dar, eine Vorbedingung der Segmentierung [NV04].
Heute existiert zudem eine Vielzahl fachübergreifender Anwendungsfelder durch die per-
spektivische Erweiterung und Übertragung der Grundprinzipien von Reaktions-Diffusi-
ons-Systemen auf andere Bereiche, zum Beispiel Agentenmodelle in sozialwissenschaftli-
chen Arbeiten (siehe z.B. [Ebe98]), die eine direkte Folgeentwicklung und Anwendung von
Reaktions-Diffusions-Prinzipien sind.
Die vorliegende Arbeit widmet sich der Strukturbildung des Schleimpilzes Dictyosteli-
um während seines Entwicklungszyklus, der durch Nahrungsmangel induziert wird. Das
Bildungsprinzip der Muster entspricht dabei dem Reaktions-Diffusions-Mechanismus, das
von den Zellen aktiv zum Informationstransport genutzt wird, um eine koordinierte Be-
wegung Hunderttausender individueller Amöben zu vollziehen und so die kollektive Über-
lebenschance deutlich zu erhöhen. Auch hier entstehen konzentrische Ringwellen, insbe-
sondere aber rotierende Spiralwellen, wie sie bereits in Abbildung 1.1 den Mustern der
chemischen Belousov-Zhabotinsky-Reaktion gegenübergestellt wurden.
1 Besonders bei einem Spezialfall von Reaktions-Diffusions-Systemen, bei dem ein kurzreichweitiger Ak-
tivator (mit niedriger Diffusionskonstante) und ein längerreichweitiger Inhibitor (mit höhere Diffu-
sionskonstante) miteinander verknüpft sind. Hieraus ergeben sich eine Vielzahl räumlich stationärer
Strukturen, beispielsweise hexagonale oder rhombische Punktmuster, Zickzack-Muster und Streifen,
aber auch Situationen raumzeitlicher Turbulenzen. Die Wellenlänge der Strukturen spiegelt dabei die
Diffusionsraten von Aktivator und Inhibitor wider.
5In Kapitel 2.1 wird in die Grundlagen der Entstehung raumzeitlicher Erregungswellen
in Reaktions-Diffusions-Systemen eingeführt. Aus dem universellen Bildungsmechanismus
solcher Muster (und zwar der Kopplung einer nichtlinearen Reaktionskinetik mit Trans-
port; Abschn. 2.1.1) ergeben sich systemübergreifende Eigenschaften (Abschn. 2.1.2), die
zur Entstehung bestimmter Mustergeometrien, insbesondere von Spiralwellen führen (Ab-
schn. 2.1.3). Spiralwellen und deren Entstehung in biologischen Systemen spielen inner-
halb dieser Arbeit eine übergeordnete Rolle. Die formale Übersetzung der Regulationsei-
genschaften in Reaktionsterme gekoppelter Differentialgleichungen führt dabei zu einem
quantitativen Verständnis beobachteter Dynamiken (Abschn. 2.1.4).
In Kapitel 2.2 wird gezeigt, wie Zellen des zellulären Schleimpilzes Dictyostelium phy-
sikalische Prinzipien zum Informationstransport in Form raumzeitlicher Wellen nutzen,
um eine koordinierte Aggregation der Zellen zu gewährleisten. Vor diesem Hintergrund
werden aktuelle Forschungsfragen zur Musterbildung von Dictyostelium in Abschnitt 2.3
aufgeführt. Die Zielsetzung der Arbeit und ihre Ergebnisse werden in Abschnitt 2.4 zu-
sammengefasst.
In Kapitel 3 werden die experimentellen Methoden und die Verfahren der Datenanalyse
zusammengestellt, die dann in Kapitel 4 zum Einsatz kommen. Insbesondere wird die
mögliche Rolle von Variabilität bei der Musterbildung eines einfachen Automatenmodells
(Abschn. 4.1) und bei Dictyostelium (Abschn. 4.2) ausführlich dargestellt und diskutiert.
Variabilität stellt dabei die Verteilung bestimmter individueller Zelleigenschaften dar, die
zeitlich konstant bleiben. Die Hypothese ist, dass diese Verteilung bestimmte Aspekte
der Musterbildung determiniert. Eine Diskussion der Ergebnisse erfolgt im Anschluss in
Kapitel 5.
6 1 Einleitung
2 Thematischer Hintergrund
2.1 Grundlagen der Erregungswellen
Trotz der Vielfalt ihrer Parameter folgen wellenbildende biologische Systeme ähnlichen
Gesetzmäßigkeiten wie chemische und physikalische Systeme. Dennoch weisen die mus-
terbildenden Systeme der Biologie im allgemeinen zwei fundamentale Unterschiede zu phy-
sikalischen oder chemischen Systemen auf: (1) Wie bereits in der Einleitung angesprochen,
sind die Muster in biologischen Systemen oft ein Mittel zum Erreichen eines Ziels oder
einer Organisationsform; werden Muster in diesem Sinne funktionell genutzt, haben sich
die Regulationsprinzipien durch Evolution stabilisiert und weisen subtile Unterschiede zu
nicht-biologischen Systemen auf. (2) Während für die Wissenschaften der unbelebten Na-
tur Komplexität durch das Zusammenwirken vieler identischer Elemente zustandekommt,
muss sich die Biologie einer Komplexität stellen, die durch das Zusammenwirken vieler
unterschiedlicher Elemente entsteht, die über eine Vielzahl von Wechselwirkungen mitein-
ander kommunizieren [Kit02, Coh04]. Dennoch eignen sich physikalische und chemische
Grundmodelle zur Formulierung von Modellvorstellungen, die dann auf die Biologie über-
tragen werden können. Die folgenden Erkenntnisse über die formalen Bedingungen zur
Entstehung von Erregungswellen wurden in den meisten Fällen theoretisch entwickelt und
experimentell an chemischen Systemen, insbesondere der Belousov-Zhabotinsky-Reaktion
verifiziert.
2.1.1 Formale Bedingungen zur Entstehung von Erregungswellen
Nichtlineare Reaktionen: Autokatalyse
Nichtlineare Reaktionen sind die Basis der Musterbildung in sehr unterschiedlichen Sys-
temen. Die dynamischen Zustände nichtlinearer Systeme lassen sich in zeitlich stabile,
transiente und raumzeitliche Zustände gliedern. Diskutiert man nur das Zeitverhalten ei-
nes nichtlinearen Systems, gibt es als zeitlich stabile (asymptotische) Verhaltensformen
(im Fall endlicher, nicht divergierender Systeme) nur stabile Fixpunkte, stabile Oszilla-
tionen und deterministisches Chaos. Übergänge zwischen Zuständen und die Trajektorien
hin zu diesem asymptotischen Verhalten (Transienten) werden durch die Anfangsbedin-
gungen und die Systemparameter festgelegt. Existieren mehrere stabile Fixpunkte (bista-
bile oder multistabile Systeme), so können Parameteränderungen und externe Störungen
Übergänge zwischen diesen Zuständen induzieren. Analog zur Phasenumwandlung in der
Thermodynamik können solche Systeme bei Variation ihrer Bifurkationsparameter dis-
kontinuierliche Übergänge in einen anderen dynamischen Zustand zeigen. Koppelt man
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solche dynamischen Elemente räumlich (durch Diffusion oder andere Wechselwirkungs-
terme), so kann das Spektrum raumzeitlicher Muster, das im vorangegangenen Kapitel
diskutiert wurde, erzeugt werden, vor allem Wellenpropagation und räumliche Flecken-
und Streifenmuster [Str00, Mur89, Hüt01a].
In der Biologie tragen nichtlineare, insbesondere autokatalytische Reaktionsschritte eine
große Bedeutung in der Regulation metabolischer Pfade und der Informationspotenzie-
rung innerhalb von Signaltransduktionsketten [Kos87]. Eine häufige Konstruktion ist das
Zusammenspiel zwischen einem Aktivator und einem Inhibitor, welches das betreffende
System zum Beispiel in einen oszillatorischen Zustand versetzen kann. Entscheidend ist
A X B
C DY
+
+
-
Aktivator:
Inhibitor:
Abbildung 2.1: Schematische Darstellung eines Aktivator-Inhibitor-Systems (nach ei-
ner Abbildung aus [Mai00]). Der Aktivator X ist unmittelbares Produkt oder Intermediat
der Reaktion und katalysiert damit seine eigene Bildung. Die Produktion des Inhibitors
Y ist ebenfalls an die Umsetzung des Aktivators gekoppelt. Entscheidend für die Entste-
hung einer oszillierenden Dynamik ist, dass dies in zeitverzögerter Weise und mit geringerer
Produktionsrate als bei der Erzeugung von X geschieht. Liegt der Inhibitor Y mit der Zeit
in ausreichend hoher Konzentration vor, wirkt er hemmend auf die autokatalytische Pro-
duktion des Aktivators. Der formalen Vereinfachung eines Wechselspiels aktivierender und
inhibierender Prozesse liegt dabei meist ein System unzählige Reaktionen zugrunde.
dabei ein überschwelliger Stimulus, welche das System mit dem Verlassen des stationären
Zustands beantwortet. Der Aktivator ist meist unmittelbares Produkt der Reaktion (Pro-
duktaktivierung, positive Rückkopplung), was nach der Aktivierung zunächst zu einem ex-
ponentiellen Anwachsen des Reaktionsproduktes führt, und zwar solange, bis die Wirkung
des Inhibitors das System zurück in Richtung Ausgangszustand verschiebt (Abb. 2.1). Die
Produktion des Inhibitors muss also an die Produktion des Aktivators gekoppelt sein, wo-
bei eine langsame (und damit implizit zeitverzögerte) und geringere Produktionsrate als
die des Aktivators entscheidend für eine bestimmte zeitliche Dynamik ist. Es hat sich
gerade in den letzten Jahren als produktiv erwiesen, die Funktion zellulärer Prozesse
(insbesondere zelluläre Signalkaskaden und genetische Regulation) auf solche universellen
regulatorischen Grundkomponenten („Motive“) zurückzuführen [Tys03, Alo07, Bra08].
Räumliche Muster: Kopplung von Reaktion und Transport
Entscheidend für die räumliche Strukturbildung ist nun die Kopplung der autokatalyti-
schen Reaktion mit Transport, insbesondere molekulare Diffusion, wie in Abbildung 2.2
dargestellt. Im Grundzustand ist die Konzentration des Aktivators unterhalb der Akti-
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erregt refraktär erregbar
t1 t2 t3 t4 t5(a)
(b)
Abbildung 2.2: Diffusive Ausbreitung einer punktförmigen Erregung im Raum (nach
einer Abbildung aus [Mai00]). Zur Verdeutlichung wurde hier ein System aus diskreten
Raumpunkten und eine acht-elementige Nachbarschaft gewählt. Die Erregungsfront propa-
giert von einem Zeitschritt zum nächsten in Form einer geschlossenen Welle. Die Elemente
hinter der Front befinden sich im refraktären Zustand, bevor sie wieder erregbar werden.
vierungsschwelle der autokatalytischen Reaktion. Das System bleibt räumlich homogen.
Lokale Pertubationen können jedoch zu einem Anstieg der Aktivatorkonzentration über
diese kritische Schwelle und damit zum Start der Reaktion führen (Abb. 2.2(a)). Die lo-
kale Konzentration des Aktivators steigt durch den zugrundeliegenden autokatalytischen
Mechanismus. Der Konzentrationsgradient treibt die Diffusion des Aktivators und die Ak-
tivierung der autokatalytischen Reaktion in der unmittelbaren Umgebung an. Die lokale
Störung breitet sich auf diese Weise in Form einer geschlossenen Front über das räum-
lich ausgedehnte System aus. Die zeitverzögerte Produktion des Inhibitors bewirkt da-
bei dessen Konzentrationsanstieg unmittelbar hinter der Aktivierungsfront. Eine erneute
Erregung ist an diesem Ort erst dann wieder möglich, wenn die Konzentration des Inhi-
bitors durch Diffusion unterhalb eines kritischen Wertes gefallen ist. Formal durchlaufen
die räumlichen Elemente des Systems eine zeitliche Abfolge der drei Zustände „erreg-
bar“, „erregt“ und „refraktär“, weshalb diese Klasse von Reaktions-Diffusions-Systemen
auch als erregbare Medien bezeichnet wird (Abb. 2.2(b)). Die Refraktärzeit unterteilt sich
dabei in eine absolute Refraktärphase, in der die vorherrschende Inhibitorkonzentration
keine Erregung zulässt, und in eine relative Refraktärphase, in der durch fortgeschritte-
ne „Akklimatisierung“ der Elemente eine Reaktion beim Überschreiten einer stark nach
oben versetzten Schwelle ausgelöst werden kann. Handelt es sich beim lokalen Ursprung
der Erregungsaktivität um einen Schrittmacher (Pacemaker), d.h. um eine Region mit
der Fähigkeit zu autonomer oszillatorischer Aktivität, geht von dieser Stelle die periodi-
sche Generierung weiterer Wellen aus, die sich als konzentrische Targetwellen räumlich
ausbreiten.
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2.1.2 Eigenschaften der Erregungswellen
Die Abfolge der drei formalen Zustände „erregbar“, „erregt“ und „refraktär“, welche die
Elemente erregbarer Medien sukzessive durchlaufen, impliziert generische Eigenschaften,
die diese Systeme unabhängig der zugrundeliegenden Reaktionsmechanismen und Grö-
ßenordnungen aufweisen.
(b)(a) (c)
voll erregbarabs.rel.
1. Welle2. Welle
Wellenfront
N < c
Refraktärphase
t1
t2 > t1
Abbildung 2.3: Eigenschaften der Erregungswellen. Kollidierende Wellen löschen sich
durch die Refraktärphase unmittelbar hinter der Wellenfront aus (Annihilation (a)). Der
Radius nach außen propagierender kreisförmiger Wellen nimmt kontinuierlich zu. Der Ak-
tivator muss von jedem Punkt einer stark gekrümmten Wellenfront zu mehreren Punkten
in Propagationsrichtung diffundieren (Geschwindigkeits-Krümmungs-Relation (b); N : Ge-
schwindigkeit unter der lokalen Krümmung K, c: Geschwindigkeit einer planaren Welle).
Bei hinreichend kleiner Wellenlänge diffundieren nacheinander auftretende Wellen in ein
nicht vollständig regeneriertes Medium. Liegt dabei die Periodenlänge unterhalb der Dauer
der absoluten Refraktärphase ist die Wellenpropagation unmöglich. Gelangt eine Welle in
den Bereich der relativen Refraktärphase kann die Propagation bei reduzierter Geschwin-
digkeit stattfinden (frequenzabhängige Geschwindigkeit (c)).
1. Wechselseitige Annihilation und unidirektionale Wellenpropagation:
Die Anwesenheit der refraktären Phase unmittelbar hinter der Wellenfront bedingt
das Auslöschen kollidierender Wellen [Win72]. Die Propagation einer einzelnen Welle
kann also nur in eine Richtung erfolgen (Abb. 2.3(a)).
2. Geschwindigkeits-Krümmungsrelation:
Die Geschwindigkeit planarer Wellen ist konstant. Nach außen propagierende kon-
zentrische Wellen zeigen eine Zunahme der Geschwindigkeit mit abnehmender
Krümmung. Dieser Zusammenhang wird offensichtlich, wenn man die Wellenfront
gedanklich als Zusammensetzung einzelner Elemente betrachtet (Abb. 2.3(b)). Zur
Propagation einer Welle müssen die einzelnen Elemente einer stark gekrümmten
Front die Erregung an mehrere Elemente weitergeben, da ihr Wellenradius während
der Propagation nach außen kontinuierlich größer wird. Auf einer planaren Front
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Abbildung 2.4: Lineare Abhängigkeit der Normalengeschwindigkeit N von der
Krümmung K konzentrisch propagierender Targetwellen bei Dictyostelium. Die Stei-
gung der Regressionsgeraden beträgt (0,93 ± 0,06 ×) 105 cm2/s. Die Änderung des
Wellenradius in Abhängigkeit der Zeit ist oben rechts dargestellt. Durch Interpola-
tion der Regressionsgeraden ergibt sich bei diesen Daten die Geschwindigkeit einer
planaren Welle von c = 4,88 µm/s und eine kritischer Radius Rkrit ≈ 200 µm. Die
Abbildung stammt aus [Foe89].
ist dieses Verhältnis 1:1, die Geschwindigkeit wird hier nur von den dynamischen
Eigenschaften des Systems bestimmt. Es dauert länger, die Erregbarkeit an mehrere
Elemente durch Diffusion weiterzugegeben, als von einem Element zum nächsten.1
Daher ergibt sich eine Verringerung der Geschwindigkeit bei zunehmender Krüm-
mung [Kee86a, Zyk87, Foe88, Foe89, Foe90b]. Abbildung 2.4 zeigt entsprechende
Messergebnisse bei Dictyostelium während eines bestimmten Zeitfensters der Ent-
wicklung aus Foerster et al. (1989) [Foe89]. Das Verhältnis wird formal durch die
Eikonal-Gleichung wiedergegeben:
N = c−KD . (2.1)
N ist dabei die Geschwindigkeit in Normalenrichtung unter der lokalen Krümmung
K, c die Geschwindigkeit einer planaren Welle und D der Diffusionskoeffizient des
Aktivators. Daraus lässt sich der kritische Radius Rkrit einer Welle ableiten, bei
dem keine Propagation mehr stattfinden kann (siehe z.B. [Mai00]). Da also N = 0
und K = 1R ergibt sich
Rkrit =
D
c
. (2.2)
1 Dies wird besonders klar, wenn man sich eine „binäre Codierung“ der Dynamik vorstellt und Diffusion
in eine „Infektionswahrscheinlichkeit“ überträgt, also den induzierten Wechsel von 0 nach 1 in dieser
binär codierten Dynamik.
12 2 Thematischer Hintergrund
3. Dispersionsrelation:
Eine einzelne planare Welle propagiert mit maximaler Geschwindigkeit. Die Ge-
schwindigkeit planarer Wellenfronten wird kleiner, wenn sich die Frequenz der Wel-
lenerzeugung erhöht und so die Wellenlänge aufeinanderfolgender Fronten abnimmt
(frequenzabhängige Geschwindigkeit). Während eine erste Welle durch ein voll er-
regbares Medium propagieren kann, hinterlässt diese hinter ihrer Front ein weniger
erregbares Medium, in welchem die Inhibitorkonzentration noch nicht wieder auf den
Normalwert gesunken ist. Die Folgewelle kann hier nur mit reduzierter Geschwin-
digkeit propagieren (Abb. 2.3(c)). Je kleiner die Wellenlänge aufeinanderfolgender
Wellen ist, um so weniger erregbar ist das Medium, in welches die Folgewelle propa-
giert, und um so geringer ihre Propagationsgeschwindigkeit. Die kürzeste mögliche
Wellenlänge bzw. Periodenlänge, die eine Wellenpropagation zulässt, entspricht der
absoluten Refraktärzeit.
2.1.3 Mechanismus der Entstehung von Spiralwellen
Durch lokale Defekte in räumlich ausgedehnten Reaktions-Diffusions-Systemen können
geschlossene Wellenfronten in ihrer Propagation gestört werden und aufbrechen. An den
(a) (b) (c)
Abbildung 2.5: Entstehung von Spiralwellen aus Wellenfragmenten in Reaktions-
Diffusions-Systemen. Spiralwellen gehen aus aufgebrochenen Wellenfronten (a) hervor. Die
erregbare Front kriecht dabei an den äußeren Enden eines Wellenfragments hinter die re-
fraktäre Zone (b). Aufgrund der Geschwindigkeitsdifferenz dieses stark gekrümmten Berei-
ches und den Zonen fern der Spitze, propagiert die erregte Front von innen nach außen mit
kontinuierlich wachsender Geschwindigkeit (c). Das Szenario zeigt die Entstehung zweier
gegenläufig rotierender Spiralwellen aus einem Wellenfragment.
so entstandenen offenen Wellenenden gelangt die Erregungsfront (Aktivator) hinter die
refraktäre Zone (Inhibitor). Solche offenen Wellenenden weisen eine kontinuierlich wach-
sende Krümmung auf, die ihr Maximum an dieser äußersten Spitze erreicht. Dies ist
der Ort niedrigster Geschwindigkeit (siehe Geschwindigkeits-Krümmungs-Relation in Ab-
schn. 2.1.2). Die Propagationsgeschwindigkeit der Erregungsfront nimmt von Innen nach
außen kontinuierlich zu, was zum Aufwickeln der Welle und zur Bildung einer rotierenden
Spirale führt (Abb. 2.5).
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Abbildung 2.6: Spiralwellen sind selbsterhaltende Strukturen, deren Spiralspitze sich ent-
lang einer Trajektorie um das Spiralzentrum bewegt. Die Abbildung stammt aus [Win72].
Im einfachsten Fall bleibt die Spiralspitze am Ort ihrer Entstehung bestehen und rotiert
rigide um ein kreisförmiges Spiralzentrum (Abb. 2.6). In Abhängigkeit des zugrundelie-
genden Reaktionsmechanismus, insbesondere der Erregbarkeit und der Form der refraktä-
ren Zone, weisen erregbare Medien unterschiedliche Trajektorien ihrer Spiralspitzen auf.
Dictyostelium zeigt ausschließlich rigide kreisförmige Trajektorien, die eine Abhängig-
keit des Durchmessers von der globalen Erregbarkeit der Zellschicht aufweisen. Bei der
Belousov-Zhabotinsky-Reaktion findet man in Abhängigkeit der Systemparameter, insbe-
sondere bei veränderter Erregbarkeit, neben der rigiden Rotation auch auf komplexeren
(z.B. zykloiden, hyperzykloiden oder zickzackförmigen) Bahnen mäandernde Spiralspitzen
[NU93, Ste00].
2.1.4 Formale Eigenschaften von Reaktions-Diffusions-Systemen
Die Entstehung raumzeitlicher Strukturen in Reaktions-Diffusions-Systemen unterliegt
dem Zusammenwirken zweier, formal getrennter Prozesse, den nichtlinearen Wechselwir-
kungen einzelner Systemkomponenten und dem diffusiven räumlichen Transport (vgl. Ab-
schn. 2.1.1). In der einfachsten Form kann dies durch ein auf zwei partielle Differentialglei-
chungen reduziertes System formuliert werden, das durch dynamische Verzahnung einer
sich lokal selbstverstärkenden Substanz (Aktivator) mit einer zweiten Spezies, dem Inhi-
bitor, welcher die Produktion des Aktivators hemmt (Abb. 2.1) und einem Diffusionsterm
charakterisiert ist. Eine allgemeine Form eines solchen Modells mit räumlicher Kopplung
lautet:
∂u
∂t
= f(u, v) +Du∇2u (2.3)
∂v
∂t
=  g(u, v) +Dv∇2v . (2.4)
Das System ist durch die zeitliche Änderung einer schnellen Variablen u, dem Aktiva-
tor, und der langsamen Entwicklung des Inhibitors v charakterisiert. Die Separation bei-
der sehr unterschiedlichen Zeitskalen wird durch den multiplikativen Faktor , für den
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(a)
ν
υ
f (υ,ν)=0
g (υ,ν)=0
A
B
CD
(b)
ν
υ
f (υ,ν)=0
g (υ,ν)=0
A
B
CD
Abbildung 2.7: Nullcharakteristiken der Variablen u und v im Phasenraum in einem
Zwei-Variablen-Modell. Im erregbaren System (a) klingen minimale Störungen in u expo-
nentiell ab (gestrichelte Trajektorie). Bei überschwelliger Störung (gepunktete Trajektorie)
durchläuft das System einen langen Weg im Phasenraum, bevor es wieder in den stabilen
stationären Zustand gelangt. Besitzt das System einen instabilen Fixpunkt (b), wird die-
ser bereits bei kleinsten Störungen vom System verlassen und nicht wieder eingenommen
(gestrichelte Trajektorie). Das System oszilliert.
0 <   1 gilt, realisiert. Der räumliche Konzentrationsverlauf der Spezies u und v wird
durch die Fick’schen Diffusionsterme ausgedrückt, die sich aus dem Produkt der jewei-
ligen Diffusionskoeffizienten (Du bzw. Dv) und der zweiten Ableitung nach den beiden
Ortskoordinaten zusammensetzen (∇2 = ∂2
∂x2 +
∂2
∂y2 , Laplace-Operator) [Kee86b].
Die kinetischen Funktionen f(u, v) und g(u, v) müssen nur relativ wenige Eigenschaften
besitzen, um das dynamische Verhalten verschiedener erregbarer Medien zu simulieren.
Es genügt ein nichtlinearer Produktionsterm des Aktivators und die Kopplung zum degra-
dativen Einfluss des Inhibitors. In Abhängigkeit der gewählten Parameter der Funktionen
f und g können nun numerische Lösungen mit qualitativ unterschiedliche Dynamiken er-
zeugt werden. In Abbildung 2.7 sind die Nullcharakteristiken (f = 0 und g = 0) beider
Funktionen in der u − v-Ebene für ein erregbares System (Abb. 2.7(a)) und einen oszil-
latorischen Fall (Abb. 2.7(b)) dargestellt. Der Verlauf f(u, v) = 0 folgt einem Polynom
dritten Grades (kubische Nullcharakteristik), g(u, v) = 0 einer Geraden (lineare Nullcha-
rakteristik). Die Schnittpunkte beider Funktionen bei ∂u∂t = 0 und
∂v
∂t = 0 entsprechen
stationären Fixpunkten.
Im erregbaren System (Abb. 2.7(a)), in denen der Schnittpunkt beider Verläufe links vom
Minimum der Nullcharakteristik von u liegt, besitzt das System einen stabilen statio-
nären Zustand bei kleinen Konzentrationen von u. Kleine Störungen klingen exponentiell
ab (gestrichelte Trajektorie in (a)). Das System strebt zum stationären Zustand zurück.
Eine überschwellige Störung (die Separatrix AC wird überschritten) treibt das System
entlang der Trajektorie ABCD durch den Phasenraum (gepunktete Trajektorie in (a)):
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Der Zustandspunkt springt schnell nach B während des Erregungsprozesses (es kommt
zur schnellen Produktion von u) und bewegt sich dann langsam nach C. Die zeitverzögerte
Wirkung des Inhibitors kommt nun deutlich zum Tragen. Das System springt schnell nach
D. Von dort bewegt es sich dann langsam in den stationären Zustand zurück, wobei sich
auf dem Weg dorthin vor allem v langsam ändert. Das System ist in dieser Phase refraktär
und damit nicht erregbar. Die formalen Zustände dieser Klasse von Systemen sind also:
erregbar, erregt und refraktär, worin sich die in den Abschnitten 2.1.2 und 2.1.3 bereits
diskutierten Eigenschaften von Erregungswellen und Bildungsmechanismen verschiedener
Wellengeometrien wiederfinden.
Im Fall des zu Oszillationen fähigen Systems (Abb. 2.7(b)) treiben bereits kleinste Stö-
rungen das System aus dem stationären Zustand, der nicht wieder eingenommen werden
kann (instabiler stationärer Fixpunkt). Das System beginnt zu oszillieren. Die dargestell-
te Situation wird dabei aufgrund schneller und langsamer Abschnitte der Trajektorie als
Relaxationsoszillation bezeichnet. Grundsätzlich ist für das Gleichungssystem auch eine
bistabile Lösung möglich (durch Kippen der linearen Nullcharakteristik). Der asymptoti-
sche Systemzustand hängt dann von den Anfangsbedingungen ab.
Beispiele für den hier dargestellten Modelltyp sind der von Keener & Tyson reduzierte
Zwei-Variablen-Oregonator [Kee86b] als stark vereinfachtes Modell der Belousov-Zhabo-
tinsky-Reaktion oder das auf zwei Variablen reduzierte Martiel-Goldbeter-Modell (vgl.
Abschn. 2.2.4; [Mar87, Tys89]).
2.2 Dictyostelium als Modellorganismus für biologische Musterbildung
Die erste Beschreibung und Namensgebung der Gattung Dictyostelium geht auf den My-
kologen Brefeld in das Jahr 1869 zurück, der als erster aus Exkrementen von Pferden und
Hasen Dictyostelium mucoroides isolierte [Bre69]. Der Gattungsname leitet sich dabei aus
der Struktur der Aggregationsströme (Dicty=netzartig) und der Gestalt der Fruchtkörper
am Ende des Entwicklungszyklus (Stelium=Turm) ab [Kes01]. Dictyostelium discoideum
wurde 1935 von Raper beschrieben [Rap35]. Heute stellt Dictyostelium ein wichtiges Mo-
dellsystem für die hormonale Regulation höherer Organisationsformen, den morphogene-
tischen Übergang von der Ein- zur Vielzelligkeit, Zelldifferenzierung und interzellulärer
Kommunikation durch biologische Musterbildung dar.
Die besondere Bedeutung von Dictyostelium liegt in der strikten Trennung zwischen einer
vegetativen Lebensphase und einem faszinierenden, von fundamentalen Entwicklungs- und
Organisationsprozessen geprägten Lebenszyklus begründet. Im vegetativen Stadium leben
die zellulären Schleimpilze als solitäre Amöben, die sich mitotisch teilen und bakterielle
Nahrung phagozytieren, im Boden. Das Entwicklungsprogramm stellt dagegen eine Stra-
tegie zum Überleben dar und wird unter widrigen Umweltbedingungen, vor allem durch
Nahrungsmangel induziert [Cla88, Rat91, Cla92, Jai92, Cla95, VH96]. Dabei aggregieren
bis zu 105 Zellen chemotaktisch geleitet und formen über morphogenetische Übergangs-
formen einen multizellulären Organismus mit den Sporen als resistenter Verbreitungsform
(siehe z.B. [Loo82, Kes01]).
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Erregungs-
wellen
Zellströme
Mound
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Fruchtkörper
Aggregations-
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(a)
(b)
(c)
(d)
(e)
4 - 6 h
24 h
8 h
Abbildung 2.8: Entwicklungszyklus von Dictyostelium, der durch Nahrungsmangel in-
nerhalb des Amöbenstadiums initiiert wird. Die koordinierte Zellaggregation erfolgt durch
raumzeitliche Propagation von cAMP-Wellen (a). Die Zellen begeben sich chemotaktisch
geleitet, innerhalb von Zellströmen senkrecht in Richtung des ansteigenden Konzentrations-
gradienten zum Aggregationszentrum hin (b). Dort bildet sich als kompaktes Zellaggregat
das Moundstadium (c), welches in ein mobiles Slugstadium übergeht (d). Diese Aggregate
bestehen aus bis zu 105 individuellen Zellen, die sich in verschiedene Zelltypen differenzie-
ren. Der Entwicklungszyklus schließt sich nach der Bildung eines Fruchtkörpers, der die
Sporenmasse mit resistenten Sporen enthält (e). Die Zeitangaben beziehen sich auf den
Zeitpunkt des Entzugs der Nahrungsquelle, wobei Beginn und mittlere Dauer der einzelnen
Phasen stark variieren kann. Die ursprüngliche Abbildung stammt aus [Sie94].
2.2.1 Entwicklungszyklus
Der in Abbildung 2.8 dargestellte Entwicklungszyklus von Dictyostelium unterteilt sich
in die Aggregationsphase der Amöben, die durch Musterbildung in Form raumzeitlicher
Wellen und Zellströme geprägt ist, und eine Abfolge mehrzelliger Organisationsformen,
die am Ende der Entwicklung in der Bildung eines Fruchtkörpers endet. Die periodischen
cAMP-Signale kontrollieren dabei nicht nur die Aggregation der Amöben, sondern auch
die späteren Stadien der Morphogenese (siehe z.B. [Wei99, Wei04]).
Die koordinierte Aggregation individueller Amöben wird durch das chemotaktisch wirken-
de Molekül cAMP geleitet, das periodisch von den Aggregationszentren ausgeht [Sha56,
Bon63, Kon67].
Wenige Stunden nach dem Nahrungsentzug beginnen einige Zellen mit der Produktion und
Ausscheidung von cAMP, das sowohl diese Zellen selbst, ebenso aber auch benachbarte
Zellen zur cAMP-Produktion und -Ausscheidung anregt. Die Detektion des cAMP erfolgt
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mit Hilfe hochspezifischer Oberflächenrezeptoren (cARs; Abschn. 2.2.3; [Kle88, Par96]).
Dabei werden zwei miteinander konkurrierende Vorgänge innerhalb der Zellen induziert:
Zum einen bewirkt die Bindung von cAMP eine schnelle Erregung, welche zur Aktivie-
rung der intrazellulären Adenylatzyklase (AC) und damit zur cAMP-Synthese führt, zum
anderen folgt eine langsame Adaptation, welche die Aktivität der AC und damit die
cAMP-Synthese wieder beendet [Pit90]. Das Binden des cAMP an die Rezeptoren der
Zellen entspricht einer autokatalytischen Rückkopplungsschleife, die erst durch den lang-
sam einsetzenden Adaptationsprozess gestoppt wird. Zellen, die das Signal amplifiziert
haben, werden refraktär, also zeitweilig insensitiv gegenüber einer weiteren Stimulation.
Die extrazelluläre cAMP-Konzentration wird durch die membrangebundene und freie
Phosphodiesterase (mPDE und ePDE) reguliert [Kes88]. Sinkt die extrazelluläre Konzen-
tration während der Adaptation, führt dies allmählich zur Deadaptation der zyklischen
Aktivierungsschleife, wodurch die Zellen ihre Kompetenz zur Erregbarkeit zurückerlan-
gen. Das sezernierte cAMP verteilt sich durch Diffusion und aktiviert benachbarte Zellen,
die dadurch angeregt werden und ihrerseits cAMP synthetisieren. Die Adaptation der
Zellen nach ihrer Anregung ist maßgeblich für die raumzeitliche Propagation von cAMP-
Konzentrationswellen verantwortlich (Abb. 2.8(a) und Abb. 2.9(a)).
(a) (b) 5 mm
Abbildung 2.9: cAMP-Muster und Aggregationsströme bei Dictyostelium im Dunkel-
feld. Die in (a) dargestellten Erregungswellen einer noch homogenen Zellage gehen im Ver-
lauf der Aggregation in Zellströme (b) über. Dabei stellt jede Spiralwelle das Einzugsge-
biet eines Aggregationszentrums dar. In (b) sind diese Zentren von zulaufenden Zellströmen
charakterisiert. Die Zellen sammeln sich im fortgeschrittenen Stadium in den Zentren und
gehen in das Moundstadium über. Der zeitliche Abstand zwischen beiden Abbildungen be-
trägt etwa 3 h.
Neben den aktivierenden und inhibierenden Prozessen der Signaltransduktion, bewirkt die
Bindung des cAMP an die Rezeptoren die chemotaktische Reaktion der Zellen [Ger76].
Die erregten Zellen werden dabei durch den cAMP-Gradienten geleitet, und bewegen
sich in Richtung ansteigender cAMP-Konzentration, also senkrecht zur Wellenfront und
entgegen der Propagationsrichtung des cAMP, auf den eigentlichen Ursprung der Wellen
zu [Dev79, Din80b, Ger82, Par99]. Kehrt sich die zeitliche Änderung der Konzentration
um (wenn eine Welle vorübergelaufen ist), beenden die Zellen ihre gerichtete Bewegung.
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Dies verhindert einen Richtungswechsel der Zellen bei Richtungsänderung des Gradien-
ten [Din80b, Fut82]. Eine wichtige Rolle spielt dabei die Desensitivierung der Rezeptoren
durch reversible Phosphorylierung [VH92, Xia99], wie sie in Abschnitt 2.2.4 im Martiel-
Goldbeter-Modell für die Simulation raumzeitlicher Wellen von besonderer Bedeutung ist.
Die kovalente Rezeptormodifikation hat neben der Adaptation der AC einen entscheiden-
den Anteil an der refraktären Phase.
Die chemotaktische Bewegung der Zellen als Antwort auf die propagierenden Wellen führt
zur kollektiven Zellbewegung in Richtung des Aggregationszentrums, also dem Zentrum
einer Targetwelle oder der Spitze einer Spirale. Im fortgeschrittenen Stadium der Aggre-
gation bewegen sich die polarisierten Zellen innerhalb charakteristischer Zellströme, die
auf die einzelne Aggregtionszentren weisen (Abb. 2.8(b)). Die beiden in Abbildung 2.9
dargestellten Momentaufnahmen zeigen denselben räumlichen Ausschnitt, in (a) während
der Phase deutlich sichtbarer Wellenmuster, in (b) den bereits durch Zellströme geprägten
Zeitpunkt der Aggregation.1
Die chemotaktische Bewegung rührt aus der reversiblen Reorganisation des zellulären
Actinnetzwerks in Interaktion mit Myosin am Uroid des Zellkörpers, was zum mechani-
schen Ausstülpen von Pseudopodien am vorderen Teil der Zelle in Richtung des cAMP-
Gradienten führt [Yum85, Weh90, Fuk91, Noe95, Wes96, Fuk91, Wes97, Yum98, Clo99,
Fuk99, Noe00]. Eine Rolle bei der Regulation der Chemotaxis spielen zum einen die schnel-
le cAMP-induzierte Bildung von cGMP [Ros81, Liu93, VH97] und der cAMP-abhängige
Ca2+Influx [Mal82, Cub95, Unt95, Neb97].
Die Bildung der Zellströme erfolgt mehr oder weniger sprunghaft als Symmetriebruch
in der homogenen Zellschicht. Theoretischen Vorstellungen zufolge führen lokale Dicht-
eunterschiede in der Verteilung der Zellen zur Deformation der Wellenfronten und dem
lokalen Anstieg der Propagationsgeschwindigkeit, was die Zellen der Umgebung veran-
lasst, ihre Orientierung zu ändern. Die damit verbundene lokale Erhöhungen der cAMP-
Konzentration, veranlasst in selbstverstärkender Weise nun weitere Zellen der Umgebung,
sich benachbarten Strömen anzuschließen [Lev91, Vas94, Höf95, Lev96, Bre97, Dal97,
Höf97, Vas97, Lev98]. Verschiedene entwicklungsabhängige Klassen von Kohäsions- und
Adhäsionssysteme (z.B. Contact Sites A, B) tragen zur Stabilisierung der Zellströme und
späteren Stadien bei [Ger61, Ger68, Ger80, Siu90, Fon93, Siu97, Boz95].
Der kollektiven Zellbewegung zum Aggregationszentrum folgt der Übergang zum hemis-
pherisch geformten Mound, dem ersten multizellulären Stadium des Entwicklungszyklus,
das durch dreidimensionale rotierende cAMP-Wellen und der entgegen gerichteten, auf-
grund der hohen Packungsdichte nun verhältnismäßig langsamen Zellbewegung gekenn-
zeichnet ist (Abb. 2.8(c); [Rie96, Dor98, Dor01c, Dor03, Dor06b]). Es bilden sich dabei
keine polyenergiden Zellen, sondern ein hochorganisiertes Pseudoplasmodium aus indi-
viduellen Zellen. Hier treten erste Differenzierungsprozesse in sogenannte Prespore- und
Prestalkzellen auf, den Vorläuferzellen der im Fruchtkörper ausdifferenzierten Sporen-
1 Auch in 2.9(b) wird die Zellbewegung durch cAMP-Wellen koordiniert, die jedoch in diesem Entwick-
lungsstadium mit Hilfe der Dunkelfeldmikroskopie nicht zu sehen sind.
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und Stielzellen. An der Determination des Zellschicksals spielen neben vielen, zum Teil
unvollständig geklärten Regulationsmechanismen, der Ernährungsstatus und die Positi-
on innerhalb des Zellzyklus bei Entzug der Nahrung − also individuelle Zelleigenschaf-
ten, die bereits vor der Aggregation der Zellen vorliegen − eine übergeordnete Rolle
[Tas83, McD84, Wei84a, Wei84c, McD86, Ara97, Hua99, Wei99]. Ein Teil der Prestalk-
zellen sortiert sich zu einer fingerförmigen Struktur im apikalen Bereich, dem Tip, aus,
welcher als Organisationszentrum fungiert [Dor06a]. Die Sortierung erfolgt aufgrund dif-
ferentieller Bewegungseigenschaften der Zellen [Mat79, Ear95], denen eine Kombinati-
on verschiedener Ursachen − wie Unterschieden in der Perzeption und Antwort auf das
cAMP-Signal [Wei84d, Ott86, Sax91b, Sax93, Lou94, Yu96, Dor01b], den Organisationsei-
genschaften des Zytoskeletts [DL87, Wit92, Spr94, Riv96, Tsu99] und der Kohäsions- und
Adhäsionsfähigkeit der Zellen [Siu90, Kel94, Kun83, Dyn94, Suk98] − zugrunde liegen. Es
besteht also ein unmittelbarer Zusammenhang der Signal- und Bewegungseigenschaften
der Zellen und ihrer Anordnung im Aggregat [Dor96, Dor97, Bre97]. Vereinfacht darge-
stellt beinhaltet der Mound eine Mischung schnell und langsam oszillierender Zellen, wobei
Prestalkzellen Signale mit höherer Amplitude und Frequenz hervorbringen als Prespore-
zellen [Ott86]. Diese Zellunterschiede spiegeln sich in den zelltypspezifischen Mustern der
Genexpression wider (siehe z.B. [Mei99b]).
Das Slugstadium ist ein mobiles 1−2 mm langes schneckenförmiges Gebilde, welches
photo- und chemotaktisch geleitet über den Untergrund kriechen und sich so Orte mit bes-
seren Lebensbedingungen erschließen kann (Abb. 2.8(d); [Bon50, Ode86, Vas03, Dal04]).
Die während des Moundstadiums begonnenen, in zelltypspezifischen Unterschieden be-
gründeten Sortierungsprozesse führen zur Bildung der hochorganisierten räumlichen An-
ordnung verschiedener Zelltypen entlang einer Anterior-Posterior-Achse im Slug [Dor98,
Dor00]. Dabei lässt sich das Pseudoplasmodium in eine Prestalkregion mit einer Tipstruk-
tur am vorderen und in die Presporezone am mittleren und hinteren Ende unterteilen
[Mae03]. Beide Bereiche besitzen definierte Regionen aus Subtypen dieser Zellgruppen,
die später im Fruchtkörper unterschiedlichen Zellschicksalen folgen. Die Proportionierung
des Slugs ist hochreguliert und weist auch bei abweichenden Gesamtzellzahlen ein Ver-
hältnis von 80% Prespore- und 20% Prestalkzellen auf [Bon52, Ste82]. Eine detaillierte
Darstellung der Kontrolle dieser räumlichen Verteilungen findet sich zum Beipiel bei Mo-
hanty & Firtel (1999) [Moh99].
Siegert & Weĳer (1991, 1992) haben in Experimenten gezeigt, dass sich innerhalb des
Slugs die Zellen in der Presporeregion koordiniert in Kriechrichtung des Slugs bewegen,
während die Zellen der Prestalkzone senkrecht zur Bewegungsrichtung des Slugs, also um
die Zentralachse der Tipstruktur rotieren [Sie91, Sie92]. Diese Bewegungen lassen sich mit
dem cAMP-Signal in Verbindung bringen. Daraus leitet sich ab, dass das cAMP-Signal in-
nerhalb der Prestalkzone die Form einer dreidimensionalen Scrollwelle hat und innerhalb
der Presporezone als zweidimensionale planare Wellen progagiert [Sie92, Bre95]. Diese
Dynamiken liegen in den sich unterscheidenden oszillatorischen Eigenschaften der Zellty-
pen begründet. Tatsächlich konnte auch in numerischen Simulationen gezeigt werden, dass
dieser geometrische Übergang durch einen Erregbarkeitssprung zwischen Prespore- und
Presporezone des Slugs herbeigeführt werden kann. Die dreidimensionale Scrollwellen der
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Prestalkzone verdreht sich beim Eintritt in die weniger erregbare Presporezone (Twisted
Scroll Wave), wo sich dann planare Wellen abtrennen [Ste93, Bre95, Bre99, Vas99, Vas03].
Auch in einer dreidimensionalen Belousov-Zhabotinsky-Reaktion mit einem Gradienten
der die Erregbarkeit ändert konnte, diese Wellengeometrie beobachtet werden [Yam91].
Die Entstehung des Fruchtkörpers wird durch eine von mannigfaltigen Umbauprozessen
und Zellmigration geprägte Kulminationsphase eingeleitet (Abb. 2.8(e); [Bon44, Rap52],
siehe z.B. [Dor96, Wei99, Wei04]). Die Vorläuferzellen differenzieren sich nun endgültig
aus. Stalkzellen, welche Stiel und Basalplatte des Fruchtkörpers bilden, gehen nach der
Vakuolisierung und Einlagerung von Zellulose zugrunde. Die Mehrzahl der Zellen diffe-
renziert sich zu resistenten Sporenzellen, welche unter geeigneten Bedingungen wieder
zu solitären Amöben auskeimen können [Loo82]. Damit hat sich der Entwicklungszyklus
geschlossen.
2.2.2 Raumzeitliche Muster während der Aggregation
Während der frühen Aggregationsphase können cAMP-Wellen in der noch homogenen
Zellschicht indirekt im Dunkelfeld beobachtet werden (Abb.2.9(a) und Abb. 2.10; [Alc74,
Gro76, Tom81, Sie89]). Dabei besitzen die individuellen Zellen in Abhängigkeit ihres Er-
1 mm
erregt
refraktär
erregbar
Abbildung 2.10: Zuordnung der formalen Zustände erregbarer Medien auf die Muster
im Dunkelfeld von Dictyostelium (vgl. Abschn. 2.1.1). Die schwarze Wellenfront besteht
aus erregten Zellen, die unmittelbar nach der Detektion des cAMP-Signals das Lichts kaum
streuen. Helle Bereiche sind chemotaktisch aktive Zellen. Sie sind refraktär. Der Bereich
hinter dieser Zone besteht aus Zellen, die wieder erregbar sind. Sie bilden Pseudopodien in
verschiedene Richtungen aus [Alc74].
regungszustandes sich periodisch ändernde Lichtstreuungseigenschaften. Maßgeblich sind
dabei die Formänderungen auf Zellebene, die mit der chemotaktischen Bewegung und
der Pseudopodienbildung einhergehen. Als unmittelbare Antwort auf die Detektion des
cAMP-Signals runden die Zellen ihre Körper zunächst kurzzeitig ab, wodurch Licht ver-
hältnismäßig wenig abgelenkt wird. Sich chemotaktisch bewegende Zellen haben gestreckte
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Zellkörper. Die laterale Pseudopodienbildung ist unterdrückt. Sie streuen Licht verhält-
nismäßig stark. Läßt die lokale cAMP-Konzentration nach, wird die laterale Pseudopo-
dienbildung erneut initiiert. Dies geschieht in zufälliger Weise, so daß sich keine Netto-
Bewegung ergibt. Individuelle Zellen streuen also das Licht, jedoch nicht zeitlich konstant.
Durch die Kohärenz dieser periodischen Zellformänderungen innerhalb einer Zellschicht
ergeben sich auf makroskopischer Ebene alternierend helle und dunkle Wellenbanden.
Tomchik & Devreotes (1981) zeigten durch den Einsatz von 3H-markiertem cAMP, dass
die Dunkelfeldwellen mit der raumzeitlichen Änderung der cAMP-Konzentration exakt
überlagert sind [Tom81]. Damit können die formalen Zustände erregbarer Medien (vgl.
Abschn. 2.1.1) nun direkt auf die Wellenmuster übertragen werden (Abb. 2.10).
Zu Beginn der Aggregation erscheinen zunächst verhältnismäßig viele ringförmige Ag-
gregationszentren, die miteinander konkurrieren [Bon67, Dur74, Dur73, Loo75, Lee96].
Wellen benachbarter Aggregationszentren kollidieren und annihilieren. Zentren mit einer
höheren Generierungsfrequenz expandieren in Domänen mit geringerer Frequenz und un-
terwerfen die Zellen dieser Bereiche der höheren Frequenz [Win72]. Beim Vergleich der
beiden Momentaufnahmen in Abbildung 2.9(b) wird deutlich, dass die Territorialgren-
zen der einzelnen Aggregationszentren, durch den Ort sich auslöschender Wellenfronten
benachbarter Zentren bestimmt werden. Dabei ist die räumliche Anordnung und Ausdeh-
nung der einzelnen Domänen nicht nur von der Position der Spiralspitzen abhängig, wie
es im in Abbildung 2.11(a) eingezeichneten Voronoi-Diagramm der Fall ist, sondern auch
0,1 mm
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Abbildung 2.11: Voronoi-Diagramm, das sich nur aus der Position der Aggregations-
zentren ergibt, auf einem beobachteten Aggregationsmuster (a) und rigide Rotation einer
Spiralspitze (b). Der Pfeil in (b) verweist auf die Richtung der Zeit entlang der Trajektorie.
Zur Rekonstruktion wurden die Kanten aufeinanderfolgender Wellenfronten überlagert und
die Koordinaten der Schnittpunkte ermittelt.
von der relativen Phase der konkurrierenden Zentren (siehe z.B. [Mül98, Pol05]).
Die Geometrie der Muster ist variabel und vor allem vom Stamm der Zellen abhän-
gig. In den meisten Fällen aber, auch bei dem im Rahmen dieser Arbeit untersuchten
AX2-Stamm, lassen sich ausschließlich rotierende Spiralwellen beobachten.1 Andere Zell-
1 An dieser Stelle ist von etablierten quasi-stationären Mustern die Rede. Spiralen sind durch Symme-
triebrechung aus Targetmustern hervorgegangen (vgl. 2.1.3).
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stämme bringen nur konzentrische Targetwellen hervor [Dur74, Dor98]. Wie bereits in Ab-
schnitt 2.1.1 generell für Reaktions-Diffusions-Systeme eingeführt, entstehen Targetwellen
durch die autonome periodische Aktivität − im Fall von Dictyostelium − von Zellen mit
der Fähigkeit zur periodischen Signalerzeugung, während Spiralen selbsterhaltende kon-
tinuierliche Strukturen sind. Die Spitze einer Spirale rotiert bei Dictyostelium rigide um
ein Zentrum adaptierter Zellen und benötigt keine autonome Oszillation (Abb. 2.11(b);
[Dur73, Foe90b]).
Mischexperimente mit Zellen, die unterschiedliche quasi-stationäre Wellengeometrien her-
vorbringen, haben ergeben, dass im Prinzip jede Zelle zu autonomen Oszillationen fä-
hig ist [Gla81]. Während der Aggregationsphase evolviert das Signalsystem kontinuier-
lich und leitet die Zellen durch verschiedene dynamische Regime. Eine Zellpopulation
entwickelt einige Zeit nach dem Entzug der Nahrung zunächst die Kompetenz zur Si-
gnalamplifikation (Erregbarkeit) und im späteren Verlauf die Fähigkeit zur periodischen
Oszillation [Ger75a, Lax79]. Verantwortlich ist ein dynamisches und konkurrierendes Zu-
sammenspiel einer durch Nahrungsmangel induzierten und einer entwicklungsabhängigen
und cAMP-pulsinduzierten kontinuierlichen Änderung der Genexpression (Abschn. 2.2.3;
[Man86, Kim91, Fir95, Sch95b]). Im Fall der pulsinduzierten Regulation koppelt sowohl
die Konzentration als auch die Periodizität des cAMP-Signals auf die Genexpression wich-
tiger Komponenten des Signalsystem zurück [Fir95]. cAMP hat dabei in allen Entwick-
lungsstadien regulatorische Funktionen (siehe z.B. [Mei99b, Kes01]). Die Entwicklung re-
gulatorischer Elemente des Signalsystems von Dictyostelium spielt in den in Abschnitt 2.3
diskutierten Modellvorstellungen zur Symmetriebrechung der Muster eine entscheidende
Rolle.
2.2.3 Signaltransduktion
Die Bindung von extrazellulärem cAMP an die cAMP-Rezeptoren aktiviert eine Viel-
zahl verschiedener Klassen intrazellulärer Signalkaskaden, die zentrale Bedeutungen bei
der Polarisierung des Zellkörpers, der Mobilisierung des Zytoskeletts und der chemotak-
tischen Bewegung, der Amplifizierung des cAMP-Signals, des Adaptationsprozesses und
der Erregbarkeit haben (siehe z.B. [Kes01]). Die Prozessierung des cAMP-Signals spielt
in jedem Stadium der Entwicklung eine herausragende Rolle. Die Prozesse sind dabei
hochreguliert und steuern eine Vielzahl genregulatorischer Vorgänge, die wiederum auf
die Generierung der Signale rückwirken. Neben den cAMP-abhängigen Signalkaskaden
findet sich zudem eine Vielzahl nicht oder nur indirekt cAMP-abhängiger Prozesse.
An dieser Stelle soll kurz auf einige Details der Regulation der AC-abhängigen cAMP-
Signalkaskade als zentrales Kernstück der autokatalytischen Generierung periodischer
Pulse und deren Kopplung zur pulsabhängien Genexpression während der Aggregations-
phase eingegangen werden. In Abbildung 2.12 sind die wichtigsten Elemente der eng
miteinander vernetzten Prozesse dargestellt.
Die Bindung des cAMP erfolgt an hochspezifische, aus sieben Domänen bestehende trans-
membrane Rezeptoren (cAR1), die als G-Protein-gekoppelte Signalsysteme zwischen dem
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Abbildung 2.12: Signaltransduktion und cAMP-pulsinduzierte Kopplung zur Genexpres-
sion bei Dictyostelium nach dem Binden von cAMP an die Rezeptoren. Die Aktivierung
der AC erfolgt durch den Gβγ-CRAC-Komplex. Neben einer Erhöhung der extrazellulären
cAMP-Konzentration, kommt es zur intrazellulären cAMP-Akkumulation, was zur Aktivie-
rung der PKA und der Bildung weiterer Komponenten des Signalsystems führt. Entschei-
dend ist hier die Inhibition der intrazellulären Phosphodiesterase RegA durch Erk2. Erk2
wird durch Binden des cAMP-Moleküls an den Rezeptor aktiviert. Die Regulation der ex-
trazellulären cAMP-Konzentration erfolgt durch ein Zusammenwirken aus PDE und PDI.
extra- und dem intrazellulären Raum vermitteln [Kle87, Kle88, Nee88].1 Das in seine
Untereinheiten dissoziierte G-Protein aktiviert nun im Inneren der Zelle eine Vielzahl
zellulärer Antworten auf das Signal, wie die Aktinassemblierung und die Stimulation der
AC. Das Gβγ-Dimer rekrutiert (neben anderen Proteinfaktoren [Mei99a, Ser00]) das zy-
tosolische CRAC (Cytosolic Regulator of Adenylyl Cyclase) reversibel an den Bereich der
Plasmamembran, welcher der höchsten extrazellulären cAMP-Konzentration ausgesetzt
ist [Par99, Jin00]. Die Translokation des CRAC an das vordere Ende der Zellen kann
als eine Übersetzung des cAMP-Gradienten in die Polarität der Zelle verstanden werden
[Ins94, Lil94, Wu95c, Par98, Com05]. Der Gβγ-CRAC-Komplex stimuliert die AC, die
daraufhin die Umsetzung von ATP in cAMP katalysiert [Wu95c, Par96].2 Ein Teil des
cAMP gelangt in den extrazellulären Raum und aktiviert dort andere Zellen.
1 Im Verlauf des Entwicklungszyklus werden drei weitere homologe Rezeptortypen (cAR2, cAR3, cAR4)
mit variierender Affinität zum cAMP entwicklungs- und zelltypabhängig exprimiert [Sax91b, Sax91a,
Joh92, Dor01b].
2 Dictyostelium besitzt insgesamt drei Adenylatzyklasegene, die entwicklungsabhängig exprimiert wer-
den. Die Adenylatzyklasen ACA, ACG und ACB haben dabei überlappende Expressionsmuster und
Funktionen. Die ACA übernimmt die zentrale Funktion bei der Generierung der cAMP-Pulse während
der Aggregationsphase. Das Protein besteht aus zwei katalytischen Untereinheiten und zwei Einheiten
mit jeweils sechs transmembranen Domänen und weist strukturelle Ähnlichkeit zu den Adenylatzykla-
sen der Säugetiere auf [Sun96, Pit92]. Typischerweise ist, wenn nur von AC die Rede ist, und nicht
zwischen den verschiedenen Formen unterschieden wird, die ACA gemeint.
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Eine wichtige Rolle bei der Regulation der extrazellulären cAMP-Konzentration spielt
ein hochreguliertes System aus einer cAMP-degradierenden Phosphodiesterase (PDE),
die sowohl frei als auch membrangebunden vorliegen kann, und ihres Inhibitors (PDI).
Das Zusammenspiel beider Komponenten übt erheblichen Einfluss auf das Adaptations-
verhalten der Zelle und die Modulation der Erregungswellen aus [Ger72, Mal72, Mal75,
Fra81, Fra91, Orl85, Wu95a]. Experimente mit PDE-Nullmutanten zeigen, dass diese nur
in Anwesenheit von Wildtypzellen aggregieren können [Suc97]. In der Modellvorstellung
zum Mechanismus der Symmetriebrechung räumlicher Muster von Palsson et al. (1997)
kommt dem PDI eine besondere Bedeutung bei der Erzeugung notwendiger räumlicher
Inhomogenitäten zu [Pal96, Pal97].
Im Inneren der Zelle führt die Akkumulation von cAMP zur Aktivierung der Prote-
inkinase A (PKA) [DG84], der eine essentielle Rolle bei der Geninduktion zukommt
[Ots88, Ira03, Mae04]. In Abwesenheit ihrer katalytischen Untereinheit werden die Gene
einer Reihe wichtiger Elemente des chemotaktischen Apparates, einschließlich von ACA,
PDE und cAR1, nicht transkribiert [Man92, Wu95b]. Die PKA kann also als zentrales
und vermittelndes Element, der pulsinduzierten Transkription verstanden werden.1 Das
Protein ist ein Dimer aus einer regulatorischen (PKA-R) und einer katalytischen Un-
tereinheit (PKA-C). Die regulatorische Untereinheit bindet mit hoher Affinität cAMP,
dissoziiert von der katalytischen Untereinheit, die dadurch aktiviert wird. Dieser Vorgang
ist reversibel und von der intrazellulären cAMP-Konzentration abhängig [Par85]. Zellen
mit inaktivierter PKA-R [Abe83a, Abe83b, Sim92] oder mit konstitutiv aktiver PKA-C
[Anj92, Man92] entwickeln sich unverhältnismäßig schnell, was für eine regulative Rolle
der zeitlichen Entwicklung durch die PKA hinweist [Wan97].
Eine bedeutende Rolle bei der Regulation der intrazellulären cAMP-Konzentration − und
damit der durch die PKA vermittelten Genregulation − spielt die MAP-(Mitogen Acti-
vated Protein)-Kinase Erk2 [Seg95, Mae04]. Erk2 wird nach der Bindung von cAMP an
cAR1 instantan durch revesible Phosphorylierung aktiviert. Erk2 reguliert die cAMP-
Degradation durch Inhibition der intrazellulären Phosphodiesterase RegA [Sha98]. Ohne
Erk2 kommt es zu keiner intrazellulären cAMP-Akkumulation, die für die Aktivierung
der cAMP-abhängigen PKA von Bedeutung ist.
Sawai et al. (2005) prägten den Begriff der „Autoregulation der Erregbarkeit“. Die Er-
regbarkeit einer Zelle wird von zwei Faktoren bestimmt: Zum einen von ihrer Sensiti-
vität gegenüber cAMP, die durch die Expression von cAR1 während der Aggregation
ansteigt, zum anderen von der Aktivität ihrer AC, welche die cAMP-Produktion kata-
lysiert [Saw05]. Die Bildung der dabei entscheidenden Elemente der Signaltransduktion
wie cAR1 und AC werden durch Pulse extrazellulären cAMP unter Vermittlung der PKA
durch Akkumulation von cAMP in der Zelle induziert [Ira03].
1 Neben dieser pulsinduzierten Transkription gibt es ebenfalls eine puls-unabhängige Transkription es-
sentieller Komponenten der Chemotaxis und der Signaltransduktion, die in theoretischen Modellen
der Musterbildung oft als pulsunabhängige und linear ansteigende Erregbarkeit unterschieden werden
(z.B. [Lev96]).
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Sawai et al. (2005) untersuchten die Fähigkeit, periodische Signale zu generieren, und
die Eigenschaften der Musterbildung von Knockout- und überexprimierten Mutanten
in den Elementen der Signaltransduktion des in Abbildung 2.12 dargestellten cAMP-
PKA-Signalweges und übersetzten die Funktionen und Verknüpfung der Komponenten in
Rückkopplungsstärke der Autokatalyse. Die Ergebnisse dieser Arbeiten zeigen, dass Zel-
len mit eingeschränkter oder fehlender Kopplung der AC-vermittelten Signaltransduktion
zur Genexpression via PKA in der Lage sind, periodische Signale zu erzeugen, jedoch in
keinem Fall kohärente langreichweitige Spiralmuster hervorbringen können. Die periodi-
sche cAMP-Produktion kann auf einen Mechanismus im Sinne eines einfachen Aktivator-
Inhibitor-Modells reduziert werden (extrazelluläre Rückkopplungsschleife), nicht jedoch
die Entstehung hinreichend großer Einzugsbereiche der Aggregationszentren, die letzt-
lich das Überleben von Dictyostelium sichern. Die Größe der Aggregationszentren wird
durch eine pulsinduzierte Evolution der Erregbarkeit via Erk2, RegA und PKA optimiert
(intrazelluläre Rückkopplungsschleife). Modellrechnungen zeigen, dass nur eine mittlere
Kopplungsstärke langreichweitige Spiralwellen hervorbringen kann [Saw05]. Die Geome-
trie der Wellen wird durch den Mechanismus, mit dem die Erregbarkeit evolviert, vom
System selbst determiniert. Dies entspricht einer genetischen Rückkopplungsschleife auf
Zellebene, die spontane Symmetriebrechungen auf der makroskopischen Ebene der Muster
hervorbringen und regulieren kann.
2.2.4 Martiel-Goldbeter-Modell
1987 veröffentlichten Martiel & Goldbeter ein biochemisch motiviertes Modell zur Be-
schreibung der cAMP-Dynamik bei Dictyostelium [Mar87]. Das sogenannte Martiel-Gold-
beter-Modell basiert auf dem Wechsel zweier interkonvertibler Formen der membran-
ständigen cAMP-Rezeptoren und der positiven Kopplung zur autokatalytischen cAMP-
Synthese durch die intrazelluläre AC. Die elementaren Komponenten des Reaktionsme-
chanismus sind in Abbildung 2.13 dargestellt.
Bindet cAMP an die aktive R-Form des Rezeptors, so aktiviert der entstandene cAMP-
Rezeptor-Komplex die intrazelluläre cAMP-Synthese durch die AC (C in Abb. 2.13).
Das autokatalytisch entstandene cAMP verlässt die Zelle, was zur Erhöhung der cAMP-
Konzentration im Extrazellularraum führt. Hier hydrolysieren die membranständige und
die extrazelluläre PDE das cAMP zu 5’-AMP [Din80a]. Im Inneren der Zelle erfolgt die
Regulation der cAMP-Konzentration durch eine intrazelluläre PDE.
Die D-Form des Rezeptors weist eine niedrige Affinität zum cAMP-Molekül auf. Die Bin-
dung von cAMP an diesen desensitivierten Rezeptor führt dabei nicht zur Aktivierung der
AC. Die Annahme einer inaktiven Rezeptorform ohne funktionale Kopplung zur AC ent-
spricht experimentell untermauerten Erkenntnissen [LH82, Dev85, Kle85a]. Ebenso leiten
sich die Übergänge zwischen der aktiven R- und desensitivierten D-Form der Rezeptoren
(R 
 D) von beobachteten kovalenten Rezeptormodifikationen ab [Dev85, Kle85c]. Tat-
sächlich lassen sich bei Dictyostelium periodische Wechsel zwischen phosphorylierten und
dephosphorylierten Zuständen der Rezeptoren beobachten [Dev85, Kle85a, Kle85c].
Numerische Analysen zeigen, dass das Modell alle wesentlichen qualitativen Aspekte der
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Abbildung 2.13: Schematische Darstellung der cAMP-Signaltransduktion nach Mar-
tiel & Goldbeter (1997) (a) und mögliche Übergänge zwischen der R- und D-Konformation
des Rezeptors in Gegenwart von extrazellulärem cAMP (P ; (b)). Das Modell basiert auf der
Desensitivierung der membranständigen cAMP-Rezeptoren und beinhaltet die autokatalyti-
sche cAMP-Synthese durch die intrazelluläre AC (C). Die Bindung von cAMP an die aktive
Form des Rezeptors (R) führt zur Aktivierung der AC und zur cAMP-Synthese. Ein Teil
des cAMP gelangt nach außen. Die Abbildung stammt in ihrer ursprünglichen Form aus
[Mar87].
Musterbildung bei Dictyostelium angemessen erfasst. Die Regulation der AC [Roo75,
Sha75] durch die Kombination einer aktivierenden und reaktionslimitierenden Rezep-
torphosphorylierung ist dabei für die beiden experimentell beobachteten dynamischen
Zustände, die autonome cAMP-Oszillation [Ger74, Ger79, Ger75b, VH92] und die Ampli-
fikation überschwelliger cAMP-Pulse (Erregbarkeit) von elementarer Wichtigkeit. Eben-
so geht ein mit der Rezeptormodifikation korrelierter Übergang zwischen einer absolu-
ten und einer relativen Refraktärphase aus dem Modell hervor. Des weiteren wird das
im Experiment beobachtete adaptive Verhalten bei kontinuierlicher cAMP-Stimulation
[Kle85c, Kle85b] reproduziert.
Die Verzahnung aktivierender und inhibierender Reaktionen, die durch elf kinetische Re-
aktionsschritte formuliert werden kann, wurde von Martiel & Goldbeter in ein System ge-
koppelter gewöhnlicher Differentialgleichungen übersetzt, das sich in einem ersten Schritt
auf neun unabhängige Variablen reduzieren lässt. Eine zulässige Umwandlung weiterer
dynamischer Variablen in Modellparameter führt schließlich auf ein System aus drei nicht-
linearen Ratengleichungen (die Details der Reduktionsschritte, ebenso wie alle zugrunde-
liegenden Geschwindigkeitskonstanten und Modellparameter, finden sich in [Mar87]):1
dρT /dt = −f1(γ)ρT + f2(γ)(1− ρT )
aktive Rezeptoren Rezeptor- Rezeptor-
phosphorylierung dephosphorylierung
(2.5)
1 Viele zeitliche Aspekte der Systemdynamik bei Dictyostelium können für bestimmte Parameterbereiche
bereits mit einem Zwei-Variablen-Modell (extrazelluläre cAMP-Konzentration (γ) und Änderungsra-
te aktiver Rezeptoren (ρ)) angemessen reproduziert werden. Im folgenden wurde die Notation aus
[Mar87] beibehalten; insbesondere wird die Funktion Φ immer noch mit expliziter Abhängigkeit der
ursprünglichen dynamischen Variablen α, der intrazellulären ATP-Konzentration, aufgeführt.
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dβ/dt = qσΦ(ρT , γ, α) − (ki + kt)β
intrazell.[cAMP] cAMP-Synthese intrazell. Degradation u.
cAMP-Sekretion
(2.6)
dγ/dt = (ktβ/h) − keγ
extrazell.[cAMP] cAMP- extrazell.
Sekretion Degradation
(2.7)
mit den phänomenologischen und sich aus den Schritten der Dimensionsreduktion erge-
benden Parametrisierungen der nichtlinearen Wechselwirkungen:
f1(γ) =
k1 + k2γ
1 + γ ; f2(γ) =
k1L1 + k2L2cγ
1 + cγ
Φ(ρT , γ,α) =
α(λΘ + Y 2)
1 + αΘ + Y 2(1 + α) ; Y =
ρTγ
1 + γ .
Dabei entspricht ρT der Änderungsrate der aktiven Rezeptoren (also der R-Form) und
wird auch als langsame autonome Variable bezeichnet (Gl. (2.5)). Die Rate der Änderung
der intrazellulären cAMP-Konzentration wird durch β (Gl. (2.6)), die der extrazellulären
cAMP-Konzentration durch γ (schnelle autonome Variable, Gl. (2.7)) repräsentiert. Die
Sättigungsfunktion der Rezeptoren Y beschreibt die Bindungsdynamik von cAMP an die
Rezeptoren im R- und D-Zustand. Die Größe c ist die relative Affinität der beiden Re-
zeptortypen gegenüber cAMP.
Neben den qualitativen Aspekten der Musterbildung bei Dictyostelium (Oszillationen,
Erregbarkeit, Adaptation) erklären die numerischen Ergebnisse auch wesentliche quanti-
tativen Beobachtungen.
Die entscheidende Erweiterung des Martiel-Goldbeter-Modells wurde 1989 durch Ty-
son & Murray [Tys89] eingeführt. Die nichtlinearen gewöhnlichen Differentialgleichun-
gen des ursprünglichen Modells wurden durch Hinzufügen eines Diffusionsterms für die
Variable γ in Gleichung (2.7) (D∇2γ; vgl. Abschn. 2.1.1) in partielle Differentialglei-
chungen überführt, die dann ein Modell für raumzeitliche Musterbildung darstellen. Die
raumzeitliche Verteilung der externen cAMP-Konzentration zeigt dabei unter bestimm-
ten Bedingungen konzentrische Targetwellen und rotierende Spiralen ähnlich den Mustern
experimenteller Beobachtungen. Das erweiterte Martiel-Goldbeter-Modell [Mar87, Tys89]
gilt seither als Standardmodell für die Musterbildung von Dictyostelium. Es hat dabei im
Laufe der Zeit eine Vielzahl von Erweiterungen und Modifikationen erfahren (siehe z.B.
[Lev91, Tan94, Bre95, Höf95, Höf97, vO96, Pal96, Bre97, Lau97, Pal97, Hal98, Gol04,
Pol05]).
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2.3 Neuere Forschungsfragen zur Musterbildung bei Dictyostelium
2.3.1 Musterbildung bei Dictyostelium zwischen Biophysik und Systembiologie
Es ist auffällig, dass gerade Dictyostelium als Modellsystem biologischer Musterbildung
auf sehr vielen Ebenen einen Dialog zwischen Theorie und Experiment hervorgebracht
hat. Neben dem qualitativen Nachbilden der beobachteten Muster durch mathematische
Modelle lassen sich vor allem zwei Schwerpunkte theoretischer Arbeiten ausmachen. Zum
einen wurde versucht, die beobachteten Mustereigenschaften − und vor allem die beob-
achteten Übergänge zwischen den Mustertypen − auf physikalische Prinzipien zurückzu-
führen (etwa die Geschwindigkeits-Krümmungs-Relation und die frequenzabhängige Ge-
schwindigkeit durch die Dispersionsrelation (vgl. Abschn. 2.1.2; [Sie89, Foe90b]) oder das
Aufbrechen der Wellenfronten in Aggregationspfade durch eine dynamische Instabilität
(vgl. Abschn. 2.2.1; [Höf95]). Zum anderen war es das Ziel, Kenngrößen der Muster durch
biologische Eigenschaften des Systems zu erklären.
Mitte der 1990er Jahre wurde sehr intensiv die Frage untersucht, wie sich aus einer
homogenen Zellschicht ein quasi-stationäres Muster stabiler Spiralen etablieren kann.
Besonders interessante Hypothesen sind die Konkurrenz von Targetwellen und Spiralwel-
len [Lee96], die Annahme der Desynchronisation der Zellen entlang eines Entwicklungs-
pfades [Lau97, Hal98] und die Etablierung räumlicher Heterogenität durch die Dynamik
einer wichtigen biochemischen Komponente, dem Phosphodiesterase-Inhibitor (PDI; Abb.
2.14; [Pal96, Pal97]).
Im Fall der Konkurrenz von Targetwellen und Spiralwellen führt eine Frequenzabschät-
zung (bei der die Feuerrate autonomer Pacemakerzellen mit der durch die Refraktärzeit
geprägten Umlauffrequenz von Spiralen verglichen wird) auf die Etablierung eines Spiral-
musters [Win72, Lee96, Lee01]. Der Entwicklungspfad nach Lauzeral et al. (1997) nimmt
im wesentlichen eine systematische Drift zweier Modellparameter (für die Synthese und
die Degradation von cAMP) an, die das System sukzessive durch die dynamischen Regime
(stationär, erregbar, oszillatorisch, erregbar) führt (Abschn. 2.3.2; [Lau97]). Im Fall der
PDI-Dynamik nach Palsson et al. (1997) entsteht die für ein stabiles Spiralwellenmuster
nötige Heterogenität durch die unterschiedlichen Zeitskalen von PDI-Produktion durch
die Zellen (was durch die damit einhergehende Inhibition der PDE lokal zur Erhöhung
der cAMP-Konzentration führt) und dessen räumlicher Diffusion [Pal97].
Die beiden letzten Ansätze zur Entwicklung von Spiralmustern bei Dictyostelium werden
auch heute noch kontrovers diskutiert. Während Lauzeral et al. (1997) die Bildung von
Spiralwellen auf die Desynchronisation der Zellen entlang des Entwicklungspfades zurück-
führen, wird bei Palsson et al. (1997) die globale und lokale Erregbarkeit des Mediums
vor Etablierung der Muster durch die Produktion und Diffusion von PDI verändert.
Die durch Target- und Spiralwellen charakterisierte Musterbildung vonDictyostelium wird
oft mit der Belousov-Zhabotinsky-Reaktion verglichen, die als rein chemisches System ein
ähnliches Repertoire an Mustern aufweist (siehe Abb. 1.1). Tatsächlich ist dieser Vergleich
eines chemischen und eines biologischen Systems der Musterbildung äußerst produktiv.
Am Beispiel der Arbeit von Sawai et al. (2005) wird dies deutlich [Saw05]. Im Gegensatz
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Abbildung 2.14: Entstehung einer Doppelspirale im Modell von Palsson & Cox (1996)
durch das Auftreten eines cAMP-Pulses hinter einer Wellenfront. Zufälligen cAMP-Pulse
werden durch stochastische raumzeitliche Änderungen eines regulatorischen Elements der
externen cAMP-Konzentration, dem Phosphodiesterase-Inhibitor PDI verursacht. Durch die
Asymmetrie in der räumlichen Verteilung der Refraktärphase kann sich die Erregungswelle
nur in eine Richtung ausbreiten. Die entstehenden Wellenenden rollen sich zu gegenläufigen
Spiralen ein. Die Abbildungsnummern entsprechen Rechenschritten. Die Abbildung stammt
aus [Pal96].
zum chemischen System hat die Musterbildung bei Dictyostelium (und tatsächlich auch in
vielen anderen zur Musterbildung fähigen biologischen Systemen) eine Funktion für den
Organismus [Lev04]. Daher können bestimmte Kenngrößen der Muster für den Organis-
mus mehr oder weniger vorteilhaft sein. Wenn aber mit den Eigenschaften der Muster ein
Selektionsvorteil verbunden ist, so ist es wahrscheinlich, dass das biologische System (im
Gegensatz zum chemischen System) regulatorische Möglichkeiten besitzt, um auf die Ei-
genschaften der Muster Einfluss zu nehmen. Sawai et al. (2005) führen dies im Detail vor:
Die Dichte von Spiralwellen (und damit die typische Größe einer quasi-stationären Spiral-
struktur) legt den Einzugsbereich eines Aggregationszentrums und damit im wesentlichen
auch die Zellzahl des späteren multizellulären Aggregats fest. Im Sinne des oben skizzier-
ten Arguments ist es daher wahrscheinlich, dass einzelne Zellen Mechanismen evolviert
haben, die diesen wichtigen Parameter, die Dichte der Spiralwellen, indirekt regulieren
und so Einfluss auf das spätere Entwicklungsstadium nehmen können. Sawai et al. (2005)
können diese regulatorische Fähigkeit der einzelnen Zelle mit der Rückkopplungsstärke
des periodischen cAMP-Signals auf die Genexpression in Verbindung bringen, indem sie
zeigen, dass Mutanten mit höherer und niedrigerer Rückkopplungsstärke auf die pulsin-
duzierte Genexpression jeweils höhere Dichten von Spiralwellen (und damit kleinere Ein-
zugsbereiche für jedes Aggregationszentrum) im Vergleich zum Wildtyp besitzen [Saw05].
In vergleichbarer Weise lässt sich auch für die Überlegenheit von Spiralwellen gegenüber
Targetwellen in diesem System argumentieren [Pal97, Geb09b]. Konzentrische Targetwel-
len entstehen, wenn einzelne Zellen oder Zellgruppen periodische cAMP-Signale emit-
tieren. Diese Zellen fungieren als Pacemaker. Spiralen dagegen entstehen durch Symme-
triebruch dieser konzentrischen Wellen. Nach ihrer Entstehung benötigen sie keine weitere
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periodische Aktivität. Die Spitze einer Spirale rotiert kontinuierlich um ein Spiralzentrum.
Da Spiralwellen durch die Regeneration der Zellen nach einem Umlauf der Anregung um
das Spiralzentrum selbsterhaltend sind, während Targetwellen eine bleibende Pacemaker-
Aktivität im Zentrum erfordern, ist eine auf Spiralwellen basierende Musterbildung (und
damit auch die nachfolgende Aggregation) wesentlich robuster als eine über Targetwellen
koordinierte Aggregation der Zellen.
Jenseits der qualitativen Betrachtung raumzeitlicher Muster oder der Analyse der Muster
mit Hilfe von Methoden der Bildverarbeitung stellt das Extrahieren physikalischer Para-
meter (Propagationsgeschwindigkeiten, Dispersionskoeffizienten, Rückkopplungsstärken,
etc.) eine interessante Strategie dar, Verbindungen zwischen Regulationsprinzipien auf
der zellulären Ebene und selbstorganisierten Strukturen herzustellen. Die beobachtba-
ren Muster werden so zu Datensätzen, die Aufschluss über molekulare Prozesse geben,
etwa essentielle Komponenten in den intrazellulären Signalkaskaden. Dieses Arbeitsprin-
zip, mit biophysikalischen Methoden makroskopische Beobachtungen (auf der Ebene der
Muster) in Eigenschaften der zellulären Kommunikation und der intrazellulären Signal-
verarbeitung zu übersetzen, ist seit vielen Jahren etabliert und hat zu Einsichten über die
biologische Funktionsweise von Dictyostelium geführt. Beispiele für solche Untersuchun-
gen sind: cAMP-Affinität der Rezeptoren [Dor01b], die Spiraldichten in Abhängigkeit der
Rückkopplungsstärke zur Genexpression [Saw05], die Hypothese eines Entwicklungspfades
[Lau97], zelluläre Erregbarkeit als unabhängiger Freiheitsgrad des Systems [Lev91, Lev96],
Variation der Erregbarkeit durch Zugabe von Koffein [Sie91], Reproduzierbarkeit der che-
motaktischen Antwort von Zellen [Sam06] und Vorhersagbarkeit bestimmter statistischer
Eigenschaften von Mustern aus der räumlichen Verteilung zellulärer Parameter (biologi-
sche Variabilität; [Geb08, Geb09c]).
In einem Hybrid-Modell von Levine et al. (1996), welches die cAMP-Produktion und die
Zellbewegung beinhaltet, wird die Bildung von Spiralwellen durch die positive Rückkopp-
lung des cAMP-Signals auf die Erregbarkeit des Systems (Anstieg der Erregbarkeit in
Abhängigkeit der cAMP-Wellen) begünstigt [Lev96]. Dabei wird die Erregbarkeit als dy-
namische Variable betrachtet, die graduell anwächst. Dallon & Othmer (1997) zeigen, dass
die Variation der lokalen Zelldichte durch Chemotaxis in Anwesenheit von Pacemakern
die Bildung von Spiralen fördert [Dal97].
Gerade die Arbeiten von Samadani et al. (2006) und Geberth & Hütt (2008, 2009) eb-
nen den Weg zu einem Schwerpunkt der vorliegenden Untersuchung, nämlich der Rolle
von Variabilität in der Musterbildung [Sam06, Geb08, Geb09c]. Samadani et al. (2006)
zeigen, dass in Stimulationsexperimenten die Fähigkeit von Zellen (innerhalb einer gene-
tisch identischen Gruppe), auf räumliche cAMP-Gradienten zu reagieren, äußerst variabel
ist. Im Gegensatz dazu ist die Reaktion einzelner Zellen auf eine periodische Stimulati-
on mit cAMP verhältnismäßig individuell und zeitlich konstant. Die zeitliche Varianz in
der Antwort individueller Zellen ist also deutlich geringer als die Varianz der Antwort
innerhalb einer Zellgruppe. Geberth & Hütt (2008) haben das Dictyostelium-Modell aus
Levine et al. (1996) und Sawai et al. (2005) verwendet, um die Korrelation zwischen Zel-
leigenschaften (in diesem Fall die spontane Aktivität einer Zelle) und Mustereigenschaften
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(die Verteilung von Spiralwellen) zu analysieren [Lev91, Lev96, Saw05, Geb08].
Schon die frühen Arbeiten von Lauzeral et al. (1997) und Palsson et al. (1997) identi-
fizieren biologische Variabilität, also die räumliche Verteilung von Zelleigenschaften (die
im Gegensatz zu Rauschen und Fluktuationen aber zeitlich konstant sind oder sich nur
sehr langsam ändern), als eine treibende Kraft der Musterbildung, obwohl beiden Model-
len fundamental andere biologische Annahmen zugrunde liegen [Lau97, Pal97]. Dort ist
das Ziel, die Bereitstellung einer zur Spiralentstehung hinreichenden Menge räumlicher
Heterogenität in der Zellpopulation zu erklären. Im folgenden Abschnitt wird die von
Lauzeral et al. (1997) entwickelte Modellvorstellung zur Bildung von Spiralmustern bei
Dictyostelium genauer betrachtet.
2.3.2 Desynchronisation der Zellen entlang des Entwicklungspfades
Das von Lauzeral et al. (1997) vorgeschlagene Szenario, welches zur spontanen Entstehung
von Spiralmustern in einem modifizierten Martiel-Goldbeter-Modell [Mar87, Gol96] führt,
unterscheidet sich von allen anderen Ansätzen durch die Kombination zeitlicher Evolu-
tion dynamischer Eigenschaften des Systems mit räumlicher Heterogenität auf Zellebene
[Lau97].1 Dem physiologischen Mechanismus, der ausschließlich auf Zelleigenschaften be-
ruht, liegt eine kontinuierliche Entwicklung entscheidender Parameter des Signalsystems
zugrunde [Kle75, Kle76, Loo79]. Dieser Entwicklungspfad führt das System sukzessive
durch verschiedene dynamische Regime. Anhand des Modells zeigen die Autoren, dass ge-
rade die kontinuierliche Erhöhung der maximalen Aktivität der cAMP-synthetisierenden
intrazellulären AC und der Rate der cAMP-degradierenden extrazellulären PDE nach dem
Nahrungsentzug [Kle75, Kle76, Loo79] für diese dynamischen Übergänge verantwortlich
ist. Die zugrundeliegenden Mechanismen dieser Entwicklung bei Dictyostelium wurden
bereits in Abschnitt 2.2.3 eingeführt (siehe auch Abb. 2.12; [Gol80, Gol88]).
Das Stabilitätsdiagramm in Abbildung 2.15(a) zeigt die Möglichkeiten der zeitlichen Än-
derung der Aktivität der beiden Enzyme AC und PDE im AC(σ)-PDE(ke)-Parameterraum,
denn gerade die Art der Variation der Parameterwerte hat nun ganz entscheidende Effekte
auf die hervorgehenden Muster. Die Pfeile markieren einige mögliche Pfade des Systems
durch den Parameterraum.
Die Konstruktion von Entwicklungspfaden, die nicht dem dynamischen Wechsel zwi-
schen nichterregbar-erregbar-oszillatorisch-erregbar (S→E→O→E) folgen, (also Pfad 1
und Pfad 2) führen nicht oder zumindest nicht befriedigend zur spontanen Entstehung
stabiler Spiralmuster. Nur Pfad 3, so zeigt Lauzeral et al. (1997), leitet das System im
Verlauf vom nichterregbaren Stadium zu Beginn der Entwicklung, über den erregbaren
Zustand, in welchem das cAMP-Signal detektiert und amplifiziert wird, in den Bereich
autonomer Oszillationen, bevor es schließlich in den erregbaren Zustand zurückgelangt
[Lau97]. In Abbildung 2.15(b) ist die in Lauzeral et al. (1997) angenommene sigmoidale
Aktivitätsänderung beider Parameter auf Pfad 3 als Funktion der Zeit dargestellt. Die
1 Das Gleichungssystem aus Lauzeral et al. (1997) findet sich im Anhang dieser Arbeit.
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(a) (b)
Abbildung 2.15: Dynamische Regime im AC (σ)-PDE(ke)-Parameterraum (a) und si-
multaner sigmoidaler Anstieg der beider Modellparameter auf Entwicklungspfad 3 (b).
In (a) zeigen die Pfeile mögliche Entwicklungspfade in Abhängigkeit der Variation der En-
zymaktivitäten nach dem Entzug der Nahrungsquelle, auf welchen die Elemente des Sys-
tems den Parameterraum durchschreiten können; (stabiler nichterregbarer stationärer Zu-
stand (S), Erregbarkeit (E) und Regime autonomer cAMP-Oszillationen (O); für den bista-
bilen Bereich koexistierender stabiler stationärer Zustände (B) existiert keine experimentel-
le Evidenz). Pfad 1 entspricht einer Entwicklung bei gleichbleibender Ratenkonstante der
PDE. Die Elemente gelangen vom stationären, in den erregbaren und dann in den oszillato-
rischen Zustand (S→E→O). Bei Pfad 2 bleibt die Aktivität der AC konstant. Die Elemente
gehen von stationären Zustand direkt in das oszillatorische Regime und dann in den Be-
reich der Erregbarkeit über (S→O→E). Auf Pfad 3 werden die Zustände S, E, O sukzessiv
durchlaufen, bevor das System erneut in das erregbare Regime (E) zurückkehrt. In (b) er-
folgt die Aktivitätsänderung der PDE zeitlich verzögert zur Evolution der AC entsprechend
experimenteller Befunde [Loo79]. Beide Abbildungen stammen aus [Lau97].
Entwicklung der PDE erfolgt zeitlich verzögert zur Entwicklung der AC [Loo79].
Das sequentielle Durchlaufen der dynamischen Übergänge alleine (bei beispielsweise an-
fangs zufälliger Verteilung von σ- und ke-Wertepaaren und homogener zeitlicher Änderung
beider Parameter) bringt zunächst keine stabilen Spiralmuster hervor. Erst die Kombi-
nation des evolvierenden Systems mit der Einführung einer zellulären Heterogenität im
Sinne einer Verteilung der einzelnen Zellen entlang des enzymatischen Entwicklungspfa-
des 3 aus Abbildung 2.15(a) induziert, ganz ohne Beitrag weiterer externer Störungen,
die Bildung von Spiralmustern.
Die Desynchronisation der Zellen entlang des Entwicklungspfades liegt in der Annahme
begründet, dass zum Zeitpunkt des Nahrungsentzugs, der die Entwicklung initiiert, nicht
alle Zellen gleichzeitig ihre Entwicklung beginnen und damit auch nicht gleichzeitig ihre
Kompetenz zur Detektion und Amplifikation des cAMP-Signals oder die Fähigkeit zu au-
tonomen Oszillationen erlangen [McD84, McD86, Gom87]. Diese biochemische Heteroge-
nität bildet, so die plausible Vermutung, eigentlich die Phasenverteilung der individuellen
Zellzyklen zum Zeitpunkt des Nahrungsentzugs ab.
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(a)
∆=15 min
(b)
∆=25 min
(c)
∆=100 min
Abbildung 2.16: Desynchronisation der Zellen entlang des Entwicklungspfades 3. Die
obere Reihe jeder Unterabbildung zeigt die räumliche Verteilung der extrazellulären cAMP-
Konzentration, die untere Reihe die Verteilung der Zellen (ein Kreis entspricht 5% der Ge-
samtzahl aller Zellen) entlang Pfad 3 im (σ, ke)-Parameterraum zu verschiedenen Zeitpunk-
ten der Entwicklung. Mit wachsendem ∆ nimmt die Größe der Einzugsgebiete einzelner
Spiralen ab. Die Abbildungen wurde aus Halloy et al. (1998) [Hal98] entnommen.
Diese zelluläre Heterogenität folgt im Modell einer exponentiellen Wahrscheinlichkeitsver-
teilung. Dadurch wird gewährleistet, dass ein kleiner Anteil der Zellen vor der Entstehung
stabiler Strukturen deutlich weiterentwickelt ist als der Rest der Zellen. Pacemakerregio-
nen sind interessanter Weise nicht die Zellen, die als erste das Regime der autonomen
Oszillationen entlang des Entwicklungspfades in einer heterogenen Umgebung aus erreg-
baren Zellen und Zellen des stationären Zustands erreicht haben, wie die Autoren ver-
muteten, sondern die Zellen die im oszillatorischen Regime sind, wenn die letzten Zellen
in das exzitatorische Regim eingetreten sind und damit das Medium für die Weiterlei-
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tung des cAMP-Signals vorbereitet ist [Geb09c]. Durch die vom System selbst induzierte
räumliche und zeitliche Heterogenität der Refraktärzeiten (und damit der Oszillationsfre-
quenzen) wird die Propagation der Wellenfronten konzentrischer Targetwellen gestört und
die Bildung von Spiralen durch Einwickeln offener Wellenfragmente erheblich gefördert.
Die asymptotischen Werte der Parameter des Systems entsprechen dabei einer Rückkehr
in den erregbaren Zustand, was als Voraussetzung für die Symmetriebrechung und die
Stabilisierung der Spiralmuster angesehen wird.
Der Grad der Desynchronisation wird durch den Modellparameter ∆ repräsentiert. Je
höher ∆ ist, um so heterogener ist die anfängliche Verteilung der Zellen entlang des
Entwicklungspfades. ∆ = 0 entspricht einer sich synchron entwickelnden Population. Ab-
bildung 2.16 zeigt zeitliche Sequenzen der räumlichen cAMP-Konzentration in Abhängig-
keit der progressiven Evolution der beiden biochemischen Parameter σ und ke und die
zu jedem dargestellten Zeitpunkt gehörende Verteilung der Zellen entlang des Entwick-
lungspfades 3. Eine verhältnismäßig starke Desynchronisation der Zellen (Abb. 2.16(c);
∆ = 100 min) bringt dabei eine größere Anzahl kleiner Spiralen, eine schwache Desyn-
chronisation (Abb. 2.16(a); ∆ = 15 min) nur wenige große Spiralwellen und eine Ten-
denz zu Targetwellen hervor [Lau97, Hal98]. Ein mittlerer Grad der Desynchronisation
erzeugt Spiralmuster, welche in ihren wesentlichen, vor allem auch zeitlichen Merkma-
len, der Musterbildung von Dictyostelium entsprechen (Abb. 2.16(b); ∆ = 25 min). enen
dynamischen Entwicklungszuständen des Signalsystems: I. → nichterregbarer, Zustand
(stabiler stationärer Zustand), II. → erregbares Stadium (stabiler stationärer Zustand),
III. → oszillatorisches Regime (instabiler stationärer Zustand). In (a) markieren die ge-
strichelten Linien das durch eine Störung hervorgerufene Verhalten des Systems. Nach
einer unterschwelligen Störung gelangt das System schnell wieder in den stationären Zu-
stand (Region 1). Ist die Störung überschwellig (treibt also das System in γ−Richtung
über den absteigenden Kurvenbereich von f(ρ, γ) = 0 hinaus), so kommt es zur schnel-
len cAMP-Produktion (Region 2), gefolgt von einer Refraktärphase (Region 3) und der
Erholungsphase (Region 4). Die äußere Trajektorie zeigt das Verhalten des Systems, bei
einer Störung im instabilen stationären Zustand (III.). Das System oszilliert autonom, al-
so ohne vorangegangene Störung. In (b) ist die PDI-abhängige Entwicklung des Systems
durch den schrittweisen Anstieg der Erregbarkeit im Bereich der Fixpunkte beider Funk-
tionen schematisch dargestellt. Die Kreise entsprechen den Fixpunkten aus (a) (also den
Schnittpunkte der Nullcharakteristiken). Die Abbildung stammt aus Palsson et al. (1996)
[Pal96].
2.4 Zielsetzung und Ergebnisse dieser Arbeit
Das Ziel der vorliegenden Arbeit ist die Untersuchung der Funktion biologischer Variabi-
lität auf die Musterbildung von Dictyostelium. Dahinter verbirgt sich die Hypothese, dass
die Erregungsmuster durch individuelle und zeitlich konstante Eigenschaften der Zellen ge-
prägt werden, und dass biologische Variabilität eine regulatorische Funktion in komplexen
biologischen Kommunikationsprozessen bewirkt. Abbildung 2.17 stellt die Bedeutung von
2.4 Zielsetzung und Ergebnisse dieser Arbeit 35
K
on
tr
ol
lp
ar
am
et
er
Ordnungsparam
eter
P
o
te
n
tia
l
(a)
Ordnungsparam
eter
K
on
tr
ol
lp
ar
am
et
er
P
o
te
n
tia
l
(b)
Abbildung 2.17: Potentiallandschaft eines Phasenübergangs zweiter Ordnung. Unter Än-
derung des Kontrollparameters geht das Minimum (d.h. der stabile Zustand) des Ordnungs-
parameters (der die verschiedenen Muster des zugrundeliegenden Systems repräsentiert) in
zwei koexistierende Minima über. In der Physik (a) wird die Wahl eines der Minima häufig
durch lokale Fluktuationen bestimmt, in biologischen Systemen (b) sind die systematischen
Unterschiede der Konstituenten (hier als zufällige Modulation der Potentiallandschaft dar-
gestellt, welche im Gegensatz zu Rauschen zeitlich konstant sind) oft groß genug, um ein
bestimmtes Minimum tendenziell zu bevorzugen. Das Verhalten des Systems wird also prin-
zipiell vorhersagbar. Die Abbildung stammt aus [Geb09b].
Variabilität am Beispiel einer Potentiallandschaft eines Phasenübergangs zweiter Ordnung
in einem nichtbiologischen System (a) und einem biologischen System (b) schematisch ge-
genüber. Unter Variation eines Kontrollparameters wird der ursprüngliche Zustand des
Systems instabil und es bilden sich zwei gleichberechtigte stabile Zustände aus. Während
beispielsweise ein physikalisches System oft nur unter dem Einfluss rein stochastischer
Beiträge ein bestimmtes Minimum wählt, können im biologischen System zeitlich statio-
näre Eigenschaften der Systemkonstituenten dazu führen, dass ein bestimmter Zustand
mit höherer Wahrscheinlichkeit eingenommen wird als ein anderer. Das Verhalten des
Systems wird also im Prinzip vorhersagbar [Geb09b].
Natürlich ist es einleuchtend, dass die Muster eines deterministischen Systems von der zu-
grundeliegenden Parameterverteilung determiniert werden müssen. Unter der generellen
Vorstellung von Selbstorganisation, bei der lokale Wechselwirkungen der Elemente Struk-
turen auf einer völlig anderen Größenskala hervorbringen, kann vermutet werden, dass
auch in einem nichtdeterministischen (stochastischen) System entsprechende Korrelatio-
nen bestehen, welche eine Vorhersagbarkeit bestimmter Aspekte der Muster ermöglichen.
Im Rahmen dieser Arbeit wurde die räumliche Verteilung von Zelleigenschaften mit globa-
len Mustereigenschaften korreliert. Diese Vorgehensweise stellt einen neuen konzeptionel-
len Ansatz zur Analyse der Verbindung solcher Muster mit den zugrundeliegenden Regu-
lationsmechanismen dar, da hier regulatorische Prinzipien auf Zellebene mit statistischen
Eigenschaften raumzeitlicher Muster in Verbindung gebracht werden. Dies unterscheidet
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sich von klassischen Analyseverfahren raumzeitlicher Daten, die oft keine gerichtete Suche
nach den lokalen Regeln der Entstehung von Mustern verfolgen. Durch die Darstellung
in Abbildung 2.18 soll dies deutlich werden. Üblicherweise impliziert die Analyse eines
solchen dargestellten Raumzeitwürfels die hierarchische Unterteilung in dessen Dimensio-
nen. So kann die zeitliche Änderung einer räumlichen Koordinate als Zeitreihe betrachtet
und dann in eine Messgröße überführt werden. Die räumliche Anordnung der Messgrößen
aller Koordinaten stellt dann die räumliche Verteilung einer bestimmten Observablen dar,
die mit Verteilungen anderer experimenteller Bedingungen verglichen werden kann. Dreht
man den Raumzeitwürfel, kann man das räumliche Bild eines Zeitpunktes in eine einzelne
Observable, zum Beispiel die räumliche Heterogenität überführen und die Prozedur für je-
den Zeitpunkt des Datensatzes wiederholen. Daraus ergibt sich die zeitliche Entwicklung
dieser Observablen die wiederum denen anderer Experimente gegenübergestellt werden
kann [Geb09b].
Das in dieser Arbeit verfolgte Konzept, Mechanismen der Selbstorganisation als Regelwerk
aus den Mustern aufzudecken, wurde zunächst auf die simulierten Muster eines erregbaren
Systems angewendet. Hier zeigte sich, dass die heterogene Verteilung von Mustereigen-
schaften (insbesondere von Phasensingularitäten und Pacemakern) eng mit der implemen-
tierten räumlichen Verteilung von Signaleigenschaften der Konstituenten (hocherregbare
und hochsensitive Elemente) in Zusammenhang steht. Bei den Mustern von Dictyosteli-
um fanden sich systematische Zusammenhänge zwischen den Verteilungen raumzeitlicher
Fluktuationen dieser Muster vor ihrer Entstehung und den Positionen der Spiralspitzen
nach Etablierung der Muster.
Auch die systematische Änderungen raumzeitlicher Muster von Dictyostelium und die
daraus hervorgehende Änderung der Zell-Zell-Kommunikation unter Variation äußerer
Bedingungen wurde untersucht um auf regulatorische Mechanismen des Systems rück-
schließen zu können.
Im Rahmen dieser Analysen sollte gezeigt werden:
1. dass räumliche Symmetrie in ausgedehnten biologischen Systemen über biologische
Variabilität gesteuert wird.
2. dass sich durch die Analyse der biologischen Variabilität im Anfangszustand des
Systems (vor der Symmetriebrechung) im Prinzip zentrale Eigenschaften der Muster
(nach der Symmetriebrechung) vorhersagen lassen können.
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Abbildung 2.18: Klassische Strategien der Analyse raumzeitlicher Datensätze die zur
räumlichen Verteilung einer zeitlichen Observablen und zur zeitlichen Entwicklung einer
räumlichen Observablen führen. Die Abbildung stammt aus Geberth et al. (2009) [Geb09b].
Folgende Ergebnisse wurden in dieser Arbeit erzielt:
1. Jenseits der cAMP-Rezeptoren hat die Zelle noch weitere Möglichkeiten, ihre Erreg-
barkeit zu regulieren. Dies wurde aus einer detaillierten Analyse der Musteränderung
in Anwesenheit von Koffein und eines Adenosinderivates (IPA) − mit weitestgehend
unbekannter Wirkung auf das Signalsystem und die Musterbildung von Dictyoste-
lium − abgeleitet [Pol05, Hil08].
2. In Spiralmustern lassen sich lokale Fluktuationen in systematische (über ein gewis-
ses Zeitintervall hinweg korrelierte) Zelleigenschaften übersetzen [Hil07, Geb09b].
Die extrahierten Fluktuationsverteilungen unterscheiden sich in Abhängigkeit der
experimentellen Bedingungen systematisch voneinander. Dieser Befund ist ein in-
direkter Nachweis systematischer Zelleigenschaften in den raumzeitlichen Mustern,
der erst kürzlich direkt für individuelle Zellen außerhalb des Kontextes raumzeitli-
cher Muster geführt werden konnte [Sam06].
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3 Methoden
3.1 Medien und Puffer
HL5-Medium
(modifiziert nach Watts & Ashworth (1970);
[Wat70])
1,4% (w/v) Pepton (Oxoid)
0,7% (w/v) Hefeextrakt (Oxoid)
77,7 mM D-(+)-Glukose (Merck)
8,9 mM Na2HPO4 (Fluka)
3,7 mM KH2PO4 (Fluka)
134,63 µM Ampicillin-Natriumsalz
(AppliChem) in H2O bidest.
pH 6,5
Phosphatpuffer (KK2)
1 mM Na2HPO4
14,7 mM KH2PO4
in H2O bidest.
pH 6,14
NN-Agar
0,5% Bacto Agar (Difco)
2 mM Koffein wasserfrei (Fluka)
in KK2
SM-Agar
(modifiziert nach Sussman (1987); [Sus87])
0,33% Pepton
3,3 mM Na2HPO4
2,2 mM KH2PO4
1,87 mM D-(+)-Glucose
1,5% Bacto Agar
in H2O bidest.
pH 6,5
LB-Agar
1% Bacto Trypton (Difco)
0,5% Bacto Malzextrakt (Difco)
1% NaCl
1,5% Bacto Agar
in H2O bidest.
pH 7,4
3.2 Kulturbedingungen
Sämtliche Arbeitsschritte mit Ausnahme der Bereitung von NN-Agar, der Ernte der Zellen
zur Musterbeobachtung und der mikroskopischen Untersuchungen erfolgten unter sterilen
Bedingungen. Die erforderlichen Medien, Puffer und Gegenstände wurden unter über-
hitztem Wasserdampf bei 1,1 bar und 121 °C sterilisiert (Sanoclav, Wolf). Wenn nicht
anders angegeben, erfolgte die Durchführung bei Raumtemperatur (21 °C). Die Zelldich-
te flüssiger Kulturen wurde mit Hilfe einer Neubaur-Zählkammer (Neubauer improved)
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lichtmikroskopisch (Askania RME 5) bestimmt. Zur Präparation der unterschiedlichen
Agarschichten wurde Agar in KK2 durch Erhitzen gelöst. Die Zugabe von Effektoren der
Signaltransduktion zum NN-Agar erfolgte während des Abkühlens der Agarlösung bei
Temperaturen <80 °C. Bei den meisten Untersuchungen der Erregungswellen wurden un-
terteilte Petrischalen (Roth) verwendet, die die parallele Beobachtung der Wellen unter
Kontrollbedingungen ermöglichten.
3.2.1 Produktion von Sporenmaterial
Alle experimentellen Untersuchungen wurden mit dem axenischen Zellstamm Dictyoste-
lium discoideum AX2 durchgeführt [Wat70]. Um die Verwendung von einheitlichem Aus-
gangsmaterial gewährleisten zu können, wurden im Vorfeld der Arbeiten verhältnismäßig
große Mengen an Sporen aus einer Sporengeneration produziert. Sporen von Dictyostelium
und einzelne Kolonien von Escherichia coli wurden in KK2-Puffer resuspendiert, homogen
auf SM-Agarplatten in Polystyrol-Petrischalen (Roth) ausgestrichen und bei 22 °C inku-
biert. Dabei spielt die aufgetragene Menge an Sporen und Bakterien eine untergeordnete
Rolle, da vor der Sporenkeimung nach etwa 3 Tagen die Bakterien sich in ausreichender
Menge vermehrt hatten, um als Nahrungsgrundlage für Dictyostelium dienen zu können.
In einem Zeitfenster von wenigen Tagen wurde der entstandene Bakterienrasen von den
sich mitotisch vermehrenden Amöben verbraucht. Danach setzte der Entwicklungszyklus
ein, welcher in der Ausbildung der Fruchtkörper endete. Von diesen Fruchtkörpern wurden
Sporen durch Abklopfen der Agarplatten auf eine sterile Unterlage gewonnen. Die Sporen
wurden in KK2-Puffer resuspendiert, auf eine Konzentration von 5×106 Sporen/ml ein-
gestellt und zu Einheiten von jeweils 1 ml aliquotiert. Die Lagerung der Sporen erfolgte
bei −18 °C. Zur Kultivierung und Lagerung von E. coli wurde LB-Agar verwendet. Die
Bakterien wurden als Schrägkulturen bei 4 °C aufbewahrt.
3.2.2 Kryokonservierung von Zellen
Alternativ zur Produktion von Sporen wurde nach einer geeigneten Möglichkeit gesucht,
vegetative Zellen in großen Mengen langfristig lagern zu können. Grundsätzlich gibt es drei
gängige Konservierungsmethoden zur dauerhaften Aufbewahrung von Dictyostelium, die
Lyophilisierung [Rap45], die Verwendung von Silicagel [Per62], und die Kryokonservierung
[Lai75], wobei die ersten beiden Methoden auf die Verwendung von Sporen beschränkt
bleiben [Sus87].
Zur Kryokonservierung wurden vegetative Zellen in der späten exponentiellen Wachs-
tumsphase geerntet, 4 min bei 21 °C und 400×g zentrifugiert (Avanti J-20, Beckmann),
zweimal in KK2-Puffer gewaschen und in frisch bereitetem HL5-Medium resuspendiert.
Die Zelldichte der Suspension wurde auf 5×107 Zellen/ml gebracht. Die sich anschließen-
de Präparation erfolgte auf Eis. Als Gefrierschutzmittel wurde 9% (v/v) DMSO (Dime-
thylsulfoxid, Roth) hinzugefügt. Nach behutsamem Mischen wurde die Zellsuspension in
Gefrierröhrchen (Cryo Tubes, Nunc) zu 1 ml aliquotiert. Der Gefriervorgang erfolgte bei
einer Rate von 1 °C/min auf −78 °C in Gefriercontainern (Cryo Freezing Container „Mr.
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Frosty“, Nalgene; Befüllung mit 100% Isopropanol (2-Propanol, Roth)). Das Auftauen
der tiefgefrorenen Aliquots geschah zügig im Wasserbad bei 45 °C, um durch Scherkräfte
verursachte Schäden an den Zellen möglichst gering zu halten.
Der Anteil an DMSO wurde systematisch variiert. Ebenso wurde der Gefrier- und Auftau-
vorgang modifiziert, und ein zusätzlicher Waschvorgang in KK2-Puffer nach dem Auftauen
zum effektiveren Entfernen des DMSO eingeführt. Keine dieser geschilderten Methoden
erbrachte eine zufriedenstellende Ausbeute an teilungsfähigen Zellen, weshalb im folgen-
den der Bedarf an Ausgangsmaterial ausschließlich durch die Produktion von Sporen auf
SM-Agar (Abschn. 3.2.1) gedeckt wurde.
3.2.3 Axenische Kultivierung und Initiation der Musterbildung
Die Anzucht der Zellen erfolgte in flüssigen HL5-Schüttelkulturen. Für jedes Experiment
wurde eine frische Kultur mit Sporen beimpft.1 Dazu wurden 100 ml HL5-Medium in
Enghalskolben (Duran, Schott) mit der Sporensuspension (Abschn. 3.2.1) auf eine Spo-
renkonzentration von 5×104 Sporen/ml eingestellt und bei 21 °C und 210 upm in einem
Schüttler (Infors Minitron) inkubiert. Unter diesen Bedingungen können erste Zellen aus
den gekeimten Sporen nach etwa 2−3 Tagen im Medium beobachtet werden. Nach ei-
ner Lag-Phase von 4−5 Tagen nach Beimpfen der Kultur nimmt die Zellzahl bei einer
Generationszeit von 7−9 h exponentiell zu, bis die Kultur bei etwa 1,5×107 Zellen/ml
die stationäre Phase erreicht, in welcher die Zellteilungsrate stagniert (Abb. 4.16(a)). Die
Ernte der Zellen fand nach 7 Tagen bei eine Zelldichte von (6−8)×106 Zellen/ml statt.
Die Wahl einer geringeren Zelldichte führte erfahrungsgemäß zu kontrastärmeren Bildern
der Erregungswellen im Dunkelfeld (siehe auch [Sie89]).
Zur Initiation des Entwicklungszyklus durch Entzug der Nahrung wurden die Zellen bei
400×g für 4 min zentrifugiert, zweimal in KK2-Puffer gewaschen und auf eine Konzen-
tration von 5×106 Zellen/ml gebracht. Die Zellen wurden mit einer Dichte von 6,17×105
Zellen/cm2 auf einer 1,23 mm hohe NN-Agarschicht in gläsernen Petrischalen (Duroplan,
Duran) homogen verteilt.2 Nachdem sich die Zellen auf der Agaroberfläche abgesetzt hat-
ten, wurde der Überstand entfernt. Nach der Inkubation bei 21 °C für 4−6 h im Dunkeln
konnten erste Wellenstrukturen im Dunkelfeld beobachtet werden.
1 Auf die kontinuierliche Verdünnung von Kulturen wurde verzichtet, da Zellen, die längere Zeit unter
axenischen Bedingungen gehalten werden, während der Entwicklung häufig unvollständige Differenzie-
rung zeigen [ZH78a].
2 Wenn nicht anders angegeben, wurde eine Agarschicht mit einer Koffeinkonzentration von 2 mM be-
reitet (vgl. Abschn. 3.1).
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3.3 Manipulation der Zellen durch chemische Effektoren
3.3.1 Veränderung der globalen Erregbarkeit durch Koffein
Koffein (1,3,7-Trimethylxanthin) ist ein konzentrationsabhängiger, schnell und reversi-
bel wirkender Inhibitor der cAMP-abhängigen Aktivierung der AC bei Dictyostelium
[Bre84, Sie89]. In Standardpräparationen zur Beobachtung der Musterbildung ist es allge-
mein verbreitet, geringe Mengen an Koffein zum NN-Agar hinzuzugeben. Konzentrationen
im Bereich von 2−3 mM Koffein sind dabei üblich. Ohne die Anwesenheit von Koffein
wäre sowohl die qualitative, insbesondere aber auch die quantitative Untersuchung der
Erregungswellen während der Musterbildung nicht möglich gewesen. In Abschnitt 4.2.3
wird dies anhand dokumentierter Wellenmuster deutlich. Der Effekt von Koffein liegt da-
bei in der Verlängerung der Adaptationsphase und Dauer der chemotaktischen Antwort
der Zellen [Bre84, Sie89], was sich auf Ebene der Muster in größeren Einzugsgebieten
der Aggregationszentren und in der systematischen Erhöhung der Wellenlänge widerspie-
gelt. Allgemein formuliert, reduziert Koffein die globale Erregbarkeit der Zellschicht durch
dosisabhängige Inhibierung der Aktivität der AC. Die strukturelle Ähnlichkeit zwischen
Koffein und cAMP wird in Abbildung 3.1(a) und (b) offensichtlich.
Neben der standardisierten Verwendung von 2 mM Koffein in NN-Agar zur Beobachtung
der Wellenmuster, wurde die Wirkung des Koffeins auf die Mustereigenschaften syste-
matisch untersucht. Damit wurden Vergleichsdatensätze zur Interpretation der Wirkung
eines bis zum Zeitpunkt der Experimente weitestgehend unbekannten Effektors der Mus-
terbildung bei Dictyostelium geschaffen (Abschn. 3.3.2).
Diese Datensätze wurden gleichzeitig auch dazu verwendet, die Sensitivität raumzeitlicher
Filter zur Extraktion individueller Zelleigenschaften (Variabilität) auf globale Musterei-
genschaften zu untersuchen (Abschn. 3.8).
Die Präparation der Zellen erfolgte wie unter Abschnitt 3.2.3 beschrieben. Die Koffein-
konzentration der NN-Agarschicht wurde im Bereich von 1−6 mM systematisch variiert.
3.3.2 Verwendung eines Adenosinderivates mit unbekannter Wirkung auf die
Musterbildung
2’,3’-O-Isopropylidenadenosin (IPA, AppliChem) ist ein Adenosinderivat, dass die cAMP-
Bindekapazität der cAMP-Rezeptoren während der Aggregation beträchtlich verringert
[VLC86]. Dabei ist das Molekül durch die Modifikation der Riboseeinheit des Adenosins
gekennzeichnet. Die Strukturformel von IPA ist in Abbildung 3.1(c) dargestellt. Wis-
senschaftliche Untersuchungen zu den Effekten von IPA auf die Musterbildung und den
Entwicklungszyklus bei Dictyostelium, ebenso wie zum Wirkmechanismus innerhalb der
Signaltransduktion wurden bisher nicht durchgeführt. Im Zusammenhang mit Dictyos-
telium existierte zum Zeitpunkt der Experimente eine Erwähnung innerhalb der wissen-
schaftlichen Literatur im Rahmen systematischer Untersuchungen zur Nukleotidspezifität
der Inhibition der Bindekapazität von cAR1 durch Adenosin und zahlreiche Adenosinde-
rivate [VLC86]. Weiterhin hatten Newell & Ross (1982) die Musterbildung unter dem
Einfluss von Adenosin beschrieben [New82b].
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Abbildung 3.1: Strukturformel des Chemoattraktants cAMP (a), im Vergleich zu den
Effektoren der Signaltransduktion Koffein (b) und IPA (c).
Als ein Teilaspekt dieser Arbeit wurde die Musterbildung von Dictyostelium in Anwesen-
heit von IPA während des Entwicklungszyklus systematisch untersucht. Die Präparation
der Zellen erfolgte wie bei der unter Abschnitt 3.3.1 beschriebenen Variation der Koffein-
konzentration. Die IPA-Konzentration in NN-Agar wurde zwischen 0,125 mM und 2 mM
variiert. IPA wurde in der NN-Agarlösung während des Abkühlens gelöst. Entsprechend
der Standardpräparation zur Beobachtung der Muster wurde zum NN-Agar neben IPA
auch Koffein (2 mM) zugegeben.
Chemotaxis-Assays
Vegetative Zellen wurden wie unter Abschnitt 3.2.3 beschrieben kultiviert und aufberei-
tet. Zur Untersuchung der Chemotaxis in Anwesenheit von IPA wurden einzelne Tropfen
(0,5 µl) der nährstofffreien Zellsuspension auf NN-Agar mit IPA (0,25 mM in KK2; ohne
Koffein) lokal aufgetragen und im Abstand von wenigen Millimetern Tropfen mit cAMP
(30 nM in KK2) plaziert. Die Agarschalen wurden für einige Stunden im Dunkeln inkubiert
und im Anschluss auf eine gerichtete Bewegung der Zellen in Richtung des cAMP-Tropfens
untersucht. In Kontrollexperimenten wurde IPA-freier NN-Agar verwendet.
Um eine mögliche chemotaktische Attraktivität von IPA auf die Zellen zu untersuchen,
wurden Tropfen mit Zellsuspension auf NN-Agar (ohne Zusatz von IPA und Koffein) ge-
geben. In entsprechender Entfernung wurde ein Tropfen mit IPA-Lösung (0,25−2 mM in
KK2) und in Kontrollexperimenten Tropfen mit cAMP-Lösung (30 nM in KK2) aufge-
bracht. Auch hier wurde nach einigen Stunden die chemotaktische Aktivität der Zellen
analysiert.
Aufsprühen von IPA auf die Muster
Auf bereits etablierte stabile Spiralmuster aggregierender Zellen wurde ein feiner Nebel ei-
ner IPA-Lösung (2 mM in KK2) gesprüht. Die Geschwindigkeit einer möglichen Änderung
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der Muster sollte Aufschluss über die Wirkungsweise von IPA auf die Signaltransduktion
geben.
Analyse der Sporenausbeute
Zur quantitativen Schätzung der Zelltypverteilungen im Fruchtkörper in Abhängigkeit der
IPA-Konzentration wurde die relative Ausbeute an Sporen bestimmt. Die Präparation der
Zellen erfolgte wie unter Abschnitt 3.2.3 beschrieben. Anstelle von NN-Agar wurde eine
Agarschicht (2%; kein Koffein) in Polystyrol-Petrischalen verwendet und vor Erstarren der
Agarlösung definierte Mengen an IPA gelöst. Es ergaben sich daraus Endkonzentrationen
von 0,25 mM, 0,5 mM und 1 mM IPA. Die Schalen wurden mehrere Tage im Dunkeln bei
21 °C gelagert. Nach Ausbildung der Fruchtkörper wurden die Sporen geerntet und die
Ausbeute lichtmikroskopisch bestimmt.
3.4 Veränderung der zellulären Heterogenität
Unterschiedliche Modellvorstellungen und experimentelle Befunde führen die Symmetrie-
brechung einer homogenen Zellschicht und die Übergänge zwischen den verschiedenen
Mustertypen (Spiralen und Targetwellen) auf zeitliche Entwicklungsprozesse der Elemente
der Signaltransduktion und eine räumliche Heterogenität zurück. Obwohl die Vorstellun-
gen über die zugrundeliegenden Mechanismen und die Rolle der beteiligten Komponenten
stark divergieren (z.B. Desynchronisation entlang des Entwicklungspfades versus PDI-
Mechanismus, vgl. Abschn. 2.3.1), können in den Modellen von Lauzeral et al. (1997) und
Palsson et al. (1997) die notwendigen interzellulären Unterschiede zur Schaffung räum-
licher Heterogenität auf die relative Phasenverschiebungen im Zellzyklus der einzelnen
Zellen einer Population zurückgeführt werden [Lau97, Pal97]. Der Zellzyklus von Dictyos-
telium ist durch eine kurze Mitose (0,2 h), die unmittelbar von einer kurzen S-Phase
(<0,5 h) gefolgt ist, und einer langen G2-Phase (etwa 6,5−8 h in axenischer Kultur)
charakterisiert [Wee94]. Eine G1-Phase gibt es dagegen nach der Meinung vieler Autoren
nicht [Wof82, Wei84b, Kes01]. Die relative Phasenverschiebung im Zellzyklus kann experi-
mentell nur eingeschränkt vergrößert, zumindest jedoch durch die Herstellung synchroner
Kulturen für die Dauer weniger Teilungszyklen stark verkleinert werden.
Im folgenden wurde die Heterogenität der Zellen durch die Herstellung synchroner Kul-
turen auf ein Minimum reduziert (Abschn. 3.4.1). Die Vergrößerung der Heterogenität
einer Population, im Sinne einer Veränderung der Phasenverteilungen innerhalb der Zell-
zyklen, wurde durch Mischen von Zellgruppen mit unterschiedlichem Entwicklungsalter
realisiert (Abschn. 3.4.2). Diese Experimente sollten zum einen Aufschluss über die Rolle
der Phasenverteilungen im Zellzyklus bei der Musterbildung geben, zum anderen wur-
den die entstandenen Datensätze verwendet, um mit Hilfe der raumzeitlichen Filter aus
Abschnitt 3.8 (Fluktuationszahl Ω und Transinformation I) systematisch einhergehende
Unterschiede in der Zell-Zell-Kommunikation zu analysieren.
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3.4.1 Synchronisierung des Zellzyklus − Erniedrigung zellulärer Heterogenität
Es existiert eine Reihe unterschiedlicher, mehr oder weniger effizienter Strategien, um in
ihrem Zellzyklus synchrone Zellen von Dictyostelium zu erhalten:
1. bei der „Wash-Off-Methode“ werden mitotische Zellen aufgrund ihrer Adhäsionsei-
genschaften selektiv aus einer heterogenen Population entnommen [McD84],
2. die „Temperature-Shift-Methode“ bewirkt die Arretierung der Zellen in der späten
G2-Phase des Zellzyklus durch Temperatursprünge auf niedrigere Temperaturen
[Mae86, Ara94, Wee94],
3. die Rekultivierung stationärer Zellen führt wie auch die „Temperature-Shift-Metho-
de“ zum Anhalten des Zellteilungzyklus in der späten G2-Phase [ZH78b, Wei84b,
Wee94],
4. die Behandlung mit antimikrotubularen Substanzen (z.B. Nocodazol) inhibiert die
Ausbildung des Spindelapparates, da die Polymerisation der Mikrotubuli unter-
bleibt. Es findet keine Zellteilung statt. Die Zellen verharren am Übergang der G2-
zur M-Phase [Cap79, Rub82],
5. durch die Verwendung einer temperatursensitiven Wachstumsmutante von Dictyos-
telium, kann durch Erhöhung der Umgebungstemperatur die Zellteilung inhibiert
werden [Kat74].
Grundsätzlich geht eine synchrone Zellkultur nach wenigen phasengleichen Zellteilungen
wieder zu asynchroner Teilung über. Die Zellzahl nimmt dann nicht mehr stufenhaft, son-
dern kontinuierlich zu [Sch92]. Dies wird der hohen Variabilität in der Dauer der G2-Phase
[Wee94] und einer nicht vorhandenen Kopplung der Zellzyklen in einer Kultur zurückge-
führt.
Im folgenden wurde die „Wash-Off-Methode“ und die Methode zur Rekultivierung sta-
tionärer Zellen angewendet, um synchrone Zellen zu erhalten. Ein Einsatz von Mutanten
und der „Temperature-Shift-Methode“ war unter den gegebenen Laborbedingungen nicht
möglich. Die chemische Inhibition der Zellteilung als invasivste dieser Methoden wurde
bisher in der Literatur nicht in ausreichendem Maß auf ihren Einfluss auf die Musterbil-
dung beschrieben.
„Mitotic Wash-Off-Methode“
(nach Terasima & Tolmach (1961), McDonald & Durston (1984); [Ter61, McD84])
Durch Anwendung der „Mitotic Wash-Off-Methode“ können mitotische Zellen aufgrund
ihrer verminderten Adhäsionseigenschaft selektiv aus einer heterogenen Kultur getrennt
werden. Zellzählung und Messung der DNA-Synthese am Einbau von radioaktiv markier-
tem 3H-Thymidin als Funktion der Zeit weisen auf einen hohen Grad an Synchronität der
Zellen hin [McD84].
Die Kultivierung der Zellen erfolgte wie in Abschnitt 3.2.3 beschrieben in HL5-Medium.
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Bei einer Zelldichte von (3−6)×106 Zellen/ml wurde ein bestimmtes Volumen der Zellsus-
pension in eine Zellkulturflasche (162 cm2, Costar) überführt, so dass sich eine Zelldichte
von 3×105 Zellen/cm2 ergab. Das verbleibende Medium wurde durch Zentrifugation bei
800×g für 5 min von den Zellen befreit und für spätere Arbeitsschritte aufbewahrt. Wäh-
rend der folgenden 20 min setzten sich die überführten Zellen am Boden der Kulturflasche
ab. Der Überstand wurde entfernt und mit 10,67 ml des aufbereiteten zellfreien Mediums
ersetzt. Nach 10 min wurde die Kulturflasche vorsichtig bei 30 upm für 30 s gedreht.
Während dieser Zeit lösten sich alle nur leicht haftenden Zellen vom Boden der Kulturfla-
sche ab. Nach McDonald und Durston (1984) handelt es sich dabei um mitotische Zellen,
welche wegen ihrer abgerundeten Form nur wenig adhäsiv sind [McD84].
Rekultivierung stationärer Zellen
(modifiziert nach Zada-Hames & Ashworth (1978), Weĳer et al. (1984); [ZH78b, Wei84a])
Mit dieser Methode nutzt man die Eigenschaft einer statischen Kultur, bei Erreichen der
stationären Phase die Zellteilung einzustellen und für einige Stunden in einem stationären
Zustand ohne mitotische Aktivität zu verbleiben, bevor es durch reduzierte Substratkon-
zentration, Ansammlung von Stoffwechselprodukten und Wachstumsinhibitoren zum Ab-
sterben der Zellen kommt [Yar74]. Die Synchronsationsgrad der Zellen ist vergleichbar
mit dem bei Anwendung der „Temperature-Shift-Methode“. In beiden Fällen stellen die
Zellen ihren Zellzyklus in der späten G2-Phase ein [Sol76, ZH78b, Wee94]. Nach dem
Überführen der Zellen in frisches Medium wird der Zellteilungszyklus relativ synchron für
wenige Teilungszyklen durchlaufen [Wei84a].
Um stationäre Zellen zu erhalten, wurden axenisch kultivierte Zellen (Abschn. 3.2.3) wäh-
rend der exponentiellen Wachstumsphase auf 1×106 Zellen/ml in frischem HL5-Medium
verdünnt und erneut bei 21 °C und 210 upm kultiviert. Nach 40 h hatte die Kultur
eine Zelldichte von etwa 2×107 Zellen/ml erreicht und befand sich in der stationären
Teilungsphase. Diese Zellen wurden erneut in frisches HL5-Medium auf eine Dichte von
1×106 Zellen/ml überführt. Unter diesen Bedingungen zeigten die Zellen nach einer Lag-
Phase von wenigen Stunden eine Verdopplung ihrer Zahl über einen Zeitraum von 2−3 h
[Yar74].
3.4.2 Mischen von Zellpopulationen mit unterschiedlichem Entwicklungsalter −
Erhöhung der zellulären Heterogenität
Mit dem Ziel die relative Verteilung der Phasen des Zellzyklus und damit den Grad
der Desynchronisation der Zellen entlang des Entwicklungspfades im Sinne von Lau-
zeral et al. (1997) [Lau97] zu erhöhen, wurden jeweils zwei parallel in HL5-Medium ge-
wachsene Kulturen (Abschn. 3.2.3) zeitverzögert geerntet und die Zellen in unterschied-
lichen Verhältnissen miteinander gemischt. Die gewaschenen Zellen der älteren Kulturen
wurde in nährstofffreiem KK2-Puffer bei 21 °C und 210 upm bis zur Vereinigung mit
den gewaschenen Zellen der jüngeren Kultur aufbewahrt. Es wurden Verzögerungszeiten
von 60−180 min und Mischungsverhältnisse von 1−50% (an Zellen der älteren Kultur)
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gewählt. Die Muster der gemischten Zellen wurden im Dunkelfeld dokumentiert (Ab-
schn. 3.5.1).
3.5 Optischer Aufbau
Während die Bewegungen individueller Zellen lichtmikroskopisch beobachtet werden kön-
nen, sind die Erregungswellen von Dictyostelium nur im Dunkelfeld zu sehen. Die Bemü-
hungen innerhalb eines Experiments gleichzeitig Einzelzellen, als auch Wellen beobachten
zu können, um so zum Beispiel direkt Welleneigenschaften auf Einzelzellereignisse zurück-
führen zu können, scheitern zunächst an der Tatsache, dass die Dunkelfeldmikroskopie im
Gegensatz zum Lichtmikroskop nach dem Prinzip der differentiellen Lichtstreuung funk-
tioniert. Im Rahmen dieser Arbeit unternommene Versuche, Erregungswellen auf andere
Weise sichtbar zu machen, zeigten, dass diese im vollausgebildeten Stadium sehr wohl
auch lichtmikroskopisch bei ausreichend großem Gesichtsfeld (z.B. mit einem Stereomi-
kroskop im Durchlicht) zu sehen sind. Versuche, Erregungswellen im Auflicht sehen zu
können, scheiterten. Die gleichzeitige Beobachtung von Einzelzellen in Wellenmustern ist
also eher ein Problem unterschiedlicher Größenskalen der Zell- und Musterebene, als ein
Problem nicht miteinander vereinbarer optischer Bedingungen.
3.5.1 Dunkelfeldmikroskopie
4−6 h nach dem Nahrungsentzug der Zellen können cAMP-Wellen im Dunkelfeld indi-
rekt beobachtet werden. Die Dunkelfeldmikroskopie ist ein einfaches Verfahren, bei dem
kein direktes Messlicht in das Objektiv der Kamera gelangt und ausschließlich das von
den Zellen gestreute Licht detektiert wird [Gro76]. Befindet sich kein Objekt im Strah-
lengang, bleibt das Gesichtsfeld dunkel. Das Prinzip der Dunkelfeldmikroskopie ist in
Abbildung 3.2 dargestellt.
Zur Beobachtung der Erregungswellen von Dictyostelium macht man sich die Eigenschaft
der Zellen zunutze, dass diese Licht in Abhängigkeit ihres individuellen Erregungsstatus
unterschiedlich stark streuen [Alc74]. So sind chemotaktisch aktive Zellen langgestreckt
und erscheinen im Dunkelfeld als helle Bereiche. Stationäre Zellen sind abgerundet, wo-
durch Licht weniger stark gestreut wird (vgl. Abb. 2.10). Durch kohärente Zellformän-
derungen bilden sich auf makroskopischer Ebene raumzeitliche Wellenmuster aus hellen
und dunklen Banden. Die lokale cAMP-Konzentration ist dabei mit der lokalen Zellform-
änderungen und den makroskopischen Wellenstrukturen in einer räumlich ausgedehnten
Zellenpopulation vollständig korreliert [Tom81].
Als Lichtquelle diente eine Kaltlichtquelle (KL 1500, Schott), die sich unterhalb einer bi-
konvexen Linse (d = 12 cm, f = 20 cm) befand. Direkt über der Lichtquelle wurde der
Strahl durch eine Spaltringblende (innerer Durchmesser d = 2,5 cm) gelenkt und das Licht
mit Hilfe einer Milchglasscheibe homogenisiert. Die Petrischale mit den Zellen auf einer
Agarschicht wurde über der Linse plaziert. Der Abstand der Probe zum Brennpunkt der
Linse bestimmt dabei den minimalen Winkel, mit welchem Licht von den Zellen gestreut
werden muss, um ins Objektiv der Kamera gelangen zu können. Die Dokumentation der
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Abbildung 3.2: Prinzip der Dunkelfeldmikroskopie zur Beobachtung von Erregungswellen.
Nur von den Zellen gebrochenes Licht fällt ins Objektiv der Kamera.
Wellen erfolgte mit einer CCD-Kamera (Hamamatsu C 3077; Tarcus Objektiv 35 mm)
welche sich zwei Brennweiten über der Linse befand.
Durch diese Anordnung wurde die Spaltringblende im Verhältnis 1:1 auf Höhe des Kamera-
chips abgebildet. Zur Abstandsvergrößerung von Objektiv und Kamera durch den Einbau
von Zwischenringen konnte der Abbildungsmaßstab gegebenenfalls vergrößert werden. So
konnten Bildausschnitte mit Flächen von bis zu 16 cm2, aber auch wesentlich stärker ver-
größerte Ausschnitte von etwa 1 cm2 beobachtet werden. Die Bilder wurden in Intervallen
von 3 s über mehrere Stunden hinweg aufgenommen und als 8bit Bilder mit 256 Grau-
werten gespeichert. Die Ansteuerung der Digitalisierungskarte (DT-Open Layers DT 3155
Mach Series Frame Grabber; Hamamatsu Camera Controller C2400; Computer Maxdata)
zur Aufnahme raumzeitlicher Datensätze erfolgte mit der Windowsanwendung WinPic.
3.5.2 Phasenkontrastmikroskopie
Während sich im Dunkelfeld durch differenzierte Lichtstreuung makroskopische Erre-
gungswellen abbilden, kann die kollektive Bewegung der verhältnismäßig kontrastarmen
Einzelzellen mit Hilfe der Phasenkontrastmikroskopie beobachtet werden. Es wurde ein
inverses Mikroskop (Axiovert 200, Zeiss), welches mit einem 10× Plan-Neofluar Objek-
tiv (Zeiss) ausgestattet war, verwendet. Unter diesen Bedingungen konnte eine Fläche
von etwa 0,75 mm2 betrachtet werden. Zur Analyse der Zellbewegung wurden Bilder im
Abstand von 60 s mit Hilfe einer CCD Kamera (Hamamatsu C2400-07) aufgenommen.
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3.6 Aufbereitung der Rohdaten
Die Bildbearbeitung der experimentellen Datensätze erfolgte mit IDL 5.2 (Interactive
Data Language, ITT Visual Information Solutions) und Mathematica 6.0 (Wolfram Re-
search).
In Abhängigkeit der Fragestellung und der optischen Qualität wurden die Daten sequen-
tiell unterschiedlichen Prozeduren unterworfen.
Die Grauwertspreizung ist eine Punktoperation, bei der die neu zugewiesenen Werte der
einzelnen Bildpunkte nicht von den benachbarten Bildpunkten abhängen. Dabei wurden
die äußeren Flanken der Häufigkeitsverteilung von Grauwerten (Histogramm) eines Da-
tensatzes entfernt und die verbliebene Grauwerte auf den gesamten Wertebereich aller
Grauwerte (0−255) abgebildet. Die Relation der Bildpunkte zueinander bleibt jedoch er-
halten. Durch Ausnutzung des gesamten Wertebereichs kann der Bildkontrast deutlich
erhöht werden.
Durch pixelbasierte Mittelung der Grauwerte in der Zeit kann statistisches Rauschen re-
duziert und der Bildkontrast erhöht werden. Diese Methode konnte sowohl „online“ direkt
während der Aufnahme, aber auch im Nachhinein durchgeführt werden.
Die Bildsubtraktion ist ein einfaches und schnelles bildpunktbasiertes Verfahren, durch das
aus einem raumzeitlichen Datensatz stationäre Bildelemente, wie optische Störungen und
Bildhintergrund eliminiert und dynamische Strukturen extrahiert werden können. Dabei
werden die Grauwerte koordinatengleicher Pixel aufeinanderfolgender Bilder mit einem
zeitlichen Versatz voneinander subtrahiert. Der Versatz ist dabei so zu wählen, dass die
zeitliche Skala der hervorzuhebenden Dynamik deutlich größer ist als der Versatz. Durch
die Subtraktion von Bildern aus raumzeitlichen Datensätzen von Dictyostelium wurde
die Sichtbarkeit der Erregungswellen in kontrastarmen und inhomogen ausgeleuchteten
Bildern deutlich erhöht. Natürlich beschränkt sich der Nutzen dabei auf die frühe Ag-
gregationsphase bzw. die Extraktion von Erregungswellen. Aggregationsströme der fort-
geschritten Entwicklung erscheinen als stationäre Bildstrukturen und würden bei diesem
Verfahren eliminiert.
Eine Verschiebung der Grauwerte in andere Bereiche kann beispielsweise durch Additi-
on aufeinanderfolgender Differenzenbilder oder durch Addition oder Multiplikation einer
Konstanten erreicht werden.
Zur Rauschunterdrückung wurde in einigen Fällen ein gleitender Medianfilter angewendet
und dann eine mittelwertbasierte Referenz erstellt. Dabei wurden in quadratischen Bild-
bereichen für jede Pixelposition Mittelwerte über die Nachbarpixel und über die Zeit gebil-
det. Die Mittelwerte aller Bildpunkte wurden zu einer Referenz zusammengesetzt, welche
als Hintergrundbild von allen Einzelbildern subtrahiert wurde. Nachteil dieser Methode
ist die Zunahme der Unschärfe durch die räumliche Medianbildung und die Beschränkung
der Anwendung auf verhältnismäßig kurze Zeitfenster der frühen Aggregationsphase ohne
Zellströme, da diese bei der Referenzbildung als stationäre Strukturen einen Beitrag zum
Hintergrundbild leisten.
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3.7 Konstruktion von Raum-Zeit-Plots zur quantitativen Analyse der
Erregungswellen
Viele Parameter der Wellenpropagation lassen sich direkt aus konstruierten Raum-Zeit-
Plots ablesen. Abbildung 3.3 stellt die Vorgehensweise schematisch dar. Zunächst wird
im ersten Bild eines raumzeitlichen Datensatzes senkrecht zu einer Wellenfront durch das
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Abbildung 3.3: Extraktion der Wellenparametern aus Raum-Zeit-Plots. Momentauf-
nahme eines Wellenmusters (a). Senkrecht zur Wellenfront wird ein Areal bestimmt, das
räumlich auf eine Linie gemittelt wird. Die zeitliche Anordnung solcher Linien ergibt einen
Raum-Zeit-Plot (b). Daraus lassen sich die Wellenlänge (λ) und die Periode (ρ) aufein-
anderfolgender Wellen direkt ablesen. Die Geschwindigkeit einer Welle (ν) wird durch die
Steigung bestimmt. Die Anordnung der Grauwerte einer Linie entlang der Zeit geben Aus-
kunft über das Profil aufeinanderfolgender Wellen (c).
Zentrum einer Spiral- oder Targetwelle ein räumliches Areal definiert, das von den Wel-
len mit fortschreitender Zeit durchlaufen wird (Abb. 3.3(a)). Die Grauwerte dieses Areals
werden für jedes Bild des Datensatzes auf eine Linie gemittelt. So wird für jeden Zeitpunkt
eine eindimensionale Repräsentation der zu vermessenden Wellen gebildet. Die erhalte-
nen Linien werden sequentiell zueinander angeordnet. So entsteht ein Diagramm, in dem
die räumliche Grauwertveränderung des definierten Areals über die Zeit aufgetragen ist
(Abb. 3.3(b)). Einzelne Wellenfronten erscheinen in diesem Raum-Zeit-Plot als diskrete
Linien. Spiralzentren erscheinen als Täler, von denen einzelne Wellenlinien abwechselnd
von beiden Seiten mit positiver Steigung nach außen propagieren (Abb. 3.3(b)). Von Zen-
tren der Targetwellen propagieren die Wellen dagegen symmetrisch an beiden Seiten nach
außen. Regionen in welchen sich kollidierende Wellen auslöschen erscheinen als spitz zu-
laufende Peaks.
Die Geschwindigkeit einer propagierenden Welle entspricht der Steigung der mit der Zeit
auseinander laufenden Wellenlinien. Diese Wellenlinien bilden dabei jeweils eine Gerade.
Je geringer die Steigung einer diskreten Wellenlinie ist, um so größer ist die Geschwin-
digkeit der Welle. Die Rotationsperiode einer Spirale ergibt sich aus dem Abstand der
einzelnen Wellenlinien entlang der Zeitachse an einem räumlichen Punkt. Trägt man die
Entwicklung eines solchen Punktes als Funktion der Zeit auf, erhält man dessen Grau-
wertprofil und damit die Amplitude und Form einer Welle, welche den entsprechenden
Bildpunkt durchlaufen hat (Abb. 3.3(c)). Die Amplitude kann als chemotaktische Ant-
wort der Zellen auf das cAMP-Signal interpretiert werden [Sie89]. Zur Bestimmung der
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Wellenlänge wurde der Abstand zwischen zwei Wellenlinien entlang der räumlichen Achse
vermessen (Abb. 3.3(b)). Neben der quantitativen Bestimmung von Wellenparametern
lassen sich mit Hilfe von Raum-Zeit-Plots auch kontrastarme Wellenstrukturen identifi-
zieren, welche beim Betrachten der Rohdaten nicht zu erkennen sind.
3.8 Raumzeitliche Datenanalyse zur Extraktion von Zelleigenschaften
Die raumzeitliche Strukturbildung bei Dictyostelium ergibt sich aus den stoﬄichen Wech-
selwirkungen benachbarter Zellen, die sich direkt in periodischen Zellformänderungen und
den Aufnahmen aus der Dunkelfeldmikroskopie widerspiegeln. Die interzelluläre Kommu-
nikation entspricht einer Übertragung von Information in Raum und Zeit. Dieser Informa-
tionstransfer der durch die Wechselwirkungen der Zellen vollständig festgelegt ist, kann
mit Hilfe informationstheoretischer Größen, insbesondere der Transinformation I, quan-
tifiziert werden (Abschn. 3.8.1; [Hüt01a]).
Die räumliche Verteilung der Zellen auf dem Agar stellt abstrakt gesehen eine Matrix in-
dividueller, erregbarer Elemente dar. In der Vergangenheit wurde eine Vielzahl raumzeit-
licher Filter zur Datenanalyse basierend auf Prinzipien zellulärer Automaten formuliert,
welche zur Übersetzung von Nachbarschaftskonstellationen in qualitative Systemeigen-
schaften [Hüt01b, Bus04] und in ihrer Erweiterung zur Analyse biologischer Datensätze
auf raumzeitliche stochastische Resonanz und Synchronisationseigenschaften herangezo-
gen wurden [Hüt02, Ras01]. Systemunabhängig basieren diese Anwendungen auf der zeit-
lichen Änderung räumlich gemittelter Observablen. Eine interessante dynamischen Kenn-
größe ist hier die Fluktuationszahl Ω, welche zur quantitativen Schätzung des Beitrags
von schnellen (und damit wahrscheinlich stochastischen) Beiträgen zur Gesamtdynamik
des Systems verwendet werden kann (Abschn. 3.8.2; [Hüt01b]).
Da die Berechnung von I und Ω auf der Analyse lokaler Korrelationen und Fluktuationen
beruht, kann eine räumliche Verteilung beider Observablen (Ωij und Iij) auch als eine
Verteilung dynamischer, individueller Zelleigenschaften verstanden werden.
3.8.1 Transinformation I
Die Transinformation I ist neben der Entropie H eine der bedeutendsten Größen der In-
formationstheorie [Sha48] und stellt ein interessantes Maß zur Beurteilung des Grades an
Komplexität und Informationstransport in einem System dar (siehe z.B. [Ebe98, Hüt01a,
Hüt06b]). Die Idee ist, bestehende Korrelationen von Symbolpaaren (oder Zustandskombi-
nationen) über eine räumliche oder zeitliche Distanz zu analysieren, und damit statistische
Abhängigkeiten im Auftreten dieser Symbolkombinationen zu ermitteln. In der allgemei-
nen Form der Transinformation I wird die Wahrscheinlichkeit ρab von Zuständen a, b ∈ Σ
aus dem Zustandsraum Σ für die räumliche oder zeitliche Nachbarschaft der Zustands-
abfolge ab mit der Wahrscheinlichkeit des unabhängigen Auftretens der Einzelsymbole ρa
und ρb verglichen:
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I =
∑
a,b∈Σ
ρab log
(
ρab
ρaρb
)
. (3.1)
Betrachtet man als Extremfall eine Abfolge von maximal korrelierten Zuständen, also
ρab = 1, dann folgt daraus ρa = 1, ρb = 1 und damit I = 0. Bei einer statistisch un-
abhängigen Abfolge der Zuständen ist ρab = ρaρb. Daraus ergibt sich erneut I = 0. In
beiden Fällen bietet der gegebene Zustand keine Information über den Folgezustand einer
Zeitreihe oder eines benachbarten Elements in einem räumlich ausgedehnten System.1 Je-
de andere Wahrscheinlichkeitsverteilung führt damit auf einen Wert von I > 0. Innerhalb
dieses Bereiches muss es damit also auch einen Grad der Korrelation geben, bei dem der
Informationsgewinn und somit I maximal ist.
Die Anwendungsmöglichkeiten der Transinformation erstrecken sich über eine Vielzahl
biologischer Systeme, von der Analyse von DNA-Sequenzen (z.B. zur Trennung codieren-
der und nichtcodierender Bereiche [Her98, Wei98, Guh00]) bis zu ökologischen Systemen,
bei welchen Informationstransport als ein Evolutionskriterium aufgefasst werden kann.
Wie aus Gleichung (3.1) ersichtlich wird, dient als Ausgangsmaterial für die Berechnung
von I eine eindimensionale Abfolge von Zuständen. Für raumzeitliche Datensätze exis-
tiert eine Reihe von Varianten zur Definition des Paarereignisses ab, und zwar in Ab-
hängigkeit davon, ob die räumliche Paarbildung in der Zeit oder im Raum erfolgen soll.
Abbildung 3.4 zeigt die Vorgehensweise bei der Binarisierung raumzeitlicher Daten von
Dictyostelium und unterschiedliche Möglichkeiten, aus einer eindimensionalen Zeitreihe
Paarkombinationen ab zu definieren [Hil07]. Jeder Datensatz kann in einzelne Zeitrei-
hen von Grauwerten zerlegt werden. Im oberen Bildteil von Abbildung 3.4(a) sind die
Grauwerte eines einzelnen Bildpunktes als Funktion der Zeit aufgetragen. Die zeitlichen
Differenzen aufeinanderfolgender Werte (xij(t+1)−xij(t)) (mittlerer Teil in (a)) werden
durch einen Binarisierungsfilter (δij(t) = Sig(xij(t + 1) − xij(t)) nach ihren Vorzeichen
befragt und in entsprechende Zeitreihen aus 0 und 1 transformiert. Beträgt die zeitliche
Änderung aufeinanderfolgender Datenpunkte 0, so wird der Wert des vorangegangenen
Zeitschritts verwendet. Der untere Bildteil von (a) zeigt die resultierende binäre Zeitreihe
als Barcode-Diagramm, welche zur Berechnung von I verwendet werden kann, wobei hier
zeitliche Nachbarschaften von a und b das Ereignis ab definieren. Die Paarbildung kann
auch unter Einbeziehung der Nachbarschaft zwischen zwei räumlich benachbarten binären
Zeitreihen (Abb. 3.4(b)) oder einer zuvor als Referenz festgelegten Zeitreihe (c) erfolgen.
Bei den in dieser Arbeit durchgeführten Analysen wurden die Ereignisse ab durch die
erste Variante (zeitliche Differenzen in Abbildung 3.4(a)) gebildet. Das Ergebnis der Ana-
lyse aller Bildpunkte eines raumzeitlichen Datensatzes ist eine Matrix Iij , deren Werte
gegebenenfalls über alle Bildpunkte gemittelt werden können.
1 Im Gegensatz dazu wird die Entropie H = − ∑
a∈Σ
ρa log ρa als Maß für die Unordnung eines Systems
bei vollständiger Kenntnis des Systemzustandes minimal, bei einer Gleichverteilung aller Zustands-
wahrscheinlichkeiten dagegen maximal.
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Abbildung 3.4: Transformation der zeitlichen Entwicklung eines Bildpunktes in ei-
ne binäre Abfolge von Symbolen. Durch Differenzenbildung aufeinanderfolgender Werte
(xij(t + 1) − xij(t)) kann die Zeitreihe entsprechend der mittleren Änderung ihrer Werte
durch Vorzeichenabfrage (δij(t) = Sig(xij(t + 1) − xij(t)) in eine Reihe von Nullen und
Einsen überführt werden (a). Diese Ausgangssequenz kann zur Berechnung von I verwendet
werden (wobei hier die Paarbildung in der Zeit erfolgt) oder unter Einbeziehung räumlicher
Nachbarschaften (b) oder einer Referenzsequenz (c) durch Paarbildung im Raum erweitert
und dann zur Bestimmung von I herangezogen werden. Die Abbildung stammt aus [Hil07]
3.8.2 Fluktuationszahl Ω
Ein bestehendes Problem bei der Analyse biologischer Datensätze ist, dass der Grad sto-
chastischer Beiträge (Rauschen und Fluktuationen) zur Gesamtdynamik nicht direkt aus
den Daten extrahiert werden kann. Mit Hilfe der Fluktuationszahl Ω lässt sich jedoch der
Beitrag vergleichsweise schneller Dynamiken abschätzen. Die Idee dahinter ist, die relati-
ve Änderung (Grauwerte) der Elemente (Bildpunkte) zur Trennung von gerichtetem und
ungerichtetem Verhalten zu nutzen. Ω stellt damit ein quantitatives Maß für Rauschen
im System dar [Hüt01a].
Ausgangsmaterial ist ein zweidimensionaler räumlicher Datensatz I, also eine Matrix
der Größe N×N mit den Elementen aij ∈ Σ, wobei Σ alle möglichen Zustände bzw.
Grauwerte enthält. Eine Zeitreihe der Bilder eines solchen Datensatzes entspricht dann
{I(t); t = 1, 2, . . . , NT }; t ist die dimensionslose Zeit und NT die Anzahl der Bilder.
Es wird angenommen, dass es sich bei Rauschen und Fluktuationen um Beiträge mit
verhältnismäßig kleiner Zeitkonstante handelt [VK01]. Zur Abschätzung des Grades von
Rauschen in einer beobachteten Dynamik wird die relative Änderung eines Elements a(t)ij
zu einem Zeitpunkt t in Bezug auf seine |Nij | Nachbarn b(t) untersucht. Die Summe dieser
räumlichen Differenzen δ(t,k)ij eines Elements a
(t)
ij stellt nun eine Größe zur Trennung von
gerichteter und ungerichteter (möglicherweise stochastischer) Änderung des Zustands ei-
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nes Elements in Bezug zu seiner Nachbarschaft dar. Der Index k läuft dabei über alle Nach-
barn des Elements ij. Für jede räumliche Differenz δ(t,k)ij eines Elements a
(t)
ij wird dann die
zeitliche Nachbarschaft (als Differenz) der Elemente herangezogen. Gleichung (3.2) stellt
die Bedingung für das Vorhandensein von Rauschen in der relativen Änderung von a(t)ij
dar:
Sig
[
δ
(t,k)
ij − δ(t−1,k)ij
]
6= Sig
[
δ
(t+1,k)
ij − δ(t,k)ij
]
∧
δ
(t,k)
ij − δ(t−1,k)ij 6= 0 ∧ δ(t+1,k)ij − δ(t,k)ij 6= 0 . (3.2)
Die Vorzeichenfunktion Sig[x] ist 1, −1 oder 0, abhängig davon, ob x größer, kleiner,
bzw. gleich Null ist. Jeder Übergang δ(t−1,k)ij → δ(t,k)ij → δ(t+1,k)ij , der die Bedingung in
Ausdruck (3.2) erfüllt, soll mit dem Mittelwert seiner zeitlichen Änderung zur Fluktua-
tionszahl Ω beitragen. Die Mittelung über alle k führt zum endgültigen Ausdruck dieser
räumlichen Variante der Fluktuationszahl Ω(t):
Ωij(t) =
1
|Nij |
|Nij |∑
k=1
1
2
( ∣∣∣δ(t,k)ij − δ(t−1,k)ij ∣∣∣+ ∣∣∣δ(t+1,k)ij − δ(t,k)ij ∣∣∣ )×
1
2 Sig
[
δ
(t,k)
ij − δ(t−1,k)ij
]
Sig
[
δ
(t+1,k)
ij − δ(t,k)ij
]
(
Sig
[
δ
(t,k)
ij − δ(t−1,k)ij
]
Sig
[
δ
(t+1,k)
ij − δ(t,k)ij
]
− 1
)
, (3.3)
wobei die Terme der beiden letzten Zeilen auf 0 oder 1 führen. Die Größe Ωij(t) stellt auf
diese Weise eine einfache Schätzung der Fluktuationen jedes räumlichen Punktes eines
raumzeitlichen Datensatzes dar.
Die Voraussetzung dafür, dass gerichtete und ungerichtete Änderungen aufgrund ihrer
Dynamiken auf unterschiedlichen Zeitskalen getrennt werden können, ist natürlich ein
ausreichend kleiner Diskretisierungsabstand der zugrundeliegenden Daten im Raum und
in der Zeit. Die Diskretisierungsskala muss dabei sehr viel kleiner sein, als die Skala der
eigentlichen Dynamik, um eine Trennung der stochastischen und deterministischen An-
teile erzielen zu können. Ebenso müssen beide Skalen ausreichend unterschiedlich sein. Je
„farbiger“ das Rauschen ist, um so größer ist der Grad der Fehlinterpretation [Hüt01a].
Zahlreiche Anwendungsbeispiele der Fluktuationszahl Ω(t) an theoretischen Modellsyste-
men finden sich neben anderen raumzeitlichen Filtern in Hütt (2001) [Hüt01a], die erste
Anwendung einer zeitlichen Version auf Datensätze von Dictyostelium in Hütt (2003)
[Hüt03]. In Hilgardt et al. (2007) wurde Ωij(t) zum erstenmal zur Analyse der raumzeit-
lichen Muster von Dictyostelium verwendet [Hil07].
3.9 Extraktion globaler Mustereigenschaften 55
3.9 Extraktion globaler Mustereigenschaften
Ein wichtiger vorbereitender Arbeitsschritt auf der Suche nach universellen Organisati-
onsprinzipien der raumzeitlichen Muster ist das Überführen räumlicher Verteilungen von
Mustereigenschaften in Messgrößen (Musterquantifizierung). Bei Spiralwellen stellt das
Konzept der Phasensingularitäten eine solche Methode dar, bei der Spiralspitzen auto-
matisiert aufgrund ihrer mathematischen Eigenschaften aus den raumzeitlichen Daten
extrahiert werden können.
3.9.1 Detektion der räumlichen Verteilung von Phasensingularitäten
Die bedeutendste Anwendung der Detektion von Phasensingularitäten auf experimentelle
Datensätze geht auf die Arbeiten von Gray et al. (1998) zurück und diente zur Aufklä-
rung der Rolle topologischer Defekte des Herzmuskels bei der Entstehung von kardialem
Flimmern [Gra95, Gra98]. Spontane asynchrone Kontraktionen des Herzens (Kammer-
flimmern) werden von rotierenden, oft mäandernden Spiralwellen transmembraner Po-
tentiale begleitet [Dav92]. Eine Phasensingularität definiert die Spitze einer rotierenden
Spiralwelle, wo die Isolinien aller Phasen sich treffen. Die spiralförmige Depolarisierung
des Herzmuskels beruht dabei auf anatomischen Eigenschaften (Defekten), welche lokale
Störungen der räumlichen Erregungsweiterleitung darstellen. Das Zentrum einer Spirale
besteht aus erregbarem vulnerablen Gewebe. Ein mathematischer Formalismus zur au-
tomatisierten Identifizierung von Phasensingularitäten stammt von Bray et al. (2001)
[Bra01].
Die Spitze einer Spirale ist der Punkt im Raum, um welchen sich alle Phasen des oszilla-
torischen Zyklus finden lassen. Betrachtet man Erregungswellen als zyklischen Attraktor
im Phasenraum, so kann jedem räumlichen Element zu jedem Zeitpunkt eindeutig ein
Phasenwinkel θ zwischen −pi und pi zugeordnet werden. Die Reihenfolge der Vorzeichen-
änderung wird dabei durch den Drehsinn der Spiralwelle bestimmt. Am Ort einer Phasen-
singularität ist die Phase nicht definierbar, da hier alle Phasenwerte angrenzen und somit
keine stetige Änderung der Phasenvariablen angegeben werden kann. Mathematisch ist
dieser Punkt also eine Singularität der (ansonsten stetigen) Phasenvariablen. Phasensin-
gularität sind über Isolinien gleicher Phase miteinander verbunden [Gra98]. Entsprechend
der zugrundeliegenden Erregungsmuster, interferieren diese nicht.
Untersuchungen der räumlichen Verteilung von Phasensingularitäten bei Dictyostelium
in Abhängigkeit der Kopplungsstärke der pulsinduzierten Signaltransduktion zur Genex-
pression wurden erstmals von Sawai et al. (2005) durchgeführt [Saw05]. Die Wellenmuster
von Dictyostelium spiegeln in ihren lokalen Grauwertänderungen direkt die Periodizität
der einzelnen Zellen wider. Abbildung 3.5(a) zeigt sie periodische Grauwertänderung ei-
nes einzelnen Bildpunktes aus experimentellen Daten von Dictyostelium im Verlauf von
50 min. Die zeitverzögerte Einbettung in (ρ(t), ρ(t + τ)) approximiert das zeitliche Ver-
halten eines erregbaren Elementes im Phasenraum (Abb. 3.5(b)). τ kann aus dem ersten
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Nulldurchlauf der Autokorrelationsfunktion von ρ(t) bestimmt werden.1 Jedem Zustand
500 10 20 30 40
0
50
100
150
200
Zeit (min)
G
ra
u
w
e
rt
(a)
0 50 100 150 200
0
50
100
150
200
ρ(t)
ρ(
t 
+
τ) θ
(b)
Abbildung 3.5: Zeitreihe der Grauwerte eines räumlichen Datenpunktes ρ(t) (a) und
Phasenportrait durch zeitverzögerte Einbettung in (ρ(t), ρ(t + τ)) zur Definition des Pha-
senwinkel θ(t).
im Erregungszyklus kann exakt ein Phasenwinkel θ im Bereich von −pi und pi zugeordnet
werden. Es ergibt sich also eine Änderung um insgesamt 2pi über den gesamten Zyklus
hinweg. Damit kann auch für jeden Bild- und Zeitpunkt die mögliche Anwesenheit einer
Phasensingularität berechnet werden. Abbildung 3.6 zeigt die Momentaufnahme einer Spi-
ralwelle und die dazugehörige räumliche Verteilung der rekonstruierten Phasenvariablen.
Eine Phasensingularität ist ein Punkt im Raum, dessen Phaseninformation nicht definiert
(a) (b)
θ
pi
−pi
0
Abbildung 3.6: Momentaufnahme einer Spiralwelle aus den Rohdaten bei Dictyostelium
(a) und der räumliche Verteilung der rekonstruierten Phasenvariablen (b).
ist, da hier alle Phasenwerte angrenzen. Die Identifizierung erfolgt nach dem Konzept der
topologischen Ladung C˜t [Mer79, Gor96] und geht auf den mathematischen Formalismus
1 In den meisten Fällen, die in dieser Arbeit diskutiert werden, führte bereits eine grobe Schätzung
(benötigte Zeit für den Aufstieg vom Minimum zum Maximum einer Wellen) zu einer kreisförmigen
Aufspannung der Trajektorie im Phasenraum.
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von Bray et al. 2001 [Bra01] zurück:
C˜t =
∮
c
∇θ(x,y; t) d−→r =
{
±n · 2pi, n = 1, 2, . . . , (Phasensingularität)
0
(3.4)
Das Linienintegral beschreibt einen engen Kreis von 3×3 Pixeln um die Phasensingu-
larität. Dabei ist −→r der Vektor auf den Punkt r auf dem Kreis c. Wie zuvor ist θ die
lokale Phasenvariable und ∇ bezeichnet den zweidimensionalen Nabla-Operator (∇ =
∂/∂x + ∂/∂y). Liegt im Inneren des geschlossenen Weges c keine Singularität von θ, so
ist der Wert des Integrals exakt Null (positive und negative Phasendifferenzen heben sich
aufgrund der Stetigkeit von θ auf). Das Vorzeichen des ganzzahligen Wertes C˜t wird vom
Umlaufsinn der Phasenwerte θ um die Singularität, also vom Drehsinn der Spirale be-
stimmt. Eine Phasensingularität ist gegeben unter der Bedingung C˜t = ±n · 2pi (dabei
zählt die Größe n die Anzahl der Spiralarme). Abbildung 3.7 zeigt die Momentaufnahme
von Erregungsmustern aus einem experimentellen Datensatz (a) und die dazugehörende
Darstellung im Phasenraum (b). In Abbildung 3.7(c) ist die räumliche Verteilung der
identifizierten Phasensingularitäten gezeigt, welche in (d) ihrer Chiralität entsprechend
gekennzeichnet sind. Als Ausgangsmaterial dienten jeweils 200−400 Einzelbilder mit ei-
(a)
(c) (d)
1 cm (b)
pi
−pi
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θ
Abbildung 3.7: Momentaufnahme von Erregungsmustern (hier als Differenzenbild) eines
raumzeitlichen Datensatzes mit unterteilter Petrischale (a), Repräsentation der einzelnen
Bildpunkte im Phasenraum (b), extrahierte Positionen der Phasensingularitäten (c), Pha-
sensingularitäten markiert entsprechend ihrer Chiralität (d)
58 3 Methoden
nem zeitlichen Abstand von 3 s. Für τ wurde ein Wert im Bereich von 15 Bildern gewählt
(dies entspricht einem zeitlichen Abstand von 45 s). Die einzelnen Bildpunkte wurden, wie
oben beschrieben, im Phasenraum aufgespannt. Daraus ergaben sich individuelle Zeitrei-
hen, aus denen eindeutig der jeweilige Drehwinkel θ bestimmt werden konnte. Die eigentli-
che Detektion der Phasensingularitäten erfolgte durch die Berechnung des Linienintegrals
C˜t (Ausdruck (3.4)) für entsprechende Areale von 3×3 Bildpunkten und die zeitliche Mit-
telung des Integrals über die Einzelbilder.1
In Abhängigkeit der Datenqualität mussten in einigen Fällen fälschlicherweise als Pha-
sensingularität deklarierte Bereiche (false positives) bewertet und erkannt werden. Dies
erfolgte in Anlehnung an einen, auf der Bestimmung von Konturlinien basierenden Filter-
Algorithmus von Zou et al. (2002) [Zou02]. Anhand der Originaldaten bzw. der Phasenin-
formationen wurden Konturlinien erstellt und die lokale Krümmung bestimmt. Die Vor-
aussetzung für das Vorhandensein einer Phasensingularität ist eine starke konvexe Krüm-
mung. Durch Annahme einer minimalen Krümmung kann ein großer Teil falsch dekla-
rierter Bereiche identifiziert werden. Eine anschließende Prüfung auf zeitliche Konsistenz
unter Einbeziehung der unmittelbaren Nachbarschaft lieferte eine sehr exakte Wieder-
gabe der tatsächlich vorhandenen Phasensingularitäten. In den folgenden Analysen sind
mit „Phasensingularitäten“ stets die auf diese Weise bestimmten Zentren der Spiralwellen
bezeichnetet.2
3.9.2 Detektion der räumlichen Verteilung von Targetwellen
Dem Verfahren der Targetwellen-Detektion liegt ein von Geberth & Hütt (2009) entwi-
ckelter dreidimensionaler Fitmechanismus zugrunde, bei dem ein (in Zylinderkoordinaten
parametrisierter) Kegel an den Raumzeitwürfel angepasst wird [Geb09c, Geb09a, Geb10].
Im Vergleich zu herkömmlichen Detektionsverfahren, die von Zeitpunkt zu Zeitpunkt un-
abhängig voneinander nach kreisförmigen Strukturen suchen, erhöht die im Raumzeitkegel
automatisch geforderte zeitliche Konsistenz gerade in stark verrauschten Daten die Quali-
tät der Targetwellen-Detektion um mehrere Größenordnungen. Spiralwellen können alter-
nativ zur Detektion ihrer Phasensingularitäten (Abschn. 3.9.1) analog in einem solchen
dreidimensionalen Fitverfahren rekonstruiert werden, wobei sich hier eine Reihe zusätzli-
cher Anpassungen an die Dynamik der Spiralwellen von Dictyostelium (z.B. die zeitliche
Entwicklung der Wellenparameter) ergeben, die berücksichtigt werden müssen und die be-
nötigte Rechenzeit um ein Vielfaches erhöhen. Die Implementierung und Entwicklung des
in dieser Arbeit verwendeten Verfahrens zur Identifikation von Targetwellen aus raum-
zeitlichen Daten stammt von Daniel Geberth (Jacobs University Bremen). Die detaillier-
1 Die Berechnung erfolgte mit Dev C++ IDE 4.9.9.2 (Bloodshed Software) und GnuPlot 4.2.2 (Source-
forge).
2 Das komplette Analysepaket wurde von Daniel Geberth (Jacobs University Bremen) in C++ im-
plementiert und zur Verfügung gestellt. Viele Details zur Analyse und beeindruckende Anwendun-
gen auf mathematische Modellsysteme erregbarer Medien können in den Veröffentlichungen von Ge-
berth & Hütt (2008, 2009, 2010) [Geb08, Geb09c, Geb10] und Geberth et al. (2009) [Geb09b] nachge-
lesen werden.
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te Beschreibung der zugrundeliegenden Annahmen und der Detektionsalgorithmus sind
in Geberth (2009), Geberth & Hütt (2009, 2010) dargestellt [Geb09a, Geb09c, Geb10].
Dort findet sich auch eine erste Anwendung des Verfahrens auf experimentelle Daten von
Dictyostelium.
Innerhalb dieser Arbeit wurde die Targetwellen-Detektion nur auf die raumzeitlichen Mus-
ter des Automatenmodells angewendet (Abschn. 3.10). Die simultane Untersuchung der
Entstehung räumlicher Verteilungen von Target- und Spiralwellen entlang der Zeit in
experimentellen Daten kann als äußerst gewinnbringender Ansatz zum Verständnis der
Entstehung von Spiralmustern bei Dictyostelium betrachtet werden.
3.10 Einfaches mathematisches Modell eines erregbaren Mediums
Zelluläre Automaten sind diskrete mathematische Ansätze zur Erzeugung und Untersu-
chung globaler Muster auf der Grundlage einfacher lokaler Regeln (siehe z.B. [Wol84,
Gay95, BY97, Mik06]). In seiner einfachsten Form ist das Automatenmodell eines er-
regbaren Mediums ein räumliches Arrangement identischer Elemente, die die Zustände
„erregbar“ (Q, quiescent), „erregt“ (E) und „refraktär“ (R) in der genannten Reihen-
folge durchlaufen. Ein erregbares Element geht unter bestimmten Bedingungen in den
erregten Zustand über, wird dann für eine definierte Anzahl von Zeitschritten refraktär,
bevor es wieder in den erregbaren Zustand gelangt. Die Interaktion der Elemente und
die Refraktärphase führen zur Propagation von Erregungswellen, bei Störung der Wellen
bilden sich rotierenden Spiralen. In formaler Sprache lautet das Regelwerk eines einfachen
deterministischen Modells folgendermaßen:
1. Ein Element aij im Q-Zustand geht im nächsten Zeitschritt in den E-Zustand über,
wenn bestimmte Nachbarschaftskonstellationen erfüllt sind (z.B. wenn sich eines
seiner nächsten Nachbarelemente N (aij) bereits im E-Zustand befindet)
aij ≡ Q E∈N (aij)−−−−−−→ E .
2. Ein Element im E-Zustand geht im nächsten Zeitschritt in den R-Zustand über
aij ≡ E −→ R .
3. Wenn aij = R, dann geht das Element im nächsten Zeitschritt wieder in den E-
Zustand über, vorausgesetzt es befand sich im Zustand R für eine Zeit ∆t, die länger
oder gleich der Refraktärzeit τ ist
aij ≡ R aij=R für ∆t≥τ−−−−−−−−−−→ Q .
Mit diesen verhältnismäßig einfachen Regeln kann nun (zwar schematisch) die Dynamik
der Erregungswellen von Dictyostelium nachgebildet werden:
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In einem Ensemble von Zellen ist jede Amöbe in der Lage, mit Hilfe ihrer Oberflächen-
rezeptoren cAMP zu detektieren, das zuvor von den Zellen nächster Nachbarschaft an
die Umgebung abgegeben wurde (die Zellen wechseln vom Q-Zustand in den E-Zustand).
Sie amplifizieren das Signal durch cAMP-Produktion und Sekretion in die Umgebung.
Durch die Erregung gelangen die Zellen in den R-Zustand und bewegen sich senkrecht
zur Wellenfront.1 Nach der Refraktärzeit, die im Bereich einiger Minuten liegt, erlangen
die Amöben ihre Sensitivität für cAMP zurück und kehren damit formal erneut in den
Q-Zustand zurück.
Um den Zusammenhang zwischen individuellen Zelleigenschaften und der lokalen Signatur
dieser Eigenschaften in den raumzeitlichen Mustern untersuchen zu können, wurde eine
Variante eines erregbaren Mediums gewählt und modifiziert, welche in der ursprünglichen
Form der Kolumne „Computer Recreations“ von Dewdney aus der Zeitschrift Scientific
American stammt und die Ausbreitung von Infektionen über eine räumlich ausgedehnte
Population von Elementen beschreibt [Dew88]. Es handelt sich dabei um eine einfaches
zelluläres Automatenmodell mit quasi-kontinuierlichem Zustandsraum, welcher durch ein
einfaches Regelwerk in einem bestimmten Parameterbereich phänomenologische Muster
räumlich ausgedehnter autokatalytischer Reaktionen hervorbringt (Abb. 3.8). Die Einzel-
Abbildung 3.8: Momentaufnahmen von Mustern des zellulären Automatenmodells nach
Dewdney (1988) nach 2000 Zeitschritten [Dew88]. Die Erregbarkeit wurde auf g = 28 fest-
gesetzt. Die anderen Parameter waren k1 = 3, k2 = 3 und n = 100. Der Bildausschnitt hat
eine Größe von 200×200 Elementen. Erregbare Elemente (0) sind schwarz, refraktäre Zellen
(n) sind weiß. Die grauen Elemente sind im erregten Zustand (1, . . . , n− 1).
zellen im experimentellen System werden durch die Verteilung der Elemente repräsentiert.
Die räumliche Diskretheit entspricht dabei der diskreten Natur der einzelnen Zellen, der
Zustandsraum den durchlaufenen Zustände (erregbar, erregt, refraktär) der Zellen in ih-
rem Erregungszyklus [Hil07].
1 Die chemotaktische Zellbewegung wird im Automatenmodell natürlich nicht berücksichtigt, was für
die folgenden Fragestellungen von Vorteil ist.
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Der quasi-kontinuierliche Zustandsraum ermöglicht nun eine für die folgenden Untersu-
chungen entscheidende Erweiterung, nämlich die Implementierung individueller Zelleigen-
schaften, welche analog zu Erregbarkeit und Sensitivität im experimentellen System sind
[Hil07].
Der Zustandsraum des Modells ist gegeben durch: Σ = {0, 1, . . . , n− 1, n}, wobei er-
regbare bzw. „gesunde“ Zellen (entsprechend dem Q-Zustand in der allgemeinen Form)
durch 0 repräsentiert werden. Erregte bzw. „infizierte“ Elemente (i, E-Zustand) können
die Zustände 1, . . . , n− 1 einnehmen (was in der ursprünglichen Form des Epidemiemo-
dells einem Immunisierungszustand der Zellen entspricht) und refraktäre bzw. „kranke“
Elemente haben den Zustand n. Die Elemente werden nach den folgenden Update-Regeln
synchron aktualisiert:
xij = 0 −→
[
a
k1
]
+
[
b
k2
]
xij = i −→
[
s
a+ b+ 1
]
+ g, i 6= 0,n
xij = n −→ 0 . (3.5)
Dabei ist [x] ist der ganzzahlige Rest von x (also der verbleibende Wert nach Entfernen
des Dezimalteils); a entspricht der Anzahl erregter Zellen (1, . . . , n−1) und b der Anzahl
refraktärer Zellen (n) in der Nachbarschaft Nij eines Elementes (i,j); s gibt die Summe
über alle Elemente aus Nij an.
Die verbleibenden ganzzahligen Modellparameter k1 und k2 bestimmen das Maß mit wel-
chem erregte und refraktäre Nachbarelemente einen Einfluss auf die Anregung eines Ele-
mentes (also auf den Übergang 0 −→ i) haben. Sie legen also formal die Erregungsschwelle
fest, analog zur Sensitivität einer Zelle gegenüber dem cAMP-Signal, wobei mit wachsen-
den Werten von k1 und k2 die Sensitivität gegenüber den Nachbarelementen singt (analog
zu einer wachsenden Resistenz). Die Konstante g reguliert die Rate mit welcher der erregte
Zustand (i) durchlaufen wird und entspricht so formal der Erregbarkeit einer Zelle.1
1 Um so größer g ist, je schneller wird der erregte Zustand durchlaufen. Da die Refraktärzeit (n) konstant
und das gewählte Modell deterministisch ist, kann die Periodenlänge des Erregungszyklus nur über die
Rate des Durchschreitens des erregten Zustandes, und damit durch g reguliert werden.
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4 Resultate
4.1 Rekonstruktion von Zelleigenschaften aus raumzeitlichen
Datensätzen − Variabilität im Automatenmodell
Das vorliegende Kapitel stellt eine erweiterte Fassung von Hilgardt et al. (2007) und Ge-
berth et al. (2009) dar [Hil07, Geb09b].
Das Automatenmodell eines erregbaren Mediums nach Dewdney (1988) erzeugt in be-
stimmten Bereichen des Parameterraums eine Dynamik, die qualitativ realen erregbaren
Systemen, wie der räumlichen Belousov-Zhabotinsky-Reaktion oder den Erregungsmus-
tern von Dictyostelium ähnelt (vgl. Abb. 3.8; [Dew88]).
In Abschnitt 4.1.1 wird zunächst der Parameterraum des Modells untersucht und die Ein-
führung von Variabilität (als Zell-Zell-Unterschiede) in räumlichen Verteilungen zeitunab-
hängiger Modellparameter realisiert. Diese Parameterverteilungen entsprechen im Modell
räumlichen Verteilungen von Elementen mit erhöhter Sensitivität (gegenüber erregter und
refraktärer Elemente der unmittelbaren Nachbarschaft) und räumlichen Verteilungen von
Elementen mit erhöhter Erregbarkeit (die den Erregungszyklus mit einer erhöhten Rate
durchlaufen). Die formalen Eigenschaften solcher Elemente im Modell sollen analog zu
Dictyostelium für Zellen mit erhöhter Sensitivität für das cAMP-Signal (was einer er-
höhten Anzahl oder Affinität der cAMP-Rezeptoren einer Zelle entsprechen könnte) und
erhöhter Erregbarkeit (im Sinne einer verkürzten Dauer der Refraktärphase) stehen.
Es ist nun eine entscheidende Frage, ob diese internen Systemeigenschaften mit Hilfe der
räumlichen Verteilungen der in Abschnitt 3.8 formulierten Analysegrößen korreliert sind.
In Abschnitt 4.1.2 wird daher der Grad der Variabilität interner Zelleigenschaften mit
Hilfe der raumzeitlichen Filter (Fluktuationszahl Ωij und Transinformation Iij) aus den
Mustern rekonstruiert und die Leistungsfähigkeit der Analysegrößen bewertet.
In Abschnitt 4.1.3 werden dann die Verteilungen der implementierten Zelleigenschaften
mit konkreten Aspekten der Musterbildung, nämlich den lokalen Verteilungen von Phasen-
singularitäten und Targetzentren in Beziehung gebracht. Eine mögliche Rolle der Muster-
eigenschaften auf die räumlichen Verteilungen der Observablen Ωij und Transinformation
Iij wird dann in Abschnitt 4.1.4 analysiert.
Wenn nicht anders angegeben, wurden bei allen folgenden Simulationen stets zufällig
verteilte Zustände der Elemente als Anfangsbedingungen gewählt.
4.1.1 Qualitative Mustereigenschaften in Abhängigkeit von Variabilität
Abbildung 4.1 zeigt Momentaufnahmen von Mustern des Automatenmodells im (k2, g)-
Parameterraum nach 2000 Zeitschritten bei k1 = k2. Propagierende Spiralwellen finden
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Abbildung 4.1: Muster des Automatenmodells nach 2000 Zeitschritten im (k2, g)-
Parameterraum bei k1 = k2 und einem Zustandsraum n = 100 auf einem Gitter von
200×200 Elementen. Von links nach rechts erhöht sich die Erregbarkeit schrittweise von
g = 22 auf g = 34. Von oben nach unten ist die Sensitivität k2 im Bereich von 1 bis 3 aufge-
tragen.
sich in weiten Bereichen des Parameterraums. k2 hat einen entscheidenden Einfluss auf
die Länge der Transienten. Bei k2 > 3 gelangt das System nach wenigen Zeitschritten in
einen stationären Zustand in dem alle Elemente erregbar sind. Bei k2 = 1 und g = 28
finden sich selbst nach 10 000 Zeitschritten keine kohärenten und langreichweitigen Wel-
lenmuster. Bei k2 = 3 und g = 28 benötigt das System etwa 650 Zeitschritte um qualitativ
das Muster in Abbildung 4.1 wiederzugeben. Bei k2 = 3 verändert sich in Abhängigkeit
von g vor allem die Größe der Einzugsgebiete der Spiralen. Der hervorgehobene Bereich
in Abbildung 4.1 (g = 28 und k2 = 3) entspricht qualitativ am besten den Mustern von
Dictyostelium und wurde als Ausgangszustand des Systems, vor der Implementierung von
Variabilität gewählt.
Da die Parameter k2, g (und k1) zeitunabhängig sind (also nicht von der vorliegenden
Nachbarschaftskonstellation bestimmt werden), bietet sich an dieser Stelle die Möglich-
keit, diese ortsabhängig zu machen (also k2 → k2(ij) und g → g(ij)) und auf diese Weise
Variabilität in das System einzuführen. Dies erfolgt durch Verteilungen von Elementen
mit niedrigerem k2 (k2 = 2) und höherem g (g = 40), welche nun als k∗2 und g∗ bezeich-
net werden, vor einer Hintergrundsensitivität kB2 = 3 und einer Hintergrunderregbarkeit
gB = 28 der restlichen Elemente. Zur Vereinfachung wurde k1 = k2 gesetzt (also k∗1 = k∗2
und kB1 = kB2 ).
Die Stärke der Variabilität νk und νg wird durch den prozentualen Anteil von Elementen
mit k∗2 und g∗ charakterisiert. Als Kij wird die Matrix (also die räumliche Verteilung)
von Elementen mit k∗2 bezeichnet, also Elementen bei welchen der Einfluss der Nachbar-
elemente beim Übergang vom erregbaren (0) in den erregten (i) Zustand höher ist als bei
den Elementen mit kB2 . Diese Eigenschaft entspricht einer erhöhten Sensitivität gegenüber
den erregten und refraktären Elementen der unmittelbaren Nachbarschaft. Im Gegensatz
dazu ist Gij die Verteilung von Elementen mit g∗, welche den erregten Zustand (i) mit
einer höheren Rate durchlaufen (vgl. Regelwerk des Automaten in Abschn. 3.10). Diese
Eigenschaft soll einer erhöhten Erregbarkeit solcher Elemente entsprechen. Variabilität
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wurde auf diese Weise in zwei unterschiedlichen Zelleigenschaften in das System imple-
mentiert.
In Abbildung 4.2 sind die Muster des Automatenmodells bei unterschiedlichen Graden
von Variabilität (νk und νg) dargestellt [Hil07]. Dabei wurden von identischen Anfangs-
bedingungen ausgehend bei jeder schrittweisen Erhöhung die Elemente mit k∗2 und g∗
beibehalten und jeweils weiteren Elementen die gesonderten Eigenschaften zugewiesen.
In Abbildung 4.2 sind deutlich systematische Änderungen in der Dichte der aktiven Zen-
tren (Targetwellen und Spiralen) und den Mustergeometrien in Abhängigkeit von νk und
νg zu erkennen. Mit wachsendem νk werden die räumlichen Einzugsbereiche der Spiralen
immer größer. Mit gleichzeitig wachsenden Werten von νg geht diese Tendenz zu großen
räumlichen Domänen verloren. In Abhängigkeit von νg wird vor allem die Mustergeometrie
bestimmt. Es etablieren sich zunehmend Targetzentren, ausgehend von den rotierenden
Spiralwellen bei niedrigen Werten von νg.
Quantitativ wird der Einfluss von νk und νg im Anteil auftretender Mustergeometrien
deutlich. In Abbildung 4.3 ist die Anzahl der auftretenden Phasensingularitäten (a) und
der Targetzentren (b) nach 1000 Zeitschritten in Abhängigkeit der Anteile von νk und
νg dargestellt. Beide Mustertypen wurden aus raumzeitlichen Datensätzen mit quasi-
stationären Mustern von jeweils 200 Bildern extrahiert. Die Detektion der Phasensingu-
laritäten erfolgte wie in Abschnitt 3.9.1 beschrieben. Die Koordinaten der Targetzentren
wurde durch das dreidimensionale Fitverfahren aus Abschnitt 3.9.2 ermittelt. In Abbil-
dung 4.3(a) nimmt die Anzahl der Spiralen mit steigendem νk systematisch ab. Im Ver-
gleich mit Abbildung (b) wird deutlich, dass hierfür bei niedrigem νg die Ausdehnung der
Einzugsbereiche der Spiralen verantwortlich ist, während bei steigendem νg die wachsen-
de Anzahl an Targetzentren die Ursache für die kleiner werdende Spiraldichte ist. Damit
bestimmen die beiden Arten von Variabilität ganz unterschiedliche Mustereigenschaften.
Während die Sensitivität (k∗2) einen erheblichen Einfluss auf die Größe der Einzugsberei-
che der Wellenstrukturen hat, spielt die Erregbarkeit (g∗) eine besondere Rolle bei der
Entstehung verschiedener Mustergeometrien.
In Abbildung 4.4 ist die zeitliche Entwicklung beider Mustergeometrien bei νk = 55 und
νg = 3,1 dargestellt. Über den dargestellten Zeitraum von 500−750 Zeitschritten verän-
dern sich die etablierten Mustergeometrien des deterministischen Automatenmodells er-
wartungsgemäß nicht mehr. Besonders interessant ist diese Art der Musterrekonstruktion
in der Zeit für experimentelle Daten von Dictyostelium und theoretische Modellsyste-
me insbesondere zu Beginn der Musterbildung und an den Übergängen zu verschiedenen
Mustertypen [Geb09c, Geb09a, Geb10].
4.1.2 Rekonstruktion interner Zelleigenschaften aus den Mustern mit raumzeitlichen
Analysewerkzeugen
Im vorangegangenen Abschnitt wurde gezeigt, dass die Muster des Automatenmodells
systematische Abhängigkeiten von der Stärke der beiden Formen von Variabilität νg und
νk zeigen, wobei die Stärke der Variabilität durch den Anteil an Elementen mit g∗ und k∗2
definiert wurde. Zur Erhöhung von νg und νk wurden dabei den ursprünglichen Verteilun-
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Abbildung 4.2: Momentaufnahmen bei zunehmenden prozentualen Anteilen hochsen-
sitiver (νk) und hocherregbarer Elemente (νg) nach 1000 Zeitschritten auf einem Gitter
mit 132×132 Elementen. Von links nach rechts nimmt der Anteil hochsensitiver Elemen-
te (k∗2 = 2) ausgehend von 5% mit eine Schrittweite von 5% auf 55% zu. Von oben nach
unten erhöht sich der Anteil an hocherregbaren Elementen (g∗ = 40) von 0,1% mit ei-
ner Schrittweite von 0,5% auf 3,1%. Die Parameterwerte der Hintergrundelemente waren
kB2 = 3 und gB = 28. Die Abbildung stammt aus Hilgardt et al. (2007) [Hil07].
gen von hochsensitiven und hocherregbaren Elementen weitere Elemente hinzugefügt. Die
Positionen der bereits vorhandenen Elemente mit g∗ und k∗2 blieben dabei bestehen. An-
ders ausgedrückt wurde Variabilität als „Pacemakerdichte“ implementiert, d.h. als Dichte
hocherregbarer und hochsensitiver Elemente. Diese beiden Zelleigenschaften, welche in
ihrer Gesamtheit zur Erregbarkeit bei Dictyostelium beitragen, werden zum Beispiel bei
Sawai et al. (2005) diskutiert [Saw05].
An dieser Stelle ist es nun das Ziel, aus den Mustern die zugrundeliegenden lokalen Ver-
teilungen der Zell-Zell-Unterschiede Gij und Kij zu rekonstruieren. Insbesondere soll nun
überprüft werden, ob die räumlichen Verteilungen der Analysegrößen mit den internen
Verteilungen der Systemeigenschaft „Erregbarkeit“ und „Sensitivität“ korreliert sind. Als
Analysewerkzeuge dienten die räumliche Verteilung der Fluktuationszahl Ωij und die
(aus der Zeitentwicklung jedes Bildpunktes) berechnete Transinformation Iij (vgl. Ab-
schn. 3.8). Abbildung 4.5 zeigt die systematische Anordnung der Korrelationskoeffizien-
4.1 Rekonstruktion von Zelleigenschaften aus raumzeitlichen Datensätzen − Variabilität im
Automatenmodell 67
hochsensitive Elemente (νk) ho
ch
er
re
gb
ar
e E
lem
en
te 
(ν g
)
 5  10  15  20  25  30  35  40  45  50  55
 0,1
 0,6
 1,1
 1,6
 2,1
 2,6
 3,1
 0
 10
 20
 30
 40
 50
 60
A
n
z
a
h
l 
P
S
(a)
 5  10  15  20  25  30  35  40  45  50  55 0,1
 0,6
 1,1
 1,6
 2,1
 2,6
 3,1
 0
 5
 10
 15
 20
 25
 30
 35
A
n
z
a
h
l 
T
W
hochsensitive Elemente (νk) ho
ch
er
re
gb
ar
e E
lem
en
te 
(ν g
)
(b)
Spiralen Target-
zentren
Abbildung 4.3: Anzahl der Phasensingularitäten (a) und der Targetwellen (b) in Abhän-
gigkeit von νk und νg im Automatenmodell auf einem Gitter von 132×132 Elementen nach
1000 Zeitschritten. Die Modellparameter entsprechen denen in Abbildung 4.2.
ten zwischen den räumlichen Verteilungen der internen Systemeigenschaften Gij bzw. Kij
und den räumlichen Verteilungen der Observablen Ωij bzw. Iij für die in Abbildung 4.2
dargestellten Muster [Hil07]. Die Korrelationskoeffizienten von Ωij und Kij bleiben er-
wartungsgemäß mit steigendem νg annähernd konstant, ändern sich jedoch systematisch
mit wachsendem Anteil an hochsensitiven Elementen νk (a). Umgekehrt verhalten sich
die Korrelationskoeffizienten von Ωij und Gij (b). Mit steigendem Anteil hocherregba-
rer Elemente νg nehmen diese Werte systematisch zu. Die Transinformation Iij reagiert
empfindlich auf Gij (d). Die Korrelationskoeffizienten von Iij und Kij zeigt geringe aber
systematische negative Werte (c). Besonders hervorzuheben sind die verhältnismäßig ho-
hen Korrelationskoeffizienten in Abbildung 4.5 (b) und (d), die bei hohen νk sogar im
Bereich von 0,2 und 0,3 liegen, was auf eine erfolgreiche Rekonstruktion der internen
Zell-Zell-Unterschiede sowohl mit Hilfe der Fluktuationszahl Ωij , als auch mit der Trans-
information Iij hinweist.
Eine entscheidende Bedingung in Hinblick auf die Anwendung der Analysewerkzeuge auf
experimentelle Datensätze von Erregungswellen bei Dictyostelium, ist die Robustheit der
Resultate, auch bei Verwendung stark verrauschter Ausgangsdaten. Im Automatenmo-
dell kann Rauschen sehr einfach durch Addition eines ganzzahligen Zufallswerts zu [x] in
jedem Zeitschritt erzeugt werden (vgl. Regelwerk (3.5) in Abschn. 3.10). Abbildung 4.6
zeigt Muster nach 1000 Zeitschritten unter dem Einfluss von Rauschen. Die addierten
Zufallszahlen waren gleichverteilt zwischen −10 und 10. Alle anderen Modellparameter
entsprachen denen von Abbildung 4.2. Die wesentlichen Eigenschaften der Muster bleiben
auch unter Rauschen erhalten (vgl. Abb. 4.2 und Abb. 4.6).
Abbildung 4.7 zeigt die Korrelationskoeffizienten der Observablen Ωij und Iij und der
Verteilungen Kij und Gij unter dem Einfluss von Rauschen, analog zu Abbildung 4.5 bei
Bedingungen ohne Rauschen. Die Rekonstruktion der internen Variabilitätsverteilungen
ist vom Rauschen völlig unbeschädigt mit Ausnahme der Korrelationen von Iij und Kij
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Abbildung 4.4: Momentaufnahme bei νk = 55 und νg = 3,1 (a) und simultane Rekon-
struktion beider Mustergeometrien in Raum und Zeit (b). Die beiden Doppelspiralen in
(a) bilden sich als Paare durchgängiger Säulen (grün und blau entsprechend der Chiralität)
deutlich innerhalb der Targetzentren (rot) ab.
in (c). In (a), (b) und (d) ist es sogar so, dass die unter Abbildung 4.5 bereits diskutierte
systematischen Abhängigkeit der Verteilungen von Ωij und Iij von den implementier-
ten Zell-Zell-Unterschiede wesentlich klarer hervortreten. Das trifft insbesondere auf die
Fluktuationszahl Ωij zu (Abb. 4.7(a) und (b)) und liegt in ihrer Eigenschaft begrün-
det, dass die Berechnung von Ωij immer eines gewissen Anteils an Rauschen bedarf, um
systematische Unterschiede zwischen Nachbarelementen detektieren zu können. Rauschen
vergrößert also hier den Möglichkeitsraum der nachbarschaftlichen Differenzen, welche die
Fluktuationsbedingungen in Gleichung (3.2) durchlaufen. Insgesamt ist deutlich zu erken-
nen, dass die Rekonstruktion beider Arten von Variabilität sich in ihrer jeweiligen Emp-
findlichkeit unterscheiden. Während die Verteilungen der hocherregbaren Elemente Gij
auch unter Rauschen gut und sogar besser rekonstruiert werden können (vgl. Abb. 4.5(b)
und (d) mit Abbildung 4.7(b) und (d)), zeigt die Rekonstruktion der Sensitivität Kij
mit Hilfe von Ωij unter Rauschen keine wesentlichen Unterschiede zum rauschfreien Fall
(vgl. Abb. 4.5(a) und Abb. 4.7(a)). Die Rekonstruktion von Kij mit Hilfe von Iij aus
verrauschten Daten zeigt allerdings deutliche Unterschiede zum rauschfreien Fall.
Die Verstärkung der Rekonstruktion der internen Systemeigenschaften durch Rauschen,
welche durch insgesamt höhere Korrelationskoeffizienten und systematischere Abhängig-
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Abbildung 4.5: Korrelationskoeffizienten der Verteilungen der Observablen Ωij bzw. Iij
und der räumlichen Parameterverteilungen interner Zelleigenschaften Kij bzw. Gij der
simulierten Daten in Abbildung 4.2. νg und νk wurden in gleicher Weise (νg von 0,1 bis
3,1%, νk von 5 bis 55%), jedoch mit halber Schrittweite, variiert. Die Korrelationskoeffi-
zienten von Ωij und der Verteilung hochsensitiver Elemente Kij bleibt mit wachsendem
prozentualen Anteil erregbarer Elemente νg konstant, ändert sich jedoch systematisch mit
steigendem Anteil hochsensitiver Elemente νk (a). In gleicher Weise zeigen die Korrelations-
koeffizienten zwischen Ωij und Gij ein sehr systematisches Verhalten mit steigendem Anteil
hocherregbarer Elemente νg (b). Die Transinformation Iij beweist ebenfalls die Fähigkeit in
der Detektion räumlicher Verteilungen hochsensitiver (c) und hocherregbarer Elemente (d).
Die Abbildung stammt aus Hilgardt et al. (2007) [Hil07].
keiten von den Parametern in Abbildung 4.7 ausgezeichnet ist, wird noch deutlicher, wenn
die jeweiligen Korrelationskoeffizienten als Funktion der Stärke einer der Arten von Varia-
bilität dargestellt werden, während die andere Variabilitätsform konstant gehalten wird.
Dies entspricht geraden Schnitten durch die Anordnung der Korrelationskoeffizienten in
den Abbildungen 4.5 und 4.7. Die Observablen Ωij und Iij sind als Funktion von νg
bei νk = 20 für den rauschfreien Fall in Abbildung 4.8(a) und (c), für die Muster mit
Rauschen in (b) und (d) dargestellt. Abbildung 4.9 zeigt Ωij und Iij bei festgehaltenem
νg = 0,6 in Abhängigkeit von νk. Es ist deutlich zu erkennen, dass die Korrelationsko-
effizienten in Abhängigkeit von der jeweils rekonstruierten Form von Variabilität unter
Rauschen ein systematischeres Verhalten in wesentlich höheren Wertebereichen aufweisen
als im rauschfreien Fall.
Um die Empfindlichkeit der beiden Observablen Ωij und Iij in Bezug auf die Zell-Zell-
Unterschiede noch besser beurteilen zu können, wurde in einem numerischen Experiment
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Abbildung 4.6: Momentaufnahmen der Muster nach 1000 Zeitschritten bei zunehmenden
Anteilen hocherregbarer und hochsensitiver Elemente unter dem Einfluss von Rauschen. Die
Modellparameter und aufgetragenen Wertebereiche entsprechen denen von Abbildung 4.2.
Die Abbildung stammt aus Hilgardt et al. (2007) [Hil07].
als elementares Modell einer Pacemakerzelle ein einzelnes hocherregbares Element mit g∗
in einem Arrangement von Elementen mit mittlerer Erregbarkeit plaziert, und danach
die Rekonstruktion des Pacemakerelements in der (Ω, I)-Ebene verfolgt. In diesem Ex-
periment wurden die Parameter aller Elemente auf k2 = 2 und g = 25 gestellt, mit der
Ausnahme einer einzigen Koordinate, welche eine Erregbarkeit g∗ erhielt, die in aufein-
anderfolgenden Simulationen sukzessiv von g∗ = 60 auf g∗ = 10 reduziert wurde.
Abbildung 4.10 zeigt die Rekonstruktion einer solchen Pacemakerzelle der Stärke g∗ in
der (Ω, I)-Ebene. Die Wolke schwarzer Punkte besteht aus (Ω, I)-Werten aller anderen
(identischen) Elemente. Ausgehend von einer hohen Erregbarkeit (g∗ = 60) kann die Tra-
jektorie des Pacemakerelements entlang der graduellen Reduktion seiner Erregbarkeit auf
g∗ = 10 innerhalb der Ebene verfolgt werden. Die systematische Abhängigkeit der Positi-
on von g∗ in der Ebene ist deutlich zu erkennen. Über weite Bereiche hoher Werte von g∗
(g∗ > 46) und extremer Werte niedriger Erregbarkeit (g∗ < 16) bewegt sich das Element
deutlich außerhalb des Einzugsbereichs der Masse identischer Elemente. Nur wenn sich g∗
dem Wert dieser Elemente annähert, ist der Pacemaker innerhalb der (Ω, I)-Ebene nicht
zu identifizieren.
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Abbildung 4.7: Korrelationskoeffizienten der Observablen Ωij bzw. Iij und der Vertei-
lungen von internen Zelleigenschaften Kij bzw. Gij der Muster in Abbildung 4.6 unter dem
Einfluss von Rauschen, welches durch die Addition von Zufallszahlen zwischen −10 und 10
implementiert wurde. Aufgetragen sind νg von 0,1 bis 3,1% und νk von 5 bis 55%. Die Ka-
pazität der beiden Observablen Ωij und Iij , die Verteilung hocherregbarer und hochsensiti-
ver Elemente zu detektieren wird durch Rauschen deutlich erhöht. Die Abbildung stammt
aus Hilgardt et al. (2007) [Hil07].
Die hier untersuchten Analysegrößen, die Fluktuationszahl Ω und die Transinformati-
on I, sind beide in der Lage, die Verteilungen von Zelleigenschaften näherungsweise aus
den simulierten Daten zu extrahieren, d.h. ihre Verteilungen (Ωij und Iij) werden vor
allem durch die internen Zelleigenschaften geprägt. Selbst bei dem hier verwendeten Mi-
nimalmodell (zwei Formen von Variabilität, zwei Observablen) wird deutlich, dass die
raumzeitlichen Größen unterschiedlich effektiv auf die beiden Formen von Variabilität
reagieren. Für die Erweiterung der Analysen auf experimentelle Daten von Dictyostelium
können solche Ergebnisse, trotz der Einfachheit des Modells, einen großen Beitrag leisten,
um einschätzen zu können, welche Form von zellulärer Variabilität den stärksten und da-
durch prägendsten Effekt auf die Eigenschaften der späteren Muster in Hinblick auf deren
Vorhersagbarkeit haben können.
4.1.3 Rolle der Variabilität auf konkrete räumliche Aspekte der Musterbildung
Ein erster Schritt hin zur Vorhersagbarkeit bestimmter Aspekte der Musterbildung auf
der makroskopischen Ebene aus Kenntnis der Verteilung bestimmter Zelleigenschaften
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Abbildung 4.8: Korrelationskoeffizienten der rekonstruierten Verteilungen Ωij bzw. Iij
und der Stärke der Erregbarkeit νg bei konstantem νk = 20. In der linken Bildhälfte sind
die Verläufe für rauschfreie Situationen (a) und (c), auf der rechten Seite die der Muster
mit Rauschen (b) und (d) dargestellt. Die Diagramme entsprechen Schnitten durch die
Anordnung der Korrelationskoeffizienten in den Abbildungen 4.5 und 4.7. Die Abbildung
stammt aus Hilgardt et al. (2007) [Hil07].
ist es, konkrete Eigenschaften dieser Muster in Beziehung zu Zell-Zell-Unterschieden zu
setzen und so auf mögliche Mechanismen der Musterbildung zurückschließen zu können.
Eine konkrete und vor allem einfach zu quantifizierende Eigenschaft der Muster ist die
räumliche Verteilung der Phasensingularitäten und Targetzentren. Zell-Zell-Unterschiede
liegen in der in Abschnitt 4.1.1 eingeführten Variabilität, also den Verteilungen von Ele-
menten mit höherer Erregbarkeit g∗ und höherer Sensitivität k∗2 (im Vergleich zu den
identischen Hintergrundelementen mit gB und kB2 ) begründet. Um einen nicht offensichtli-
chen, aber möglicherweise vorhandenen systematischen Trend der Muster in Abhängigkeit
der zugrundeliegenden Variabilität statistisch untersuchen zu können, wurden aus einem
Ensemble von Elementen mit ortsfesten Pacemakerelementen (mit g∗ und k∗2) Muster ge-
neriert, wobei die Anfangsbedingungen (räumliche Verteilung der Zustände innerhalb des
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Abbildung 4.9: Korrelationskoeffizienten von Ωij bzw. Iij in Abhängigkeit der Stärke
der Sensitivität νk bei konstantem νg = 0,6 im rauschfreien Fall (a), (c) und bei den von
Rauschen beeinflussten Mustern (b), (d). Die Abbildung stammt aus Hilgardt et al. (2007)
[Hil07].
Zustandsraums Σ) in den insgesamt 1000 durchgeführten unabhängigen Berechnungen
zufällig variiert wurden [Geb09b]. In Abbildung 4.11 ist die räumliche Parametervertei-
lung der Erregbarkeit (a) und der Sensitivität (b) dargestellt. (c) zeigt die sich nach
1000 Simulationen ergebende Dichte auftretender Phasensingularitäten und entspricht
der Wahrscheinlichkeitsverteilung für die Entstehung einer Phasensingularität. Vergleicht
man diese Mustereigenschaften in (c) mit den Zelleigenschaften (Parameterverteilungen)
in (a) und (b), so ergibt sich eine äußerst starke optische Korrelation zwischen Berei-
chen hoher Spiraldichte und der lokalen Verteilung hocherregbarer und hochsensitiver
Elemente. Für jede Position mit g∗ gilt die maximal beobachtete Wahrscheinlichkeit für
die Entstehung einer Phasensingularität in den späteren Mustern. Es ist also statistisch
mit einer überdurchschnittlich hohen Wahrscheinlichkeit für das Auftreten von Phasensin-
gularität an Orten mit g∗ zu rechnen. Das gleiche trifft, nur mit einer weniger deutlichen
Ausprägung auf die Beziehung zwischen der Elementen mit k∗2 und Orten hoher Spiral-
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Abbildung 4.10: Rekonstruktion eines einzelnen Pacemakerelements in der (Ω, I)-Ebene
als Funktion der Erregbarkeit g∗ („Pacemakerstärke“), die in aufeinanderfolgenden Simula-
tionen schrittweise von 60 auf 10 erniedrigt wurde. Die Erregbarkeit der anderen Elemente
betrug g = 25. Die verbleibenden Parameter hatten die Werte k1 = k2 = 2. Die Abbildung
stammt aus Hilgardt et al. (2007) [Hil07].
dichte zu, wobei die Wahrscheinlichkeit für eine Phasensingularität bei Elementen mit k∗2,
aber gB nur geringfügig höher ist, als bei Elementen mit k∗2 und g∗. Trotzdem besteht bei
beiden Zelleigenschaften, sowohl der Erregbarkeit, als auch der Sensitivität ein systema-
tischer Trend zur Bildung von Spiralen in ihrer unmittelbaren Umgebung. Damit lassen
sich statistisch grundlegende Aspekte der Muster bei Kenntnis der Parameterverteilung
vorhersagen.
Bei all diesen Simulationen muss betont werden, dass die Ergebnisse (aufgrund der räum-
lichen und zeitlichen Diskretisierung und ebenso der Zustandsdiskretisierung) sehr stark
von den Details der Simulationen (vor allem von den Anfangszuständen der Elemente)
abhängen. Vergleichbare Befunde an kontinuierlichen (auf Differentialgleichungen basie-
renden) Dictyostelium-Systemen finden sich in Geberth (2009) [Geb09a] und Geberth
& Hütt (2008, 2009) [Geb08, Geb09c, Geb09a].
Korreliert man nun die aus den Mustern des Automatenmodells detektierte räumliche Ver-
teilung der Phasensingularitäten mit den aus diesen Mustern berechneten Verteilungen
in Ωij und Iij , so ergeben sich deutlich positive und verhältnismäßig hohe Korrelations-
koeffizienten (rote Datenpunkte in Abb. 4.12) im Vergleich zur Korrelation mit zufälligen
Verteilung von Phasensingularitäten gleicher Anzahl und Größe (schwarze Datenpunkte).
Die positiven Werte bleiben auch bei Parameterpaaren von g∗ und k∗2 erhalten, die nur
wenige Phasensingularitäten hervorbringen, zeigen jedoch eine geringfügige Abhängigkeit
von der Anzahl vorhandener Phasensingularitäten durch kleiner werdende Korrelationen.
Die Korrelationskoeffizienten von Ωij und Iij und den räumlichen Verteilungen der Tar-
getzentren weisen im Gegensatz dazu keine deutlich positiven Werte auf und bewegen sich
um Null (blaues Gitter in Abb. 4.12).
An dieser Stelle soll nun untersucht werden, welche Wertebereiche von Ωij und Iij zu
den hohen Korrelationskoeffizienten mit den Phasensingularitätsverteilungen beitragen.
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Abbildung 4.11: Räumliche Parameterverteilung und die sich ergebende Häufigkeitsver-
teilung der Phasensingularitäten nach 1000 Simulationen bei fixierter Pacemakerverteilung
auf einem Gitter mit 130×130 Pixeln. In (a) ist die räumliche Verteilung der Erregbarkeit
mit g∗ = 28 und gB = 26,65 dargestellt. (b) entspricht der räumlichen Verteilung der Sensi-
tivität mit k∗1 = k∗2 = 2,6 und kB1 = kB2 = 2,85. Zur Vermeidung von Artefakten der Diskre-
tisierung wurden die Elemente mit einem Gaußfilter räumlich geglättet (σ = 2). Die, nach
1000 Programmdurchläufen bei zufällig gewählten Anfangsbedingungen, beobachtete räum-
liche Dichte der Phasensingularitäten in (c) entspricht der Wahrscheinlichkeit für das Auf-
treten einer Phasensingularität. Die Einzelabbildungen stammen aus Geberth et al. (2009)
[Geb09b].
Von beiden Verteilungen der Observablen Ωij und Iij wurden die jeweils höchsten und
niedrigsten Werte der errechneten Verteilungen extrahiert und räumlich aufgetragen. In
Abbildung 4.13 ist eine Anordnung solcher Verteilungen am Beispiel eines Musters mit
wenigen Spiralen zu sehen. Die zugrundeliegenden Muster stammen aus einer Zeitreihe
des Automatenmodells mit νg = 10 und νk = 55. Momentaufnahmen dieser Muster sind
in (c) zu sehen. In (a) und (b) sind die räumlichen Verteilungen der 100 höchsten und 30
niedrigsten Ωij dargestellt. (d) und (e) zeigt solche Verteilungen für die 100 maximalen
und 30 minimalen Werte von Iij . Die extremalen Elemente sind jeweils weiß, die restlichen
Elemente schwarz gefärbt. Hohe Werte beider Observablen in (a) und (d) konzentrieren
sich auf die räumlichen Positionen der Spiralspitzen in (c). Die niedrigen Werte von Ωij
und Iij in (b) und (e) sind vor allem in Bereichen ohne Phasensingularitäten, insbeson-
dere in den Grenzgebieten der einzelnen Spiraldomänen zu finden. Erstaunlich ist es,
dass sich beide Observablen in der räumlichen Verteilung extremaler Werte recht ähnlich
verhalten, obwohl im Fall der Fluktuationszahl Ωij unmittelbare Nachbarschaften einzel-
ner Bildpunkte einen Beitrag leisten, während die Transinformation Iij unabhängig von
nachbarschaftlicher Information berechnet wird. Zu bemerken ist auch, dass die Vertei-
lungen von Ωij und Iij nie systematisch Werte von Null aufweisen, die diese Korrelationen
erzeugen könnten.
4.1.4 Rolle der Mustereigenschaften auf die Verteilungen von Ωij und Iij
In Abschnitt 4.1.2 und insbesondere in Abbildung 4.5 wurde gezeigt, dass Variabilität in
Form von Verteilungen in g∗ und k∗2 mit Hilfe der Fluktuationszahl Ωij und auch der
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Abbildung 4.12: Korrelationskoeffizienten von Ωij (a) und Iij (b) und der räumlichen
Verteilung der detektierten Phasensingularitäten (rot) und Targetzentren (blau) im Ver-
gleich zur Korrelation mit zufällig verteilten Phasensingularitäten gleicher Zahl und Größe
(schwarz) bei g∗ = 40, gB = 28, k∗1 = k∗2 = 2 und kB1 = kB = 3. Ωij und Iij wurden
aus Intervallen von jeweils 200 Bildern (nach 800 Zeitschritten) berechnet. Hier waren die
Muster bereits etabliert. Zur Vermeidung von Artefakten wurden sowohl die tatsächlich
detektierten, als auch die zufälligen Verteilungen der Phasensingularitäten, ebenso wie die
Koordinaten der Targetzentren einer räumlichen Gauß’schen Glättung (σ = 2) unterzogen.
Während die Korrelationen zwischen den Observablen Ωij und Iij und der Verteilung der
Phasensingularitäten verhältnismäßig hohe Werte aufweisen, bewegen sich die Korrelations-
koeffizienten der Targetzentren und der zufälligen Verteilungen von Phasensingularitäten
für Ωij und Iij um Null.
Transinformation Iij erfolgreich rekonstruiert werden kann. Dabei führen höhere Anteile
an Variabilität zu höheren Korrelationen. Besonders instruktiv und ein direkter Hinweis
darauf ist hier zum einen die Verstärkung des Rekonstruktionsgrades in Anwesenheit
von Rauschen (Abb. 4.7), das selbst keine qualitativen Auswirkungen auf die Muster hat
(Abb. 4.6) und zum anderen das hohe Potential beider Observablen bei der Identifizierung
eines individuellen Pacemakerelements innerhalb einer Umgebung aus Elementen gleicher
Parameterkonstellationen (Abb. 4.10). Diese beiden Zusammenhänge sind entscheidende
Hinweise darauf, dass Zell-Zell-Unterschiede mit Hilfe von Ωij und Iij tatsächlich aus
den Mustern detektiert werden können. Gleichzeitig weist die tendenzielle Erniedrigung
der Korrelationskoeffizienten zwischen den Verteilungen der Phasensingularitäten und Ωij
bzw. Iij mit wachsendem νk auf einen möglichen Beitrag der Mustereigenschaften (insbe-
sondere die Größe der Einzugsgebiete und damit die Anzahl an Phasensingularitäten) zu
den berechneten Verteilungen hin. Wie in Abbildung 4.12 zu sehen ist, zeigen die Vertei-
lungen von Ωij und Iij einen hohen Grad der Korrelation mit den räumlichen Verteilungen
der Phasensingularitäten der Muster, jedoch keine Korrelation mit den Verteilungen der
Targetzentren. In Abbildung 4.2 und Abbildung 4.3 ist zu erkennen, dass die Parameter-
kombinationen von νk und νg erheblichen Einfluss auf die Mustergeometrie und Größe der
einzelnen Strukturen haben. Dabei wachsen bei Zunahme von νk besonders die Einzugs-
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(a) 
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(c) 
Muster
(d) 
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Abbildung 4.13: Extremale Werte von Ωij und Iij aus fünf aufeinanderfolgenden Inter-
vallen von jeweils 200 Bildern bei νg = 10, νk = 55 und g∗ = 40, gB = 28, k∗1 = k∗2 = 2 und
kB1 = kB2 = 3. Die entsprechenden Elemente sind weiß, die restlichen Elemente in schwarz
dargestellt. In (a) und (b) sind die 100 höchsten und 30 niedrigsten Werte von Ωij aufge-
zeigt, in (d) und (e) die 100 höchsten und 30 niedrigsten Werte von Iij . (c) zeigt Moment-
aufnahmen der zugrundeliegenden Muster der zur Berechnung unterteilten Bildintervalle,
wobei hier jeweils das erste Bild eines Intervalls abgebildet ist.
gebiete der Strukturen an, während bei wachsenden νg ein Übergang von Spiralmustern
zu Targetmustern beobachtet werden kann. In Abbildung 4.13 wurde dann gezeigt, dass
besonders hohe Fluktuationszahlen und hohe Werte der Transinformation an den Orten
der Phasensingularitäten auftreten, während häufig niedrige Werte an den Orten sich
auslöschender Wellenfronten zu finden sind. Die Tatsache, dass extremale Werte von Ωij
und Iij in ausgezeichneten Bereichen der Muster auftreten (Abb. 4.13) und dass die Kor-
relation bei wachsendem νk tendenziell niedriger wird, könnte auf ganz unterschiedliche
Zusammenhänge zurückgeführt werden:
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Abbildung 4.14: Korrelationskoeffizienten der Verteilungen von Ωij aufeinanderfolgender
Bildintervalle. In (a) und (b) wurde Intervall 1 mit allen folgenden Intervallen korreliert,
in (c) und (d) beträgt der Abstand zwischen den korrelierten Intervallen immer genau ein
Intervall. Für (a) und (c) wurden Muster bei niedrigem νg, für (b) und (d) bei hohem νg
verwendet.
(1) Mit Hilfe der Observablen wird Variabilität rekonstruiert, wobei gleichzeitig lokale
Zell-Zell-Unterschiede die Strukturen entscheidend prägen (Elemente mit g∗ und k∗2 füh-
ren durch eine lokale Störung der Wellenfront direkt zur Entstehung von Spiralen).
(2) Die Rekonstruktion von Variabilität aus den Mustern wird durch einen Beitrag der
Mustereigenschaften zu Ωij und Iij teilweise überlagert.
An dieser Stelle ist es nun also ein wichtiger Schritt, zwischen dem Beitrag der Musterei-
genschaften und dem Beitrag der zugrundeliegenden Variabilität zu den aus den Mustern
berechneten Verteilungen von Ωij und Iij zu unterscheiden. Um zu überprüfen, ob die
Mustergeometrien (Spiralen oder Targetzentren) und die Größe ihrer jeweiligen Einzugs-
gebiete einen Einfluss auf die beiden Messgrößen haben, wurden die Verteilungen von Ωij
und Iij (die aus einzelnen aufeinanderfolgenden Intervallen von jeweils 200 Bilder einer
Zeitreihe ermittelt wurden) miteinander korreliert. In Abbildung 4.14(a) und (b) sind die
Korrelationskoeffizienten von Ωij aus Intervall 1 (Bild 1−201) und den Verteilungen der
Folgeintervalle (Int.2: Bild 201−401, Int.3: Bild 401−601, Int.4: Bild 601−801 und Int.5:
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Abbildung 4.15: Korrelationskoeffizienten der Iij-Verteilungen aufeinanderfolgender Bil-
dintervalle. Die Parameterkombinationen entsprechen denen aus Abbildung 4.14.
Bild 801−1001) dargestellt. Der zeitliche Abstand der miteinander korrelierten Vertei-
lungen der Zeitreihen nimmt demnach mit jedem Datenpunkt von links nach rechts um
ein Intervall zu. Für Abbildung 4.14(a) wurden die Muster bei niedrigen νg = 0,1, in (b)
mit hohen νg = 3,1 in Abhängigkeit von νk untersucht. Die zugrundeliegenden Muster
entsprechen in ihren Eigenschaften solchen, wie sie in Abbildung 4.2 dargestellt sind. In
(c) und (d) sind die Korrelationskoeffizienten der Verteilungen Ωij zwischen den aufein-
anderfolgenden Intervallen (Int.1 und Int.2, Int.2 und Int.3 usw.) in Abhängigkeit von νk
abgebildet, wieder bei νg = 0,1 (c) und νg = 3,1 (d). Hier beträgt der Abstand zwischen
den korrelierten Intervallen also immer ein Intervall.
Allgemein beobachtet man einen erwartungsgemäßen Abfall der Korrelation zwischen Ωij-
Verteilungen bei höherem zeitlichen Abstand, ebenso wie einen Anstieg (bei festem zeit-
lichen Abstand) mit wachsender Zeit, da sich immer stärker stabile Muster etablieren.
Der hier diskutierte zelluläre Automat weist typischerweise nach einem Transienten sehr
stabile, quasi-stationäre Muster auf. Dies erklärt die zum Teil sehr hohen Korrelations-
koeffizienten. Würde die Anzahl der Phasensingularitäten die Verteilungen von Ωij und
Iij tatsächlich prägen (da hohe Werte von Ωij und Iij insbesondere an den Spiralzen-
tren auftreten, die Verteilungen von Ωij und Iij aber nicht mit den Verteilungen der
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Targetzentren korreliert sind; vgl. Abb. 4.12), müssten die Korrelationskoeffizienten der
Verteilungen mit steigendem νk und νg systematisch kleiner werden, da im ersten Fall
die Strukturen größer werden und im zweiten Fall die Spiralmuster in Targetzentren
übergehen, also insgesamt die räumliche Dichte der Phasensingularitäten mit der Pa-
rametervariation abnimmt. Auf Abbildung 4.14 und Abbildung 4.15 bezogen, bedeutet
dies, dass sich die einzelnen Verläufe mit unterschiedlichen νk innerhalb der jeweiligen
Unterabbildungen systematisch aufspalten müssten, wobei die mittlere Korrelation mit
steigendem νk größer werden müsste. Die mittleren Korrelationskoeffizienten beider Ab-
bildungen müsste dagegen bei νg = 0,1 (jeweils in (b) und (c)) niedriger als bei νg = 3,1
(jeweils in (a) und (d)) sein. Während in Abbildung 4.14(a) und Abbildung 4.15(a) keine
eindeutige systematische Anordnung der einzelnen Verläufe in Abhängigkeit von νk be-
obachtet werden kann, ist dies jedoch jeweils in (b) deutlich zu sehen. Allerdings nehmen
hier die Werte der Korrelationskoeffizienten mit steigendem νk sehr systematisch zu und
nicht ab. Die Korrelationskoeffizienten in den jeweiligen Abbildungen sind bei νg = 3,1
insgesamt deutlich höher als bei νg = 0,1. Bei einer Abhängigkeit der Korrelationen von
der Anzahl an Phasensingularitäten wäre dagegen eine Erniedrigung mit steigendem νg
zu erwarten gewesen. Diese Ergebnisse können in folgender Weise gedeutet werden: Aus
Abbildung 4.14(a) und Abbildung 4.15(a) ergibt sich, dass die Verteilungen von Ωij und
Iij nicht von der Größe der Einzugsgebiete der Muster abhängen. Auch die systematische
Verringerung der Anzahl an Phasensingularitäten mit wachsendem νk und niedrigem νg
hat keinen sichtbaren Effekt auf die Korrelationskoeffizienten. Die systematische Aufspal-
tung der Verläufe in Abhängigkeit von νk bei hohen νg in den Abbildungen 4.14(b) und
Abbildung 4.15(b) weist (falls dieser Effekt tatsächlich durch die Mustereigenschaften be-
wirkt wird) darauf hin, dass die Geometrie der Muster eine nicht offensichtliche Rolle bei
der Berechnung von Ωij und Iij spielen könnte oder dass Ωij und Iij empfindlicher auf
Variabilität in Form von gesteigerter Erregbarkeit (also Elemente mit g∗), als auf eine
erhöhte Affinität gegenüber dem Signal (also Elemente mit k∗2) reagieren, was konsistent
mit den hohen Korrelationskoeffizienten in Abbildung 4.5 und Abbildung 4.7 bei hohem
νg ist.
Da niedrige Werte von Ωij und Iij aus dem optischen Eindruck von Abbildung 4.13 auch
an den Orten sich auslöschender Wellenfronten zu finden sind, dürfte bei einer Abhän-
gigkeit der Verteilungen Ωij und Iij von solchen Orten keine Wirkung auf die Korrelati-
onskoeffizienten bei gleichbleibender Größe der Strukturen, also in Abhängigkeit von νg
bei niedrigen νk, zu finden sein. Insgesamt sind die Korrelationskoeffizienten bei νg = 3,1
deutlich höher als bei νg = 0,1. Allerdings unterscheiden sich die Koeffizienten bei niedri-
gen νk weniger als bei hohen Parameterwerten, was für eine Rolle der Musterbereiche an
Orten sich auslöschender Wellenfronten sprechen könnte.
Ein Einfluss der Muster auf Ωij und Iij kann auch im Verlauf der Korrelationskoeffizien-
ten bei gleichbleibendem Abstand der korrelierten Intervalle abgelesen werden ((c) und
(d) in Abb. 4.14 und Abb. 4.15). Obwohl die Abstände zwischen den Intervallen gleich
sind, sind spätere aufeinanderfolgende Intervall, deutlich stärker miteinander korreliert,
als beispielsweise Intervall 1 und Intervall 2. Dies deutet auf einen globalen Effekt der
Musterdynamik auf Ωij und Iij hin, der wie oben erwähnt mit dem Transienten vor Er-
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reichen des asymptotischen Zustands der Muster in Zusammenhang steht.
Zusammenfassend kann gesagt werden, dass die Verteilungen Ωij und Iij Variabilität im
Automatenmodell rekonstruieren können, dass jedoch auch Mustereigenschaften in die
beiden Größen einfließen, wobei die Größe der Strukturen, ebenso wie die Anzahl an
Phasensingularitäten keinen Effekt auf die Verteilungen hat.
4.2 Untersuchung von Zellschichten mit unterschiedlichen
Eigenschaften der Signaltransduktion
Die im vorangegangenen Abschnitt am Automatenmodell untersuchten raumzeitlichen
Filter Ω und I wurden im folgenden Schritt auf experimentelle Datensätze von Dictyos-
telium angewendet mit dem Ziel, individuelle Zelleigenschaften sichtbar zu machen. Um
die Bedeutung der daraus resultierenden Verteilungen der beiden Observablen angemes-
sen interpretieren zu können, wurde zunächst in Anlehnung an Lauzeral et al. (1997) die
Verteilung der Zellen entlang des Entwicklungspfades experimentell verändert [Lau97].
Für die Ergebnisse in Abschnitt 4.2.1 wurden daher die Zellen in ihrem Zellzyklus syn-
chronisiert. Nach Lauzeral et al. (1997) besitzt eine synchrone Zellkultur einen minimalen
Grad der Desynchronisation entlang des postulierten Entwicklungspfades. Den Simulati-
onsergebnissen der Autoren zufolge soll eine Erniedrigung des Desynchronisationsgrades
einen deutlichen Effekt auf die Geometrie und die Größe der Muster hervorrufen (vgl.
Abschn. 3.4.1; [Lau97]).
Die Erhöhung des Grades der Desynchronisation soll experimentell durch Mischen von
Kulturen mit unterschiedlichem Entwicklungsalter realisiert werden (vgl. Abschn. 3.4.2).
Die Muster solcher gemischten Kulturen werden in Abschnitt 4.2.2 untersucht.
In Abschnitt 4.2.3 wurden Zellschichten mit unterschiedlicher Erregbarkeit hergestellt.
Dazu wurde zum einen die Konzentration von Koffein (einem dosisabhängigen Inhibitor
der cAMP-abhängigen AC [Bre84, Sie89]) systematisch variiert, zum anderen wurde das
bisher auf die Wirkung der Muster von Dictyostelium nicht erforschte Adenosinanalogon
IPA verwendet, das dem Koffein ähnliche Effekte auf die Musterbildung, aber auch ab-
weichende Wirkung auf die Zellaggregation hervorruft [Hil08].
In keinem dieser experimentellen Szenarien wurde tatsächlich die Variabilität der Zell-
schicht im Sinne zeitlich konstanter Zelleigenschaften artifiziell verändert. Unter den ge-
gebenen Laborbedingungen war beispielsweise die Beimischung und Markierung von Mu-
tanten mit abweichenden Eigenschaften der Signaltransduktion nicht möglich, was einer
Variante der experimentellen Implementierung von Variabilität entsprochen hätte. Trotz-
dem kann die Analyse der Muster bei global erniedrigter Erregbarkeit der Zellschicht
durch die chemischen Effektoren Aufschluss über die Natur der detektierten Zelleigen-
schaften geben. Das Mischen unterschiedlich weitentwickelter Zellgruppen kann dagegen
als eine Änderung der Variabilität in einem frühen, wenn auch nur kurzen Zeitfenstern
der Entwicklung betrachtet werden.
Zu Beginn der Abschnitte 4.2.1−4.2.3 werden zunächst die sich direkt auf die experimen-
telle Manipulation der Zellen beziehenden Ergebnisse und die beobachteten Effekte auf
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Musterbildung und Zellaggregation ausführlich dargestellt, bevor im folgenden Teil jedes
Abschnitts die Resultate der eigentlichen Musteranalyse mit den Observablen Ω und I
genauer betrachtet werden.
4.2.1 Synchrone Zellen
Methoden der Herstellung synchroner Zellen
Während der mitotischen Teilungsphase besitzen die Zellen eine abgerundete Form und
verhältnismäßig geringe Adhäsionseigenschaften. Die Zellen haften nur schwach am Un-
tergrund und lassen sich mechanische leicht ablösen. Auf dieser Eigenschaft beruht das
Prinzip der „Mitotic Wash-Off-Methode“ nach Terasima & Tolmach (1961), welche zu-
nächst angewendet wurde, um synchrone Kulturen zu erzeugen (vgl. Abschn. 3.4.1; [Ter61,
McD84]). Der durchschnittliche Anteil an auf diese Weise gewonnenen mitotischen Zel-
len lag bei 1,8% der insgesamt eingesetzten Zellen. Dies nähert sich den Angaben von
2% in McDonald & Durston (1984) und entspricht in etwa dem prozentualen zeitlichen
Anteil der Mitose an der Dauer eines vollständigen Zellzyklus [McD84, Wee94, Wei84a].
Hier wird der entscheidende Nachteil der Methode ersichtlich. Da sich zu einem Zeitpunkt
immer nur etwa 2% der Zellen einer Population in der Mitose befinden, ist es mit dieser
Methode nicht möglich, synchrone Zellen in ausreichender Menge zur Untersuchung von
Erregungswellen zu erhalten. Die Ausbeute synchroner Zellen war so gering, dass selbst
die Beurteilung der Synchronität der Zellen durch Erstellen einer Wachstumskurve nicht
möglich war. Zur Präparation einer Petrischale mit ausreichend hoher Zelldichte zur Be-
obachtung von Mustern müssten mitotische Zellen aus etwa 25 Kulturflaschen gesammelt
werden. Neben dieser Unwirtschaftlichkeit, ist die Gewinnung der Zellen mit dieser Metho-
de nicht innerhalb der Dauer der Mitose von etwa 15 min (siehe z.B. [Wei84a, Wee94]) für
diese Anzahl an Kulturflaschen möglich, was wiederum eine unerwünschte Heterogenität
der Kultur zur Folge hat. Aus diesen Gründen wurde die Methode nicht zur Gewinnung
synchroner Zellen angewendet.
Im Gegensatz zur geringen Ausbeute der „Mitotic Wash-Off-Methode“ konnten durch die
Rekultivierung stationärer Kulturen (vgl. Abschn. 3.4.1; [ZH78b, Wei84a]) ausreichend
große Mengen synchroner Zellen gewonnen werden. Abbildung 4.16(a) zeigt das expo-
nentielle Wachstum einer axenischen Kultur und im Vergleich die stufenhafte Änderung
der relativen Zellzahl einer durch Rekultivierung stationärer Zellen gewonnenen synchro-
nen Kultur (Abb. 4.16(b)). Während die nicht synchrone Kultur in der exponentiellen
Wachstumsphase eine Generationszeit von rund 8 h aufweist (a), beginnt die mitotische
Verdoppelung der Zellzahl in der synchronen Kultur nach einer Lag-Phase von 2−3 h und
endet ungefähr 6,5 h nach Überführung der stationären Zellen in frisches HL5-Medium.
Die stufenhaften Zellzahlverdoppelung nach der Rekultivierung stationärer Zellen weist
auf eine hohe Synchronität der Zellen hin.
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Abbildung 4.16: Wachstum einer axenischen Kultur (a) und stufenhafte Zellzahlverdopp-
lung rekultivierter stationärerer Zellen (b). In (a) entspricht die x-Achse der Zeit nach dem
Animpfen des HL5-Mediums mit Sporen (5×104 Sporen/ml). Die Generationszeit beträgt
während der exponentiellen Wachstumsphase 7,56 h. In (b) beziehen sich die Zeitangaben
auf den Zeitpunkt der Überführung der Zellen in frisches HL5-Medium und damit den Be-
ginn synchroner Zellteilung (vgl. Abschn. 3.4.1 im Methodenteil).
Mustereigenschaften synchroner Zellen
Die Erregungsmuster synchroner Zellen und die der nicht synchronen Kontrollzellen wur-
den jeweils innerhalb eines Experiments zeitgleich in einer unterteilten Petrischale be-
obachtet. Zu Beginn der Entwicklung zeigen sich keine systematischen Unterschiede der
Muster beider Gruppen, außer, dass sich ersten kohärenten Wellenstrukturen bei synchro-
nen Zellen im Mittel 30 min früher erkennen lassen. Abbildung 4.17 zeigt Momentauf-
nahmen solcher Muster über einen Zeitraum von 5 h. Deutliche Spiralmuster treten hier
bei beiden Gruppen etwa 5 h nach dem Entzug der Nahrung auf (Abb.4.18(a)−(c)). Ein
Unterschied der Muster beider Zellgruppen wird im späteren Verlauf sichtbar. Während
die Spiralmuster der Kontrollzellen stabil bleiben, werden die Wellenfronten der synchro-
nen Zellen in einigen Fällen von plötzlich aufkommender oszillatorischer Aktivität vieler
Zentren gestört (f)−(g) bis das ursprüngliche Muster schließlich in ein von Targetwellen
geprägtes Stadium übergeht (h). In Abbildung 4.18 wird dies anhand der Entwicklung
der Grauwerte einzelner Bildpunkte deutlich. In den Mustern der synchronen Zellen (b)
können zum Zeitpunkt t = 200 min plötzlich erneut verhältnismäßig hohe Wellenampli-
tuden beobachtet werden, während die Wellenamplituden der Kontrollgruppe im Verlauf
kleiner werden (a).
Ein offensichtlicher und systematischer Effekt der Synchronität der Zellen auf die Dich-
te der Phasensingularitäten in den zu Beginn der Entwicklung auftretenden Spiralmus-
tern, konnte nicht beobachtet werden. Ein Vergleich der Muster synchroner Zellen aus
einer Vielzahl von Experimenten zeigte, dass insgesamt eine höhere Varianz der gemes-
senen Spiraldichten zu beobachten ist, als es bei den Kontrollzellen der Fall ist, bei ver-
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(a) 4,3 h
(e) 6,8 h
(b) 4,8 h
(f) 7,67 h
(c) 5,2 h
(g) 8,5 h
(d) 6,0 h
(h) 9,3 h 10 mm
Abbildung 4.17: Zeitreihe der Erregungswellen von Kontrollzellen (linke Hälfte jeder
Unterabbildung) und synchronen Zellen (rechte Hälfte). Der Kontrast der Originaldaten
wurde durch raumzeitliche Mittelung verbessert. Zur besseren Sichtbarkeit der Wellen wur-
den zusätzlich Differenzen aufeinanderfolgender Bilder gebildet. Daher können Zellströme,
insbesondere in (g) und (h) nicht gesehen werden. Die Zeitangaben unter jeder Abbildung
beziehen sich auf den Moment des Nahrungsentzugs.
gleichbarer mittlerer Anzahl der Phasensingularitäten. Nach den Vorhersagen von Lau-
zeral et al. (1997) hätte sich die synchrone Entwicklung der Zellen in einer Erniedrigung
der Spiraldichte abbilden müssen [Lau97].
In Experimenten, bei denen vor der Musterbildung lokal synchrone Zellen auf eine ho-
mogen verteilte Schicht nicht synchroner Zellen aufgetragen wurden, zeigten sich an den
Orten mit synchronen Zellen keine statistischen Änderungen der Mustereigenschaften.
Allerdings traten an solchen Orten häufig Phasensingularitäten auf. Eine eindeutige Aus-
sage über die Rolle solcher Zellen bei der Muster- und insbesondere Spiralentstehung kann
jedoch nicht getroffen werden.
Analyse der Muster synchroner Zellen mit Hilfe raumzeitlicher Filter
Die Wellenmuster synchroner und nicht synchroner Kontrollzellen von Dictyostelium wur-
den im nächsten Schritt mit Hilfe der Fluktuationszahl Ωij und der Transinformation
Iij (vgl. Abschn. 3.8.2 und Abschn. 3.8.1) analysiert. Dazu wurden Ausgangsdatensätze
verwendet, die einen Aufnahmezeitraum von mehreren Stunden umfassten. Insbesondere
wurden die Aufnahmen vor der Musterbildung bei homogen verteilten Zellen gestartet.
Die Entwicklung synchroner und nicht synchroner Zellen erfolgte jeweils innerhalb eines
Experiments in unterteilter Petrischale. Die Berechnung der Observablen wurde im An-
schluss getrennt für jede Hälfte der Petrischale durchgeführt, wobei für beide Bedingungen
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Abbildung 4.18: Veränderung der Grauwerte eines Bildpunktes unter Kontrollbedingun-
gen (a) und bei synchronen Zellen (b) über einen Zeitraum von nahezu 7 h. Die Erregungs-
wellen wurden während eines Experiments mit unterteilter Petrischale beobachtet. Die Zeit-
angaben beziehen sich auf den Aufnahmebeginn, der 2 h 17 min nach dem Nahrungsentzug
erfolgte.
immer gleich große Bildausschnitte verwendet wurden.
Abbildung 4.19 zeigt die errechneten Häufigkeitsverteilungen von Ωij und Iij synchroner
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Abbildung 4.19: Häufigkeitsverteilung der Fluktuationszahl (a) und der Transinformati-
on (b) synchroner und nicht synchroner Zellen eines Experiments mit unterteilter Petrischa-
le. Vor der Berechnung der Observablen wurden jeweils gleich große Bildareale (304×296
Bildpunkte, entsprechend 3,53 cm2) der linken und rechten Seite der Petrischale extrahiert.
Diese beiden neuen Datensätze waren Ausgangsmaterial für die folgende Analyse. Zunächst
wurden die Datensätze in Intervalle von jeweils 200 Bildern unterteilt. Für jedes dieser In-
tervalle wurde Ωij und Iij berechnet. Die erhaltenen Werte wurde in 5000 Wertkategorien
unterteil und als Histogramm dargestellt. In (a) und (b) sind die Verteilungen von Ωij und
Iij eines Bildintervalls vor der Musterbildung dargestellt.
und nicht synchroner Zellen aus einem Experiment. Die Originaldaten wurden vor der
Berechnung in Intervalle von jeweils 200 Bildern (die einem Zeitraum von 10 min im Ex-
periment entsprechen) unterteilt. Für jedes Intervall wurde im Anschluss die räumliche
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Verteilung von Ωij und Iij berechnet. Das Histogramm in Abbildung 4.19(a) zeigt die
Häufigkeitsverteilung der Fluktuationszahl Ωij eines Bildintervalls vor dem Auftreten der
Muster. Das Grauwertprofile des zugrundeliegenden Datensatzes wurde bereits in Abbil-
dung 4.18 dargestellt. In Abbildung 4.19(a) unterscheidet Ωij klar zwischen den beiden
Zellpopulationen. Insbesondere bilden sich die unterschiedlichen Zellgruppen in deutlich
getrennten − die Werte der synchronen Zellen sind insgesamt wesentlich kleiner − und
unterschiedlich breiten Verteilungen der Wertebereiche von Ωij ab. Die Werte von Iij lie-
gen dagegen bei beiden Bedingungen exakt übereinander und sind nicht voneinander zu
unterscheiden (Abb. 4.19(b)). Bemerkenswert ist, dass sich die Verteilungen von Ωij und
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Abbildung 4.20: Gemittelte Werte von Ωij (a) und Iij (b) aus den Mustern synchro-
ner und nicht synchroner Zellen entlang einzelner Bildintervalle, die einem Zeitraum von
200 min entsprechen. In (a) unterscheiden sich die mittleren Ωij beider Zellgruppen deut-
lich voneinander. In (b) liegen die Werte von Iij beider Zellgruppen exakt übereinander.
Den Berechnungen lagen bei beiden Bedingungen gleich große Bildausschnitte zugrunde.
Iij mit der Zeit nicht wesentlich ändern. Die dargestellten Häufigkeitserteilungen lassen
sich bereits aus Zeitfenstern vor der Musterbildung extrahieren und bleiben über einige
Stunden der Entwicklung konstant. Erst im fortgeschrittenen Entwicklungsstadium der
Zellschicht nimmt die Anzahl an Bildelementen mit sehr niedrigen Ωij im Bereich von
Null kontinuierlich zu.1
In Abbildung 4.20 wurden ergänzend zu Abbildung 4.19 die Mittelwerte aus den berech-
neten Verteilungen von Ωij (a) und Iij (b) entlang mehrerer Bildintervalle aufgetragen.
Hier zeigt sich sehr deutlich die bereits erwähnte zeitliche Stabilität der Verteilungen.
Die mittleren Ωij beider Zellgruppen sortieren sich auch in einem Verlauf von 200 min
nicht voneinander aus. Zudem ist hier klar zu erkennen, dass die Standardabweichung
der gemittelten Werte der synchronen Zellen insgesamt wesentlich kleiner ist als bei den
Kontrollzellen. Dagegen liegen die Werte von Iij in (b) unter beiden experimentellen Be-
1 Dies kann verstanden werden, wenn man bedenkt, dass Ωij eine nachbarschaftsabhängige Größe ist
und nur gerichtete Änderungen der Grauwerte zu Ωij einen Beitrag leisten. Wird die Zellschicht mit
der Zeit inhomogen, entstehen immer größere zellfreie Bereiche, die keinen Beitrag zu Ωij leisten.
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dingungen nahezu exakt übereinander und können nicht unterschieden werden.
Die klare Trennung beider Zellgruppen durch Ωij und die zeitliche Stabilität der Werte-
bereiche sind erste Hinweise darauf, dass die Verteilungen von Ωij nicht durch spontane
Fluktuationen, sondern durch die Zellen bestimmt werden. Die einzelnen Bildelemente
müssen schon vor der Musterbildung Eigenschaften aufweisen, die sich im Verlauf der Ag-
gregationsphase statistisch nicht ändern. Weiterhin wird Ωij scheinbar nicht in der Weise
von den Mustereigenschaften geprägt, wie es sich im Gegensatz dazu im Automatenmo-
dell (Abschn. 4.1.4) angedeutet hat.
Entscheidend ist an dieser Stelle nun, ob sich aus den Verteilungen von Ωij der jewei-
lige Synchronisationsgrad der Zellen ableiten lässt. Der Synchronisationsgrad einer Kul-
tur wird hier durch den zeitlichen Abstand zwischen dem Überführen der stationären
Kultur in frisches HL5-Medium und der Initiation des Entwicklungszyklus bestimmt. Ei-
ne synchrone Zellkultur geht in nährstoffhaltigem Medium nach wenigen Teilungszyklen
wieder in einen nicht synchronen Zustand über. Verfolgt man die Entwicklung der rela-
tiven Zelldichte einer synchronen Kultur, wie in Abbildung 4.16(b) dargestellt, so nimmt
der Synchronisationsgrad der Zellen entlang der Zeitachse von links nach rechts ab. Die
Verlängerung der x-Achse in Abbildung 4.16(b) würde mit fortschreitender Zeit einen
Übergang der stufenhaften Zellzahlverdopplung ins exponentielle Wachstumsverhalten
zeigen. In Abbildung 4.21 sind die Verteilungen Ωij verschiedener Zellgruppen aufgetra-
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Abbildung 4.21: Häufigkeitsverteilungen der Fluktuationszahl Ωij bei unterschiedlichen
Synchronisationsgraden. Als graue Bereiche sind die Ωij der synchronen Zellen, die der
Kontrollgruppen als schwarze Bereiche dargestellt. In (a) wurde der Entwicklungszyklus
2 h nach dem Überführen der stationären Kultur in nährstoffhaltiges Medium eingeleitet.
In (b) betrug dieser Zeitraum 6 h und in (c) 32 h. Der Synchronisationsgrad der synchro-
nen Zellen nimmt so von (a) nach (c) ab. Der Berechnung lag innerhalb eines Experiments
die gleiche Anzahl an Bildpunkten zugrunde. Ebenso war die optische Vergrößerung immer
dieselbe und es wurden jeweils Bildausschnitte von einigen cm2 analysiert. Zur Darstellung
wurden die Werte der berechneten Ωij auf den jeweils aufgetretenen Maximalwert bezogen.
gen, die nach dem Erreichen des stationären Zustandes und dem Überführen in frisches
HL5-Medium unterschiedlich lange die Möglichkeit zur Zellteilung hatten, bevor der Ent-
wicklungszyklus eingeleitet wurde (graue Bereiche in jeder Unterabbildung). Damit wur-
de erreicht, dass diese Zellgruppen jeweils ganz unterschiedliche Synchronisationsgrade
repräsentieren. Auch hier wurden zur Beobachtung der Muster unterteilte Petrischalen
verwendet und so parallel die Muster einer Kontrollgruppe beobachtet (schwarze Berei-
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che in jeder Unterabbildung). Der zeitliche Abstand zwischen dem Überführen der Zellen
in HL5-Medium und dem Einleiten der Hungerphase beträgt in Abbildung 4.21(a) 2 h, in
(b) 6 h und in (c) 32 h. Bezieht man dies auf die Wachstumskurve synchroner Zellen in
Abbildung 4.16(b), so befand sich die Kultur in Abbildung 4.21(a) im Bereich der Lag-
Phase unmittelbar vor dem Ansteigen der Zelldichte und war hochgradig synchron und
die Kultur in (b) am Ende der ersten Teilungsphase. Nimmt man eine Generationszeit
von 8 h an, so konnten die Zellen in (c) etwa vier Teilungszyklen durchlaufen, bevor der
Entwicklungszyklus experimentell eingeleitet wurde. In Abbildung 4.21 sind jeweils Ωij-
Verteilung eines Bildintervalls vor der Wellenpropagation dargestellt. Wie sich bereits
gezeigt hat, ändert sich die relative Lage der Verteilungen im Verlauf der Entwicklung
bis zum Auftreten der Zellströme nicht, so dass die Wahl anderer Bildintervalle zu sehr
ähnlichen Ergebnissen führt. Vergleicht man nun die relativen Lagen der dargestellten
Verteilung Ωij synchroner Zellen und die ihrer Kontrollgruppe, so nimmt der Abstand
der mittleren Ωij entlang der x-Achsen zwischen beiden Verteilungen von (a) nach (c)
tatsächlich ab. Der Beitrag synchroner Zellen zur Fluktuationszahl Ωij ist systematisch
geringer als der nicht synchroner Kontrollzellen. Auch dieses Ergebnis bestärkt die An-
nahme, dass sich die berechneten Verteilungen auf Zelleigenschaften beruhen.
Um zu überprüfen, ob die beobachteten Unterschiede synchroner Zellen und ihrer Kon-
trollen nicht bereits aus den experimentellen Rohabbildungen sichtbar werden, und zwar
ohne dass zuvor die Extraktion gerichteter raumzeitlicher Beiträge mit Hilfe von Ωij er-
folgte, wurden die Grauwerte der für die Berechnung von Ωij verwendeten Datensätze
beider experimenteller Bedingungen miteinander verglichen. In Abbildung 4.22(a) sind
exemplarisch die Grauwertverteilungen des jeweils selben Bildausschnitts und Zeitinter-
valls zu sehen, wie er zur Berechnung von Ωij in Abbildung 4.21(a) zugrunde lag. In
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Abbildung 4.22: Grauwertverteilungen derselben Bildausschnitte synchroner Zellen
(grau) und der Kontrollgruppen (schwarze), wie sie zur Berechnung von Ωij in Abbildung
4.21(a) verwendet wurden (a). In (b) wurden Differenzen aufeinanderfolgender Zeitpunkte
dieser Bildausschnitte gebildet. Wie bei allen vorangegangenen Analysen enthielten diese
immer die gleiche Anzahl an Bildpunkten.
Abbildung 4.21(b) sind die Differenzen der Grauwerte aufeinander folgender Abbildun-
gen derselben Bildausschnitte dargestellt. Während in (a) die Grauwertverteilung der
synchronen Zellen, tatsächlich leicht nach links verschoben ist, liegen die Differenzen der
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Grauwerte beider Bedingungen exakt aufeinander, was darauf schließen lässt, dass die
Verschiebung in (a) auf experimentelle Parameter (wie beispielsweise Unterschiede in der
Beleuchtung der beiden Hälften der Petrischale) und nicht auf Zelleigenschaften zurückzu-
führen ist. Die Unterschiede zwischen beiden Zellgruppen werden erst nach der Trennung
gerichteter und ungerichteter Grauwertänderungen in Raum und Zeit durch Ωij sichtbar
und sind nicht offensichtlich beim Vergleich der Grauwerte der Rohabbildungen zu erken-
nen.
Im Rahmen der folgenden Analyse wurde versucht, (rekonstruierte) Zelleigenschaften mit
konkreten Aspekten der Musterbildung in Verbindung zu bringen. Insbesondere wurden
die räumlichen Fluktuationsverteilungen Ωij mit den räumlichen Verteilungen der aus den
Mustern detektierten Phasensingularitäten korreliert, wie es zuvor schon am Automaten-
modell in Abschnitt 4.1.3 durchgeführt wurde. Abbildung 4.23 zeigt die Korrelationskoeffi-
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Abbildung 4.23: Korrelationskoeffizienten zwischen Ωij der einzelnen Intervalle und den
räumlichen Verteilung der Phasensingularitäten (dunkelgraue Balken) für Kontrollzellen
(a) und synchrone Zellen (b). Weiterhin wurden die Phasensingularitäten mit den Origi-
naldaten korreliert (mittelgraue Balken). Dem Nullmodell in beiden Unterabbildungen lag
die gleiche Anzahl an zufällig verteilten Phasensingularitäten gleicher Anzahl und Größe
zugrunde (hellgraue Balken). Jedes Intervall wurde aus 200 Originalbildern gebildet. Dies
entspricht einem Zeitfenster von 10 min im Experiment. In (c) sind Momentaufnahmen der
zugrundeliegenden Daten abgebildet, wobei es sich hierbei um Differenzenbilder handelt,
um kohärente Wellenstrukturen möglichst frühzeitig erkennen zu können.
zienten zwischen Ωij und den Phasensingularitäten der Muster (Korr(Ωij , PS)), zwischen
Ωij und zufällig verteilten Phasensingularitäten gleicher Anzahl und Größe (Korr(Ωij ,
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zufällige PS)) und die Korrelationskoeffizienten der Originaldaten und zwischen den Pha-
sensingularitäten (Korr(Daten, PS)) bei synchronen Zellen (b) und der zugehörigen Kon-
trolle (a). In (c) sind einige Momentaufnahmen des zugrundeliegenden Datensatzes zu
sehen, die anhand der angegebenen Intervallnummern den in (a) und (b) dargestellten
Koeffizienten zugeordnet werden können. Dabei befinden sich die Muster der Kontrollzel-
len auf der linken Seite der unterteilten Petrischale, die synchronen Zellen gegenüber. Vor
der Berechnung von Ωij wurde aus beiden Hälften der Petrischale ein gleich großes Areal
definiert, das in die Berechnungen einbezogen wurde.
Erste Wellenstrukturen lassen sich bei den synchronen Zellen in Intervall 10 in (c) erken-
nen. Tatsächlich findet im Verlauf von Korr(Ωij , PS) in Abbildung 4.23(b) an dieser Stelle
(zwischen Intervall 9 und 10) nach einer kontinuierlichen Verringerung der Korrelation
ein Vorzeichenwechsel von positiven zu negativen Korrelationskoeffizienten statt. Bei den
Kontrollzellen in (a) geschieht dieser Wechsel zwischen Intervall 10 und 11. Der Verlauf
von Korr(Ωij , PS) zeigt demnach in (a) und (b) einen musterabhängigen Verlauf. Nach
dem Vorzeichenwechsel sind die Korrelationskoeffizienten zwischen Ωij und den Phasen-
singularitäten kaum von den entsprechenden Korrelationskoeffizienten der Originaldaten
und der Phasensingularitäten zu unterscheiden. Interessant ist hier jedoch die Beobach-
tung, dass sowohl in (a), als auch in (b) vor dem Auftreten der Muster eine positive
Korrelation zwischen Ωij und den Phasensingularitätsverteilungen besteht, die wesentlich
höher ist als bei zufällig verteilten Phasensingularitäten. Bei der Verwendung der Ori-
ginaldaten ist das dagegen nicht der Fall. Dies wurde in vielen Fällen auch bei anderen
Datensätzen beobachtet, wobei ebenso Fälle aufgetreten sind, in welchen dies nicht der
Fall war. Eine mögliche Skalenabhängigkeit wurde im Rahmen dieser Arbeit jedoch nicht
systematisch untersucht. Ein weiterer wichtiger Aspekt fällt beim Betrachten der Korre-
lationen zwischen den Phasensingularitäten und den Originaldaten in Abbildung 4.23(a)
und (b) im Stadium der Wellenmuster auf. Selbst bei einem recht trivialen Zusammen-
hang zweier Größen, der sich in diesem Fall in einer Antikorrelation abbildet, können die
tatsächlichen Werte der Korrelationskoeffizienten verhältnismäßig niedrig sein.
Zur Vervollständigung sind in Abbildung 4.24 die Korrelationskoeffizienten zwischen der
Transinformation Iij und der Phasensingularitäten der einzelnen Bildintervalle darge-
stellt, wobei sich bereits zuvor gezeigt hat, dass mit Hilfe von Iij weder Unterschiede
zwischen verschiedenen Zellgruppen detektiert, noch systematische Änderungen in der
Zeit beobachtet werden können. Abbildung 4.24 verdeutlicht dies nun wieder.
4.2.2 Erhöhung des Grades der Desynchronisation einer Kultur durch Mischen von
Zellgruppen unterschiedlichen Alters
Musterentstehung bei gemischten Zellpopulationen
Durch das Mischen von Zellgruppen unterschiedlichen Alters sollte experimentell der
Grad der Desynchronisation einer Zellsuspension nach der Modellvorstellung von Lau-
zeral et al. (1997) erhöht werden [Lau97]. Der Grad der Desynchronisation wird dort durch
den Parameter ∆ bestimmt, welcher der zeitlichen Spreizung einer Zellpopulation entlang
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Abbildung 4.24: Korrelationskoeffizienten zwischen Iij der einzelnen Intervalle und den
räumlichen Verteilung der tatsächlich detektierten (dunkelgraue Balken) und zufällig ver-
teilten Phasensingularitäten (hellgraue Balken) für Kontrollzellen (a) und synchrone Zellen
(b). Hier wurde derselbe Datensatz wie in Abbildung 4.23 verwendet.
des Entwicklungspfades zu Beginn der Musterbildung entspricht (vgl. Abschn. 2.3.2).
Es wurden Zellkulturen zu unterschiedlichen Zeitpunkten geerntet und vor dem Aufbrin-
gen auf die Petrischalen zur Beobachtung der Muster vereint. Die ältere der beiden Kul-
turen wird im folgenden als Population P1, die jüngere als Population P2 bezeichnet. Es
wurden jeweils zwei Zellkulturen (P1 + P2) mit einer definierten Altersdifferenz τMix in
unterschiedlichen Verhältnissen miteinander gemischt. P1 wurde bis zur Vereinigung mit
P2 in KK2-Puffer bei 21 °C und 210 upm für den Zeitraum τMix aufbewahrt. Insgesamt
betrug die Dichte der aufgetragenen Zellen einer Petrischale immer 6,17×105 Zellen/cm2.
Zur Beobachtung der Muster im Dunkelfeld wurden unterteilte Petrischalen verwendet,
die auf einer Seite die gemischten Zellen M und auf der anderen Seite jeweils eine Kon-
trollgruppe (P1 oder P2) enthielten.
Ein erster optischer Vergleich der Muster unter den verschiedenen Bedingungen ergab
zunächst Unterschiede. Wie zu erwarten, waren jedoch die Zeitpunkte, zu welchen sich
bei den gemischten Zellen Erregungsmuster zeigten, von denen der Kontrollgruppe ver-
schieden.
Um quantitative Aussagen über das zeitliche Auftreten der Muster in Abhängigkeit von
τMix und des Mischungsverhältnisses treffen zu können, wurde aus allen dokumentier-
ten Wellenmustern der Zeitpunkt der maximalen Amplitude der Wellen als Referenzwert
bestimmt.1 Abbildung 4.25 zeigt hierbei die prinzipielle Vorgehensweise. Der Zeitpunkt
der maximalen Wellenamplitude der älteren Kontrollgruppe wird hier als t(P2Max), der
gemischten Gruppe als t(MMax) und die der jüngeren Kontrollgruppe als t(P1Max) be-
1 Die maximale Amplitude der Wellen als Referenzpunkt stellt eine verhältnismäßig einfach und objek-
tiv zu extrahierende Kenngröße der Musterbildung dar, während der Beginn der Musterbildung aus
experimentellen Daten schwer und nur näherungsweise bestimmt werden kann, da dieser zum einen
stark von den optischen Gegebenheiten abhängt, zum anderen formal nicht klar definiert ist.
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Abbildung 4.25: Vorgehensweise bei der quantitativen Bestimmung der zeitlichen Unter-
schiede im Auftreten der Muster. In (a) ist die Entwicklung der relativen Grauwerte eines
einzelnen Bildpunktes über einen Zeitraum von mehr als 6,5 h aufgetragen. Die zugrunde-
liegenden Wellenmuster stammen in diesem Fall von der Kontrollgruppe P2. Die Original-
daten wurden zur Erstellung des Diagramms zunächst zeitlich (10 Bilder) gemittelt, dann
räumlich geglättet (σ = 2 Pixel) und im Anschluss einem Differenzenfilter erster Ordnung
unterworfen. In (b) sind die normierten Beträge der Amplituden aus (a) und auch die zu-
gehörigen Werte der gemischten Zellen M (mit 50% P1 und τMix = 180 min) als eindi-
mensionale Abfolge von Grauwerte dargestellt. Dabei entsprechen die schwarzen Areale den
maximalen Amplituden der gemischten Zellen (t(MMax)) und der Kontrolle (t(P2Max)).
Dieser Zeitpunkt kann dem Stadium voll ausgebildeter Wellenmuster zugeordnet werden.
Die (hypothetische) Position von t(P1Max) ergibt sich aus t(P2Max)− τMix.
zeichnet.1 Im dargestellten Fall tritt die maximale Wellenaktivität der gemischten Zellen
100 min vor den Mustern der Kontrollzellen P2 und theoretisch 80 min nach denen von P1
auf. Wenn t(P1Max) < t(MMax) < t(P2Max), die Muster der gemischten Zellen M also
vor denen von P2 und nach denen von P1 auftreten, dann haben sowohl P1, als auch P2 zu
den beobachteten Muster der gemischten Zellen beigetragen. Dies konnte bei allen unter-
suchten Mischungsverhältnissen (mit Anteilen an P1 zwischen 1 und 50%) und τMix (im
Bereich von 60−180 min) beobachtet werden. Selbst eine gemischte Population mit einem
1 Wobei es sich bei dem angegebenen Zeitpunkt der maximalen Amplitude einer der beiden Kontroll-
gruppe immer um einen hypothetischen Wert handelt, der aus dem zeitlichen Auftreten der Wellen
der anderen Kontrollgruppe und τMix bestimmt wurde (z.B. t(P2Max)− τMix = t(P1Max)).
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Anteil von 50% beider Zellgruppen zeigte eine zeitverzögerte Musterbildung im Vergleich
zu Petrischalen mit 100% Zellen von P1. Daraus leitet sich ab, dass eine Zelldichte von
etwa 3×105 Zellen/cm2 (50% der aufgetragenen Gesamtzahl) zu gering ist, um cAMP-
Signale in Form propagierender Wellen hervorbringen zu können. Von anderen Autoren
wird eine kritische Zelldichte zwischen 3,8×104 und 5×104 Zellen/cm2 angegeben, unter-
halb derer keine langreichweitige Signalpropagation stattfinden kann [Kon61, Has75].
Da die aus den Mischexperimenten entstandenen Muster also aus beiden Zellgruppen un-
terschiedlichen Alters hervorgegangen sind, ergeben sich daraus folgende Überlegungen:
1. Wenn P1 nicht allein zu den Mustern beigetragen hat, sondern auch Anteile von P2,
dann muss bei gleichem Mischungsverhältnis, aber wachsendem τMix der zeitliche
Abstand zwischen t(P1Max) und t(MMax), also x1, größer werden, der Abstand
zwischen t(MMax) und t(P2Max), also x2, jedoch konstant bleiben.
Der gegebene Anteil an P1 ist bei Erreichen der Kompetenz zur Wellenpropagation
von P1 zu gering und die Propagation von Wellen ist erst möglich, wenn genügend
viele Zellen der Gruppe P2 ebenfalls erregbar geworden sind. τMix bestimmt somit
den Zeitpunkt, zu welchem ausreichend viele Zellen der Gruppe P2 Wellenkompe-
tenz erlangt haben. In Abbildung 4.26(a) und (b) bildet sich dieser Zusammenhang,
also die Abhängigkeit der Größe x1 und x2 von τMix sehr systematisch ab.
Wenn x1 gleich τMix wäre (gestrichelte Linie in Abb. 4.26(a)), dann hätte aus-
schließlich Gruppe P2 die Muster hervorgebracht. Die Werte der Experimente bei
einem Mischungsverhältnis von 5 und 10% an P1 nähern sich dieser Geraden an.
Alle anderen Experimente mit höheren Anteilen an P2 ordnen sich systematisch
unterhalb davon an. Je höher der Anteil an Zellen von P1 ist, um so kleiner wird x1
(Abb. 4.26(a)) und um so größer x2 (b).
Extrapoliert man die Verläufe unterschiedlicher Mischungsverhältnisse in (a), so
liegt der Schnittpunkt der Zellen mit 50% P1 auf der x-Achse bei etwa τMix =
50 min, für 20% bei etwa τMix = 20 min, 10% bei etwa τMix = 10 min und 5% bei
τMix = 18 min. Diese Werte entsprechen den Werten von τMix, bei denen kein sicht-
bar verzögerter Musterbeginn durch das Mischen mehr auftreten würde, da beim
Beginn der Musterbildung schon ausreichend viele Zellen der Gruppe P2 das Signal
amplifizieren könnten. Interessanterweise liegt der Wert von 50 min für Mischungs-
verhältnissen mit gleichen Teilen beider Populationen sehr nahe an der von Mc-
Donalds (1986) bestimmten Zellzyklus-abhängigen zeitlichen Spreizung von 60 min
beim Erlangen der Erregbarkeit individueller Zellen einer Kultur [McD86, Lau97].
2. Wenn erst genügend Zellen der Gruppe P2 mit der Fähigkeit, das cAMP-Signal
amplifizieren zu können, vorhanden sein müssen, damit globale Erregungswellen
propagieren können, dann muss x1 bei konstantem τMix mit zunehmendem Anteil
an P1 kleiner, x2 jedoch systematisch größer werden. Dies ist in Abbildung 4.26(a)
und (b) zu beobachten.
3. Der Quotient x1/τMix muss bei gleichem Mischungsverhältnis konstant sein, mit
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Abbildung 4.26: Größen zur Bestimmung der Anteile der Zellpopulationen an der Ent-
stehung der Muster. x1 ist der zeitlicher Abstand zwischen der maximalen Wellenamplitude
der Zellgruppe P1 und der maximalen Amplitude der gemischten Zellen M (a). x1 steigt
mit wachsendem τMix an und zeigt eine starke Abhängigkeit vom Mischungsverhältnis der
Population. Bei x1 = τ wären die Muster ausschließlich durch P2 hervorgebracht worden.
Bei τMix > x1 > τ2 haben vor allem die Zellen von P2 die Muster erzeugt, bei x1 <
τ
2 da-
gegen die Zellen von P1. Dies ist bei einem Anteil an P1 von 50% und τMix < 130 min der
Fall. Der zeitliche Abstand zwischen t(MMax) und t(P2Max) ist x2 (b). x2 bleibt bei glei-
chem Mischungsverhältnis mit sich änderndem τMix konstant. x1/τMix stellt ein Maß für
den jeweiligen Anteil beider Gruppen an der Entstehung der Muster dar (c).
höher werdendem Anteil an Zellen der Gruppe P1 jedoch kleiner werden. Dieser
Zusammenhang ist in Abbildung 4.26(c) zu erkennen. x1/τMix kann damit als ein
Maß dafür betrachtet werden, welche der beiden Zellgruppen maßgeblich das zeit-
liche Auftreten der Mustern bestimmt. Bei großen x1/τMix dominieren die Zellen
der Gruppe P2 die Muster, bei kleinen x1/τMix sind vor allem die Zellen von P1
am Prozess der Musterbildung beteiligt. Dies ist nur bei einem Mischungsverhältnis
von 50% an P1 zu beobachten.
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Mustereigenschaften gemischter Populationen
Wie im Fall der synchronen Zellen lassen sich auch bei den gemischten Zellpopulationen
keine offensichtichen Effekt des Mischens auf die räumliche Dichte der Phasensingula-
ritäten finden. Abbildung 4.27 zeigt die Anzahl der Phasensingularitäten pro Fläche in
Abhängigkeit der Verzögerungszeit und des Anteils an Zellen der Gruppe P1 im Vergleich
zu den berücksichtigten parallel untersuchten Kontrollgruppen. Die gemischten Zellen
weisen keine systematische Abhängigkeit der Größe von den experimentellen Parametern
auf, wobei jedoch die Mehrzahl der gemessenen Werte unterhalb der mittleren Dichte der
Kontrollen liegt und in einigen Fällen extremale Werte durch besonders viele oder weni-
ge Spiralwellen auftreten. Dieses Phänomen wurde bereits bei den Mustern synchroner
Zellen beobachtet (Abschn. 4.2.1). Gleichzeitig ergibt sich aus der Standardabweichung
der Werte der Kontrollgruppe, dass weitere Experimente auf ausgedehnteren Agarflächen
durchgeführt werden müssten, um zuverlässige Aussagen über einen tatsächlichen Effekt
des Mischens treffen zu können. Die Untersuchung der Erregungsmuster gemischter Zellen
schließt einen Einfluss des Mischens auf andere Wellenparameter wie Rotationsperiode,
Wellenlänge und Propagationsgeschwindigkeit der Wellen jedoch eindeutig aus. Die Ur-
sachen einer möglichen Abweichung der Dichte der Phasensingularitäten wären demnach
im Initiationsprozess der Muster und nicht in den Eigenschaften der Wellenpropagation
zu suchen.
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Abbildung 4.27: Anzahl der Phasensingularitäten in Abhängigkeit der Verzögerungszeit
und des Anteils an Zellen der Gruppe P1. Die mittlere Anzahl an Phasensingularitäten der
berücksichtigten Kontrollexperimenten beträgt (7,9 ± 2,0) PS/cm2 (gestrichelte Linie).
Untersuchung der Muster gemischter Zellen mit raumzeitlichen Filtern
Wie bereits in Abschnitt 4.2.1 am Beispiel der Muster synchroner Zellen und ihrer Kon-
trollexperimente beobachtet, ändern sich die Häufigkeitsverteilungen der aus allen Bild-
punkten einer Zeitreihe errechneten Werte von Ωij und Iij nicht wesentlich im Verlauf
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der Aggregation. Qualitativ und quantitativ zeigen die aus den einzelnen Bildpunkten
raumzeitlicher Daten errechneten Verteilungen also schon vor der Entstehung der Muster
im Stadium der homogen verteilten Zellschicht dieselben Eigenschaften, wie während der
Phase der Wellenpropagation. Erst im fortgeschrittenen Stadium der Aggregation, das
durch Zellströme deutlich geprägt ist, werden die Verteilungen von Ωij zunehmend fla-
cher und beinhalten immer mehr verhältnismäßig kleine Werte. Dieses Phänomen ist ein
wichtiger Hinweis darauf, dass die Beiträge vermeintlich gerichteter, aufeinanderfolgender
Änderungen der Grauwerte einzelner Bildpunkte zu Ωij nicht wesentlich von unverän-
derlichen Bildelementen und auch damit in Zusammenhang stehenden Randeffekten ge-
prägt werden, da im Stadium der Zellströme (wenn unveränderliche Bereiche wachsenden
räumlichen Anteil einnehmen) die Beiträge zu Ωij systematisch abnehmen. Die zeitliche
Konstanz der Verteilungen vor und während der Musterbildung, spricht ebenso dafür,
dass die eigentlichen Mustereigenschaften, wie Geometrie und räumliche Ausdehnung der
Musterelemente, keinen Einfluss auf Ωij zu haben scheinen, wie es sich im Gegensatz dazu
im Automatenmodell in Abschnitt 4.1.4 angedeutet hatte.
Da die aus aufeinanderfolgenden Bildintervallen berechneten Ωij über mehrere Stunden
der Entwicklung konstant bleiben, können diese Verteilungen aus Mustern vor der Bildung
der Zellströme unter verschiedenen experimentellen Bedingungen einander gegenüber ge-
stellt und verglichen werden. Die Abbildungen 4.28 und 4.29 zeigen Häufigkeitsverteilun-
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Abbildung 4.28: Verteilungen Ωij aus raumzeitlichen Datensätzen gemischter Popula-
tionen (Ωij(M) grau) und der Kontrollgruppen (Ωij(K) schwarz). Jeder Unterabbildung
lagen die Daten eines Experiments mit unterteilter Petrischale und die gleiche Anzahl an
Bildpunkten zugrunde. In (a) und (b) betrug der Anteil an P1 5%, in (c)−(e) 10%.
gen von Ωij bei unterschiedlichen Verzögerungszeiten τMix und Mischungsverhältnissen
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Abbildung 4.29: Verteilungen Ωij aus raumzeitlichen Datensätzen gemischter Populatio-
nen (Ωij(M) grau) und der Kontrollgruppen (Ωij(K) schwarz). In (a)−(c) betrug der An-
teil an P1 bei den gemischten Zellen 20%, in (d) 50%. In (d) wurde P1 als Kontrollgruppe
verwendet.
von P1 und P2. Jede Unterabbildung gehört dabei zu einem einzelnen Experiment. Die
jeweils dargestellten Verteilungen der gemischten Population (Ωij(M)) und der Kontroll-
gruppe (Ωij(K)) wurden also parallel innerhalb einer unterteilten Petrischale beobachtet.
Aufnahmebedingungen, wie beispielsweise die Intensität des Messlichtes oder die optische
Auflösung waren bei allen Experimenten gleich. Die errechneten Ωij wurden wie bereits
zuvor in Abschnitt 4.2.1 normiert, weil hier lediglich bewertet werden soll, ob sich die re-
lative Lage der Verteilungen der gemischten Zellen von denen der Kontrollgruppen grund-
sätzlich unterscheidet. Der Berechnung der Observablen lag innerhalb eines Experiments
(also bei den beiden Verteilungen jeder Unterabbildung) jeweils ein exakt gleich großer
Bildausschnitt zugrunde. Aus Abbildung 4.28, sowie Abbildung 4.29 und den Analysen
weiterer Datensätze geht hervor, dass auch hier bei den meisten Kombinationen zwischen
Mischungsverhältnis und Verzögerungszeit τMix eine Separation von Ωij(M) und Ωij(K)
stattfindet. In nahezu allen Fällen liegt Ωij(M) links von Ωij(K) und damit in einem
niedrigeren Wertebereich als die Verteilung der jeweiligen Kontrolle. Hätte das Mischen
von Zellgruppen unterschiedlichen Entwicklungsalters tatsächlich die Erhöhung des Gra-
des der Desynchronisation der Zellkultur zur Folge gehabt, wäre nach den Ergebnissen
bei synchronen Zellen (Abschn. 4.19, insbesondere Abb. 4.19) zu erwarten gewesen, dass
sich Ωij(M) nun rechts von Ωij(K) anordnet. Tatsächlich ist das nur in seltenen Fällen
und dann auch nicht deutlich zu beobachten gewesen. In der Mehrzahl der Experimente
ordnet sich Ωij(M) links von den Verteilungen der Kontrollgruppen an.
98 4 Resultate
Hier erhebt sich der Verdacht, dass die Aufbewahrung von P1 in nährstofffreiem Puffer
ungewollt dazu geführt hat, dass die Zellen synchron wurden. Ein einfacher Test kann zur
Aufklärung beitragen. In Abbildung 4.29(d) wurde anstelle von P2 (wie bei allen anderen
in Abb. 4.28 und Abb. 4.29 zugrundeliegenden Experimenten) als Kontrolle P1 verwendet.
Wäre die Ursache der Separation der Verteilungen Ωij(M) und Ωij(K) darauf zurückzu-
führen, dass sich in der gemischten Population anteilmäßig Zellen in einem synchronen
Zustand befunden hätten, so müsste sich die Position von Ωij(K) in der Abbildung zum
einen von den Positionen der Kontrollen der übrigen Unterabbildungen unterscheiden,
was nicht beobachtet wurde, zum anderen hätten Ωij(M) und Ωij(K) ihre relativen Po-
sitionen vertauschen müssen (die gemischte Population würde nur 50% synchrone Zellen
beinhalten im Gegensatz zum Anteil von 100% der Kontrolle) oder zumindest mehr oder
weniger übereinander liegen müssen. Tatsächlich bleibt aber auch beim Verwenden von P1
als Kontrolle die relative Lage beider Ωij-Verteilungen erhalten. Die Ωij-Verteilung unge-
mischter Kulturen war immer im gleichen Wertebereich zu finden, unabhängig davon, ob
die Zellen direkt nach dem Entfernen des nährstoffhaltigen Mediums in Puffer gelagert
(P1) oder sofort nach der Präparation auf der Agarschicht verteilt wurde (P2). Damit
kann ausgeschlossen werden, dass die Zellen von P1 unbeabsichtigt synchron geworden
sind und auch dass Alterungs- oder Absterbeprozesse für die Aussortierung verantwort-
lich sind.
Ergänzend zu den Abbildungen 4.28 und 4.29 sind in Abbildung 4.30 die gemittelten
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Abbildung 4.30: Gemittelte Ωij aufeinanderfolgender Intervalle bei verschiedenen Mi-
schungsverhältnissen und Verzögerungszeiten τMix. Von (a)−(d) erhöht sich τMix von 60
auf 160 min bei 5% an Zellen der Gruppe P1. In (d)−(g) wurde das Mischungsverhältnis
bei τMix = 60 systematisch variiert. Die gemittelten Ωij mit der jeweiligen Standardabwei-
chung der gemischten Populationen sind rot, die der Kontrollgruppen schwarz dargestellt.
Vor der Mittelwertbildung wurden die Ωij normiert.
Ωij einzelner aufeinanderfolgender Bildintervalle bei verschiedenen Mischungsverhältnis-
sen und Verzögerungszeiten dargestellt. Die Standardabweichung vom Mittelwert jedes
Intervalls kann als ein Maß für die Streuung der Ωij der einzelnen Bildpunkte vom Mit-
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telwert betrachtet werden. Hier wird die zeitliche Stabilität der Verteilungen nochmals
verdeutlicht. Erst im fortgeschrittenen Stadium (z.B. im Bereich von Intervall 25 in Abb.
(c)) ändern die Ωij ihren mittleren Wertebereich und die Streuung der Werte vergrößert
sich. In Abbildung 4.30(a)−(c) wurde die Verzögerungszeit erhöht bei einem Anteil von
5% der Zellen der Gruppe P1. Hier zeigt sich ein häufig beobachtetes Phänomen. Bei sehr
hohen τMix kann keine Separation der Verteilungen beobachtet werden (c). In (d)−(g)
wurde das Mischungsverhältnis bei τ = 90 min systematisch variiert. Hier zeigt sich bei
Ωij(M) links von Ωij(K)
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Abbildung 4.31: Anordnung der Verteilungen von Ωij nach ihrem Sortierungsverhal-
ten in Abhängigkeit von τMix und dem Anteil an P1. Jeder Punkt im Diagramm entspricht
mehreren Experimenten mit unterteilter Petrischale und parallel beobachteter Kontroll-
gruppe. Blaue Punkte zeigen auf, dass sich die Lage der Ωij-Verteilung der gemischten Po-
pulation (Ωij(M)) deutlich von der Lage der Ωij-Verteilung der Kontrollgruppe (Ωij(K))
unterscheidet, wobei sich Ωij(M) links von Ωij(K) anordnet. Grüne Punkte markieren ex-
perimentelle Bedingungen bei denen Ωij(M) und Ωij(K) übereinander liegen. Befinden
sich zwei verschieden farbige Markierungen auf einem Gitterpunkt (wie bei 50% P1 und
τMix = 90 min bzw. 5% P1 und τMix = 60 min), so konnte keine eindeutige Aussage über
die Anordnung von Ωij(M) in Bezug zu Ωij(K) gemacht werden. Es wurden nur gleich
große Bildausschnitte und experimentelle Bedingungen miteinander verglichen, die zeit-
gleich innerhalb einer unterteilten Petrischale untersucht wurden.
allen Mischungsverhältnissen eine Trennung der Verteilungen beider Zellgruppen.
Die beiden Abbildungen 4.28 und 4.29 haben gezeigt, dass sich die räumlichen Vertei-
lungen von Ω der gemischten Zellen von den Verteilungen der Kontrollgruppen deutlich
unterscheiden können, wobei sich Ωij(M) dann links von Ωij(K) anordnet. Gleichzeitig
treten auch Fälle auf, in denen sich die relative Lage der beiden Verteilungen nicht unter-
scheidet. Abbildung 4.31 fasst diese Beobachtungen für eine Vielzahl von Experimenten in
Abhängigkeit des aufgetragenen Anteils an P1 und τMix in Form eines Punktdiagramms
zusammen. Jeder Punkt geht dabei aus der Analyse mehrerer Einzelexperimente mit glei-
cher Parameterkombination hervor. Konnte keine eindeutige Anordnung bestimmt werden
(wie es bei 5% P1, τMix = 60 min und bei 50% P1, τMix = 90 min der Fall war), so fin-
det sich an der entsprechenden Stelle im Diagramm die farbliche Kennzeichnung aller
beobachteten Situationen. Nach Abbildung 4.31 lassen sich die Verteilungen Ωij(M) bei
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hohem τMix nicht voneinander unterscheiden. Bei mittlerem τMix ordnen sich die Ωij(M)-
Verteilungen hauptsächlich links von Ωij(K) an. Bei niedrigem Anteil an P1 (5%) und
kleinem τMix können die Verteilungen in einigen Fällen ebenfalls nicht voneinander unter-
schieden werden. Aus der Abbildung ergibt sich, dass eine systematische Separation beider
Ωij-Verteilungen unter bestimmten Parameterkonstellationen, insbesondere in mittleren
Parameterbereichen stattfindet, während eine starke zeitliche Trennung der Zellgruppen
zu keiner Trennung führt.
Wie auch bei den synchronen Zellen in Abschnitt 4.2.1 beobachtet, zeigen die Verteilungen
von Iij keine systematischen Abhängigkeiten von den gewählten Parameterkonstellatio-
nen. In keinem Fall konnte die Lage oder Gestalt der Iij-Verteilung einer gemischten
Population von der Verteilung ihrer Kontrollgruppe unterschieden werden.
4.2.3 Globale Änderung der Erregbarkeit durch chemische Effektoren
Die Störung der Wellenpropagation durch chemische Effektoren oder die Verwendung von
Mutanten in den Elementen der Signaltransduktion ermöglicht die Identifizierung von (für
eine stabile Wellenpropagation und Zellaggregation) essentiellen Systemvariablen. Mit Hil-
fe bekannter Zusammenhänge kann bei Verwendung chemischer Verbindungen mit unbe-
kanntem Wirkmechanismus phänomenologisch auf deren mögliche Wirkweise geschlossen
werden. Muster können als eine Art Lupe betrachtet werden, um die regulatorische Wir-
kung unbekannter Effektoren zu bewerten. Die statistische Analyse der Muster leistet
einen Beitrag zum Verständnis des Systems.
Im folgenden Abschnitt sind die Effekte von Koffein auf die Musterbildung dargestellt.
Koffein ist ein bekannter Inhibitor der cAMP-abhängigen Aktivierung der AC und hat
einen systematischen dosisabhängigen Einfluss auf die Musterbildung [Bre84, Sie89]. Die
Zugabe von 2−3 mM Koffein zum Agar zur Beobachtung von Wellenstrukturen ist ein
standardisiertes Verfahren zur Verringerung der globalen Erregbarkeit der Zellen und zur
Kontrastverstärkung der Strukturen. Mit den im folgenden dargestellten Experimenten
wurden bereits publizierte Resultate von Siegert & Weĳer (1989) reproduziert [Sie89].
Die Ergebnisse wurden zur Aufklärung des Wirkmechanismus eines bisher auf die Mus-
terbildung bei Dictyostelium nicht untersuchten Adenosinanalogons (IPA) zum Vergleich
herangezogen. Weiterhin wurden die Datensätze mit Hilfe der Fluktuationszahl Ωij ana-
lysiert und die Ergebnisse im Zusammenhang konkreter Zelleigenschaften bewertet.
Zur Analyse der Wellenparameter unter dem Einfluss von Koffein wurden nur Spiralwel-
len − vom Beginn der Wellenpropagation bis zum Übergang der Zellschicht in Aggregati-
onsströme − berücksichtigt. Unter Bedingungen, die zu einer Destabilisierung etablierter
Spiralmuster führten (z.B. hohe Dosen von Koffein) wurden nur Zeitfenster der Daten mit
stabilen Spiralmustern analysiert.
Effekte des Koffeins auf die Musterbildung und die Aggregation
Die Anwesenheit von Koffein verstärkt in hohem Maß den optischen Kontrast und die
Stabilität der Erregungswellen. Abbildung 4.32 zeigt Erregungsmuster unter dem Ein-
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fluss von 1, 3 und 6 mM Koffein (Abb. 4.32 (b)−(d)) im Vergleich zu Bedingungen ohne
Koffein (Abb. 4.32 (a)). Während die Wellen in (a) nur als kontrastarme flächig pro-
(d) 6 mM
(b) 1 mM(a) 0 mM
(c) 3 mM
Abbildung 4.32: Wellenmuster unter dem Einfluss von Koffein. In (a) wurde kein Koffe-
in zum Agar zugegeben. In (b) waren die Zellen Koffeinkonzentrationen von 1 mM, in (c)
3 mM und in (d) 6 mM ausgesetzt. Die Größenbalken unter jeder Abbildung entsprechen
5 mm.
pagierende Regionen zu erkennen sind, bilden sich bereits bei 1 mM Koffein deutliche
Spiralmuster aus (b). Eine Konzentration von 3 mM Koffein führt dabei zu einer weiteren
Kontrastverstärkung und der Vergrößerung der Einzugsgebiete einzelner Spiralen durch
zunehmende Windungszahl und größere Wellenlängen (c). Koffeinkonzentration von 4 und
5 mM führen dagegen zu Spiralwellen mit häufig instabilen und gestörten Wellenfronten.
Bei 6 mM Koffein treten bereits zu Beginn der Musterbildung deutlich weniger Spiralwel-
len und hauptsächlich Targetwellen auf (Abb. 4.32 (d)). Insgesamt sind die Strukturen
weniger langreichweitig. Die Anzahl der in Abbildung 4.33 dargestellten Phasensingulari-
täten (also die Zahl der Spiralzentren; vgl. Abschn. 3.9.1) pro Fläche in Abhängigkeit der
Koffeinkonzentration spiegelt diese Beobachtungen quantitativ wider.
In allen Experimenten mit Koffeinkonzentrationen zwischen 0−6 mM konnten zu Beginn
der Musterbildung Spiralmuster beobachtet werden. Bei Koffeinkonzentrationen, die höher
als 3 mM waren, wurden die Spiralzentren dosisabhängig im zeitlichen Verlauf kontinu-
ierlich größer. Abbildung 4.34 zeigt dies am Beispiel einer Zellschicht, die 5 mM Koffein
ausgesetzt war. Mit der Zeit bilden sich aus an den Orten ehemaliger Spiralzentren überdi-
mensionierte und zellfreie Löcher. Dies entspricht den Beobachtungen von Siegert & Wei-
jer (1989) [Sie89]. In Abbildung 4.35 ist die Entwicklung einer solchen Zellschicht und die
102 4 Resultate
0 1 2 3 4 5 6
10
20
30
40
50
Koffein (mM)
P
h
a
s
e
n
s
in
g
u
la
ri
e
tä
te
n
 (
P
S
/c
m
2
)
Abbildung 4.33: Räumliche Dichte der Phasensingularitäten in Abhängigkeit der Koffe-
inkonzentration. Die Anzahl der Phasensingularitäten bezieht sich auf die frühen Muster
der Aggregation, unabhängig davon, ob die entsprechenden Spiralwellen durch hohe Dosen
von Koffein im späteren Verlauf gestört oder instabil wurden. Bei 0 mM Koffein wurden
nicht die Phasensingularitäten aus den Erregungsmustern detektiert, sondern die Anzahl
der Mounds pro Fläche nach der Aggregationsphase bestimmt.
10 mm
Abbildung 4.34: Zellfreie Löcher ehemaliger Spiralkerne in einer Zellschicht bei 5 mM
Koffein
Entstehung der Löcher zu sehen. Spiralwellen mit anwachsenden Durchmessern ihrer Zen-
tren werden im zeitlichen Verlauf instabil. Dabei bilden sich häufig scheinbar vielarmige
Spiralwellen auf der durch fortgeschrittene Chemotaxis bereits inhomogenen Zellschicht
(Abb. 4.35(f)). Die Destabilisierung der Spiralmuster geht mit dem Auftreten von Erre-
gungsmuster aus Targetwellen einher, die im Vergleich zu den ursprünglichen Spiralwellen
mit einer höheren Oszillationsfrequenz generiert werden [Pol05].
In Anwesenheit von 1−6 mM Koffein, ebenso wie bei den Experimenten ohne Koffein,
konnten bei einzelnen Spiralen zwischen 20 bis 45 Rotationen beobachtet und meist auch
ebenso viele Wellenfronten vermessen werden. Abbildung 4.36 zeigt die zeitliche Ent-
wicklung der Propagationsgeschwindigkeit in Abhängigkeit der Koffeinkonzentration. Die
Geschwindigkeit der Wellen ist bei den eingesetzten Koffeinkonzentrationen zu Beginn
der Aggregationsphase variabel. Bei den Kontrollexperimenten (in diesem Fall mit 0 mM
Koffein) fällt die Geschwindigkeit im zeitlichen Verlauf der 18 vermessenen Wellenfronten
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(c) 120 min
(f) 240 min
(b) 60 min
(e) 210 min (h) 300 min
(a) 0 min (d) 180 min
(g) 270 min 1 mm
Abbildung 4.35: Musterbildung unter dem Einfluss von 5 mM Koffein mit kontinuier-
lich wachsenden Spiralzentren (blaue Pfeile in (b)−(e)). Die Inhomogenität der Zellschicht
fördert die Entstehung mehrarmiger Spiralwellen (grüner Pfeil in (f)). Auftretende Tar-
getwellen dominieren das ursprüngliche Spiralmuster (rote Pfeile in (e)−(h); vgl. [Pol05]).
Die Zentren der Targetwellen bilden im weiteren Verlauf der Entwicklung die mehrzelligen
Moundstadien. Die Zeitangaben beziehen sich auf den Aufnahmebeginn.
von 420 µm/min auf 150 µm/min in sigmoidaler Weise ab. Die Verwendung von Koffein
führt zur einem lineareren Abfall der Geschwindigkeit innerhalb der gleichen Größenord-
nung allerdings über einen Verlauf von etwa 30 Spiralrotationen. Da in Abbildung 4.36
die Geschwindigkeit der Wellenpropagation als Funktion der Wellennummer aufgetragen
ist, wird anhand der Anzahl an vermessenen Spiralwellen deutlich, dass Koffein auch die
zeitliche Entwicklung der Aggregationsphase maßgeblich beeinflusst. Ohne Koffein ist die
Dauer der im Dunkelfeld sichtbaren Erregungswellen vor dem Übergang der Zellschicht
zu den charakteristischen Strömungsmustern deutlich kürzer.
In Abbildung 4.37 ist die zeitliche Entwicklung der Rotationsperiode (a) und der räumli-
che Abstand aufeinanderfolgender Wellenfronten (b) dargestellt. Ohne Koffein verringern
sich beide Größen linear von 6 auf 3 min bzw. 1,4 auf 0,4 mm, wobei 20 bis 25 Rotationen
beobachten werden konnten. Die Dauer aufeinanderfolgender Spiralrotationen verringert
sich in Anwesenheit von 1 und 2 mM Koffein von 6−7 min auf etwa 3 min. Der Ver-
lauf entspricht im wesentlichen dem ohne Koffein, wobei sich dieser Vorgang über bis zu
40 Rotationen hinzieht. Bei Konzentrationen von 3−6 mM verändert sich die zeitliche
Entwicklung beider Größen deutlich. Bei Konzentrationen von 3 und 4 mM Koffein ver-
ringert sich die Periodenlänge noch während der ersten 10 Rotationen von etwa 10 min
auf 6−7 min. Danach folgt für die nächsten 5−6 Umdrehungen keine Veränderung der Pe-
riodenlänge, bis der Verlauf dann mit zunehmender Entwicklung nach etwa 20 Rotationen
in einen ansteigenden Bereich übergeht. Bei 5 und 6 mM Koffein kommt es nach anfäng-
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Abbildung 4.36: Propagationsgeschwindigkeit sukzessiver Wellenfronten in Abhängigkeit
der Koffeinkonzentration. Von jeder Konzentration wurden 5−21 Spiralwellen aus unabhän-
gigen Experimenten vermessen.
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Abbildung 4.37: Rotationsperiode (a) und Wellenlänge (b) im Verlauf der Aggregation in
Abhängigkeit der Koffeinkonzentration. Jeder Verlauf beinhaltet die gemittelten Werte von
5−21 vermessenen Spiralwellen aus unabhängigen Experimenten.
lichem Verringern der Periodenlänge über 4−5 Rotationen mehr oder weniger direkt zum
Anstieg der Werte. Demgemäß verhält sich die Änderung der Wellenlänge qualitativ ähn-
lich (Abb. 4.37(b)). Bei Verwendung von 1 und 2 mM Koffein wird sie, wie auch ohne
Koffein, mit jeder folgenden Rotation kleiner, wobei sich der Verlauf der Wellenlänge oh-
ne Koffein von etwa 1,4 mm auf 0,4 mm linear verhält. Bei 1 und 2 mM finden sich zu
Beginn der Aggregation wesentlich größere Wellenlängen als ohne Koffein im Bereich von
2−2,5 mm. Bei allen höheren Konzentrationen wird, wie auch bei der Periodenlänge ein
Anstieg der Werte mit fortgeschrittener Entwicklung beobachtet.
Die Dispersionsrelation in Abbildung 4.38 fasst die Beziehung der Propagationsgeschwin-
digkeit und der Rotationsperiode in Abhängigkeit der verwendeten Koffeinkonzentration
zusammen. Bei 0, 1 und 2 mM Koffein reduziert sich die Propagationsgeschwindigkeit
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Abbildung 4.38: Dispersionsrelation in Abhängigkeit der Koffeinkonzentration. Der zeitli-
che Verlauf ist durch Pfeile angegeben.
bei kleiner werdender Periodenlänge. Bei 3 und 4 mM Koffein findet eine Umkehr des
Verlaufs in Richtung ansteigender Periodenlänge nach etwa der Hälfte der durchlaufenen
Spiralrotationen statt. Bei 5 und 6 mM hat sich das Verhältnis vollständig umgekehrt. Die
Periodenlänge wächst nahezu sofort zu Beginn der Musterbildung bei gleichzeitig kleiner
werdender Geschwindigkeit. Diese Beobachtungen entsprechen im wesentlichen denen von
Siegert & Weĳer (1989) [Sie89].
Analyse der Musterbildung unter dem Einfluss von Koffein mit Hilfe von Ωij
In den Abschnitten 4.2.1 und 4.2.2 wurde am Beispiel synchroner und gemischter Zellen
unterschiedlichen Entwicklungsalters gezeigt, dass sich die extrahierten Werte der räum-
lichen Verteilungen von Ω deutlich von solchen Verteilungen der Kontrollexperimente
unterscheiden. Insbesondere konnte bei den synchronen Zellen der Grad der Synchronität
− gemessen als Zeitraum zwischen dem Überführen der synchronen Kultur in nährstoff-
haltiges Medium − aus den Verteilungen näherungsweise rekonstruiert werden. Die ge-
mischten Zellen zeigten ebenfalls abweichende Werteverteilungen ihrer Ωij im Vergleich
zu den Kontrollexperimenten. Die Muster der Zellen auf koffeinhaltigem Agar bieten nun
die Möglichkeit, die extrahierten Ωij konzentrationsabhängig, zum einen mit zwar global
modifizierten, aber konkreten Zelleigenschaften, zum anderen mit Mustereigenschaften in
Verbindung zu bringen. Koffein ist ein dosisabhängiger Inhibition der Aktivität der AC,
der die Erregbarkeit einer Zellschicht reduziert, was sich in einer verlängerten Refraktär-
phase der Zellen äußert [Bre84, Sie89]. Hier ergibt sich eine Analogie zur Erregbarkeit
g im Automatenmodell, die dort die Rate, mit welcher ein Element einen Erregungszy-
klus durchläuft, bestimmt (Abschn. 4.1). Zieht man dieses Modell zu Vergleichen heran,
so kann die Änderung der Koffeinkonzentration im Agar mit einer systematischen, aber
globalen Erniedrigung von g verbunden werden.
Ein weiterer interessanter Aspekt bei der Analyse der Zellenschichten auf koffeinhaltigem
106 4 Resultate
Agar ist die konzentrationsabhängige Dichte auftretender Phasensingularitäten. Während
die Muster synchroner und gemischter Zellen keine offensichtliche Änderung der Dichte
der Phasensingularitäten zeigen, kann im Fall der Zellenschicht in Anwesenheit von Koffe-
in nun untersucht werden, welchen Einfluss die Mustereigenschaften auf die Verteilungen
von Ωij haben. Abbildung 4.33 hat bereits gezeigt, dass Koffein eine deutliche Erniedri-
gung der Phasensingularitätsdichte bewirkt.
Abbildung 4.39 zeigt nun erneut exemplarisch einige Histogramme von Ωij , diesmal in
(a) (b) (c)
H
ä
u
fi
g
k
e
it
H
ä
u
fi
g
k
e
it
H
ä
u
fi
g
k
e
it
0
50
100
150
200
3 mM
0 mM
rel. Fluktuationszahl Ωij
0 0,2 0,4 0,6 0,8 1
rel. Fluktuationszahl Ωij
0
50
100
150
4 mM
1 mM
0 0,2 0,4 0,6 0,8 1
0
50
100
150
200
6 mM
5 mM
rel. Fluktuationszahl Ωij
0 0,2 0,4 0,6 0,8 1
Abbildung 4.39: Ωij-Verteilungen bei unterschiedlicher Koffeinkonzentration. In (a) be-
trug die Konzentration 0 und 3 mM, in (b) 1 und 4 mM und in (c) 5 und 6 mM. Jede Un-
terabbildung stammt aus einem Experiment mit unterteilter Petrischale. Die Berechnung
erfolgte jeweils mit derselben Anzahl an Bildpunkten. Die optische Vergrößerung der Zell-
schicht während der Aufnahme war mit der Vergrößerung während der Dokumentation syn-
chroner und gemischter Zellen identisch.
Abhängigkeit von der vorhandenen Koffeinkonzentration. Die dargestellten Verteilungen
in den Unterabbildungen (a)−(c) stammen von zeitgleich dokumentierten Mustern in un-
terteilten Petrischalen. Jeder Verteilung lag die gleiche Anzahl an Bildpunkten zugrunde.
Die dargestellten Verteilungen bleiben über weite Zeitfenster hinweg (vor und während
der Musterbildung) konstant.
Obwohl Koffein die Erregbarkeit der Zellschicht und damit die Mustereigenschaften of-
fensichtlich beeinflusst, konnte in keinem Fall eine Separation der Ωij-Verteilungen be-
obachtet werden. Selbst bei dem in Abbildung 4.39(a) dargestellten Extremfall (die PS-
Dichte bei 0 mM Koffein beträgt 33,32 PS/cm2, bei 3 mM jedoch nur 5,85 PS/cm2; vgl.
Abb. 4.33), liegen die Verteilungen beider Zellgruppen übereinander. Ebenso verhält sich
der Vergleich bei sehr hohen Koffeindosen. Selbst bei 6 mM Koffein, das eine besonders
starke qualitative Änderung der Mustereigenschaften hervorruft, sind die Ωij-Verteilungen
nicht von anderen Koffeinkonzentrationen zu unterscheiden. Einerseits war dies bei der
globalen Änderung von Zelleigenschaften auch nicht unbedingt zu erwarten (da Ωij auf
gerichteten Zell-Zell-Unterschieden in Raum und Zeit beruht), andererseits zeigt dies noch
einmal deutlich, dass Ωij nicht trivial durch Mustereigenschaften und stationären Struk-
turen geprägt wird.
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Muster und Entwicklungszyklus in Anwesenheit eines Adenosinanalogons
Der folgende Abschnitt ist eine erweiterte Fassung von Hilgardt et al. (2008) und be-
handelt die Wirkung von 2’,3’-O-Isopropylidenadenosin (IPA) auf die Aggregation von
Dictyostelium [Hil08]. Die Strukturformel des Adenosinderivates wurde bereits in Abbil-
dung 3.1(c) dargestellt. Newell & Ross (1982) haben gezeigt, dass die Anwesenheit von
Adenosin während der Entwicklung einen erheblichen Effekt auf die Musterbildung bei
Dictyostelium hat. Insbesondere inhibiert Adenosin die Bindung von cAMP an cAR1
und die cAMP-abhängige postaggregative Entwicklung der Zellen. Adenosin konkurriert
dabei nicht um die Bindestellen der cAMP-Rezeptoren. Vielmehr wird die Wirkung des
Adenosins über spezifische Adenosinrezeptoren vermittelt [New82b]. In einer systemati-
schen Studie untersuchten Van Lookeren et al. (1986) den Effekt verschiedener anderer
Adenosinderivate auf die cAMP-Bindekapazität der Zellen [VLC86]. Zum Zeitpunkt der
im Rahmen dieser Arbeit durchgeführten Experimente existierte keine Kenntnis über die
Wirkung der Substanz IPA auf die Musterbildung von Dictyostelium.
Abbildung 4.40 zeigt Momentaufnahmen der Musterbildung unter Kontrollbedingungen
und in Anwesenheit von 0,25 mM IPA im Dunkelfeld. Unter beiden Bedingungen können
4−5 h nach der Initiation der Hungerphase erste Wellenstrukturen beobachtet werden.
Während sich unter Kontrollbedingungen nach 5,5 h bereits stationäre Spiralmuster eta-
bliert haben, werden in Anwesenheit von IPA erste propagierende Targetwellen nur auf
Differenzenbildern sichtbar (a). Nach 6,6 h zeigen sich auch hier Spiralwellen (b), welche
im weiteren Verlauf benachbarte oszillatorische Regionen in ihrer Umgebung vereinnah-
men und sich über die gesamte Agarfläche ausbreiten (b)−(d). Unter Kontrollbedingungen
treten bereits nach 6 h erste Territorialgrenzen auf, nach etwa 8 h bilden sich charakte-
ristische Strömungsmuster mit deutlich abgegrenzten Einzugsbereichen der Aggregations-
zentren (b)−(d).
Neben der sehr verschiedenen Entwicklung der Musterbildung in der Zeit fällt vor allem
die Ausdehnung der Spiralwellen in Anwesenheit von IPA auf. Der Durchmesser solcher
Spiralen ist unverhältnismäßig groß und beträgt einige Zentimeter (d) und wird typi-
scherweise durch die Grenzen der Petrischale limitiert, während sich die Ausdehnung der
Einzugsbereiche von Spiralen unter Kontrollbedingungen in jede Richtung auf wenige Mil-
limeter beschränkt (a). Die Ausdehnung der Spiralwellen mit IPA unterliegt dabei keiner
Konzentrationsabhängigkeit im untersuchten Bereich zwischen 0,125 und 2 mM.
Während sich die Zellen unter Kontrollbedingungen 9,1 h nach Initiation der Musterbil-
dung in der späten Aggregationsphase befinden, weist die Beschaffenheit der Zellschicht
in Anwesenheit von IPA keine offensichtlichen zeitlichen Veränderung auf (e). Selbst nach
10,5 h ist keine Verminderung der Homogenität der Zellschicht durch gerichtete Zellbe-
wegung und Formierung von Zellströmen zu beobachten (f). Dies wird auch durch die
Abwesenheit von, durch gerichtete Zellbewegung verursachte, Territorialgrenzen in Be-
reichen kollidierender und annihilierender Wellenfronten deutlich. Weiterhin bildeten sich
keine zellfreien Löcher an den Orten der Spiralspitzen, wie es bei den Experimenten mit
Koffein beobachtet werden konnte (vgl. Abb. 4.34).
Obwohl die Spiralwellen in Anwesenheit von IPA mehr als 2 h als stabile ungestörte
108 4 Resultate
(b) 6,6 h
*
(c) 7,7 h
*
(a)  5,5 h
* *
(e) 9,1 h
*
(f) 10,5 h
*
(d) 8,6 h
*
10 mm
(h) 14,7 h(g) 11,2 h
Kontrolle IPA
Abbildung 4.40: Erregungswellen in Anwesenheit von 0,25 mM IPA im Agar (rechte
Hälfte in jeder Unterabbildung), und unter Kontrollbedingungen (linke Hälfte) im Dun-
kelfeld. Die Muster entstanden während desselben Experiments innerhalb einer unterteil-
ten Petrischale. Markierungen (?) weisen auf Differenzenbilder hin. Die Zeitangaben be-
ziehen sich auf die Zeit nach dem Entzug der Nahrung. Die Abbildung stammt aus Hil-
gardt et al. (2008) [Hil08].
Fronten rotieren, lösen sich diese plötzlich innerhalb verhältnismäßig kurzer Zeit simultan
auf der gesamten Agarfläche auf (e)−(f). Insbesondere erfolgt dies innerhalb einzelner
Spiralen von innen nach außen, d.h. dass die Rotation der Spiralspitze um das Spiralzen-
trum plötzlich aufhört. Das entstandene offene Wellenfragment propagiert nach außen,
bis es an den Grenzen der Petrischale verlöscht. Während einer folgenden Übergangs-
phase von 2 h erscheint die Zellschicht mehr oder weniger unverändert. Auch hier zeigen
Differenzenbilder die Aktivität einzelner oszillatorischer Regionen, sowie die Propagation
konzentrischer Targetwellen auf der noch immer homogenen Zellschicht (f). Sehr plötz-
lich bilden sich simultan viele verhältnismäßig kleine oszillierende Aggregationszentren,
zu welchen sich die Zellen der unmittelbaren Nachbarschaft bewegen. Diese Bewegung
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führt zum Zerfall der homogenen Zellschicht in regelmäßig über die gesamte Oberfläche
verteilte Miniaturzentren (g)−(h), doch können auch hier keine charakteristischen Zell-
ströme beobachtet werden. Im fortgeschrittenen Stadium gehen diese Zentren in Mounds
über. Nach etwa 30 h ist der Entwicklungszyklus durch die Bildung vieler kleiner, aber
vergleichsweise normal proportionierter Fruchtkörper abgeschlossen.
In starkem Kontrast zur Abwesenheit von Zellströmen steht die Beobachtung, dass in
(a) (b)
(c) (d) 5 mm
Abbildung 4.41: Moundfusion in Anwesenheit von 0,25 mM IPA im Agar (invertierte
Grauwerte). Dominierende Mounds (Pfeile in (b)) absorbieren benachbarte Mounds über
dicke „Zellströme“. Die Aufnahmedauer zwischen (a) und (d) betrug 8,5 h. Die Abbildung
stammt aus Hilgardt et al. (2008) [Hil08].
einigen Fällen während des Moundstadiums mit IPA einzelne dominierende Mounds mit
benachbarten kleineren Mounds fusionieren. Eine derartige Situation ist in Abbildung 4.41
dargestellt. Die Absorption der Zellen erfolgt dabei innerhalb dicker, schlauchartiger mehr
oder weniger verzweigten Strukturen (b)−(d). Die Analyse solcher Daten zeigt, dass die
dominierenden Mounds konzentrische Targetwellen emittieren, die eine gerichtete Zellmi-
gration über Einzugsgebiete von einigen Millimetern Entfernung verursachen.
Der optische Eindruck der Spiralmuster aus den Abbildungen 4.40 spiegelt sich quantitativ
in der Dichte der Phasensingularitäten wider, die aus den Phaseninformationen der Muster
bestimmt wurden und in Abbildung 4.42 dargestellt sind. Die Ausdehnung der Spiraldo-
mänen der frühen Muster in Anwesenheit von IPA führt zu einer äußerst geringen Anzahl
an Spiralen pro Flächeneinheit. Dabei zeigt sich keine Konzentrationsabhängigkeit im un-
tersuchten Bereich zwischen 0,125 und 2 mM IPA.
Die Entwicklung der Muster, ebenso die zeitliche Änderung der lokalen Zelldichte, kann in
den in Abbildung 4.43 dargestellten Raum-Zeitplots verfolgt werden. Die Unterabbildun-
gen (a) mit den Mustern unter Kontrollbedingungen und (b) in Anwesenheit von 0,25 mM
IPA stammen aus einem Experiment mit unterteilter Petrischale und können direkt ent-
lang der Zeitachse miteinander verglichen werden. Für Abbildung (c) lagen die Muster
aus der rechten Hälfte der Petrischale aus Abbildung 4.40 mit 0,25 mM IPA zugrunde.
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Abbildung 4.42: Dichte der Phasensingularitäten in Abhängigkeit der IPA-Konzentration
im Agar.
Hier ist die zeitliche Entwicklung der Zellschicht über einen besonders langen Zeitraum
von etwa 9 h zu sehen. Während in (a) die gerichtete Zellbewegung mit der Zeit kontinu-
ierlich fortschreitet und zur Bildung deutlich abgesetzter Aggregationszentren entlang der
räumlichen Achse führt, finden in Abbildung (b) und (c) erst in einem sehr fortgeschrit-
tenen Stadium deutliche Änderungen der lokalen Zelldichte und zwar nach der frühen
Wellenpropagation (Phase I) und dem Auflösen der Wellen (Phase II) in der Phase der
sekundären Wellenmuster (Phase III) statt. Die Anordnung der Aggregationszentren ist
− im Gegensatz zu den Kontrollbedingungen in (a) − nicht mit den Wellenstrukturen aus
Phase I räumlich korreliert.
Zur Bestimmung der Wellenparameter wurden auch hier Raum-Zeitplots, wie sie in Ab-
bildung 4.43 dargestellt sind und schon zuvor bei der Verwendung von Koffein (Ab-
schn. 4.2.3) zum Einsatz kamen, systematisch vermessen. In Abbildung 4.44(a) ist der
Verlauf der Propagationsgeschwindigkeit sukzessiver Erregungswellen in Anwesenheit von
IPA (0,125−2 mM) während der frühen Phase der Musterbildung in Phase I und un-
ter Kontrollbedingungen dargestellt. Unter allen Bedingungen propagieren die Wellen
zu Beginn ihrer Entstehung mit Geschwindigkeiten im Bereich von 300−500 µm/min.
Mit fortschreitender Entwicklungszeit verringert sich die Geschwindigkeit kontinuierlich.
Es sind keine signifikanten Unterschiede in Anwesenheit von IPA im Vergleich zu den
Kontrollbedingungen zu erkennen, doch unterscheidet sich der Verlauf der Geschwindig-
keitsänderung. Während die Geschwindigkeit bei der Kontrolle linear abfällt, zeigt sich
in Anwesenheit von IPA ein sigmoidaler Verlauf. Dies konnte bereits bei der Verwendung
von Koffein beobachtet werden (Abschn. 4.2.3; vgl. Abb. 4.36).
In Abbildung 4.44(b) und (c) ist die zeitliche Änderung der Rotationsperiode und der
Wellenlänge aufeinanderfolgender Erregungswellen bei 0,125−2 mM IPA und unter Kon-
trollbedingungen dargestellt. Die Wertebereiche und zeitlichen Änderungen beider Größen
unterscheiden sich mit IPA deutlich von denen der Kontrollbedingungen. Bei den Kon-
trollexperimenten nehmen beide Parameter linear und kontinuierlich mit fortschreitender
Entwicklung ab. In Anwesenheit von IPA ist sowohl die Rotationsperiode als auch die
Wellenlänge zu Beginn der frühen Musterbildung (Phase I) verhältnismäßig hoch. Beide
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Abbildung 4.43: Raum-Zeitplots unter Kontrollbedingungen (a) und in Anwesenheit von
0,25 mM IPA im Agar (b) und (c). Die Muster von (a) und (b) stammen aus einem Experi-
ment mit unterteilter Petrischale. Pfeile in (b) weisen auf ein Spiralzentrum (1) und auf of-
fene Wellenenden (2) hin. (c) wurde aus den Mustern bei 0,25 mM IPA aus Abbildung 4.40
(rechte Hälfte jeder Petrischale) erzeugt. Die Positionen der Unterabbildungen (c)−(h) aus
Abbildung 4.40 sind entlang der Zeitachse in (c) markiert. Besondere Entwicklungsabschnit-
te (frühe Spiralwellen (Phase I), Verschwinden der Wellenstrukturen und Übergangsphase
(Phase II) und sekundäre Wellenmuster (Phase III)) sind ebenfalls angegeben. Die Abbil-
dung stammt aus Hilgardt et al. (2008) [Hil08].
Größen werden zunächst kontinuierlich kleiner, bevor sie dann nach etwa 10 Rotationen
wieder stetig ansteigen, solange bis die Wellen am Übergang zu Phase II verschwinden.
Abbildung 4.44(d) zeigt die Propagationsgeschwindigkeit als Funktion der Periodenlän-
ge der Wellen. Die Pfeile innerhalb der Abbildung markieren die Richtung der Zeit. Bei
den Kontrollbedingungen nimmt die Geschwindigkeit mit kleiner werdender Periodenlän-
ge ab. In Anwesenheit von IPA folgt die Dispersionsrelation einem komplexeren Verlauf.
Die zunächst kleiner, dann wieder größer werdende Rotationsperiode bei kontinuierlich
kleiner werdender Propagationsgeschwindigkeit äußert sich in einer Richtungsumkehr der
112 4 Resultate
5 10 15 20 25 30
200
250
300
350
400
450
500
550
G
e
s
c
h
w
in
d
ig
k
e
it
 (
µm
/m
in
)
Welle(a)
5 10 15 20 25 30 35
5
10
15
20
25
P
e
ri
o
d
e
 (
m
in
)
Welle(b)
5 10 15 20 25 30
2
4
6
8
W
e
ll
e
n
lä
n
g
e
 (
m
m
)
Welle(c)
5 10 15 20
250
300
350
400
G
e
s
c
h
w
in
d
ig
k
e
it
 (
µm
/m
in
)
Periode (min)(d)
0 mM
0,125 mM
0,25 mM
0,5 mM
1 mM
2 mM
1 mM
2 mM
0,5 mM
0,25 mM
0,125 mM
0 mM
Abbildung 4.44: Wellenparameter (a)−(c) und Dispersionsrelation (d) in Abhängigkeit
der vorhandenen Konzentration an IPA im Agar während der frühen Musterbildung (Phase
I). Die x-Achse in (a)−(c) bezieht sich auf Wellen rotierender Spiralen die sukzessiv einen
räumlichen Analysebereich durchlaufen haben. Zur Erstellung dieser Verläufe wurden von
jeder Konzentration 6−11 Spiralwellen aus unabhängigen Experimenten analysiert. Die
Standardabweichung um die gebildeten Mittelwerte ist durch Fehlerbalken dargestellt. Die
Änderungen der Propagationsgeschwindigkeit sukzessiver Wellen aus (a) wurden als Funk-
tion der Rotationsperiode (b) zur Erstellung der Dispersionsrelation (d) aufgetragen. Der
Verlauf der Zeit ist dort durch Pfeile markiert.
Verläufe. Ähnliche Beobachtungen wurden in Zusammenhang mit Koffein gemacht (Ab-
schn. 4.2.3; vgl. Abb. 4.38).
Um anhand der Reaktion der Zellen auf IPA Rückschlüsse auf die involvierten zellu-
lären Strukturen ziehen zu können, wurden etablierte Wellenmuster der Kontrollzellen
mit einem feinen Nebel einer IPA-Lösung (2 mM in KK2) besprüht. Eine unmittelbare
und sichtbare Wirkung blieb dabei aus. Im Gegensatz dazu erzeugt das Aufsprühen von
cAMP-Lösung ein „Resetting“ der Wellen. Dies ist ein Hinweis darauf, dass IPA nicht
mit cAMP um dieselben Rezeptoren konkurriert. Chemotaxis-Assays zeigten, dass IPA
weder eine attraktive Wirkung auf die Zellen hat, noch dass die Bewegung der Zellen in
Anwesenheit von IPA in Richtung einzelner aufgetragener Tropfen gelösten cAMP (30 nM
in KK2) beeinträchtigt wird. Zellen mit und ohne IPA im Agar wandern in vergleichbarer
Weise nach einer gewissen Zeit zum cAMP hin.
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Abbildung 4.45: Aufnahmen eines vollständigen Entwicklungszyklus in Anwesenheit von
1 mM IPA im Phasenkontrast über ein Zeitintervall von 30 h. Die Zeitangaben entsprechen
der vergangenen Zeit seit Initiation der Musterbildung. Die Zellen streben ohne die Formie-
rung charakteristischer Aggregationsströme in Richtung eines Zentrums links oben (a)−(f).
Das moundartige Gebilde in (f) erfährt vielfältige morphologische Änderungen und bildet
mehr als eine fingerförmige Organisationsstruktur (g)−(j). Slugs zerreißen beim Migrieren
über den Untergrund in kleinere Strukturen (k)−(n). In (o) hat sich ein Fruchtkörper ge-
bildet. Die Abbildung stammt in ihrer ursprünglichen Fassung aus Hilgardt et al. (2008)
[Hil08].
Mikroskopische Untersuchungen der Zellaggregation bei IPA im Agar bestätigen das zu-
nächst im Dunkelfeld beobachtete Ausbleiben charakteristischer Zellströme während der
Aggregation und die fehlende Korrelation der anfänglichen Spiralmuster mit den im An-
schluss an die Aggregation folgenden morphologischen Stadien (Abb. 4.40). In Abbil-
dung 4.45 ist eine mikroskopische Serie von Momentaufnahmen bei 1 mM IPA dargestellt.
Die Aufnahme wurde direkt nach der Präparation der Zellen gestartet. Abbildung 4.45(a)
kann also als der Zeitpunkt der Initiation der Hungerphase betrachtet werden. 5−6 h
nach der Initiation der Hungerphase kann in Abbildung 4.45(b) eine lokale Zunahme
der Zelldichte beobachtet werden. Parallele Aufnahmen im Dunkelfeld bestätigen, dass
diese Dichtezunahme innerhalb von Phase I geschieht. In (c) und (d) lassen sich zumin-
dest zeitweise einzelne Zellanhäufungen ausmachen, auf welche die Zellen der Umgebung
zuströmen. An der Zellform in (c) bis (e) ist die Polarisierung der Zellen zu erkennen.
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Abbildung 4.46: Momentaufnahmen von Zellströmen bei Dictyostelium unter Kontroll-
bedingungen im Phasenkontrast. Die Zeitangaben sind relativ und beziehen sich auf den
Aufnahmebeginn. Während die Zellen in (a) noch verhältnismäßig homogen verteilt sind,
streben diese in (b) in Richtung eines Aggregationszentrums außerhalb des Bildausschnitts.
Mit der Zeit schließen sich die Ströme zusammen (c). In (d) ist die langgestreckte Form der
polarisierten Zellen deutlich zu erkennen.
Trotzdem aggregieren diese in flächiger Weise und nicht innerhalb von Strömen auf das
attraktive Zentrum links oben zu. In der filmischen Betrachtung dieser und anderer Daten
ist zu sehen, dass die einzelnen Zellen auf Wellen aus verschiedenen Richtungen reagieren
und häufig ihre Orientierung ändern. In (f) hat sich eine moundartige Struktur gebildet.
Diese ist mannigfaltigen Umformungen unterworfen, bildet dabei jedoch nie ein kom-
paktes Zellaggregat (g)−(i). Immer wieder erscheinen gleichzeitig mehrere fingerförmige
Organisationszentren, die wieder mit dem Zellhaufen verschmelzen können (i). In (j) hat
sich ein Teil der Struktur vom Aggregat abgetrennt, der als slugartiges Gebilde über den
Untergrund aus dem Aufnahmebereich migriert. Immer wieder durchlaufen Slugs ande-
ren Ursprungs den Bildausschnitt (k)−(l), die auseinanderreißen und in mehrere kleinere
Strukturen übergehen (m)−(n). In Abbildung (o) hat sich nach mehr als 30 h schließlich
ein Fruchtkörper gebildet. In einigen Experimenten wurde beobachtet, wie sich aus dem
Bereich der Sporenmasse erneut Slugs bilden, die wiederum über den Untergrund migrie-
ren. Zum direkten Vergleich des Aggregationsverhaltens der Zellen auf IPA und unter
Kontrollbedingungen sind in Abbildung 4.46 einige Momentaufnahmen der Aggregation
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von Zellen unter Kontrollbedingungen zu sehen. Hier sind die sich zu Strömen vereinende
Zellen deutlich zu erkennen.
Die morphologischen Untersuchungen der Zellen unter dem Einfluss von IPA werden an
dieser Stelle durch die Bestimmung der gebildeten Sporenmenge der Fruchtkörper er-
gänzt. Die mikroskopischen Analysen in Abbildung 4.46 haben gezeigt, dass während des
Entwicklungszyklus häufig unförmige Zellaggregate auftreten, die in bereits durchlaufene
Stadien rücktransformieren können (z.B. vom Fruchtkörper ins Slugstadium nach dem
Abreißen von Zellmassen). Daher stellt sich die Frage, ob unter solchen Bedingungen
der Entwicklungszyklus erfolgreich abgeschlossen werden kann. Sporen von Dictyosteli-
um sind lichtmikroskopisch einfach von den Zellkörpern zu unterscheidende Strukturen.
In Abbildung 4.47 ist die relative Anzahl der aus den Fruchtkörpern isolierte Sporen
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Abbildung 4.47: Sporenausbeute in Abhängigkeit der vorhandenen Konzentration an IPA
im Agar. Die Angaben in Prozent beziehen sich auf die aufgetragene Gesamtzahl an Zellen.
Für jede Konzentration wurden die Sporen von 25 Petrischalen gezählt. Aus diesen Werten
wurde ein Mittelwert und die Standardabweichung berechnet.
dargestellt. Zur Analyse wurde die gleiche Anzahl an Zellen auf Agarschichten mit va-
riierten IPA-Konzentrationen aufgetragen. Die prozentualen Angaben in der Abbildung
beziehen sich auf diese absolute Zahl an aufgetragenen Zellen, die dann einen vollstän-
digen Entwicklungszyklus durchlaufen durften. Unter dem Einfluss von IPA haben sich
dabei bei allen eingesetzten Konzentrationen etwa 60% aller aufgetragenen Zellen in Spo-
ren umgewandelt, im Gegensatz zu den Kontrollexperimenten. Hier wurden etwa 24%
der ursprünglich aufgetragenen Zellen als Sporen geerntet. Da die Ernte der Sporen von
großen Verlusten begleitet ist, können diese Angaben nur als relative Angaben zwischen
den IPA-Konzentrationen betrachtet werden. Die dargestellten Werte sind Mittelwerte
mit den dazugehörenden Fehlerbalken. Zur Analyse wurde die Anzahl der Sporen von
jeweils 25 Petrischalen bestimmt. Die quantitative Analyse der gebildeten Sporenzahl der
Fruchtkörper ergibt eine signifikante Erhöhung ihrer Zahl in Anwesenheit von IPA.
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Analyse der Muster in Anwesenheit von IPA mit Ωij
Die Analyse der Muster der Zellen auf IPA-Agar mit Hilfe der Fluktuationszahl ergab
keine von den Kontrollzellen abweichenden Ωij-Verteilungen, wie es auch schon im Fall der
mit Koffein behandelten Zellen in Abb. 4.39 beobachtet werden konnte. Abbildung 4.48
zeigt exemplarisch die zeitliche Entwicklung der gemittelten Ωij mit den zugehörigen
Standardabweichungen aufeinanderfolgender Bildintervalle bei 0,25 mM IPA im Vergleich
zu den Verteilungen der Kontrollzellen. Der zugrundeliegende Datensatz ist derselbe wie in
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Abbildung 4.48: Gemittelte Ωij und Standardabweichungen aufeinanderfolgender Bildin-
tervalle bei 0,25 mM IPA (rot) und bei Kontrollzellen (schwarz). Die Verteilungen wurden
aus den Daten von Abbildung 4.40(a) bis nahezu (c) berechnet. Hier war die Entwicklung
der Kontrollzellen bereits weit fortgeschritten. Die Ωij-Verteilung bewegt sich kontinuierlich
zu kleineren Werten hin.
Abbildung 4.40. So kann die zeitliche Entwicklung der Observablen beim Vergleich mit den
Mustern besser verstanden werden. Während auf der linken Seite in Abbildung 4.40(a)
ausgeprägte Spiralwellen zu sehen sind, werden in (b) erste Territorialgrenzen deutlich
sichtbar.1 Die mittleren Ωij in Abbildung 4.48 sind zu diesem Zeitpunkt bereits in einem
sehr niedrigen Wertebereich. Die Verteilungen der Zellen auf Agar mit 0,25 mM IPA
bleiben dagegen auf hohem Niveau. Der Vergleich von Ωij-Verteilungen die von Zellen
stammen, die weniger weit in ihrer Entwicklung fortgeschritten waren zeigte bei allen
getesteten IPA-Konzentrationen zwischen 1,25 mM und 2 mM keine unterschiedlichen
Wertebereiche.
1 Da es sich bei Abbildung 4.40(a) um ein Differenzenbild handelt, können erste Territorialgrenzen
nicht gesehen werden. Tatsächlich ist die Entwicklung der Kontrollzellen auf der linken Seite schon
verhältnismäßig weit fortgeschritten.
5 Diskussion und Ausblick
Im Rahmen dieser Arbeit wurde die Rolle biologischer Variabilität auf die Musterbildung
von Dictyostelium untersucht. Motiviert wurde dieses Vorgehen durch die Hypothese, dass
biologische Variabilität auf Zellebene einen entscheidenden Einfluss bei der Entstehung
makroskopischer Muster hat, genauer gesagt, dass die Brechung räumlicher Symmetrien
in biologischen Systemen durch Variabilität gesteuert wird. Nach dieser Vorstellung soll
die räumliche Verteilung von Zelleigenschaften die raumzeitlichen Muster maßgeblich prä-
gen.
In die experimentellen Arbeiten vorbereitenden numerischen Simulationen wurden zu-
nächst die Regeln von Variabilität in den Musterbildungsprozessen eines einfachen Au-
tomatenmodells untersucht und für die Analyse raumzeitlicher Datensätze entwickelte
Methoden auf die Muster des Modells angewendet (Abschn. 4.1). Diese raumzeitlichen
Filter basieren dabei auf der Abschätzung von Systemeigenschaften aus Nachbarschafts-
konstellationen raumzeitlicher Datensätze. Insbesondere die Methoden zur Quantifizie-
rung raumzeitlicher Fluktuationen Ωij stellte hier einen geeigneten Ausgangspunkt dar,
um Variabilität sichtbar zu machen. Auf diese Weise konnten wichtige Methoden der Da-
tenanalyse etabliert und die allgemeine, oben skizzierte Fragestellung konkretisiert wer-
den.
Der Hauptteil der Arbeit bestand in der experimentellen Untersuchung raumzeitlicher
Muster vonDictyostelium unter verschiedenen experimentellen Bedingungen (Abschn. 4.2).
Insbesondere wurden Zellen in ihrem Zellzyklus synchronisiert und Zellgruppen mit un-
terschiedlichem Entwicklungsalter miteinander gemischt (Abschn. 4.2.1 und 4.2.2). Dies
geschah in Anlehnung an den von Lauzeral et al. (1997) postulierten Entwicklungspfad
bei Dictyostelium und sollte in einem Fall einer Minimierung, im anderen Fall einer Er-
höhung des Desynchronisationsgrades der Zellen entlang des Pfades entsprechen [Lau97].
Globale Zelleigenschaften wurde durch die Verwendung der chemischen Effektoren Koffein
und IPA systematisch variiert (Abschn. 4.2.3). Koffein verringert konzentrationsabhängig
die Erregbarkeit einer Zellpopulation [Bre84, Sie89]. Über die Wirkung von IPA auf die
Musterbildung waren zum Zeitpunkt der Untersuchungen keine Informationen vorhan-
den. Im Rahmen dieser Arbeit konnte gezeigt werden, dass die Substanz einerseits dem
Koffein ähnliche Effekte auf die Musterbildung hervorruft, zudem aber auch ein gestörtes
Aggregationsverhalten im späteren Verlauf des Entwicklungszyklus bewirkt.
Schließlich wurden die zwar numerisch etablierten Methoden auf die Analyse der unter
diesen Bedingungen entstandenen biologischen Muster von Dictyostelium übertragen, um
die räumlichen Verteilungen der Zelleigenschaften bei geändertem Desynchronisations-
grad und bei global geänderten Zelleigenschaften zu untersuchen. Dabei zeigte sich, dass
sich die Verteilungen der Fluktuationszahl Ωij der Zellgruppen mit verändertem Desyn-
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chronisationsgrad jeweils deutlich von den Verteilungen der Kontrollgruppen separieren,
während sich die Zellen mit global geänderten Eigenschaften anhand ihre Ωij-Verteilungen
nicht von den Kontrollgruppen unterscheiden lassen.
Gewonnene Ergebnisse wurden in folgender Weise publiziert: In Polezhaev et al. (2005)
wurde ein Übergang von Spiral- zu Targetmustern, wie er beispielsweise bei der Gabe
hoher Dosen von Koffein beobachtet werden kann, mit Hilfe eines modifizierten Martiel-
Goldbeter-Modells untersucht. Diese Analysen zeigten, dass der lokalen Zelldichte im
späten Stadium der Aggregation eine entscheidende Rolle bei der Entstehung von Tar-
getzentren zukommen kann [Mar87, Pol05]. In Hilgardt et al. (2007) wurde erstmals die
mögliche Rolle von Variabilität auf die Musterbildung biologischer Systeme konkret bei
Dictyostelium und das Konzept der Extraktion mikroskopischer Eigenschaften auf Ebene
makroskopischer Muster formuliert. Hier wurden ebenfalls die Ergebnisse der Rekonstruk-
tion von Zelleigenschaften mit Hilfe der Fluktuationszahl Ωij und der Transinformation
Iij im Automatenmodell und erste Untersuchungen an experimentellen Daten mit Hilfe
der Observablen aufgezeigt [Hil07]. In Geberth et al. (2009) wurden diese Untersuchun-
gen durch die Wahrscheinlichkeitsverteilung für das Auftreten von Phasensingularitäten
in Abhängigkeit der räumlichen Verteilungen von Pacemakerelementen im Automatenmo-
dell erweitert und die Verteilungen der Phasensingularitäten experimenteller Daten mit
den Observablen korreliert [Geb09b]. In Hilgardt et al. (2008) wurden erstmals experi-
mentelle Beobachtungen der Musterbildung unter dem Einfluss von IPA publiziert und
mögliche Wirkungsmechanismen diskutiert [Hil08].
Diese Arbeit entstand in enger Verzahnung mit der Arbeitsgruppe „Computational Sys-
tems Biology“ an der Jacobs Universität Bremen unter der Leitung von Prof. Marc-
Thorsten Hütt. Insbesondere wurden hier von Daniel Geberth wichtige Aspekte der Mus-
terentstehung und die Rolle von Variabilität bei Dictyostelium mit Hilfe mathematischer
Modellsysteme und experimenteller Daten untersucht. Im Rahmen seiner Arbeit wurden
große Fortschritte in der theoretischen Betrachtung von biologischer Variabilität erzielt.
Obwohl an vielen Stellen dieser Arbeit die Ergebnisse bereits am Ort ihrer Darstellung
diskutiert wurde, sollen im folgenden einige wichtige Aspekte herausgegriffen und im Kon-
text der Ergebnisse und Vorstellungen anderer Autoren betrachtet werden.
5.1 Variabilität in simulierten Mustern des Automatenmodells
Musterbildung im Automatenmodell
In Abschnitt 4.1.1 wurde am Automatenmodell Variabilität durch die Einführung räum-
licher Verteilungen zweier qualitativ unterschiedlicher ortsabhängiger Parameter imple-
mentiert, wobei einer der Parameter implizit die Dauer der Refraktärphase und der andere
den Einfluss der Nachbarschaft auf die Zustandsentwicklung der Elemente bestimmt. Da-
bei wurde Variabilität im Sinne einer Pacemakerdichte systematisch variiert. Hier zeigte
sich, dass der Anteil an Elementen mit unterschiedlicher Erregbarkeit und Sensitivität
erheblichen Einfluss auf die asymptotischen Muster hat. Die qualitativen Beobachtungen
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bleiben auch unter dem Einfluss von Rauschen erhalten. Während mit steigendem Anteil
hochsensitiver Elemente die Größe der Domänen ansteigt, wirkt sich ein erhöhter Anteil
hocherregbarer Elemente vor allem auf die bevorzugten Mustertypen aus. Mit zunehmen-
dem Anteil dieser Elemente bilden sich vor allem Targetmuster. Für die Untersuchungen
wurden identische Anfangsbedingungen mit zufälliger Verteilung der Zustände innerhalb
des Zustandsraums Σ = {0, 1, . . . , n− 1, n} gewählt. Daraus ergibt sich, dass sich die
meisten Elemente zu Beginn der Simulationen im erregten Zustand (1, . . . , n − 1) be-
funden habe. Systematische Analysen von Geberth (2009) haben gezeigt, dass die Wahl
der Anfangsbedingungen der Zustände dieses Automatenmodells einen erheblichen Ein-
fluss auf den Wirkungsgrad interagierender Wellenfragmenten und damit auch auf das
Gewicht der variablen Elemente bei der Musterbildung ausüben [Geb09a]. Dabei können
minimale Änderungen der Anfangsbedingungen die qualitativen Eigenschaften der Muster
drastisch verändern. Im Fall von mehrheitlich erregbaren Elementen bei Simulationsbe-
ginn wird die Dynamik des Systems stärker von den Interaktionen dominiert. Es zeigen
sich dann keine offensichtlichen Abhängigkeiten der asymptotischen Muster von der zu-
grundeliegenden Variabilität [Geb09a]. Hieraus ergibt sich die Option der Rekonstruktion
von Variabilität aus den Mustern mit Hilfe mathematischer Werkzeuge bei sich nicht än-
dernden Mustereigenschaften. Auf diese Weise kann der Einfluss der Mustereigenschaften
auf die Rekonstruktion implementierter Zelleigenschaften besser verstanden werden.
Mustereigenschaften in Abhängigkeit von Variabilität in anderen Modellsystemen
Die Untersuchungen von Sawai et al. (2005) deckten an einem Hybridmodells nach Levi-
ne et al. (1996), welches als dynamische Variable neben der cAMP-Konzentration auch die
cAMP-abhängige Erregbarkeit (pulsinduzierte Erregbarkeit) beinhaltet, eine enge Bezie-
hung der Stärke der Wirkung von cAMP auf die Erregbarkeit (und damit der Stärke der
genetischen Rückkopplung von cAMP auf die eigene Produktion) und der globalen Pha-
sensingularitätsdichte auf [Kes93, Lev96, Saw05]. Insbesondere zeigen Sawai et al. (2005),
dass bei einer mittleren Stärke der Rückkopplung ein Minimum der Dichte an Phasensin-
gularitäten (also ein Maximum der Einzugsgebiete einzelner Spiralwellen) vorliegt. Dieser
Zustand kann mit der Musterbildung des Wildtyps von Dictyostelium in Verbindung ge-
bracht werden. Vergleiche der Simulationsergebnisse mit experimentellen Mustern von
Mutanten der intrazellulären cAMP-Prozessierung zeigten eine hohe Übereinstimmung
dieser Abhängigkeit [Saw05].
In Geberth & Hütt (2008) konnten dann anhand dieses Modells Bildungsgesetze der asym-
ptotischen Mustern in Abhängigkeit individueller Pacemakerelemente formuliert werden
[Geb08]. Es ergab sich eine starke Antikorrelation zwischen der räumlichen Verteilung der
Phasensingularitäten und individuellen spontan feuernden Pacemakerelementen. Dabei
kann dem positiven Feedback des periodischen cAMP-Signals auf die Genexpression der
Elemente der Signaltransduktion eine essentielle Rolle bei der Musterbildung zugewiesen
werden. Insbesondere zeigte sich, dass diese pulsinduzierte Erregbarkeit in unmittelba-
rer Umgebung der Pacemakerelemente die störungsinduzierte Spiralbildung herbeiführt.
In einem Minimalmodell aus drei Pacemakerelementen können daraufhin durch einfache
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geometrische und probabilistische Argumente die Spiralpositionen vorhergesagt werden.
Weiterhin konnte ein Ungleichgewicht in der Chiralität der gebildeten Spiralen in Ab-
hängigkeit der Pacemakerverteilung beobachtet und mit denselben Argumenten erklärt
werden [Geb08]. Innerhalb dieser Arbeit wurden somit zum erstenmal makroskopische
Muster auf der Grundlage von Zell-Zell-Unterschieden in Dictyostelium-Modellen vorher-
gesagt.
Ebenso kann der von Lauzeral et al. (1997) postulierte Entwicklungspfad unter dem be-
sonderen Aspekte der Variabilität betrachtet werden [Lau97, Geb09c]. Hier evolviert das
Enzymsystem aus cAMP-Synthese und -Degradation einzelner Zellen desynchron entlang
des Pfades und führt das System durch die verschiedenen dynamischen Regime. Unter ge-
eigneten (dynamischen) Definitionen von Pacemakerzellen konnte auch in diesem System
eine Antikorrelation der Positionen der Pacemakerzellen zu den räumlichen Verteilungen
der Spiralzentren nachgewiesen werden [Geb09c]. Mit den neuen Methoden zur Extrakti-
on von Phasensingularitäten und Targetzentren konnten die Wege zur etablierten Spiralen
untersucht und so die Musterentstehung weiter klassifiziert werden [Geb10].
Rekonstruktion von Variabilität aus simulierten Mustern mit Ωij
In Abschnitt 4.1.2 führte die Korrelation der im Modell implementierten Zelleigenschaften
und der Observablen Ωij und Iij auf die erfolgreiche Rekonstruktion der Verteilungen der
Eigenschaften unter den hier gewählten Anfangsbedingungen und Modellparametern. Für
beide Zelleigenschaften werden die Korrelationskoeffizienten mit steigendem Anteil an Va-
riabilität höher. Die deutliche Erhöhung der Korrelationskoeffizienten in Anwesenheit von
Rauschen, das die Muster qualitativ nicht verändert, kann als indirekter Beweis betrachtet
werden, dass die hohen Korrelationskoeffizienten nicht nur auf einfache Mustermerkmale
zurückgeführt werden können. Das war insbesondere bei der Fluktuationszahl Ωij der Fall
und kann dadurch erklärt werden, dass Rauschen den Möglichkeitsraum nachbarschaftli-
cher Unterschiede vergrößert.
Ein sehr entscheidendes Ergebnis in Hinblick darauf, dass mit Hilfe der Analysewerkzeuge
tatsächlich Zell-Zell-Unterschiede extrahiert werden konnten, war die in Abschnitt 4.1.3
durchgeführte Pacemakerrekonstruktion (Abb. 4.10). Hier konnte gezeigt werden, dass
beide Observablen ein individuelles Pacemakerelement mit niedriger oder höherer Erreg-
barkeit aus allen anderen Elementen zuverlässig extrahieren können. Solche Pacemaker-
elemente heben sich deutlich in der (Ω, I)-Ebene von allen anderen Elementen ab, ohne
einen qualitativen Einfluss auf die Muster zu haben. Hier wird der besondere Wert der Ob-
servablen deutlich: Die Identifizierung von Variabilität beruht auf Zell-Zell-Unterschieden.
Die Verteilungen dynamischer Eigenschaften einzelner Elemente können durch die Berech-
nung raumzeitlicher, nachbarschaftlicher Differenzen ohne Kenntnis der zugrundeliegende
Natur dieser Unterschiede mit Hilfe der Analysegrößen extrahiert werden.
Durch eine statistische Analyse konnte gezeigt werden, dass sich nach einer Vielzahl von
Programmdurchläufen bei fixierten Elementen mit erhöhter Erregbarkeit und Elementen
hoher Sensitivität innerhalb einer Umgebung mit zufällig gewählten Anfangsbedingungen,
hohe statistische Wahrscheinlichkeiten für Orte der Spiralentstehung in der unmittelbaren
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Umgebung der Elemente mit den abweichenden Eigenschaften ergeben, ohne dass sich
dieser Zusammenhang in den Einzelsimulationen offensichtlich bemerkbar macht (Ab-
schn. 4.1.3). Wie sich bei der qualitativen Betrachtung der Muster im Zusammenhang
mit den Anfangsbedingungen bereits gezeigt hat, spielen diese bei der Musterentstehung
eine maßgebliche Rolle, da hier Eigenschaften einzelner Elemente unterschiedlich stark
amplifiziert und die Dynamik des Systems unterschiedlich von den Interaktionen einzel-
ner Wellenfronten dominiert wird. So finden sich auch hier statistische Zusammenhänge,
die stark von den Anfangsbedingungen geprägt sind [Geb09a]. Besonders interessant ist
aber, dass die Musterbildung im Modell zwar durch die Aktivität periodischer Targetzen-
tren initialisiert wird, dass aber deren Einfluss und Rolle bei der qualitativen Ausprägung
der Muster maßgeblich durch die Eigenschaften des Gesamtsystems verstärkt oder unter-
drückt wird und dass der Ursprung solcher Zentren unterschiedlicher Natur sein kann.
In Abschnitt 4.1.4 wurde die Frage der Rolle der Mustereigenschaften auf die Rekonstruk-
tion von Variabilität untersucht. Ohne die direkte Messung der Zelleigenschaften ist die
Aufklärung der Beziehung zwischen Variabilität und den Mustern äußerst schwierig. In
der vorliegenden Arbeit wurde der Versuch unternommen durch gezielte Rekonstruktion
der Zelleigenschaften mit statistischen Werkzeugen das Problem der kausalen Verknüp-
fung direkter und indirekter Einflüsse (der Muster auf rekonstruierte Zelleigenschaften)
auf die Beobachtungsgrößen zu umgehen.
Die Auswahl der bis hier diskutierten Ergebnisse und Zusammenhänge ergibt in Hin-
blick auf die Entstehung asymptotischer Muster und die Rolle von Variabilität auf die
Musterbildung einige interessante Implikationen:
• Unterschiedliche Routen können zu gleichen asymptotischen Mustern führen. Selbst
innerhalb eines sehr einfachen Modellsystems existieren verschiedene Mechanismen
der Entstehung qualitativ vergleichbarer Muster.
• Die Verifizierung der Mustereigenschaften biologischer Systeme mit Hilfe theoreti-
scher Modellsystem ist demnach nicht immer ausreichend, um die zugrundeliegenden
biologischen Annahmen auf das reale System übertragen zu können. Vielmehr muss
auch die Route der Entstehung solcher Muster herangezogen werden.
• Spiralentstehung hängt nicht nur von lokalen Gegebenheiten, sondern auch von glo-
balen oder langreichweitigen Bedingungen (Verteilungen und Beziehungen zwischen
Pacemakern) ab.
• Der Einfluss von Einzelelementen kann durch die Gesamtheit aller Elemente, insbe-
sondere deren dynamische Beziehung zueinander reguliert werden.
• In Einzelsimulationen nicht offensichtliche Zusammenhänge zwischen Zelleigenschaf-
ten und Mustereigenschaften können durch statistische Analysen aufgedeckt werden.
Die Identifizierung der Mechanismen der Spiralentstehung und ihrer räumlichen
Verteilungen in experimentellen Systemen ist möglicherweise nur über einen statis-
tischen Zugang möglich.
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Diese Überlegungen fordern eine Erweiterung des herkömmlichen Methodenrepertoires
zur Analyse raumzeitlicher Datensätze und der Bewertung verschiedener kontroverser
Modellvorstellungen zur Spiralentstehung bei Dictyostelium. Während die Evolution be-
stimmter Mustergeometrien mit der in dieser Arbeit vorgestellten simultanen Detektion
von Phasensingularitäten und Targetzentren räumlich und zeitlich hochaufgelöst verfolgt
werden kann, wie in Abbildung 4.4 exemplarisch gezeigt wurde, müssen statistische An-
sätze gesucht werden, um Bildungsmechanismen und geometrische Zusammenhänge zwi-
schen dem globalen Auftreten räumlicher Mustertypen aufdecken zu können. Hier bietet
sich beispielsweise die Analyse von Punktprozessen an. Die Methode untersucht statisti-
sche Verteilungen und Eigenschaften von Punkten in der Ebene und stellt einen vielver-
sprechenden statistischen Ansatz zur Untersuchung der Entstehung von Spiralmustern bei
Dictyostelium dar (siehe z.B. [Ill08]). Genauer gesagt können mit dieser Methode Hypothe-
sen über die Entstehung räumlicher Punktmuster überprüft werden und so beispielsweise
Mechanismen, wie wechselseitige Anziehung oder Abstoßung, bei der Entstehung räum-
licher Verteilungen asymptotischer Muster aufgedeckt werden. Signaturen (insbesondere
Korrelationsfunktionen) der Muster verschiedener Modellsysteme können so miteinander
verglichen werden. Beim Heranziehen experimenteller Daten können Modellsysteme als
nicht realistisch ausgeschlossen werden. Zur Beurteilung der Mechanismen der Spiralent-
stehung aus der Aktivität von Targetzentren ist dabei zunächst nur die Kenntnis der
jeweiligen räumlichen Verteilungen notwendig. Die allgemeine Problematik bei der Ver-
gleichbarkeit experimenteller Datensätze, beispielsweise der unterschiedlichen räumlichen
Vergrößerung, kann durch diese Methode umgangen werden. Auf diese Weise können ex-
perimentelle Daten verglichen und zusammengefasst werden. In Geberth (2009) wurde
bereits an verschiedenen Modellen von Dictyostelium und experimentellen Daten gezeigt,
dass beispielsweise die Wahrscheinlichkeit für das Auftreten einer Spirale in unmittel-
barer Umgebung einer anderen Spirale als generische Eigenschaft erregbarer Systeme in
allen Modellen und den Daten zu finden ist, dass die exakte Längenskala solcher Mus-
tereigenschaften jedoch von Modell zu Modell variiert und von dessen dynamischen Ei-
genschaften bestimmt und nicht von den gegebenen Anfangsbedingungen dominiert wird
[Geb09a, Geb09c].
5.2 Variabilität bei Dictyostelium
Im experimentellen Teil dieser Arbeit wurden die Erregungsmuster von Dictyostelium
unter verschiedenen Bedingungen untersucht. Da es nicht möglich war, Variabilität (bei-
spielsweise durch Mischen von markierten Mutanten der Signaltransduktion mit Wild-
typzellen) zu realisieren, wurden zwei Gruppen von Zellen mit unterschiedlichen Eigen-
schaften untersucht. Die erste Gruppe beinhaltete Zellen, die in ihrem Zellzyklus synchron
waren (Abschn. 4.2.1) und Zellen mit unterschiedlichem Entwicklungsalter, die miteinan-
der gemischt wurden (Abschn. 4.2.2). Bei der anderen Gruppe wurden die Eigenschaften
der Zellen global durch Koffein und IPA geändert (Abschn. 4.2.3).
Im Fall der gemischten und synchronen Zellen wurden also relative Unterschiede der Zel-
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len einer Kultur geändert, während bei den mit Koffein und IPA behandelten Kulturen die
Eigenschaften aller Zellen manipuliert wurden. Dieser fundamentale Unterschied spiegelt
sich auch in den Ergebnissen der Analyse von Zell-Zell-Unterschieden durch die Extrakti-
on gerichteter Beiträge zur Fluktuationszahl wider. Die Ωij-Verteilungen der synchronen
und gemischten Zellen unterscheiden sich sehr deutlich von denen der Kontrollgruppen
(siehe z.B. Abb. 4.19 und Abb. 4.28). Die global geänderten Zellen zeigen dagegen bei kei-
ner der eingesetzten Konzentrationen Unterschiede in ihren Ωij-Verteilungen (Abb. 4.39
und Abb. 4.48).
Obwohl bei einer globalen Änderung der Zelleigenschaften formal keine Unterschiede in
den Werteverteilungen der Observablen zu erwarten sind, ist dieses Ergebnis durchaus
erstaunlich. Immerhin unterscheiden sich die qualitativen Eigenschaften der Muster unter
Koffein und IPA im Vergleich zu denen der Kontrollzellen äußerst deutlich voneinander
(vgl. Abb. 4.32 und Abb. 4.40). Beide Substanzen bewirken eine starke Reduktion der
Phasensingularitätsdichte (vgl. Abb. 4.33 und Abb. 4.42), was sich in wenigen Spiralwel-
len und großen Einzugsgebieten äußert. Zudem werden die Spiralmuster bei hohen Dosen
instabil. Bei 5 und 6 mM Koffein ist dies schon bei Beginn der Musterbildung der Fall.
Dagegen unterscheiden sich die Muster synchroner und gemischter Zellen nicht wesentlich
von den Mustern der Kontrollen. Die Dichte der Phasensingularitäten der verglichenen
Muster lag immer im selben Bereich.
Auch wenn hier zunächst keine Systematik zwischen den gemischten Zellen und den Un-
terschieden in den Verteilungen der Ωij in Abhängigkeit der Verzögerungszeit und dem
Mischungsverhältnis gefunden werden konnte, bringen diese Zellen in weiten Bereichen
beider Parameter stark abweichende Ωij-Verteilungen hervor. In Abbildung 4.31 wur-
de diese Parameterabhängigkeit anhand eines Punktdiagramms gezeigt. Diese Ergebnisse
sind gewichtige Hinweise auf eine erfolgreiche Extraktion der Zell-Zell-Unterschiede, da
das Prinzip der Fluktuationszahl auf der Extraktion räumlicher und zeitlicher Differen-
zen beruht, die nach den gemachten Annahmen im einen Fall geändert wurden und im
anderen Fall nicht. In welchen Eigenschaften diese Unterschiede begründet liegen (z.B. in
der Beweglichkeit und Reaktion individueller Zellen auf das cAMP; vgl. [Sam06]), kann
nicht beantwortet werden.
Die Motivation hinter dem Mischen unterschiedlich entwickelter Zellen und der Verwen-
den synchroner Zellen lag in der Vorstellung, die in der Phasenverteilung der individuellen
Zellen einer Kultur begründete Heterogenität systematisch zu verändern und diese Un-
terschiede aus den makroskopischen Mustern sichtbar zu machen.
Am Beispiel der synchronen Zellen hat sich gezeigt, dass die gerichteten Beiträge der Zel-
len zur Fluktuationszahl geringer waren als bei anderen Zellen. Dabei konnte sogar der
Synchronisationsgrad der Zellen rekonstruiert werden (Abb. 4.21). Die extrahierten Ver-
teilungen blieben über lange Zeitfenster hinweg stabil und waren damit nicht unmittelbar
und offensichtlich von den Muster geprägt (Abb. 4.20). Die Grauwerte derselben Daten
zeigten zudem keine Unterschiede in ihren Verteilungen (Abb. 4.22). Hier stellt sich die
Frage nach der Rolle des Zellzyklus auf die Differenzierung der Zellen und vor allem auf
die Musterbildung.
Die jahrzehntelange Forschung brachte kontroverse Meinungen über die Mechanismen der
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Determination des Schicksals individueller Zellen hervor. Ein Konsens besteht jedoch in
der Vorstellung, dass sich vielfältige Regulationsmechanismen evolviert haben müssen,
welche die Aufrechterhaltung der recht stabilen Verhältnisse der Zelltypen im späteren
Fruchtkörper gewährleisten können. Neben externen Faktoren, wie beispielsweise dem
Ernährungsstatus einer Zelle, der sogenannten „growth history“ [For77], wurde in unzäh-
ligen experimentellen Arbeiten gezeigt, dass die Position einer Zelle in ihrem Zellzyklus
beim Einsetzen der Hungerphase maßgeblich an der Determination späterer Differenzie-
rungsprosse beteiligt ist (zellzyklusabhängige Sortierung; [Kat74, ZH78a, Wan88, Wei84a,
McD84, McD86, Gom87, Kre89, Zim93, Wee94, Ara97, Hua99]). Hier vertreten die Au-
toren die Hypothese eines sogenannten PS-Punktes (putative shift-point) innerhalb des
Zellzyklus [Mae93, Ara94]. Zellen die sich bei Nahrungsentzug vor diesem Punkt befinden,
aggregieren statistisch schneller und können möglicherweise die Funktion von Pacemaker-
zellen übernehmen. Zu finden sind solche Zellen am posterioren Teil des Slugs. Zellen
kurz hinter dem PS-Punkt zeigen ein langsameres Aggregationsverhalten und sortieren
sich zum apikalen Tip in der anterioren Zonen [Ara94, Ara97]. Dieser Zusammenhang spie-
gelt sich in einer starken Korrelation zwischen der Zellzyklusposition und der Expression
zelltypspezifischer Marker wieder [Ara97]. Zellen der spätern G2-Phase differenzieren sich
selektiv in Tipzellen. Damit besteht ein Zusammenhang zwischen dem späteren Zellschick-
sal und Ereignissen, die bereits vor der Musterbildung stattgefunden haben. Inwieweit sich
dieser Zusammenhang in der Musterbildung und den Signaleigenschaften einzelner Zellen
abbildet, kann nicht beantwortet werden. Denn deutlich unterscheidbare zelltypspezifische
Expressionsmuster werden vor allem im Moundstadium deutlich sichtbar.
In McDonald (1986) wurde gezeigt, dass sich der Synchronisationsgrad der Zellen syste-
matisch in der Dichte der Fruchtkörper und damit in der Phasensingularitätsverteilung
abbildet, womit dem Zellzyklus eine Modulation der Fähigkeit der Zellen zur autonomen
Oszillation, die für die Verteilungen der Aggregationszentren verantwortlich ist zukommt
[McD86]. Implizit bedeutet dies auch, dass der Zellzyklus eine Rolle bei der Erzeugung von
Defekten der Wellenpropagation spielt und dass individuelle Zelleigenschaften die Muster
prägen können. Da im Rahmen der Untersuchung experimenteller Muster gezeigt werden
konnte, dass mit Hilfe von Ωij zelluläre Unterschiede identifiziert werden können, ist die
Korrelation der Ωij-Verteilungen mit den räumlichen Verteilungen der Phasensingularitä-
ten vor diesem Hintergrund gerechtfertigt. Zwar spiegelt die Korrelation der Verteilungen
der Phasensingularitäten und der Ωij den Verlauf der Musterbildung wider, doch zei-
gen sich schon im sehr frühen Entwicklungsstadium der Zellen (also vor der sichtbaren
Musterentstehung im Dunkelfeld) positive Korrelationen, die sich aus der Korrelation der
Grauwerte oder zufällig verteilter Phasensingularitäten mit Ωij nicht ergeben (Abb. 4.23).
Daraus läßt sich ableiten, daß bereits vor dem Auftreten kohärenter Wellenstrukturen eine
Symmetriebrechung in der homogenen Zellschicht stattgefunden haben muß, die mit Hilfe
mathematischer Größen aus den Grauwerten der Aufnahmen extrahiert werden kann.
Mit der Untersuchung von McDonald (1986) erklärt sich nun auch möglicherweise die
Beobachtung, dass keine systematischen Unterschiede der Phasensingularitätsdichte der
synchronen Zellen im Vergleich zu den Kontrollzellen gefunden wurden (Abschn. 4.2.1),
da der Grad der Synchronität entscheidend die Dichte der Fruchtkörper reguliert. Bei den
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hier vorgenommenen Untersuchungen wurde die Dichte der Phasensingularitäten nicht in
Abhängigkeit des Synchronisationsgrads betrachtet.
5.3 Wirkung chemischer Effektoren auf die Musterbildung
In Abschnitt 4.2.3 wurde die Musterbildung und Entwicklung von Dictyostelium mit Hilfe
chemischer Effektoren beeinflusst. Während im Fall des Koffeins vor allem dosisabhängi-
ge Veränderungen der Parameter der Wellenpropagation und Musterbildung beobachtet
wurden, der Entwicklungszyklus jedoch unbeeinträchtigt blieb, wurde in Anwesenheit von
IPA neben ähnlichen Effekten auf die Musterbildung, zusätzlich das Unvermögen der Zel-
len zur Bildung von Zellströmen, Übergänge zwischen unterschiedlichen Mustertypen und
dramatische Folgen auf die morphologische Entwicklung beobachtet. Obwohl von beiden
Substanzen eine Hemmung der Aktivität der AC bekannt ist oder zumindest (im Fall von
IPA) aufgrund der im Lauf dieser Arbeit erzielten Ergebnisse angenommen werden kann,
sind die vermittelnden zellulären Strukturen wahrscheinlich unterschiedlicher Natur und
nicht hinreichend bekannt. In den nächsten beiden Abschnitten werden daher die Ergeb-
nisse einiger Autoren im Zusammenhang mit dieser Fragestellung betrachtet und die in
dieser Arbeit erzielten Beobachtungen der Musterbildung diskutiert.
Wirkmechanismus von Koffein
Koffein wirkt beim Menschen antagonistisch zu Adenosin auf die A1- und A2-Rezeptoren
im Zentralnervensystem und inhibiert verschiedene cAMP-degradierende PDEs [Cha76].
Bei Dictyostelium wird Koffein gezielt eingesetzt, um die „Erregbarkeit“ der Zellschicht zu
vermindern. Insbesondere bewirkt Koffein einen Anstieg der mittleren chemotaktischen
Deadaptionszeit der Zellen [Bre84, Sie89, Kes01], was zur optischen Kontrastverstärkung
der Wellenbanden führt. Weiterhin verringert Koffein die Anzahl an Spiralstrukturen der
Muster, was sich in vergrößerten, deutlich unterscheidbaren Einzugsgebieten der Aggre-
gationszentren äußert (vgl. Abb. 4.32 und Abb. 4.33). Diese Effekte werden in Standard-
präparationen durch den Einsatz von Koffeinkonzentrationen im Bereich von 2−3 mM
zur Beobachtung der Muster ausgenutzt (siehe z.B. [Foe90a]).
Koffein inhibiert schnell und reversibel die cAMP-Synthese, ohne dabei das intrazelluläre
ATP- oder GTP-Level zu beeinflussen. Resuspendierte Zellen reagieren bereits messbar
auf Konzentrationen von 50 µM [Bre84, The83]. Die Wirkung erfolgt in spezifischer Weise.
Damit ist gemeint, dass keine weiteren cAMP-abhängigen Prozesse identifiziert werden
konnten, die durch Koffein gehemmt werden. Eine Koffeinkonzentration von 3 mM verrin-
gert dabei die cAMP-Produktion der Zellen bereits auf 5%, während die cAMP-abhängige
Synthese von cGMP, das im Zusammenhang mit der chemotaktischen Bewegung steht,
ansteigt, was sich sowohl in der Signalamplifikation als auch in der chemotaktischen Ant-
wort der Zellen widerspiegelt [Bre84, VH84, Sie89].
Die betroffenen zellulären Strukturen und der genaue Mechanismen der Wirkung von
Koffein bei Dictyostelium sind dabei nicht hinreichend geklärt. Brenner & Thoms (1984)
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vermuteten zunächst eine indirekte Wirkung des Koffeins auf die ACs durch die Ände-
rung der intrazellulären Ca2+-Konzentration, auch weil die Verwendung von Ionophoren
ähnliche Reaktionen der Zellen wie unter dem Einfluss von Koffein hervorruft [Bre84].1
Schaap et al. (1995) zeigten jedoch, dass Ca2+ keine unmittelbare inhibierende Wirkung
auf die AC und damit die cAMP-Synthese hat [Sch95a].
Alvarez-Curto et al. (2007) haben nachgewiesen, dass die Erniedrigung der intra- und
extrazellulären cAMP-Konzentration in Anwesenheit von Koffein ebenfalls nicht durch
die Stimulation einer der intra- (RegA, PdeE) oder extrazellulären PDE (PdsA, PDE4)
durch Koffein hervorgerufen wird [AC07]. Weiterhin kann die messbar verringerte cAMP-
Produktion der Zellen nicht auf die Änderung der cAMP-Sekretion zurückgeführt werden
[AC07]. Daraufhin wurden differentielle Aktivitätsmessungen der einzelnen ACs von den
Autoren durchgeführt [AC07]. Hier zeigte sich, dass Koffein bei intakten Zellen die Aktivi-
tät aller drei Adenylatzyklasen ACB, ACG und ACA sehr deutlich und in vergleichbarer
Stärke (IC50 ≈ 0,2−0,4 mM) inhibiert. 10 mM Koffein unterdrücken dabei die ACB- und
ACA-Aktivität zu 100%. Die Wirkung von Koffein auf die Enzyme im Lysat ist jedoch
vollständig aufgehoben, was nur eine indirekte Wirkung des Koffeins bei intakten Zellen
auf die cAMP-Synthese durch die AC anzeigt [Bre84, AC07].
Die direkte Blockierung der cAMP-Rezeptoren durch Koffein in Form einer kompetitiven
Hemmung wird aufgrund der hohen Spezifität der Rezeptoren ausgeschlossen. Rezeptor-
Bindungs-Assays bestätigten diese Annahme und zeigten, dass tatsächlich keine kom-
petitive Bindung des Koffeins an die cAMP-Rezeptoren stattfindet, obwohl Koffein die
Bindung von cAMP an die Rezeptoren durchaus beeinflusst [Bre84]. Denn Van Haas-
tert & De Wit (1984) haben nachgewiesen, dass Koffein in der Lage ist, die Affinität der
cAMP-Rezeptoren zu modulieren. In Anwesenheit von 10 mM Koffein in einer Zellsuspen-
sion wechseln 100% der cAMP-Rezeptoren einer Zelle in eine Konformation mit niedriger
Affinität zu cAMP [VH84]. Weiterhin wurde von Brenner & Thoms (1984) ausgeschlossen,
dass Koffein mit Adenosin um die Adenosinrezeptoren der Zellen konkurriert [Bre84].
Damit bleibt die eigentliche zelluläre Struktur, mit welcher Koffein direkt interagiert
weiterhin ungeklärt. Nach den hier aufgeführten experimentellen Ergebnissen, kann nur
vermutet werden, dass der genaue Wirkmechanismus des Koffeins bei Dictyostelium auf
mehrfacher Ebene erfolgt. Zwar wird durch Koffein die Aktivität alle drei ACs nachweis-
lich inhibiert, was eine Verminderung der cAMP-Synthese zur Folge hat, zu beachten ist
aber, dass nur die ACA durch einen G-Protein-vermittelten Mechanismus in der intakten
Zelle aktiviert wird, während die Aktivierung der beiden anderen ACG und ACB nicht
Teil eines G-Protein-vermittelten Signalweges ist [Pit92, Kim98, AC07].
Im Rahmen der hier durchgeführten Untersuchungen wurden keine Effekte des Koffe-
1 Tatsächlich reagieren aus Skelett- und Herzmuskeln isolierte sorkoplasmatische Reticuli auf Koffein mit
der erhöhten Ausschüttung von Ca2+ [Kat77]. In Physarum polycephalum bewirkt Koffein ebenfalls
die Ca2+-Ausschüttung aus intrazellulären Vesikeln [Mat77].
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ins auf die, sich der Musterbildung anschließenden Entwicklungsstadien bei Dictyostelium
beobachtet. MacWilliams (1991) zeigte jedoch, dass durch Koffein die apikale Dominanz
der zentralen Tipstruktur im Slug gehemmt wird. Dies äußert sich durch viele, in regel-
mäßigen Abständen entlang der Hauptachse des Aggregats auftretende Tipstrukturen. In
der weiteren Entwicklung gehen aus diesen dann individuelle Fruchtkörper hervor [Mac91].
Die in dieser Arbeit erzielten Beobachtungen der Wirkung des Koffeins auf die Mus-
ter verifizieren die Ergebnisse und Beobachtungen von Siegert & Weĳer (1989) [Sie89].
Die Vergrößerung der Wellenlängen sukzessiver Wellen ist dabei auf eine Verlängerung der
Deadaptationzeit (Refraktärphase) der Zellen nach einer Erregung zurückzuführen, was in
engem Zusammenhang zur erhöhten cGMP-Synthese steht (Abb. 4.37; [Sie89]). Aufgrund
bimodaler Wellenprofile vermuten Siegert & Weĳer (1989), dass ein Teil der Zellen nur auf
jede zweite Erregung reagieren kann. Die Analyse entsprechender Powerspektren zeigte,
dass sich die Signale tatsächlich aus zwei Frequenzen zusammensetzen [Sie89, Sie91].
Bei hohen Koffeinkonzentrationen verlieren etablierte Spiralwellen im späteren Verlauf
der Aggregation ihre Stabilität und werden von auftretenden oszillatorischen Zentren
vereinnahmt [Pol05]. Die Destabilisierung der Spiralwellen wird dabei vom Anwachsen
der Spiralkerndurchmesser begleitet (vgl. Abb. 4.34 und Abb. 4.35). Die Zunahme der
Durchmesser von Spiraltrajektorien in Zusammenhang mit verringerter Erregbarkeit ist
in chemischen erregbaren Systemen, wie der lichtempfindlichen Belousov-Zhabotinsky-
Reaktion hinreichend bekannt [Kes94, RR02, Han95, Yam96, Kad97, Sab02]. Verfolgt
man dort die Trajektorien der Spiralspitzen, so können in bestimmten Intensitätsberei-
chen des eingestrahlten Lichts (in der Nähe der kritischen Intensität) rigide Rotationen
und bei einer weiteren Erhöhung der Intensität wachsende Durchmesser der Spiralbahn
gemessen werden [Khe01]. Spiraltrajektorien können dabei aus dem Zusammenwirken von
Interaktionen der Wellenfronten (Dispersionseffekte) und Krümmungseffekten erklärt wer-
den [Wie46, Zyk87, Mer91, Sie94].
In der Belousov-Zhabotinsky-Reaktion ist der Spiralkern von jeder Erregung (Oxidation)
ausgenommen und bildet ein ruhendes Zentrum [Mül85]. Wachsenden Spiralzentren bei
Dictyostelium sind dagegen zellfrei und erscheinen im Dunkelfeld als schwarze Löchern
(Abb. 4.34; [Sie89]). Da die Wellenpropagation direkt auf die Bewegung der Zellen und
die Chemotaxis der Zellen direkt auf das Medium wirkt, also eine Rückkopplung zwischen
den Mustern und den Eigenschaften des Mediums besteht, wird die Spiralspitze durch
die einmal gebildeten zellfreien Löcher der Spiralkerne auf ihre Umlaufbahn gezwungen.
Entwicklungsabhängige und regulatorische Prozesse des biologischen Systems führen da-
bei zur Änderung der Dynamik des Systems. Durch die hohen Rotationsperioden der
Spirale können sich nun Targetzentren etablieren, was zur Destabilisierung der Wellen-
fronten und zur Vereinnahmung der ehemaligen Einzugsgebiete der Spiralen führt, da das
Ergebnis dieser Kompetition beider Mustergeometrien ausschließlich von der jeweiligen
Periodenlängen abhängt [Lee99].
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Wirkung des Adenosinanalogons IPA auf die Musterbildung und Entwicklung
IPA ist ein an der Riboseeinheit modifizierte Adenosinanalogon (vgl. Abb. 3.1(b)). Ade-
nosin ist ein physiologisches Degradationsprodukt des cAMP bei Dictyostelium und kann
nahezu alle cAMP-induzierten Prozesse, wie die autonome cAMP-Synthese und Aktivie-
rung der ACA [New82b], die Signalamplifikation [Bre84, The84] und die cAMP-induzierte
cGMP-Synthese [VH83], die im Zusammenhang zur Chemotaxis steht, inhibieren. Die-
se Wirkung übernimmt während der gesamten Entwicklung entscheidende regulatorische
Funktionen (z.B. bei der Verteilung der Zelltypen im Slugstadium [Bra74, Wei85, Sch86]).
Auf Ebene der Muster wird die Bildung von Aggregationszentren durch Adenosin unter-
drückt, was zu wenigen Spiralwellen mit großen Einzugsgebieten führt, wie es in dieser
Arbeit auch in Anwesenheit von Koffein und IPA beobachtet werden konnte [New82a,
New82b, Hil08].
Die Wirkung des Adenosins soll dabei in nicht kompetitiver Weise auf die Inhibierung
der cAMP-Bindung an die cAMP-Rezeptoren erfolgen [New82b, The84, VLC86]. Binde-
Assays und Spray-Experimente von Newell (1982) zeigten, dass die Wirkung des Adenos-
ins schnell und spezifisch erfolgen muss, was auf einen rezeptorvermittelten Mechanismus
hinweist [New82a, New82b].
Untersuchungen von Adenosinderivaten haben gezeigt, dass Moleküle mit modifizier-
ter Purineinheit in ihrer Hemmung weniger effizient als Adenosin wirken, während bei
Ribose-modifizierte Adenosinderivaten das Gegenteil der Fall ist [The84, VLC86, Soe96,
VVW98, Dor01a]. Dabei konnte bisher nicht geklärt werden, ob die Moleküle an der
AC selbst oder beispielsweise an den cAMP-Rezeptoren wirken [Kha87, VLC86, AC07].
In Abe et al. (2000) wird IPA als cAR1-spezifischer Inhibitor bezeichnet, obwohl die
Substanz 2007 erstmals im Zusammenhang mit Dictyostelium in der Literatur erscheint
[Abe00, AC07].
Bei Säugetieren werden ACs direkt durch Adenosin gehemmt. Und auch hier lässt sich
eine vergleichbare Abhängigkeit der Inhibierung von möglichen Molekülmodifikationen er-
kennen [Lon77, Joh89]. In Anbetracht der Notwendigkeit einer intakten Purineinheit wird
hier die Inhibition auch als P-site-Inhibition bezeichnet [Lon77, Zha97, Des99]. Es konnte
gezeigt werden, dass hier die Inhibierung intrazellulär direkt durch eine Okkupierung der
ATP-Bindestelle der ACs erfolgt.
Neben der direkten Wirkung des Adenosins auf die ACs sind auch Effekte auf G-Protein-
gekoppelte Adenosinrezeptoren bei Säugern bekannt [Fre01]. Da die Bindung des Adenos-
ins an die Rezeptoren eine intakte Riboseeinheit voraussetzt, werden diese auch als R-sites
bezeichnet [Lon77]. Diese Klasse von R-site-Adenosinrezeptoren wurden bei Dictyostelium
bisher nicht nachgewiesen. [AC07]. Van Lookeren-Campagne et al. (1986) haben gezeigt,
dass die Adenosinrezeptoren bei Dictyostelium nach ihrer Bindespezifität und Dynamik
vom Typ der P-Side-Rezeptoren sind, dass diese jedoch ausschließlich membrangebunden
und nicht intrazellulär wie bei höheren Organismen zu finden sind [VLC86]. Nach Ne-
well & Ross (1982), sowie Van-Haastert (1983) sind dabei zwei verschiedene Typen von
Adenosinrezeptoren identifiziert worden (α- und β-Rezeptor) [New82b, VH83], wobei die
durch Adenosin hervorgerufenen Effekte auf dessen Bindung an die β-Rezeptoren verant-
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wortlich sein sollen.
Von Alvarez-Curto et al. (2007) wurden Aktivitätsmessungen der einzelnen ACs in Anwe-
senheit von IPA durchgeführt. Im Lysat hat IPA keinen Effekt auf die Aktivität der ACG
und ACB. Die Aktivität der ACA wird durch IPA leicht negativ beeinflusst. Messungen
an intakten Zellen zeigen wie schon im Fall von Koffein beschrieben, ein anderes Bild.
Hier bleiben die Aktivitäten der ACG und ACB weiterhin unbeeinträchtigt, dafür wird
jedoch die Aktivität der ACA stark inhibiert (IC50 ≈ 30 µM ; [AC07]). Auch hier weisen
die Ergebnisse darauf hin, dass die Wirkung von IPA auf die Aktivierung der ACA nur
indirekt über die Inhibierung der Bindung von cAMP an die Rezeptoren erfolgen kann
(siehe auch [VLC86]).
Es gibt Hinweise darauf, dass Adenosin eine wichtige regulatorische Rolle als Signalstoff in
Zusammenhang mit den Übergängen der sukzessiven Stadien innerhalb des Entwicklungs-
zyklus spielt [Bra74]. Nach der Aggregation treten hohe Adenosinkonzentration innerhalb
der multizellulären Stadien auf, was durch die Behandlung von Slugs mit einer Adeno-
sindeaminase zur Degradierung endogenen Adenosin gezeigt werden konnte [Sch86]. Nach
der Behandlung konnten normalerweise nicht auftretende Prespore-spezifische Antigene
in der Prestalkregion detektiert werden, was darauf hinweist, dass endogenes Adenosin
in der Prestalkregion die Prespore-spezifische Differenzierung inhibiert. Auch nach Wei-
jer & Durston (1985) wirkt Adenosin antagonistisch auf die cAMP-induzierte Prespore-
differenzierung und verhindert die Umwandlung von Prestalk- in Presporezellen [Wei85].
Möglicherweise ist dies ein wichtiger Hinweis auf die Entdeckung der signifikant höheren
Menge an produzierten Sporen in Anwesenheit von IPA im Vergleich zu ungestörten Zellen
(vgl. Abb. 4.47; [Hil08]), wobei sich diese Beobachtung gegensätzlich zu den Ergebnissen
von Weĳer & Durston (1985) verhält [Wei85].
Neben den verhältnismäßig großen Einzugsgebieten der Spiralwellen, deren plötzlichem
Verschwinden und dem Auftauchen vergleichsweise kleiner Targetzentren in Anwesenheit
von IPA (vgl. Abb. 4.40 und Abb. 4.43), ist die flächige Aggregation der Zellen ohne
die Bildung von Zellströmen eine wichtigste Beobachtungen innerhalb dieser Arbeit (vgl.
Abb. 4.45). Unter natürlichen Umständen orientieren sich die individuellen Zellen im fort-
geschrittenen Aggregationsstadium innerhalb der Zellströme in einer „Kopf-an-Schwanz-
Anordnung“ zum Aggregationszentrum hin an (vgl. Abb. 4.46). Kriebel et al. (2003, 2008)
haben gezeigt, dass sich die ACA am Uropod einer chemotaktisch aktiven Zelle lokal anrei-
chert und dass dieser Vorgang essentiell für die charakteristische Orientierung der Zellen
innerhalb der Zellströme ist [Kri03, Kri08]. Es gibt viele Hinweise darauf, dass die Bil-
dung von Zellströmen durch cAMP, das durch die Anreicherung der ACA verstärkt am
Hinterende der polarisierten Zellen ausgeschieden wird, organisiert ist. aca−-Zellen sind
nicht in der Lage zu aggregieren [Pit92]. Setzt man solche Mutanten oder auch Zellen,
die eine nicht an G-Proteine gekoppelten Mutation der ACA exprimieren, periodischen
cAMP-Stimulationen aus, sind diese jedoch zur Detektion einen cAMP-Gradienten fähig
und bewegen sich chemotaktisch geleitet zum Aggregationszentrum hin [Pit92]. Allerdings
können dabei keine charakteristischen Zellströme beobachtet werden [Kri03]. In gemisch-
ten Populationen aus Wildtyp- und aca−-Zellen sind solche Mutanten an den äußeren
Enden der Ströme zu finden. Daraus leitet sich die Annahme ab, dass die asymmetrische
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Verteilung der ACA einer Zellkompartimentierung gleicht, cAMP als lokaler Chemoat-
traktant am Hinterteil der Zellen wirkt und die charakteristische Anordnung der Zellen
bewirkt [Kri03]. Stepanovic et al. (2005) beobachteten zudem eine Unfähigkeit von aca−-
Zellen, die Bildung lateraler Pseudopodien zu unterdrücken [Ste05].
Fruchtkörper der aca−-Zellen, die periodischen cAMP-Pulsen ausgesetzt sind, sind deut-
lich kleiner als bei Wildtypzellen. Wang & Kuspa (1997) zeigte, dass sich aca−-Zellen
mit konstitutiv aktiver PKA-C normal entwickeln, wobei die Zellströme breiter sind, als
beim Wildtypen [Wan97]. Auch die Anzahl an Sporen pro Fruchtkörper weicht hier aber
nicht von den Beobachtungen der Wildtypzellen ab. Allerdings bedingt die Aggregation
wesentlich höhere Zelldichten, als bei den nichtmodifizierten Zelle.
Die Inhibition der Aktivität der ACA bei intakten Zellen in Anwesenheit von IPA [AC07],
die Beobachtung der Anreicherung der ACA am Uropod der Zellen [Kri03, Kri08] in
Kombination mit den Untersuchungsergebnissen bei aca−-Zellen anderer Autoren [Pit92,
Wan97, Ste05] kann in direkten Zusammenhang mit den in dieser Arbeit gemachten Beob-
achtungen in Anwesenheit von IPA, insbesondere die Unfähigkeit der Zellen zur Bildung
von Zellströmen, gestellt werden.
5.4 Abschließende Bemerkungen
5.4.1 Rolle biologischer Variabilität bei Dictiostelium
Auf vielen Ebenen konnte in dieser Arbeit gezeigt werden, dass ein klassischer, an raum-
zeitlicher Musterbildung und ihren physikalischen Eigenschaften orientierter Blick eine
äußerst gewinnbringende Perspektive zur Ergründung biologischer Systeme darstellen
kann. Ein zentrales Ziel dieser Arbeit konnte jedoch nicht erreicht werden: eine endgülti-
ge Klärung der Frage, ob ein Entwicklungspfad im Sinne des von Lauzeral et al. (1997)
formulierten Konzeptes oder aber beispielsweise die Erregbarkeitsvariable in dem von Le-
vine et al. (1996) eingeführten und von Sawai et al. (2005) weiterentwickelten Modells
biologisch sinnvolle Ergänzungen des Grundsystems darstellen [Lau97, Lev96, Saw05].
Dennoch liefern die hier vorgestellten Experimente deutliche und wichtige Evidenz für die
Funktion biologischer Variabilität in der Musterbildung von Dictyostelium.
Das Extrahieren von Zelleigenschaften (bzw. Eigenschaften von Zellgruppen) mithilfe in-
formationstheoretischer Observablen ist ein Beispiel für dieses Vorgehen. Anhand eines
einfachen mathematischen Modells wurde durch numerische Simulation einer großen Zahl
raumzeitlicher Muster überprüft, in welcher Weise die Observablen mit den Zelleigen-
schaften korrelieren. Im Experiment, in dem die Zelleigenschaften nicht direkt zugänglich
sind, konnte dann ein systematisches Verhalten dieser raumzeitlichen Kenngrößen explizit
nachgewiesen werden. Hier ist besonders die enge Zusammenarbeit mit der Theoriegrup-
pe der Jacobs University in Bremen hervorzuheben, die an verschiedenen Modellsystemen
zeigen konnte, dass die Korrelation zwischen Zelleigenschaften und Mustereigenschaften
hochsensitiv auf die Mechanismen der Spiralentstehung und der intrazellulären Regulation
sowie der Zell-Zell-Kopplung ist. Das Grundmuster der Zellmischexperimente, in der die
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Korrelation zwischen extrahierten Zelleigenschaften und Phasensingularitäten entlang der
Zeit diskutiert wurde, weist in diese Richtung: die anfänglich positive Korrelation wechselt
im Regime der etablierten Spiralwellen zu einer negativen Korrelation, die den in Modell-
simulationen beobachteten Antikorrelationen entsprechen kann. Allerdings haben sich die
Mischexperimente zweier Zellpopulationen ebenso wie die Versuche mit synchronen Zel-
len als in ihren raumzeitlichen Verläufen als zu heterogen erwiesen, um eine eindeutige
Aussage über den Entstehungsmechanismus und damit über die zellulären Freiheitsgrade
treffen zu können.
5.4.2 Untersuchung der Wirkung chemischer Effektoren bei Dictyostelium
Im Rahmen der Untersuchungen dieser Arbeit konnten die Fragen zur Ursache der beob-
achteten Phänomene unter dem Einfluss von Koffein und IPA nicht beantwortet werden.
Die zugrundeliegende Komplexität vielfältiger Regulationsmechanismen einer Zelle führt
häufig zu gegenintuitiven Phänomenen. Nahezu alle experimentellen Einwirkungen auf die
bisher bekannten Elemente der Signaltransduktion führen oft zu ganz ähnlichen Phäno-
menen, die in der enormen Fähigkeit der Zellen zur Selbst- und Gegenregulation auf jeder
Ebene begründet liegen. Nahezu alle erwähnten oder diskutierten Zusammenhänge bein-
halten nichtlineare Zusammenhänge in ihrer Regulation. Kürzlich wurden experimentell
am Transkriptions-Regulations-Netzwerk von E. coli zufällige regulatorische Verbindun-
gen zwischen den Genen ergänzt [Isa08]. Bemerkenswerterweise zeigten in 90% der Fälle
die kultivierten Mutanten vergleichbare Wachstumsraten wie der Wildtyp. An diesen und
anderen Befunden zeigt sich die Robustheit komplexer biologischer Systeme gegenüber
Störungen. Es sind im Kern solche gegenintuitiven Antwortmuster der Systeme, die defi-
nitive Aussagen über das Funktionieren und Verhalten so schwierig machen.
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Anhang
Desynchronisation der Zellen entlang des Entwicklungpfades
Ergänzende Angaben zu Abschnitt 2.3.2
Das von Lauzeral et al. (1997) modifizierte Martiel-Goldbeter-Modell, welches auf der
reversiblen Rezeptordesensitivierung beruht, besteht aus drei nichtlinearen Differential-
gleichungen entsprechend der Anzahl aktiver Rezeptoren (ρT ) und der normalisierten
Konzentration des intra- (β) und extrazellulären (γ) cAMP [Mar87, Gol96, Lau97].
Extrazelluläres cAMP bindet an die Rezeptoren, welche in zwei Zuständen (aktive R-
und desensitiviert D-Form) vorliegen können. Nur der cAMP-R-Komplex kann die intra-
zelluläre AC aktivieren, welche daraufhin cAMP synthetisiert. Durch den Transport von
cAMP in den extrazellulären Raum entsteht eine positive Rückkopplung, da cAMP erneut
an die Rezeptoren binden kann. Außerhalb der Zelle wird cAMP von der extrazellulären
PDE hydrolysiert.
dρT
dt
= −f1(γ)ρT + f2(γ)(1− ρT ) (.1)
dβ
dt
= qσφ(ρT , γ, α)− (ki + kt)β (.2)
dγ
dt
= (ktβ/h)− keγ +Dγ∇2γ (.3)
mit
f1(γ) =
k1 + k2γ
1 + γ , f2(γ) =
k1L1 + k2L2cγ
1 + cγ ,
φ(ρT , γ, α) =
α(λθ + Y 2)
1 + αθ + Y 2(1 + α) , Y =
ρTγ
1 + γ . (.4)
Gleichung (.3) beinhaltet den Diffusionsterm von cAMP ([Tys89]). Die chemotaktische
Zellbewegung bleibt innerhalb des Modelle unberücksichtigt.
Die Implementierung zellulärer Heterogenität in Form einer Verteilung unterschiedlicher
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Entwicklungsstadien (also Positionen entlang des Entwicklungspfades), wird über die Ein-
führung von Wahrscheinlichkeiten des Entwicklungsbeginns einzelner Zellgruppen reali-
siert [Lau97]. Die Startzeit tS der Zellen wird entlang des Entwicklungspfades (als An-
fangswerte des Parameters σ in Gleichung .3) gestreut. Damit wird sichergestellt, daß
einzelne Zellen in ihrer Entwicklung weiter fortgeschritten sind als andere und früher das
oszillatorische Regim erreichen.
Die Wahrscheinlichkeit der Startzeit der Entwicklung folgt einer exponentiell wachsenden
Funktion.
P (tS) =
1
∆
e−
tS
∆ (.5)
So befinden sich, nachdem die Entwicklung begonnen hat, an den äußeren Flanken der
Verteilung wenige Zellen, welche verhältnismäßig fortgeschritten bzw. erst später die Ent-
wicklung beginnen, im Vergleich zur Mehrheit der Zellen deren Startzeiten im mittleren
Bereich liegen. Der Parameter ∆ ist somit ein Maß für den Grad der Desynchronisation
einer Population. Je größer ∆ ist, umso breiter sind die Startzeiten der Zellen entlang des
Entwicklungspfades gestreut. ∆ = 0 entspricht einer vollständig synchronisierten Ent-
wicklung.
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