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Pointwise Stabilization of Discrete-time Stationary
Matrix-valued Markovian Chains
Xiongping Dai, Yu Huang, and Mingqing Xiao, Senior Member, IEEE
Abstract—We study the pointwise stabilizability of a discrete-
time, time-homogeneous, and stationary Markovian jump linear
system. By using measure theory, ergodic theory and a splitting
theorem of state space we show in a relatively simple way that
if the system is essentially product-bounded, then it is pointwise
convergent if and only if it is pointwise exponentially convergent,
which provides an important characteristic of pointwise conver-
gence under the framework of symbolic dynamics.
Index Terms—Discrete-time Markovian jump systems; point-
wise convergence; pointwise exponential convergence.
I. INTRODUCTION
IN this technical note, we will study the pointwise stabi-lization of a discrete-time, matrix-valued, and stationary
Markovian chain. Let S = {S1, . . . , SK} be an arbitrary
set that consists of K real d × d matrices, where K and d
both are integers with 2 ≤ K < ∞ and 2 ≤ d < ∞. Set
K = {1, . . . ,K} equipped with the discrete topology. The
system S is said to be:
• “pointwise convergent” if for each x ∈ R1×d, there is an
infinite switching sequence, say i
·
(x) : N→ K such that
lim
n→+∞
xSi1(x) · · ·Sin(x) = 0;
• “pointwise exponentially convergent” if for each initial
state x ∈ R1×d, there is an infinite switching sequence,
say i
·
(x) : N→ K such that
lim sup
n→+∞
1
n
log ‖xSi1(x) · · ·Sin(x)‖ < 0.
Here and in the sequel, N = {1, 2, . . .}, 0 stands for the
origin of Rd1×d2 , and by ‖ · ‖ we denote the usual Euclidean
norm on R1×d defined by
‖x‖ =
√
xxT ∀x ∈ R1×d
and also the matrix norm on Rd×d compatible with the d-
dimensional row-vector norm ‖ · ‖ on R1×d.
It is clear that the notion of “convergence” here is abused
as it is referring to the usual approach to “convergence” in the
stability theory that requires convergence for any (or almost
any) switching sequences i
·
= (in)
+∞
n=1 ∈ KN. Here our
convergence takes place only for some desired index sequence
i
·
(x). Further, S is said to be
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• “consistently convergent” (also called “uniformly conver-
gent” in, for example, [33] and [11]), if the switching
sequence i
·
(x) in the pointwise convergence can be taken
independent of the initial state x; that is to say, there
exists a switching sequence i
·
: N→ K such that
lim
n→+∞
Si1 · · ·Sin = 0.
These concepts arise and have been studied naturally in the
theory of multi-rate sampled-data control systems and multi-
modal linear control systems and for some control optimiza-
tion problems in, for example, see [32], [6], [33], [19], [11],
[34], [35], [26], [27], [13]. In general, pointwise convergence
does not imply the pointwise exponential convergence.
In this paper, we consider the random version of the above
important concepts driven by discrete-time stationary matrix-
valued Markovian chains. Under the framework of symbolic
dynamics, we can prove our main result in a relatively simple
way by using a dichotomy theorem of the state space R1×d.
Let (Ω,F ,P) be a probability space throughout the sequel
of this note and let
ξ = (ξn)
+∞
n=1, where ξn : Ω→ K,
be a discrete-time, time-homogeneous, and stationary (p,P )-
Markovian chain, which naturally induces a “Markovian jump
linear system” based on S as follows:1
xn = xSξ1(ω) · · ·Sξn(ω), x ∈ R1×d, n ≥ 1, ω ∈ Ω.
Here p = (p1, . . . , pK) ∈ R1×K is the initial distribution of ξ
and P = [pij ] ∈ RK×K is the Markov transition probability
matrix of ξ satisfying the stationary distribution property:
pP = p.
For any sample ω ∈ Ω, there corresponds an infinite switching
sequence
ξ(ω) : N→ K; n 7→ ξn(ω)
that is named a “trajectory” of the Markovian chain ξ in
the textbooks of stochastic processes. Moreover, for a given
switching sequence i
·
= (in)
+∞
n=1 ∈ KN, it is not necessary
to have some sample ω ∈ Ω satisfying ξn(ω) = in for all
1In almost all available literature, peoples directly consider the matrix-
valued Markovian process
ξ = (ξn)n≥1, where ξn : Ω → S instead of ξn : Ω → K,
as formulated in Abstract. This looks more concise. However, our treatment
presented here enables us to employ the abstract theory of symbolic dynamical
systems. See Section II below.
2n ≥ 1. However, under the framework of probability, we are
only interested in the events of positive-probability of P. Thus,
motivated by this consideration, we introduce the following
concepts.
Definition 1.1: The Markovian jump linear system (S, ξ)
is said to be:
(a) “pointwise convergent”, if to any initial state x ∈ R1×d,
there corresponds an Ωx ∈ F with P(Ωx) > 0 such that
xSξ1(ω) · · ·Sξn(ω) → 0 as n→ +∞, ∀ω ∈ Ωx;
(b) “pointwise exponentially convergent”, if to any initial
state x ∈ R1×d, there corresponds an Ω′x ∈ F with
P(Ω′x) > 0 such that
lim sup
n→+∞
1
n
log ‖xSξ1(ω) · · ·Sξn(ω)‖ < 0, ∀ω ∈ Ω′x;
(c) “consistently exponentially convergent”, if there exists a
subset Ω′′ ∈ F with P(Ω′′) > 0 such that
lim sup
n→+∞
1
n
log ‖Sξ1(ω) · · ·Sξn(ω)‖ < 0, ∀ω ∈ Ω′′.
Here “consistently” only means that the choice of the
driving sample ω ∈ Ω is independent of any initial state
x ∈ R1×d. We should notice that the consistent exponential
convergence of (S, ξ) over ω is essentially weaker than the
so-called “uniform exponential stability” over ω which means
that there are constants C > 0 and 0 < γ < 1 such that
‖Sξℓ+1(ω) · · ·Sξℓ+m(ω)‖ ≤ Cγm ∀ℓ ≥ 0 and m ≥ 1.
In addition, since ξ does not need to be irreducible (or
equivalently, not need to be ergodic; see Section II), it may
not be realistic to require P(Ω′′) = 1 in general. It is obvious
that (c)⇒(b)⇒(a), but not vice versa in general. For example,
let S consist of
S1 =
[
1
2 0
0 2
]
, S2 =
[√
3
2
1
2
− 12
√
3
2
]
and
ξn(ω) ∈ {1, 2} with p = (1/2, 1/2), P =
[
1
2
1
2
1
2
1
2
]
;
then (S, ξ) is pointwise convergent but not consistently expo-
nentially convergent.
Remark 1.2: Because considering a deterministic sample
ω in Ω makes no sense in probability theory and ran-
dom/stochastic stability theory, it is necessary to require the
property of positive probability: P(Ωx) > 0, P(Ω′x) > 0, and
P(Ω′′) > 0, in Definition 1.1. That means all Ωx,Ω′x and Ω′′
to be non-negligible events that characterize the convergent
properties under the framework of probability.
Remark 1.3: If (S, ξ) is ergodic (in fact, we can always
assume this by an ergodic decomposition Theorem 2.3 below),
then it may be required that P(Ω′′) = 1 in Definition 1.1.(c);
this is because from the Subadditive Ergodic Theorem, see
e.g. [38, Theorem 10.1], the stable set of (S, ξ)
Ωstable =
{
ω : lim
n→+∞
1
n
log ‖Sξ1(ω) · · ·Sξn(ω)‖ ≡ χ < 0
}
,
which is invariant, has the P-measure either 1 or 0. However,
for Definition 1.1.(a), in general Ωx is not necessarily invariant
and hence
P(Ωx) > 0 6⇒ P
{
ω : xSξ1(ω) · · ·Sξn(ω) → 0
}
= 1.
This is just one of the essential challenges for (a) 6⇒ (c). For
more details, see Section III below.
By using measure theory, ergodic theory and a splitting
theorem of the state space R1×d, we will mainly show in
Section III that if (S, ξ) is essentially nonuniformly product
bounded then (S, ξ) is pointwise convergent if and only if it
is pointwise exponentially convergent. See Theorem 3.1 below
for an equivalent formulation in terms of symbolic dynamics.
We notice that if S is irreducible2with the joint spectral
radius ρˆ(S) = 1, then (S, ξ) is uniformly product bounded
and hence essentially nonuniformly product bounded; see,
e.g., N. Barabanov [3] also X. Dai [12]. The boundedness
condition, also named as “Lyapunov stability” in ODE, is both
practically important and academically challenging [28], [1],
[21], [2], [36]. Indeed, it is desirable in many practical issues
and is closely related to periodic solutions and limit cycles;
see, e.g., [4] and [5].
Such an equivalence theorem will play a key role in creating
upper bounds, finding convergence rates and exploiting other
basic system properties for Markovian jump linear systems, as
done in the deterministic case, for example, in [35] and [23].
To prove our main result (Theorem 3.1), we need to make
use of two important tools. One is the ergodic theory of
Markovian chains established in Section II, and the other is a
dichotomy decomposition theorem (lemma 3.3) proved in [16].
We will end this paper with concluding remarks in Section IV.
II. ERGODIC THEORY OF MARKOVIAN CHAINS
In this section, we will introduce the framework of the
stationary Markovian chains in ergodic theory, which will be
used in the proof of our main result.
Let ξ = (ξn)+∞n=1 where ξn : Ω → K, be a discrete-time,
time-homogeneous, and stationary (p,P )-Markovian chain,
defined on the probability space (Ω,F ,P) with the finite
state-space K = {1, . . . ,K} that is equipped with the discrete
topology. Notice here that “time-homogeneity” means that the
transition probabilities,
P[ξn+1 = j | ξn = i] = pij ∀i, j ∈ K,
where P = [pij ] ∈ RK×K , all do not depend upon the time
n; and “stationary” means
pP = p.
This implies that ξ1, ξ2, . . . are identically distributed random
variables. However, they are not necessarily independent. It is
straightforward to see
P[ξ1 = i1, . . . , ξn = in] = pi1pi1i2 · · · pin−1in (1)
2The matrix family S is said to be “irreducible” if there are no common,
proper, nonempty, and invariant subspaces of R1×d, for each member of S.
See, e.g., [3].
3for any words (i1, . . . , in) ∈ Kn of finite-length n ≥ 2, from
the Chapman-Kolmogorov equation. Here the probability row-
vector p = (p1, . . . , pK) ∈ R1×K is the initial distribution of
the Markovian chain ξ, i.e., P[ξ1 = k] = pk for all 1 ≤ k ≤ K .
Hereafter, assume p > 0, i.e., pk > 0 ∀k ∈ K; otherwise, we
only need to replace the state-space K of the Markovian chain
ξ with K \ {k | pk = 0} by the standard treatment.
The transition probability matrix P of ξ is called “irre-
ducible” if for any pair of states i, j ∈ K, there is some
n = n(i, j) ≥ 1 such that p(n)ij > 0, where p(n)ij is the (i, j)-
coordinate element of the n-time product matrix P n. It is
worth to mention here that although this “irreducibility” of
P has nothing in conceptual common with the irreducibility
explained to a family of matrices S in Footnote 2 before,
but in fact the irreducibility of Markovian chains does have
a very close connection to that as defined in Footnote 2; see,
for example, [31].
We denote by Σ+K the set of all infinite switching sequences
i
·
: N → K; n 7→ in. Here it is convenient to place the
variables 1, 2, . . . at the subscript position. Then, under the
infinite product topology that can be generated by the cylinders
[i′1, . . . , i
′
ℓ] =
{
i
·
∈ Σ+K | i1 = i′1, . . . , iℓ = i′ℓ
}
for all ℓ ≥ 1 and any words (i′1, . . . , i′ℓ) ∈ Kℓ of finite-length
ℓ, Σ+K is a compact topological space as well as the one-sided
Markovian shift transformation
θ : Σ+K → Σ+K ; i· = (in)+∞n=1 7→ i·+1 = (in+1)+∞n=1
is continuous and surjective. But it is not injective, which
presents some challenges since the stable manifold and/or the
center manifold may not be invariant for the state trajectories
(see detailed discussion in lemma 3.3).
By the joint random variable setting
Ξ : Ω→ Σ+K ; ω 7→ ξ(ω) = (ξn(ω))+∞n=1,
we can obtain a natural probability distribution, called the
“(p,P )-Markovian measure” and simply write as µp,P , on
Σ+K , which is such that for any n ≥ 1,
µp,P ([i1, . . . , in]) =
{
pi1 if n = 1;
pi1pi1i2 · · · pin−1in if n ≥ 2,
(2)
for all cylinder sets [i1, . . . , in] ⊂ Σ+K . So, µp,P = P ◦ Ξ−1
from (1) and (2).
It should be noted here that µp,P is not necessarily equal
to the infinite product of the initial distribution p of ξ, for
ξ1, ξ2, . . . need not be independent each others. In addition,
Ξ(Ω) 6= Σ+K in general, unless pij > 0 for all i, j ∈ K.
The following is a known result that will be used for our
arguments later.
Lemma 2.1 (P. Walters [38]): Let ξ = (ξn)+∞n=1 : Ω→ Σ+K
be a discrete-time, time-homogeneous, and stationary (p,P )-
Markovian chain. Then,
1) the Markovian shift transformation θ : Σ+K → Σ+K
preserves the (p,P )-Markovian measure µp,P ; that is,
µp,P (B) = µp,P ◦ θ−1(B) ∀B ∈ BΣ+
K
;
2) P is irreducible if and only if µp,P is θ-ergodic on
Σ+K ; that is, for all Borel subsets B ⊂ Σ+K , the
equality µ
(
(θ−1(B) \B) ∪ (B \ θ−1(B))) = 0 implies
that µ(B) = 1 or 0.
Here BΣ+
K
is the standard Borel σ-field of the space Σ+K .
Since the Markovian transition probability matrix P is not
necessarily irreducible in our situation, we need to consider the
ergodic decomposition of the (p,P )-Markovian probability
µp,P . A state k ∈ K is called “recurrent” for ξ, if the
conditional probability
P[ω ∈ Ω: ∃nℓ ր +∞ s.t. ξnℓ(ω) = k | ξ1 = k] = 1.
If k ∈ K is not recurrent, then it is called “non-recurrent” or
“transient”. Any two states k1, k2, each accessible to the other,
i.e, p(m)k1k2 > 0 and p
(n)
k2k1
> 0 for some pair m,n ≥ 1, are said
to be “communicative” and we write k1 ! k2. The concept
of ! is an equivalence relationship.
Then according to the classical theory of stochastic pro-
cesses, for example, [10], there exists the following basic
partition of the states:
K = K0 ∪K1 ∪ · · · ∪Kr
such that:
• K0 consists of all the non-recurrent states of the Marko-
vian chain ξ;
• each Ki, 1 ≤ i ≤ r, is closed and communicative, i.e.,
for any k, k′ ∈ Ki and k′′ 6∈ Ki, we have k ! k′ and
p
(n)
kk′′ = 0 for all n ≥ 1.
Then, based on each component Ki, 1 ≤ i ≤ r, one can define
a symbolic system θ : Σ+
Ki
→ Σ+
Ki
, where Σ+
Ki
consists of all
i
·
: N → Ki. It is easily seen that Σ+Ki is a closed invariant
subspace of Σ+
K
. On the other hand, there holds the following
basic result.
Lemma 2.2 ([10], [31]): Under the basic partition of K
above, there hold the following two statements.
(1) µp,P (Σ
+
Ki
) > 0, for each 1 ≤ i ≤ r.
(2) K0 = ∅ under the assumption p > 0. In general case,
K0 = {k : pk = 0}.
Let αi = µp,P (Σ+Ki) for 1 ≤ i ≤ r. Then 0 < αi ≤ 1 and
α1 + · · ·+ αr = 1. So,
Σ+
K
= Σ+
K1
∪ · · · ∪Σ+
Kr
(mod µp,P )
is a measurable, not necessarily topological, partition of the
space Σ+
K
. Define conditional θ-invariant probability measures
µp,P (· |Ki) on Σ+Ki by
µp,P (B |Ki) =
µp,P (B ∩Σ+Ki)
αi
∀B ∈ BΣ+
K
,
for each 1 ≤ i ≤ r. Then,
µp,P (·) = α1µp,P (· |K1) + · · ·+ αrµp,P (· |Kr).
Next, from Lemma 2.1 one can easily obtain the following
standard ergodic decomposition of the θ-invariant probability
measure µp,P .
Theorem 2.3: For each 1 ≤ i ≤ r, µp,P (· |Ki) is an
ergodic probability measure of θ, restricted on the subspace
Σ+
Ki
.
4Recall that for S = {S1, . . . , SK} ⊂ Rd×d, it is called
“periodically switched stable” ([30], [18], [37], [15]) if for
any finite-length words (k1, . . . , kn) ∈ Kn and any n ≥ 1,
the spectral radius of Sk1 · · ·Skn is less than 1, i.e., over any
periodical switching sequences
i
·
= (k1, . . . , kn
✿✿✿✿✿✿✿✿
, k1, . . . , kn
✿✿✿✿✿✿✿✿
, k1, . . . , kn
✿✿✿✿✿✿✿✿
, . . . ) ∈ Σ+K ,
we have that ‖Si1 · · ·Sin‖ → 0 as n→ +∞.
There are counterexamples which show that the periodically
switched stability does not need to imply the absolute asymp-
totic stability of S, namely, ‖Si1 · · ·Sin‖ → 0 as n→ +∞ for
all i
·
∈ Σ+K . See [8], also [7], [25], [20], and [14]. However,
in [15], the authors proved that S is exponentially stable
µp,P -almost surely, if the transition probability matrix P is
irreducible, i.e., µp,P is ergodic for the one-sided shift θ. From
the ergodic decomposition theorem (Theorem 2.3) and [15], a
more general result can be stated as follows:
Proposition 2.4: Let S be periodically switched stable.
Then the Markovian jump linear system (S, ξ) is exponentially
stable P-almost surely; that is to say, for P-a.e. ω ∈ Ω,
‖Sξ1(ω) · · ·Sξn(ω)‖
exponentially fast−−−−−−−−−→ 0 as n→ +∞.
This generalizes the statement (1) of [15, Main Theorem]
from ergodic case to the general case.
III. POINTWISE STABILIZABILITY
This section will be devoted to proving our main result. As
in Section I, we let
S = {S1, . . . , SK} ⊂ Rd×d
be a set of arbitrarily given K d-by-d matrices and
ξ = (ξn)
+∞
n=1 where ξn : (Ω,F ,P)→ K,
a discrete-time, time-homogeneous, and stationary (p,P )-
Markovian chain, as described before.
A. Main result
In terms of symbolic dynamics, since µp,P = P ◦Ξ−1, we
may state our main result as follows:
Theorem 3.1: Let (S, ξ) be a (p,P )-Markovian jump
linear system, which is essentially nonuniformly product
bounded, i.e., there exists some function β : Ω→ [1,∞) such
that for P-a.e. ω ∈ Ω,
‖ξ1(ω) · · · ξn(ω)‖ ≤ β(ω) ∀n ≥ 1.
Then the following two statements are equivalent to each other.
(a)′ (S, µp,P ) is “pointwise convergent”; that is, to any
initial state x ∈ R1×d, there corresponds a Borel subset
Σx ⊂ Σ+K with µp,P (Σx) > 0 such that
xSi1 · · ·Sin → 0 as n→ +∞, ∀i· ∈ Σx.
(b)
′
(S, µp,P ) is “pointwise exponentially convergent”; i.e.,
to any initial state x ∈ R1×d, there corresponds a Borel
subset Σ ′x ⊂ Σ+K with µp,P (Σ ′x) > 0 such that
lim sup
n→+∞
1
n
log ‖xSi1 · · ·Sin‖ < 0, ∀i· ∈ Σ ′x.
We will give the proof of Theorem 3.1 after we make some
remarks. Recall that S is itself called “uniformly product
bounded” if the multiplicative semigroup S+, generated by
S, is bounded in Rd×d; this is equivalent to that there exists
a constant β > 0 such that
‖Si1 · · ·Sin‖ ≤ β ∀n ≥ 1 and ∀i· ∈ Σ+K .
It is obvious that the uniform product boundedness of S
implies the essential nonuniform product boundedness of
(S, µp,P ), but the opposite implication does not hold; for
example, letting
S =
{
S1 =
[
1 0
0 1
]
, S2 =
[
1 1
0 1
]}
and ξn(ω) ∈ {1, 2}, then (S, µp,P ) is essentially nonuni-
formly product bounded whenever P satisfies p12 = 0 and
p21 > 0; however, S itself is not uniform product bounded.
See [16] for more stricter counterexamples.
A vector norm || · ||∗ on R1×d is called a “pre-extremal”
norm of S, if its induced matrix norm on Rd×d is such that
||Si||∗ ≤ 1 for all i ∈ {1, . . . ,K}. If S is uniform product
bounded, then such a pre-extremal norm always exists; see,
for example, [9], [24], [17], [29], [21], [13]. However, in
the situation of Theorem 3.1, there does not have a pre-
extremal norm for S in general [16]. In addition, since here
the dimension d of R1×d is not less than 2, for any initial state
x ∈ R1×d with ‖x‖ = 1 and any i
·
∈ Σ+K , as n→ +∞
xSi1 · · ·Sin → 0 6⇒ Si1 · · ·Sin → 0;
and crucially the sequence fn(i·) := log ‖xSi1 · · ·Sin‖ of
functions of the variable i
·
∈ Σ+K does not have the subaddi-
tivity property. So, we cannot apply the Subadditive Ergodic
Theorem to the proof of Theorem 3.1 in the general case.
In the recent paper [16], using a splitting of the state space
we have proven the following.
Proposition 3.2 ([16]): Let (S, ξ) be a (p,P )-Markovian
jump linear system. If (S, ξ) is essentially nonuniformly
product bounded the following two statements are equivalent
to each other.
• (S, ξ) is “consistently convergent”; that is, there is mea-
surable set Ω′ ⊂ Ω with P(Ω′) > 0 such that
Sξ1(ω) · · ·Sξn(ω) → 0 as n→ +∞, ∀ω ∈ Ω′.
• (S, ξ) is “consistently exponentially convergent”; that is,
there exists a measurable set Ω′′ ⊂ Ω with P(Ω′′) > 0
such that as n→ +∞,
Sξ1(ω) · · ·Sξn(ω)
exponentially fast−−−−−−−−−→ 0 ∀ω ∈ Ω′′.
Proof: If we assume the more stronger condition that S is
uniformly product bounded, then using Kingman’s subadditive
ergodic theorem in ergodic theory and Egoroff’s almost uni-
form convergence theorem in measure theory, we can simply
prove this statement as follows.
According to Theorem 2.3, there is no loss of generality
in assuming that µp,P is ergodic for the Markovian shift
5θ : i
·
7→ i
·+1 on Σ
+
K . Let there be a Borel subset Σ ′ of Σ
+
K
with µp,P (Σ ′) > 0 such that
‖Si1 · · ·Sin‖ → 0 as n→ +∞, for µp,P -a.e. i· ∈ Σ ′.
Since (S, ξ) is µp,P -essentially bounded, there is a β > 1
such that for µp,P -a.e. i· ∈ Σ+K ,
‖Si1 · · ·Sin‖ ≤ β ∀n ≥ 1.
Take a number 0 < α < 1 which is so small that
1
2
µp,P (Σ
′) logα+ log β < 0.
From Egoroff’s almost uniform convergence theorem, we can
take a Borel set Σ ′∗ ⊆ Σ ′ with µp,P (Σ ′∗) > 12µp,P (Σ ′) and
an integer N ≥ 1 such that
‖Si1 · · ·Sin‖ ≤ α ∀n ≥ N and i· ∈ Σ ′∗.
Then from the subadditive ergodic theorem, see e.g. [38,
Theorem 10.1], it follows that for µp,P -a.e. i· ∈ Σ+K and
any n ≥ N ,
lim
m→+∞
1
m
log ‖Si1 · · ·Sim‖
= inf
m≥1
1
m
∫
Σ
+
K
log ‖Si1 · · ·Sim‖µp,P (di·)
≤ 1
n
∫
Σ
+
K
log ‖Si1 · · ·Sin‖µp,P (di·)
≤ 1
n
(
1
2
µp,P (Σ
′) logα+ log β
)
< 0.
This completes the proof of Proposition 3.2.
Recall, for instance from [33] and [34] in the deterministic
situation, that S is called to be:
• “consistently convergent” if there is a switching sequence
i
·
∈ Σ+K such that
Si1 · · ·Sin → 0 as n→ +∞,
or equivalently,
xSi1 · · ·Sin → 0 as n→ +∞, ∀x ∈ R1×d;
• “consistently exponentially convergent” if there exists a
switching sequence i
·
∈ Σ+K such that
lim sup
n→+∞
1
n
log ‖Si1 · · ·Sin‖ < 0 as n→ +∞,
that is to say,
Si1 · · ·Sin
exponentially fast−−−−−−−−−→ 0 as n→ +∞.
In D. P. Stanford and J. M. Urbano [33, Theorem 3.5], it was
proved that S is consistently convergent if and only if it is
consistently exponentially convergent; more precisely, S is
consistently convergent if and only if there is a finite-length
word w = (k1, . . . , km) in Km, for some m ≥ 1, such
that the spectral radius ρ(Sk1 · · ·Skm) < 1. Also see Z. Sun
[34, Proposition 4] and J.-W. Lee and G. E. Dullerud [27,
Theorem 2].
We notice here that although the consistent exponential
convergence of S implies, from Y. Huang et al. [22], that
there exists some other (p′,P ′)-Markovian probability mea-
sure µp′,P ′ such that S is exponentially convergent µp′,P ′-
almost surely, yet it cannot imply the consistent exponential
convergence of (S, ξ) in general. This is because µp′,P ′ ,
constructed in [22] there, does not need to equal µp,P that
has been presented by ξ in our situation, and the set of all
periodical switching sequences in Σ+K has µp,P -measure 0 in
general case; see for example, [15].
B. Proof of Theorem 3.1
For any nonempty subspace E of R1×d and any Si ∈ S,
we write Si(E) = {xSi |x ∈ E}. To prove Theorem 3.1 we
need the following dichotomy theorem, which comes directly
from [16].
Lemma 3.3 ([16]): Let (S, ξ) be a (p,P )-Markovian jump
linear system, which is essentially nonuniformly product
bounded. Then, there exists an θ-invariant Borel subset Σ+p,P
of Σ+K with µp,P -measure 1 such that for any i· ∈ Σ+p,P ,
there corresponds a direct sum decomposition of R1×d into
subspaces
R
1×d = Es(i
·
)⊕ Ec(i
·
),
where i
·
7→ Es(i
·
) is Borel measurable, with the invariance
Si1(E
s(i
·
)) ⊆ Es(i
·+1) for all i· ∈ Σ+p,P , for which there
hold the following two properties:
(1) for any i
·
∈ Σ+p,P , one can find a positive integer
sequence nk(i·)ր +∞ with i·+nk → i· such that
Si1 · · ·Sin
k
↾Ec(i
·
)→ IdR1×d ↾Ec(i·) as k → +∞;
(2) for any i
·
∈Σ+p,P ,
lim
n→+∞
1
n
log ‖xSi1 · · ·Sin‖ < 0 ∀x ∈ Es(i·)
and
lim sup
n→+∞
‖xSi1 · · ·Sin‖ > 0 ∀x ∈ R1×d \ Es(i·).
Its proof involves ergodic theory and semigroup theory.
We make some comments here. Firstly, we cannot guaran-
tee the invariance of the central manifold Ec(i
·
), since the
Markovian shift θ : i
·
7→ i
·+1 is not homeomorphic here.
Secondly, Lemma 3.3.(2) implies that
‖Si1 · · ·Sin ↾Es(i·)‖ → 0 as n→ +∞ ∀i· ∈ Σ+p,P ;
and for any ε > 0, there is a Borel subset Σ+′p,P ⊂ Σ+p,P with
µp,P (Σ
+′
p,P ) > 1− ε such that
‖Si1 · · ·Sin ↾Es(i·)‖ → 0
uniformly for i
·
∈ Σ+′p,P from Egoroff’s almost uniform
convergence theorem. However, in general, we cannot expect
µp,P (Σ
+′
p,P ) = 1. This is just the essential difference between
“uniformity” and “non-uniformity” in the smooth ergodic
theory and linear cocycle theory.
6Thirdly, if (S, ξ) is pointwise convergent, then for any
nonzero x ∈ R1×d we have form Lemma 3.3 that
µp,P (Σ
+
x ) > 0 where Σ+x :=
{
i
·
∈ Σ+p,P : x ∈ Es(i·)
}
.
However, as in Remark 1.3, µp,P (Σ+x ) 6= 1 in general case,
even though µp,P is ergodic; since there is no the invariance
that θ(Σ+x ) ⊆ Σ+x , unlike the stable set Ωstable defined in
Remark 1.3, unless S is of diagonal form.
The pointwise exponential convergence of (S, ξ) implies
obviously the pointwise convergence. Thus, according to the
ergodic decomposition (Theorem 2.3), Theorem 3.1 follows
immediately from the following statement.
Lemma 3.4: Let (S, ξ) be a (p,P )-Markovian jump linear
system, which is essentially nonuniformly product bounded
and ergodic. If (S, µp,P ) is pointwise convergent, then it is
pointwise exponentially convergent.
Proof: This statement comes at once from Lemma 3.3.
In fact, let x ∈ R1×d \ {0} be arbitrary. Since (S, µp,P ) is
pointwise convergent, one can find some Borel subset Σx of
Σ+K with µp,P (Σx) > 0 such that
‖xSi1 · · ·Sin‖ → 0 as n→ +∞ ∀i· ∈ Σx.
According to Lemma 3.3, one can further choose a Borel
subset Σ ′x ⊆ Σx with µp,P (Σ ′x) > 0 such that x ∈ Es(i·)
for any i
·
∈ Σ ′x. This leads to the conclusion.
Therefore the proof of Theorem 3.1 is completed.
IV. CONCLUDING REMARKS
For a discrete-time Markovian jump linear system, in this
note we have introduced two concepts — pointwise con-
vergence and pointwise exponential convergence in terms
of probability measure. These two types of convergences in
general are not equivalent to each other. The classification
of the type of convergences is important in many aspects,
such as in numerical computations, in optimal control and
so on. Thus it it important to know under what condition
they share the same convergent property. However, to show
that is not so straightforward. In this note, we proved that
if the Markovian jump linear system is essentially nonuni-
formly product bounded, then the pointwise convergence and
pointwise exponential convergence are equivalent to each other
under the framework of symbolic dynamics.
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