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Abstract: Process scheduling is one of the most important issues in distributed computing. 
However, this problem still requires further formalisation to understand the consequences of 
scheduler decisions. To overcome this drawback, this paper defines the behaviour of computer 
workloads in terms of a dynamical system model, in which next workload states depend on 
previous ones. The model considers all variables which influence a computer workload at a time 
instant t, i.e., received, migrated and processed workloads, as well as the degree of dependence 
among application processes. It has been validated by a set of experiments which consider:  
1) a real-world application, running on a GNU/Linux system; 2) a simulated model, in which all 
variables are modelled according to probability density functions; 3) an emulated scenario, which 
provides an environment similar to a real-world distributed system. The experiments allowed the 
conclusion that the proposed model is consistent with the real-world environment and, therefore, 
both simulator and emulator present the same tendencies of the real-world scenario. 
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1 Introduction 
The need for high-performance applications and the 
availability of low-cost microprocessors have motivated the 
development of distributed systems, such as clusters, grids 
and clouds (Sadashiv and Kumar, 2011; Dong and Akl, 
2006). These systems are characterised by a set of computer 
nodes which exchange messages through network links in 
order to accomplish the same computing task (Casavant and 
Kuhl, 1988; Dong and Akl, 2006; Sadashiv and Kumar, 
2011). 
However, the adoption of this infrastructure has resulted 
in several challenges, such as low communication latency, 
impossibility of executing certain types of applications 
(owing to the cost of network synchronisation), demand for 
high availability and security, and process scheduling 
(Casavant and Kuhl, 1988; Dong and Akl, 2006). The latter 
consists of the efficient allocation of parallel processes over 
the available resources. Many policies have been proposed 
considering, in general, the instantaneous capacity of 
resources and processes demands. Moreover, processes can 
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have different dependency degrees, which influence the 
adopted scheduling algorithm, and distributed system 
capacities and workloads are dynamical, i.e., they vary 
along time (Dong and Akl, 2006; Mello and Yang, 2009). 
In order to propose efficient scheduling algorithms, 
several projects have focused on understanding and 
representing the workload behaviour of distributed systems. 
One of the first studies employing pattern recognition 
techniques to predict the utilisation of resources was 
developed by Devarakonda and Iyer (1989), who identified 
states of resource occupation (in terms of CPU processing, 
disk I/O, and memory accesses) in a monoprocessor  
UNIX system. However, the authors did not consider 
communication and synchronisation costs. 
Following this same research line, Feitelson and 
Nitzberg (1995) showed that the execution time of parallel 
applications can be estimated from repeated executions. The 
authors confirmed that approximately two thirds of 
applications are executed multiple times, indicating that the 
historical behaviours of applications can be used to improve 
future scheduling decisions. In another study, Feitelson  
et al. (1997) observed that repeated executions of the same 
application tend to present similar patterns of resource 
utilisation. Other researchers (Downey, 1997; Gibbons, 
1997; Smith et al., 2004) focused their studies on the 
prediction of response times of parallel applications based 
on previous executions. 
The stochasticity of process scheduling was studied by 
Schopf and Berman (2001) and by Zhang et al. (2008). The 
former modelled system components, such as network 
bandwidth, CPU availability, messages size and number of 
instructions, as random variables in order to predict 
application and resource behaviours. Based on such 
prediction, it is possible to find better scheduling solutions, 
however models tend to become very complex (Schopf and 
Berman, 2001). The latter collected and modelled CPU 
workload using time series and modelled those observations 
using a polynomial regression. As result, the scheduler tends 
to allocate processes on idlest computers, improving the 
load balance. On the other hand, no further study was 
conducted by authors to understand CPU workload 
behaviour (Zhang et al., 2008). Beghdad bey et al. (2011) 
also predicted CPU usage based on previous workload 
states, by mean of a hybrid technique, combining naïve 
Bayesian networks and a neuro-fuzzy inference. 
The workload forecasting and its consequence in 
scheduling decisions was also studied considering 
dynamical systems concepts and nonlinear prediction 
techniques (Mello and Yang, 2009; Dodonov and Mello, 
2010; Ishii and Mello, 2012). Such techniques were 
employed to model and predict process behaviour, aiming at 
more precise predictions. Mello and Yang (2009) monitored 
processes occupation variables over time and evaluated their 
similarity and the recurrence of behavioural patterns and 
calculated the number of past observations required to 
efficiently forecast future occurrences (e.g., CPU load, 
memory occupation, etc.). The authors showed the 
efficiency of the estimate using real-world application 
traces. Their study was extended by Dodonov and  
Mello (2010), who proposed a framework to predict 
communication events and make scheduling decisions. The 
results confirmed the efficiency of the prediction 
mechanism, which outperformed conventional scheduling 
policies. The same methodology was applied by Ishii and 
Mello (2012), in order to optimise data access in distributed 
systems. 
All these studies have demonstrated the need for 
understanding system tendencies in distributed environments. 
Several researchers (Devarakonda and Iyer, 1989; Feitelson 
and Nitzberg, 1995; Mello and Yang, 2009) confirmed that 
event anticipation can be successful used to guide 
scheduling decisions, while other studies (Schopf and 
Berman, 2001; Zhang et al., 2008) demonstrated the 
requirements to adequately model previous events in order 
to simplify the forecasting task. However, related work has 
not provided any theoretical model to formalise how such 
tendencies affect scheduling decisions over time. This 
formalisation is indeed necessary to analyse how schedulers 
are expected to react to the system dynamicity, considering 
application characteristics, resource utilisation, and the 
network topology. 
This paper proposes a formalisation of the process 
scheduling problem for distributed computing systems by 
firstly defining the computer workload behaviour as a 
recurrence equation using dynamical systems concepts 
(Alligood et al., 1996). This recurrence equation is 
motivated by experimental results in which the current 
workload of a computer depends on the previous workload 
(Mello and Yang, 2009). We also consider variables related 
to network topology, process dependencies and scheduler 
behaviour, i.e., how the scheduling algorithm assigns and 
migrates workloads. Thus, it is possible to analyse the 
impacts caused by variations on network links, process 
synchronisation as well as scheduler decisions. 
The model was validated by means of experiments in 
real-world, simulated, and emulated environments. In these 
experiments, we considered a central queue scheduler and 
collected computer workloads periodically. For each 
environment, we obtained a time series which was 
reconstructed in a higher dimensional space, also known as 
phase space, by means of dynamical systems tools 
(Alligood et al., 1996). The reconstructed series were used 
to validate the proposed model. Since the reconstructions 
respected the proposed model, we concluded that it is 
adequate to represent computer workloads. Additionally, we 
analysed the collected time series in terms of the first 
difference (Falk, 2011), which computes the changes in 
series from a time period t to the next one, t + 1, allowing 
isolating and study the stochastic terms involved in 
scheduling decisions. The scheduler behaviour was studied 
under a given scenario, i.e., a set of applications, a network 
topology, etc. 
This paper is organised as follows: Section 2 presents 
concepts of dynamical systems, such as embedded 
dimension and time delay used to reconstruct time series in 
higher dimensional spaces, allowing observing a recurrent 
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behaviour; Section 3 describes the proposed model, which is 
validated in Section 4; finally, Section 5 concludes the paper 
and presents some future research directions. 
2 Background of dynamical systems 
A dynamical system is defined by a set of states and a rule, 
which determines the current state in terms of past ones. 
Mathematically, a dynamical system is described as  
x(t + 1) = f(x(t)), in which t∈Z  denotes time, :x →Z R  
represents the state of the system and :f →R R  is the rule 
or evolution law (Alligood et al., 1996). It relies on initial 
conditions, which define the input values for the rule, 
consequently affecting the system outputs. 
In order to illustrate a dynamical system, let us consider 
the logistic map presented in equation (1), which is 
traditionally used to model population growth over time. 
( )( 1) ( ) 1.0 ( )x t b x t x t+ = ⋅ ⋅ −  (1) 
Figure 1 shows the logistic map outputs for t ∈ [0, 250] 
iterations, considering the initial conditions b = 3.8 and  
x(0) = 0.5. Using b = 3.8, this function presents low 
recurrence, chaoticity and behaviour instability (Alligood  
et al., 1996), therefore, it is difficult to predict such a system 
by using statistical methods (Falk, 2011). However, it can 
be reconstructed in order to observe internal regularities and 
simplify its understanding. This reconstruction supports the 
estimate of the rule [equation (1)], which indicates how the 
system evolves over time. By reconstructing a given set of 
outputs, one may obtain the particular system rule, 
understand and predict future outcomes. 
Figure 1 Logistic map outputs 
 
 
Whitney (1936) observed the possibility of reconstructing a 
system in multidimensional spaces, applying the concept  
of differential manifolds. This reconstruction allows 
understanding unobservable behaviours which are better 
described in a higher number of dimensions. From this 
study, Whitney (1936) proposed the Immersion Theorem, 
which states that every trajectory in n dimensions can be 
mapped into a space with 2n + 1 dimensions. 
Based on such a theorem, Takens (1981) proved that, 
instead of mapping states into a (2n + 1)-dimensional space, 
one can improve reconstruction considering time offsets. 
Therefore, the outputs of a dynamical system, here seen as 
an one-dimensional time series x(0), x(1), …, x(t – 1), can 
be unfolded in a multidimensional (or phase) space in the 
form X(t, m, τ) = (x(t), x(t + τ), …, x(t + (m – 1)τ)), where m 
is the embedded dimension and τ represents the time delay. 
In other words, we observe that the embedded dimension 
defines the number of axes needed to plot the series to 
unfold its behaviour and the time delay helps to extract the 
periodic behaviour of a series (Alligood et al., 1996; Mello 
and Yang, 2009). This theorem has been successfully 
employed to estimate dynamical system rules, simplifying 
time series analysis and forecasting (Alligood et al., 1996; 
Falk, 2011). 
Several methods have been proposed to estimate the 
embedded dimension as well as the time delay. The most 
accepted ones are the false nearest neighbours (Kennel  
et al., 1992), for the embedded dimension, and the  
auto-mutual information (Fraser and Swinney, 1986), for 
the time delay. 
To illustrate the Immersion Theorem, we considered the 
output of the logistic map [equation (1)] unfolded in a  
two-dimensional space in which m = 2 and τ = 1, resulting 
in pairs of points (x(t), x(t + 1)) (Figure 2). After the 
unfolding procedure, we have a set of points in another 
space, also known as phase space. Note that the behaviour 
of the logistic map, which was apparently random  
(Figure 1), can be now understood and modelled in an easier 
way (Figure 2). By applying a regression technique, such as 
least squares, in such space, we can obtain the dynamical 
system rule, as presented in equation (1). Consequently, by 
finding this rule, we can study, understand and model other 
real-world problems. 
Figure 2 Logistic map reconstructed with m = 2 and τ = 1 
 
 
In our scenario, i.e., process scheduling, we have the total 
system workload as series of observations over time (see 
Figure 1 as an example), therefore the Immersion Theorem 
can be employed to find the appropriate phase space (as in 
Figure 2). Afterwards, we can make a regression over the 
points on that space or just analyse such space to understand 
how previous observations are relate to the next ones. 
However, there is another way around which we 
considered in this paper. We first deduced the dynamical 
system rule and afterwards we confirmed the experimental 
Time t 
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results form a phase space that respects such a rule. 
Consequently, we confirmed the rule is valid to represent 
the total system workload on distributed systems. Having 
this rule, we can understand the overall system workload 
tendencies over time (details in Sections 3 and 4). 
3 Proposed model 
Consider a distributed computing system, e.g., a grid, a 
cloud or even a cluster of computers represented by a graph 
G = (V, E), in which V contains computers and E is 
composed of edges connecting pairs in V, i.e., network 
links. In order to understand the behaviour of computers 
under different scenarios, we assume the following 
important variables: 
1 the capacity of each computer, which is assumed 
heterogeneous 
2 workloads each computer receives along time 
3 workloads computers redistribute or migrate to others 
4 network topology, i.e., how computers are connected 
among themselves 
5 characteristics of applications running in such a system. 
All those variables permit studying: 
1 resource characteristics, i.e., computer capacities and 
network topologies 
2 characteristics of applications, i.e., their need for 
communication and other occasional dependencies 
3 scheduler characteristics, i.e., how the scheduling 
software works when making decisions. 
Based on these variables and also on dynamical systems 
concepts (see Section 2), we propose the dynamical system 
rule presented in equation (2) to characterise the individual 
workload of a computer. In this equation, x(t) represents the 
current workload, r(t) indicates workloads that the scheduler 
assigned to this computer at time instant t, m(t) corresponds 
to workloads eventually migrated, i.e., transferred to another 
node and p(t) is the workload processed, i.e., executed, 
within time interval [t, t + 1]. 
( 1) ( ) ( ) ( ) ( )x t x t r t m t p t+ = + − −  (2) 
In summary, equation (2) represents a dynamical system 
rule, that is, a next workload state depends on the previous 
one, which is defined by the right-side term (Alligood et al., 
1996). As a matter of fact, this equation introduces all the 
four variables we must consider to understand the 
dynamical behaviour of distributed computing systems: 
1 the individual capacity of a computer is part of term 
p(t) 
2 the workload the computer received at time t is mapped 
into r(t) 
3 migrations correspond to term m(t) 
4 characteristics of applications and network topology are 
also mapped into term p(t). 
After this introduction, we better detail term p(t) in equation 
(3), in which c corresponds to the total CPU capacity of the 
computer when processing within interval [t, t + 1], and  
β(t) ∈ [0, 1] is the dependency degree of applications. 
( )( ) 1 ( )p t t c= − ⋅β  (3) 
This dependency corresponds to delays embedded into the 
synchronisation among application processes (e.g., message 
passing, barriers, etc.); in fact, it represents a proportion of 
delay in terms of total capacity c. Topology characteristics 
also influence term β(t) by imposing delays for application 
synchronisation. Scheduling software decisions influence 
terms β(t), m(t) and r(t). 
Now, having a unified model [equation (4)], we can 
study how every computer behaves given the influences of a 
particular scenario composed of scheduling software, a 
network topology and applications under certain 
characteristics. 
( )( 1) ( ) ( ) ( ) 1 ( )x t x t r t m t t c+ = + − − − ⋅β  (4) 
To illustrate how the system components of equation (4) 
influence the workload behaviour, let us analyse three 
scenarios. In the first, we study the behaviour of a computer 
which receives a bag-of-tasks (BoT) application and the 
scheduler simply allocates processes, i.e., it does not support 
workload migration. In the second, we consider a computer 
receiving workload from a BoT application, however, in this 
situation, the scheduler is capable of migrating workloads 
among computers. Finally, in the third and most complete 
scenario, application processes communicate with each 
other and the scheduler also supports migration. Those 
studies are presented below. 
Figure 3 Example of received workload r(t) over time 
 
 
In the first scenario, consider a computer which receives 
workload [term r(t) from equation (4)] according to an 
Erlang distribution (Evans et al., 2000), with shape 
parameter k = 3 and rate parameter λ = 2. The values of k 
and λ were chosen to produce high workload during the first 
time instants and, as time advances, such workload tends to 
zero. In other words, the behaviour of term r(t) is shown in 
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Figure 3. Note that the values in y-axis were multiplied by 
105 to generate greater numbers (the original distribution 
generates data in [0, 1] range). 
Assuming this computer can process 1,000 instructions  
per second, if we consider only its capacity, the computer 
workload x(t) will be processed in approximately  
5,000 seconds, as shown in Figure 4. 
Figure 4 Scenario 1 – processed workload x(t) over time 
 
 
Now, let us take into account other variables considered by 
the proposed model. In the second and third scenarios, we 
assume that the scheduler is capable of migrating workloads 
among computers. In both scenarios, the migrated workload 
m(t) is modelled according to a normal distribution (Evans 
et al., 2000), with mean μ = 10 and variance σ2 = 2.5, as 
shown in Figure 5. The values, originally in [0, 1] range, 
were multiplied by 104 in other to represent workloads 
closer to a real-world environment. 
Figure 5 Example of migrated workload m(t) over time. 
 
Initially, let us study the second scenario, in which the 
workload was generated by a BoT application, i.e., an 
application composed of independent processes (without 
any communication). In other words, term β(t) in equation 
(4) is constant and equal to zero. Figure 6 shows the 
workload behaviour, x(t), on the analysed computer. It is 
possible to observe that x(t) tends to zero at about  
4,500 seconds. Since part of the workload is transferred to 
other computers, the execution time in this situation is 
expected to be shorter than that of previous scenario  
(Figure 4). 
Figure 6 Scenario 2 – processed workload x(t) over time, 
considering migration events and β(t) = 0 
 
 
Finally, let us analyse the third scenario, in which the 
application is composed of processes communicating with 
each other, i.e., term β(t) can assume any value between 0 
and 1. This term corresponds to the impact caused by 
communication events on the workload processing and can 
be estimated in several ways. For example, processes of an 
application can be modelled according to a directed acyclic 
graph (DAG), in which every vertex corresponds to a 
process and the edges represent the communication between 
a pair of processes (for instance, if a process p1 sends 
messages to a process p2, then there exists an edge (p1, p2) 
from p1 to p2). 
Based on the DAG, it is possible to compute β(t) 
according to equation (5), in which wavg is the average 
weight of all graph edges, i.e., the average of bytes 
transferred between every pair of vertices, and lavg is the 
average number of instructions of all processes. 
( ) avg
avg
t = w
l
β  (5) 
Thus, for a scenario in which wavg = 100 lavg = 1,000, 
100
1,000( ) 0.1.t = =β  In the case of BoT application, the weight 
of edges is equal to zero and, consequently, β(t) = 0. 
As a consequence, when the application DAG is known 
before the beginning of the execution (e.g., in static 
scheduling), β(t) value is computed in advance. On the other 
hand, when such information is not available, as in dynamic 
scheduling, the value of β(t) can be estimated by 
periodically monitoring the network messages (e.g., average 
of bytes transferred by message passing). Therefore, when 
communication is rare, β(t) tends to zero and when it is 
intense, β(t) tends to one. 
In this example, let us consider a dynamic scheduling, in 
which β(t) varies along time. For instance, during  
900 seconds, the application processes perform several 
communication events, thus β(t) is uniformly distributed in 
interval [0.85, 0.9]. In the last 100 seconds, such events are 
rare, consequently, there is a strong reduction in β(t):  
β(t) ∈ [0, 0.05], as illustrated in Figure 7. 
Figure 8 shows the computer workload x(t) along time 
for this scenario. Note that the execution time is longer than 
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the previous ones (presented in Figures 4 and 6), owing to 
the additional communication costs. Furthermore, the 
maximum workload is also higher, because the computer 
capacity is delayed by communication events, as showed in 
Figure 9. 
Figure 7 Example of β(t) over time 
 
 
Figure 8 Scenario 3 – processed workload x(t) over time, 
considering migration events and β(t) according to 
Figure 7 
 
 
Figure 9 Processed workload x(t) over time for the three 
scenarios 
 
 
To conclude this example, Table 1 shows the maximum 
workload and the total execution time resulting in the three 
scenarios analysed. As expected, by analysing equation (4), 
the second scenario presents the lowest values of workload 
and execution time, since the processed workload depends 
only on the computer capacity, and part of the workload is 
transferred to another computer. Moreover, the highest 
values are found in the third scenario, because the computer 
capacity is limited by communication events. 
Table 1 Summary of maximum workload x(t) and total 
execution time for the three scenarios 
Scenario Maximum workload (instructions) 
Total execution time 
(seconds) 
1 4,345,216 5,171 
2 3,865,509 4,645 
3 4,515,905 5,436 
Note that equation (4) generates a series of data points (in 
this case, CPU workloads) measured at time intervals. Using 
this series, one can extract meaningful statistics and other 
characteristics from the data, as well as use the model to 
predict future workload values based on previous ones. In 
order to better understand the series behaviour, we can 
apply the first difference (Falk, 2011) in equation (4) and 
isolate the stochastic terms on the right side, as showed in 
equation (6). 
( )( 1) ( ) ( ) ( ) 1 ( )x t x t r t m t t c+ − = − − − ⋅β  (6) 
The first difference x(t + 1) – x(t) allows the study of 
changes occurred in the behaviour of terms r(t), m(t) and 
β(t) from a time period t to the next period t + 1. Variables 
r(t) and m(t) are directly related to the scheduler behaviour. 
Thus, by taking a series of first differences, we can examine 
the correlations between successive series observations  
and analyse the scheduler under a specific scenario  
(set of applications, network topology, etc.). Additionally, 
x(t + 1) – x(t) can also be represented in terms of a 
differential equation, as seen in equation (7). 
( )( ) ( ) ( ) 1 ( )dx t r t m t t c
dt
= − − − ⋅β  (7) 
Finally, we can analyse the behaviour of the entire 
distributed system. In this case, component c of equation (7) 
should also be represented in function of time, once the 
capacity of the system may change along time (for instance, 
computers may be added to or removed from the system). 
When we consider the entire system, we expect the 
difference r(t) – m(t) tends to zero, i.e., the workloads 
migrated and received by system computers are equal, 
assuming no computer fails. In other words, if the system 
itself assigns and migrates workloads, the system as a whole 
tends to equilibrium, which is represented in equation (8). 
( )( ) 1 ( ) ( )dx t t c t
dt
= − − ⋅β  (8) 
It is important to highlight that the proposed model 
[equation (4)] corresponds to a dynamical system rule, i.e., 
it is the function that determines a state of the time series in 
terms of the past ones. It permits defining the phase space in 
which the overall system workload can be reconstructed. As 
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a next workload (or state) in this rule is directly dependent 
on the previous workload value, the embedded dimension is 
mathematically defined as m = 2 and the time delay as  
τ = 1 [see Section 2 and also related content in Takens 
(1981), Alligood et al. (1996), and Mello and Yang (2009)]. 
In this paper, we designed experiments in a real-world 
scenario in order to analyse if the workload reconstructed in 
the phase space presents the same tendencies expected by 
our model, concluding that the model corresponds, indeed, 
to the observed behaviour. We also present results in terms 
of simulations and emulations using our model. Next 
section details such experiments. 
4 Experiments to validate the model 
In order to validate the proposed model [equation (4)], we 
designed the following activities: 
1 execution of real-world experiments in a GNU/Linux 
system 
2 execution of stochastic simulations 
3 development of a distributed system emulator to 
conduct the experiments.1 
Experiments in GNU/Linux were performed on a single 
computer composed of only one core, which runs 100 
instances of a program written in C language. This program 
consists of two nested for loops and operations of 
multiplication and summation, as showed in Figure 1. These 
instances were started at intervals of 5 seconds each. After 
starting all instances, we waited until the load of the 
computer had been minimal, i.e., tending to zero. At every  
5 seconds, we collected the average CPU occupation using 
the UNIX command w – s. Although this experiment was 
executed on one computer, it indeed represents the 
dynamical system behaviour expected to confirm our model, 
as illustrated in the first scenario (Section 3). 
Algorithm 1 Pseudocode of C-program used in the experiments 
1 x ← 1 
2 for i ← 1 to 100,000 do 
3  for j ← 1 to 100,000 do 
4   x ← x · i + j 
5  end 
6 end 
The stochastic simulator was written in R language2  
and simulates processes migration using probability 
distributions, as well as different values of β(t). The 
network is represented by an adjacency matrix, in which 
every position corresponds to the network link (1, if there 
exists a link, 0 otherwise). Additionally, process workloads 
are modelled using a probability distribution. 
Finally, the proposed emulator was written in Java 
language using multithreaded programming. Each thread 
simulates the behaviour of a computer. Each application in 
the emulator starts a set of processes and each process is 
associated with a trace file, which indicates its operations. 
The trace file is composed of three columns. The first 
column consists of the operation id, i.e., an integer number 
which represents the operation performed by the process. 
The possible operations and the respective ids are: 
1 CPU processing (id: 1) 
2 memory reading (id: 2) and writing (id: 3) 
3 hard disk reading (id: 4) and writing (id: 5) 
4 messages sent (id: 6) and received (id: 7) over the 
network. 
In the case of CPU processing, the second column (param1) 
shows the number of instructions (in million of instructions 
per second – MIPS) produced by this process; in the case of 
memory or hard disk operations, this column shows the 
amount of bytes (in Gigabytes) read or written; and, in the 
case of message passing, the second column shows the 
message size (in Megabytes), and the third column (param2) 
provides the id of the target or the sender process (or –1, 
otherwise). This id is also used in the emulator to compute 
the synchronisation delays of network communication. 
Table 2 shows an example of a trace file. The 
considered process performs the following operations, in 
this sequence: 
1 CPU processing, generating a workload of 1,000 MIPS 
2 memory reading (2.0 GB) 
3 memory writing (1.0 GB) 
4 hard disk reading (10 GB) 
5 hard disk writing (5 GB). 
Additionally, the process sends 10 MB to process number 1 
and receives 10 MB from process number 3. 
Table 2 Fragment of a trace file 
id param1 param2 
1 1000 –1 
2 2 –1 
3 1 –1 
4 10 –1 
5 5 –1 
6 10 1 
7 10 3 
The adoption of an emulator is explained by the lack of 
access to a real-world distributed system, in which we can 
control all parameters and applications to obtain accurate 
performance measurements. 
We organised experimental results according to the 
three scenarios presented in Section 3: 
1 a single computer executing a real-world application 
without any migration 
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2 a computer system executing a BoT application with a 
scheduler capable of migrating workloads among 
computers 
3 a computer system executing a communication-
intensive application with a scheduler supporting 
migration. 
The first scenario consists of a single computer executing a 
real-world CPU-bound application (represented in  
Figure 1). Figure 10(a) shows the computer workload for 
this scenario and Figure 10(b) shows the workload 
observations reconstructed (or unfolded) in the phase space 
(see Section 2). We considered the embedded dimensions  
m = 2 and time delays τ = 1. The time delay is defined as the 
time lag between both values, i.e., x(t +1) – x(t), which is 
equal to 1, and the embedded dimension is defined as the 
number of axes in the phase space, i.e., axis x(t + 1) versus 
x(t). Note that Figure 10(b) shows a direct relation between 
x(t) and x(t + 1), as represented by our model [equation (4)]. 
Figure 10 First scenario – (a) CPU workload obtained and  
(b) reconstructed in the phase space 
 
(a) 
 
 
(b) 
The second and third scenarios were assessed in simulated 
and emulated environments. In these cases, we implemented 
a scheduling algorithm, called random queue manager 
(RQM), which uses a central queue, i.e., all processes are 
stored in a single queue. This means only one computer, 
denoted vsource, has the process queue and implements RQM. 
To schedule a process pi, the algorithm adopts the  
first-in/first-out policy and, then, chooses a target computer, 
vtarget ∈ V (in which V is the set of all computers), to receive 
it according to a uniform distribution (Evans et al., 2000). If 
vtarget is not reachable, i.e., there is no network link 
connecting vsource and vtarget, RQM selects another computer. 
To improve the algorithm efficiency, one can define a 
maximum number of scheduling trials n; thus, if after n 
trials RQM does not find a reachable computer, then vsource 
is responsible to execute it. 
This scheduler also supports migration, as follows: if the 
target computer cannot execute the process pi, this is 
transferred to the end of the central queue and scheduled 
later. RQM general scheme is illustrated in Figure 11 and in 
Algorithm 2 as pseudocode. Note that this scheduler is very 
similar to other policies available in middlewares, such as 
Globus (Foster, 2005), Condor (Litzkow and Livny, 1988) 
and OurGrid (Andrade et al., 2003). 
Figure 11 Illustration of the RQM algorithm 
 
 
Note: Scheduler σ removes the first process pi from the 
queue and randomly assigns it to a computer cj 
chosen according to a uniform distribution. 
Algorithm 2 Pseudocode of the RQM algorithm 
1 while Process queue is not empty do 
2  Dequeue the first process pi 
3  Randomly select a computer vtarget 
4  Define a number of trials n 
5  while vtarget is not reachable from vsource and n > 0 do 
6   Randomly select a computer vtarget 
7   n ← n – 1 
8  end 
9  if n > 0 then 
10   Schedule process pi on computer vtarget 
11  else 
12   Schedule process pi on computer vsource 
13  end 
14 end 
In the second scenario, we considered a BoT application. 
This type of application is the most commonly studied and, 
therefore, was the first to be considered under such 
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circumstances. The computer network is represented by a 
complete graph, i.e., every pair of distinct computer nodes is 
connected by a network link. As a consequence, RQM 
algorithm can choose whatever system computer to assign 
processes. In the simulated and emulated experiments, we 
submitted 10,240 processes over a total of 64 identical 
computer nodes, i.e., homogeneous system. In the first case, 
the process workload was modelled according to a uniform 
distribution, with values in the [104, 106] range and in the 
last case, each process performed 1,024 events requiring 
1,000 CPU instructions each. The first three rows of the 
trace file are showed in Table 3. 
Table 3 Fragment of the trace file for one process of the BoT 
application 
id param1 param2 
1 1,000 –1 
1 1,000 –1 
1 1,000 –1 
Figure 12 Second scenario – (a) CPU workload obtained for the 
simulated environment and (b) reconstructed in the 
phase space 
 
 
(a) 
 
 
(b) 
Figure 12(a) displays workload averages over time for the 
simulated scenario, and Figure 13(a) shows the results of the 
emulated scenario. Despite the graphic scales, it is possible 
to observe the two curve tendencies are similar, i.e., the 
behaviour represented by the model was confirmed in 
simulated and emulated situations. Additionally, such 
tendencies are similar to the ones presented in Figure 10(a), 
i.e., when executing a real application. These results allow 
employing both simulator and emulator in further studies, 
since one hardly has a dedicated distributed system to study 
schedulers. 
Figure 13 Second scenario – (a) CPU workload obtained for the 
emulated environment and (b) reconstructed in the 
phase space 
 
 
(a) 
 
 
(b) 
Figures 12(b) and 13(b) show the workload observations 
reconstructed in the phase space for both environments, 
considering again m = 2 and τ = 1. Similarly to the  
real-world case [Figure 10(b)], the curves generate a 
diagonal line, which allows confirming the experiments 
produce outputs x(t + 1) dependent on x(t), as defined in our 
model [equation (4)]. In other words, the simulated and the 
emulated environments present the same behaviour in terms 
of dynamical system rule, i.e., the rule that produced the 
time series. Thus, we can state that the three environments 
(real-world, simulated and emulated) express the same 
dynamical behaviour. 
Finally, in the third scenario, we considered an 
application with some communication degree. In the 
simulated environment, we adopted β(t) = 0.1, i.e., the 
communication degree caused a 10% impact on the 
execution and, in the emulated one, the process 
dependencies were modelled as follows: process p1 sends 
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messages to process p2, process p3 sends messages to 
process p4, and so on. Table 4 shows two fragments of the 
trace files for process 0, which sends messages, and  
process 1, which receives them. 
Table 4 Fragments of the trace files for two processes, in 
which (a) process 0 sends message to (b) process 1 
(a) Process 0 
id param1 param2 
1 1,000 –1 
6 10 1 
1 1,000 –1 
6 10 1 
(b) Process 1 
id param1 param2 
1 1,000 –1 
7 10 0 
1 1,000 –1 
7 10 0 
Figure 14 Third scenario – (a) CPU workload obtained for the 
simulated environment and (b) reconstructed in the 
phase space 
 
 
(a) 
 
 
(b) 
Figures 14(a) and 15(a) show the workload averages for 
both cases, respectively, and the reconstructions in the phase 
space are shown in Figures 14(b) and 15(b). Note that, 
again, the unfolded workloads correspond to diagonal lines, 
therefore, presenting the same tendencies. 
Figure 15 Third scenario – (a) CPU workload obtained for the 
emulated environment and (b) reconstructed in the 
phase space 
 
 
(a) 
 
 
(b) 
We can observe that, in all scenarios, the unfolded workload 
displayed a similar shape. This behaviour happens because 
all time series were obtained from the same dynamical 
system rule [as extensively studied in the dynamical systems 
area (Kennel et al., 1992; Takens, 1981; Alligood et al., 
1996)]. In other words, the proposed model [equation (4)] 
represents the expected behaviour in terms of computer 
system workloads. 
This conclusion can be also drawn when we compute 
the first difference of resulting time series, as defined in 
equation (7), in which average workload values were 
isolated on the left side. On the right side are the values of 
the received workload r(t), the migrated workload m(t), 
process dependencies and network topology, represented by 
β(t). Therefore, the right-side term of the equation 
represents the stochastic components of the model, which 
are the result of the scheduler behaviour given a set of 
applications, computers and topology. 
As a consequence, real-world, simulated and emulated 
environments must display the same behaviour in terms of 
the right-side of the equation, which allows concluding they 
produce workload results statistically similar, validating the 
proposed model. We considered the following hypothesis, 
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in which H0 corresponds to the null hypothesis and HA is the 
alternative hypothesis: 
0 ( ) ( )
( ) ( )
:
: , ;
i j
i j
dx t dx t
dt dt
A dx t dx t
dt dt
H μ μ
H μ μ i j i j
=
≠ ∀ ≠  
In other words, given two first difference distributions ( )idx tdt  
and ( ) ,jdx tdt  we are interested in confirming that the 
scheduler behaviour in a real-world scenario is statistically 
similar to the simulation and emulation results, which were 
based on the proposed model. 
In order to evaluate such hypothesis, we used the 
student’s t-test (Schefler, 1988). Results, in terms of  
ρ-value3, are presented in the symmetrical matrix of Table 5, 
in which RW represents the first difference for a real-world 
environment (first scenario), SM and EM correspond, 
respectively, to the simulated and emulated environments 
running BoT applications (second scenario), and SM-C  
and EM-C represent, respectively, the simulated and  
emulated environments running a communication-intensive 
application (third scenario). 
Table 5 Student’s t-test to compare whether the real-world 
behaviour is also observed in simulated and emulated 
scenarios (elements in this symmetrical table are the 
ρ-values) 
 RW SM EM SM-C EM-C 
RW  1.0 0.95 1.0 0.97 
SM   1.0 1.0 1.0 
EM     0.99 
As observed, the null hypothesis cannot be rejected, as  
there is enough statistical significance between pairs of 
probability distributions in terms of ρ-values. Therefore, we 
have confirmed that the scheduler behaviour is similar in the 
scenarios evaluated and the proposed model can be used to 
represent and study the behaviour of scheduling decisions 
over time. 
5 Conclusions 
This paper has proposed a model [equation (4)] which 
describes computer workloads in terms of a dynamical 
system, considering the variables of interest in order to 
understand the behaviour of such workloads under different 
scenarios. In this equation, given a computer, the next 
workload state x(t + 1) is dependent on the current workload 
x(t) and on other additional terms: r(t) corresponds to the 
workload just assigned to this computer at time instant t; 
m(t) is the workload just migrated at time t; and, finally, 
term (1 – β(t) · c) represents the workload executed at time 
t. This last term is composed of c, which corresponds to the 
total CPU capacity of the computer, and β(t) that is the 
dependency degree of applications. 
The model was validated by means of three scenarios: 
1 real-world environment, running a CPU-bound 
application 
2 a simulated scenario 
3 an emulated environment. 
The two latter scenarios were considered under two 
situations: running a BoT application and a communication-
intensive application and, in both, the scheduler could 
migrate workloads. 
In all cases, we analysed system workloads over time, 
reconstructed them in the phase space (see Section 2) and 
studied the first difference [see equation (7) in Section 3] in 
an attempt to understand the stochastic behaviour of 
scheduling decisions. Both techniques confirmed the  
real-world, simulated and emulated environments respect 
the same conditions as proposed by our model; therefore, 
such model is valid can be considered to study process 
scheduling in distributed systems. 
The proposed model can also be applied to study  
other schedulers, as well as motivate the proposal of  
new scheduling algorithms respecting some particular 
conditions, which are represented in terms of variables of 
our model [equation (4)]. 
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Notes 
1 Both simulator and emulator are available at 
http://www.icmc.usp.br/~mello. 
2 R Statistical Software, available at http://www.r-project.org/. 
3 The ρ-value represents the lowest value for which the test is 
statistically significant (Schefler, 1988). 
