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[1] The response of soil organic carbon to climate change might lead to significant
feedbacks affecting global warming. This response can be studied by coupled climate‐
carbon cycle models but so far the description of soil organic carbon cycle in these
models has been quite simple. In this work we used the coupled climate‐carbon cycle
model ECHAM5/JSBACH (European Center/Hamburg Model 5/Jena Scheme for
Biosphere‐Atmosphere Coupling in Hamburg) with two different soil carbon modules,
namely (1) the original soil carbon model of JSBACH called CBALANCE and (2) a new
soil carbon model Yasso07, to study the interaction between climate variability and soil
organic carbon. Equivalent ECHAM5/JSBACH simulations were conducted using both
soil carbon models, with freely varying atmospheric CO2 for the last 30 years (1977–2006).
In this study, anthropogenic CO2 emissions and ocean carbon cycle were excluded.
The new model formulation produced soil carbon stock estimates that were much closer
to measured values. It also captured better the seasonal cycle of the direct CO2 exchange
measurements at the three grassland sites considered (RMS error reduced by 12%),
while for the five forest sites also analyzed, the results were ambiguous and the RMS error
was 12% larger for Yasso07 than for CBALANCE. As a response to climatic changes,
Yasso07 showed greater release of soil carbon to the atmosphere than the original model
formulation during the years 1977–2006. This emphasizes the need for better
understanding the processes affecting soil carbon stocks and their turnover rates to predict
the climatic feedbacks.
Citation: Thum, T., et al. (2011), Soil carbon model alternatives for ECHAM5/JSBACH climate model: Evaluation and impacts
on global carbon cycle estimates, J. Geophys. Res., 116, G02028, doi:10.1029/2010JG001612.
1. Introduction
[2] The response of soil carbon stocks to changing climate
is one of the hot topics in climate change research today.
Carbon cycle feedbacks are predicted to increase the atmo-
spheric CO2 concentration, but the current estimates of their
contribution to the projected CO2 concentration at the end of
the 21st century vary widely, from 20 to 200 ppmv, between
different carbon‐climate models [Friedlingstein et al., 2006].
One significant source of uncertainty in these estimates is the
modeling of the soil carbon cycle [Friedlingstein et al., 2006].
Previous modeling studies show that warming of the climate
will decrease soil carbon storage whereas CO2 fertilization is
shown to increase the soil carbon reserves [Davi et al., 2006;
Harrison et al., 2008]. Therefore, it still remains an open
question whether changes in soil carbon will accelerate
climate change [Heimann and Reichstein, 2008].
[3] The formulations of soil carbon responses to climate in
global coupled carbon‐climate models are currently quite
simple. Most approaches are based on the Q10 approach,
where constant temperature sensitivity of respiration is pre-
sumed. A global value for Q10 has been under debate
[Zhou et al., 2009], but recently a convergence for the global
value was found at the ecosystem level [Mahecha et al.,
2010]. Other types of temperature dependencies based on
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more detailed considerations of different processes involved
have also been studied [Ågren and Wetterstedt, 2007]. Models
also differ in their conceptual description of soil carbon,
by either locating the soil carbon in separate pools or by
decribing it using a distribution [Yurova et al., 2010]. Despite
finding a global value for Q10, and calibrating models using
of large data sets [Raich and Schlesinger, 1992; Raich and
Potter, 1995] or detailed laboratory experiments [Yurova
et al., 2010], problems still remain regarding the applicabil-
ity of the present models at the global scale.
[4] While most of the discussion has focused on temper-
ature, the simulations of potential future climate scenarios
also predict changes in the spatial and temporal distribution
of precipitation. Precipitation has a great impact on respi-
ration rates [Heimann and Reichstein, 2008] and these
changes might lead to significant effects on the soil carbon
storage at the global scale. Precipitation has been predicted
to increase at high latitudes and decrease in subtropical land
regions [Intergovernmental Panel on Climate Change, 2007],
which together with warming climate could enhance carbon
release from soil at high latitudes but reduce it in subtropical
regions. The combined effects of changing precipitation
patterns and warming temperatures need to be modeled
realistically to predict their probably remarkable effects on
the atmospheric CO2 content.
[5] In this study we compared two different approaches to
model soil carbon cycling as a part of a global climate model
consisting of the ECHAM5 atmospheric GCM (General
Circulation Model) and the JSBACH terrestrial biosphere
model. One of the approaches was the original, Q10‐based
soil carbon scheme of JSBACH called CBALANCE. The
other was the Yasso07 model [Tuomi et al., 2009], which is
a model that takes the chemical composition of the falling
litter and soil carbon reserves into account thus enabling
differentiation of the effects of plant functional types (PFTs)
on soil carbon reserves explicitly. Earlier global carbon
models, such as models based on CENTURY [Parton et al.,
1988], do not account for the chemical composition but con-
sider the lignin content of the litter only [Krinner et al., 2005].
[6] Our model simulations serve two objectives: (1) First,
to evaluate the performance of the ECHAM5/JSBACH
model in simulating soil carbon storage and carbon fluxes,
separately for the two soil carbon models Yasso07 and
CBALANCE. This is done by comparing model results to
global soil carbon data sets and micrometeorological mea-
surements. (2) Second, to estimate changes in the carbon
budget of terrestrial ecosystems between 1977 and 2006 in
response to changes in climate conditions using these alter-
native soil carbon modules. Both model versions suggest that
changes in climate have led to a net release of carbon from soil
even when land use change and anthropogenic emissions are
excluded from the analysis, and that this net release has
contributed to increased atmospheric CO2 concentration. The
resulting increase in the atmospheric CO2 is, however, greater
for Yasso07 than for the original model formulation.
2. Model Description and Evaluation Data
2.1. ECHAM5 Atmospheric Model and JSBACH
Terrestrial Biosphere Model
[7] The global climate model used in this study consists of
the ECHAM5 (Version 5.4 [Roeckner et al., 2003, 2006])
atmospheric GCM and the JSBACH terrestrial biosphere
model [Raddatz et al., 2007]. The dynamical part of
ECHAM5 is formulated in spherical harmonics, while
physical parameterizations are computed in grid point space.
The simulations reported here used a horizontal resolution
of T63 (a grid spacing of 1.875 deg) with 31 layers in the
vertical and the model top at 10 hPa. A semi‐implicit time
integration scheme is used for model dynamics with a time
step of 12 min.
[8] The land surface model of standard ECHAM5 was
replaced some years ago by the modular land surface
scheme JSBACH [Raddatz et al., 2007]. By introducing
JSBACH, all land surface processes formerly scattered
across ECHAM, except for the lateral discharge, are now
accessed by a single well defined subroutine interface. In
addition, when developing JSBACH, an explicit represen-
tation of the biosphere was introduced, to account for bio-
physical and biogeochemical aspects of vegetation relevant
to climate. For this purpose parts of the land biosphere
model BETHY [Knorr, 2000] were adapted. JSBACH
includes now a photosynthesis module following Farquhar
et al. [1980] for C3 plants and Collatz et al. [1992] for
C4 plants. 13 plant functional types (PFT) are distinguished
by maximum carboxylation rate, maximum electron trans-
port rate, specific leaf area carbon content, and phenology
type. The spatial distribution of the PFTs is prescribed by
maps. Up to four PFTs are allowed to cooccur in each model
grid cell. The interplay between the CO2 assimilation rate
and stomatal conductance is explicitly modeled. Both quan-
tities therefore depend on temperature, soil moisture, water
vapor deficit (VPD), as well as CO2 concentration of the
ambient air, and the absorption of solar visible radiation,
which is computed for three canopy layers.
[9] Under present climate conditions and present atmo-
spheric CO2 concentration, JSBACH gives a global net pri-
mary productivity (NPP) of about 60–70 PgC yr−1. This
produced carbon is allocated to terrestrial biomass. There are
five phenotypes of vegetation: evergreen, summergreen, rain-
green forest or shrubland, grassland, and managed (nonforest)
areas. This phenology scheme is completely independent of
predefined calendar dates and solely driven by temperature,
soil moisture and NPP [Raddatz et al., 2007]. The leaf area
index (LAI) computed by the phenology scheme enters the
calculation of albedo, which is needed for calculating the
radiation balance of the atmosphere. The models for soil
hydrology and soil heat transport are adapted from standard
ECHAM5 [Roeckner et al., 2003] and the land surface
energy balance is solved within JSBACH.
2.2. Soil Carbon Models
[10] In JSBACH, the carbon produced in plants is divided
into three pools: a wood pool, a pool representing active
plant tissue (leaves, fine roots, etc.), and a pool of reserve
carbon (starch, sugars). From the latter two pools carbon
is transferred to the soil at a rate proportional to the leaf
shedding rate, whereas wood is decomposed into soil
assuming a fixed life time. To describe the mineralization of
organic carbon in the soils, we used two alternative models,
CBALANCE based on a standard Q10 formulation [Raddatz
et al., 2007], and Yasso07 using amoremechanistic approach
[Tuomi et al., 2009].
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[11] In the CBALANCE model, the belowground carbon
consists of a fast decomposing and a slowly decomposing
carbon pool. At reference conditions (soil temperature Tsoil =
0°C, and soil moisture at field capacity h = 1), the turnover
rate of the fast carbon pool is 1.5 years while that of the slow
pool is 150 years. In both cases, the heterotrophic respiration
R is described by
Ri ¼ QTsoil=10
C
10 ci=i ð1Þ
where the subscript i denotes either the fast pool or the slow
pool, ci is the size of the pool at the previous time step and ti
is the turnover rate of the pool at reference conditions. The
parameter Q10 is taken to be 1.8, based on earlier studies
[Raddatz et al., 2007; Roeckner et al., 2010] where model
parameters were adjusted so as to realistically simulate the
observed rise in the atmospheric CO2 concentration. The
CO2 flux resulting from heterotrophic respiration is released
from these two different soil carbon pools. It is calculated
daily based on soil humidity and soil temperature of the
previous day as well as LAI and NPP (affecting through the
litter fall into soil). The soil temperature used in CBALANCE
is simulated at 30–120 cm below the surface. Soil moisture
content is described as a fraction relative to the maximum
water content available to plants [Knorr and Heimann, 2001].
A fixed fraction of the decomposing carbon of the fast pool is
moved to the slow pool. This fraction is set to 0.22 for most
PFTs, but a lower value (0.18) is used for tropical forest
having fast decomposition rates [Powers et al., 2009] and a
higher value (0.28) for grasslands having slow decomposition
rates [Bontti et al., 2009].
[12] The soil carbon model Yasso07 describes the soil
carbon mineralization in a more detailed manner than
CBALANCE. Yasso07 is a new version of the widely used
Yasso model [Liski et al., 2005], having now chemically
distinct pools for soil carbon. In Yasso07, soil carbon is
divided into six different carbon pools. The fast decomposing
carbon is divided into four separate pools according to the
solubility of the material: ethanol‐soluble, water‐soluble,
acid hydrolysable and those neither soluble nor hydrolysable.
These four carbon pools together will henceforth be called
as EWAN pools. The fifth pool is the very slowly decom-
posing humus pool. Finally, the sixth pool is a pool of
coarse woody litter.
[13] The parameterization of the Yasso07 model is based
on an extensive data set with wide geographical coverage
including litter bag and soil carbon stock measurements (but
not, for example, CO2 measurements) [see Tuomi et al.,
2009]. The parameterization of the model was done using
the Markov chain Monte Carlo method [Tuomi et al., 2009].
No assumptions were made about the carbon fluxes between
the different soil carbon pools before the parameterization.
[14] The climatic dependence of the decomposing rate k
of the Yasso07 carbon pools is calculated from the equation
ki ¼ i exp 1T þ 2T 2
 
1 exp Pa½ ð Þ ð2Þ
Here the subscript i denotes the six different carbon pools, T
is air temperature (°C), Pa is the annual precipitation (m), ai
is the turnover rate (for T = 0° and Pa → ∞, since g is
negative) and b1 = 7.6·10
−2 °C−1, b2 = −8.9·10−4 °C−2 and g =
−1.27 m−1 are fitted parameters [see Tuomi et al., 2009].
These parameters imply that increased temperature enhances
the decomposition rate somewhat more in Yasso07 than in
CBALANCE (typically, e.g., at 17°C, by 8.1% °C−1 and
6.1% °C−1, respectively). The turnover times of the pools in
Yasso07 are shown in Table 1.
[15] The temperature dependence was adapted from an
earlier study [Tuomi et al., 2008]. For the dependence of
precipitation several different formulations were studied and
the best one was selected. Air temperature and precipitation
(rather than soil temperature and moisture) are used as
driving variables mainly because of the data used in the
development of the model. This choice was based on (1) the
availability and reliability of the data used to develop
the model and (2) availability of the driver variables needed
to use the model. The soil temperature and moisture are
functions of air temperature, precipitation, characteristics of
the soil and vegetation, but a database of soil temperature
and moisture reliable enough for use in the development of a
global model is missing. Therefore, the reliability of the soil
characteristics calculated by JSBACH or any other global
scale biosphere model remains quite uncertain. The amount
of soil carbon as well as soil temperature and soil moisture
also change between different soil layers and this brings
further complication in modeling the system properly.
[16] The Yasso model has been developed using large
data set that includes many different ecosystems and a wide
range of climatic conditions [Tuomi et al., 2009], covering
most conditions encountered in a global climate model. It
has been shown that this model provided estimates of litter
decomposition and soil carbon storage without any sys-
tematical error due to different climatic conditions, ecosys-
tem types or geographical location [Tuomi et al., 2009]. This
supports the use of air temperature and precipitation in lieu
of soil temperature and moisture in large‐scale calculations.
[17] Overall, the parameterization consists of over 20
different parameters including mass flows between different
pools, climatic dependencies, decomposition rates of dif-
ferent pools and mass flow from labile pools to humus. For
the mass flows between different labile pools this model
produced four significant pathways [see Tuomi et al., 2009].
In addition, this approach provides posterior uncertainties of
the parameters and thus enables computation of the model
results’ uncertainties.
Table 1. The Turnover Times (i.e., Decomposition Rates−1) of
CBALANCE in Reference Conditions (Soil Temperature Tsoil =
0°C and Soil Moisture at Field Capacity h = 1 (see Equation (1)))
and of Yasso07 in Years in Reference Conditions (Air Temperature
T = 0°C and Precipitation Pa→ ∞, i.e., Decomposition Not Limited
by Lack of Moisture (see Equation (2)))
Carbon Pool Turnover Times (years)
CBALANCE
Fast pool 1.5
Slow pool 150
Yasso07
Water‐soluble 0.23
Acid‐soluble 1.52
Ethanol‐soluble 2.86
Nonsoluble 4.55
Coarse litter 71.4
Humus 3000
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[18] In the model the incoming nonwoody litter is divided
into the EWAN pools according to the chemical composi-
tion of each PFT [Trofymow et al., 1998; Berg et al., 1991a,
1991b; Gholz et al., 2000] whereas woody litter is allocated
to the pool of woody litter. Woody litter is transferred from
this pool at a lower rate and divided into the EWAN pools,
again, according to the chemical composition. There is a
fixed fraction (0.040) of mass flow from labile pools to the
humus pool.
2.3. Simulations
[19] To study how the results of these two soil carbon
models compare to each other at the global scale, similar
global‐scale simulations were run for both model formula-
tions. We ran ECHAM5/JSBACH prescribing observed
sea surface temperatures (SSTs) and sea‐ice cover [AMIP
Project Office, 1996]. To initialize the soil carbon pools
for ECHAM5/JSBACH we first ran ECHAM5/JSBACH for
10 years without interactive soil carbon, and stored the input
data needed by CBALANCE (NPP, LAI, soil temperature
and humidity) and Yasso07 (NPP, LAI, air temperature and
precipitation). These data were then used in spin‐up runs
with CBALANCE and Yasso07, in which the carbon pro-
duced by the biosphere was allocated to the different carbon
pools and the soil carbon thus slowly accumulated. The soil
carbon pools of CBALANCE needed a run for 1080 years
and Yasso07 for 3000 years to stabilize. The spin‐up time
period was longer for Yasso07 because of its lower decom-
position rate for the slow (humus) pool.
[20] After the soil carbon pools had reached equilibrium
in the spin‐up runs, these initial pool sizes were used in
ECHAM5/JSBACH simulations employing the respective
soil carbon models, CBALANCE and Yasso07. A stabiliza-
tion run with the entire ECHAM5‐JSBACH was first made
with constant atmospheric CO2 concentration (350 ppm) for
years 1957–1976. This was followed by a run for years
1977–2006 in which the atmospheric CO2 concentration was
allowed to vary freely, according to the simulated exchange
of fluxes with the land carbon components. Weather data
were generated by the ECHAM5model using measured SST.
No anthropogenic emissions were included in these simula-
tions, and there was no interactive ocean carbon cycle (i.e.,
carbon fluxes through the ocean surface were set to zero).
Thus the resulting changes in the atmospheric CO2 were
driven solely by the response of the terrestrial carbon
cycle to climatic conditions. Below, the simulations using
CBALANCE and Yasso07 are referred to as Cba‐JEM
(CBALANCE‐JSBACH‐ECHAM5‐Model) and Y07‐JEM
(Yasso07‐JSBACH‐ECHAM5‐Model).
2.4. Evaluation Data
[21] We used carbon stock and CO2 exchange data to
evaluate the models. The carbon stock data were obtained
from the Oak Ridge National Laboratory [Zinke et al., 1986]
(http://cdiac.ornl.gov/ndps/ndp018.html). This data set con-
sists of soil organic carbon contents in the topmost 1 m layer
of over 4000 soil profiles covering all Holdridge life zones
and all continents except Africa and Antarctica. We used only
3677 of these profiles, excluding the measurement points
located in wetlands, because the vegetation description of
JSBACH does not include ecosystem types for wetlands.
The evaluation was made by comparing the average soil
organic carbon content at each measurement site with the
model result at the grid point closest to the measurement.
The global values of soil carbon stocks were calculated as a
sum of all the land grid points of the model and they give a
value for the topmost one meter. In the measurements, bulk
density was used in calculating the carbon stock of the soil
[Zinke et al., 1986]. When the carbon content of the soil is
calculated in the model, information of the bulk density is
not needed, since the model calculates the carbon content of
soil as a difference between litter fall and decomposition.
[22] We used ecosystem scale‐flux data to comparemodeled
CO2 exchange with measurements. The eddy covariance
method is widely used to assess the exchange of water vapor,
energy and CO2 across a range of biomes [Baldocchi et al.,
2001]. We compared the modeled CO2 flux to the flux
measured at eight locations, selected so as to cover ecosys-
tems that are important for the global carbon cycle. The
details of the measurement sites are described in Table 2.
They include five forest and three grassland sites. The forest
sites include the Hyytiälä Scots pine forest in Finland
(FI‐Hyy) in the boreal zone, a temperate beech forest in Sorø,
Denmark (DK‐Sor) [Pilegaard et al., 2003], a rain forest site
located in Tapajós, Brazil (BR‐Tap) and two Mediterranean
holm oak forests in Puéchabon, France (FR‐Pue) [Allard
et al., 2008] and Castelporziano, Italy (IT‐Cpz) [Reichstein
et al., 2002]. Out of the three grassland sites, HU‐Mat and
HU‐Bug are located in Hungary. They are both semiarid
sandy grasslands. HU‐Bug is partially managed by grazing
[Balogh et al., 2007; Nagy et al., 2007]. ES‐VDA is a subal-
pine seminatural pasture on the Spanish Pyrenees [Gilmanov
et al., 2007]. Then compare the model results with the mea-
surement data we chose, for each site, the closest grid point
and the PFT equivalent with the measurement site.
[23] Modeled Net Ecosystem Exchange (NEE) was com-
pared with measured NEE, and modeled total ecosystem
respiration (TER) with measured TER. Both modeled and
measured TER include both autotrophic and heterotrophic
Table 2. The Micrometeorological Measurement Sites
Abbreviation Site Location Vegetation Years
BR‐Tap Tapajos, Brazil 2°51′S, 54°58′W tropical rainforest 2002–2006
DK‐Sor Sorø, Denmark 55°29′N, 11°38′E temperate deciduous 2001, 2003–2006
ES‐VDA Val d’Alinya, Spain 42°09′N, 1°26′E subalpine grassland 2004–2007
FI‐Hyy Hyytiälä, Finland 61°51′N, 24°17′E evergreen coniferous 1997–2006
FR‐Pue Puéchabon, France 43°44′N, 3°36′E Mediterranean evergreen 2004–2007
HU‐Bug Bugac, Hungary 46°41′N, 19°36′E grassland 2003–2007
HU‐Mat Matra, Hungary 47°51′N, 19°44′E grassland 2004–2007
IT‐Cpz Castelporziano, Italy 41°42′N, 12°22′E Mediterranean evergreen 2004–2007
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respiration. Since we only modified the heterotrophic res-
piration in the two model formulations (Y07‐JEM and
Cba‐JEM), model results for heterotrophic respiration are
also shown, as this allows us to see directly the differences
that the different soil carbon models impose on CO2 fluxes.
It must be remembered during this comparison that the eddy
covariance method measures only the carbon dioxide
exchange (NEE) between atmosphere and vegetation and
therefore it always represents the difference between two
fluxes, the downward flux (CO2 assimilation) and the
upward flux (respiration). Therefore, the total ecosystem
respiration (TER) is not measured directly during daytime.
Instead, it has been calculated with temperature depen-
dency of respiration deduced from nighttime measurements
[Aubinet et al., 2000]. Furthermore, TER is a sum of
seasonally varying autotrophic respiration and heterotro-
phic respiration.
[24] The years of measurement data used are shown in
Table 2. We used all the years available to obtain a general
behavior monthly mean values at each site. Monthly
averages over last 10 years (1997–2006) of the modeled
CO2 fluxes as simulated by the two different soil carbon
formulations were chosen for the comparison, to be roughly
compatible with the years of measurement data. We wish to
emphasize that we did not perform any tuning of our model
results in the comparison to field data.
3. Results
3.1. Comparison of the Two Soil Carbon Models
to Measurements
3.1.1. Comparison of Global Estimates for Carbon
Storage
[25] The total amount of soil carbon for Cba‐JEM was
2853 PgC and for Y07‐JEM 1477 PgC (Table 3). These
values are averages over the simulation period 1977–2006
during which the atmospheric CO2 concentration was
allowed to vary. The observational estimates for soil carbon
in the topmost meter range between 1500 and 2000 PgC
[Houghton, 2007; Bonan, 2008]. Thus the Y07‐JEM result
is close to the observational estimate, whereas the Cba‐JEM
result exceeds it substantially.
[26] The relative contributions by stable and more labile
carbon pools differed between the model versions. In
Cba‐JEM the slow pool contained as much as 96.6% of the
total soil carbon, whereas in Y07‐JEM 81.3% of soil carbon
was in stable form while the EWAN pools contributed
11.0% and coarse litter 7.7% to the total soil carbon (Table 3).
The coarse litter pool of Y07‐JEM was 113 PgC, which is
one third of the literature estimate for the global litter pool,
300 PgC [Houghton, 2007]. Here we included the coarse
litter pool in the total soil carbon value of Y07‐JEM; were
it excluded, the total soil carbon for Y07‐JEM would be
1360 PgC.
[27] The annual litter flux in both model versions was
about 77 PgC. This is greater than, but quite close to, the
global observational estimate of approximately 59 PgC yr−1
[Houghton, 2007]. The estimates for the amount of biomass
in the world’s terrestrial ecosystems range from 385 to
650 PgC [Houghton et al., 2009]. Both models give results
that fall in the middle of this range: 527 PgC for Cba‐JEM
and 526 PgC for Y07‐JEM. The similarity of these results is
no surprise since both models use the same submodel for
living biomass. That there is at all a slight difference is a
consequence of the slightly different temperatures in the two
simulations, because of different CO2 concentrations in the
atmosphere (see below). The living biomass for the models
includes green, wood and reserve pools. All in all, Cba‐JEM
predicted 69% more carbon to be located in the terrestrial
biosphere than Y07‐JEM and this difference was caused by
soil carbon storage (see Table 3).
3.1.2. Soil Carbon Storage in Different Ecosystems
[28] Comparing simulated soil carbon storage to the
worldwide soil carbon database for different ecosystems
compiled by Post et al. [1982] and Zinke et al. [1986] showed
that both models overestimated the average soil carbon con-
tent across the ecosystems (Table 4), but Y07‐JEM yielded a
closer estimate (an overestimate of 32%) than Cba‐JEM (an
overestimate of 137%).
[29] For all the ecosystems studied, Cba‐JEM gave greater
estimates for soil carbon stocks than Y07‐JEM (Table 4).
Both models overestimated the soil carbon stock compared
to the measurements except at cool deciduous forest and
at main taiga. At cool deciduous forests Y07‐JEM gave a
slight underestimate while Cba‐JEM overestimated the
carbon storage compared to measurements quite substan-
tially. At main taiga both models underestimated the soil
carbon stocks compared to the measurements. With the single
exception of the main taiga ecosystem, the values given
by Cba‐JEM deviated more from the measurements than
Y07‐JEM. The high measured values in main taiga might
originate from sites that are turning into wetlands and thus
have anoxic conditions in soil, which slows down the
decomposition processes. Neither of the models takes the
anoxic conditions into account and therefore they are not
applicable at these sites. The anoxic conditions are a very
likely reason for the high soil carbon stocks in main taiga,
since the productivity at such sites is usually small and does
not explain the large carbon stocks. It is also interesting that
while total estimates for global soil carbon in Y07‐JEM
were slightly lower than the estimate based on observa-
tions (Table 3), the model estimates for different ecosystems
Table 3. Average Soil Carbon Stocks and Litter Flux During the
Simulation Period 1977–2006 and the Change in the Carbon
Stocks Expressed as the Difference Between Mean Values for
the Last 3 Years and the First 3 Years of the Simulation Perioda
1977–2006 D(2004–2006 – 1977–1979)
Cba‐JEM
Fast 98 −3.8
Slow 2756 +2.0
Total soil carbon 2853 −1.8
Living biomass 527 −2.1
Total litter flux 77 −2.9
Total biosphere carbon 3380 −3.8
Y07‐JEM
EWAN 163 −5.1
Coarse litter 113 −0.1
Humus 1201 −2.3
Total soil carbon 1477 −7.6
Living biomass 526 −2.1
Total litter flux 77 −2.9
Total biosphere carbon 2003 −9.7
aIn units PgC, except “total litter flux” in units PgC yr−1. Negative sign
thus denotes a decrease in soil carbon stock or litter flux.
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exceeded observations (Table 4). This apparent discrepancy
is related to the uncertainty in the globalmean values (Table 3).
Estimating the global values of carbon stocks from point
measurements necessarily involves interpolating data and this
together with missing the peatlands in the model leads into
this discrepancy.
3.1.3. Comparison to Direct CO2 Flux Measurements
at Forest Sites
[30] Global model simulations are generally not suited for
comparison with site data, because they are calibrated to
reproduce large scale climate and fluxes ignoring surface
heterogeneity below the grid box scale of several hundred
kilometers. Nevertheless, we present here a comparison with
selected site data to gain further insight in performance
differences arising from the two different soil models.
[31] At the forest sites studied here, the average seasonal
patterns of CO2 exchange and ecosystem respiration did not
differ much between the models (Figures 1 and 2). Compared
to measurements, however, both models underestimated the
summertime exchange rates at FI‐Hyy (Figure 1a) and DK‐
Sor (Figure 1c), and at BR‐Tap (Figure 1e) the modeled
seasonal cycle of NEE was reversed. At Mediterranean sites
there was a problem with compatibility of the PFTs and this
caused some mismatch in seasonality (Figure 2).
[32] At FI‐Hyy and DK‐Sor the underestimation of the
fluxes was more pronounced in TER than in NEE sug-
gesting that the model also underestimated photosynthesis
(Figures 1a–1d). At FI‐Hyy, Y07‐JEM was able to replicate
the increase of TER in July, unlike Cba‐JEM (Figure 1b)
and the differences between the models seen in the sum-
mertime simulation results of NEE (Figure 1a) were caused
by the heterotrophic respiration. At both sites FI‐Hyy and
DK‐Sor, both models underestimated the length of the
summertime period when the forest acts as a carbon sink
(Figures 1a and 1c), but the winter level of NEE was quite
similar to the measurements.
[33] At the BR‐Tap site the annual cycle of NEE and
TER was very different from that at FI‐Hyy and DK‐Sor
(Figures 1e and 1f). The models captured the magnitudes of
measured NEE and respiration fluxes but failed in capturing
the seasonal cycle (Figures 1e and 1f). The failure is con-
nected to too strong a response of photosynthesis to drought
for this rain forest site and is seen in some other biosphere
models as well [Saleska et al., 2003]. At BR‐Tap the cli-
mate is characterized by dry and wet seasons, the dry period
extending from 15 July to 15 December [Hutyra et al.,
2007]. Measurements have revealed that the rain forest is
a carbon source during wet season and turns out to be a
carbon sink during the dry season, since drought lowered the
heterotrophic respiration but the CO2 assimilation continues
[Hutyra et al., 2007]. At this site, the models are unable to
replicate the photosynthesis during the dry season. According
to the models the forest photosynthesizes in the wet season,
acting as a carbon sink, and then turns into a carbon source
during the dry season.
[34] The two Mediterranean sites (FR‐Pue and IT‐Cpz)
have both a typical Mediterranean climate with warm and
dry summers, precipitation taking mostly place in autumn
and winter [Reichstein et al., 2002; Allard et al., 2008]. We
chose to include FR‐Pue and IT‐Cpz as examples of sites
with a large seasonal variation in precipitation, which is a
very important factor controlling the soil carbon cycle in the
ecosystems. Unfortunately, the PFT used in the global
simulation for the closest grid box to these sites (temperate
deciduous vegetation) did not match the actual vegetation
type of temperate evergreen vegetation. This discrepancy of
PFTs is seen especially in the modeled NEE cycle for FR‐
Pue with model results showing a clear annual cycle with
strong carbon uptake in summer (Figure 2a) while, according
to the measurements, most of the carbon uptake occurs in late
winter and spring. Despite the discrepancy between PFTs,
both models predict the maximum carbon uptake rates quite
correctly although the ecosystem carbon release is largely
overestimated by the models in wintertime. At FR‐Pue the
summer drought caused the forest to turn into a carbon source
in August, and Y07‐JEM simulated this only 1 month late,
whereas Cba‐JEM was 2 months late. At IT‐Cpz the two
models simulated NEE quite similarly (Figure 2c). The
forest at IT‐Cpz is able to assimilate more carbon than FR‐
Pue, since the vegetation at the site has access to ground
water even during summer drought [Reichstein et al., 2002]
and therefore the forest remains a carbon sink even during
summer.
[35] The mismatch of the PFT did not show in the com-
parison of simulated and measured TER (Figures 2b and 2d).
At FR‐Pue, Cba‐JEM was successful in simulating increase
of TER during first months of the year (Figure 2b), but Y07‐
JEM lagged behind 1 month. In the autumn, however, both
models underestimated TER Cba‐JEM giving even a larger
underestimate than Y07‐JEM. This large underestimation
of Cba‐JEM was due to a decrease in heterotrophic res-
piration that resulted from the model’s response to reduced
soil moisture and its slow recovery from that. At IT‐Cpz both
models simulated the increase in TER in spring successfully,
Table 4. The Amounts of Carbon Stored in Soil and Their Standard Deviation According to Measurements [Zinke et al., 1986] and the
Two Model Formulations for All Data and for Eight Ecosystems That Had More Than 95 Measurementsa
Description Measurements (kg m−2) Y07‐JEM (kg m−2) Cba‐JEM (kg m−2) N
All data 12.2 ± 16.3 16.1 ± 17.0 28.9 ± 19.9 3766
Cool conifer forest 14.1 ± 11.2 17.3 ± 12.9 29.5 ± 18.0 678
Cool grassland 12.4 ± 8.7 16.6 ± 9.2 33.5 ± 14.3 655
Tropical humid forest 10.3 ± 8.9 16.1 ± 9.6 26.0 ± 11.5 380
Warm conifer forest 13.5 ± 7.7 18.3 ± 7.7 28.2 ± 9.5 335
Mediterranean scrub/wood/savanna 6.9 ± 5.5 19.2 ± 6.2 34.0 ± 9.1 255
Midcontinental southern taiga 12.1 ± 12.0 16.4 ± 12.0 26.1 ± 12.5 181
Main taiga 21.1 ± 42.6 11.1 ± 42.6 15.9 ± 42.8 144
Cool deciduous forest 14.2 ± 11.6 12.5 ± 11.7 22.3 ± 14.6 96
aN is the number of the data points used in each class. The comparison is done solely by the location of the grid and measurement points. Point
measurements were compared to a sum over all four PFTs of the model grid point closest to the measurement.
THUM ET AL.: TWO SOIL CARBON MODELS FOR ECHAM5/JSBACH G02028G02028
6 of 15
but also at this site Cba‐JEM showed very slow recovery from
the summer drought that caused a decline in simulated TER
before observed TER (Figures 2b and 2d). In this respect,
Y07‐JEM performed better, but this is not seen as clear dif-
ferences in the RMSE values (Table 5).
3.1.4. Comparison to Direct CO2 Flux Measurements
at Grassland Sites
[36] Unlike at the forest sites, the two models show dis-
tinctly different annual cycles of NEE at the grassland sites
(Figure 3). NEE simulated by Cba‐JEM lags behind the
measured cycle as well as behind Y07‐JEM, which is more
in line with measurements. At HU‐Mat and HU‐Bug, Y07‐
JEM catches the month of maximum carbon uptake cor-
rectly, but Cba‐JEM predicts it too late (Figures 3a and 3c).
At ES‐VDA, both models predict the month of maximum
carbon uptake too late (Figure 3e). In general the magnitude
of the maximum carbon uptake is quite well simulated by
the models at these sites, but TER is overestimated sys-
tematically (Figures 3b, 3d, and 3f) suggesting that sum-
mertime photosynthesis is overestimated by the models. At
all these sites both models also clearly overestimated the
wintertime carbon release. At the Hungarian sites the res-
piration flux increases too early in spring in the Cba‐JEM
simulations, which could partially explain the lag in NEE
cycle.
[37] Neither of the models was able to capture the strong
response of NEE and TER to drought at the Hungarian sites
(months 6–10 in Figures 3a–3d). At ES‐VDA, respiration
shows a strong response to drought [see also Bahn et al.,
2008] and Y07‐JEM is able to replicate the measured
drought‐related drop in the respiration flux that takes place
in August, although 1month too late (Figure 3f). At ES‐VDA
grazing also affects on the ecosystem fluxes, but that was no
included in the model.
[38] Since the models are unsuccessful in replicating the
response to drought, it was assessed whether this is caused
by biases in the simulated climate as compared with that
observed at the measurement sites, or whether it is rather a
sign of failure in JSBACH to model the effects of drought in
this ecosystem or other neglected factors. During the June‐
August period when the effect of drought is seen in the
measured fluxes at HU‐Bug, the simulated air temperature
was actually higher than observed (Figure 4a). The model
overestimates precipitation between November and May,
Figure 1. The measured and modeled NEE and TER and modeled heterotrophic respiration at three for-
est sites: (a and b) FI‐Hyy, (c and d) DK‐Sor, and (e and f) BR‐Tap. NEE is measured, and TER is
deduced from the nighttime temperature response of measured NEE. The bars added to the measurement
signal show the 95% confidence intervals of the measurements computed from year‐to‐year variations.
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but does not overestimate it in summer and, inAugustmodeled
precipitation is even lower than observed (Figure 4b). Even
though the greater precipitation in winter is likely to lead to
more soil moisture during spring and early summer, this effect
does not explain the discrepancy between measured and
modeled fluxes in August. Thus, it is likely that the failure is
caused by the model formulation of JSBACH rather than by
the bias in the modeled climate. At the grassland sites the
grass enters a dormant state during the drought and it loses
its green color. Therefore, as the rain starts after the drought
period, it takes a longer time for the grass to recover and
start photosynthesis. This process is not modeled here and
therefore, the models do not predict a clear decrease in
carbon uptake during drought.
[39] In Table 5, the agreement between modeled and
simulated annual cycles of NEE is quantified in terms of
root mean square errors (RMSEs). Overall, the RMSEs are
quite similar for the two models. Larger differences occur at
HU‐Bug and BR‐Tap. At HU‐Bug the RMSE of Y07‐JEM
is smaller, since Y07‐JEM is able to replicate the seasonal
cycle better (Figure 3c). At BR‐Tap both of the models
simulate opposite seasonal cycle to measurements, but the
magnitude of NEE for Cba‐JEM is smaller (Figure 1e) and
thus its RMSE is smaller. Taking into account all the forest
sites, Cba‐JEM has smaller RMSE (Table 5), but if BR‐Tap
is left out the RMSE values of the two models are very
similar (for Cba‐JEM 1.28 mmol m−2 s−1, and for Y07‐JEM
1.29 mmol m−2 s−1). Note that the RMSE is calculated only
for NEE, because NEE is the only directly measured vari-
able, whereas TER is derived from NEE using modeling.
3.2. Changes in Atmospheric CO2 and Soil Carbon
Stocks in Model Simulations
[40] The atmospheric CO2 concentration was fixed at
350 ppm for the first 20 years (1957–1976) of the simulation
Figure 2. As in Figure 1 but for the two Mediterranean forest sites.
Table 5. Root Mean Square Error (in units mmol m−2 s−1)
Between Measured and Simulated Monthly Mean NEE at the Eight
Measurement Sites, and Average RMSEs for the Five Forest Sites
and Three Grassland Sitesa
Cba‐JEM Y07‐JEM
BR‐Tap 0.93 1.65
DK‐Sor 1.12 1.11
FI‐Hyy 0.63 0.78
FR‐Pue 1.73 1.60
IT‐Cpz 1.62 1.67
Forest sites 1.21 1.36
ES‐VDA 0.73 0.81
HU‐Bug 1.30 0.95
HU‐Mat 0.63 0.57
Grassland sites 0.89 0.78
aRMSE, root mean square error.
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period. For the last 30 years of the simulation, i.e., 1977–
2006, the atmospheric CO2 concentration was allowed to
vary (Figure 5). Both models show an increase in the CO2
concentration, but Y07‐JEM predicts a greater increase than
Cba‐JEM (Figure 5). The mean difference between the last
3 years (2004–2006) and the first 3 years (1977–1979) is
4.5 ppmv for Y07‐JEM and 1.8 ppmv for Cba‐JEM. As a
sensitivity test, an additional run was done with Y07‐JEM
for years 1977–2006, in which climate change was elimi-
nated by using monthly mean SST and sea ice concentration
averaged over the years 1957–1976. In this run, the atmo-
spheric CO2 concentration remained nearly constant (dashed
line in Figure 5). This verifies that the greater increase in
atmospheric CO2 concentration simulated by Y07‐JEM for
years 1977–2006 is indeed caused by changing climate. Recall
that anthropogenic emissions of CO2 were not included in
the simulation, and the model setup excluded oceans.
Therefore, the variations in atmospheric CO2 concentrations
are driven exclusively by the response of the terrestrial
carbon cycle to climatic conditions.
[41] By construction, in the current model setup, the extra
atmospheric carbon in Y07‐JEM compared to Cba‐JEM
originates from the land carbon cycling. Because an increase
of 1 ppm in the atmospheric CO2 equals 2.12 Pg of carbon,
it can be inferred that during the simulation period, Y07‐
JEM released nearly 6 PgC more carbon into the atmosphere
than Cba‐JEM. To study the origins of the carbon entering
into the atmosphere, the amounts of carbon in different soil
carbon pools and in living biomass were assessed at the
beginning and end of the period 1977–2006 (Table 3). The
Cba‐JEM simulation shows a decrease in the fast soil carbon
pool, but an increase in the slow carbon pool. Some decline
also occurs in the living biomass, and thus the total bio-
sphere carbon is decreased by 3.8 PgC. Y07‐JEM shows
some reduction in all the soil carbon pools as well as in the
living biomass. The EWAN pools exhibited the greatest
decrease, 5.1 PgC, the humus and living biomass pools both
losing slightly over 2 PgC. Overall, the total biosphere
carbon in the Y07‐JEM model run was reduced by 9.7 PgC
during the 30 year simulation period and most of it origi-
nated from the EWAN pools.
3.3. Continental‐Scale Analysis of Carbon Budget
in Years 1977–2006
[42] Above, it was found that the increase in atmospheric
CO2 concentration by Y07‐JEM resulted largely from the
EWAN pools. To further investigate these changes and their
causes, we studied the carbon fluxes (NPP, litter flux and
heterotrophic respiration), the amount of soil carbon, and the
environmental variables affecting soil carbon decomposition
rates: air temperature and precipitation for Y07‐JEM, and
soil moisture and soil temperature for Cba‐JEM separately
Figure 3. As in Figure 1 but for the three grassland sites.
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for each continent. The impact of changes in these envi-
ronmental variables on the decomposition rates was also
investigated.
[43] In the Y07‐JEM simulation, soil carbon decreased in
all continents (Table 6). Africa and South America were the
greatest contributors to the decrease in global mean of soil
carbon stocks and the increase in atmospheric CO2. Soil
carbon also decreased in all continents except Africa in the
Cba‐JEM simulation, but the decrease was generally smaller
than that for the Y07‐JEM simulation. This is consistent
with that the increase in atmospheric CO2 is greater for
Y07‐JEM, than for Cba‐JEM.
[44] The greater negative trend in soil carbon in the Y07‐
JEM simulation was mainly related to the decomposition
rates (DR). For Y07‐JEM, the DR increased significantly in
most continents as well as globally (Table 6). For Cba‐JEM
the trend in global‐mean DR was weakly positive but sta-
tistically insignificant, the only significant trend in DR being
a decrease in Africa.
[45] To understand why the DR increased more strongly
in Y07‐JEM than in Cba‐JEM, we considered the trends in
the environmental variables affecting soil carbon decom-
position rates, namely: air temperature and precipitation
for Y07‐JEM, and soil moisture and soil temperature for
Cba‐JEM. In the Y07‐JEM simulation, air temperature
increased in all continents, whereas precipitation trends
varied from one continent to another, and they were statis-
tically insignificant except for Europe (Table 7). In the
Cba‐JEM simulation, soil temperature increased significantly
in all continents except Australia. Soil moisture decreased in
most continents with the greatest negative trend occurring
in Africa.
[46] To separate the contributions of the changes in the
different environmental variables to the overall trend in DR,
the trends in DR were recomputed by using an averaged
annual cycle of 30 years for each environmental variable at a
time thus eliminating the trend occurring in that variable and
revealing the role played by the other environmental vari-
able on DR (Table 6). Thus, for example, the contribution
of air (soil) temperature to the DR trends for Y07‐JEM
(Cba‐JEM) was estimated using averaged annual cycle for
precipitation (soil moisture). It can be seen that most of the
increase in DR for Y07‐JEM comes from the increase in air
temperature. Changes in precipitation modulate the trend in
DR, but as the sign of precipitation trend varies from one
continent to another, they only make a small negative con-
tribution to the global‐mean trend in DR. For Cba‐JEM,
increases in soil temperature gave rise to a positive trend in
DR for each continent as well as globally, but this effect was
counteracted by reduced soil moisture. In most continents
the change in soil temperature dominated, giving rise to a
slight positive trend in DR, but for Africa and Australia,
Figure 4. Averaged annual cycles of (a) air temperature and (b) precipitation at HU‐Bug in the two
model runs and as measured at the site. The error bars show the 95% confidence intervals due to natural
variability.
THUM ET AL.: TWO SOIL CARBON MODELS FOR ECHAM5/JSBACH G02028G02028
10 of 15
reduced soil moisture resulted in a negative trend in DR,
which lead to the different predictions of the soil carbon
content by the two models in Africa.
[47] In conclusion, the greater negative trend in soil car-
bon (and greater positive trend in atmospheric CO2) for the
Y07‐JEM simulation than for Cba‐JEM is related to a
greater positive trend in decomposition rates. For Y07‐JEM,
increased air temperature is the more influential factor
leading to significant increase in DR in many continents as
well as globally. For Cba‐JEM, reduced soil moisture halted
the increase of DR that would have otherwise taken place
due to increasing temperatures.
4. Discussion
4.1. Model Evaluation
[48] In this work we compared two different soil carbon
model formulations in the coupled climate‐carbon cycle
Figure 5. The global running 12 month mean atmospheric CO2 concentration from the Y07‐JEM and
Cba‐JEM models in 1977–2006. The dashed line shows the global‐mean CO2 concentration simulated by
Y07‐JEM, when climate change was eliminated by using repeatedly the mean annual cycle of sea surface
temperature and sea ice for years 1957–1976.
Table 6. Thirty Year (1977–2006) Mean Values and Trends (in Parenthesis; in Units of the Variable/30 Years) for Three Carbon Fluxes
(NPP, Litter Flux, Heterotrophic Respiration), for the Amount of Soil Carbon, and for the Decomposition Rate, Separately for the Different
Continents and Globally Averaged (Excluding Antarctica and Greenland)a
NPP
(kg C m−2 yr−1)
Litter Flux
(kg C m−2 yr−1)
Respiration
(kg C m−2 yr−1)
Soil Carbon
(kg C m−2) DR (r.u.) Area (106 km2)
Y07‐JEM
South America 1.28 (−0.008) 1.28 (+0.005) 1.28 (−0.006) 15.9 (−0.08)* 4.5 (+0.3)* 18.3
North America 0.42 (+0.003) 0.42 (+0.007) 0.42 (+0.007) 10.6 (−0.02)° 1.2 (+0.04)* 21.4
Australia 0.33 (−0.07) 0.33 (−0.07) 0.34 (−0.08) 10.4 (−0.12) 1.9 (+0.08) 7.8
Africa 0.55 (−0.01) 0.55 (−0.007) 0.56 (−0.02) 9.2 (−0.12)* 2.8 (+0.2) 29.9
Asia 0.43 (−0.007) 0.44 (−0.007) 0.44 (−0.007) 10.9 (−0.02)* 1.7 (+0.04)* 46.2
Europe 0.50 (+0.03)* 0.50 (+0.03)* 0.50 (+0.04)* 13.4 (−0.07)° 1.3 (+0.1)* 6.9
Global land 0.52 (−0.002) 0.52 (−0.003) 0.52 (−0.006)° 10.2 (−0.05)* 2.0 (+0.1)* 146.9
Cba‐JEM
South America 1.28 (−0.01) 1.28 (−0.001) 1.28 (−0.003) 27.6 (−0.12)* 2.1 (+0.1)
North America 0.42 (−0.04)° 0.42 (−0.04)° 0.42 (−0.03) 22.3 (−0.02) 0.8 (+0.04)
Australia 0.34 (+0.05) 0.34 (+0.05) 0.35 (+0.04) 28.1 (−0.17)° 0.6 (−0.1)
Africa 0.52 (−0.06)* 0.56 (−0.06)* 0.55 (−0.05)* 19.4 (+0.09)* 0.8 (−0.1)*
Asia 0.43 (−0.001) 0.43 (−0.002) 0.43 (+0.001) 19.4 (−0.005) 1.0 (+0.03)
Europe 0.50 (+0.009) 0.50 (+0.009) 0.51 (+0.01) 23.2 (−0.03) 1.1 (+0.06)
Global land 0.52 (−0.01)* 0.53 (−0.01)* 0.53 (−0.01)° 19.6 (−0.01)° 1.1 (+0.02)
aThe surface area of the continents is also given for reference. Trends significant at the 95% (85%) level are marked with an asterisk (circle).
Autocorrelation of the time series was removed by prewhitening [Wang and Swail, 2001]. The acronym DR denotes the part of the decomposition
rate that shows the influence of the environmental variables, i.e., the part in equation (1) that multiplies ci/Ti and the part in equation (2) that multi-
plies ai. For the calculation of DR, monthly values were first calculated and after this the trend was estimated from the yearly averages. This was done to
account for the nonlinear response of the DR to the climatic variables.
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model ECHAM5/JSBACH. The new approach, Y07‐JEM,
contains the Yasso07 soil model that is parameterized
against a large data set with wide geographical coverage. It
also has some theoretical advances compared to the older
version Cba‐JEM, such as a distinction of the chemical
composition of incoming litter according to PFT.
[49] It is not straightforward to judge which of the model
formulations succeeded better overall and yielded more
realistic results. The global soil carbon estimate for Y07‐
JEM (Table 3) was more in line with current estimates than
Cba‐JEM that gave quite a large overestimate. Comparison
to soil carbon stock measurements [Zinke et al., 1986] also
showed that Y07‐JEM was closer to the observed estimates
than Cba‐JEM (Table 4). The better performance of Y07‐
JEM in simulating carbon stocks might be partly caused by
that soil carbon stock measurements have been used in
parameterization of Y07‐JEM, whereas Cba‐JEM is param-
eterized such that in simulations for the twentieth century the
observed terrestrial carbon sink and thus the observed rise in
atmospheric CO2 is matched [Raddatz et al., 2007; Roeckner
et al., 2010]. The rise in CO2 depends, for example, on the
choice of how much carbon is transferred from fast pool to
slow pool. While Table 4 indicates that Y07‐JEM tends to
overestimate carbon stocks, the global soil carbon content
for Y07‐JEM in Table 3 appears slightly too low. One pos-
sible reason for this is that JSBACH (and the estimates in
Table 4) excludes peatlands that are large carbon stores
globally. Were they included; the overestimate for Cba‐JEM
in Table 4 would become even greater.
[50] The proportions of the most stable carbon pool and
other carbon pools differ greatly between the two model
formulations. Y07‐JEM stores more carbon in the pools with
higher turnover rates. These different proportions of carbon
pools with high turnover rates might influence the transient
responses of the soil carbon stocks to changing climatic
conditions. In the Yasso07 model, the division of soil carbon
between the compartments is a result of the data used to
calibrate the model [see Tuomi et al., 2009], most impor-
tantly the data on the soil carbon stocks and accumulation of
soil carbon. Therefore, it can be anticipated that Y07‐JEM
results would be more realistic in this respect, even though
there are no measurements to really verify this point.
[51] We also compared the two model formulations also
at eight different direct CO2 flux measurement sites. This
comparison is not straightforward, since the generic global
models do not yet have the capability to model point mea-
surements. The climatic conditions observed at a point
measurement site, for example, differ from those simulated
by a large‐scale climatic model. Also, many aspects that
have influence on the surface fluxes, such as forest age and
management, and disturbances, are not modeled. Land use
changes could also have altered the soil carbon stock
[Pongratz et al., 2009], and these were not taken into account
in our study. It is also known that soil carbon stocks are not in
stationary state [Nickerson and Risk, 2009], which introduces
some bias in the modeling [Wutzler and Reichstein, 2007].
[52] The coupling of photosynthesis and soil carbon
fluxes on short time scales via transport of photosynthesis
products into roots and rhizosphere functioning are an impor-
tant part of the carbon cycle [Kuzyakov andGavrichkova, 2010;
Mahecha et al., 2010], but this has not been considered in our
approach that focused only on heterotrophic respiration. To
implement this, closer coupling between photosynthesis
and respiration would be required.
[53] The clay content of soil impacts on the hydro-
logical cycle of ecosystems [Markewitz et al., 2010] and the
decomposing of the soil organic matter [Liski et al., 2005].
Currently, it is not included in the models used in this study,
Table 7. Analysis of the Contribution of the Different Environmental Variables to the Trends in DRa
Precipitation
(mm yr−1)
Air Temperature
(°C)
Average DR
(r.u.)
Trend in DR
(r.u.)
Contribution by Air
Temperature (r.u.)
Contribution by
Precipitation (r.u.)
Y07‐JEM
South America 1585 (+9) 22.2 (+0.6)* 4.54 +0.28* +0.28* −0.002
North America 763 (+31) 4.9 (+0.3) 1.22 +0.04* +0.02 +0.02
Australia 293 (−58) 23.1 (+0.7)° 1.88 +0.08 +0.17 −0.11
Africa 518 (−3) 23.7 (+0.8)* 2.75 +0.22 +0.14* +0.08
Asia 737 (−8) 8.7 (+0.7)* 1.68 +0.04* +0.09* −0.04
Europe 740 (+48)° 7.9 (+0.6) 1.28 +0.14* +0.08 +0.07
Global 736 (+8) 9.3 (+0.6)* 2.02 +0.09* +0.10* −0.01
Soil Moisture
(r.u.)
Soil Temperature
(°C)
Average DR
(r.u.)
Trend in DR
(r.u.)
Contribution by Soil
Temperature (r.u.)
Contribution by Soil
Moisture (r.u.)
Cba‐JEM
South America 0.71 (−0.002) 22.4 (+0.5)° 2.08 +0.08 +0.07* +0.01
North America 0.72 (−0.01) 5.5 (+1.0)* 0.84 +0.04 +0.04* −0.003
Australia 0.44 (+0.01) 24.1 (−0.05) 0.59 −0.10 +0.03 −0.12
Africa 0.47 (−0.03)* 24.2 (+0.9)* 0.78 −0.12* +0.04* −0.17*
Asia 0.69 (−0.01)° 9.2 (+1.0)* 0.99 +0.03 +0.05* −0.02*
Europe 0.78 (−0.003) 8.1 (+0.6)* 1.08 +0.06 +0.01* +0.04
Global 0.58 (−0.009)* 9.55 (+0.7)* 1.08 +0.02 +0.05* −0.03*
aThe second and third columns show the 30 year (1977–2006) mean values and trends (in units of variable/30 years) for the environmental variables (air
temperature and precipitation for Y07‐JEM, soil temperature and soil moisture for Cba‐JEM). The fourth column shows the mean value of DR, and the
fifth column shows its trend (also given in Table 6). The sixth and seventh columns give the contributions of changes in the environmental variables to the
trend in DR. To estimate the contribution of one environmental variable to the trend, DR was recalculated so that the trend in the other environmental
variable was eliminated by using 30 year mean annual cycle for that variable. Due to the nonlinear dependence of DR on the environmental variables, the
sum of the contributions by the two environmental variables differs slightly from the total trend in DR in some cases. Statistical significance of the trends is
marked as in Table 6.
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even though some widely used soil carbon models such as
RothC [Coleman and Jenkinson, 1996] consider it to be
important. The vertical profile of the clay content in forest
soils [Liski and Westman, 1995] brings further complication
to its addition to the model. Its inclusion, however, might
improve the hydrological cycle.
[54] Despite these limitations, comparisons to CO2 flux
measurements are frequently used to assess large‐scale
model performance. Often models are tuned to model the
magnitude of point flux measurements and local observed
climate is used in the comparison [Krinner et al., 2005], but
this was not done in our study. A further complication to
the comparison is brought by the fact that the measurements
that provide only direct measures of NEE and the TER also
shown in Figures 1–3 have been calculated using modeling
of the nighttime measurements (see section 2.4).
[55] Considering all the limitations of this comparison,
our models performed surprisingly well. Only at BR‐Tap
both models failed in simulating the seasonal cycle of NEE
and at FR‐Pue there were difficulties due to comparison
between different PFTs (Figures 1–3). Successful modeling
of the rain forest sites such as Tapajos has required
increasing the soil depth in many biosphere models [Ichii
et al., 2007; Poulter et al., 2009] and this would likely also
be an important modification to JSBACH in order to improve
its performance at Tapajos. Some of the model‐measurement
mismatch could also be related to the input of carbon into
the soil via the litter flux, the realism of which was not
evaluated in this study.
[56] One of our aims was to compare the two soil carbon
formulations and their ability to replicate the seasonal cycle
realistically. At the forest sites, there were no significant
differences in model performance between Y07‐JEM and
Cba‐JEM (Table 5), but at the grassland sites Y07‐JEM was
more successful than Cba‐JEM in modeling the seasonal
cycle (Figure 3 and Table 5). The reason for this was dif-
ferences in timing of heterotrophic respiration. The largest
difference between the models and measurements at these
sites was the inability of JSBACH to capture the drought
effect on photosynthesis which affected the results of both
models. This could be partly caused by differing climatic
conditions in models and measurement, but as our analysis
showed (Figure 4), it was most likely due to too weak an
effect of drought on the photosynthesis model or due to the
fact that the dormancy state that the vegetation enters and the
recovery are not modeled. Similar results have been noticed
in other model studies at the Hungarian grassland sites.
4.2. The Release of CO2 Into the Atmosphere
[57] The climatic changes that occurred during 1977–
2006 led to increased atmospheric CO2 concentration
through release of soil carbon in both model simulations, but
more so for Y07‐JEM than Cba‐JEM. The results imply an
increase in CO2 as a response to higher temperature, which
has also been inferred from other models [e.g., Friedlingstein
et al., 2006] and from analysis of paleodata [e.g., Frank
et al., 2010]. For Y07‐JEM, atmospheric CO2 concentra-
tion increased 4.5 ppmv when global‐mean land temperature
increased by 0.6 K (Table 7), suggesting a temperature
sensitivity of 7.5 ppmv °C−1. While this is very close to the
best estimate of 7.7 ppmv °C−1 given by Frank et al. [2010],
this agreement has to be regarded as fortuitous, as our model
setup neglects slower processes such as the ocean carbon
cycle that influence the global carbon cycle. Based on
[Le Quéré, 2010], oceans would uptake approximately 30%
of the carbon released be soil; however, at the same, the
increase in temperature (in our case, through prescribed
SSTs) would reduce the solubility of CO2 in seawater and
thus act to increase the atmospheric CO2 [Le Quéré et al.,
2010]. Therefore, it is difficult to assess whether the Y07‐
JEM or Cba‐JEM result is actually more realistic.
[58] An estimate of the climatic impact of the extra carbon
released from soil can be obtained by considering that
(1) when coupled with the MPIOM ocean model [Marsland
et al., 2003], the transient climate response of ECHAM5 to a
doubling of atmospheric CO2 is 2.2 K [Randall et al., 2007],
and (2) that the radiative forcing due to increased CO2 is
proportional to the logarithm of the CO2 concentration
[Myhre et al., 1998]. Thus the increase of atmospheric CO2
in the Y07‐JEM simulation would contribute a warming of
about ln(355/350)/ln2 * 2.2 K = 0.045 K in year 2006, if the
sea surface temperatures were simulated interactively.
Regarding temperature change, it should also be noted that
our model simulations feel the impact of anthropogenic
greenhouse gas emissions only through the SSTs prescribed
from observations. Although the global‐mean temperature
over continents is mainly determined by the SSTs [Hoerling
et al., 2008], the lack of radiative forcing due to anthropo-
genic emissions slows down the warming over the con-
tinents slightly. Also, the modeled natural variability may
not be in phase with the real world, causing the modeled
continental temperature trends in Table 7 to deviate from
observed trends.
[59] Our model setup only simulated the response of soil
carbon storage to changing climate. In reality, the increasing
atmospheric CO2 concentration also increases the NPP and
thus influences the heterotrophic respiration via a greater
litter input. It can be seen in Table 6 that the NPP, hetero-
trophic respiration and litter flux all remain in stationary state
(i.e., the difference between them does not change). Also,
because our model simulations do not include anthropogenic
CO2 emissions, the trends in atmospheric CO2 concentration
are much smaller than observed. Therefore, an increase in
heterotrophic respiration following increased productivity
from CO2 fertilization is not seen in our results, even though
some modeling [Piao et al., 2009] and measurement studies
[Bond‐Lamberty and Thomson, 2010] suggest this. The
changes in the soil carbon stock are also so small in the
simulation period of 30 years that the changes that caused
them are not seen in the flux estimates.
[60] Nevertheless, our results suggest that the increase in
atmospheric CO2 concentration resulting from increased
mineralization of soil organic matter with warming climate
could be significantly underestimated by the commonly
used Q10 approach of global climate models. This empha-
sizes the need for improving our understanding of soil car-
bon processes and incorporating the most recent knowledge
into global scale models in order to improve the modeling of
climate.
5. Conclusions
[61] In this study we compared two different soil carbon
model formulations in the coupled climate‐carbon cycle
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model ECHAM‐JSBACH and analyzed their performance
by comparing model estimates to measurements of global
soil carbon stocks, ecosystem soil carbon stocks and direct
CO2 flux measurements at eight measurement sites. The
comparison to measured soil carbon stocks and direct CO2
flux measurements suggest better performance of Y07‐JEM
compared to Cba‐JEM. This could be due to the different
sensitivity to changes in temperature and precipitation
between the models, and the ability of Yasso07 to take
differences in the chemical composition of litter from dif-
ferent PFTs into account in the decomposition processes.
Yasso07 was also parameterized using an extensive data set
of real soil carbon and litter decomposition data, which
improves the likelihood of that model formulation to catch
climatic effects on the decomposition rate of soil organic
matter.
[62] The two model formulations reacted differently to
increasing temperatures of the last few decades and pre-
dicted different contributions of carbon release from ter-
restrial soils into the atmosphere during that time frame.
This underlines the need to use different approaches to soil
carbon modeling in coupled models. The next step would
be to do longer simulations with a fully coupled model
including oceans. Also, a study dedicated to studying model
responses to climate scenarios would further highlight the
impact of using Yasso07 in global climate models. All in all,
by using a new way to describe the soil carbon minerali-
zation in climate models this study tests our understanding
of the carbon cycle.
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