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 ABSTRACT  
 
The flow of rheologically complex fluids in industrial equipment poses a number of 
challenges, not least from a modelling point of view.  Research is needed to further 
understand and be able to predict the flow behaviour of such materials and to 
investigate ways of improving their processing. This work investigates the numerical 
modelling of complex fluids in three areas: flow and heat transfer under an externally 
imposed mechanical vibration, and steady-state solid-liquid flows as a first step in 
extending the vibration studies to these multiphase systems. Validated CFD 
simulations were used to study the effects of rotational and transversal mechanical 
vibrations on the pipe flow of viscous non-Newtonian fluids of the power-law, 
Bingham plastic, and Herschel-Bulkley types.  Vibration frequencies in the sonic 
range of 0-300 Hz and linear amplitudes of 0-4 mm were used.  The results showed 
that rotational and transversal vibrations give rise to substantial enhancements in flow 
for shear thinning and viscoplastic fluids, while shear thickening fluids experienced 
flow retardation.  The flow enhancement was found to depend on vibration frequency 
and amplitude, fluid rheological properties, and pressure gradient.  These vibrations 
can be effective at enhancing the flow of low to moderately viscous fluids in 
industries such as the confectionery industry. For extremely viscous fluids 
(consistency index ~10 kPa sn and yield stress ~200 kPa), ultrasonic frequencies (> 16 
kHz) were found to produce orders of magnitude enhancements in flow.  These results 
suggest that vibration can increase the fluidity of highly viscous fluids in industrial 
applications such as polymer extrusion. 
 
Results are also reported for the effects of transversal vibration on heat transfer and 
temperature uniformity in Newtonian and non-Newtonian shear thinning fluids.  
Vibration was found to generate sufficient chaotic fluid motion that led to 
considerable radial mixing which translated into a large enhancement in wall heat 
transfer as well as a near-uniform radial temperature field.  Vibration also caused the 
temperature profile to develop very rapidly in the axial direction, thus, reducing the 
thermal entrance length by a large factor, so that much shorter pipes can be used to 
achieve a desired exit temperature. These effects increased with both vibration 
frequency and amplitude but were more sensitive to the amplitude.  Higher fluid 
viscosities required larger amplitudes and/or frequencies to achieve substantial 
 temperature uniformity. These results have significant implications for processes 
where a wide temperature distribution over the pipe cross-section is undesirable as it 
leads to an uneven distribution of fluid heat treatment, such as in the thermal 
sterilisation of food products.   
 
A numerical study was also conducted of the laminar pipe transport of coarse 
spherical particles (d = 2-9 mm) in non-Newtonian carrier fluids of the power law 
type using an Eulerian-Eulerian CFD model.  The predicted flow fields were validated 
by PEPT experimental measurements of particle velocity profiles and passage times, 
whilst solid-liquid pressure drop was validated using relevant correlations gleaned 
from the literature.  The study was concerned with nearly-neutrally buoyant particles 
(density ~1020 kg m-3) flowing in a horizontal or vertical pipe at concentrations up to 
40% v/v.  The effects of various parameters on the flow properties of such mixtures 
were investigated over a wide range of conditions.  Whilst the effects of varying the 
power law parameters and the mixture flow rate for shear thinning fluids were 
relatively small over the range of values considered, particle size and concentration 
had a significant bearing on the flow regime, the uniformity of the normalised particle 
radial distribution, the normalised velocity profiles of both phases, and the magnitude 
of the solid-liquid pressure drop. The maximum particle velocity was always 
significantly less than twice the mean flow velocity for shear thinning fluids, but it 
can exceed this value in shear thickening fluids.  In vertical down-flow, particles were 
uniformly distributed over the pipe cross-section, and particle diameter and 
concentration had little effect on the normalised velocity and concentration profiles.  
Pressure drop, however, was greatly influenced by particle concentration.  These 
results can help in understanding and predicting the flow behaviour of such solid-
liquid mixtures in industrial applications, such as the conveying of particulate food 
suspensions.  
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1. INTRODUCTION 
 
A vast range of fluids of complex structures are now used in manufacturing an 
increasing number of products in a wide spectrum of industries including food, 
polymer, pharmaceutical, and chemical industries, in addition to applications in the 
oil, mining, construction, water treatment and power generation industries.  Examples 
of such fluids include industrial oils, polymeric solutions, foams, organic suspensions 
such as paints, inorganic suspensions, and foodstuffs such as yogurt, mayonnaise, 
juice and fruit and vegetable purées.   
 
Most of these complex fluids exhibit a non-Newtonian rheology making Newtonian 
behaviour the exception rather than the rule.  The rheology of such fluids often gives 
rise to complex flow behaviours in industrial equipment.  Even Newtonian fluids may 
sometimes exhibit complex flow behaviour under unsteady flow conditions or in 
flows involving mass or heat transfer.  It is therefore imperative for the sound design 
and operation of processes in which such fluids are involved that a good 
understanding of their flow behaviour is available. 
 
Non-Newtonian fluids have received significant attention from researchers over the 
past decades due to their increasing importance in industry.  This is reflected in the 
growing volume of research dealing with the structure, properties and flow behaviour 
of such fluids.  Nonetheless, this area of research is vast and growing, and further 
studies into the behaviour of non-Newtonian fluids in complex flow situations are still 
needed. 
 
A number of experimental techniques have been used in studying non-Newtonian 
flows, such as Laser Doppler Velocimetry (LDV) and Particle Imaging Velocimetry 
(PIV).  However, most of these techniques require the fluid to be transparent to the 
wavelength of the illuminating laser.  This is a severe constraint and precludes the use 
of such techniques in studying most non-Newtonian fluids which are usually opaque.  
Nuclear Magnetic Resonance Imaging has been widely used due to its ability to probe 
optically opaque systems.  However, the spatial constraints imposed by the 
requirement of generating high magnetic fields in the sample in addition to the 
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expense of an NMR spectrometer impose some limitations on its use.  The Positron 
Emission Particle Tracking (PEPT) technique can also be used with opaque fluids, but 
its application in this area has so far been limited. 
 
Computational Fluid Dynamics (CFD) is a useful tool for studying non-Newtonian 
flows.  The impressive improvements in computer performance, matched by 
developments in numerical methods, have resulted in a growing confidence in the 
ability of CFD to model complex fluid flows.  CFD techniques have been applied on a 
broad scale in the process industry to gain insight into various flow phenomena, 
examine different equipment designs or compare performance under different 
operating conditions.  There are currently, however, limitations to the application of 
CFD, particularly in turbulent and multiphase flows.    
 
The use of viscous non-Newtonian fluids in industry poses a number of challenges.  
Highly viscous fluids require much energy to flow in pipelines and processing 
equipment.  However, for a non-Newtonian fluid with shear thinning characteristics, 
generating additional shear in the fluid can lead to significant reductions in its 
viscosity, thus facilitating its flow.  This additional shear can be generated by means 
of mechanical shaking.  Indeed, mechanical oscillation in the direction of flow has 
been shown to give rise to a significant enhancement in the flow of viscous non-
Newtonian fluids.  This phenomenon has been exploited for many years, for example, 
in the building and confectionery industries but mainly on an empirical basis.  
Considering the significance of this phenomenon, the data available in the literature 
on the flow enhancing effects of vibration are very limited.  The available studies in 
this area have been limited to narrow ranges of vibration conditions and rheological 
behaviours.  No data have been reported in the literature relating to vibration modes 
other than longitudinal (in the direction of flow) and transversal (normal to the 
direction of flow).   
 
Mechanical vibration has another promising potential.  In the continuous thermal 
processing of viscous fluids, where the fluid is heated through the pipe wall, the 
velocity distribution across the pipe results in a wide temperature distribution.  This in 
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turn results in significant local variations in the thermal treatment received by the 
product, which may have adverse effects on the product quality.  To avoid or 
minimise such effects, it is essential to ensure that all parts of the fluid receive an 
equal heat treatment by inducing some degree of fluid mixing.  This is especially 
important in the food and pharmaceutical industries, where significant variations in 
the thermal treatment received by the fluid may affect its sterility or quality.  Fluid 
mixing can be achieved using turbulent flow, but the high viscosity of the fluids 
involved makes this an impractical option.  In-line static mixers can also be used to 
induce radial mixing, but their intricate geometries make them difficult to clean, and 
where hygiene is of the essence as in food and pharmaceutical production, the risk of 
contamination prohibits the use of such devices.  In such cases, mechanical vibration 
seems a more suitable method.  The benefits of vibration in this context do not appear 
to have been studied before.  The study of these flows is complicated by the unsteady 
nature of the flow and the temperature-dependent rheological properties of the fluids 
involved.   
 
The problem is even further complicated when coarse solid particles are added to the 
fluid.  The large size of the solid particles means that the simplifying assumption of a 
homogeneous mixture used for fine particle suspensions is clearly inapplicable, and 
thus the mixture cannot be modelled as a single-phase.  Solid-liquid mixtures have 
been widely studied in the literature, but most of the studies relate to water-based 
slurries of usually fine solid particles.  A review of the literature reveals a severe lack 
of data on the flow of coarse solids in non-Newtonian flows; in particular, 
measurements of the solid phase velocity profile in such flows are very limited.   
 
The research reported in this thesis aims to investigate the flow behaviour of 
rheologically complex fluids in three areas: flow and heat transfer under an imposed 
mechanical vibration, and two-phase solid-liquid flow.  The work is conducted using 
numerical CFD models supported by validation studies.  The objectives of the study 
are:   
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i. To investigate the effects of mechanical vibration on the flow of non-
Newtonian fluids using different modes of oscillation.   
 
ii. To investigate the potential of enhancing heat transfer and radial temperature 
uniformity in Newtonian and non-Newtonian fluids with temperature-
dependent viscosities flowing in a heated pipe, by means of mechanical 
vibration. 
 
iii. To assess the capability of CFD to simulate the flow of coarse solid particles 
in non-Newtonian fluids. 
 
iv. To investigate the effects of various process parameters on the flow of coarse 
nearly-neutrally buoyant solid particles in non-Newtonian carrier fluids, 
especially the effects on solid phase velocity and concentration profiles.   
 
By using CFD to study complex fluid flows, the thesis demonstrates the capabilities 
of CFD in modelling such flows and the potentials it offers in this area of research, 
while also highlighting some of its current limitations.  It also highlights the need for 
further research in areas where information is lacking.   
 
The thesis is divided into self-contained chapters, as follows.  
 
Chapter 2 provides a general background to CFD including its applications, 
advantages, CFD analysis procedure, and methodology, and outlines the numerical 
techniques used in this work.  
 
Chapter 3 reports an investigation of the effects of sinusoidal vibrations on the 
laminar flow of non-Newtonian fluids over a wide range of rheological behaviours 
and vibration conditions.  The fluids used are of the power-law, Bingham plastic, and 
Herschel-Bulkley types.  Two modes of vibration are studied: rotational and 
transversal.  For very highly viscous fluids, vibrations in the ultrasonic range of 
frequency are applied.  The effects of vibration frequency and amplitude, rheological 
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parameters, and pressure gradient on the flow enhancement due to vibration are 
investigated.   
 
Chapter 4 is a study of the effects of transversal pipe vibration on the heat transfer 
and radial temperature uniformity in viscous Newtonian and non-Newtonian flows.  It 
reports promising results that may lay the ground for the potential utilisation of 
mechanical vibration in processes such as food sterilisation.   
 
In Chapter 5, an Eulerian CFD model is used to simulate the flow of coarse nearly-
neutrally buoyant particles in non-Newtonian fluids.  The CFD model is assessed 
using experimental data and empirical and semi-empirical correlations from the 
literature.  The model is then used to conduct a parametric study of the effects of 
particle size and concentration, fluid rheology, and flow velocity on the solid and fluid 
phase velocity profile, particle concentration profile and pressure drop.  This study 
prepares the ground for extending the vibration studies reported earlier to such 
multiphase systems. 
 
Chapter 6 summarises the main conclusions of this work and makes 
recommendations for further work. 
 
This research has thus far led to the following journal publications:  
 
 Eesa, M. & Barigou, M. 2009. CFD  investigation  of  the  pipe  transport  of  
coarse  solids in  laminar  power  law  fluids. Chemical Engineering Science, 64, 
322-333.  
 
 Eesa, M. & Barigou, M. 2008. Horizontal laminar flow of coarse nearly-neutrally 
buoyant particles in non-Newtonian conveying fluids: CFD and PEPT 
experiments compared. Int. J. Multiphase Flow, 34, 997-1007. 
 
 Eesa, M. & Barigou, M. 2008. CFD analysis of viscous non-Newtonian flow 
under the influence of a superimposed rotational vibration. Computers & Fluids, 
37 (1), 24-34. 
  
CHAPTER 2 
GENERAL  BACKGROUND  TO  CFD   
AND  NUMERICAL  TECHNIQUES 
 
 
Summary 
 
n this chapter, an introduction to Computational Fluid Dynamics (CFD) is 
given including applications, advantages and methodology.  The steps of 
the CFD analysis procedure are explained, and the three discretisation methods, 
namely finite difference, finite element, and finite volume methods are outlined.  The 
discretisation technique used by the CFD code adopted in this work to discretise each 
of the terms in the governing equations is explained, and the strategy used to solve the 
resulting numerical equations is described including the coupled solver and the 
Algebraic Multigrid method.  The main tools used for results analysis are also given. 
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2.1. DEFINITION AND HISTORY 
 
Computational Fluid Dynamics (CFD) is the use of computer-based simulation to 
analyse systems involving fluid flow, heat transfer and associated phenomena such as 
chemical reaction (Versteeg and Malalasekera, 1996).  A numerical model is first 
constructed using a set of mathematical equations that describe the flow.  These 
equations are then solved using a computer programme in order to obtain the flow 
variables throughout the flow domain.  
 
Since the advent of the digital computer, CFD has received extensive attention and 
has been widely used to study various aspects of fluid dynamics.  The development 
and application of CFD have undergone considerable growth, and as a result it has 
become a powerful tool in the design and analysis of engineering and other processes.  
In the early 1980s, computers became sufficiently powerful for general-purpose CFD 
software to become available. 
 
 
2.2. APPLICATIONS OF CFD 
 
The earliest adopters of CFD were the aerospace, automotive and nuclear industries 
(Bakker et al., 2001).  Further growth and development in CFD and its ability to 
model complex phenomena along with the rapid increase in computer power have 
constantly widened the range of application of CFD.  CFD is applied in a wide range 
of industries including mechanical, process, petroleum, power, metallurgical, 
biomedical, pharmaceutical and food industries.   
 
CFD techniques have been applied on a broad scale in the process industry to gain 
insight into various flow phenomena, examine different equipment designs or 
compare performance under different operating conditions. Examples of CFD 
applications in the chemical process industry include drying, combustion, separation, 
heat exchange, mass transfer, pipeline flow, reaction, mixing, multiphase systems and 
material processing.  CFD has also been applied to a number of food processing 
operations such as drying, refrigeration, sterilisation, mixing and heat exchangers (Xia 
and Sun, 2002).  For example, CFD has been used to predict the air flow and velocity 
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during drying, optimise food mixing processing to minimise energy input and shorten 
the processing time, and model heat and mass transfer in food refrigeration.  
 
CFD has also been successfully used in modelling various multiphase flow systems, 
particularly gas-solid mixtures, although some limitations still exist.  Multiphase CFD 
models can help understand the complex interactions between the different phases and 
provide detailed 3-D transient information that experimental approaches may not be 
able to provide.  
 
These applications, amongst others, demonstrate the potential of CFD to simulate 
complex flows and therefore the possibility of utilising it to investigate a wider range 
of processes.  For instance, the application of CFD in food sterilisation has been 
limited to liquid foods in steady flow, and hence there is a clear need to extend this 
application to the more complex solid-liquid food systems or to complex unsteady 
flows.  
 
 
2.3. VALIDATION OF CFD MODELS 
 
Validation of CFD models is often required to assess the accuracy of the 
computational model.  This assessment can assist in the development of reliable CFD 
models. Validation is achieved by comparing CFD results with available 
experimental, theoretical, or analytical data. Validated models become established as 
reliable, while those which fail the validation test need to be modified and re-
validated.  Different CFD models have been validated in a wide range of areas, such 
as food processing and mixing in stirred tanks, and this contributes to the growing 
application of CFD in industry and research.  However, validation using experimental 
or theoretical data is not always possible, since such data are sometimes unavailable.  
A review of the literature in CFD validation can be found in Oberkampf and Trucano 
(2002). 
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2.4. ADVANTAGES OF CFD  
 
Although the use of CFD may have a number of pitfalls, which can mostly be reduced 
to the user’s inexperience and are therefore not fundamental, these pitfalls are far 
overweighed by its benefits (Bakker et al., 2001).  There are situations, however, 
where complete fundamental knowledge of all the underlying physics may not exist, 
thus leading to inherent assumptions in the mathematical model adopted which give 
rise to possible inaccuracy.  Nonetheless, CFD enjoys a number of advantages which 
contribute to the growing application of general-purpose CFD codes, including the 
following: 
 
i. Ability to study systems where controlled experiments are not feasible. 
 
ii. While the range of data that experiments can provide may sometimes be 
limited due to equipment or technique limitations, CFD can provide a wide 
range of comprehensive data as no such limitations are usually present. 
 
iii. The complex physical interactions which occur in a flow situation can be 
modelled simultaneously since no limiting assumptions are usually needed.  
 
iv. CFD can provide comprehensive flow visualisation.  In fact, in many 
industrial applications CFD is more commonly applied as a flow visualisation 
tool than a source of absolute quantitative data (Gaylard, 2001).    
 
 
2.5. CFD ANALYSIS PROCEDURE 
 
A successful CFD analysis requires the following information:  
 
i. a grid of points at which to store the variables calculated by CFD; 
ii. boundary conditions required for defining the conditions at the boundaries of 
the flow domain and which enable the boundary values of all variables to be 
calculated; 
iii. fluid properties such as viscosity and thermal conductivity; 
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iv. flow models which define the various aspects of the flow, such as turbulence, 
mass and heat transfer, and multiphase models; 
v. initial conditions used to provide an initial guess of the solution variables in 
a steady state simulation or the initial state of the flow for a transient 
simulation; and 
vi. solver control parameters required to control the behaviour of the numerical 
solution process. 
 
The complete CFD analysis procedure can be divided into the following six stages.    
 
2.5.1. Initial thinking 
It is very important to understand as much as possible about the problem being 
simulated in order to accurately define it.  This stage involves collecting all the 
necessary data required for the simulation including geometry details, fluid properties, 
flow specifications, and boundary and initial conditions.   
 
2.5.2. Geometry creation 
The geometry of the flow domain is created using specialised drawing software.  
Usually, 2-D sketches are first drawn and 3-D tools are then used to generate the full 
geometry. 
  
2.5.3. Mesh generation 
In this stage the continuous space of the flow domain is divided into sufficiently small 
discrete cells, the distribution of which determines the positions where the flow 
variables are to be calculated and stored.  Variable gradients are generally more 
accurately calculated on a fine mesh than on a coarse one.  A fine mesh is therefore 
particularly important in regions where large variations in the flow variables are 
expected.  A fine mesh, however, requires more computational power and time.  The 
mesh size is optimised by conducting a mesh-independence test whereby, starting 
with a coarse mesh, the mesh size is refined until the simulation results are no longer 
affected by any further refinement.  
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2.5.4. Flow specification 
Flow specification involves defining the fluid physical properties, flow models, 
boundary conditions, and initial flow conditions, as determined in the initial thinking 
stage.   
 
2.5.5. Calculation of the numerical solution  
When all the information required for the simulation has been specified, the CFD 
software performs iterative calculations to arrive at a solution to the numerical 
equations representing the flow.  The user needs also to provide the information that 
will control the numerical solution process such as the advection scheme (see Section 
2.9.3 for details) and convergence criteria (see Section 2.10). 
 
2.5.6. Results analysis  
Having obtained the solution, the user can then analyse the results in order to check 
that the solution is satisfactory and to determine the required flow data.  If the results 
obtained are unsatisfactory, the possible source of error needs to be identified, which 
can be an incorrect flow specification, a poor mesh quality, or a conceptual mistake in 
the formulation of the problem (Shaw, 1992).   
 
Figure 2.1 shows a flowchart of the CFD analysis process (Shaw, 1992). 
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Figure 2.1: A flowchart of the CFD analysis process. 
 
 
2.6. CFD METHODOLOGY 
 
The mathematical modelling of a flow problem is achieved through three steps: 
1. developing the governing equations which describe the flow; 
2. discretisation of the governing equations; and 
3. solving the resulting numerical equations. 
Results acceptable 
No 
 
Results not acceptable 
Start 
 
Initial thinking 
Geometry and mesh 
generation 
 
Flow specification 
 
Calculate numerical 
solution 
Stop 
Incorrect flow 
specifications? 
Poor mesh? 
Analyse the results 
Conceptual 
mistake? 
Yes 
Yes 
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2.6.1. Equations describing fluids in motion 
The mathematical equations used to describe the flow of fluids are the continuity and 
momentum equations, which describe the conservation of mass and momentum, 
respectively.  The momentum equations are also known as the Navier-Stokes 
equations.  For flows involving heat transfer, another set of equations is required to 
describe the conservation of energy.   
 
The continuity equation is derived by applying the principle of mass conservation to a 
small patch of fluid.  In Cartesian coordinates, three equations of the following form 
are obtained (Abbott and Basco, 1989) 
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where ρ is fluid density, t is time, u is velocity, and x is the coordinate.  The subscript 
i indicates the Cartesian coordinates and the respective velocity components. 
 
The momentum equations are derived by applying Newton’s second law of motion to 
a small patch of fluid.  According to Newton’s second law, the rate of change of 
momentum for a patch of fluid is equal to the sum of all external forces acting on this 
patch of fluid.  The resulting momentum equations in Cartesian coordinates take the 
general form (Abbott and Basco, 1989) 
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where P is pressure and µ is fluid viscosity.  Note that for a Newtonian fluid, the 
viscosity is constant, while for a non-Newtonian fluid, the shear rate-dependence of 
viscosity is taken into account using a constitutive equation for viscosity.  The first 
term on the left hand side of the above equation represents the temporal variation of 
momentum, while the second term is the fluid acceleration.  The forces on the right 
hand side represent the normal stresses (i.e. the pressure gradient force) and the 
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tangential shear stresses (i.e. the viscous force).  Other forces, such as gravity, can be 
added to the equations as required using a source term.   
 
2.6.2. Discretisation 
The governing equations shown above are partial differential equations (PDEs).  
Since digital computers can only recognise and manipulate numerical data, these 
equations cannot be solved directly.  Therefore, the PDEs must be transformed into 
numerical equations containing only numbers and no derivates.  This process of 
producing a numerical analogue to the PDEs is called ‘numerical discretisation’.  The 
discretisation process involves an error since the numerical terms are only 
approximations to the original partial differential terms.  This error, however, can be 
minimised to very low, and therefore acceptable, levels.   
 
The major techniques used for discretisation are the finite difference method, the 
finite element method, and the finite volume method.  
 
2.6.2.1. Finite-difference method 
This method is based on the use of the Taylor series to transform the partial 
differential equations into a library of numerical equations that describe the 
derivatives of a variable as the differences between values of the variable at various 
points in space and time (Shaw, 1992).   
 
Consider, for example, velocity, u, as a function of the independent variable, the 
distance x.  According to the finite difference method, if the velocity value is known 
at one point p, then the Taylor series expansion can be used to determine the values of 
u at two points a small distance h away from p, thus 
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The first and second derivatives can be obtained by subtracting or adding the above 
two equations, respectively, to yield: 
 
( ) )(
2
1 2hOuu
hdx
du hphp +−= −+
                (2.5) 
( ) )(21 222
2
hOuuu
hdx
ud hpphp ++−= −+
               (2.6) 
 
Derivatives can also be obtained by rearranging Equations (2.3) and (2.4).  For 
example, the first derivative can be formed from Equation (2.3) as:  
 
( ) )(1 hOuu
hdx
du php +−= +
                 (2.7) 
 
or, from Equation (2.4) as: 
  
( ) )(1 hOuu
hdx
du hpp +−= −
                 (2.8) 
 
The term O(hn), known as the truncated term, represents the sum of n- and higher-
order terms and is a function of the mesh spacing, represented by the distance h.  For 
small h values, O(hn) terms are very small and can therefore be ignored.  The order-
accuracy of any discrete approximation is determined by the exponent of h in the 
largest term of the truncated term.  Increasing the order-accuracy of an approximation 
implies that errors are reduced more rapidly with decreasing mesh size.  This increase 
in accuracy, however, comes at a price.  In addition to increasing the computational 
load, high-order accurate approximations are generally less robust than their low-
order accurate counterparts as they may result in what is known as the wiggle 
phenomenon (for details see Abbott and Basco, 1989). 
 
Equations (2.5) and (2.6) are called central difference formulae due to the geometrical 
relationship of the points used in the calculations, and are second-order accurate since 
the neglected terms are of order h2 or higher.  Equally, Equation (2.7) is a forward 
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difference formula and Equation (2.8) is a backward difference formula, both of 
which are first-order accurate since the neglected terms are of order h or higher.   
 
2.6.2.2. Finite-element method 
In this method, the domain is divided into a finite number of small sub-domains or 
elements.  A simple variation of the dependent variables is assumed over each 
element, and these variations are then used to generate a description of how the 
variables vary over the whole domain.  The variation of a variable within each 
element is calculated based on the values of the variable at the end-points of the 
element, known as the nodes of the element.  The equations obtained for each element 
are then assembled in global matrices, and boundary conditions are imposed on the 
matrices so that the equations can be solved.   
 
While the finite difference method produces the numerical equations at a given point 
based on the values at neighbouring points, as shown above, the finite element method 
produces equations for each element independently of all the other elements (Shaw, 
1992).  The interaction between elements is taken into account only when the element 
equations are assembled into matrices.   
 
2.6.2.3. Finite volume method 
The finite volume method is probably the most popular method used for numerical 
discretisation in CFD.  This method is similar in some ways to the finite different 
method but some of its implementations draw on features taken from the finite 
element method.   
 
This approach involves the discretisation of the spatial domain into finite control 
volumes.  A control volume overlaps with many mesh elements and can therefore be 
divided into sectors each of which belongs to a different mesh element, as shown in 
Figure 2.2.   
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Figure 2.2: A control volume (Vi) surrounded by mesh elements. 
 
 
The governing equations in their differential form are integrated over each control 
volume.  The resulting integral conservation laws are exactly satisfied for each control 
volume and for the entire domain, which is a distinct advantage of the finite volume 
method.  Each integral term is then converted into a discrete form, thus yielding 
discretised equations at the centroids, or nodal points, of the control volumes.   
 
Similar to the finite difference method, the numerical equations at a given point are 
based on the values at neighbouring points.  The basic mathematical formulation of 
the finite volume method is dealt with in Section 2.9, while a more elaborate 
description can be found in Versteeg and Malalasekera (1996). 
 
2.6.3. Producing a solution  
Once the discrete numerical equations have been obtained, they are solved by 
specialised computer software to obtain a set of numerical values for the variables at a 
set of discrete locations determined by the mesh.  These equations are solved as a set 
of simultaneous equations, and owing to the usually very large number of equations in 
any such set of simultaneous equations, an iterative method is required to solve them.  
In an iterative method, an initial guess is taken for the values of the solution variables 
and then a more accurate approximation to the numerical equations is produced based 
on the error in the equations produced by the initial guess.  This new updated solution 
is then used as the new starting solution to produce an even more accurate 
approximation, and the process is repeated until the error in the equations, known as 
the residual error, is reduced to sufficiently small values; the solution is then said to 
converge since the values of the variables at all points in the domain tend to move 
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towards some fixed values.  If the error gets ever larger, the solution is said to be 
diverging and the final solution will be wrong. 
 
The residual error is measured as the difference between the left-hand side and the 
right-hand side of the numerical equation being solved.  This residual error does not 
exactly reach zero, but the solution process can be terminated when the maximum 
residual error to be tolerated is reached. 
   
If the problem being solved is unsteady, i.e. time-dependent, the real time of the flow 
is divided into smaller time intervals, called time steps, and an approximate solution 
to the flow at each time step must be reached before moving to the next time step.  
This adds another loop of iteration to the solution process.  
  
 
2.7. COMMERCIAL CFD SOFTWARE 
 
The rapid growth in CFD, its applications, and computation power have made 
possible the development of several commercial CFD codes such as CFX, FLUENT, 
PHOENICS, and STAR-CD.  These general-purpose codes can now cope with high 
levels of complexity in many application areas. 
 
Typically, a CFD software package consists of three main groups of software: 
o A pre-processor 
o A solver 
o A post-processor 
 
2.7.1. Pre-processing  
Pre-processing includes geometry and mesh generation, flow specification, and setting 
solver control parameters.  Once the geometry has been generated and meshed, the 
fluid properties, flow models and solver control parameters are specified and 
boundary and initial conditions applied.  These steps are usually carried out through a 
graphical interface.   
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2.7.2. Solving the equations 
All the data defined in the pre-processing step are fed into the solver programme in 
the form of a data file.  The solver is a specialised programme that solves the 
numerical equations based on the data specified in the data file.  The results obtained 
by the solver are written to a results file for examination using the post-processor 
software. 
 
2.7.3. Post-processing 
In this software, the data obtained by the solver can be visualised and displayed using 
a variety of graphical methods such as contour, plane, vector and line plots.  
Calculations can also be made to obtain the values of scalar and vector variables, such 
as pressure and velocity, at different locations.  Further details on post-processing are 
given in Section 2.11. 
 
 
2.8. ANSYS CFX 
 
The software packages used in the current work are ICEM CFD 4.CFX (for geometry 
and mesh generation), CFX 5.7, and ANSYS Workbench 10.0, all of which developed 
by ANSYS Inc.  The software package ANSYS Workbench 10.0 consists of the 
following specialised components: 
 
o DesignModeler for building geometries 
o CFX Mesh for mesh generation 
o CFX-Pre for flow specification 
o CFX-Solver for solving the numerical equations 
o CFX-Post for examining the results 
 
CFX 5.7, which consists of the same last three components, was initially used in 
conjunction with ICEM CFD 4.CFX, which was used for geometry and mesh 
generation.  ANSYS Workbench 10.0 contains an updated version of the code CFX.  
The CFX solver is based on the finite-volume discretisation method.  Details of the 
discretisation and solution methods used in CFX are given below. 
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2.9. DISCRETISATION METHODS 
 
The governing equations of flow possess the following general convection-diffusion 
form 
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where ϕ is a dependent variable, Γϕ is a diffusion coefficient for ϕ, and Sϕ a source 
term.  Equation (2.9) describes the processes by which a dependent variable ϕ is 
transported through the fluid, and is therefore called the transport equation.  For the 
continuity equation (Equation (2.1)), ϕ = 1, while both Γϕ and Sϕ are equal to zero.  
For the momentum equation (Equation (2.2)), the variable transported is velocity ui, 
Γϕ is viscosity, and Sϕ is the sum of the forces acting on a patch of fluid.   
 
The convection term in Equation (2.9) represents the flux of the variable ϕ convected 
by the flow.  The diffusion term represents the random motion of molecules due to 
gradients in the density or number of molecules.  The source term describes the 
production or destruction of ϕ and can also be used to model any term that cannot be 
represented by either of the advection or diffusion terms.  Owing to the non-linearity 
of the advection term, being a product of dependent variables, the governing 
equations must be solved using an iterative method.  
 
In the finite volume method used in this work, the partial differential equations of 
flow, represented by the above general equation, are integrated over each control 
volume.  Consider the control volume shown at the centre of Figure 2.3 with its centre 
at P.  The centres of the surrounding control volumes, where variable values are 
stored, are denoted by W (West), E (East), N (North), and S (South), while the 
respective faces of the control volume are denoted by lower case letters, as shown in 
the figure.    
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Figure 2.3: Control volumes in the finite volume method. 
 
 
Integration of the transport equation (Equation (2.9)) over a control volume V gives: 
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The diffusion and advection volume integrals can be converted into surface integrals 
over the surface S of the control volume using the Gauss Divergence Theorem, thus 
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where ni is the Cartesian component of the outward normal surface vector.  This 
equation contains four terms which need to be discretised: a transient term, a diffusion 
term, a convection term, and a source term.  The momentum equation (Equation (2.2)) 
also contains a pressure term which does not satisfy a transport equation.  In the 
following, a description of the discretisation of these five terms in 2-D is given, which 
can be extended to 3-D by analogy.   
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2.9.1. Transient term 
The transient (temporal) term in the transport equation in its integral form (Equation 
(2.11)) at time level n is given by the following approximation for incompressible 
flow (Abbott and Basco, 1989) 
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in which the variable values at the start and end of the current timestep n are assigned 
the superscripts 
2
1
−n  and 
2
1
+n , respectively, and where ∆t is the size of the time 
step.  These values can be obtained using the First Order Backward Euler scheme or 
the Second Order Backward Euler scheme.  In the first order scheme, these values are 
approximated using the current and old time level solution values, i.e. ϕn and ϕn-1 
respectively, thus  
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The more accurate, but computationally more expensive, Second Order Backward 
Euler scheme approximates the values at the start and end of timestep n using the 
previous two time level solution values, i.e. ϕn-1 and ϕn-2, thus 
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More memory is required in this scheme compared to the First Order Backward Euler 
scheme as the variable needs to be stored at an extra time step. 
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2.9.2. Diffusion term  
Diffusion terms are usually discretised using central differencing (see Section 
2.6.2.1), as follows 
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=  , etc. and where xδ  is the distance between the 
respective node centre and P, and A is the surface area of the respective cell face.  
 
2.9.3. Convection term 
The convection term in Equation (2.11) is integrated as the sum of fluxes over the 
four faces surrounding the control volume, thus  
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As can be seen, the integration yields values of ϕ at the faces of the control volume.  
However, solution variables are stored at grid nodes (i.e. control volume centres P, E, 
etc.).  It is therefore necessary to express the face values of ϕ in Equation (2.17) in 
terms of adjacent nodal values.  The method of specifying face values in terms of 
adjacent nodal values is called an ‘advection scheme’.  The face value of a variable is 
calculated at an integration point, ϕip, from the variable value at the upwind node, ϕup, 
and the variable gradient, φ∇ , thus 
 
rupip ∆∇+= .φβφφ                  (2.18) 
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where β is a blend factor and r∆  is the vector from the upwind node to the integration 
point.  Particular choices of β and φ∇  yield different advection schemes as follows 
(CFX manual, ANSYS, Inc.): 
    
(i) First order Upwind Differencing Scheme 
This scheme is obtained when β = 0.  The variable value at an integration point is 
therefore equal to its value at the upwind node.  This scheme is first-order accurate 
and introduces discretisation error due to numerical diffusion, but it is very robust as it 
does not result in non-physical values. 
 
(ii) Numerical Advection Correction Scheme (Specify Blend) 
In this scheme, a value for β between 0 and 1 is chosen and the gradient φ∇  is 
calculated as the average of the adjacent nodal gradients.  This scheme reduces the 
errors associated with the Upwind Differencing Scheme.  The choice β = 0 results in a 
first-order accurate scheme, while β = 1 is formally second-order accurate.  With        
β = 1, the scheme is not bounded as it may produce non-physical oscillations in 
regions of rapid solution variation. 
 
(iii) High Resolution Scheme 
This scheme is intended to satisfy both accuracy and boundedness requirements by 
computing β locally to be as close to 1 as possible without resulting in non-physical 
values, while the gradient φ∇  is set equal to the control volume gradient at the 
upwind node.  The recipe for β adopted in CFX is based on the boundedness 
principles used by Barth and Jesperson (1989).   
 
2.9.4. Source term 
The source term is discretised as follows (Patankar, 1980) 
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where φS is the average value of the source Sϕ throughout the control volume.  When 
Sϕ is a function of ϕ, φS  is decomposed into a solution-independent part, bP, and a 
solution-dependent part, thus  
 
 PPP SbS φφ +=  , 0 ≤PS               (2.20) 
 
2.9.5. Pressure-velocity coupling 
Pressure is given indirectly by the continuity equation in that when the correct 
pressure is substituted into the momentum equation, the resulting velocity field must 
satisfy continuity.  The calculations of pressure and velocity are therefore coupled.  
 
The pressure term is discretised by central differencing, where the pressure difference 
between the west and east faces of the control volume, for example, is calculated as  
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This means that the pressure term is calculated using alternate nodal pressure values 
rather than adjacent ones (see Figure 2.3).  This means that an oscillatory pressure 
field, in which, for example, the pressure at consecutive grid nodes follows the 
sequence 1, 10, 1, 10, 1, etc., would be treated as a uniform pressure field since 
alternate grid points have the same value.  This can also result in pressure-velocity 
decoupling.  To overcome this problem, CFX employs the Rhie Chow algorithm (for 
details, see Rhie and Chow, 1983).  
 
 
2.10. SOLUTION STRATEGY 
 
2.10.1. Solving the numerical equations 
Application of the finite volume method to all elements in the domain results in a 
linear set of equations.  These equations are solved in CFX using a coupled solver, 
whereby the hydrodynamic equations for velocity and pressure are solved as a single 
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system.  Consider a simple case where a set of simultaneous equations consists of 
three equations each of which contains three variables, ϕ1, ϕ2, and ϕ3.  The discretised 
numerical equations can be written in the form: 
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where aij are coefficients of the variable ϕj, and bi are known values in the equations.  
This linearised system of discrete equations can be written in the general matrix form 
(Shaw, 1992) 
 
[ ][ ] [ ]BA =φ                             (2.23) 
 
where [ ]A  is the coefficient matrix, [ ]φ  is the solution vector (i.e. vector of variables), 
and [ ]B  is the right-hand side matrix.  This equation is solved iteratively by starting 
with a guessed initial solution, ϕn, and substituting it in Equation (2.23) to obtain a 
residual, rn, thus  
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This residual is used to calculate a correction, φ′ , which in turn is used to produce an 
improved solution ϕn+1, thus 
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where the correction φ′  is obtained by solving the equation  
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This algorithm is repeated until the residual of the equations solved reaches a pre-
defined level. 
 
To enhance the performance of the solver, CFX uses an Algebraic Multigrid method.  
In this method, early iterations are carried out on the original mesh, while later 
iterations are carried out on progressively coarser virtual ones.  Whilst a fine mesh 
reduces local errors in the solution, coarse grids allow the solver to reduce global 
errors by imposing conservation requirements over larger volumes.  By using coarse 
grids, this method also accelerates the solution.   
 
2.10.2. Controlling the iterative process 
The iterative solution process must be controlled in order to help the solution 
converge.  For any steady state simulation, the maximum number of iterations to be 
performed must be specified along with the convergence target, i.e. the normalised 
residual error in the final iteration.  The solution process will terminate when either 
the residual target is met or the maximum number of iterations is reached.   
 
Two methods are commonly used to control the iterative procedure in a steady state 
problem: under-relaxation or the use of a time-dependent scheme (Shaw, 1992).  
 
The use of an under-relaxation parameter smooths the iterative process and can 
prevent divergence.  In this method, the solution calculated during an iteration is 
scaled so that the solution used in the next iteration is not too different from the 
solution at the start of the current iteration.  The value of a solution variable calculated 
at the end of the current iteration, ϕcal, and the value at the start of the current 
iteration, ϕs, are used to calculate the value of the variable at the start of the next 
iteration, ϕnew, using an under-relaxation factor, ω, thus 
 
scalnew φωωφφ )1( −+=                           (2.27) 
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The new value of the variable is between ϕs and ϕcal.  The under-relaxation factor ω 
varies from 0 to 1.  When ω = 1, the current solution calculated at the end of the 
iteration is used at the start of the new iteration, i.e. no under-relaxation is applied. 
 
The second method of controlling the solution process is to use a time-dependent 
scheme even if the flow is steady.  The modelling of time variation smooths out the 
way in which the solution proceeds from one iteration to the next.   
 
For time-dependent flows, the flow is solved over a time period which is chosen so as 
to represent the time scale of the flow phenomenon investigated (e.g. fluid residence 
time in a pipe).  This time period is divided into a number of smaller time steps, i.e. is 
discretised.  The solution must converge at each time step before moving to the next 
time step.  A number of iterations are therefore required at each time step to lead the 
solution to convergence.  The size of the time step has to be sufficiently small to 
capture the temporal changes in the flow variables accurately.  Small time steps also 
help the solution converge and require fewer iterations per time step.  On the other 
hand, a small time step size means that a large number of time steps are required, thus 
prolonging the simulation.  The choice of the time step size should also take account 
of the requirement that the final solution must be independent of the time step.  
  
 
2.11. RESULTS ANALYSIS 
 
The ability of CFD to display results effectively is an invaluable tool.  The variation 
of flow variables throughout the domain can be visualised graphically in CFX, as in 
other CFD software, using different types of plots.  Data can also be exported from 
CFX to be processed in other types of software such as Excel and SigmaPlot.  
 
2.11.1. X-Y charts 
X-Y charts are a very useful way to present numerical data, and are widely used for 
profiles of flow variables, particularly velocity.  For example, the development of 
flow can be visualised by plotting several successive velocity profiles starting at the 
flow inlet.        
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2.11.2. Contour plots 
These are 2-D colour maps intended to show the variation of a variable on a surface 
within the domain.  Colour is an excellent medium to convey information and present 
data. 
 
2.11.3. Streamlines 
A Streamline is a curve that is instantaneously tangential to the velocity vector of the 
flow.  It represents the path that a particle of zero mass would take through the fluid 
domain at a given instant.  Streamlines are useful in showing flow patterns, especially 
in complex flows, but should be interpreted carefully when the flow is unsteady, i.e. 
time-dependent, as they represent the path of particles only at a given instant. 
 
2.11.4. Particle tracks 
This tool is used to reveal the actual trajectory of fluid or solid particles in the flow.  
This can be particularly useful to show the presence or extent of mixing in single- or 
multi-phase flows.  Unlike streamlines, particle tracks can show the actual path of 
particles in unsteady flow.  
  
2.11.5. Animation 
Advanced CFD software allows the user to create animations of different types to 
reveal the space or time variation of a variable.  For example, particles can be 
visualised as they travel along their trajectories, and the time evolution of a variable 
on a contour plot can be shown.  
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NOMENCLATURE 
 
A  surface area of cell face 
h  distance between two points in the finite difference method 
O(h) truncated term 
P  pressure  
r
n
  residual error 
S  surface of control volume 
Sϕ  source term 
t   time 
∆t  timestep 
u  velocity 
V  volume of control volume 
x  Cartesian coordinate 
xδ   distance between adjacent cell nodes in the finite volume method 
 
 
Greek letters 
 
β  blend factor  
Γϕ  diffusion coefficient for ϕ 
µ  fluid viscosity 
ρ  fluid density  
ϕ  dependent variable 
ω  under-relaxation factor 
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CHAPTER 3 
NON-NEWTONIAN LAMINAR FLOW UNDER THE 
EFFECT OF FORCED VIBRATION 
 
 
Summary 
he effects of a superimposed sinusoidal rotational vibration on the flow 
of non-Newtonian fluids in a 4 mm diameter tube are studied 
numerically using a CFD model.  The model was validated using experimental data 
from the literature.  Inelastic time-independent fluids of the power law, Bingham 
plastic, Herschel-Bulkley, and Newtonian types are investigated.  Results show that 
Newtonian flow is unchanged by any superimposed oscillations, but the flow of non-
Newtonian fluids is greatly affected.  The flow of shear thinning fluids and 
viscoplastic fluids is enhanced, whilst the flow of shear thickening fluids is retarded.  
The effects of the various rheological as well as vibration parameters are studied in 
detail.  Flow enhancement is affected by both vibration frequency and amplitude, but 
different amplitude-frequency combinations which correspond to the same peak 
acceleration result in the same enhancement.  Mechanical vibration in the sonic range 
of frequency generates substantial flow enhancements in low to moderately viscous 
fluids, but has limited scope for highly viscous fluids.  Mechanical vibration in the 
ultrasound range, however, has a very good potential for the processing of highly 
viscous materials, being able to generate orders of magnitude enhancement in flow.  
The extent of flow enhancement achieved is also dependent on the nature of the 
superimposed vibration: a rotational oscillation produces more flow enhancement than 
a transversal oscillation, but less than a longitudinal oscillation.  Flow visualisation 
shows an angular secondary fluid motion that increases near the vibrating wall.
T
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3.1. LITERATURE REVIEW 
 
 
3.1.1. INTRODUCTION 
 
A wide range of industrial processes involve the flow of rheologically complex fluids 
that are characterised by diverse and often significant deviations from simple 
Newtonian behaviour.  Indeed, in the process industries Newtonian fluids are 
nowadays often the exception rather than the rule.  Non-Newtonian fluids are 
encountered in a vast range of industrial applications, including most multi-phase 
mixtures (e.g. emulsions, suspensions, foams/froths, dispersions), high molecular 
weight systems and their solutions (e.g. polymers, proteins, gums), foods, 
pharmaceuticals, personal care products, agricultural chemicals, synthetic propellants, 
and slurry fuels. 
 
Typical non-Newtonian characteristics include shear thinning, viscoplasticity, 
viscoelasticity and time dependence; though certain pastes and suspensions can also 
display a shear thickening behaviour.  Shear thinning or pseudoplasticity, however, is 
by far the most common of all non-Newtonian characteristics wherein the apparent 
viscosity of a substance decreases with increasing shear rate.  Most industrial fluids, 
however, tend to exhibit a combination of shear thinning and viscoplasticity or 
viscoelasticity. 
 
Non-Newtonian flows are usually complex requiring much pumping energy to drive 
the fluid through pipelines and processing equipment, so that various ways of 
facilitating their flow and processing have been sought over the years.  Barnes et al. 
(1971) observed that the time-averaged volumetric flow rate could be increased when 
a polymer solution is subjected to a pulsating pressure gradient in the axial direction.  
The observed increase in flow rate seemed to require less energy to maintain than the 
corresponding steady state flow, thus making the process economically advantageous.  
Their theoretical investigation, based on an Oldroyd rheological model for the fluid 
and a perturbation scheme in terms of the amplitude and the superimposed sinusoidal 
pressure gradient, concluded that: (i) the fluid must be shear thinning in order to 
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exhibit any flow enhancement; and (ii) the enhancement in flow diminishes with 
increasing pulsation frequency.  Later, Sundstrom and Kaufman (1977), through 
numerical work using an Ellis rheological model, found that the extra power required 
in pulsating the flow was always positive and thus there was no economic advantage 
in pulsating the flow, a conclusion subsequently confirmed by Phan-Thien and Dudek 
(1982) using a power law rheological model. 
 
The fluidity of non-Newtonian fluids can also be enhanced by subjecting the flow to 
vibrational motion caused by mechanical shaking.  This phenomenon is well known in 
the building and confectionery industries and has been exploited for many years, but 
mainly on an empirical basis.  For example, during the process of moulding of 
chocolate bars and shells and the coating of confectionery, the chocolate liquid is 
vibrated to spread it evenly in the mould, to disengage air bubbles enclosed in the 
liquid, and to provide a thin and uniform layer of chocolate on the centres, thus 
ensuring savings and a better product (Barigou et al., 1998).  Vibration technologies 
have also been applied during polymer processing in order to control the flow pattern 
or the internal structure of the polymer (Wu et al., 2003).  Ultrasonic vibration has 
been shown to lead to a significant reduction in the viscosity of polymer melts and 
thus an increase in flow rate (Wu et al., 2003; and Piau and Piau, 2002).   
 
Vibrational motion can result in a range of complex effects on the flow of non-
Newtonian and even Newtonian fluids.  The effects of vibration depend generally on 
the type of vibration imposed on the flow and the rheological properties of the fluid in 
motion.   
 
 
3.1.2. EFFECTS OF VIBRATION ON NEWTONIAN FLUIDS 
 
A number of studies have shown that the flow structure of Newtonian fluids can be 
influenced by mechanical vibration.  Elkholy (1997) carried out a numerical study to 
investigate the possibility of inducing flow in a stagnant Newtonian fluid in a 
horizontal pipeline by means of sinusoidal oscillation.  The pipe, which was 50 mm in 
diameter, was subjected to small-amplitude axial oscillations at one end while the 
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other end of the pipe was held stationary.  Oscillation frequencies of 10, 20, and 30 
Hz, and amplitudes of pi/20, pi/40 and pi/60 were used.  The results showed that a 
reasonable flow velocity of the stagnant fluid can be induced when the ratio of 
oscillation frequency to fluid viscosity exceeds a certain value.  By calculating the 
velocity profile over the pipe cross-section, it was shown that fluid movement occurs 
mainly at the layer adjacent to the wall due to viscous effects.  The author concluded 
that part of the energy expended on vibrating the pipe was absorbed by the fluid as 
pressure and kinetic energy, thus causing the fluid to flow, while the remaining part 
was absorbed as strain energy in the pipe wall. 
 
Benhamou et al. (2001) carried out a numerical study on the laminar flow of a 
Newtonian fluid within a horizontal pipe subjected to sinusoidal oscillations around 
the vertical diameter at the pipe entrance.  The governing equations were solved 
numerically using a control volume method and the advection terms were discretised 
using an upwind difference scheme.  The steady-state solution, which served as the 
initial condition for the vibrated flow simulation, and the vibrated flow solution were 
validated using analytical and experimental results from the literature.  The numerical 
results, obtained for a pipe Reynolds number Re = 1000, showed the time evolution of 
a secondary flow that occurred in the transversal direction.  This flow was 
characterised by a pair of counter-rotating vortices, the intensity of which varied with 
time and axial distance, and which influenced the axial flow.  The velocity profile in 
the axial direction was obtained at different time intervals during the first oscillation 
cycle and was found to be distorted in comparison to the steady-state velocity profile, 
with one half of the profile showing increased velocities while the velocities in the 
other half decreased by the same magnitude, thus resulting in an overall unaltered 
mean flow velocity.   
   
In a later study, the authors conducted an experimental investigation of the same type 
of oscillation in a 3.78 cm diameter pipe (Benhamou et al. 2004).  The study 
investigated the effects of both flow and oscillation Reynolds numbers on the 
transition from laminar to turbulent flow using flow visualisation achieved by 
injecting a fluorescent dye and illuminating the pipe.  The maximum angular 
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displacement of the pipe relative to its position when stationary was 8.4°, a value 
dictated by space limitations.  Under test conditions, the pipe Reynolds number 
ranged from 210 to 2313 and the oscillation Reynolds number ranged from 242 to 
2788.  Oscillation was found to induce an earlier transition to turbulence compared to 
stationary pipe flow.  For example, under steady-state conditions, transition to 
turbulence was observed within the range 2313 < Re < 2498, while under oscillation, 
with an oscillation Reynolds number of 1013, transition was observed at Re ~ 1850.  
As the oscillation Reynolds number increased, the flow Reynolds number at which 
transition occurred decreased until it reached a point beyond which no further 
reduction was obtained.  This early transition to turbulence was attributed to the 
Coriolis force which induces a transversal flow that causes a strong momentum 
transfer which, in turn, extracts energy from the main axial flow thus destabilising the 
flow and causing an early transition to turbulence.     
 
 
3.1.3. EFFECTS OF VIBRATION ON NON-NEWTONIAN FLUIDS 
 
Several studies have been reported on the effects of vibration on the flow of non-
Newtonian fluids.  Kasakia and Rivlin (1978 and 1979) carried out a theoretical study 
to investigate the pressure flow of non-Newtonian viscoelastic fluids between two 
infinite parallel plates both subjected to simultaneous and synchronous transversal 
vibration.  The authors obtained explicit expressions for the change in flow rate due to 
the non-Newtonian behaviour of the fluids.   
 
The flow of viscoelastic fluids through vibrated pipes was examined by Mena et al. 
(1979).  In their work, a longitudinal oscillation was superimposed on Newtonian and 
non-Newtonian flows driven by a constant pressure gradient in circular pipes of 26 
and 52 mm diameters.  Vibration frequencies of 0 to 75 rad s-1 and amplitudes of 0.65, 
1 and 1.3 cm were used.  Non-Newtonian solutions of polyacrylamide in addition to 
water, glycerol and water-glycerol solutions (Newtonian) were used.  An increase in 
the time-averaged flow rate of the non-Newtonian fluids was obtained, and the effects 
of oscillation frequency and amplitude on the flow enhancement were investigated.  
Maximum enhancement was obtained at the maximum frequency and amplitude used.  
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The authors expected that flow enhancement should reach a value beyond which it 
would cease to increase, but due to experimental limitations this point was not 
attained.  By means of flow visualisation, achieved using a dye of the same density as 
the test fluid, the effect of oscillation on the velocity profile was analysed.  For a 
purely viscous glycerol solution, the velocity profile was not affected by oscillation.  
For viscoelastic fluids, however, the velocity profile was drastically elongated as a 
result of oscillation.  This effect was more pronounced as the oscillation amplitude 
was increased.  By separating the elastic from viscous effects, the authors concluded 
that the dominating factor in the oscillating flow of viscoelastic liquids in tubes was 
the shear-dependent viscosity.  The elastic effects of the fluids, although of secondary 
importance, were not negligible. 
 
Isayev et al. (1990) carried out an experimental and theoretical investigation into the 
effects of orthogonal oscillation in the sonic range of frequency on the flow of 
polymer melts through an annular die.  It was observed that the die pressure decreased 
at a constant flow rate as a result of oscillation.  Increasing the oscillation frequency 
or amplitude led to a continuous reduction in the die pressure as well as an increase in 
the melt temperature.  A model was developed to describe the reduction in die 
pressure.  At high oscillation frequencies, the pressure reduction was attributed to a 
decrease in viscosity induced by the temperature rise and viscoelastic effects.  At low 
frequencies, however, the pressure reduction was attributed to viscoelastic effects 
only. 
 
Deshpande and Barigou (2001) studied, experimentally and numerically, the effects of 
longitudinal oscillation on the time-averaged flow rate of Newtonian and non-
Newtonian fluids in laminar flow through pipes of 4 and 6 mm diameters.  The non-
Newtonian fluids used were of the power law, Herschel-Bulkley and Bingham plastic 
types.  Vibration frequencies up to 40 Hz and amplitudes up to 1.6 mm were used.  
The CFD numerical model was constructed using the commercial software CFX 4.3.  
The CFD results agreed very well with experimental evidence.  The study concluded 
that: (i) vibration of Newtonian fluids does not produce any flow enhancement; (ii) 
shear thinning fluids exhibit flow enhancement under vibration; (iii) shear thickening 
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fluids exhibit flow retardation; and (iv) flow enhancement is most sensitive to the 
flow behaviour index or shear thinning/shear thickening index.  From conclusions (ii) 
and (iii) it was also inferred that the superimposed shear at the tube wall affects the 
fluid apparent viscosity, which, in turn, affects the time-averaged flow rate.  The study 
showed that orders of magnitude enhancements in flow were potentially possible, 
depending on the fluid rheological properties and vibration frequency and amplitude 
used.  The results also showed that flow enhancement increases with vibration 
amplitude and frequency, but different combinations of amplitude and frequency 
corresponding to the same peak acceleration generated identical enhancements.  
 
Piau and Piau (2002) carried out a theoretical study to investigate the effects of 
longitudinal wall motion on the flow of viscoplastic fluids through circular tubes.  In 
order to validate the theoretical model, experiments were performed using extrusion 
flows with high-power ultrasound oscillations at a frequency of 20 kHz applied to a 
circular die using a specially designed ultrasonic apparatus.  The study showed that, 
while vibration had no effect on the flow rate of Newtonian fluids, a strong influence 
on the flow properties of viscoplastic fluids was obtained resulting in an increase in 
flow rate.  A viscoplastic fluid that exhibits shear-thinning behaviour was found to 
exhibit large increases in flow rate.  The enhancement in this case was considered as a 
combination of the effects of shear-thinning and yield stress (i.e. yield stress/shear 
thinning coupling).  The experimental results showed significant reductions in 
pressure drop (50-60%) at a given flow rate and large increases in flow rate (up to 
~500%) at a given pressure drop.  Thermal effects were present in the experimental 
study but were not considered in the theoretical study.  Flow rate or pressure drop 
variations between flows at the same temperature with and without vibration were 
compared in order to separate the roles played by thermal and mechanical effects.  It 
was found that lower pressure drops and higher flow rates could be achieved by 
applying vibration at a given temperature than by increasing the temperature in the 
absence of vibration.   
 
The authors also reported a European patent application by the Goodrich Company in 
1988 relating to the shear processing of thermoplastics in the presence of ultrasonic 
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vibration.  The vibrations were applied at an angle of less than 45° to the direction of 
flow resulting in a reduction in the extrusion pressure by 10-23% (Lee and Cranston, 
1988). 
 
Along the same lines, Wu et al. (2003) showed experimentally that longitudinal 
oscillations of the ultrasonic type have a great influence on the behaviour of 
metallocene-catalysed linear low-density polyethylene (mLLDPE) flowing through 
extrusion dies.  They used a frequency of 20 kHz and an ultrasonic power of up to   
250 W.  Measurements of die pressure were performed at temperatures of 180, 190 
and 200°C.  The effect of the oscillations was a remarkable reduction in die pressure; 
this reduction increased linearly with increasing ultrasonic power.  Reductions in die 
pressure of up to ~70% were obtained, depending on the die material and oscillation 
power.  At a constant die pressure it was shown that ultrasonic oscillation reduced the 
polymer viscosity and hence gave rise to higher flow rates.  This reduction in 
viscosity and increase in flow rate increased with oscillation power.  Enhancements in 
flow rate of up to ~100% were obtained, depending on the die material and oscillation 
power.  It was concluded that such ultrasonic oscillations could greatly increase the 
productivity of the mLLDPE melt process and could therefore be used to improve the 
processability of mLLDPE.   
 
Shin et al. (2003) experimentally investigated the effect of transversal acoustic 
vibration on the flow resistance of both Newtonian fluids and human blood in a 
capillary tube.  The vibration was generated using a loud speaker positioned at right 
angles to the direction of flow.  While experimental results showed that transversal 
vibration had no effect on Newtonian fluids, a reduction in the flow resistance of 
blood was observed which was attributed to the breakdown of aggregated red blood 
cells.  The extent of reduction was strongly dependent on both the frequency and 
amplitude of vibration, but more detailed work, numerical as well as experimental, 
was deemed necessary to explain the effects. 
 
More recently, Piau and Piau (2005) presented a theoretical study in which the effects 
of ultrasound longitudinal and transversal vibrations on the flow of a Bingham fluid in 
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plane Couette flow were demonstrated for low vibrational Reynolds numbers.  The 
effects of longitudinal and transversal vibrations were compared.  The super-
imposition of vibration gave rise to significant reductions in the average stress of a 
Bingham fluid.  Average stress reductions of about 100% could be achieved.  
However, this reduction in stress came at a cost in terms of power dissipation, which 
was higher for transversal vibration than for longitudinal vibration.  For a Newtonian 
fluid, no such reductions were predicted.  It was concluded that (i) vibrations of 
moderate to high velocity applied to the wall can enhance plane Couette flow rates for 
viscoplastic materials; and (ii) at moderate amplitudes, longitudinal vibration may be 
1.5-2 times more efficient than transversal vibration.  
 
The yield stress/shear thinning coupling effect referred to by Piau and Piau (2002) 
was further discussed and analyzed by the authors in a later work (Piau and Piau, 
2007).  The individual and coupled effects of yield stress and shear thinning on stress 
reduction and flow enhancement induced by longitudinal and transversal ultrasonic 
vibrations were analyzed in Poiseuille pipe and Couette plane flows.  Theoretical 
results were compared with experimental results obtained for pipe extrusion of 
viscoplastic Herschel-Bulkley rubber compounds and those obtained in the authors’ 
earlier study (Piau and Piau, 2002) for a Bingham fluid.  The study was concerned 
with the flow regime induced by oscillation at low vibrational Reynolds numbers.  
Both yield stress and shear thinning gave rise to flow enhancement and pressure drop 
reduction.  Their coupling was found to give rise to an even higher flow enhancement.  
Experiments confirmed that a Herschel-Bulkley fluid exhibits much higher flow 
enhancements under longitudinal vibration compared to a Bingham fluid within the 
same range of Bingham number.  Results of the theoretical analysis showed that 
reducing the flow behaviour index of a Herschel-Bulkley fluid results in substantial 
increases in flow enhancement.  In the case of Poiseuille pipe flow, transversal 
vibration was found to yield much smaller effects than those produced by longitudinal 
vibration. 
 
An important conclusion can be drawn from the studies reviewed above which 
confirms that mechanical vibration has significant effects on the flow of non-
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Newtonian fluids.  However, such studies have been limited to the longitudinal and 
transversal modes of vibration and to narrow ranges of vibration amplitude and 
frequency and fluid rheological behaviours.  Therefore, more research is needed in 
this area to investigate other modes of vibration and provide more comprehensive 
results for a wider range of vibration conditions and rheological behaviours.   
 
Owing to the difficulty of conducting experiments of vibrational flow using a wide 
range of frequencies and amplitudes (especially high values) and for a variety of 
rheologically complex behaviours, CFD offers an easier and more convenient 
approach for investigating such flows.  Although limited, existing experimental data 
(Deshpande and Barigou, 2001) in this area can be used to validate any CFD model 
constructed for this purpose.  
 
In this chapter, a CFD model is used to investigate the effects of rotational oscillation 
on the laminar flow of four types of fluid: Newtonian, power law, Bingham plastic 
and Herschel-Bulkley fluids, in a 4 mm diameter pipe.  All four types of fluid are 
assumed to be inelastic and time-independent, and the flow is driven by a constant 
pressure gradient along the pipe.  The accuracy of the vibrational flow model is 
assessed using the experimental results of Deshpande and Barigou (2001) relating to 
longitudinal vibration of non-Newtonian fluids.  The effects of oscillation frequency 
and amplitude, fluid rheology, and pressure gradient on flow enhancement are studied 
both in the sonic (0-300 Hz) and ultrasonic (16-28 kHz) ranges of vibration 
frequency.  The ultrasonic frequencies were used for very highly viscous fluids.  Pipe 
oscillation in the transversal direction was also investigated.  A brief comparison is 
then made between the extent of the flow enhancement obtained with rotational, 
longitudinal and transversal oscillations. 
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3.2. THEORY 
 
 
3.2.1. NON-NEWTONIAN FLUIDS 
  
3.2.1.1. Definition and classification 
The rheology of a fluid is characterised by its flow curve, which represents the 
relationship between shear stress and shear rate.  The ratio of shear stress to shear rate 
is the fluid apparent viscosity.  A Newtonian fluid is characterised by a linear flow 
curve which passes through the origin, as shown in Figure 3.1.  The viscosity of such 
a fluid is therefore constant and independent of shear rate.  Examples of Newtonian 
behaviour include water, milk, and sugar solutions (Holdsworth, 1993).  A non-
Newtonian fluid, on the other hand, is one whose flow curve is non-linear or/and does 
not pass through the origin.  The apparent viscosity of such a fluid depends on the 
shear rate, which, in turn, is variable in shear flow.  More complex non-Newtonian 
fluids have an apparent viscosity which depends, in addition, on the duration of 
shearing and the kinematic history of the fluid, and are therefore described as time-
dependent.  The behaviour of a non-Newtonian fluid can be related to the behaviour 
of a hypothetical Newtonian fluid using the concept of effective viscosity, which is 
the viscosity of a hypothetical Newtonian fluid which would give the same flow rate-
pressure drop relationship as the non-Newtonian fluid.    
 
Time-independent non-Newtonian fluids can be described by the following 
relationship: 
 
γµτ &=                              (3.1) 
 
where τ  is shear stress, γ&  is shear rate, and µ  is the apparent viscosity function, thus  
 
( )γµµ &=                    (3.2) 
 
Different forms of the function in Equation (3.2) yield different types of non-
Newtonian fluids: 
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1. Shear thinning 
2. Shear thickening 
3. Viscoplastic (Bingham plastic and Herschel-Bulkley fluids) 
 
Qualitative flow curves for these types of fluid rheological behaviour, along with a 
Newtonian flow curve, are depicted in Figure 3.1.  
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Figure 3.1: Flow curves for Newtonian and non-Newtonian fluids. 
 
 
3.2.1.2. Shear thinning fluids 
Shear thinning fluids, also known as pseudoplastic fluids, are characterised by an 
apparent viscosity which decreases with increasing shear rate.  This behaviour is 
typical of polymer melts and solutions (e.g. aqueous polyacrylamide solutions), 
protein concentrates, and cream (Chhabra and Richardson, 1999; Holdsworth, 1993).  
Most shear thinning fluids, however, exhibit a Newtonian behaviour at very low and 
very high shear rates, resulting in two limiting values of the apparent viscosity, a zero 
shear viscosity, µ0, and an infinite shear viscosity, µ∞, respectively.  Figure 3.2 shows 
a qualitative logarithmic plot of apparent viscosity as a function of shear rate for a 
shear thinning fluid based on the Carreau model described below.  Both at very low 
and very high shear rates the apparent viscosity is constant, thus, indicating 
γ&
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Newtonian behaviour in this region, with a non-Newtonian regime in between where 
viscosity decreases with increasing shear rate.  The rate of this decrease and the shear 
rate values marking the upper and lower limits of this non-Newtonian regime vary 
from one material to another.   
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Figure 3.2: The relationship between apparent viscosity and shear rate for a shear 
thinning fluid of the Carreau model. 
 
 
Shear thinning behaviour can be represented using different mathematical models, as 
described below. 
  
(i) Power-law or Ostwald de Waele model 
This model describes the relationship between shear stress and shear rate using a 
power-law expression of the form 
 
nkγτ &=
                              (3.3) 
 
where the constants k and n are known as the flow consistency index and flow 
behaviour index, respectively.  These two parameters are determined empirically by 
curve-fitting.  The practical range of values the flow behaviour index, n, may take is 
(0-1) for shear thinning fluids.  The smaller the value of n, the greater the degree of 
γ&
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shear thinning and, thus, the more pronounced the non-Newtonian behaviour of the 
fluid.  For n = 1, the fluid reduces to a Newtonian one with a constant viscosity equal 
to k.  
 
The apparent viscosity expression of a shear thinning fluid can be derived from 
Equations (3.1) and (3.3), to give 
 
1−
=
nkγµ &
                   (3.4) 
 
One of the shortcomings of this model is that it can only be used to describe the shear 
thinning regime of the flow curve, and therefore does not predict the zero and infinite 
shear viscosities at low and high shear rates, respectively.  Furthermore, the 
empirically determined values of k and n depend on the range of shear rate considered 
(Chhabra and Richardson, 1999).  Nevertheless, the power law model offers the 
simplest representation of shear thinning fluids, and due to its simplicity it is perhaps 
the most widely used model.    
 
(ii) Carreau model 
When the fluid experiences very low and very high shear rates, deviations from the 
power law model can be significant.  The model proposed by Carreau (1972) takes 
account of the limiting values of viscosity at such extremes of shear rate, and is given 
by: 
 
( )[ ] 2/)1(2
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−
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µµ
µµ
&
                 (3.5) 
 
where λ is a curve-fitting parameter, given in time units.  
 
(iii) Ellis model 
This model takes account of the zero shear viscosity only and is therefore appropriate 
when the deviations from the power law model are significant only at low shear rates.  
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Unlike the power law and Carreau models, the Ellis model expresses apparent 
viscosity in terms of shear stress rather than shear rate, thus 
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= α
τ
τ
µµ                  (3.6) 
 
where τ1/2 is the shear stress at which the apparent viscosity has dropped to µ0/2, and α 
is a measure of the extent of shear thinning. 
 
Details of other shear thinning models can be found in the literature (see, for example, 
Holdsworth, 1993).  
 
3.2.1.3. Shear thickening fluids 
In contrast with shear thinning fluids, shear thickening fluids, also known as dilatant 
fluids, have an apparent viscosity which increases with increasing shear rate.  This 
type of fluid is most widely observed in concentrated solid-liquid suspensions, such as 
china clay and corn flour in water (Chhabra and Richardson, 1999).  However, shear 
thickening fluids are much less widespread in the chemical and processing industries 
than shear thinning fluids.  The mathematical representation of the shear thickening 
behaviour is described by the power law equations (Equations (3.3) and (3.4)) with    
n > 1.   
 
3.2.1.4. Viscoplastic fluids 
Viscoplastic fluids are those which do not flow or deform until the shear stress 
exceeds a certain value, known as the yield stress, τ0.  Hence, the flow curve for such 
materials does not pass through the origin (Figure 3.1).  When the shear stress is 
below the yield stress value of the material, the material will deform elastically, i.e. 
like a rigid body.  Once the applied shear stress has exceeded the yield stress, the 
material begins to flow.  This rheological behaviour can be explained by postulating 
that, when at rest, the viscoplastic material has a rigid three dimensional structure 
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which resists external stresses below τ0, but which breaks down when the stress 
exceeds τ0 (Chhabra and Richardson, 1999; Holdsworth, 1993).        
 
At very low shear rates, the apparent viscosity is effectively infinite before the 
viscoplastic material yields and begins to flow.  This is somewhat similar to the 
behaviour of shear thinning fluids whose viscosity decreases with increasing shear.  It 
is therefore possible to regard viscoplastic materials as possessing some kind of shear 
thinning instead of a true yield stress.  Nonetheless, the concept of a yield stress has 
proved to be a convenient approximation of the flow behaviour of some materials. 
 
At shear stress values greater than the yield stress, the flow curve may be linear or 
non-linear.  The Bingham plastic and Herschel-Bulkley models are two popular 
models used to describe such flow behaviours.  
 
(i) Bingham plastic model  
This model is used to describe the behaviour of viscoplastic materials whose flow 
curve is linear (see Figure 3.1), and is given by 
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where µB is the so-called plastic viscosity.  The apparent viscosity of a Bingham 
plastic fluid is then given by 
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(ii) Herschel-Bulkley model 
This model describes viscoplastic fluids with a non-linear flow curve (Figure 3.1).  
The non-linearity is represented by a power law term, thus    
 
3. Non-Newtonian flow under the effect of vibration   49 
 
  for               ,  0
for     , 0
o
o
n
ττ
ττk
≤=
>+=
γ
γττ
&
&
                           (3.9) 
 
The apparent viscosity is given by 
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3.2.1.5. Flow rate and velocity profile for non-Newtonian fluids 
For a non-Newtonian fluid flowing in a pipe in laminar flow, the flow rate and 
velocity profile can both be obtained theoretically.  
 
The steady volumetric flow rate, Q, of a Herschel-Bulkley fluid in laminar flow 
driven by a constant pressure gradient, ∆p/L, can be calculated from the following 
exact expression (Borghesani, 1988): 
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where R is the pipe radius, and τw is the wall shear stress, given by 
 
L
pR
w 2
∆
=τ                  (3.12) 
 
For flow driven purely by gravity, the pressure gradient ∆p/L is equal to gL, where g 
is gravitational acceleration. 
 
For a power law fluid with 00 =τ , Equation (3.11) reduces to the following 
expression  
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It reduces to the Buckingham-Reiner equation for a Bingham plastic fluid with 
Bk µ=  and n = 1, thus:  
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And it reduces to the Poiseuille equation for a Newtonian fluid with 0=oτ , µ=k , 
and n = 1, thus: 
 
L
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It can be shown that the velocity distribution of a power law fluid is given as a 
function of radial position, r, by the expression (Chhabra and Richardson, 1999) 
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For a Bingham plastic fluid, the velocity profile outside the plug region is given by  
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where Rp is the radius of the plug region and can be calculated from  
 
p
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The velocity of the plug region is given by 
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And for a Herschel-Bulkley fluid, the velocity profile is given by 
 
( )( )
( )














−−−





+
=
+
+
nn
nn
n
w
R
r
kn
nR
ru
/1
/1
/1
1
1
)( φφτ
                       (3.20) 
 
where φ  is the ratio of yield stress to wall shear stress, i.e. τ0/τw.  
 
The Reynolds number of a Newtonian fluid is given in terms of the effective viscosity 
of the fluid, µeff, thus 
 
eff
Du
µ
ρ
=Re                  (3.21) 
 
where u  is the mean flow velocity, and D is the pipe diameter.  For a non-Newtonian 
fluid, the effective viscosity is given by (Chhabra and Richardson, 1999) 
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For a power law fluid,  
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For a Bingham plastic fluid,  
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3.2.2. FORMULATION OF CFD MODEL 
 
The aim of the numerical model implemented in this study is to simulate the flow of 
laminar non-Newtonian fluids in a straight pipe subjected to sinusoidal oscillations of 
sonic and ultrasonic frequencies.  The flow geometry consists of a straight pipe 4 mm 
in diameter and 6 mm in length, as shown in Figure 3.3.  Rotational and transversal 
vibrations are separately imposed on the pipe wall and the effects on flow rate and 
velocity profile are predicted.  For the purpose of validating the model using available 
experimental data pertaining to longitudinal vibration (Deshpande and Barigou, 
2001), longitudinal vibration was also modelled.  The three modes of vibration used 
are shown in Figure 3.3. 
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Figure 3.3: Geometry of vibrated pipe: (a) general view; (b) pipe cross-section. 
 
 
The model considered assumes that flow through the pipe is laminar, incompressible, 
isothermal and fully developed.  The fact that the flow was laminar was confirmed by 
the pipe Reynolds number, Re < 100, for all cases of steady and vibrated flows in the 
sonic range of frequency; and Re < 400 in the ultrasonic range.  In vibrational flow, 
the following vibrational Reynolds number is defined: 
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where A is the linear amplitude of vibration, ω is the angular frequency, and υ  is the 
fluid kinematic viscosity.  Values of Rev were also in the laminar regime (< 30) for all 
the cases investigated. 
 
3.2.2.1. Hydrodynamic entrance length 
For a fluid entering a pipe, for example from a reservoir, the initial velocity profile at 
the pipe inlet will be flat and will then progressively change until fully developed 
flow is established.  The distance required for the centreline velocity to reach 98% of 
its value for fully developed flow is called the hydrodynamic entrance length Lh.  The 
pressure gradient in the entrance region, which is defined by the entrance length, is 
different from that for a fully developed flow.  Therefore, the pipe length L is usually 
selected to be much greater than the hydrodynamic entrance length Lh.  For a 
Newtonian fluid, the entrance length can be estimated from the following equation 
(Shook and Roco, 1991):  
 
Re062.0=
D
Lh
                (3.27) 
 
For a shear-thinning non-Newtonian fluid, the fully developed velocity distribution is 
flatter than for a Newtonian fluid.  The constant in Equation (3.27) decreases for more 
shear thinning fluids (Rohsenow et al., 1998).  The entrance length for a shear 
thinning fluid is therefore lower than that estimated using Equation (3.27).  
Correlations for estimating the entrance length for different fluid rheological models 
can be found in Steffe (1992).     
 
Since the entrance length is proportional to the flow Reynolds number, a substantial 
pipe length may be required as the Reynolds number increases.  As a result, the pipe 
length must be chosen so as to satisfy the entrance length condition for the case with 
the highest Reynolds number.  A large pipe length, however, would make the CFD 
simulations computationally expensive.  
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The use of a pressure boundary condition at the pipe inlet allows the CFD software to 
calculate the fully developed velocity profile based on the static pressure value 
prescribed at the pipe inlet, thus allowing the use of a small pipe length to keep the 
computational cost low.  Hence, even at the highest Reynolds numbers, the flow was 
fully developed throughout the pipe, and the pipe length of 6 mm was sufficient for 
the purpose of this study.  
 
3.2.2.2. Governing equations 
The equations governing the flow are the continuity equation, which can be written in 
the form  
 
0=∇u
                    (3.28) 
 
where u is the fluid velocity; and the momentum equation (Deshpande and Barigou, 
2001) 
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                (3.29) 
 
where ρ is fluid density and t is time.  This can also be rewritten as 
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Du ργµρ +∇+−∇=
.
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                           (3.30) 
 
The term on the left hand side of the equation represents the mass per unit volume 
multiplied by acceleration; the first term on the right hand side is the pressure force 
per unit volume, the second is the viscous force per unit volume, and the third is the 
gravitational force per unit volume.  
 
In addition to the Newtonian rheology wherein the fluid viscosity is constant, non-
Newtonian fluids of the power law, Bingham plastic and Herschel-Bulkley models 
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were considered in this study, with the apparent viscosity function as given by 
Equations (3.4), (3.8) and (3.10), respectively.  
 
3.2.2.3. Forced vibration 
The sinusoidal vibrational movement of the pipe wall is modelled using a velocity 
function as the boundary condition at the wall.  This vibrational movement can be 
described mathematically as follows: 
 
(i) Rotational vibration 
For a pipe rotating sinusoidally around its axis (Figure 3.3), the angle of rotation,θ , is 
given by the function  
 
)sin t(Θ ωθ =
                                      (3.31) 
 
with the angular frequency 
 
fpiω 2=                  (3.32) 
 
where Θ is the vibration angular amplitude and f is the vibration frequency.  The 
angular velocity, θv , can then be obtained by differentiating Equation (3.31) with 
respect to time, thus  
 
 t(Θ
dt
d
v )cos ωωθθ ==                (3.33) 
 
(ii) Transversal vibration 
For vibration in a direction perpendicular to the direction of flow (Figure 3.3), the 
linear sinusoidal displacement of the pipe wall along the X axis is given by  
 
)sin t(Ax ω=
                 (3.34) 
 
The linear velocity, vx, of the wall is then given by 
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 t(A
dt
dx
vx )cos ωω==                (3.35) 
 
(iii) Longitudinal vibration 
The sinusoidal displacement of the pipe wall due to vibration in the longitudinal 
direction Z, i.e. along the pipe axis as shown in Figure 3.3, is given by 
 
)sin t(Az ω=
                (3.36) 
 
The vibrational velocity of the pipe wall in the flow direction, vz, is thus obtained 
 
 t(A
dt
dz
vz )cos ωω==                (3.37) 
 
The effect of vibration on flow rate at constant pressure drop can be expressed as an 
enhancement ratio, defined as 
 
Q
QE v=
                            (3.38) 
 
where Qv is the time-averaged volumetric flow rate in the unsteady (vibrated) state, 
and is calculated from the solution of the governing equations obtained by the CFD 
code.  The steady state flow rate, Q, is calculated for the fluids considered here from 
the relevant expression amongst Equations (3.11), (3.13), (3.14) and (3.15).  
 
The effect of vibration can also be expressed as a reduction in pressure drop at 
constant flow rate.  The percentage reduction in pressure drop is calculated as 
100×
∆
∆−∆
p
pp v
 where p is the steady state pressure drop, and pv is the pressure 
drop for flow under vibration that would be required to maintain the flow rate at its 
steady state value.  
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3.3. CFD SIMULATIONS 
 
 
3.3.1. SCOPE OF SIMULATIONS 
 
Numerical simulations were conducted of the steady and vibrational flows of 
Newtonian, Bingham plastic, power-law, and Herschel-Bulkley fluids.  Simulations of 
rotational vibration were performed in the sonic and ultrasound ranges of frequency.  
The range of parameter values considered are summarised in Table 3.1.  In the sonic 
range of frequency, the rheological parameters were chosen partly to coincide with 
those used in the work of Deshpande and Barigou (2001) pertaining to longitudinal 
vibration, for the purpose of comparing the effects of longitudinal and rotational 
vibrations.  Vibration frequency and amplitude were varied over a wide range of 
values in order to show any limiting behaviour.  For the less extensive study in the 
ultrasonic range of frequency, smaller ranges of parameters were used to generally 
demonstrate the potential for enhancing the flow of very highly viscous fluids using 
ultrasonic frequencies of vibration, while the values of density and rheological 
parameters were those of rubber compounds used by Piau and Piau (2002). 
 
Three-dimensional simulations were set up and executed using the commercial 
software CFX 5.7 and ICEM CFD 4.CFX both developed by ANSYS, Inc.  The 
software ICEM CFD 4.CFX was used to build the domain geometry and create the 
mesh, while flow specification, solving and post-processing were all performed using 
CFX 5.7, with its three specialised components: CFX-Pre, CFX-Solve, and CFX-Post.   
 
 
3.3.2. GEOMETRY 
 
The geometry of the flow domain was created in Cartesian (X, Y, Z) coordinates, with 
the pipe axial centreline along the Z axis.  The geometry consisted of a straight pipe 4 
mm in diameter and 6 mm in length with three surface boundaries: inlet (for inflow), 
outlet (for outflow), and wall.  This pipe length was sufficient to ensure a fully 
developed flow throughout the whole domain under the boundary conditions used in 
the study, even at the highest Reynolds numbers used, as discussed earlier (Section 
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3.2.2).  Computational tests indeed confirmed that much longer pipes did not affect 
the results although they made computational time much longer. 
 
Table 3.1:  Range of vibration parameters and fluid rheological properties used in 
rotational flow simulations. 
 
Rotational vibration 
Parameter 
Sonic range Ultrasonic range 
Transversal 
vibration 
Vibration frequency, f 
(Hz) 
0-300 (16-28) × 103 0-160 
Angular amplitude, Θ 
(rad) 
0-pi/4 0- pi/45 - 
Linear amplitude*, A 
(mm) 
0-1.57 0-0.14 0-5 
Flow behaviour index, n 
(-) 
0.57-1.40 0.33 0.57-1.40 
Yield stress, τ0 
(Pa) 
0-6 (180-220) × 103 0-6 
Consistency index, k 
(Pa sn) 
0.5-15 1×104 0.3-5.0 
Density, ρ 
(kg m-3) 
1000 1350 1000 
Pressure gradient, ∆p/L 
(kPa m-1) 
3-100 267×103 3-100 
*The linear amplitude in rotational vibration is equal to RΘ. 
 
 
Although a pipe where the hydrostatic pressure gradient was the only driving force, 
i.e. equivalent to a vertical tube with purely gravity driven flow, was used in most of 
the simulations, the influence of an external pressure gradient was also studied and the 
results are therefore independent of the orientation of the pipe. 
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3.3.3. MESH  
 
The geometry was meshed with tetrahedral cells of defined global size, as shown in 
Figure 3.4.  To optimise the mesh size it was necessary to carry out a mesh-
independence study; this was done by performing a number of simulations with 
different mesh sizes, starting from a coarse mesh and refining it until results were no 
more dependent on the mesh size.  In this way, the global mesh size was determined 
giving a maximum cell size of approximately 170 µm in the core region of the tube.  
To account for the high variable gradients which usually exist near the pipe wall due 
to the no-slip condition of the wall, inflation layers were created near the wall (Figure 
3.4).  This results in a more accurate prediction of the flow variables in this region.  
Twenty inflation layers covering around 30% of the tube radius were thus created. 
 
 
3.3.4. FLOW SPECIFICATION 
 
The problem of flow through a vibrated pipe was solved in two steps: steady state 
flow simulation and vibrated flow simulation. 
 
3.3.4.1. Steady state flow simulation 
The mesh generated in ICEM CFD 4.CFX was imported into CFX-Pre for pre-
processing.  The rheological models describing the non-Newtonian fluids simulated in 
the current work are not available in CFX.  New fluids were therefore created and 
their properties defined.  Viscosity was defined as a function of shear rate using the 
relevant equation from amongst Equations (3.4), (3.8), and (3.10), for power-law, 
Bingham plastic, and Herschel-Bulkley fluids, respectively.  Since the flow 
considered is isothermal and laminar, no turbulence or heat transfer models were 
applied. 
 
The flow was simulated under a constant pressure drop so as to allow the simulation 
to predict any changes in the flow rate due to vibration.  Pressure-specified boundaries 
at the pipe inlet and outlet were used.  The use of a pressure boundary condition at the 
inlet also allowed the CFD software to impose the fully developed velocity profile at 
the inlet, thus ensuring a fully developed flow throughout the pipe and avoiding the 
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need for a long pipe.  At the inlet, a static pressure equal to the total pressure drop 
along the pipe was specified; the boundary condition at the outlet was then a zero 
static pressure.  These pressure values were relative to the reference pressure, which 
was set at 100 kPa.  For gravity driven flow, the pressure drop along the pipe was 
chosen such that p/L = ρg, which gave a relative pressure at the inlet of 58.86 Pa.  
 
 
                  
   
      
                                       
 
          
 
 
 
 
 
Figure 3.4: Meshed geometry of vibrated pipe 
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A no-slip wall boundary condition was applied at the pipe wall.  This allows the fluid 
layer adjacent to the wall to have a velocity equal to that of the wall.  For steady state 
flow, this velocity is equal to zero, thus  
 
Rr     at   u == 0
                (3.39) 
 
The CFX code is based on the finite-volume method of discretisation.  The advection 
scheme used to discretise the convection terms in the momentum equations was the 
Numerical Advection Correction Scheme (see Chapter 2, Section 2.9.3) with β = 1 
(Equation (2.18)), which is second order accurate. 
 
The solution was assumed to have converged when the root mean square (RMS) of 
the normalised residual error reached 10-5 for all of the equations.  To reach this level 
of convergence, around 200 iteration loops were typically required.    
 
3.3.4.2. Vibrational flow simulation 
In the second step of solving the problem, the converged steady-state solution was 
used as an initial solution for the simulation of the vibrational flow.  The same 
pressure boundary conditions used in the steady-state flow simulation were used in 
the vibrational flow simulation at the inlet and outlet.   
 
For rotational vibration, sinusoidal rotation was imposed on the flow by using a 
rotating wall with an angular velocity function given by Equation (3.33) and the pipe 
centreline as the axis of rotation (Figure 3.3).  For transversal vibration, where the 
direction of vibration is perpendicular to the direction of flow, a moving wall was 
used with a linear vibration velocity as given by Equation (3.35).  For the longitudinal 
vibration cases simulated here for the purpose of validation, Equation (3.37) was used 
to describe the wall velocity imposed in the direction of flow.   
 
Since the flow is unsteady, the simulation was run in the transient mode.  The problem 
was solved over a maximum of 10 oscillation periods corresponding to a total 
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simulation time 
ω
pi
2
40
=ft , divided into a number of equal time steps.  Solving over 
more than 10 periods did not affect the results but increased the simulation runtime in 
proportion.  The number of time steps was a critical issue, and its optimisation 
required a considerable amount of computational experimentation.  Also, for the 
solution to converge at each time step, the number of iterations per time step had to be 
sufficient.  Whilst a large number of time steps gives better accuracy and requires a 
smaller number of iterations per time step to achieve convergence, it does, however, 
prolong the simulation considerably.  The optimum number of time steps which gave 
an acceptable level of accuracy whilst keeping simulation time reasonable was 240, 
with 8-20 iterations required to achieve convergence per time step depending mainly 
on the fluid rheological properties, in particular a fluid with a yield stress term usually 
required more iterations.  Convergence was assumed when the root mean square 
(RMS) of mass and momentum residuals reached 10-4 at each time step.  Such a level 
of convergence is high, and typically required a total of ~2000 iterations. 
 
The High Resolution Advection Scheme was used to discretise the convection terms 
in most of the simulations.  In this scheme, the blend factor, β, is not constant but is 
calculated locally to be as close to 1 as possible, i.e. as close to second order accurate 
as possible (see Chapter 2, Section 2.9.3).  In cases involving a yield stress term, for 
example, where convergence to target could not be attained under the High Resolution 
Advection Scheme, the Upwind Differencing Scheme was used and convergence was 
then achieved.  This scheme is first-order accurate, β being equal to 0, but it is very 
robust and does not result in non-physical values.  Therefore, solutions under this 
scheme are easy to obtain as they converge readily (Shaw, 1992). 
 
The Second Order Backward Euler Scheme was used as the transient scheme because 
it can accelerate convergence within the time step; it initialises the solution within 
each time step by extrapolating the solutions from the previous two time steps to the 
new time step (see Chapter 2, Section 2.9.1 for details). 
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3.3.4.3. Particle tracking simulation 
To compute the trajectories of fluid particles flowing in the pipe under the influence 
of rotational vibration, the particle tracking model within CFX 5.7 was used.  A 
simulation was set up with two fluid phases, the primary fluid under investigation and 
a secondary fluid created for the purpose of tracking the flow of the primary fluid.  
The properties of the secondary fluid were identical to those of the primary fluid so 
that the former exactly mimics the flow of the latter.  A small number of particles 
were sufficient to obtain the trajectories of fluid particles at various positions, and, 
consequently, a very small volumetric concentration of the secondary fluid was used 
in order to minimise the computational cost of the simulations.  The same boundary 
conditions, advection and transient schemes, and convergence controls as used in the 
single-phase vibrational flow simulation were applied here.  Since the secondary fluid 
had identical properties to the primary fluid and was introduced in a very small 
concentration, the addition of this phase did not affect the convergence behaviour of 
the simulation. 
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3.4. VALIDATION OF CFD MODEL 
 
 
3.4.1. VALIDATION OF STEADY STATE FLOW SIMULATIONS 
  
The accuracy of the steady state solution is particularly important since this solution 
constitutes the initial condition for the unsteady (vibrated) flow simulation.  
Validation of the steady state solution was carried out by comparing CFD predictions 
of the velocity field and the total volumetric flow rate through the pipe with the exact 
analytical solutions obtained by theory.  As will be shown below, CFD is generally 
capable of yielding very accurate predictions of the steady laminar flow of Newtonian 
and non-Newtonian fluids in pipes. 
 
3.4.1.1. Flow rate 
The steady state flow rate computed by CFD was compared with the exact value 
given by the relevant relationship amongst Equations (3.11), (3.13) (3.14) and (3.15), 
and the results are shown in Table 3.2.  The percentage error shown in the table is 
calculated as  100
)(
)()( ×
−
Theory
TheoryCFD
Q
QQ
. 
 
The agreement between CFD predictions and the exact solution was very good, with 
the percentage error being generally within 1% of the exact value for all of the fluids 
investigated except for the Herschel-Bulkley fluids where the error was slightly higher 
but still small at around 2-3%.  The larger error in this case is probably due to the first 
order accurate scheme used as the advection scheme.  A higher-order accurate scheme 
was not used in this case because under such a scheme full convergence to target 
could not be achieved owing to the complex rheology of Herschel-Bulkley fluids 
involving both yield stress and shear thinning.   
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Table 3.2: Comparison between CFD and theoretical predictions of flow rate for a 
range of fluids. 
 
Fluid 
model 
N 
(-) 
k 
(Pa sn) 
τ0 
(Pa) 
Q × 108 
(CFD) 
(m3 s-1) 
Q × 108 
(Theory) 
(m3 s-1) 
Error 
(%) 
1.00 1.40 0.0 4.39 4.40 -0.48 
1.00 1.00 0.0 6.13 6.16 -0.32 Newtonian 
1.00 0.50 0.0 12.30 12.30 0.00 
0.57 1.47 0.0 14.75
 14.82 -0.47 
0.65 1.47 0.0 10.20 10.30
 
-0.97 
0.75 1.47 0.0 7.26 7.28
 
-0.27 
0.85 1.47 0.0 5.59 5.61
 
-0.36 
Power-law 
0.95 1.47 0.0 4.55 4.57
 
-0.44 
1.00 1.00 1.0 5.29 5.32 -0.64 
1.00 1.00 3.0 3.36 3.67 -1.01 Bingham 
plastic 
1.00 1.00 5.0 2.16 2.11 +2.17 
0.57 1.47 1.0 11.30 11.60 -2.31 
0.57 1.47 3.0 6.20 6.38 -2.78 
Herschel- 
Bulkley 
0.57 1.47 5.0 2.66 2.74 -2.90 
 
 
3.4.1.2. Velocity profile 
The velocity profile obtained by CFD was compared with the theoretical velocity 
profile for three fluids of each of the Newtonian (Equation (3.16) with n = 1 and         
k = µ), power-law (Equation (3.16)), Bingham plastic (Equations (3.17) and (3.19)), 
and Herschel-Bulkley (Equation (3.20)) models, as shown in Figures 3.5, 3.6, 3.7 and 
3.8, respectively.  The predicted velocity field did not show any axial variation and 
accurately matched the fully developed theoretical profile.  The CFD prediction of 
velocity profile was particularly accurate for the shear-thinning power-law fluids.  For 
the more complex fluids of the Herschel-Bulkley model, CFD seems to underestimate 
the velocity of the plug region slightly, thus resulting in a slight underestimation of 
the flow rate as discussed above, but the agreement is nonetheless very good.   
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Furthermore, the radial velocity, ur, was practically zero (i.e. ur < 10-7 m s-1) 
confirming the unidimensionality of flow. 
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Figure 3.5: Comparison of CFD-predicted and theoretical velocity profiles for three 
Newtonian fluids: ρ = 1000 kg m-3; ∆p/L = 9.81 kPa m-1. 
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Figure 3.6: Comparison of CFD-predicted and theoretical velocity profiles for three shear-
thinning power-law fluids with n = 0.57, n = 0.75, and n = 0.95: 
k = 1.47 Pa sn; ρ = 1000 kg m-3; ∆p/L = 9.81 kPa m-1. 
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Figure 3.7: Comparison of CFD-predicted and theoretical velocity profiles for three 
Bingham plastic fluids with τ0 = 1 Pa, τ0 = 3 Pa, and τ0 = 5 Pa:  
µB = 1.0 Pa s; ρ = 1000 kg m-3; ∆p/L = 9.81 kPa m-1. 
 
 
Figure 3.8: Comparison of CFD-predicted and theoretical velocity profiles for three 
Herschel-Bulkley fluids with τ0 = 1 Pa, τ0 = 3 Pa, and τ0 = 5 Pa:  
k = 1.47 Pa sn; n = 0.57; ρ = 1000 kg m-3; ∆p/L = 9.81 kPa m-1. 
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3.4.2. VALIDATION OF VIBRATIONAL FLOW SIMULATIONS 
 
The solution of the vibrational flow simulation was validated using available 
experimental results relating to longitudinal vibration.  The experimental results were 
obtained by Deshpande and Barigou (2001) who investigated the effects of 
longitudinal vibration on the flow rate of non-Newtonian fluids of different types.  A 
brief description of the experimental procedure is provided here.   
 
The experimental setup used is depicted in Figure 3.9.  The available system was only 
capable of generating linear sinusoidal oscillations and, consequently, results could 
only be obtained for oscillations in the longitudinal mode along the direction of flow.  
In this case, a flow tube, 4 mm in diameter and 500 mm in length, was attached to a 
mechanical vibrator connected to a digital sine-wave controller and a power amplifier.  
The tube was connected to a fluid reservoir using a short flexible tube and a stop-
valve.  The reservoir was filled to a fixed level and the flow tube was vibrated 
longitudinally.  The flow rate through the tube was determined by measuring the 
weight of liquid collected at the tube exit over a given period of time.  In an 
experiment, the level in the reservoir remained practically constant since the cross 
section area of the reservoir was more than 1000 times that of the flow tube. 
 
In the current work, simulations were conducted to obtain CFD predictions of the 
flow enhancement ratio (Equation (3.38)) under vibration conditions for which the 
experimental results were obtained.  A power-law fluid was used with k = 1.47 Pa s-1 
and n = 0.57; vibration amplitude of 1.6 mm and frequencies in the range 10-40 Hz 
were used.  A very good agreement was found between CFD and experiment, as 
shown in Figure 3.10.  Deshpande and Barigou (2001) also carried out numerical 
simulations using the commercial software CFX 4.3, an older version of the software 
used in the current study.  Their CFD results also showed a very good agreement with 
their experimental results, similar to the CFD results obtained here. 
 
It can be seen in Figure 3.10 that the agreement between CFD and experiment 
deteriorates slightly at the highest frequency used (40 Hz).  Deshpande and Barigou 
(2001) argued that under such experimental conditions the vibration was quite severe 
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and, because the tube was fairly long, some slight lateral oscillations were 
unavoidable.  As a result, the experimental enhancement ratio was somewhat smaller 
than predicted by CFD.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
        
Figure 3.9: Experimental rig:  1. sine-wave controller; 2. power amplifier; 3. mechanical 
vibrator; 4. accelerometer probe; 5. support frame; 6. tube fasteners; 7. flow tube; 8. stop 
valve; 9. liquid reservoir; 10. flexible tube. 
 
 
Also, simulations of the vibrational flow of a Newtonian fluid confirmed that 
vibration does not affect the flow rate or velocity field of Newtonian fluids, in 
agreement with the experimental observations.   
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Figure 3.10: CFD results compared with experimental results for a power law fluid 
subjected to longitudinal vibration:  
k = 1.47 Pa sn; n = 0.57; ρ = 1000 kg m-3; A = 1.60 mm; ∆p/L = 9.81 kPa m-1. 
 
 
This comparison with the experimental results of longitudinal vibration serves as a 
good validation for the rotational and transversal vibration simulations, as the 
simulation set-up was similar in all three simulations, the only difference being the 
direction in which the wall velocity function (Equations (3.33), (3.35) or (3.37)) was 
applied.  
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3.5. RESULTS AND DISCUSSION 
 
  
3.5.1. NEWTONIAN FLUIDS 
 
Results showed that rotational vibration does not affect the flow rate of a Newtonian 
fluid, the flow enhancement ratio E being equal to 1 irrespective of viscosity, 
vibration amplitude and frequency.  This was experimentally demonstrated for 
longitudinal vibration by Deshpande and Barigou (2001), and is consistent with other 
reports by Mena et al. (1979), Shin et al. (2003), and Piau and Piau (2002 and 2005).   
 
For a Newtonian fluid the viscosity is independent of shear rate.  Consequently, it will 
not be affected by the superimposition of an external rotational shear and the flow rate 
will remain unchanged.  The Newtonian case here also served as a useful initial 
validation check for the CFD model. 
 
 
3.5.2. POWER LAW FLUIDS 
 
The flow of power law fluids (Equation (3.4)) was substantially affected by the 
superimposed oscillatory rotation of the tube.  Results showed that vibrating the tube 
gives rise to an enhanced flow, i.e. E > 1, for shear thinning fluids with n < 1.  The 
extent of flow enhancement was dependent on the fluid behaviour index, n, 
consistency index, k, oscillation frequency, f, and amplitude, Θ, and pressure gradient, 
∆p/L.  The effect of each of these factors was independently investigated through a 
parametric study in which each factor was varied over a wide range, as shown in 
Table 3.1.   
 
The effect of oscillation on the shear-dependent apparent viscosity leads to a 
significant change in the fluid velocity profile.  The velocity profile is considerably 
stretched or elongated in the axial direction with a mean axial velocity much greater 
than the steady flow value, and hence the observed flow enhancement.   
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Figure 3.11 shows an example of transient results of flow rate, shear rate and apparent 
viscosity obtained from CFD.  The rotational vibration is superimposed on the axial 
steady state flow at time t = 0.  The effect of such a vibration is fully felt after two 
oscillation cycles for the case shown.  The shear rate shown is the resultant shear rate 
in the tube averaged over the tube cross-section; similarly, the viscosity is the cross-
sectional area-averaged viscosity.  The additional shear introduced by the oscillations, 
as shown in Figure 3.11, causes enhanced shear thinning of the fluid which is 
reflected into a reduced apparent viscosity below the steady state value.  Thus, the 
superimposition of a rotational vibration at the wall leads to an increase in the time-
averaged flow rate above the steady state value.  The oscillations observed in the 
transients are due to the rotational oscillations superimposed at the wall.  The transient 
results are consistent with the physical interpretation of the phenomenon, in that the 
viscosity is minimum and the flow rate is maximum when the shear rate is maximum 
and vice versa. 
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Figure 3.11: Transients of shear rate, apparent viscosity, and flow rate for a shear-
thinning power law fluid:  
k = 1.47 Pa sn; n = 0.65; f = 100 Hz; Θ = pi/10 rad; ∆p/L = 9.81 kPa m-1. 
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For the flow of a shear thinning fluid under a given flow rate, calculations show that 
vibration can result in significant reductions in the pressure drop required to maintain 
the same flow rate compared to the steady state.  Such results show that vibration can 
lower the power requirement necessary to generate and maintain the flow.  This 
saving in power, however, must be weighed against the cost of generating vibrations 
of the required amplitude and frequency in order to determine the viability of 
vibration as a means of reducing power requirements.  For a shear thickening fluid, 
however, it was found that vibration increases the pressure drop required to maintain 
the flow rate at its steady state value. 
 
3.5.2.1. Effect of vibration frequency, f 
The frequency of oscillation was varied within the range f = 0-300 Hz, while all other 
parameters were kept constant, i.e. Θ = pi/10 rad, k = 1.47 Pa sn, and n = 0.57.  Figure 
3.12 shows the variations of the flow enhancement ratio as a function of f.  Overall, a 
positive increase in the time-averaged flow rate with the oscillation frequency is 
obtained.  For pseudoplastic fluids, the observed flow enhancement is due to the 
mechanism of shear thinning of the fluid.  The rotational vibration at the wall 
introduces additional shear which reduces the local apparent viscosity and, hence, the 
observed increase in flow rate.  The curve in Figure 3.12 shows a sharp increase in E 
starting at f ~ 20 Hz.  At frequencies above 150 Hz, the rate of enhancement starts to 
slow down, levelling off at about 300 Hz.  Higher frequencies do not produce any 
significant extra enhancement. 
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Figure 3.12: Effect of vibration frequency on flow enhancement in a power law fluid:              
k = 1.47 Pa sn; n = 0.57; Θ = pi/10 rad; ∆p/L = 9.81 kPa m-1. 
 
 
The reason for this behaviour becomes apparent when the fluid apparent viscosity is 
monitored.  Figure 3.13 shows the effect of vibration frequency on the area-averaged 
apparent viscosity of the fluid calculated over a pipe cross-section, for the cases 
plotted in Figure 3.12.  As expected, vibration reduces viscosity substantially, thus 
increasing the flow rate.  At high frequencies, however, the viscosity tends to a 
limiting value beyond which no further reduction is attainable.  It is interesting to note 
that in the work of Mena et al. (1979), the increase of flow rate in a viscoelastic fluid 
due to longitudinal vibration was expected to level off at high frequencies when the 
other parameters are kept constant, but this was not proved due to experimental 
limitations.  Deshpande and Barigou (2001), however, demonstrated a similar trend 
for longitudinal vibration of inelastic fluids. 
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Figure 3.13:  Effect of vibration frequency on area-weighted mean apparent viscosity 
of a power law fluid (see Figure 3.12):   
k = 1.47 Pa sn; n = 0.57; Θ = pi/10 rad; ∆p/L = 9.81 kPa m-1. 
 
 
The superimposition of an external shear on the flow alters the shear distribution over 
the pipe cross section, thus, producing an altered velocity profile.  Results confirmed 
that the velocity profile is greatly affected by the superimposition of rotational 
vibration, and that this effect is largely dependent on frequency.  Figure 3.14 
compares the steady state velocity profile with the velocity profile under vibration for 
three vibration frequencies, 20, 50 and 150 Hz.  It can be seen that vibration causes 
elongation of the velocity profile in the flow direction, and that this effect becomes 
more pronounced with increasing vibration frequency. 
 
Not only does vibration increase the mean flow velocity and stretch the velocity 
profile, it may also alter the shape of the normalised velocity profile.  The normalised 
velocity, un, at any radial position is calculated from the point value of velocity at that 
position, u, and the mean flow velocity, u , thus 
 
u
u
un =                  (3.40) 
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The normalised velocity profile thus obtained is plotted for two different vibration 
frequencies, 50 and 150 Hz, in Figure 3.15, which shows that with increasing 
vibration frequency the normalised velocity profile becomes more flattened compared 
with the normalised velocity profile under steady state.  This increased flattening can 
be measured by calculating the reduction in the maximum normalised velocity, which 
occurs at the pipe centre, under vibration relative to its value under steady state 
conditions.  Even at the high vibration frequency of 150 Hz this reduction amounts to 
only 11% under the vibration conditions for which the data in Figure 3.15 are 
obtained, suggesting that this effect is somewhat weak.  It is interesting to note that 
this effect is qualitatively similar to the effect of reducing the flow behaviour index n. 
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Figure 3.14: Effect of vibration frequency on velocity profile for a power law fluid:  
k = 1.47 Pa sn; n = 0.57; Θ = pi/10 rad; ∆p/L = 9.81 kPa m-1. 
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Figure 3.15: Effect of vibration frequency on normalised velocity profile for a power 
law fluid: k = 1.47 Pa sn; n = 0.57; Θ = pi/10 rad; ∆p/L = 9.81 kPa m-1. 
 
 
3.5.2.2. Effect of vibration amplitude, Θ 
The effect of vibration amplitude was studied for values up to Θ = pi/4 rad 
corresponding to a linear amplitude of 1.57 mm.  All other parameters were fixed at 
their basic values throughout the simulations, i.e. f = 100 Hz, k = 1.47 Pa sn, and         
n = 0.57, so that the resulting effect was attributed solely to the variation of Θ.  Figure 
3.16 shows that increasing Θ increases E over the range of values studied.  Even with 
small amplitudes, substantial increases in flow rate are achieved.  The rate at which E 
increases with Θ, however, seems to decline at high amplitudes. 
 
The effect of vibration amplitude on the velocity profile was studied, and results are 
shown in Figure 3.17.  The higher the vibration amplitude, the greater the elongation 
of the velocity profile compared to the steady state velocity profile.  This is in 
qualitative agreement with the results of Mena et al. (1979) who found that the 
superimposition of longitudinal vibration on a viscoelastic fluid flowing in a pipe 
results in drastic elongation of its velocity profile, and that this effect increases with 
vibration amplitude. 
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The effect of vibration amplitude on the normalised velocity profile was weak within 
the range of amplitudes studied, as shown in Figure 3.18.  
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Figure 3.16: Effect of vibration amplitude on flow enhancement in a power law fluid:              
k = 1.47 Pa sn; n = 0.57; f = 100 Hz; ∆p/L = 9.81 kPa m-1. 
Note that 0.1 rad = 5.73°. 
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Figure 3.17: Effect of vibration amplitude on velocity profile for a power-law fluid:  
k = 1.47 Pa sn; n = 0.57; f = 100 Hz; ∆p/L = 9.81 kPa m-1. 
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Figure 3.18: Effect of vibration amplitude on normalised velocity profile for a power 
law fluid: 
 k = 1.47 Pa sn; n = 0.57; f = 100 Hz; ∆p/L = 9.81 kPa m-1. 
 
 
Results also showed that different combinations of vibration frequency and amplitude 
giving the same maximum peak acceleration yield the same flow enhancement, within 
computational error; an example is shown in Table 3.3 for a fixed maximum peak 
acceleration of 248.1 m s-2.  Similar results were obtained by Deshpande and Barigou 
(2001) for a Herschel-Bulkley fluid flowing under the influence of longitudinal 
vibration.  In practice, the choice of vibration amplitude and frequency will be 
dictated by what is practically feasible, but the flow enhancement will be governed by 
the maximum acceleration of the oscillations used.   
 
Table 3.3: Flow enhancement at constant maximum acceleration for a power law 
fluid. 
f  (Hz) Θ (rad) R 2ωΘ  (m s-2) E (-) 
100 0.31 248.1 2.8 
90 0.39 248.1 2.9 
80 0.49 248.1 2.9 
70 0.56 248.1 2.9 
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 3.5.2.3. Effect of flow behaviour index, n 
For a shear-thinning power law fluid, where n < 1, the apparent viscosity decreases as 
the rate of shear increases.  The smaller the value of n, the greater the degree of shear 
thinning.  For a shear thickening fluid, where n > 1, the apparent viscosity increases 
with shear rate; the greater the value of n, the more pronounced the shear thickening 
behaviour.  When n = 1 the fluid is Newtonian.   
 
Figure 3.19 shows the effect of varying n over a wide range on the flow enhancement 
ratio.  In the shear thinning region, flow enhancement decreases as n is increased, i.e. 
as the shear thinning behaviour becomes less pronounced, reaching unity at n = 1, 
which corresponds to a Newtonian fluid with no enhancement, E = 1.  In the shear 
thickening region, as n is increased above 1, E continues to decrease below unity, 
thus, indicating that the superimposed angular vibration at the tube wall causes flow 
retardation, i.e. the vibrational flow rate is lower than the steady state flow rate.  The 
increased shear in this case results in an increase in the apparent viscosity of the fluid, 
hence the observed flow retardation.  The more shear thickening the fluid is, the more 
flow retardation it will experience due to the added shear generated by vibration.  
These results confirm that for fluids with a shear-dependent viscosity, it is the extra 
shear thinning (or thickening) induced by the oscillations which is responsible for the 
changes, whether enhancement or retardation, in the flow.  Therefore, the more 
pronounced the non-Newtonian behaviour of the fluid, the greater the effect of 
vibration on the flow.  Figure 3.19 also suggests that the relationship between n and E 
is nearly exponential. 
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Figure 3.19:  Effect of flow behaviour index on flow enhancement in a power law 
fluid:  
k = 1.47 Pa sn; f = 100 Hz; Θ = pi/10 rad; ∆p/L = 9.81 kPa m-1. 
 
 
The effect of vibration on the velocity profile is shown in Figures 3.20, 3.21, 3.22, and 
3.23 for n values of 0.65, 0.75, 0.85, and 1.25, respectively.  As discussed above, 
vibration results in velocity profile elongation in the flow direction.  From the figures 
it can be seen that the more shear thinning the fluid, i.e. the lower the value of n, the 
more elongated the velocity profile under vibration.  Vibration of a shear thickening 
fluid gives rise to a more flattened velocity profile (Figure 3.23), hence the observed 
flow retardation.  
 
The effect of vibration on the normalised velocity profile was again small at all n 
values investigated.  Figures 3.24 and 3.25 show sample results of the normalised 
velocity profile for a shear thinning (n = 0.75) and a shear thickening (n = 1.25) fluid, 
respectively.  For the shear thinning fluid, there is a small reduction in the maximum 
normalised velocity compared to the steady state value, while the normalised velocity 
profile of the shear thickening fluid showed an even smaller deviation from the steady 
state profile.  It can therefore be said that the characteristics of the flow remain almost 
unchanged under vibration.   
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Figure 3.20: Effect of vibration on velocity profile for a shear-thinning power law 
fluid:  
k = 1.47 Pa sn; n = 0.65; f = 100 Hz; Θ = pi/10 rad; ∆p/L = 9.81 kPa m-1. 
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Figure 3.21: Effect of vibration on velocity profile for a shear-thinning power law 
fluid:  
k = 1.47 Pa sn; n = 0.75; f = 100 Hz; Θ = pi/10 rad; ∆p/L = 9.81 kPa m-1. 
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Figure 3.22: Effect of vibration on velocity profile for a shear-thinning power law 
fluid:  
k = 1.47 Pa sn; n = 0.85; f = 100 Hz; Θ = pi/10 rad; ∆p/L = 9.81 kPa m-1. 
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Figure 3.23: Effect of vibration on velocity profile for a shear-thickening power law 
fluid:  
k = 1.47 Pa sn; n = 1.25; f = 100 Hz; Θ = pi/10 rad; ∆p/L = 9.81 kPa m-1. 
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Figure 3.24: Effect of vibration on normalised velocity profile for a shear-thinning 
power law fluid:  
k = 1.47 Pa sn; n = 0.75; f = 100 Hz; Θ = pi/10 rad; ∆p/L = 9.81 kPa m-1. 
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Figure 3.25: Effect of vibration on velocity profile for a shear-thickening power law 
fluid:  
k = 1.47 Pa sn; n = 1.25; f = 100 Hz; Θ = pi/10 rad; ∆p/L = 9.81 kPa m-1. 
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3.5.2.4. Effect of fluid consistency index, k 
The index k is a measure of the consistency of the fluid; the greater the value of k, the 
more viscous the fluid.  The effect of k on the enhancement ratio is shown in Figure 
3.26, with E increasing as a function of k, indicating that the effectiveness of 
rotational vibration increases for more viscous fluids, but only to a limit.  For the 
fluids considered here, the increase in enhancement ratio seems to level off at about   
k = 15 Pa sn.  A similar trend was observed by Deshpande and Barigou (2001) for a 
Herschel-Bulkley fluid under longitudinal vibration.  This trend shows that for 
relatively high values of k, i.e. relatively thick fluids, the flow enhancement that can 
be achieved at a given vibration frequency and amplitude is limited.  This result 
suggests that highly thick fluids require high vibration frequencies and amplitudes in 
order to obtain very large E values.  
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Figure 3.26:  Effect of fluid consistency index on flow enhancement in a power law 
fluid:  
n = 0.57; f = 100 Hz; Θ  = pi/10 rad; ∆p/L = 9.81 kPa m-1. 
 
 
The velocity profiles show that the more viscous the fluid, i.e. the higher the value of 
k, the more elongated the velocity profile under vibration compared to the steady state 
profile, as shown in Figures 3.27, 3.28 and 3.29 for k = 1.0, 3.0, and 10.0 Pa sn 
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respectively.  For the case with k = 10 Pa sn, the maximum velocity is increased by 
over 300% as a result of vibration.  The normalised velocity profile, on the other 
hand, is only slightly flattened for all k values, as shown in Figures 3.30, 3.31, and 
3.32. 
k = 1.0 Pa sn
-2.0
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0
0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
Velocity, u  (m s-1)
R
ad
ia
l p
o
sit
o
n
,
 
 
 r
 
(m
m
)
Steady state Vibration
 
 
Figure 3.27:  Effect of fluid consistency index on velocity profile for power law fluid:  
k = 1.0 Pa sn; n = 0.57; f = 100 Hz; Θ  = pi/10 rad; ∆p/L = 9.81 kPa m-1. 
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Figure 3.28:  Effect of fluid consistency index on flow enhancement in a power law 
fluid:  
k = 3.0 Pa sn; n = 0.57; f = 100 Hz; Θ  = pi/10 rad; ∆p/L = 9.81 kPa m-1. 
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Figure 3.29:  Effect of fluid consistency index on flow enhancement in a power law 
fluid:  
k = 10.0 Pa sn; n = 0.57; f = 100 Hz; Θ  = pi/10 rad; ∆p/L = 9.81 kPa m-1. 
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Figure 3.30:  Effect of fluid consistency index on normalised velocity profile for 
power law fluid:  
k = 1.0 Pa sn; n = 0.57; f = 100 Hz; Θ  = pi/10 rad; ∆p/L = 9.81 kPa m-1. 
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Figure 3.31:  Effect of fluid consistency index on normalised velocity profile for 
power law fluid:  
k = 3.0 Pa sn; n = 0.57; f = 100 Hz; Θ  = pi/10 rad; ∆p/L = 9.81 kPa m-1. 
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Figure 3.32:  Effect of fluid consistency index on normalised velocity profile for 
power law fluid:  
k = 10.0 Pa sn; n = 0.57; f = 100 Hz; Θ  = pi/10 rad; ∆p/L = 9.81 kPa m-1. 
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3.5.2.5. Effect of pressure gradient, ∆p/L 
Numerical simulations were conducted for a range of ∆p/L values, as shown in Figure 
3.33.  The results are therefore independent of the orientation of the pipe.  At low 
pressure gradients, the flow enhancement ratio is high but decreases sharply as ∆p/L 
increases, gradually approaching unity.  A similar trend was reported for longitudinal 
vibration by Deshpande and Barigou (2001).  For the particular case considered here, 
the superimposed vibration has no significant effect on the flow beyond ~ 60 kPa m-1.  
Note that a pressure drop of 9.81 kPa m-1 corresponds to a vertical gravity-driven 
flow.  Under greater pressure gradients, the steady state flow is high (i.e. the shear 
viscosity is low as most of the fluid structure has been broken down under high shear 
in such a shear thinning fluid) and the extra flow generated by vibrating the tube 
becomes comparatively insignificant. 
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Figure 3.33:  Effect of pressure gradient on flow enhancement in a power law fluid:  
k = 1.47 Pa sn; n = 0.57; f = 100 Hz; Θ  = pi/10 rad. 
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3.5.3. VISCOPLASTIC FLUIDS 
 
3.5.3.1. Bingham plastic fluids 
In viscoplastic fluids, a new parameter is introduced which is the apparent yield stress 
(Equation (3.7)).  The effect of increasing the yield stress on the flow enhancement of 
a Bingham plastic fluid was studied in the range 0-6 Pa, with a constant plastic 
viscosity µB = 1 Pa s.  As shown in Figure 3.34, there is an exponential rise in flow 
enhancement as the yield stress increases.  Note that E = 1 for the Newtonian case 
where τ0 = 0 Pa.  It is interesting to note that a Bingham plastic fluid exhibits an 
apparent viscosity that decreases non-linearly with increasing shear rate (Equation 
(3.8)).  At very low shear rates, the apparent viscosity is effectively infinite just before 
yielding occurs and flow commences.  It is thus possible to regard these materials as 
possessing a particular type of shear thinning behaviour, as discussed earlier (Section 
3.2.1.4), which explains the enhancement in flow obtained with a superimposed 
oscillation.  In fact, there is an interesting similarity between the effect of increasing τ0 
and that of decreasing n, i.e. increasing shear thinning (Section 3.5.2.3). 
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Figure 3.34:  Effect of apparent yield stress on flow enhancement in a Bingham 
plastic fluid:  
µB = 1 Pa s; f = 100 Hz; Θ = pi/10 rad; ∆p/L = 9.81 kPa m-1.  
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3.5.3.2. Generalised power law or Herschel-Bulkley fluids 
A generalised power law or Herschel-Bulkley fluid (Equation (3.9)) is simply a power 
law fluid with an apparent yield stress.  It is worth noting that the shear thinning effect 
in a Herschel-Bulkley fluid results from the power law term as well as the yield stress 
term in a similar way to a Bingham plastic fluid.  The roles of the parameters k and n 
in determining the extent of flow enhancement achieved by angular oscillations are 
similar to those observed for simple power law fluids, as discussed above.  However, 
the added shear thinning effect due to the yield stress term warrants a more detailed 
investigation. 
 
Numerical simulations were executed for values of the yield stress, τ0, less than the 
wall shear stress (Equation (3.12)) to enable some flow to occur under steady state 
conditions.  Note that no flow occurs for wττ >0 , as the shear stress is below the yield 
stress throughout the fluid.  The effect of varying τ0 for a Herschel-Bulkley fluid is 
similar in trend to that obtained for a Bingham plastic fluid, as shown in Figure 3.35.  
Much larger enhancement ratios are, however, achievable as the shear thinning is a 
combination of both the power law term as well as the yield stress term.  These results 
are in line with the theoretical and experimental results of Piau and Piau (2007) who 
studied the effects of coupling yield stress and shear thinning on the flow 
enhancement and pressure drop reduction in viscoplastic fluids.  It was observed that 
a Herschel-Bulkley fluid exhibits much higher flow enhancements under longitudinal 
vibration compared to a Bingham fluid within the same range of Bingham number. 
 
For a fixed pressure gradient, ∆p/L, increasing τ0 widens the central plug (uniform 
velocity) flow region in the tube; in the limit when wττ =0  the plug fills the whole 
tube cross-section.  The plug velocity (i.e. maximum flow velocity) which is 
proportional to ( )wττ /1 0−  then decreases and so does the steady state flow rate, Q 
(Equation (3.11)), as shown in Figure 3.36.  Therefore, the additional flow produced 
by the oscillations due to shear thinning of the fluid near the wall becomes relatively 
more significant; hence the observed increase in the value of E (Figure 3.35).  Note 
that when 81.90 == wττ  Pa, no flow occurs in the pipe, i.e. Q = 0.  
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Figure 3.35:  Effect of apparent yield stress on flow enhancement in a Herschel-
Bulkley fluid:   
k = 1.47 Pa sn; n = 0.57; f = 100 Hz; Θ = pi/10 rad; ∆p/L = 9.81 kPa m-1. 
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Figure 3.36: Effect of yield stress on steady state flow rate for a Herschel-Bulkley 
fluid:  
k = 1.47 Pa sn; n = 0.57; ∆p/L = 9.81 kPa m-1. 
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3.5.4. ULTRASONIC VIBRATION  
 
The above numerical experiments showed that, in general, significant flow 
enhancements can be achieved with non-Newtonian fluids using angular oscillations 
with frequencies on the Hz scale.  It was shown, however, that the effects of 
increasing f and Θ  are limited.  In addition, the scope for enhancing the flow when 
the fluid is highly viscous or the pressure gradient is high is also limited.  Many 
industrial non-Newtonian fluids, such as polymer melts, are extremely viscous.  
Producing substantial enhancement in the flow of such fluids requires vibrations on 
the ultrasonic scale of frequency, i.e. 16≥f kHz.  The works by Piau and Piau (2002) 
and Wu et al. (2003) suggest that longitudinal ultrasonic vibration offers an 
interesting possibility.  The effects of rotational oscillation in the ultrasonic range of 
frequency are investigated here.  
 
A range of numerical simulations were conducted using a highly viscous Herschel-
Bulkley fluid to mimic a polymer melt (k = 10 kPa sn; n = 0.33; τ0 = 200 kPa).  A 
pressure gradient of 267 MPa m-1 was used, giving a laminar flow with Re < 20 in the 
steady state and Re < 400 in the vibrated state.  The effects of varying the vibration 
frequency and amplitude, and the yield stress were studied, as shown in Table 3.1.   
 
Figures 3.37 and 3.38 show that, within the range of values studied, the flow 
enhancement ratio increases steadily as a function of vibration frequency, f, and 
amplitude, Θ, reaching very large values corresponding to 2 orders of magnitude.  The 
yield stress again has an exponential influence on the enhancement ratio, as shown in 
Figure 3.39, showing an increasingly high potential for flow enhancement as τ0 
increases.  These effects demonstrate the great potential of ultrasonic vibration in the 
processing of highly viscous materials throughout the spectrum of industries 
concerned, such as in polymer processing.  Provided that the increase in flow rate 
outweighs the cost of generating the required oscillation, the results suggest that 
ultrasonic vibration is an effective way of increasing the flow rate of such materials. 
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Figure 3.37:  Effect of ultrasonic vibration frequency on flow enhancement in a highly 
viscous Herschel-Bulkley fluid:  
k = 10 kPa sn; n = 0.33; τ0 = 200 kPa; ρ = 1350 kg m-3; Θ  = pi/90 rad;  
∆p/L = 267 MPa m-1. 
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Figure 3.38:  Effect of ultrasonic vibration amplitude on flow enhancement in a highly 
viscous Herschel-Bulkley fluid:  
k = 10 kPa sn; n = 0.33; τ0 = 200 kPa; ρ = 1350 kg m-3; f = 20 kHz;  
∆p/L = 267 MPa m-1. 
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Figure 3.39:  Effect of apparent yield stress on flow enhancement in a highly viscous 
Herschel-Bulkley fluid subjected to ultrasonic vibration:   
k = 10 kPa sn; n = 0.33; ρ = 1350 kg m-3; f = 20 kHz; Θ = pi/90 rad;  
∆p/L = 267 MPa m-1. 
 
 
3.5.5. TRANSVERSAL VIBRATION 
 
The results reported so far were obtained using rotational vibration.  Simulations were 
also conducted of the unsteady flow under transversal vibration for the range of 
parameters given in Table 3.1.  The results showed that this mode of vibration can 
also give rise to significant flow enhancement.  However, the flow enhancement 
under transversal vibration was generally lower than that obtained under longitudinal 
and rotational vibrations.  The effects of vibration parameters and fluid rheological 
properties, however, were qualitatively similar. 
 
As with the longitudinal and rotational vibration modes, simulation results showed 
that transversal vibration does not affect the flow rate of Newtonian fluids, with E = 1.  
The flow rate and velocity field of shear thinning, shear thickening and viscoplastic 
fluids, however, were affected by the superimposition of transversal vibration.  The 
extent of flow enhancement in shear thinning fluids was found to vary with vibration 
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frequency and amplitude, flow behaviour index, flow consistency index and pressure 
gradient.  For viscoplastic fluids, the extent of flow enhancement varied with the yield 
stress. 
 
3.5.5.1. Effect of vibration frequency  
The flow enhancement ratio for a shear-thinning power law fluid was computed for a 
range of vibration frequencies, f, up to 160 Hz.  The other parameters were kept 
constant: A = 1.6 mm, n = 0.57 and k = 1.47 Pa sn.  These values were chosen to 
coincide with those used by Deshpande and Barigou (2001) so that a comparison of 
the effects of transversal and longitudinal vibrations can be made.   
 
CFD results showed a positive increase in the flow rate of shear thinning fluids, with 
the flow enhancement ratio increasing with vibration frequency, as shown in Figure 
3.40.  Significant increases in flow rate can be obtained at frequencies higher than ~ 
40 Hz under the conditions used here.  The increase in the flow enhancement ratio 
with frequency, however, levels off at fairly high frequencies (f > ~ 140 Hz), 
suggesting that the scope of enhancing the flow rate of a shear thinning fluid by 
increasing the frequency is limited.  This effect has also been observed for rotational 
vibration (see Section 3.5.2.1).   
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Figure 3.40: Effect of transversal vibration frequency on flow enhancement in a 
power law fluid:  
k = 1.47 Pa sn; n = 0.57; A = 1.6 mm; ∆p/L = 9.81 kPa m-1. 
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3.5.5.2. Effect of vibration amplitude, A 
The effect of A on the enhancement ratio is depicted in Figure 3.41 for f = 100 Hz.  As 
expected, E increases with A over the range of values studied.  At lower vibration 
frequencies, however, this increase in E with A becomes significantly less 
pronounced, as shown in Figure 3.42 where the effect of vibration amplitude on the 
value of E is plotted for f = 20 Hz.  
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Figure 3.41: Effect of transversal vibration amplitude on flow enhancement in a 
power law fluid: 
k = 1.47 Pa sn; n = 0.57; f = 100 Hz; ∆p/L = 9.81 kPa m-1. 
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Figure 3.42: Effect of transversal vibration amplitude on flow enhancement in a 
power law fluid: 
k = 1.47 Pa sn; n = 0.57; f = 20 Hz; ∆p/L = 9.81 kPa m-1. 
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It was also found that different frequency-amplitude combinations corresponding to 
the same peak acceleration Aω2 yield the same flow enhancement.  
 
3.5.5.3. Effect of flow behaviour index, n 
Figure 3.43 shows the effect of varying n on the flow enhancement ratio.  For shear 
thinning fluids, the effect of transversal vibration diminishes as the shear thinning 
behaviour becomes less pronounced, with E decreasing as n is increased, reaching 
unity at n = 1, which corresponds to a Newtonian fluid with E = 1.  For shear 
thickening fluids, E continues to decrease below 1 as n is increased above 1, thus, 
indicating that the superimposed transversal vibration leads to flow retardation.   
    
Figure 3.43: Effect of flow behaviour index on flow enhancement in a power law 
fluid:  
k = 1.47 Pa sn; f = 100 Hz; A = 1.6 mm; ∆p/L = 9.81 kPa m-1. 
 
 
3.5.5.4. Effect of fluid consistency index, k 
Increasing the value of k led to an increase in E, as shown in Figure 3.44, indicating 
that vibration is more effective at enhancing the flow for more viscous fluids, but only 
up to a limit beyond which the curve levels off.  This suggests that highly viscous 
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fluids require high vibration frequencies and amplitudes in order to obtain very large 
E values.  
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Figure 3.44: Effect of consistency index on flow enhancement in a power law fluid:  
n = 0.57; f = 100 Hz; A = 1.6 mm; ∆p/L = 9.81 kPa m-1. 
 
 
3.5.5.5. Effect of pressure gradient, ∆p/L 
Figure 3.45 shows that E decreases with increasing pressure gradient.  The potential 
for enhancing the flow is high when the pressure gradient, and hence the steady state 
flow rate, is low.  Under high pressure gradients, the steady state flow is high, and the 
extra flow generated by vibrating the tube becomes comparatively insignificant. 
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Figure 3.45: Effect of pressure gradient on flow enhancement in a power law fluid:  
k = 1.47 Pa sn; n = 0.57; f = 100 Hz; A = 1.6 mm. 
 
 
3.5.5.6. Effect of yield stress 
The effect of increasing the yield stress on the flow enhancement of a Bingham plastic 
fluid was studied in the range 0-6 Pa, as shown in Figure 3.46.  The flow enhancement 
ratio rises exponentially with the yield stress.  As discussed in Section 3.5.3.1, it is 
possible to regard a Bingham plastic material as possessing a particular type of shear 
thinning which explains the enhancement in flow obtained. 
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Figure 3.46: Effect of yield stress on flow enhancement in a Bingham plastic fluid:  
k = 1.0 Pa sn; n = 0.57; f = 100 Hz; A = 1.6 mm; ∆p/L = 9.81 kPa m-1. 
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3.5.6. COMPARISON OF DIFFERENT VIBRATION MODES 
 
The flow enhancements obtained by superimposing a rotational, longitudinal, or 
transversal vibration were compared for a power law fluid with k = 1.47 Pa sn and      
n = 0.57, and at a linear amplitude of 1.6 mm, frequency of 20 Hz, and pressure 
gradient ∆p/L = 9.81 kPa m-1.  The longitudinal vibration value of E under these 
conditions was obtained in the validation process (see Section 3.4.2).  The 
enhancement obtained using longitudinal vibration was 1.68 compared to 1.22 for 
rotational vibration and 1.14 for transversal vibration.  Although limited, these results 
suggest that longitudinal vibration is the most effective mode of vibration while 
transversal vibration is the least effective.  Piau and Piau (2005) also found that 
longitudinal vibration can be more efficient than transversal vibration at enhancing the 
flow of viscoplastic materials in plane Couette flow. 
 
Despite these differences in the extent of flow enhancement, it is clear from the results 
of this study and those of Deshpande and Barigou (2001) that all of the three modes of 
vibration produce substantial increases in flow rate.  The choice of vibration mode for 
a given process is, therefore, largely a matter of convenience.  
 
 
3.5.7. SECONDARY FLUID MOTION 
 
In steady-state flow, the x- and y- components of velocity are effectively zero and 
flow occurs only in the axial direction.  However, in addition to enhancing the flow of 
shear thinning fluids in the axial direction, rotational oscillation was found to induce a 
secondary fluid motion in the x direction (see Figure 3.47).  The x-component of 
velocity was computed by CFD along the Y axis at a position near the pipe outlet and 
was found to vary significantly with time due to the periodic movement of the pipe 
wall.  This secondary velocity profile was plotted at regular time intervals during one 
period of oscillation for a power law fluid with n = 0.57, k = 1.47 Pa sn,                 f = 
100 Hz, A = pi/10, and ∆p/L = 9.81 kPa m-1, in Figures 3.48-3.51.    
 
3. Non-Newtonian flow under the effect of vibration  103 
 
The development of the x-velocity profile can be studied by dividing the oscillation 
period into four phases as the wall oscillates between three positions: C (Centre), R 
(Right), and L (Left), as shown in Figure 3.47.  Starting from the central position C at 
the beginning of a new oscillation cycle, four phases can be identified: 
 
(i) the pipe wall decelerates from a maximum velocity at C to reach zero 
velocity at R; 
(ii) acceleration towards a maximum velocity at C; 
(iii) deceleration towards zero velocity at position L; and 
(iv) acceleration back to position C. 
      
Figure 3.47: Pipe cross-section showing the angular positions of the wall during an 
oscillation period. 
 
Phase (i): 
In this phase, the clockwise motion of the wall decelerates from C to R.  Figure 3.48 
shows the development of the x-velocity profile during this phase.  At position C, the 
wall velocity is at a maximum value attained at the end of the previous oscillation 
cycle (see Figure 3.51(d)), resulting in the fluid layer at the wall having a maximum 
x-velocity in the direction of the instantaneous wall movement.  The magnitude of the 
x-velocity decreases from the wall towards the pipe centre reaching a region of zero 
velocity where no secondary movement is observed.  As the pipe wall decelerates 
from C towards R, the x-velocity of the fluid at the wall decreases, but the velocity of 
the fluid in the core region increases in the direction of oscillation as the fluid in this 
 C 
R   L 
 
  X 
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region is being sheared radially due to momentum transfer from the layers adjacent to 
the wall to this region.  A time lag is therefore observed between the instantaneous 
motion of the wall and the secondary motion of the fluid near the pipe centre.  As a 
result, a maximum velocity is reached at the boundary between the fluid layer 
adjacent to the wall (r/R ~ 0.7) and the bulk of the fluid when the wall comes to rest at 
position R, at which point the x-velocity of the fluid layer adjacent to the wall, having 
been decelerating, ultimately reaches zero, (Figure 3.48(d)).   
 
Phase (ii): 
The pipe wall begins to accelerate from rest at position R as it moves anti-clockwise 
towards C.  The anti-clockwise velocity at the wall increases as the wall accelerates, 
while the clockwise velocity of the fluid in the core region, attained during phase (i), 
starts to decrease (Figure 3.49), being counteracted by the anti-clockwise momentum 
transferred from the pipe wall, and ultimately reaching zero when the wall velocity 
reaches its maximum value at C (Figure 3.49(d)). 
 
Phase (iii) 
The wall then starts to decelerate from its peak velocity at C as it continues its anti-
clockwise movement towards position L.  This deceleration leads to a reduction in the 
x-velocity of the fluid layer at the wall.  The fluid in the core region, having reached a 
zero x-velocity at the end of phase (ii), reverses its direction of motion in the x 
direction and begins to follow the anti-clockwise motion of the pipe wall, as shown in 
Figure 3.50.  At the end of this deceleration phase, the fluid layer at the wall comes to 
rest, while a velocity peak is observed at r/R ~ 0.7 (Figure 3.50(d)).  
 
Phase (iv) 
The wall starts a new acceleration phase moving clockwise from L towards C with 
increasing fluid velocity at the wall.  The anti-clockwise x-velocity of the fluid in the 
core region, attained in phase (iii), then decreases, and is ultimately offset by the 
clockwise momentum transferred from the wall.  The full phase is shown in Figure 
3.51. 
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(a) (b) 
 
 
 
    (c)      (d) 
 
Figure 3.48: Development of x-velocity profile during phase (i) of the oscillation cycle 
at four equal time intervals. 
 
 
 
 
 
3. Non-Newtonian flow under the effect of vibration  106 
 
 
 
 
(a)               (b) 
 
 
 
(c)               (d) 
 
Figure 3.49: Development of x-velocity profile during phase (ii) of the oscillation cycle 
at four equal time intervals. 
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(a)       (b) 
 
 
 
      (c)        (d) 
 
Figure 3.50: Development of x-velocity profile during phase (iii) of the oscillation cycle 
at four equal time intervals. 
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(a)         (b) 
 
   
 
(c)      (d) 
 
Figure 3.51: Development of x-velocity profile during phase (iv) of the oscillation cycle at four 
equal time intervals. 
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3.5.8. PARTICLE TRACKING 
 
Particle tracking is a useful tool in CFX which allows the trajectories of fluid particles 
to be visualised.  A simulation was executed wherein fluid particles were injected in 
the pipe and tracked in 3-D.  The properties of the particles were identical to those of 
primary fluid so as to mimic its behaviour (see Section 3.3.4.3).  Results, obtained 
using a power law fluid with n = 0.57, k = 1.47 Pa sn, f = 100 Hz, A = pi/10, and ∆p/L 
= 9.81 kPa m-1, are presented here for two particles flowing at two different radial 
positions: near the pipe centre (r/R ~ 0) and away from the pipe centre (r/R ~ 0.5).  
The particle trajectories obtained are presented here as viewed from three different 
perspectives: X-Z and Y-Z plane views, and an isometric view along the pipe axis.  
The X-Z and Y-Z plane views show the variation of particle position along the X and 
Y axes, respectively.  
 
3.5.8.1. Fluid motion near the pipe centre 
The full isometric view of the trajectory of a fluid particle flowing near the pipe centre 
(r/R ~ 0) is shown in Figure 3.52(a).  It can be clearly seen that the effect of wall 
oscillation is felt near the pipe centreline, resulting in the fluid particle oscillating 
angularly. 
 
The X-Z plane view, presented in Figure 3.52(b), shows that the x-position of the 
particle oscillates periodically under the influence of rotation as the particle flows 
along the pipe.  This clearly demonstrates that, although flow is laminar and the pipe 
Reynolds number is very small (< 1), rotational vibration induces a considerable 
degree of angular movement in the x direction.  On the other hand, little movement 
was observed in the y direction, as shown in the Y-Z plane view presented in Figure   
3.52(c).  
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(a) 
  
        (b)                   (c) 
   
Figure 3.52: Views of the particle trajectory of a fluid particle travelling near the pipe 
centre under a superimposed rotational vibration: (a) isometric view; (b) X-Z plane 
view; (c) Y-Z plane view. 
 
3.5.8.2. Away from the pipe centre 
Figure 3.53(a) shows the full trajectory of a particle flowing at about half a radius 
from the wall.  The effect of wall oscillation is evidently more pronounced here than 
for particles flowing close to the pipe centreline.   
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The X-Z plane view, depicted in Figure 3.53(b), shows that the fluid particle oscillates 
periodically along the X axis.  This oscillation is accompanied by a slow shift in the 
axial motion of the particle towards the pipe wall.  The angular movement is more 
evident in the Y-Z plane, as shown in Figure 3.53(c).  
 
        (a) 
  
(b) (c) 
 
Figure 3.53: Views of the particle trajectory of a fluid particle travelling at r/R ~ 0.5 
under a superimposed rotational vibration: (a) isometric view; (b) X-Z plane view; (c) 
Y-Z plane view. 
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Examining particle trajectories at various other radial positions confirmed that  
 
(i) the amplitude of angular oscillation increases for particles flowing closer 
to the wall (i.e. as r/R increases); and 
(ii) there is a general shift in the particle trajectories towards the pipe wall, this 
shift being most evident for particles flowing close to the wall (i.e. at high 
r/R values).     
 
These observations are consistent with the results of the x-velocity profiles discussed 
above (Section 3.5.7), where it was shown that particles flowing near the pipe wall 
experience a greater variation in their x-velocity than those flowing closer to the pipe 
centreline. 
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3.6. CONCLUSIONS 
 
 
A validated CFD model was used to investigate the effects of sinusoidal mechanical 
vibrations on the flow of non-Newtonian fluids in pipes.  The results have shown that, 
while Newtonian fluids are not affected by the superimposition of vibration, non-
Newtonian fluids undergo substantial changes. The superimposition of rotational 
oscillation was shown to have a large effect on the velocity profile, and hence flow 
rate, of shear thinning, shear thickening, and viscoplastic fluids.  The changes in 
velocity profile and flow rate were attributed to changes in the apparent viscosity 
imparted by the additional applied shear.  Vibration caused the velocity profiles of 
shear thinning and viscoplastic fluids to stretch in the flow direction, thus, increasing 
the total flow rate.  The velocity profile of shear thickening fluids, on the other hand, 
was flattened under vibration due to the increase in viscosity caused by the added 
shear, thus, leading to flow retardation.   
 
The extent of such effects was found to depend on vibration parameters, fluid 
rheological properties and pressure gradient.  The enhancement ratio for a shear 
thinning fluid increased with vibration frequency and amplitude, but different 
combinations of frequency and amplitude corresponding to the same maximum 
acceleration gave the same enhancement.  Increasing vibration frequency or amplitude 
resulted in elongated velocity profiles; however, the normalised velocity profile was 
only slightly affected, thus, indicating that vibration does not alter the flow 
characteristics significantly under the vibration and flow conditions used.  Although 
flow enhancement ratios as high as 5 for power law fluids and 12 for Herschel-
Bulkley fluids were achieved using sonic frequencies, it was found that the increase in 
enhancement ratio with vibration frequency reaches a limit beyond which no further 
enhancement is achieved.  The effect of increasing vibration frequency, therefore, 
decreases at high frequencies.   
 
The enhancement ratio was also sensitive to the flow behaviour index, consistency 
index, and yield stress.  The more pronounced the non-Newtonian behaviour of the 
fluid, the stronger the effect of vibration on its flow.  For shear thinning fluids, the 
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flow enhancement ratio increased as the flow behaviour index was reduced, i.e. as the 
shear thinning increased, due to the increased dependence of the viscosity on shear.  
The velocity profile underwent considerable elongation under vibration compared 
with the steady-state velocity profile for all flow behaviour index values considered 
(0.57-1.40).  The normalised velocity profile was slightly flattened compared with the 
normalised profile under steady state.  For shear thickening fluids, the flow 
enhancement ratio decreased below unity as the flow behaviour index was increased, 
due to the increased shear thickening.  Increases in the flow consistency index for a 
shear thinning fluid gave rise to elongated velocity profiles which translated into 
significant flow enhancement ratios.  For viscoplastic fluids, the flow enhancement 
ratio increased exponentially with the yield stress.  This enhancement was most 
pronounced when shear thinning and yield stress effects were coupled (i.e. for 
Herschel-Bulkley fluids).  
 
Increases in pressure gradient, and hence steady-state flow rate, led to reduced flow 
enhancements.  The potential for flow enhancement, it can be concluded, diminishes 
with increasing steady-state flow rate.  
 
Mechanical vibration with frequencies on the sonic scale produced substantial 
enhancements in the flow of low to moderately viscous fluids, but had limited scope 
for enhancing the flow of highly viscous fluids.  Ultrasonic vibration, however, was 
very effective at enhancing the flow of extremely viscous materials, leading 
sometimes to two orders of magnitude increases in flow rate for extremely viscous 
Herschel-Bulkley fluids, thus, offering a great potential for the processing of such 
complex materials. 
 
Different vibration modes resulted in different degrees of flow enhancement.  Under 
identical conditions, sinusoidal pipe oscillations in the direction of flow produced 
flow enhancements which were greater than those generated by rotational oscillations, 
which, in turn, were greater than those produced by transversal oscillations in a 
direction normal to the flow.  Nonetheless, the three modes of oscillation yielded 
substantial enhancements in flow. 
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In addition to enhancing the axial flow of shear thinning fluids, rotational oscillation 
was found to induce a degree of angular secondary motion in the fluid.  Instantaneous 
profiles of the x-component of velocity showed considerable changes in x-velocity, 
especially near the pipe wall, during a full oscillation period.  Particle trajectories 
showed that fluid particles flowing close to the oscillating wall experience angular 
oscillations, the amplitude of which increases as the distance from the wall decreases.  
Moreover, a slight net radial motion towards the pipe wall was observed in the 
trajectories, particularly for particles flowing close to the wall. 
 
The results presented suggest that the fluidity of many industrial fluids, the 
rheological behaviour of which is usually non-Newtonian, can be enhanced and their 
flow rate increased by means of mechanical oscillation applied to the pipe wall.  
Alternatively, under a given flow rate, the pressure drop required to maintain the flow 
can be reduced substantially.   
 
The effects of vibration on flow rate have thus been demonstrated.  Further research is 
still required to investigate other potential benefits of mechanical vibration, such as 
enhancement of heat or mass transfer.  In Chapter 4, the effects of transversal 
vibration on the heat transfer and temperature uniformity in Newtonian and non-
Newtonian fluids are investigated.   
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NOMENCLATURE 
 
A linear amplitude, m 
D tube diameter, m 
E enhancement ratio, dimensionless 
f vibration frequency, Hz  
g gravitational acceleration, m s-2  
k fluid consistency index, Pa sn  
L tube length, m 
Lh hydrodynamic entrance length, m 
n flow behaviour index, dimensionless 
p fluid pressure, Pa  
∆p pressure drop, Pa 
Q steady-state volumetric flowrate, m3 s-1 
Qv volumetric flowrate under vibration, m3 s-1  
Q(t) instantaneous volumetric flowrate, m3 s-1 
r radialposition, m  
R tube radius, m  
Re Reynolds number, dimensionless 
Rev vibrational Reynolds number, dimensionless 
t time, s 
tf simulation end time, s 
u fluid velocity, m s-1 
u  mean fluid velocity, m s-1 
vθ angular velocity, rad s-1  
x displacement along the X axis 
z displacement along the Z axis (direction of flow) 
 
Subscripts 
r component in r direction 
x component in x direction 
z component in z direction 
v vibrational 
 
Greek letters 
.
γ  shear rate, s-1  
µ viscosity, Pa s 
µB plastic viscosity, Pa s 
µeff effective viscosity, Pa s 
µ0 zero shear viscosity, Pa s 
∞
µ  infinite shear viscosity, Pa s 
ρ fluid density, kg m-3  
τ shear stress, Pa  
τw wall shear stress, Pa 
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τ0 yield stress, Pa 
θ angle of rotation, rad 
Θ vibration amplitude, rad 
υ  kinematic viscosity, m2 s-1 
ϕ ratio of yield stress to wall shear stress, dimensionless 
ω  angular frequency, s-1  
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CHAPTER 4 
EFFECTS OF FORCED VIBRATION ON HEAT TRANSFER 
IN LAMINAR FLOW 
 
 
Summary 
 
adial heat transfer in laminar pipe flow is limited to slow thermal 
conduction which results in a wide temperature distribution over the 
pipe cross-section.  This is undesirable in many industrial processes as it leads to an 
uneven distribution of fluid heat treatment.  Often the fluids involved are relatively 
viscous and processing them under turbulent conditions is impractical and 
uneconomical.  On the other hand, the use of static in-line mixers to promote radial 
mixing may be prohibited in hygienic processes because they are difficult to keep 
clean.  A validated CFD model is used in this study to show that the imposition of a 
transversal vibration motion on a steady laminar flow generates sufficient chaotic 
fluid motion which leads to considerable radial mixing.  This results in a large 
enhancement in wall heat transfer as well as a near-uniform radial temperature field.  
Vibration also causes the temperature profile to develop very rapidly in the axial 
direction reducing the thermal entrance length by a large factor, so that much shorter 
pipes can be used to achieve a desired temperature at the outlet.  These effects are 
quantitatively demonstrated for Newtonian and non-Newtonian pseudoplastic fluids at 
different vibration amplitudes and frequencies.   
 
 
R 
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4.1. LITERATURE REVIEW 
 
 
Laminar flow conditions of Newtonian and non-Newtonian fluids with heat transfer 
prevail in a number of industrial operations such as the processing of polymer melts, 
pharmaceutical formulations, and foodstuffs where the fluids to be heated (or cooled) 
are often viscous and temperature dependent.  Such conditions can give rise to a 
largely uneven thermal treatment of the product reflected in a wide temperature 
distribution which may lead to undesirable effects on the product quality.    
 
 
4.1.1. HEAT TRANSFER IN THERMAL STERILISATION 
 
Sterilisation is a complex and important operation in the food processing industry.  Its 
purpose is to destroy any viable microorganisms capable of causing food poisoning or 
deterioration.  A number of methods can be used to achieve product sterility including 
thermal heating, irradiation, exposure to ultrasonic waves, and exposure to chemical 
agents.  Among these methods, thermal sterilisation is the most widely adopted 
technique due to its economy and reliability (Lin, 1976).  
 
Thermal sterilisation is achieved in three stages (Jung and Fryer, 1999):  
 
(i) heating the product to a temperature sufficiently high to achieve microbial 
inactivation,  
(ii) holding the product at this temperature for a time sufficient to ensure that 
the required level of sterility has been achieved, and  
(iii) cooling the product.   
 
The choice of temperature/time combination is crucial.  For the adequate destruction 
of the spores of pathogenic microorganisms, temperatures of 110-130°C are normally 
required for times which depend on the nature of the food product (Holdsworth, 
2004).  Increasing the process temperature reduces the time required to achieve 
sterility.  One of the most heat resistant pathogenic microorganisms is Clostridium 
botulinum, and its destruction is therefore the general requirement of thermal 
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sterilisation of food products (Lin, 1976).  Any less resistant microorganism will 
thereby be inactivated.  Clostridium botulinum can be inactivated by holding the 
product at a temperature of 121°C for 3 minutes (Holdsworth, 2004); lowering the 
temperature increases the time needed. 
 
Thermal sterilisation can be carried out in batch or continuous mode.  Although 
conventional batch processing yields a safe product, it can also result in quality losses 
since the time required for heat to reach the centre of the product is usually long, thus 
causing parts of the product to be overheated.  Product quality losses include nutrient 
denaturisation, flavour changes, and structure and texture changes (Holdsworth, 
2004).  Lin (1976) showed that at temperatures higher than 115°C, bacterial 
inactivation of Clostridium botulinum is more rapid than the rate of denaturisation of 
vitamin B1.  This fact accounts for the wide application of high-temperature-short-
time (HTST) continuous processing, which achieves the required level of sterility in a 
short time, thus reducing quality losses.  This is achieved by means of flow and high 
sterilisation temperatures.  Continuous processing is carried out in devices such as 
plate heat exchangers or pipes.   
 
In HTST continuous sterilisation, the laminar pipe flow of liquid foods of relatively 
high viscosities results in a wide distribution of velocity over the pipe cross-section, 
thus leading to a wide residence time distribution.  The fluid near the pipe centre 
travels at velocities significantly higher than the mean flow velocity, while the fluid 
flowing near the pipe wall moves at much lower velocities.  This, in turn, translates 
into a significant radial temperature distribution, which results in a wide variation of 
product sterility and nutritional quality across the pipe.  The optimisation of such 
thermal processes poses a challenging manufacturing problem. The overriding 
importance of safety often results in the food being exposed to a more severe process 
than is desirable from a quality aspect, resulting in poor sensory and nutritional 
attributes, especially with sensitive products.  To ensure product safety, the velocity 
distribution must be taken into account when choosing the length of the holding tube 
so that all of the fluid is subjected to the required temperature for a sufficient length of 
time.  It is common practice in the food processing industry to assume laminar 
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Newtonian flow and design the length of the holding tube based on twice the mean 
velocity (Lareo et al., 1997).  Although this ensures sterility of the whole product, it 
causes overexposure of the slow-moving parts resulting in a significant deterioration 
in product quality.  However, without confidence in the design data, processes will 
always be overdesigned for safety. 
 
This issue has been addressed in a limited number of studies (e.g. Jung and Fryer, 
1999; Liao et al., 2000).  Jung and Fryer (1999) used a finite-element Computational 
Fluid Dynamics (CFD) model to simulate the HTST processing of Newtonian and 
non-Newtonian power-law food fluids in circular pipes with a uniform wall 
temperature.  Pipe diameters of 3 and 4 cm were used with a maximum pipe length of 
12 m for each of the heating, holding, and cooling pipes.  The CFD-computed velocity 
and temperature profiles were validated using available analytical solutions.  
Simulation results together with conventional food processing sterility and quality 
kinetics were used to study the efficiency of HTST sterilisation processes.  In 
particular, the study aimed to investigate the validity of the Newtonian flow 
assumption. The model adopted in the study accounted for the temperature 
dependence of viscosity since temperature has a significant effect on the viscosity of 
most liquid foods.  Sterility and quality were quantified using defined functions.     
 
It was observed that, under some conditions, the temperature gradients within the flow 
system were such that the fluid in near-wall regions was over-processed.  Designing 
the holding tube based on twice the average flow velocity led to a safe product but at 
the expense of a significant degradation in product quality.  For the Newtonian fluid 
used and at a wall temperature of 140°C, the mean fluid temperature at the exit of the 
heating section reached 106°C, with the temperature of the wall region at 131°C while 
that at the pipe centre did not exceed 83°C.  In the holding section, however, the 
temperature at the centre reached 105°C.  These wide variations of temperature within 
the fluid demonstrate the problem of processing viscous fluids.  Using the mean 
values of velocity and temperature in estimating the sterility and quality values was 
shown to lead to overestimation.  Accurate calculation of temperature profiles is 
therefore essential in predicting the output conditions.   
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For the temperature-dependent power-law fluid, the high temperatures near the pipe 
wall caused a reduction in viscosity which, in turn, resulted in an increase in the fluid 
velocity in this region, thus reducing the residence time.  Since losses in quality are 
more significant near the wall, the increase in fluid velocity in this region will lead to 
a better quality compared to a fluid with a temperature-independent viscosity. 
 
The authors also investigated the relationship between the heater wall temperature and 
the holding tube length.  For each heater wall temperature, the holding tube length 
required to achieve a certain level of sterility was calculated.  At low wall 
temperatures, the holding tube length was large and the fluid residence time was 
correspondingly long.  Increasing the heater wall temperature resulted in a reduction 
in the tube length required, thus reducing the residence time of the fluid and achieving 
the high-temperature-short-time condition.  However, increasing the wall temperature 
may lead to product overcooking in the wall region.  Shortening the holding tube in 
this case does not solve the problem since most of the damage to the product takes 
place in the heating tube.  In short, the holding tube length is determined by the 
requirement of achieving sterility at the pipe centre, but this will result in excessive 
processing in the wall region.     
 
Liao et al. (2000) used a CFD model to investigate the thermo-rheological behaviour 
of a starch dispersion in a continuous sterilisation process at a constant wall 
temperature.  Simulations were conducted for pipe diameters of 1.8 and 2.4 cm, wall 
temperatures of 139 and 145°C, and flow rates of 1.0 and 1.5 L/min.  A power-law 
equation combined with the Arrhenius equation for the temperature dependence of 
viscosity was used to describe the rheology of the gelatinised starch dispersion.  
Velocity and temperature profiles, as well as bacterial lethality and nutrient retention 
in the axial direction were obtained.  Results showed that nutrient retention increased 
by reducing the pipe diameter and was almost unaffected by reductions of wall 
temperature or flow rate.  Increasing the flow rate, however, required a longer pipe to 
achieve sterility. 
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These studies demonstrated that validated CFD models are useful tools for 
investigating such systems.  Both studies confirmed the wide radial variation in 
temperature.  However, whilst such studies have served to highlight the importance of 
the problem posed by a non-uniform temperature profile in viscous flow, effective 
technological solutions to this problem are still missing.  
 
 
4.1.2. ENHANCEMENT  OF  TEMPERATURE  DISTRIBUTION  AND  HEAT 
TRANSFER 
 
It is evident from the above discussion that in order to minimise the loss in product 
quality caused by the presence of a wide temperature distribution, it is necessary to 
enhance the transfer of heat to the inner parts of the fluid so that all parts of the fluid 
are treated under substantially uniform conditions.  In addition, since the rheological 
properties of most liquids are dependent on temperature, the radial temperature 
gradients in the pipe may lead to significant variations in the rheological properties of 
the fluid leading to a distorted velocity profile, which in turn alters the temperature 
distribution.  A more uniform temperature profile, however, would reduce such 
variations in the rheological properties, thus making the flow behaviour of the fluid 
more predictable.  Therefore, methods of increasing radial mixing must be sought in 
order to improve the temperature uniformity in such flows. 
   
Radial mixing can be achieved by turbulent flow conditions.  However, the fluids in 
question are usually of such high viscosities that processing them under turbulent 
conditions is impractical and may not be very economical (Simpson and Williams, 
1974).  Alternatively, radial mixing can be achieved by inserting static mixers but 
their intricate geometries make them difficult to clean, and where hygiene is of the 
essence as in food and pharmaceutical production, the risk of contamination precludes 
the use of such devices. 
 
In Chapter 3, it has been shown that mechanical vibration has a significant effect on 
the flow of non-Newtonian fluids.  The application of mechanical vibration as a 
means of enhancing heat transfer has also been investigated in a limited number of 
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studies (Sastry et al., 1989; Klaczak, 1997; Lee and Chang, 2003).  Lee and Chang 
(2003) conducted an experimental investigation of the effects of transverse tube 
vibration on critical heat flux (CHF).  Vibration was imposed on a heated tube 8 mm 
in diameter.  Frequencies of 0-70 Hz and amplitudes of 0.1-1.0 mm were used, and 
heat flux was measured under different vibration conditions and mass flow rates.  It 
was found that vibration gives rise to enhanced critical heat flux.  This enhancement 
was calculated as the ratio of the heat flux under vibration to that measured in the 
absence of vibration.  The authors attributed this enhancement to turbulent mixing 
induced by vibration.  Results showed that heat flux increases with vibration Reynolds 
number, which represents the combined effect of vibration frequency and amplitude.  
Moreover, CHF enhancement was found to be more dependent on vibration amplitude 
than on frequency.  
 
While highlighting the general effects of vibration on heat transfer, such studies, 
however, made no attempt to investigate the effects of vibration on the radial 
temperature distribution in viscous liquids undergoing thermal processing in pipes.  
Moreover, results in this area are not always consistent, probably due to the narrow 
ranges of vibration conditions used or the different geometries studied.  There is 
evidently a severe lack of information on the effects of vibration on the radial 
temperature distribution in such systems.   
 
In the current study, a CFD model is used to investigate the use of forced mechanical 
vibration as a means of enhancing the heat transfer characteristics and, in particular, 
the radial temperature distribution in the laminar flow of Newtonian and inelastic non-
Newtonian fluids in a pipe with a constant wall temperature. The effects are 
demonstrated for a range of vibration conditions and rheological properties.  Account 
is taken of the temperature-dependence of the viscosity of all the fluids used. 
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4.2. THEORY 
 
 
4.2.1. FLUID RHEOLOGY AND VELOCITY PROFILES 
 
The fluids considered in this study were Newtonian or inelastic non-Newtonian 
pseudoplastic (or shear thinning) of the power law type.  A Newtonian fluid is 
characterised by a constant shear-independent viscosity.  The fully developed laminar 
velocity profile of a Newtonian fluid in a circular pipe of radius R, is given by the 
parabolic function  
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where r is radial position and u is the mean velocity of flow.   
 
For a non-Newtonian power law fluid, the constitutive equation is 
 
nkγτ &=                       (4.2) 
 
where τ  is shear stress, k is the fluid consistency index, γ&  is shear rate, and n is the 
flow behaviour index.  The apparent viscosity function, η, is then given by 
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The fully developed laminar velocity profile for a power law fluid is given by the 
expression (Chhabra and Richardson, 1999) 
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4.2.2. INFLUENCE OF TEMPERATURE ON VISCOSITY 
 
Heat transfer characteristics can be influenced by the variation of the fluid physical 
properties with temperature.  For liquids, only the temperature-dependence of 
viscosity is of major importance (Kreith and Bohn, 1986).  The influence of 
temperature on the viscosity, µ, of a Newtonian fluid is usually expressed by an 
Arrhenius type equation (Steffe, 1996), thus 
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where T is temperature, Ea is the activation energy for viscosity, RG is the gas 
constant, and k0 is a pre-exponential factor.  The constants k0 and Ea are determined 
experimentally and their values for various fluids can be found in the literature (e.g. 
Steffe, 1996).  The higher the value of Ea, the more rapid the change in viscosity with 
temperature.   
 
For a non-Newtonian fluid of the power law type subjected to temperature and shear 
gradients, Christiansen and Craig (1962) combined the Arrhenius model (Equation 
(4.5)) with the power law rheological model (Equation (4.2)) to obtain the following 
equation, which is widely used to describe the variation with temperature of the 
consistency index, k: 
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The variation of the flow behaviour index, n, with temperature is usually small and 
can therefore be neglected (Steffe, 1996).  It is noteworthy that the variation of the 
consistency index, k, with temperature at a constant shear rate is given by the 
Newtonian form, i.e. Equation (4.5) (Rao et al., 2005).   
 
4. Effects of forced vibration on heat transfer  129 
 
Kwant et al. (1973(a)) developed another exponential relationship that describes the 
temperature variation of the consistency index, k, of power law fluids, thus 
 
( )[ ]TTbkk ′−−′= exp                   (4.7) 
 
where k′ is the consistency index at a reference temperature T ′ , and b is a viscosity 
variation parameter.  The deviation from isoviscous (i.e. temperature-independent 
viscosity) behaviour is given by the quantity Q, defined as 
 
( )inw TTbQ −≡                   (4.8) 
 
where Tw and Tin are the wall and inlet temperatures, respectively.  This model was 
found to give predictions which were in close agreement with those yielded by 
Equation (4.6) (Kwant et al., 1973(a)).   
 
 
4.2.3. TEMPERATURE PROFILE 
 
Consider the case of steady-state laminar flow in a circular pipe with heat transfer.  
There are no closed form solutions to this problem that take account of the 
temperature dependence of the fluid properties including viscosity.  In the following, 
the fluid properties including viscosity are all assumed to be independent of 
temperature.  At the inlet to the pipe, the fluid temperature Tin is both constant and 
uniform.  The pipe wall is subjected to a constant and uniform temperature Tw, and the 
temperature at any radial position r within the pipe is T.  Neglecting viscous 
dissipation, i.e. shear heating effects, and thermal conduction in the axial direction z, 
heat transfer is governed by the equation  
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where λ is thermal conductivity, ρ is density, Cp is specific heat capacity, and the z 
origin is taken at the pipe inlet (Tanner, 1985).  The dimensionless temperature θ  is 
defined as 
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w
TT
TT
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=θ                  (4.10) 
 
Equation (4.9) assumes that the velocity profile is fully developed but it holds in the 
thermal entrance region where the temperature profile is not fully developed.  This 
equation must be solved subject to the following boundary conditions: 
 
at the pipe wall,   r = R, θ  = 0 for z > 0              (4.11) 
at the pipe centre,   r = 0, 0=
∂
∂
r
θ
 for z ≥ 0           (4.12) 
at the pipe inlet,   z = 0, θ  = 1 for r ≤ R             (4.13) 
 
The solution depends on the velocity profile u(r).  Closed form solutions only exist 
for plug flow or fully developed flow of a Newtonian or power law fluid.  Note that 
both plug flow and Newtonian flow are simply limits of pseudoplastic power-law 
behaviour, i.e. plug flow represents the limiting condition of ‘infinite pseudo-
plasticity’ when n = 0, and Newtonian flow represents the condition of ‘zero pseudo-
plasticity’ when n = 1. 
 
For a Newtonian fluid, substituting the fully developed parabolic velocity profile from 
Equation (4.1) into Equation (4.9) gives 
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For a power law fluid, substituting the fully developed velocity profile from Equation 
(4.4) into Equation (4.9) gives 
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Note that putting n = 1 in Equation (4.15) leads to the Newtonian case, i.e. Equation 
(4.14).  Lyche and Bird (1956) derived the complete solutions and tabulated the 
results for the cases n = 1, 1/2, 1/3, 0 and small values of the Graetz number.  These 
results have been presented in graphical form in many references (see for example 
Chhabra and Richardson, 1999). 
 
An approximate solution has also been developed which leads to the following 
expression of the Nusselt number, Nu, assuming a temperature-independent viscosity 
(Chhabra and Richardson, 1999) 
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in terms of the Graetz number, Gz, defined as 
 
L
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where h is the wall heat transfer coefficient, D is the pipe diameter, and m&  is the fluid 
mass flow rate.  When n = 1, Equation (4.16) reduces to its Newtonian form 
 
3/175.1 GzNu =                 (4.18) 
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4.2.4. FORMULATION OF CFD MODEL 
 
4.2.4.1. Governing equations 
The equations that form the basis of the description of flow and heat transfer for a 
generalised Newtonian fluid in a pipe are the three transport equations written in their 
general form (Bird et al., 1987), thus 
 
Continuity 0=⋅∇ U                 (4.19) 
 
where U is the velocity vector;   
 
Momentum [ ] gp
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where t is time and g is the gravitational acceleration.  The term on the left hand side 
represents mass per unit volume times acceleration, while the forces on the right hand 
side are, successively, the pressure force, viscous force, and gravity or external force 
per unit volume.  The gravity term was ignored here for a horizontal pipe. 
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The term on the left hand side represents the rate of increase of internal energy per 
unit volume, and the terms on the right hand side are, successively, the rate of 
addition of energy by heat conduction per unit volume, and the rate of conversion of 
mechanical to thermal energy per unit volume.  The last term representing viscous 
energy dissipation is insignificant at low flow velocities and was therefore neglected 
in this study. 
 
In addition to the simultaneous solution of the above equations, the temperature 
dependence of the fluid physical properties needs to be taken into account.  In this 
study, account was taken of the temperature dependence of the viscosity only, while 
other properties (density, thermal conductivity, heat capacity) were assumed constant. 
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The CFD model used here, constructed in Cartesian coordinates (X, Y, Z), assumes 
that flow through the pipe is laminar and incompressible.  The fluid is heated through 
the pipe wall which is held at a constant and uniform temperature.  The pipe length for 
most of the cases studied was 400 mm.  This length was amply sufficient to allow the 
velocity profile to fully develop and allow the fluid to receive an adequate amount of 
heat so as to enable a demonstration of the effect of vibration on the temperature 
profile.  Using much longer pipes on the metre scale, as usually used in real industrial 
processes such as food sterilisation, would hugely prolong the runtime of the 
vibrational flow simulations, e.g. a 3 m pipe would typically increase the runtime 
from a few days to a month.  A few simulations, however, were conducted using 800 
and 1200 mm long pipes to investigate the effect of pipe length.  
 
4.2.4.2. Hydrodynamic and thermal entrance length 
For all of the cases investigated, the pipe Reynolds number was sufficiently small (Re 
< 50) for flow to achieve a fully developed velocity profile.  This was confirmed by 
the fact that the hydrodynamic entrance length, Lh, was much shorter than the pipe 
length (i.e. Lh  400 mm).  Lh can be estimated from the following approximate 
expression (Shook and Roco, 1991) 
 
Re062.0=
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                 (4.22) 
 
where the flow Reynolds number, Re, is expressed as 
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and µe is the effective viscosity for a non-Newtonian fluid.  For a Newtonian fluid,    
µe = µ.  Note that slightly different values of the constant in Equation (4.22) have been 
reported (e.g. Shook and Roco, 1991; Rohsenow et al., 1998; Çengel, 2003).  For 
shear thinning power-law fluids, Rohsenow et al. (1998) reported values of 0.0575, 
0.048, and 0.034 for n = 1, 0.75, and 0.5, respectively.   
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The temperature profile is said to be thermally fully developed when (Çengel, 2003) 
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where Tm is the area-averaged fluid temperature.  In other words, the dimensionless 
temperature profile denoted by  
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remains unchanged in the axial direction.  Note that whilst the temperature profile in 
the thermally fully developed region may vary with z in the flow direction, and it 
usually does, the dimensionless temperature profile defined above remains unchanged 
when the temperature at the wall is constant and uniform.  Similarly, the local heat 
transfer coefficient, h, remains unchanged in the thermally fully developed region. 
The thermal entrance length, Lth, can be estimated from (Çengel, 2003) 
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where the Prandtl number, Pr, is given by 
 
λ
µepC
=Pr                  (4.27)  
 
Pr is a ratio of momentum diffusivity to thermal diffusivity, i.e. a measure of the 
relative growth of the velocity and thermal boundary layers.  In practice, for most 
viscous fluids, Pr is greater than 50, which makes the thermal entrance length much 
larger compared to the hydrodynamic entrance length (Tanner, 1985).  For the cases 
investigated here, the values of Pr were such that a fully developed temperature 
profile was never achieved in steady flow. 
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4.2.4.3. Forced vibration 
A transversal sinusoidal vibrational movement was imposed at the pipe wall in the x 
direction normal to the flow, as shown in Figure 4.1.  In this case, the linear sinusoidal 
displacement of the pipe wall along the x axis is given by  
 
)sin t(Ax ω=                   (4.28) 
 
where A is the amplitude of vibration, and fpiω 2=  where f is the frequency of 
vibration.  The linear velocity, x& , of the wall is obtained by differentiating Equation 
(4.28) with respect to time, thus 
 
 t(A
dt
dx
x )cos ωω==&
                (4.29) 
 
 
Figure 4.1: Vibrated pipe at a uniform wall temperature. 
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4.3. CFD SIMULATIONS 
 
 
CFD simulations were conducted of the non-isothermal steady-state and vibrational 
flow of Newtonian and inelastic shear-thinning power law fluids.  The viscosity of the 
Newtonian fluid was described using the Arrhenius model, given by Equation (4.5), 
and the shear-dependent viscosity of the power law fluid was described using 
Equation (4.3) with the temperature dependence of the consistency index as given by 
Equation (4.6).  The values of the activation energy Ea, pre-exponential factor k0, 
specific heat capacity Cp, and thermal conductivity λ used here are typical of a range 
of food fluids (Jung and Fryer, 1999; Barigou et al., 1998; Steffe, 1996).  The flow 
and vibration parameters, in addition to the rheological and thermal properties of the 
fluids used are given in Table 4.1. 
 
Three-dimensional simulations were set up and executed using the software package 
ANSYS Workbench 10.0.  The flow geometry was created using the software 
DesignModeler and meshed using CFX-Mesh, while flow specification, solving and 
post-processing were all performed using CFX 10.0.   
 
 
4.3.1. GEOMETRY  
 
The geometry consisted of a straight pipe 20 mm in diameter.  This value of the pipe 
diameter was chosen to be consistent with those normally used in studying thermal 
sterilisation (e.g. Liao et al., 2000; Jung and Fryer, 1999; Lin, 1976).  A pipe length of 
400 mm was used with three surface boundaries: inlet, outlet, and wall.  Longer pipes 
of 800 mm and 1200 mm lengths were also used to investigate the effect of pipe 
length.  The shortest pipe length used (i.e. L = 400 mm) was greater than the 
maximum hydrodynamic entrance length Lh, as discussed above (Section 4.2.4.2), and 
was therefore sufficient to obtain a fully developed velocity profile. 
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Table 4.1.  Range of simulation parameters. 
 
Fluid 
D 
(mm) 
f 
(Hz) 
A 
(mm) 
L 
(mm) 
k0 
(Pa sn) 
Ea 
(kJ mol-1) 
n 
(-) 
u
 
(m s-1) 
ρ 
(kg m-3) 
Cp 
(J kg-1 K-1) 
λ 
(W m-1 K-1) 
Newtonian  20 0-100 0-10 400, 800, 1200 
5×10-7- 
5×10-5 
35.0 1.0 0.090 1000 4180 0.668 
Power-law  20 25 2.0 400 5×10-5 35.0 0.65-1.0 0.090 1000 4180 0.668 
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4.3.2. MESH  
 
An unstructured mesh with tetrahedral cells was generated using CFX-Mesh.  To 
optimise the mesh size it was necessary to carry out a mesh-independence study; this 
was done by performing a number of simulations with different mesh sizes, starting 
from a coarse mesh and refining it until results were no longer dependent on the mesh 
size.  The 3-D mesh obtained thus contained approximately 3,000 tetrahedral cells per 
centimetre of pipe length.  Seven inflation layers covering around 20% of the tube 
radius were created near the wall to enhance mesh resolution in this region where high 
velocity and temperature gradients exist; the first layer has a thickness of 0.15 mm 
expanding by a factor of 1.2 in successive layers, as shown in Figure 4.2. 
 
        
 
 
Figure 4.2.  Meshed geometry of vibrated pipe. 
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4.3.3. FLOW SPECIFICATION 
 
Flow specification was performed using the software component CFX-Pre.  The 
problem was solved in three steps:  
 
(i) steady state flow with uniform inlet velocity and temperature;  
(ii) steady state flow with inlet boundary conditions of velocity and 
temperature profiles obtained from step (i); and  
(iii) unsteady state flow with vibrational motion imposed using the solution 
from step (ii) as an initial solution.   
 
The purpose of solving the steady state flow in two steps ((i) and (ii)) was twofold: (a) 
to enable the temperature profile to develop further, albeit not fully, so that vibration 
effects can be clearly demonstrated in step (iii); and (b) to allow the flow field in step 
(ii), which was used to initialise the vibrational flow simulation in step (iii), to be 
fully developed throughout the entire pipe.  This was a computationally efficient 
procedure which enabled a clear demonstration of the vibrational effects in step (iii) 
without the need to use a long pipe. 
 
4.3.3.1. Step (i) simulation 
In step (i) of the numerical solution, a uniform temperature Tin = 60°C and a mass 
flow rate of 0282.0=m& kg s-1 were specified at the pipe inlet, while a zero gauge 
pressure was set at the pipe outlet.  The mass flow rate was chosen to give a mean 
flow velocity of u = 9.0 cm s-1, which is typical of the values used in the food 
industry (Jung and Fryer, 1999; Steffe, 1996; Lin, 1976).  A uniform wall temperature               
Tw = 180°C and a no-slip condition were assigned at the wall.  The inlet and wall 
temperatures were selected to yield a fluid temperature at the outlet of at least 100°C, 
consistent with usual sterilisation conditions.  In food processing, wall temperatures 
lower than 180°C are usually used in practice, but such temperatures would require a 
long pipe to achieve the required outlet temperature, thus making the simulations 
computationally expensive. 
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Heat transfer was modelled using the ‘Thermal Energy’ model within CFX.  This 
model describes the transport of enthalpy through the domain while ignoring the 
effects of flow kinetic energy, and is therefore appropriate for flows with subsonic 
velocities.  
 
The High Resolution Advection Scheme was implemented here to discretise the 
advection terms in the governing equations.  In this scheme, the value of the blend 
factor β in Equation (2.18) is calculated locally to be as close to 1 as possible without 
resulting in non-physical variable values (see Chapter 2, Section 2.9.3).   
 
Convergence was assumed when the root mean square (RMS) of mass, momentum 
and energy residuals reached 10-5.  This typically required ~100 iterations. 
 
Given the small hydrodynamic entrance length, the first simulation in step (i) always 
yielded a fully developed velocity profile at the exit, but the temperature profile was 
not sufficiently developed.   
 
4.3.3.2. Step (ii) simulation 
The exit profiles of temperature and velocity obtained in step (i) were used as the inlet 
boundary conditions in step (ii), keeping the rest of the simulation set-up unchanged.   
 
4.3.3.3. Step (iii) simulation 
The full solution along the pipe resulting from step (ii) simulation was used to 
initialise the simulation of vibrational flow in step (iii).  The inlet, outlet, and wall 
boundary conditions were the same as those used in step (ii).  In addition, vibration 
was imposed on the pipe by applying a sinusoidal velocity function defined by 
Equation (4.29) at the wall.  For a transversally moving boundary, the mesh 
deformation option in CFX was used which allows the specification of the motion of 
nodes on boundary regions of the mesh.  The motion of all remaining nodes is 
determined by the so-called displacement diffusion model which is designed to 
preserve the relative mesh distribution of the initial mesh.  The mesh displacement 
was specified using Equation (4.28). 
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The vibrational flow simulation was conducted in the transient mode due to the 
unsteady nature of the flow.  The transient scheme used for the solution to march in 
time was the Second Order Backward Euler Scheme wherein the solution is initialised 
within each time step by extrapolating the solutions from the previous two time steps 
to the new time step (see Chapter 2, Section 2.9.1).  The simulation was solved over 
the entire mean residence time of the fluid which is determined by the pipe length and 
mean flow velocity.  For example, for a pipe length of 400 mm and flow velocity of 
0.09 m s-1, the fluid residence time in the pipe is 4.4 s.  This time duration was divided 
into equal time steps, the size of which was determined by dividing the vibration 
cycle period, which in turn depended on vibration frequency, into an optimised 
number of 12 equal time steps.  Using a larger number of time steps per vibration 
cycle did not affect the simulation results but prolonged the simulations considerably.  
A typical size of the time step thus obtained was 1.67 ms.    
 
Convergence was assumed when the root mean square (RMS) of mass, momentum 
and energy residuals reached 10-3 at each time step.  Achieving this level of 
convergence typically required 5-10 iterations per time step.  Most of the equations 
generally, however, reached RMS residual values well below the specified target.  
Using a residual target of less than 10-3 in this case did not affect the results 
significantly but prolonged the simulations considerably. 
 
Transient simulations typically required 1-5 days of runtime using a 3.2 GHz Intel 
Xeon processor with 4.00 GB of RAM.  
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4.4. VALIDATION OF CFD MODEL 
 
 
The computational model used was validated either by comparing results with 
theoretical solutions or experimental data from the literature where possible.  The 
intention here was to try and validate the CFD model as much as possible so as to 
establish confidence in the numerical results.  The various stages of the validation 
process are described below. 
 
 
4.4.1. STEADY-STATE FLOW 
 
CFD simulation of the isothermal steady flow of inelastic non-Newtonian fluids has 
been validated in Chapter 3 for a variety of rheological behaviours, namely power 
law, Herschel-Bulkley and Bingham plastic, showing excellent agreement on the 
order of 1% with exact analytical solutions.  
 
The steady-state flow model with heat transfer was first validated for the simple case 
of temperature-independent viscosity.  The numerical solution of Equation (4.9) 
relating to this case was first obtained and tabulated by Lyche and Bird (1956) for 
Newtonian and power law fluids at a Graetz number of 5.24 (see also Chhabra and 
Richardson (1999) for a graphical representation of the data).  Comparison of this 
solution in Figure 4.3 with the CFD-predicted temperature profile for a Newtonian 
fluid and a considerably shear thinning fluid shows a very good agreement. 
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Figure 4.3:  Comparison of CFD-predicted and theoretical (Equation (4.9)) 
temperature profiles for isoviscous Newtonian and shear-thinning power law fluids in 
steady-state flow: (n = 1; µ = 1.0 Pa s); (n = 0.5; k = 1.0 Pa sn); 
Tin = 27°C; Tw = 127°C; u  = 0.01 m s-1. 
 
   
The heat transfer coefficient, h, was also computed from the CFD results using an 
energy balance, as follows 
 
( ) minoutp ThaTTCm ∆=−&                (4.30) 
 
( ) ( )
( ) ( )[ ]inwoutw
inwoutw
m TTTT
TTTTT
−−
−−−
=∆
/ln
                      (4.31) 
 
where a is the wall surface area and Tout is the area-averaged temperature at the pipe 
outlet.  Comparison in Table 4.2 of the value of h thus obtained from CFD with the 
theoretical value predicted by Equation (4.16) shows an excellent agreement for 
Newtonian and non-Newtonian fluids with different values of n.  
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Table 4.2: Comparison of h values predicted by Equation (4.16) and CFD for an 
isoviscous fluid in steady-state flow. 
 
h 
(W m-2 K-1) 
n  
(-) 
Theory CFD 
Deviation  
(%) 
0.65 585 580 -0.8 
0.80 572 573 +0.2 
0.90 566 564 -0.4 
1.00 561 555 -1.1 
 
 
Since the variation of viscosity with temperature alters the flow field of the fluid, it 
was also necessary to validate the velocity profile computed by CFD under these 
conditions (i.e. non-isoviscous conditions).  Kwant et al. (1973(b)) measured the 
laminar velocity profile of a temperature-dependent Newtonian fluid at a constant 
wall temperature using an optical arrangement for flow visualisation.  The CFD 
predictions of the fully developed steady-state velocity profile was compared with 
their experimental measurements for Q = 1.49 (Equations (4.7) and (4.8)) in Figure 
4.4.  The figure shows a very good agreement between CFD and experiment.  
Furthermore, it shows that the temperature-dependence of the viscosity gives rise to a 
flattened velocity profile compared to that obtained under isothermal conditions 
(Equation (4.1)).   
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Figure 4.4:  Comparison of CFD and experimental velocity profiles for a Newtonian 
fluid in steady-state flow:  
Tin = 37°C; Tw = 127°C; u  = 0.09 m s-1; L = 1900 mm; n = 1; Q = 1.49, and k ′ = 1.3 
Pa sn  at T ′  = 25°C (Equations (4.7) and (4.8)). 
 
 
4.4.2. VIBRATIONAL FLOW  
 
In Chapter 3, the CFD model of isothermal non-Newtonian flow under forced 
vibration was validated using the experimental results of Deshpande and Barigou 
(2001) (see Section 3.4).  Comparison with experiment showed that CFD is able to 
predict such flows within ~10% under a wide range of vibration conditions and for a 
variety of rheological behaviours, namely power law, Herschel-Bulkley and Bingham 
plastic.  There are, however, no experimental temperature profile data available 
relating to the flow of non-isothermal fluids when subjected to vibration.  
Nonetheless, the excellent agreement between CFD and theory or experimental results 
achieved in all the above stages of the validation process indicate that the present 
CFD model is robust and sufficiently reliable for the purposes of demonstrating the 
effects of vibration on the heat transfer characteristics of the flows considered here, 
especially that high accuracy in this case is not mandatory. 
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4.5. RESULTS AND DISCUSSION 
 
 
CFD simulations were conducted for the range of variables shown in Table 4.1.  The 
CFD results showed that transversal vibration can have a substantial effect on the 
radial temperature distribution of the fluid.  There was also a large impact on the wall 
heat transfer coefficient. The extent of these effects was found to depend on the 
vibration amplitude and frequency, fluid rheology, and pipe length, as shown below.  
On the other hand, simulations of longitudinal and rotational vibrations showed no 
significant effects on the radial temperature distribution. 
  
 
4.5.1. EFFECT OF VIBRATION AMPLITUDE 
 
Simulations were conducted at a vibration frequency f = 50 Hz for vibration 
amplitudes of 1.0, 1.5, and 2.0 mm, while keeping all the other parameters constant.  
The temperature contour maps obtained at the pipe exit are compared in Figure 4.5, 
where the large effect of vibration on the radial temperature distribution is clearly 
demonstrated.   
 
In steady laminar flow, heat is transferred by conduction in the radial direction and, as 
a result, in this relatively short pipe (L = 400 mm) only the fluid flowing near the wall 
is significantly heated, while the temperature of most of the fluid remains virtually at 
its inlet value.  Transversal vibration, however, induces a substantial amount of radial 
mixing in the fluid.  In steady-state flow the streamlines are straight lines along the 
pipe, as shown in Figure 4.6.  Vibration, on the other hand, creates a swirling or 
spiralling motion in the fluid, as clearly represented by the complex streamlines and 
fluid trajectories depicted in Figure 4.7.  Such a flow pattern is characterised by 
significant vortical structures in the flow which cause considerable radial mixing, 
thus, leading to a more uniform temperature distribution.  This effect is sensitive to 
the amplitude of vibration, as shown in Figure 4.5.   
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(a) A = 0 mm (steady state)           (b) A = 1.0 mm 
 
                             
 
      (c) A = 1.5 mm              (d) A = 2.0 mm 
 
 
 
Figure 4.5:  Effect of vibration amplitude on temperature distribution at the 
pipe exit: 
n = 1; k0 = 5×10-7 Pa sn; Tw = 180° C; Tin = 85° C; u  = 0.09 m s-1; f = 50 Hz;  
L = 400 mm. 
 
 
 
 
 
 
4. Effects of forced vibration on heat transfer  148 
 
 
 
Figure 4.6: Fluid streamlines in steady flow. 
 
 
The vortical structures induced by vibration can be quantified by calculating vorticity 
in the X-Y plane from the following equation: 
 
y
u
x
u
xy
∂
∂
−∂
∂
=ζ                 (4.32) 
 
where uy and ux are the x- and y- components of velocity, respectively.  Figure 4.8 
shows vorticity contour maps obtained at the pipe exit for the three amplitudes used.  
The figure shows that the maximum vorticity increases fourfold as the amplitude is 
doubled.  Note that the shaded area near the wall is a region of very high vorticity 
which exceeds the scale shown by 2 orders of magnitude and was therefore not 
shown.  Since the strength of vortical fluid motion is directly responsible for the 
observed radial mixing, this explains the strong dependence of radial mixing, and 
hence temperature uniformity, on A (Figure 4.5). 
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(a) (b) 
 
            
        (c)      
 
 
Figure 4.7:  A sample of: (a) streamlines; (b) streamlines projected on pipe exit plane; 
(c) fluid trajectories projected on pipe exit plane; 
n = 1; k0 = 5×10-7 Pa sn; Tw = 180° C; Tin = 85° C; u  = 0.09 m s-1; f = 25 Hz;              
A = 2.0 mm; L = 400 mm. 
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(a) A = 1.0 mm                (b) A = 1.5 mm 
 
(c) A = 2.0 mm 
 
Figure 4.8: Vorticity contour maps at different vibration amplitudes: 
n = 1; k0 = 5×10-7 Pa sn; Tw = 180° C; Tin = 85° C; u  = 0.09 m s-1; f = 50 Hz; 
           L = 400 mm. 
 
 
The increase in temperature uniformity due to vibration can also be demonstrated by 
plotting the mean radial temperature profiles, as shown in Figure 4.9.  Due to the 
asymmetry in the temperature distribution around the axis (Figure 4.5), caused by the 
oscillations in the x direction, the pipe cross-section was divided into 10 annular 
sections of equal thickness and the area-average of the temperature in each section 
was calculated.  Since the mean temperature profile thus obtained is symmetrical 
around the diameter, only half of the profile is shown in Figure 4.9.  The results show 
that vibration has a flattening effect on the temperature profile which increases with 
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vibration amplitude.  Moreover, as A increases, the fluid temperature in the vicinity of 
the pipe wall decreases, while that of the rest of the fluid increases.  At A = 2.0 mm, 
the uniformity in the temperature profile is substantial, with the temperature at the 
pipe centre increasing by ~75% and that near the wall at r/R ∼ 0.95 decreasing by 
~20% compared to their steady-state values.  Even at the lower amplitudes, significant 
improvements in the uniformity of the temperature distribution are observed.  Figure 
4.10 also shows that while in steady state the temperature along the pipe centreline 
(i.e. the lowest temperature in the pipe) remains virtually at its inlet value, a 
significant rise in this temperature along the pipe can be obtained under vibration.  At 
the highest amplitude used, i.e. A = 2.0 mm, this rise is substantial.    
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Figure 4.9: Effect of vibration amplitude on the mean temperature profile at the pipe 
exit: 
n = 1; k0 = 5 × 10-7 Pa sn; Tw = 180° C; Tin = 85° C; u  = 0.09 m s-1; f = 50 Hz;  
L = 400 mm. 
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Figure 4.10:  Effect of vibration amplitude on the axial variation of temperature at the 
pipe centre: 
n = 1; k0 = 5 × 10-7 Pa sn; Tw = 180° C; Tin = 85° C; u  = 0.09 m s-1; f = 50 Hz;   
L = 400 mm. 
 
 
The effects of vibration on the development of the full temperature profile along the 
pipe are depicted in Figure 4.11 for a varying amplitude and a fixed frequency.  Note 
that the temperature maps in the figure are shown in the x-z plane, which is the plane 
of vibration.  The temperature maps show that without vibration the temperature 
profile develops extremely slowly, making very little progress along the relatively 
short pipe considered here (400 mm).  In fact, using Equation (4.26), it can be shown 
that the steady-state temperature profile under the conditions shown in Figure 4.11 
would require over 11 m to become fully developed.  However, with vibration a much 
more rapid development of the temperature profile takes place.  As shown in Figure 
4.11, while the temperature under steady-state flow conditions remains virtually 
constant along the pipe axis, it rises rapidly by comparison in the vibrated flow, the 
rate of rise being a function of the vibration amplitude used.  This can also be seen in 
Figure 4.12, where the area-averaged temperature is plotted along the pipe. 
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The implications of these results are significant for processes where a uniform 
temperature profile is desirable, such as food sterilisation.  The fluid temperature near 
the wall can be reduced, thus avoiding overheating, while the temperature at the pipe 
centre can be increased rapidly to achieve sterility while significantly reducing the 
loss in quality that usually arises from over-processing.       
 
 
 
Figure 4.11: Effect of vibration amplitude on temperature distribution along the pipe: 
n = 1; k0 = 5 × 10-7 Pa sn; Tw = 180° C; Tin = 85° C; u  = 0.09 m s-1; f = 50 Hz;  
L = 400 mm. 
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Figure 4.12: Effect of vibration amplitude on the area-averaged temperature along the 
pipe: 
n = 1; k0 = 5×10-7 Pa sn; Tw = 180° C; Tin = 85° C; u  = 0.09 m s-1; f = 50 Hz;   
L = 400 mm. 
 
 
4.5.2. EFFECT OF VIBRATION FREQUENCY 
 
Figure 4.13 compares the temperature contour maps at the pipe exit for vibration 
frequencies of 25, 50 and 75 Hz at a fixed amplitude A = 2.0 mm.  As can be 
observed, the effect of vibration frequency is similar to that of vibration amplitude.  
The mean radial temperature profiles are also shown in Figure 4.14.  A higher 
frequency leads to a more uniform temperature distribution with a large rise in the 
temperature at the centre.  At f = 75 Hz the temperature distribution is almost 
completely uniform across ~ 90% of the pipe radius.  It can also be seen that, while an 
increase in frequency from 0 to 75 Hz results in substantial improvements in the 
uniformity of the temperature distribution, the magnitude of the effect diminishes as f 
increases.  These results then suggest that the influence of vibration on heat transfer is 
less sensitive to frequency than it is to amplitude.  Figure 4.15 shows the axial 
variation of the centre temperature at different frequencies.  It can also be seen in 
Figure 4.16 that vibration leads to an increase in the area-averaged temperature of the 
fluid.  This suggests that vibration increases the flux of heat from the wall to the fluid.  
The effects of vibration frequency on the development of the x-z plane temperature 
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profile along the pipe are also depicted in Figure 4.17, where the effects are similar to 
those shown in Figure 4.11. 
 
      
           (a) Steady state (f = 0 Hz)     (b) f = 25 Hz                                
 
         
      (c) f = 50 Hz        (d) f = 75 Hz 
 
Figure 4.13:  Effect of vibration frequency on temperature distribution at the pipe exit: 
n = 1; k0 = 5 × 10-7 Pa sn; Tw = 180° C; Tin = 85° C; u  = 0.09 m s-1; A = 2.0 mm; 
L = 400 mm. 
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Figure 4.14:  Effect of vibration frequency on the mean temperature profile at the pipe 
exit: 
n = 1; k0 = 5 × 10-7 Pa sn; Tw = 180° C; Tin = 85° C; u  = 0.09 m s-1; A = 2.0 mm;        
L = 400 mm. 
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Figure 4.15:  Effect of vibration frequency on the axial variation of temperature at the 
pipe centre: 
n = 1; k0 = 5 × 10-7 Pa sn; Tw = 180° C; Tin = 85° C; u  = 0.09 m s-1; A = 2.0 mm;   
L = 400 mm. 
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Figure 4.16: Effect of vibration frequency on the area-averaged temperature along the 
pipe: 
n = 1; k0 = 5 × 10-7 Pa sn; Tw = 180° C; Tin = 85° C; u  = 0.09 m s-1; A = 2.0 mm;   
L = 400 mm. 
 
 
 
Figure 4.17: Effect of vibration frequency on temperature distribution along the pipe: 
n = 1; k0 = 5 × 10-7 Pa sn; Tw = 180° C; Tin = 85° C; u  = 0.09 m s-1; A = 2.0 mm;  
L = 400 mm. 
4. Effects of forced vibration on heat transfer  158 
 
Vibration enhances heat transfer by promoting convection.  The values of the wall 
heat transfer coefficient estimated using the CFD results in conjunction with Equation 
(4.30) are presented in Table 4.3.  Vibration causes a large enhancement in the heat 
transfer coefficient which is a function of the amplitude and frequency used, reaching 
several folds in some cases.  The variations of the heat transfer coefficient in 
vibrational flow, hv, as a function of A and f are plotted in Figure 4.18.  Despite the 
small number of data points, these trends clearly corroborate the observations made so 
far that the vibrational effects reduce in significance as f increases, and that they are 
more sensitive to amplitude than frequency.  The effects of amplitude would be 
expected to level off when A becomes comparable to the pipe radius. 
 
Table 4.3: Comparison of heat transfer coefficient under steady-state flow and 
vibrated flow:  n = 1; k0 = 5×10-7 Pa sn; Tw = 180° C; Tin = 85° C; u  = 0.09 m s-1;  
L = 400 mm. 
 
  
f 
(Hz) 
A 
(mm) 
Re* 
(-) 
Pr* 
(-) 
h 
(W m-2 K-1) 
hv 
(W m-2 K-1) 
E = hv/h 
(-) 
25 2.0 18 625 426 828 1.9 
50 2.0 18 625 426 1502 3.5 
Effect of  
f 
75 2.0 18 625 426 1557 3.7 
50 1.0 18 625 426 671 1.6 
50 1.5 18 625 426 799 1.9 
Effect of  
A 
50 2.0 18 625 426 1502 3.5 
*Calculated at the inlet temperature Tin = 85° C 
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Figure 4.18:  Effect of vibration amplitude and frequency on heat transfer coefficient: 
n = 1; k0 = 5×10-7 Pa sn; Tw = 180° C; Tin = 85° C; u  = 0.09 m s-1; L = 400 mm. 
 
 
In Chapter 3, and also in the work of Deshpande and Barigou (2001), it was shown 
that for a fixed pressure gradient along the pipe, vibration of isothermal flows caused 
an enhancement in the flow rate of shear thinning fluids while the flow rate of 
Newtonian fluids remained unaffected.  It was also shown that the enhancement is a 
function of both vibration frequency and amplitude, but the same enhancement is 
generated with different amplitude-frequency combinations that correspond to the 
same peak acceleration Aω2.  Results displayed in Figures 4.19 and 4.20 for different 
combinations of amplitude and frequency leading to the same peak acceleration show 
that this is not the case for non-isothermal flows.  The temperature distributions are 
very different, the most uniform distribution being achieved at the largest amplitude 
and lowest frequency used.   
 
Results also showed that, provided that a high vibration amplitude is used (e.g.           
A = R = 10 mm), a good degree of enhancement in the temperature distribution can be 
obtained at a very low frequency (e.g. f = 5 Hz), as shown in Figure 4.21. 
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                 (a) f = 25 Hz, A = 2.0 mm               (b) f = 30 Hz, A = 1.39 mm 
 
(c) f = 40 Hz, A = 0.78 mm 
 
Figure 4.19: Temperature distribution at different combinations of vibration amplitude 
and frequency corresponding to the same peak acceleration  
Aω2 = 49.3 m s-2: 
n = 1; k0 = 5 × 10-7 Pa sn; Tw = 180° C; Tin = 85° C; u  = 0.09 m s-1; L = 400 mm. 
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Figure 4.20: Mean temperature profile at different combinations of vibration 
amplitude and frequency corresponding to the same peak acceleration  
Aω2 = 49.3 m s-2: 
n = 1; k0 = 5 × 10-7 Pa sn; Tw = 180° C; Tin = 85° C; u  = 0.09 m s-1; L = 400 mm. 
 
 
             
           (a) Steady state             (b) f = 5 Hz, A = 10 mm 
              
Figure 4.21: Effect of a high vibration amplitude on temperature distribution: 
n = 1; k0 = 5 × 10-7 Pa sn; Tw = 180° C; Tin = 85° C; u  = 0.09 m s-1; L = 400 mm. 
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It can, therefore, be concluded that the mechanism governing the enhancement of heat 
transfer caused by forced vibration is different from that responsible for flow 
enhancement in non-Newtonian fluids, the latter being caused by the effects of the 
added shear on the viscosity of the fluid, while the enhancement in wall heat transfer 
and temperature uniformity across the pipe is caused by the radial mixing induced by 
transversal vibration.  The extent of this mixing depends on the fluid radial 
displacement, which in turn is more dependent on vibration amplitude (i.e. pipe wall 
displacement) than frequency.  The vibration Reynolds number defined as 
 
e
DA
µ
ωρ
=vRe                 (4.33)
          
again does not seem to be a criterion that governs the effects observed here since 
different combinations of A and f  leading to the same value of Rev yielded different 
temperature distributions and hv values (see Table 4.3). 
 
Thus, it has been established that the benefits of transversal vibration are threefold:  
 
i. a much more uniform temperature profile compared to the steady state,  
ii. a rapid development in the temperature profile along the pipe, and  
iii. a substantial increase in wall heat transfer.   
 
It is also plausible that the vigorous spiralling fluid motion generated would have 
further benefits; it should help reduce fouling of the pipe because of the energetic 
scrubbing action that the fluid motion would create at the wall which is the region of 
very high vorticity (reaching an order of magnitude of 103 s-1), and would also in a 
two-phase solid-liquid flow help keep the solid particles in suspension, thus, 
enhancing homogeneity in heat transfer to both the continuous and dispersed phase. 
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4.5.3. EFFECT OF FLUID RHEOLOGY 
 
4.5.3.1. Newtonian fluids 
For a Newtonian fluid, the effect of viscosity was studied by varying k0 in Equation 
(4.5) and the temperature maps are depicted in Figure 4.22.  Profound effects are 
observed for both fluids under identical conditions of vibration (A = 2.0 mm, f = 50 
Hz).  However, as expected, the effects on the uniformity of the temperature profile 
and on the heat transfer coefficient are relatively more significant for the less viscous 
fluid.  A lower viscosity promotes fluid mixing and therefore gives rise to a more 
uniform temperature distribution and better radial heat transfer.  For a 10:1 reduction 
in µ, the enhancement in heat transfer was in the ratio 1:2.25.   It should be noted that 
for both fluids, the Reynolds number at the pipe inlet was small (Re < 20). 
 
While a near-uniform temperature distribution was achieved for the less viscous fluid 
(µ ~ 0.1 Pa s at the inlet) at f = 50 Hz (Figure 4.13), the more viscous fluid (µ ~ 1 Pa s 
at the inlet) required a higher frequency (f = 100 Hz) to achieve the same level of 
uniformity.  Figure 4.23 shows the temperature distribution at different frequencies 
for the more viscous fluid (compare with Figure 4.13 for the less viscous fluid). 
 
         
(a) k0 = 5 × 10-7 Pa sn   (b) k0 = 5 × 10-6 Pa sn 
 
Figure 4.22: Effect of viscosity on temperature distribution for Newtonian fluids: 
n = 1; Tw = 180° C; Tin = 85°C; u  = 0.09 m s-1; A = 2.0 mm; f = 50 Hz; L = 400 mm. 
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(a) Steady state (f = 0 Hz)          (b)  f = 50 Hz 
                                    
     (c) f = 75 Hz             (d) f = 100 Hz 
 
Figure 4.23: Temperature contours at different frequencies for a high viscosity fluid: 
n = 1; k0 = 5 × 10-6 Pa sn; Tw = 180° C; Tin = 85°C; u  = 0.09 m s-1;  
A = 2.0 mm; L = 400 mm. 
 
 
Whilst the temperature distribution for an even more viscous fluid (µ ~ 6.5 Pa s) was 
only slightly affected by vibration at f = 25 and A = 2.0 mm, a significant 
enhancement was observed when the amplitude was increased to A = 5.0 mm, as 
shown in Figure 4.24.  This suggests that the more viscous the fluid, the more 
energetic the vibration needs to be in order to achieve a considerable degree of 
mixing. 
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        (a) A = 2.0 mm                 (b) A = 5.0 mm 
 
Figure 4.24: Temperature contours for a highly viscous Newtonian fluid at two 
different amplitudes: 
n = 1; k0 = 5 × 10-5 Pa sn; Tw = 180° C; Tin = 85°C; u  = 0.09 m s-1;  
   f = 25 Hz; L = 400 mm. 
 
 
4.5.3.2. Non-Newtonian fluids 
Simulations were also run for power law fluids with n = 1, 0.8, and 0.65, but the same 
k0 in Equation (4.6).  The temperature contours for these rheologies which are 
presented in Figure 4.25 demonstrate the effect of the shear thinning index n for 
identical oscillations.  As n reduces the viscosity of the fluid at a given shear rate is 
lower by virtue of the increased shear thinning.  However, in a non-isothermal flow 
the effect of temperature as expressed by Equation (4.6) on the consistency index k 
and, hence, viscosity of the fluid is less for a smaller n.  Thus, out of these two 
competing mechanisms, it appears that the degree of non-Newtonian behaviour in the 
range studied (n = 0.65-1.0) is predominant and leads to relatively more significant 
vibration effects.  The fluid with n = 0.65 has the most uniform temperature 
distribution across the pipe; such an effect decreases to its minimum as the condition 
of zero pseudoplasticity is achieved, i.e. n = 1, as shown in Figure 4.25.  It should be 
pointed out that the Newtonian fluid has the highest starting viscosity at the pipe inlet 
(~ 6.5 Pa s).  Note that the steady state temperature distribution is almost identical for 
all n values in this short pipe. 
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        (a) Steady state (all n values)       (b) n = 1.0 (f = 25 Hz, A = 2.0 mm) 
 
                               
     (c) n = 0.8 (f = 25 Hz, A = 2.0 mm)      (d) n = 0.65 (f = 25 Hz, A = 2.0 mm) 
 
Figure 4.25: Effect of flow behaviour index on temperature distribution: 
k0 = 5 × 10-5 Pa sn; Tw = 180° C; Tin = 85°C; u  = 0.09 m s-1; L = 400 mm. 
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4.5.4. EFFECT OF PIPE LENGTH 
 
To achieve a given exit temperature under steady-state, a very long pipe is normally 
required since the temperature difference between the fluid and the wall decays 
exponentially along the pipe.  With vibration, however, this can be achieved in much 
shorter pipes as the above results have shown.  CFD results also showed that 
increasing the length of the vibrated pipe (f = 25 Hz, A = 2.0 mm) from 400 to 800 to 
1200 mm, whilst keeping all the other parameters constant, results in an improved 
temperature profile being achieved at the outlet, as shown in Figures 4.26 and 4.27, 
since the fluid is, thus, subjected to vibration for a longer time.  However, the degree 
of improvement reduces for larger L values as the driving force for heat transfer 
diminishes with increased uniformity in the temperature distribution. 
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Figure 4.26:  Effect of pipe length on temperature profile at the pipe exit: 
n = 1; k0 = 5 × 10-7 Pa sn; Tw = 180° C; Tin = 85° C; u  = 0.09 m s-1; A = 2.0 mm;         
f = 25 Hz. 
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Figure 4.27: Effect of pipe length on temperature distribution along the pipe:            
(a) steady state; (b) vibration, L = 400 mm; (c) vibration, L = 1200 mm (only the last 
400 mm section of the pipe is shown): 
n = 1; k0 = 5 × 10-7 Pa sn; Tw = 180° C; Tin = 85° C; u  = 0.09 m s-1; f = 25 Hz;            
A = 2 mm. 
  
 
As pointed out above in relation to Figure 4.11, vibration causes the temperature 
profile to develop rapidly over a relatively short pipe length, which means that the full 
effects are felt in the early stages of the flow and, hence, the remainder of the pipe is 
not as effective in improving the temperature distribution.   
 
The results in Figure 2.28 depict typical plots of the variations of the dimensionless 
temperature profile Ψ (Equation (4.25)) along the pipe centreline which show that a 
thermal fully developed profile is achieved in the vibrated flow over a relatively short 
length of pipe.  Thus, the thermal entrance length can be reduced substantially by at 
least an order of magnitude compared to its value in steady state flow (~11 m).  
Similarly, the value of h is rapidly enhanced in the early stages of the flow, and then 
drops off and remains unchanged thereafter beyond the thermal entrance region.  
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Initially, the enhancement in heat transfer increases rapidly due to vibration and the 
presence of large temperature differences over the cross-section.  However, when a 
near-uniform temperature profile is achieved, the driving force for heat transfer 
declines and ultimately levels off.   
 
In practice, and since long pipes on the metre scale are usually used, the use of 
vibration would mean a large enhancement in heat transfer characteristics can be 
achieved by using frequencies and amplitudes significantly lower than those used in 
this study.  Alternatively, significantly shorter pipes could be used to achieve the same 
results (but at higher A and/or f).  Therefore, the optimum vibration amplitude and 
frequency required depends, amongst other factors, on the pipe length.    
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Figure 4.28:  Variation of dimensionless temperature profile along the pipe centreline: 
n = 1; k0 = 5 × 10-7 Pa sn; Tw = 180° C; Tin = 85° C; u  = 0.09 m s-1; A = 2.0 mm. 
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4.5.5. EFFECTS ON VELOCITY PROFILE 
 
In steady flow, CFD results showed that the temperature dependence of the fluid 
viscosity has a significant flattening effect on the velocity profile, in agreement with 
the experimental and numerical results of Kwant et al. (1973(a) and (b)) (also see 
Section 4.4.1).  However, CFD results for vibrational flow showed that vibration 
reduces this flattening in the velocity profile, i.e. vibration has a stretching effect on 
the velocity profile, as shown in Figure 4.29.  As the temperature profile becomes 
more uniform due to vibration, the temperature near the wall decreases compared to 
the steady state, thus, increasing the viscosity and reducing velocity.  On the other 
hand, the temperature near the pipe centre increases, thus, reducing the viscosity and 
increasing velocity.  This effect increases with vibration frequency and amplitude, as 
shown in the figure. 
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Figure 4.29: Effect of vibration on non-isoviscous velocity profile: 
n = 1; k0 = 5 × 10-7 Pa sn; Tw = 180° C; Tin = 85° C; u  = 0.09 m s-1; L = 400 mm. 
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4.6. CONCLUSIONS 
 
 
A validated CFD model was used to show that a transversal mechanical vibration 
imposed at the wall of a pipe conveying a non-isothermal laminar flow generates a 
vigorous swirling fluid motion represented by a strong vorticity field and complex 
spiralling fluid streamlines and trajectories.  This chaotic fluid motion results in 
convective currents at the wall and substantial radial fluid mixing leading to large 
enhancement ratios in wall heat transfer and a near-uniform radial temperature 
distribution.  Temperature contours showed that without vibration the temperature 
profile develops extremely slowly along the pipe, as the temperature difference 
between the fluid and the wall decays exponentially along the pipe.  With vibration, 
however, the temperature profile develops so rapidly that a given outlet temperature 
can be achieved along a much shorter pipe length.  The thermal entrance length can be 
reduced by an order of magnitude or more compared to its value in steady state flow.   
 
The observed effects are governed by the amplitude and frequency of vibration so 
that, for a given fluid viscosity, higher amplitudes and frequencies led to better 
improvements in heat transfer characteristics.  Increasing vibration amplitude from 
1.0 mm to 2.0 mm resulted in a substantial increase in the uniformity of the radial 
temperature distribution.  Increasing vibration frequency from 25 Hz to 50 Hz also led 
to a significant effect.  However, the effects appear to be more sensitive to the 
amplitude than the frequency of wall oscillations.  Even low frequency oscillations    
(f = 5 Hz) were found to generate substantial enhancements in temperature uniformity 
but at large amplitudes (e.g. A = 10 mm). 
 
More viscous fluids required a more energetic vibration to induce the required mixing.  
Shear thinning fluids, however, exhibited more pronounced vibrational effects which 
increased in significance as n was reduced in the range studied (n = 1.0-0.65). 
 
Vibration was also found to have a significant stretching effect on the velocity profile 
at a constant flow rate.  This effect is attributed to the influence of temperature on the 
viscosity.  In steady non-isothermal flow, the velocity profile is flattened compared to 
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the isothermal profile.  However, as the temperature profile becomes more uniform 
due to vibration, the temperature near the wall decreases compared to the steady state, 
thus, increasing the viscosity in this region and reducing velocity.  On the other hand, 
the temperature near the pipe centre increases, thus, reducing the viscosity and 
increasing velocity there. 
 
It can be argued that the strong spiralling fluid motion generated would have added 
benefits in reducing fouling of the pipe because of the cleaning action that the fluid 
motion would create at the wall, and in a two-phase solid-liquid flow it would help 
keep the solid particles in suspension and enhance liquid-particle heat transfer.   
 
These results open up new opportunities for the potential application of mechanical 
vibration as an elegant non-intrusive technique in processes where reducing non-
uniformity in heat transfer represents a challenge, such as in the thermal sterilisation 
of foods.  This work can be extended in the future to the more complex flows of solid-
liquid mixtures.  In the following chapter, an investigation is carried out of the steady 
isothermal flow of solid-liquid suspensions as a first step in extending the vibration 
studies to such multiphase systems. 
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NOMENCLATURE  
 
a wall surface area, m2 
A vibration amplitude, m 
Cp specific heat capacity, J kg-1 K-1 
D pipe diameter, m 
E enhancement ratio, dimensionless 
Ea activation energy, kJ mol-1 
f vibration frequency, Hz  
Gr Graetz number, dimensionless 
h heat transfer coefficient, W m-2 K-1    
hv vibrational heat transfer coefficient, W m-2 K-1 
k fluid consistency index, Pa sn  
k0 pre-exponential factor, Pa sn 
L pipe length, m 
Lh hydrodynamic entrance length, m 
Lth thermal entrance length, m 
m&
 mass flow rate, kg s-1 
Nu Nusselt number, dimensionless 
n flow behaviour index, dimensionless 
p fluid pressure, Pa  
Pr Prandtl number, dimensionless 
r radial coordinate, m  
R pipe radius, m  
RG ideal gas constant, 8.314 J mol-1 K-1 
Re Reynolds number, dimensionless 
Rev vibration Reynolds number, dimensionless 
t time, s 
T local temperature, °C 
Tc centre temperature, °C 
Tin area-averaged inlet temperature, °C 
Tm area-averaged temperature at a given section, °C 
Tout area-averaged outlet temperature, °C 
Tw wall temperature, C 
∆Tm log-mean temperature difference, °C 
u axial velocity, m s-1 
u
 mean axial velocity, m s-1 
un normalised axial velocity, m s-1 
ux fluid velocity in the x direction, m s-1 
uy fluid velocity in the y direction, m s-1 
x&  wall velocity in the x direction, m s-1    
x coordinate in horizontal direction, m 
y coordinate in vertical direction, m 
z coordinate in axial direction, m 
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Greek letters 
 
.
γ  shear rate, s-1  
ζ  vorticity, s-1 
η apparent viscosity, Pa s 
θ dimensionless temperature, dimensionless 
λ thermal conductivity, W m-1 K-1 
µ Newtonian viscosity, Pa s 
µe effective viscosity, Pa s 
ρ fluid density, kg m-3  
τ shear stress, Pa  
Ψ dimensionless temperature profile, dimensionless 
ω angular frequency, s-1  
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CHAPTER 5 
SOLID-LIQUID  FLOW  OF  COARSE  NEARLY-
NEUTRALLY  BUOYANT  PARTICLES  IN  NON-
NEWTONIAN  FLUIDS 
 
 
Summary  
 
hile the measurement of solid and liquid phase velocity profiles in 
industrial solid-liquid mixtures is usually difficult, the results reported 
in this chapter show that CFD is capable of providing good predictions of these 
velocity profiles.  The flow of coarse solid particles in non-Newtonian carrier fluids 
was numerically simulated using an Eulerian-Eulerian CFD model.  The study is 
concerned with nearly-neutrally buoyant particles of 2-10 mm diameter conveyed by 
shear thinning fluids in laminar flow, in a 45 mm diameter pipe at concentrations up 
to 40% v/v.  A small number of simulations were also run using shear-thickening 
carrier fluids.  The flow fields predicted by the model are successfully validated by 
experimental measurements of particle velocity profiles obtained using Positron 
Emission Particle Tracking (PEPT) technique, while solid-liquid pressure drop is 
validated using relevant correlations gleaned from the literature.  The effects of 
various parameters on the flow properties of the solid-liquid mixtures studied have 
been investigated over a wide range of conditions.  Whilst the effects of varying the 
power law parameters and the mixture flow rate for shear thinning fluids are relatively 
small, particle diameter and concentration have a significant bearing on the flow 
regime, the uniformity of the normalised particle radial distribution, the normalised 
velocity profiles of both phases, and the magnitude of the solid-liquid pressure drop.  
The maximum particle velocity is always significantly less than twice the mean flow 
velocity for shear thinning fluids, but it can exceed this value in shear thickening 
fluids.  In vertical down-flow, particles are uniformly distributed over the pipe cross 
section, and particle diameter and concentration have little effect on the normalised 
velocity and concentration profiles.  Pressure drop, however, is greatly influenced by 
particle concentration. 
W 
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5.1. LITERATURE REVIEW 
 
 
5.1.1. MULTIPHASE SOLID-LIQUID FLOW 
 
Multiphase flow of solid-liquid mixtures is encountered in a wide spectrum of 
industrial processes from the chemical, petrochemical, pharmaceutical, food, and 
biochemical industries, to mining, construction, pollution control, and power 
generation.  Applications include the hygienic movement and processing of food and 
pharmaceutical products, the transport of coal and ores, and the secure transportation 
of effluent and waste products.  In such systems, solid-liquid mixtures are conveyed in 
horizontal or/and vertical pipes. 
 
Solid-liquid flows are usually complex and their behaviour is governed by a large 
number of factors, giving rise to a wide range of flow regimes.  Among such factors 
are flow rate, pipe diameter and orientation, carrier fluid physical and rheological 
properties, and particle size, density and concentration.  There is, therefore, an evident 
need to classify solid-liquid mixtures in order to provide a rational basis for describing 
their flow behaviour.   
 
Classification of solid-liquid mixtures is a long standing theme in fluid mechanics.  In 
one scheme of classification that recurs frequently in the literature, the behaviour of 
solid-liquid mixtures in horizontal pipes is classified into two categories: settling and 
non-settling slurries.  The settling behaviour is usually associated with large solid 
particles, whereas the non-settling behaviour is frequently associated with fine particle 
suspensions (Brown and Heywood, 1991).  However, this classification fails to 
describe the flow behaviour of large neutrally or nearly-neutrally buoyant particle 
suspensions encountered, for example, in the food industry.   
 
Another scheme of classification describes two extremes of slurry behaviour based on 
the physical appearance of the slurry: homogeneous and heterogeneous slurries (Shah 
and Lord, 1991).  This classification provides an indication of the distribution of solid 
particles over the pipe cross-section under flow conditions.  Homogeneous mixtures 
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are those in which the distribution of solid particles is uniform over the pipe cross-
section.  Suspensions of fine solid particles, where the two phases do not separate to 
any significant extent during flow, tend to be reasonably homogeneous and are 
usually treated as such.  Although a homogeneous solid-liquid suspension is 
essentially made up of two distinct phases, there are situations in which particular 
slurries can be described satisfactorily by single-phase models.  Heterogeneous slurry 
flow, on the other hand, applies to slurries of usually coarse particles where the two 
phases behave distinctly with a pronounced particle concentration gradient which is a 
result of particle settling under the influence of gravity.  The study of such slurries is 
therefore more complicated since the single-phase flow approximation is not 
applicable to such essentially heterogeneous flows.   
 
Although the homogeneous and heterogeneous flow regimes seem distinct, the 
transition from one regime to the other is not clear cut, and there are flow situations 
which have some of the characteristics of each regime.  For example, food particulates 
usually have densities close to that of the carrier fluid, resulting in little or no 
tendency for settling under gravity, a characteristic of homogeneous flows.  On the 
other hand, in the presence of coarse solid particles common in food suspensions, the 
two phases behave distinctly and the mixture is considered heterogeneous.  An 
intermediate flow has been reported to occur when conditions for homogeneous and 
heterogeneous flow exist simultaneously (Legrand et al., 2007). 
 
The main distinction between homogeneous and heterogeneous flow lies in the 
distribution of solid particles in the pipe cross-section.  Until recently, no quantitative 
criterion has been available in the literature to describe particle distribution.  The 
criteria usually used to delineate different flow regimes are generally subjective.  
Legrand et al. (2007) used a method based on flow visualisation in order to 
characterise food suspensions with quantitative criteria by measuring the cumulative 
distribution of particles.  The authors used large food particles with densities of 1048 
and 1116 kg m-3 at concentrations up to 26% w/w.   
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A major factor which influences the flow behaviour of solid-liquid mixtures is the 
rheological properties of the carrier fluid.  In many situations, viscous Newtonian or 
non-Newtonian fluids are used as the carrier media.  These carrier fluids are used 
because: (a) they are in some cases dictated by the process, e.g. Newtonian heavy oil 
to transport solids out of wells, and continuous thermal processing of particulate food 
products in non-Newtonian fluids; and (b) when the flow is laminar, the transport of 
coarse particles in fluids of non-Newtonian rheology offers certain advantages:  
 
(i) the apparent viscosity of a shear thinning fluid is a maximum at the centre 
of the pipe and this aids particle suspension (though some of this effect 
may be offset by the propensity of migration across streamlines and the 
enhanced settling velocities in sheared fluids);  
(ii) the apparent viscosity is a minimum at the pipe wall, thus, the frictional 
pressure drop will be low and will increase only relatively slowly with 
increasing mixture velocity, hence leading to a lower power consumption; 
and  
(iii) if the fluid exhibits a yield stress, it tends to assist the suspension of coarse 
particles in the central region of the pipe (Chhabra and Richardson, 1999). 
 
In practical situations, the transport of particulate matter can occur with a wide size 
distribution (e.g. coal dust to large lumps); in this case the fine colloidal particles tend 
to form a pseudo-homogeneous shear thinning medium of enhanced apparent 
viscosity and density in which the coarse particles are conveyed.  On the other hand, 
the heavy medium may consist of fine particles of a different solid, particularly one of 
higher density such as in the transport of overburden or cuttings in drilling muds.  In 
such cases, the liquid vehicle usually behaves as a Bingham plastic whose yield stress 
and plastic viscosity increase as the solids concentration increases (Maciejewski et al., 
1997).  The use (optional or otherwise) of non-Newtonian carrier fluids for processes 
which involve conveying of slurries through pipes, pipelines, or channels has been 
restricted by a lack of understanding of the behaviour of these flows. 
 
The vast majority of the documented data on solid-liquid flow relate to water-based 
slurries of fine particles.  The flow of particles in non-Newtonian fluids has only been 
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reported in a few studies.  Charles and Charles (1971) transported fine sand particles 
in shear thinning clay suspensions.  The head loss was six times smaller compared to 
that incurred using water as the carrier fluid.  Similarly, Ghosh and Shook (1990) 
reported a reduction in pressure gradient for the flow of fine sand particles in a shear-
thinning CMC solution, but not for larger pea gravel particles; this was attributed to 
the fact that these larger particles were conveyed in the form of a sliding bed and not 
as a suspension.  Duckworth et al. (1983, and 1986) conveyed coal particles (up to 19 
mm) in a slurry of fine coal which behaved as a Bingham plastic. 
 
 
5.1.2. SOLID-LIQUID FOOD MIXTURES 
 
Solid-liquid food mixtures are characterised by coarse solid particles with a small 
density difference with the carrier fluid, which in turn is usually highly viscous and 
often non-Newtonian.  A fundamental understanding of the flow behaviour of solid-
liquid food suspensions in horizontal and vertical pipes is essential for the design of 
food processing equipment, especially in food sterilisation.  Continuous thermal 
sterilisation is the most significant sterilisation method, whereby the product is heated 
in a heating tube up to a temperature sufficient to kill all viable organisms, held at the 
same temperature in a holding tube for sufficient time to ensure temperature 
homogeneity and sterility, and then cooled (see Chapter 4, Section 4.1.1 for more 
details on continuous thermal sterilisation).  Because solid-liquid food mixtures are 
usually heterogeneous (Lareo et al., 1997(a)), the process can involve a wide 
distribution of particle concentration, velocity, residence time, and, as a result, 
temperature; thus different parts of the mixture will be subject to different conditions 
leading to unpredictable variations in product quality.  Usually, the holding tube 
length is designed based on the residence time of a Newtonian fluid in laminar flow 
where the maximum velocity is twice the mean flow velocity (Lareo and Fryer, 1998).  
This conservative assumption may result in an overcooked, although sterile, product 
(Zhang and Fryer, 1993; Mankad et al., 1995).   
 
The fluid mechanics of such flows is still poorly understood.  As noted by several 
researchers (e.g., Lareo et al., 1997(a); Fairhurst, 1998; Fairhurst et al., 2001; 
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Chakrabandhu and Singh, 2005; and Legrand et al., 2007), there is a lack of data on 
the flow behaviour of solid-liquid food mixtures.  As a result, it is presently difficult 
to design equipment for the continuous aseptic processing of food mixtures that 
ensures both treatment homogeneity and conservation of product quality.   
 
A number of studies have reported results relating to the horizontal pipe flow of solid-
liquid food mixtures using real or model foods and a variety of experimental 
techniques.  A detailed review of the literature up until 1997 can be found in Lareo et 
al. (1997(a)).  However, information is still notably lacking at high solids 
concentrations, and some experimental results lack consistency.  In particular, 
measurements and calculations of particle velocity and concentration profiles as well 
as solid-liquid pressure drop are scarce.  
 
 
5.1.3. SOLID-LIQUID VELOCITY PROFILES 
 
The velocity field of solid particles in a solid-liquid mixture determines the residence 
time distribution of particles, which is of particular relevance to the aseptic processing 
of solid-liquid food mixtures, where it is essential to ensure that the fastest moving 
particles receive adequate thermal treatment without causing overcooking and product 
quality degradation.  
 
5.1.3.1. Horizontal flow 
Velocity profiles have rarely been measured for coarse particle mixtures, particularly 
at high solids concentrations.  Newitt et al. (1962) studied the horizontal flow of 
suspensions of Perspex, sand, gravel, and zircon particles in water.  It was observed 
that the position of the maximum velocity was not at the pipe centreline but shifted 
upwards.  The velocity profile of the mixture below this maximum-velocity point was 
found to be parabolic, whereas above this point it was found to fit a 1/7th power law 
profile.  The presence of solid particles reduced the liquid velocity in the pipe centre.   
 
For the horizontal flow of coarse nearly-neutrally buoyant particles in suspensions, 
the literature is particularly limited.  Roberts and Kennedy (1971) measured particle 
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and liquid velocities for suspensions of neutrally buoyant cubic and cylindrical solid 
particles of 1015 and 1052 kg m-3 density, respectively, and up to 30% solids 
concentration in a horizontal pipe of 50.8 mm diameter.  Fluid and particle velocities 
were measured using pulsed injections of salt water and tagged radioactive particles, 
respectively.  Solid particles were found to travel considerably faster than the mean 
liquid velocity, with the difference increasing with particle concentration.  
 
Kowalewski (1980) used an Ultrasound Doppler technique to measure the velocity 
profiles of aqueous suspensions of spherical particles up to 50% concentration with a 
density lower than that of the carrier fluid and for particle-to-tube diameter ratios of 
0.001 – 0.05.  The velocity profiles were found to be blunted and were characterised 
by a simple empirical correlation.  The degree of blunting was found to increase with 
particle concentration and size. 
 
Altobelli et al. (1991) used Nuclear Magnetic Resonance (NMR) imaging techniques 
to measure the fluid velocity profile and particle distribution in solid-liquid 
suspensions flowing in a horizontal pipe in laminar flow for particle concentrations up 
to 39% v/v.  The solid particles, which were made of plastic, had a diameter of 0.76 
mm and density of 1030 kg m-3, and the carrier fluid was a Newtonian viscous oil 
with a density of 875 kg m-3.  Experiments were conducted for mean fluid velocities 
in the range 1.7-22.3 cm s-1.  It was found that for particle concentrations up to 10% 
v/v the ratio of the centreline velocity to the mean mixture velocity exceeded 2.0, but 
decreased monotonically at higher concentrations.   
 
Ding et al. (1993) performed a numerical analysis, using a computer programme 
(COMMIX-M), of the solid-liquid systems investigated by Altobelli et al. (1991).  
The numerical predictions of the fluid velocity were in close agreement with the 
experimental data.  The authors concluded that further developments in the 
multiphase solid-liquid model used would lead to increased confidence in the 
capability of the model in simulating dense slurry flow systems, and that such 
developments would result from comparisons with a wide data base of experimental 
results.    
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Fregert (1995) studied the horizontal laminar flow of suspensions of nearly neutrally-
buoyant particles in Newtonian carrier fluids in a 45 mm diameter pipe.  The 
suspensions were fairly dilute with particle concentrations up to 10%, and the particle-
to-pipe diameter ratio ranged from 0.10 to 0.16.  The study determined both liquid and 
solid velocity profiles in addition to the particle concentration profile.  It was found 
that (i) the maximum particle velocity occurred 4-6 mm above the pipe centreline, (ii) 
particle velocity was always smaller than the liquid velocity, and (iii) liquid velocity 
was generally slightly higher than that of the carrier fluid flowing alone.  
 
McCarthy et al. (1997) used NMR to measure the velocity profile of solid-liquid 
suspensions as a function of flow rate, solids concentration and particle size.  The pipe 
had a diameter of 26.2 mm, and the solid particles were alginate spheres of 2.5 mm 
and 5.0 mm diameters.  The particles were suspended at concentrations of 10%, 20%, 
and 30% w/w in a 0.5% w/w carboxy-methyl-cellulose (CMC) carrier fluid whose 
rheology was best described by a power law model.  The average flow velocity ranged 
between 2-35 cm s-1.  The authors described the solid-liquid suspension with a power 
law model by measuring the degree of bluntness in the solid-liquid velocity profile 
and then calculating the corresponding flow behaviour index which would result in 
the same degree of bluntness in single-phase flow.  For the CMC solution flowing 
alone, the velocity profile, normalised using the mean flow velocity, showed 
increased bluntness as the flow rate was increased.  For solid-liquid suspensions, the 
bluntness in the velocity profile was found to increase with particle concentration.  
The degree of bluntness was measured using the ratio of the flow behaviour index of 
the CMC carrier fluid flowing alone to that of the solid-liquid suspension.  This ratio 
was found to reach 0.38 at 30% w/w solids.         
  
Fairhurst et al. (2001) and Barigou et al. (2003) used the technique of Positron 
Emission Particle Tracking (PEPT) to determine the trajectories and velocity profile 
of coarse nearly-neutrally buoyant particles in non-Newtonian CMC carrier fluids.  
The solid particles used as model food particles were calcium alginate spheres of 5 
and 10 mm diameters and 1020 kg m-3 density.  Experiments were carried out at 
particle concentrations of 21 ± 2%, 30 ± 2% and 40 ± 2% v/v and mixture velocities 
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ranging from 24 to 125 mm s-1.  The non-Newtonian carrier fluids employed were 
0.3%, 0.5%, and 0.8% w/w CMC solutions the rheology of which was characterised 
by an Ellis model.  A gravity-driven flow loop was used wherein the solid-liquid 
mixture flowed through a down pipe followed by a horizontal pipe, each of 1400 mm 
length and 45 mm inner diameter. 
 
The authors identified two flow situations: concentric flow and capsule flow.  The 
concentric flow pattern, observed at moderately high particle concentrations (e.g. 30% 
v/v), was characterised by a slow moving annulus close to the pipe wall and a faster 
moving central region.  In the annular region, the effect of particle settling due to 
gravity was observed.  At the base of the pipe, particles travelled at lower velocities 
than those at the top of the pipe.  Except at the base of the pipe, particles travelled at 
velocities greater than the mean mixture velocity.  At a higher particle concentration 
(40% v/v), and as particles were confined in a space that was insufficient to 
accommodate the spatial configuration of concentric flow, particles formed 
agglomerates, thus leading to capsule flow.   
 
Two types of solid phase velocity profile were measured: global velocity profile and 
top to bottom velocity profile.  The global velocity profile was measured by dividing 
the pipe cross section into four concentric regions and calculating the mean axial 
velocity of particles in each region.  The top to bottom profile was measured by 
dividing the pipe cross section into eight sections, four above and four below the pipe 
centreline, and then calculating the mean velocity in each section as a function of 
radial position.  Global solid phase velocity profiles showed considerable flattening 
compared with the theoretical single-phase carrier fluid profile and were symmetrical 
about the pipe centreline.  Such profiles showed significant deviations from the actual 
velocities of the solid particles, particularly near the pipe wall, since the global 
velocity profiles do not take account of the asymmetric flow of the particles due to 
particle settling.  Top to bottom velocity profiles, on the other hand, were found to be 
generally asymmetrical around the pipe centreline since they do take into account the 
asymmetric nature of the flow.  Such profiles were, therefore, more representative of 
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the actual particle velocities.  Particles near the top of the pipe cross-section travelled 
at axial velocities significantly higher than those at the base of the pipe.   
 
The degree of asymmetry in the top to bottom velocity profile, measured using a 
‘skewness parameter’, was found to depend on the particle size and concentration, 
mean mixture velocity and carrier fluid viscosity.  Asymmetry was strongly evident at 
the lowest particle concentration used (21% v/v) due to particle settling, with the 
position of the fastest flowing particles shifted ~2.5 mm above the centreline; while at 
higher particle concentrations velocity profiles were more symmetrical as particle 
settling was limited.  The skewness of the solid phase velocity profile for 5 mm 
particles was found to be higher than that for 10 mm particles.  It was also found that 
increasing the apparent viscosity of the carrier fluid reduced the skewness of the solid 
phase velocity profile.  
 
In another study, Le Guer et al. (2003) used Ultrasound Doppler Velocimetry (UDV) 
to obtain the velocity profiles of suspensions of buoyant non-spherical particles (few 
millimetres in dimensions) in water, intended to mimic the flow behaviour of ice-
water mixtures.  Particle concentrations up to 20% w/w were investigated.  The basic 
principle employed in UDV is the measurement of the time lapse between the 
transmission of ultrasonic bursts and reception of echoes from the flowing particles, 
thus allowing the measurement of the position of the particles.  Flow patterns were 
determined by visualisation of the flow mixture.  Two flow patterns were observed: 
flow with a stationary bed at low flow velocities, with particles rising to the top of the 
pipe and forming a stationary bed; and flow with a moving bed.  Due to the formation 
of these beds of particles, the velocity profile of the mixture was found to be 
significantly deformed compared with the velocity profile of water flowing alone.  
The deformation of the velocity profile increased with particle concentration. 
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5.1.3.2. Vertical flow 
The solid and liquid velocity profiles in vertical flow have been studied by several 
researchers.  Durand (1953) measured velocity profiles for sand-water mixtures with 
particle diameters of 0.18, 1.0 and 4.6 mm, and found that the presence of solid 
particles up to 8% v/v had no effect on the velocity profile. 
 
Newitt et al. (1961) measured liquid phase velocity profiles for the up-flow of 
suspensions of sand particles in water up to 15% v/v solids.  Particle diameter was 
much smaller than the pipe diameter.  It was observed that the velocity profile was flat 
over a large section of the pipe.  As the particle concentration was increased, the 
liquid velocity at the pipe centre decreased and the velocity profile became flatter with 
a very steep gradient near the wall.  At high flow velocities, coarse particles tended to 
move as a central core leaving an almost particle-free annulus at the wall, while at low 
velocities the distribution of particles was fairly uniform across the pipe cross-section.  
Similar results have been reported by several researchers amongst them Durand 
(1952), Toda et al. (1973) and Alajbegovic et al. (1994).  
 
Sinton and Chow (1991) used NMR to study the Poiseuille Newtonian flow of 
suspensions of neutrally-buoyant plastic particles in a vertical tube.  The particles had 
a median diameter of 0.131 mm and were suspended at concentrations of 21-52% v/v.  
It was found that the shape of the fluid velocity profile changed with particle 
concentration.  The velocity profile was parabolic at low concentrations and flattened 
at higher concentrations.  Ding et al. (1993) used the computer code COMMIX-M to 
compute fluid velocities for the same solid-liquid systems for which the experimental 
data of Sinton and Chow (1991) were obtained, and reasonable agreement was found.  
 
Using a laser-Doppler anemometer, Alajbegovic et al. (1994) determined particle and 
fluid velocity profiles for dilute aqueous suspensions of non-neutrally buoyant 
particles of 2 mm diameter in vertical up-flow.  Particles denser than the carrier fluid 
lagged the fluid close to the pipe centreline, but those flowing near the pipe wall were 
faster than the fluid.  On the other hand, particles less dense than the carrier fluid 
travelled faster than the fluid at all radial positions.  It was also observed that the 
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dense particles showed a uniform distribution across the pipe cross-section at low 
flow rates, while coring was observed at higher flow rates where a region near the 
pipe wall was observed to contain almost no particles.  For the less dense particles, 
however, the distribution profile showed a maximum close to the pipe wall for low 
flow rates which flattened at higher flow rates. 
 
Lareo et al. (1997(b) and 1997(c)) presented experimental results on particle velocity 
profiles for solid-liquid food mixtures flowing upwards in a 44 mm diameter pipe.  A 
video recording technique was used to determine the position and axial velocity of 
tracer particles, thus allowing the calculation of velocity and distribution profiles of 
the particles.  Particle concentrations up to only 10% w/v were used since at higher 
concentrations the tracer could not be reliably seen among the large number of 
particles in the pipe.  The food particles used were cubed carrots with edge sizes 
within 6-10 mm and densities ranging mainly between 1016-1030 kg m-3.  The carrier 
fluids were 0.3% and 0.8% w/w CMC solutions (non-Newtonian).  In most of the 
cases studied, no particles were observed to flow near the pipe wall.  Results showed 
that as the particle concentration was increased, (i) the number of particles flowing in 
the central region of the pipe increased, (ii) the velocity profile of particles became 
flat near the pipe centreline, and (iii) some particles were seen to flow close to the 
wall.  At the highest particle concentration used, the particle distribution was nearly 
uniform.  Particle size was found to have little effect on the particle velocity profile 
near the pipe centreline, but increasing the particle size reduced the velocity of 
particles flowing near the pipe wall.  Particle velocity near the centreline was 
similarly unaffected by the carrier fluid viscosity, but near the pipe wall velocity 
increased with viscosity.  
 
An important conclusion of that work was that the assumption of Newtonian laminar 
flow for solid-liquid food mixtures is highly conservative since the maximum particle 
velocity measured experimentally never reached twice the mean mixture velocity as 
would be expected in a Newtonian fluid.  The authors also stated that predicting 
particles velocities computationally was not then possible since particle behaviour 
could not be incorporated into Computational Fluid Dynamics (CFD) programmes.    
5. Solid-liquid flow  189 
 
Lareo and Fryer (1998) carried out an experimental study of the up- and down-flow of 
solid-liquid food mixtures in vertical pipes in order to determine the particles’ time-
of-flight.  A metal detector technique was used, whereby a tracer is introduced into 
the system and is then detected as it passes between four metal coils.  Cubed carrots 
were used as food particles at concentrations up to 26% w/v, with water, 0.3% and 
0.8% w/v CMC, and 4% w/v starch solutions as the carrier fluids.  Time-of-flight 
distributions were strongly dependent on the carrier fluid rheology and flow pattern 
(laminar or turbulent).  For CMC carrier fluids, particles were found to travel rapidly 
in the central region of the pipe and more slowly near the pipe wall; this distribution 
was attributed to particle migration in the pipe.  Slip velocity was also measured to 
show the difference between solid and liquid behaviour.  For the starch solution, slip 
velocity was found to depend on particle concentration.  At low particle 
concentrations the mean particle velocity was smaller than the mean liquid velocity, 
but increased and exceeded the mean liquid velocity at higher concentrations.  For 
water and the CMC solutions, however, the mean particle velocity was always greater 
than the mean liquid velocity, resulting in a negative mean slip velocity which was 
nearly independent of particle concentration.  It was thus shown that the rheology of 
the carrier fluid is a major factor in determining the behaviour of the solid particles.    
 
Fairhurst et al. (2001) measured the velocity profile of solid particles in vertical 
down-flow using PEPT.  The solid particles had a diameter of 10 mm and a density of 
1020 kg m-3 and were suspended at 21%, 30% and 40% v/v concentrations in 0.5% 
and 0.8% w/w CMC solutions, at mean mixture velocities in the range 65-125 mm s-1.  
As expected, the solid phase velocity profile was found to be symmetrical due to the 
absence of gravitational effects in vertical flow.  The velocity profile was more 
flattened than that obtained under the same conditions in horizontal flow.  This was 
considered an advantage on horizontal flow in thermal processing, since particle 
velocities are more uniform in vertical flow.  In contrast with horizontal flow, particle 
trajectories showed little radial movement in vertical flow. 
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5.1.4. SOLID-LIQUID PRESSURE DROP 
 
Pressure drop in multiphase solid-liquid flow remains one of the most difficult 
parameters to predict.  Solid-liquid pressure drop depends on the flow regime, which 
in turn is dictated by the complex interaction of many variables (e.g. particle diameter, 
concentration and density, flow velocity and fluid viscosity).   
 
It is well established that the presence of solid particles in a carrier fluid gives rise to 
an increase in the pressure drop incurred, but there are no theoretical models available 
for calculating such a pressure drop.  However, many empirical and semi-empirical 
approaches do exist.  Due to the strong dependence of pressure drop on the flow 
conditions, empirical correlations tend to be specific, not only to the flow regime for 
which they were developed, but also to the conditions under which the experimental 
data used in their derivation were obtained.  Any attempt to use such correlations to 
predict pressure drop under other conditions is likely to lead to significant errors 
(Crowe et al., 1998).  Other restrictions to the use of such correlations are:  
 
(i) the existing definitions of solid-liquid flow regimes are not clear cut, as 
explained above (Section 5.1.1), with the boundaries between the flow 
regimes being not well defined;  
(ii) some solid-liquid systems may belong to more than one regime depending 
on the operating conditions; and 
(iii) pressure drop data collected from the literature for the purpose of 
developing correlations are often not sufficiently detailed, as they are 
usually obtained without regard to their possible ultimate utility in 
developing such correlations (Turian and Yuan, 1977).   
 
Owing to these difficulties, the estimation of solid-liquid pressure drop has been 
subject to considerable uncertainty. 
 
The classical empirical correlation of Durand and Condolios (Durand and Condolios, 
1952), which stands as a reference in the field of slurry flow, was developed using 
data for highly turbulent sand and gravel slurries with particle diameters in the range 
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0.2-25 mm, solid concentrations up to 60% v/v, and pipe diameters of 38-580 mm.  
Durand and Condolios found that their results were independent of particle diameter 
for particles larger than 20 mm in diameter.  They therefore looked for a parameter 
which would be largely dependent on particle size for small particles but less so for 
larger ones and chose the drag coefficient on a particle at its terminal velocity.  The 
correlation obtained contains two empirical constants.  A wide range of different 
values of one of these constants can be found in the literature which serves to caution 
against the indiscriminate use of empirical methods outside the range of variables for 
which they were derived.     
 
A number of authors reported that the Durand-Condolios correlation, while 
representing a milestone in the field, has limited applicability.  For example, Rasteiro 
et al. (1993) commented that this correlation may produce deviations of up to 55% 
from measured values.  Turian et al. (1971) also reported deviations exceeding 50%.  
Darby (1986), on the other hand, indicated that Durand-Condolios’ correlation does 
not account for inter-particle interactions.  Babcock (1971), who carried out a 
systematic series of experiments designed to asses the role of each of the groups in 
Durand-Condolios’ correlation, argued that the dimensionless groups in the 
correlation are not sufficient to account for the influences of particle size and 
concentration and pipe diameter.   
 
Zandi and Govatos (1967) proposed a modified version of Durand-Condolios’ 
equation to correlate approximately 1000 data points collected from various sources.  
However, their correlation has been hampered by the exclusion of a large set of data 
points and the arbitrary transition criterion used to demarcate between flow regimes 
(Turian and Yuan, 1977). 
 
Based on the theoretical approach advanced by Wilson (1942), and using their own 
experimental data, Newitt et al. (1955) proposed a set of regime-specific correlations 
and used transition velocities to delineate the flow regimes.  The transition criteria 
used imply that the transition from one regime to the next is abrupt, which is not the 
case in reality (Turian and Yuan, 1977; Shook and Roco, 1991).   
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Turian and Yuan (1977) noted the importance of ordering experimental data relating 
to slurry pressure drop according to flow regimes, since it allows the classification of 
data into groupings of more manageable size compared to the vast number and range 
of variables influencing the flow.  The authors proposed a set of four equations for the 
estimation of pressure drop for four different flow regimes: homogeneous flow, 
heterogeneous flow, saltation flow, and flow with a stationary bed.  They used another 
set of equations to delineate the four flow regimes.  The authors used a vast number of 
data points obtained from both the literature and their own work in arriving at these 
correlations.  Apart from the complexity of the correlations, Shook and Roco (1991) 
showed that the prediction of pressure drop using these correlations may sometimes 
deviate considerably from actual values, even under conditions that are entirely within 
the range of data used in deriving the correlations, and that the problem is not one of 
regime definition.     
 
Chhabra and Richardson (1985) presented a correlation for the prediction of the 
hydraulic pressure gradient based on experimental data relating to mixtures with a 
sliding bed.  They concluded from a review of the literature that there were then 
insufficient reliable results for expressions to be given for the pressure gradients in 
other flow regimes. 
 
Khan et al. (1987) discussed the works of principal investigators, including those of 
Durand and Condolios (1952) and Chhabra and Richardson (1985), and drew 
attention to some of the drawbacks of such correlations and the very wide 
discrepancies between the results of different researchers even when obtained under 
nominally similar conditions.  They argued that, in these works, no account was taken 
of the substantial effect of particle concentration on drag, and that the particle 
concentration used was that measured in the discharged mixture which will, in 
general, be lower than that measured in situ which determines the nature of the flow.  
The authors, therefore, developed experimental techniques for measuring the in-pipe 
particle concentration and fluid velocity using γ-ray absorption and salt injection, 
respectively.   
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As can be seen, a purely experimental approach to the problem of pressure drop 
prediction in solid-liquid mixtures is faced by difficult constraints arising from (i) the 
abundance of the variables influencing the flow which makes the variety of solid-
liquid systems almost unlimited, (ii) the wide range over which these variables may 
vary, and (iii) the limitations on accuracy and reproducibility of data (Turian et al., 
1971).  Due to these difficulties, emphasis has more recently shifted to modelling of 
solid-liquid flows.  As also noted by Shook and Roco (1991), as the data base for 
solid-liquid flow continues to grow, the importance of experimental correlations will 
gradually diminish compared to mechanistic models.  
 
Rasteiro et al. (1993) derived a semi-theoretical correlation for the prediction of 
pressure drop in heterogeneous solid-liquid mixtures in turbulent flow.  The authors 
first computed the concentration profile of solid particles in the pipe cross-section and 
then used it to calculate the pressure drop.  The model adopted to describe the flow of 
suspensions states that the suspension of solid particles is a result of a dynamic 
equilibrium between the tendency of the particles to settle due to gravity and their 
tendency to disperse due to turbulence.  By solving the model equations, the particle 
distribution was obtained.  The pipe cross-section was divided into slices of nearly 
constant concentration and pressure drop was evaluated for each slice using the 
proposed correlation.  The total pressure drop was then obtained by integrating these 
local pressure drops.  The empirical constants in the correlation were determined 
using experimental data for solid particles of high density (up to 2650 kg m-3) ranging 
in size from 0.16 to 1.28 mm in highly turbulent flow with velocities in the range 
0.98-3.76 m s-1.  Particle concentration varied from 2% to 34% v/v.   
 
The model was found to give improved pressure drop predictions compared to 
Durand-Condolios’ correlation.  Deviations from experimental data of less than 29% 
were obtained over the broad range of operating conditions considered, whereas 
Durand-Condolios’ equation produced deviations up to 55% from the same 
experimental data.    
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Doron and Barnea (1993) developed a three layer model for the calculation of 
pressure drop which treats the flow of settling mixtures as being constituted of three 
layers: a stationary layer at the base of the pipe, a moving bed layer above it, and a 
heterogeneous suspension layer in the rest of the pipe.  In a later study, Doron and 
Barnea (1995) compared new experimental data, obtained using particles of 3 mm 
diameter and 1240 kg m-3 density in water, to the predictions of the three layer model.  
The comparison showed satisfactory agreement.  The pressure drop was found to 
increase with particle concentration.  It should be noted that such models, usually 
applicable to heavy particles in turbulent flows, are not appropriate for estimating 
pressure drop in solid-liquid food suspensions where the densities of the two phases 
are similar and the objective of the flow is to avoid particle settling rather than to 
model the sedimentation layers.  
 
For fine particles which give rise to homogeneous or near homogeneous suspensions, 
the suspension can be treated as a continuum and calculation of pressure drop can be 
based on the bulk properties of the suspension (Khan et al., 1987).  This continuum 
approach may also be applied to dilute coarse particle suspensions where the solid-
liquid suspension can be approximated as a single phase fluid with properties 
equivalent to the mean properties of the suspension.  This approximation allows the 
calculation of pressure drop as a function of the suspension Reynolds number in the 
same way as in single-phase flows.  This approach was used by Gradeck et al. (2005) 
to calculate the pressure drop of fairly dilute solid-liquid suspensions with coarse      
(d = 4.4 mm) nearly-neutrally buoyant alginate particles in water and glucose 
solutions (Newtonian) and CMC solutions (non-Newtonian) in a 30 mm diameter 
pipe.  This method does not account for particle-particle interactions, which increase 
in significance with particle concentration, and is therefore inapplicable in 
concentrated suspensions.  
 
A review of the relevant literature shows that the use of CFD models to predict solid-
liquid pressure drop in suspensions of coarse nearly-neutrally buoyant particles has 
never been attempted.  It is therefore necessary for the development of reliable solid-
liquid flow models to test the capability of CFD in predicting pressure drop. 
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5.1.5. SUSPENSION VISCOSITY 
 
Adequate understanding of the rheological behaviour of solid-liquid food suspensions 
is particularly essential in the aseptic processing of particulate foods.  Despite its 
importance, only a few studies have been devoted to the rheological behaviour of 
solid-liquid food suspensions.  This may be attributed to the fact that only a few types 
of viscometers can be used in characterising the flow behaviour of suspensions 
containing large particles, such as tube viscometers, wide-gap parallel plate 
viscometers, and wide-gap rotational viscometers.  Even with these viscometers, 
difficulties still exist especially at high particle concentrations (Chakrabandhu and 
Singh, 2005). 
 
For mixtures of fine suspended particles, the mixture can be regarded as a 
homogenous fluid with an effective viscosity that can be determined experimentally 
or theoretically.  The literature contains a good deal of research in this area, and a 
number of correlations exist for estimating the viscosity of suspensions.  Although, in 
principle, suspensions of coarse solid particles cannot be treated as homogenous 
fluids, many of these correlations have been used and validated for coarse nearly 
neutrally-buoyant food particles flowing in non-Newtonian carrier fluids by 
Chakrabandhu and Singh (2005).  A homogenous suspension fulfils the condition 
that, when at rest, solid particles have a zero slip velocity.  For a solid-liquid food 
suspension, solid particles are nearly-neutrally buoyant and the carrier fluid is usually 
viscous, thus resulting in a very small slip velocity.    
 
The first calculation of the flow effective properties of a suspension in terms of the 
properties of its constituent phases dates back to Einstein’s work on Brownian motion 
in 1905, where he developed the following equation for estimating the relative 
viscosity, µr, of infinitely dilute Newtonian suspensions as a function of particle 
volume fraction Cs (Jeffrey and Acrivos, 1976)  
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where µsusp is the suspension viscosity and µf is the fluid viscosity.  This equation was 
derived with the assumption that particles are far enough apart not to influence each 
other and so to be treated independently of each other.  For concentrated suspensions, 
however, this assumption is clearly not valid and particle-particle interactions must be 
taken into account.  Therefore, several equations have been developed to extend 
Einstein’s equation to suspensions of higher particle concentrations.   
 
One of the earliest attempts was that of Mooney (1951) who used a theoretical 
approach to derive an equation for the viscosity of suspensions.  This method 
accounted for hydrodynamic interactions and the mutual crowding effect of spherical 
particles on each other.  The resulting equation is partly empirical as it contains an 
interaction parameter that is left for experimental determination.  Mooney’s equation 
takes the following form:  
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The constant 2.5 was chosen to agree with Einstein’s equation for infinitely dilute 
suspensions.  Mooney described a method to estimate the crowding factor, kc, which 
is related to the packing geometry, and concluded that 1.35 < kc < 1.91. 
 
Power series expansions of Einstein’s original equation have been suggested by many 
researchers to account for different factors that arise at high particle concentrations.  
These expansions take the form:  
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Thomas (1965) discussed a number of values for the coefficients Ai proposed by 
different researchers.  Using experimental data relating to the viscosity of suspensions 
with particle diameters up to ~ 0.44 mm, he found that over 97.5% of the 
experimental data for Cs < 0.25 could be represented by the equation:  
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For higher concentrations, a fourth term is required to account for particle-particle 
interactions and extend the validity of the equation up to Cs ~ 0.4.  Following the 
suggestion of Eyring et al. (1964) that this fourth term should be of an exponential 
form, Thomas showed that the following equation gives a good fit to the experimental 
data:  
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From the data presented by Thomas (1965), there appears to be no effect of particle 
size on suspension viscosity for the range of particle size studied (up to ~0.44 mm).  
 
Frankel and Acrivos (1967) used a theoretical approach to derive an equation for 
suspension viscosity as a function of particle concentration in the limit as the 
concentration approaches its maximum value Csm.  The resulting equation, which 
contains no empirical constants, was shown to give good agreement with available 
experimental data obtained from Rutgers (1962(a) and (b)) and Thomas (1965).  The 
equation takes the following form:  
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For spherical particles C′  = 9/8.  Frankel and Acrivos used the Csm value of 0.625 
which was obtained by Thomas (1965) and which corresponds very closely to the 
mean solids volume fraction in a randomly packed bed of uniform spheres.   
 
Some researchers described the rheology of suspensions in terms of power law 
parameters and derived mathematical representations for these parameters as a 
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function of the solids volume fraction Cs.  One of such representations is a modified 
version of Mooney’s equation (Equation (5.2)) proposed by Jarzebski (1981):  
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where k* and k are the consistency indices of the suspension and carrier fluid, 
respectively, and n is the flow behaviour index of the fluid.   
 
Chakrabandhu and Singh (2005) investigated the applicability of the above 
expressions to suspensions of coarse nearly neutrally-buoyant food particles in a non-
Newtonian carrier fluid.  The predictions of these expressions were compared with 
experimental results obtained using a tube viscometer for a suspension of green peas 
(d = 8.4 mm) in a 1.5% w/v CMC solution.  The expressions of Mooney (Equation 
(5.2)) and Frankel and Acrivos (Equation (5.6)) provided good agreement in the range 
of solids volume fraction 0.15-0.20 but failed to accurately predict the viscosity in the 
range 0.25-0.30.  It was found that the following third order expansion of Einstein’s 
equation provided the best fit to the experimental data: 
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5.1.6. MULTIPHASE SOLID-LIQUID CFD 
 
Computational fluid dynamics (CFD) has been a powerful tool in modelling 
multiphase flows.  Despite the current capabilities of CFD in investigating complex 
multiphase flows, experimental data are still needed for the development of any 
numerical or computational model.  As frequently noted in the literature, there is a 
lack of experimental data in many multiphase areas, particularly solid-liquid flows.  
Moreover, such data, when available, tend to be specific and apply only for the 
conditions under which they were obtained, as discussed above.    
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The use of CFD in modelling multiphase solid-liquid flow has been notably limited.  
As noted by van Wachem and Almstedt (2003), this is due to three factors: (i) the 
inherent complexity of the physical phenomenon of multiphase flow, reflected in the 
wide range of flow types and regimes encountered in such flows; (ii) the complex 
mathematical treatment of such flows remains still undeveloped; and (iii) the 
numerics required to solve multiphase governing equations are extremely complex.   
 
Nevertheless, substantial effort has been directed at the development of CFD models 
for multiphase systems, and the application of these models in industry has been 
growing steadily.  In fact, CFD models have reached such complex levels in their 
treatment of multiphase flows that they sometimes outstrip the ability to obtain 
experimental data with which to evaluate them (Kleinstreuer, 2003).  Kleinstreuer 
(2003) discussed the capabilities of different CFD software packages in modelling a 
range of multiphase flows and presented several cases of the application of CFD in 
the study of complex biomedical engineering-related multiphase flows drawn from 
the results of the author’s group of research.  CFD models were constructed using the 
commercial code CFX 4.4 and validated using available experimental data.   
 
Van Wachem and Almstedt (2003) presented an overview of the CFD models used for 
multiphase flows.  The authors derived the governing equations and closure models 
for multiphase flow and presented and compared different methods and formulations 
used for modelling such flows.  It was concluded that the application of CFD in 
studying multiphase flow is promising but nonetheless requires further development. 
 
There are two numerical approaches used to model multiphase flows: the Eulerian-
Eulerian and Eulerian-Lagrangian methods.  The Eulerian-Eulerian method, also 
known as the two-fluid method, regards the dispersed phase as a continuous phase, i.e. 
as a fluid.  This method accounts more easily for particle-particle interactions and is 
widely used for mixtures with high particle concentrations.  Multiphase flow models 
within this method can be sub-divided into two categories: homogeneous and 
inhomogeneous.  The homogeneous flow model views the mixture as one fluid with 
the bulk properties modified to account for the presence of the solid particles.  The 
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inhomogeneous flow model, on the other hand, views the two phases as distinct, 
interacting continua.   
 
Since the dispersed solid phase is treated as a continuum in the Eulerian-Eulerian 
approach, an effective viscosity has to be assigned to this phase.  This imposes a 
conceptual difficulty since viscosity is a property of continuous fluids only.  However, 
as discussed above, the literature contains a number of expressions for the calculation 
of suspension viscosity which can then be used to calculate a hypothetical solid phase 
viscosity.  These expressions have been shown to represent the rheological behaviour 
of food suspensions satisfactorily (Chakrabandhu and Singh, 2005).  
 
With the rapid increase of computational power, the particle tracking Eulerian-
Lagrangian approach has become feasible.  This approach calculates the trajectories 
of particles in the flow.  This method is computationally expensive and valid only for 
very dilute mixtures, i.e. < ~ 2% v/v (van Wachem and Almstedt, 2003).   
  
The success of any of these modelling methods depends on the accurate modelling 
and appropriate inclusion in the governing and closure equations of the various 
complex effects that occur in multiphase flows.  This, however, requires a solid 
understanding of the fundamentals of multiphase flows.  Numerical modelling and 
experimental approaches are complementary of each other, since experimental data 
are indispensable for the development and validation of numerical models while 
numerical models can provide more comprehensive data than experiment.   
 
Norton and Sun (2006) conducted a state-of-the-art review of the applications of CFD 
in the food industry, including food sterilisation.  A steady increase has been observed 
in the number of studies relating to CFD applications in the food industry.  For 
example, CFD has helped overcome some of the difficulties in relating heat transfer in 
food products to sterility and quality levels.  CFD can assist the understanding of the 
physical mechanisms that govern the various properties of food products, including 
solid-liquid mixtures.     
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Smith et al. (2000) conducted a CFD study of solid-liquid mixing in a tank using the 
commercial software CFX 4.2.  The system consisted of a stationary liquid into which 
neutrally-buoyant solid particles 6.25 mm in diameter were dropped.  The model was 
validated by comparing its predictions with experimental results obtained by the 
authors, and good agreement was found.  The model was then extended to study the 
dispersion of solid particles in a horizontal channel flow.  This study was intended as 
a first step towards simulating the dispersion of solid particles falling into a flowing 
melt.      
 
Krampa-Morlu et al. (2004) used CFD to predict the flow features of aqueous solid-
liquid slurries in turbulent upward pipe flow.  Among the investigated features was 
the velocity profile.  Particles had a density of 2650 kg m-3 and diameter of 0.47 or 1.7 
mm at concentrations up to 30% v/v.  The CFD model, formulated using the software 
CFX 4.4, was tested using the experimental results of Sumner et al. (1990).  The 
agreement between CFD and experiment was generally good for the smaller particles 
but deteriorated for the 1.7 mm diameter particles.  The authors concluded that the 
code failed to accurately predict important features of the flow using the default 
settings. 
 
An example of the successful application of CFD in modelling solid-liquid food 
mixtures is the work of Abdul Ghani and Farid (2007) who used CFD to predict the 
temperature distribution and velocity and pressure profiles during high pressure 
compression of solid-liquid (beef-water) food mixtures within a 38 mm diameter 
cylinder.  The CFD model, constructed using the commercial finite-volume code 
PHOENICS 3.5, was validated using experimental data reported in the literature, and 
a very close agreement was obtained.  The CFD results showed for the first time the 
effect of forced convection heat transfer on the temperature distribution of the solid 
and liquid phases.  The temperature distribution at different stages of the high 
pressure process was obtained. 
 
Clearly, further work is needed to validate and utilise available CFD models in the 
study of solid-liquid food flows and highlight the developments needed for more 
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accurate predictions of the flow behaviour of such complex flow systems.  This, in 
turn, will result in an increased confidence in the capability of CFD in modelling such 
multiphase flows. 
 
In this chapter, an Eulerian-Eulerian CFD model is used to study the flow of coarse  
(2-10 mm) nearly-neutrally buoyant solid particles in non-Newtonian carrier fluids at 
high particle concentrations (up to 40% v/v).  The CFD model is first validated 
extensively using experimental measurements of solid phase velocity profile obtained 
from the literature, in addition to empirical and semi-empirical pressure drop 
correlations.  The model is then used to investigate the effects of particle diameter and 
concentration, mixture velocity and carrier fluid rheology on the solid and fluid 
velocity profiles, particle distribution, and pressure drop in horizontal flow, while a 
less extensive study is performed on vertical flow to outline the main differences 
between the two flow orientations.     
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5.2. THEORY 
 
 
5.2.1. CARRIER FLUID RHEOLOGY  
 
The non-Newtonian fluids used in this study are of the power law and Ellis 
rheological models.  The apparent viscosity, η, of a power law fluid is given by 
 
1−
=
nkγη &                    (5.9) 
 
where γ&  is shear rate, k is the consistency index and n is the flow behaviour index. 
   
The velocity profile for a power law fluid flowing alone is given by the expression 
(Chhabra and Richardson, 1999) 
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where u  is the mean flow velocity, r is radial position and R is the pipe radius. 
 
An Ellis model is described by the viscosity expression 
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where µ0 is the zero-shear viscosity, τ is the shear stress, τ1/2 is the shear stress at 
which the apparent viscosity has dropped to µ0/2, and α is a measure of the extent of 
shear thinning behaviour.  
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The velocity profile of an Ellis fluid is given by (Matsuhisa and Bird, 1965)   
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where wτ  is the wall shear stress.        
 
 
5.2.2. INTER-PHASE DRAG FORCE 
 
When a particle is in relative motion to a fluid, the drag force is defined as the 
component of the resultant force acting on the particle in the direction of the relative 
motion.  The total drag force is made up of two components, the form drag and the 
skin friction.  The form drag results from the non-uniform distribution of pressure on 
the particle, whereas the skin friction is due to the fluid shear stress at the particle 
surface.  
 
Drag force can be calculated by applying dimensional analysis to experimental data.  
For a spherical particle in a Newtonian fluid, the drag force was found to depend on 
slip velocity, uslip, particle diameter, d, fluid density, ρf, and viscosity µf.  Two 
dimensionless groups are conventionally used to express the drag force: particle drag 
coefficient, CD, and particle Reynolds number, Rep (Seville et al., 1997).  The drag 
force for a spherical particle is given by 
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For creeping flow around a solid sphere in an unbounded expanse of fluid, the drag 
force, FD, was obtained by Stokes in 1851, thus 
 
slipfD duF piµ3=                 (5.14) 
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The particle Reynolds number is defined by 
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This Reynolds number indicates the nature of the flow around the solid particle.  A 
low value of Rep indicates creeping flow where the motion of the fluid is dominated 
by viscous effects.  High Rep values, on the other hand, indicate that fluid inertia is 
dominant.  For a particle settling in an infinite expanse of a stationary carrier fluid, the 
slip velocity equals the particle terminal settling velocity, and so particle Reynolds 
number can be expressed in terms of the particle terminal settling velocity u∞, (Brown 
and Heywood, 1991), thus 
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In general, CD can be expressed as a function of particle Reynolds number:  
 
)(Re pD fC =                  (5.17) 
  
This form of relationship is used to correlate empirical drag measurements.  By 
combining equations (5.13), (5.14), and (5.15), the drag coefficient in the creeping 
flow regime can be calculated from 
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This equation gives a good approximation for low particle Reynolds numbers (i.e.   
Rep < 0.1) where inertial effects are negligible, with ~ 2% error in CD at Rep = 0.1, and 
nearly 20% error at Rep = 1 (Seville et al., 1997).  For higher Rep values, i.e. outside 
Stokes regime, the drag coefficient is a function of many factors, particularly the flow 
regime and particle concentration.  Calculating the drag coefficient for flow in a 
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confined geometry poses another problem since CD is difficult to define in a shear 
field where there is a fluid velocity gradient across the solid particle.   
As the particle concentration increases, particle-particle interactions play an 
increasingly significant role in determining the drag and settling velocity of individual 
particles.  The effect of particle concentration is due to three contributions.  Firstly, 
when a particle settles due to gravity, it displaces an equal volume of fluid, resulting 
in an upward fluid motion around the particle that increases the resistance to the 
motion of other solid particles.  This effect becomes more pronounced as particle 
concentration increases due to the increased volume of displaced fluid.  Secondly, the 
presence of solid particles modifies the fluid properties, which, in turn, affect the 
behaviour of the particles.  Thirdly, the flow pattern of the fluid relative to the solid 
particles will be modified (Lareo et al., 1997(a)).  This phenomenon is known as 
hindered settling. 
 
Many empirical expressions can be found in the literature for calculating CD.  These 
expressions have been reviewed and critically evaluated by Clift et al. (1978) and 
Khan and Richardson (1987).  Such expressions are often highly complex and CD is 
usually given in the form of a drag curve of CD against Rep.    
 
 
5.2.3. PARTICLE SETTLING VELOCITY 
 
When a solid particle is present in a stationary fluid that has a lower density than its 
own, the particle will settle under the influence of gravity.  Initially, the particle will 
accelerate until it reaches a constant velocity known as the terminal settling velocity 
u∞.  Since drag is proportional to the slip velocity (Equations (5.13) and (5.14)), when 
the particle accelerates the drag force increases gradually until it becomes large 
enough to exactly balance the apparent weight of the particle, at which point the 
particle attains a constant velocity.  This force balance is expressed as:  
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where ρs is the solid particle density and g is gravitational acceleration.   
 
For a sphere settling in the creeping flow regime in a Newtonian fluid, the terminal 
settling velocity can be obtained from Equations (5.14) and (5.16), with uslip = u∞, thus  
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Settling in a sheared fluid is a more complex problem on which literature is sparse and 
often contradictory.  The structure and flow of the carrier fluid influences the drag and 
settling velocity of particles in a poorly understood way (Brown and Heywood, 1991).      
 
 
5.2.4. LIFT FORCE 
  
Particle rotation induced by velocity gradients in the flow field results in a pressure 
distribution on the particle that leads to a lift force known as the Saffman lift force.  
Particle rotation caused by other sources results in a pressure differential between 
both sides of the particle that leads to the Magnus lift force (Crowe et al., 1998).    
 
The lift force, Fl, caused by velocity gradients, is given by (van Wachem and 
Almstedt, 2003) 
 
( ) ( )ffslfsl UUUCCF ×∇×−= ρ               (5.21) 
 
where Cl is the lift coefficient and Us and Uf are the solid and liquid velocity vectors, 
respectively.  A wide range of values can be found in the literature for Cl (van 
Wachem and Almstedt, 2003). 
 
 
5.2.5. PARTICLE MIGRATION 
 
Radial particle migration occurs when particles move across streamlines to some 
preferred region in the flow, usually due to lift forces.  This phenomenon may result 
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in separation of the two phases which may in turn lead to the two phases having 
different residence times.  Particle migration is particularly important in dilute 
suspensions where the radial movement of particles is not overshadowed by particle-
particle interactions.   
 
Segré and Silberberg (1961, 1962(a), and 1962(b)) studied dilute suspensions of 
neutrally buoyant spheres in laminar Newtonian flow through a vertical tube and 
observed that particles migrate to a thin annular region called the ‘tubular pinch’, an 
effect also reported by several other investigators (Lareo et al., 1997(a)).  
 
In the vertical flow of viscoelastic fluids, particles have been observed to migrate 
towards the pipe axis where the velocity profile of the carrier fluid is flat (Karnis et 
al., 1963; Gauthier et al., 1971).  The rate of migration depends on particle size and 
radial position.  In pseudo-plastic fluids, particles migrate towards the pipe wall 
(Gauthier et al., 1971).   
 
The migration of non-neutrally buoyant particles depends on the flow direction and 
the difference in density between the two phases.  Particles denser than the carrier 
fluid migrate towards the pipe centreline in up-flow and towards the pipe wall in 
down-flow; whilst particles less dense than the fluid move towards the pipe wall in 
up-flow and towards the pipe centreline in down-flow (Lareo et al., 1997(a)).   
 
 
5.2.6. SUSPENSION VISCOSITY  
 
The presence of neutrally or nearly neutrally-buoyant solid particles in a carrier fluid 
influences the shear rate distribution and, hence, the suspension rheology.  In general, 
fluids appear more viscous when solid particles are added and the viscosity varies 
spatially as a function of the local particle concentration in the pipe (McCarthy and 
Kerr, 1998).  At low concentrations, the influence on the mixture viscosity is due to 
the excluded volume effect.  Solid particles represent regions where the continuous 
deformation of shear cannot occur, and so the effective shear rate in the fluid is 
increased producing higher shear stresses at the boundaries, interpreted as an increase 
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in viscosity (Shook and Roco, 1991).  At high concentrations, particle-particle 
contacts play a significant role in increasing the viscosity of the mixture.   
Suspension viscosity is often expressed as a relative viscosity, µr, defined as the 
viscosity of the suspension, µsusp, relative to that of the carrier fluid flowing alone, µf: 
 
f
susp
r µ
µµ =
                 (5.22) 
 
In the Eulerian-Eulerian description of solid-liquid flows, both phases are regarded as 
continua.  It is therefore necessary to define a viscosity term for the solid phase.  For 
non-Newtonian suspensions, the fluid viscosity in Equation (5.22) can be taken as the 
local apparent viscosity, µa.  The suspension apparent viscosity, µsusp, can then be 
written in terms of µa and a solid viscosity, µs, thus 
 
( ) ssassusp CC µµµ +−= 1                (5.23) 
 
For very dilute suspensions where particle-particle interactions are negligible, 
Einstein’s equation can be used to calculate the suspension relative viscosity as a 
function of particle concentration (Equation (5.1)).  For more concentrated 
suspensions, attempts to take account of particle-particle interactions have resulted in 
modified versions of Einstein’s equation.  Thomas (1965) showed that series 
expansions of Einstein’s equation can be used to account for various effects which 
arise at high particle concentrations.  A second-order term can be used to account for 
particle-particle interactions, and another term accounts for the effect of particle 
rearrangement as the suspension is sheared.   
 
Chakrabandhu and Singh (2005) compared the predictions of several expressions for 
suspension viscosity with experimental data obtained using green peas with an 
average diameter of ~8.4 mm and a density of ~1026 kg m-3, suspended in a 1.5% w/v 
CMC solution (non-Newtonian) of ~1022 kg m-3 density.  Particle concentration 
ranged from 15% to 30% v/v.  They found that the following third order expansion, 
5. Solid-liquid flow  210 
 
originally developed for suspensions of fine particle (< ~0.44 mm), yielded the best 
agreement over the whole range of data considered:  
 
32 84.2005.105.21 sssr CCC +++=µ                           (5.8) 
 
As the particle concentration increases, particle-particle interactions become more 
probable, thus increasing the energy dissipation and leading to a more rapid increase 
of µr with Cs (Shook and Roco, 1991).  The third order term was originally used to 
account for the rearrangement of particles as the suspension is sheared, and was 
therefore chosen to be proportional to the probability of a particle’s transferring from 
one shear plane to another.  
 
 
5.2.7. SOLID-LIQUID PRESSURE DROP 
 
Durand and Condolios (1952) developed one of the earliest correlations for estimating 
solid-liquid head loss (Durand and Condolios, 1952; Turian et al., 1971).  The 
correlation was developed using data for highly turbulent sand and gravel slurries 
with particle diameters in the range 0.2-25 mm, solid concentrations up to 60% v/v, 
and pipe diameters of 38-580 mm, thus 
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which can be written in a simplified form as 
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where 
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5. Solid-liquid flow  211 
 
sw
w
Ci
ii −
=φ  is the dimensionless excess head loss, i and iw are head losses for the solid-
liquid mixture and for water flowing alone respectively, s is the ratio of particle to 
liquid density (i.e. s = ρs/ρf), and u  is the mean flow velocity.  The drag coefficient, 
CD, is given for a spherical particle settling at its terminal velocity, u∞ (Equation 
(5.20)), in a stagnant unbounded liquid by (Brown and Heywood, 1991) 
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K and m are empirical constants.  According to Dhodapkar et al. (2005), Durand-
Condolios’ correlation should only be used for Ψ/Cs > 40, corresponding to fully 
suspended heterogeneous flow. 
 
While the value of m has generally been taken as -1.5, different values of K have been 
used depending on the solid-liquid system considered (Newitt et al., 1955; Zandi and 
Govatos, 1967; Turian et al., 1971; Turian and Yuan, 1977; Darby, 1986; Shook and 
Roco, 1991; Dhodapkar et al., 2005).  According to Darby (1986), many of the K 
values used in the literature are due to a misinterpretation of Durand-Condolios’ work 
and the correct value should be 150, a value also reported by Turian et al. (1971) 
which accounts for the effect of particle density.  Most notably, Zandi and Govatos 
(1967) proposed the following values which have been generally hailed as 
improvement on Durand-Condolios’ original correlation: K = 280 and m = -1.93 for Ψ 
< 10, and K = 6.3 and   m = -0.354 for Ψ > 10, all valid for Ψ/Cs > 40.  Clearly, the 
wide variation in the values of such coefficients highlights the fact that such 
experimental correlations are specific to the range of variables for which they were 
derived. 
 
Newitt et al. (1955) presented a set of regime-specific correlations for the prediction 
of pressure drop.  The additional pressure drop incurred due to the suspended particles 
was related to the work needed to re-suspend them as they tended to settle under the 
influence of gravity.  For the homogeneous flow regime, the correlation is:  
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and for the heterogeneous flow regime 
 
3
)1(1100
u
sgdu −
=
∞φ
                (5.29) 
 
The semi-theoretical correlation developed by Rasteiro et al. (1993) for heterogeneous 
solid-liquid mixtures considers the total pressure drop per unit length, ∆P/L, to be 
made up of the kinetic energy loss Ec, the viscous energy loss Ev, and the energy loss 
due to particle-particle interactions Ep, thus 
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A1, A2, and A3 are empirical constants which they determined by applying the method 
to experimental data obtained from the literature.  The authors gave the values of 
these constants based on solid particles of high density (up to 2650 kg m-3) and 
particle diameter in the range 0.16-1.28 mm in highly turbulent flow.  Particle 
concentration varied from 2% to 34% v/v.  The particles under these conditions were 
fully suspended as a result of the balance of forces which qualitatively resembles the 
flow of nearly-neutrally buoyant particles in laminar flow.   
 
For dilute suspensions of coarse nearly-neutrally buoyant particles, Gradeck et al. 
(2005) used the continuum approach and considered the solid-liquid mixture to be 
equivalent to a single fluid with modified density and viscosity.  The authors 
expressed the pressure drop per unit length in terms of the friction factor f, thus 
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They found that for laminar flow 
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where the suspension Reynolds number, Res, is based on the mean suspension density, 
ρsusp, pipe diameter, D, and the effective viscosity of the suspension, µsusp, measured 
experimentally using the pressure drop-flow rate relationship for a homogeneous fluid 
for solid concentrations up to 15% v/v, i.e.  
 
susp
susp
s
Du
µ
ρ
=Re
                (5.34) 
 
Since the only variable used in this method to determine the pressure drop is the 
suspension viscosity, no account is taken of the influence of particle-particle 
interactions on pressure drop which increase in significance with particle 
concentration.  This method was tested for fairly low concentrations up to 15% v/v 
(Gradeck et al., 2005), with the largest deviations obtained at the highest 
concentration used, and therefore cannot be used for more concentrated suspensions.   
 
 
5.2.8. FORMULATION OF CFD MODEL 
 
5.2.8.1. Modelling of two-phase flow 
The goal of modelling two-phase flow systems is to predict the averaged behaviour of 
the mixture or/and the flow field of the individual phases.  Due to the presence of two 
interacting phases, a multiphase model requires solving a larger set of equations than 
is usually the case in single phase flow, and is therefore more computationally 
expensive.   
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Kleinstreuer (2003) discussed the different methods used to model two-phase flows 
and the different averaging procedures used to obtain the averaged equations from the 
instantaneous local (microscopic) equations.    
 
The solid phase can be modelled either as an Eulerian phase (continuum) or a 
Lagrangian phase (trajectory method).  The Lagrangian model adopted in commercial 
modelling codes is presently still limited to very dilute multiphase mixtures in steady 
flow (Van Wachem and Almstedt, 2003; Kleinstreuer, 2003; Crowe, et al., 1998), and 
therefore the Eulerian formulation is more appropriate for higher concentrations.  
Although regarding the solid phase as a continuum may appear as an inappropriate 
approximation, especially when it is constituted of coarse particles, the Eulerian 
approach has proved useful in predicting the averaged behaviour of solid particles in 
many solid-liquid flow situations.   
 
The multiphase component of the CFD software CFX 10.0 used in this study contains 
a number of well established models which can be implemented as closures to the 
transport equations.  The formulation of the model is described below.    
 
5.2.8.2. Model formulation 
A number of sources are available for the derivation of multiphase governing 
equations.  The different assumptions made during the derivation of the governing 
equations constrain the type of two-phase flow to which they can be applied (Van 
Wachem and Almstedt, 2003).   
 
The inhomogeneous Eulerian-Eulerian CFD model used to simulate the flow of solid-
liquid food mixtures considered here is based on the following continuity and 
momentum equations. 
 
Continuity equations 
Assuming isothermal flow, a continuity equation can be written for the liquid phase as 
follows (van Wachem and Almstedt, 2003) 
 
5. Solid-liquid flow  215 
 
( ) ( ) 0=⋅∇+
∂
∂
fffff UCCt
ρρ                           (5.35) 
 
and similarly, for the solid phase 
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with the constraint that the sum of the solid and fluid phase volume fractions is equal 
to unity:   
 
1=+ sf CC                  (5.37) 
 
where the subscripts f and s denote the fluid and solid phase respectively, U is the 
velocity vector, and t is time.   
 
Momentum equations 
The momentum equation for each phase is derived to include, along with the forces 
acting on that phase, an inter-phase momentum transfer term that models the 
interaction between the two phases (van Wachem and Almstedt, 2003); thus for the 
liquid  
 
MgCCpCUU
t
U
C fffffff
f
ff −+⋅∇+∇−=




 ∇⋅+
∂
∂ ρτρ
             (5.38) 
 
and for the solid particles 
 
MgCPCpCUU
t
UC sssssssssss ++∇−⋅∇+∇−=


 ∇⋅+
∂
∂ ρτρ
                  (5.39) 
 
where p is pressure, τ is the viscous stress tensor, Ps is solid pressure, and M is the 
interfacial momentum transfer per unit volume considered here to be made up of the 
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drag force, FD, and the lift force, Fl.  Note that interfacial forces between two phases 
are equal and opposite, so the net interfacial forces sum to zero.  The other forces on 
the right hand side of the momentum equations are the pressure force, viscous force, 
gravitational force, as well as particle-particle interaction force for the solid phase 
represented by the solid pressure term.  The inclusion of this term is particularly 
important for highly concentrated suspensions (Cs > 0.2) as the interactions increase 
with solids concentration.  This solid pressure term is, therefore, a function of the 
solids volume fraction Cs (Gidaspow, 1994), thus 
 
Ps = Ps (Cs)                 (5.40) 
 
The constitutive equation for solid pressure due to Gidaspow (1994) specifies the 
solid pressure gradient as  
 
sss CCGP ∇=∇ )(                 (5.41) 
 
The function G (Cs) is called the Elasticity Modulus, and is expressed as follows 
 
)(
0)( ssm CCEs eGCG −=                (5.42)      
 
where G0 is the reference elasticity modulus, E is the compaction modulus, and Csm is 
the maximum packing parameter (maximum solids loading).  There are no universally 
accepted values for these parameters; however, the values G0 = 1 Pa, E = 20 – 600, 
have been suggested by Bouillard et al. (1989).  The maximum packing parameter Csm 
was determined by Thomas (1965) as 0.625 for spherical particles. 
 
Inter-phase drag force 
The inter-phase drag force per unit volume, FD, is expressed by (Kleinstreuer, 2003; 
van Wachem and Almstedt, 2003) 
 
( )
sffsfs
D
D UUUUCd
CF −−= ρ
4
3
              (5.43) 
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For densely distributed particles at concentrations up to 20%, the expression by Wen 
and Yu (1966) can be used to calculate CD, thus 
 
( ) ( ) 



′+
′
−=
− 44.0  , eR15.01
eR
24
max1 687.065.1sD CC            (5.44) 
 
where ( ) psC Re1eR −=′ .  For higher concentrations (Cs > 0.2), the Gidaspow drag 
model is used where the inter-phase drag force per unit volume is given by (Ding and 
Gidaspow, 1990)  
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            (5.45) 
 
Lift force 
The lift force acts perpendicular to the direction of the relative motion of the two 
phases.  ANSYS CFX 10.0 contains a model for the shear-induced lift force acting on 
a dispersed phase in the presence of a rotational continuous phase.  This lift force 
caused by velocity gradients is given by Equation (5.21). 
 
Carrier fluid viscosity 
In the simulations performed to validate the CFD model, the fluid rheology adopted 
was that used to model the pseudoplastic CMC solutions used in the experimental 
work of Fairhurst et al. (2001) and Barigou et al. (2003).  These shear thinning fluids 
were described by the Ellis model (Equation (5.11)).  On the other hand, the fluids 
used in the parametric study were described by the power law model (Equation (5.9)). 
 
Solid phase viscosity 
The solid phase viscosity is derived by rearranging Equation (5.23) to yield:  
 
( )
s
assusp
s C
C µµµ −−= 1
               (5.46) 
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with the suspension viscosity, µsusp, as calculated from Equations (5.8) and (5.22).  
Due to the non-Newtonian behaviour of the carrier fluid, the apparent viscosity of the 
fluid, µa, is used here, and so Equation (5.46) represents the local apparent viscosity of 
the solid phase. 
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5.3. CFD SIMULATION 
 
 
The software package ANSYS Workbench 10.0 (ANSYS Inc.) was used to set up 
multiphase simulations.  Due to the axial asymmetry of the flow, simulations were set 
up in three dimensions (X, Y, Z coordinates).  The simulation process is divided into 
five stages: building the flow domain geometry, meshing the geometry, defining the 
flow, obtaining a solution and analysing the results.  The geometry of the flow domain 
was created using the DesignModeler component of the package, while the remaining 
stages were performed using the software CFX 10.0.  The inhomogeneous Eulerian-
Eulerian multiphase model was adopted here since the Eulerian-Lagrangian model is 
valid only for very dilute mixtures. 
 
 
5.3.1. GEOMETRY 
 
The flow geometry consisted of a horizontal pipe 45 mm in diameter, as used in the 
experiments of Fairhurst (1998) and Fairhurst et al. (2001).  The pipe length selected, 
L, needs to be greater than the maximum entrance length, Le, i.e. the length required 
for flow to fully develop.  In single phase Newtonian laminar flow, the entrance 
length can be estimated as a function of tube Reynolds number, Ret, from (Shook and 
Roco, 1991) 
 
t
e
D
L Re062.0=
                          (5.47) 
 
f
f
t
Du
µ
ρ
=Re
                 (5.48) 
 
For two-phase solid-liquid flow, a similar correlation for predicting Le does not exist.  
However, given the fact that the particles considered here were nearly-neutrally 
buoyant, one would expect the above correlation to give a reasonable estimate of Le.  
Moreover, the use of shear thinning fluids as well as the presence of solid particles 
leads to flatter velocity profiles and, hence, the estimates yielded by the above 
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correlation are even likely to be conservative.  In fact, the constant in Equation (5.47) 
reduces as the flow behaviour index n decreases, reaching a value of 0.034 when        
n = 0.5 (Rohsenow et al., 1998).  In addition to using this criterion, a number of 
numerical experiments were conducted with different pipe lengths.  At lower Ret 
values (< 200), a pipe length of 600 mm was sufficient to give fully developed flow of 
the suspensions considered whilst keeping computational cost low.  Computational 
experimentation confirmed that using a longer pipe did not affect the velocity profiles 
of either phase or the pressure drop.  At higher Ret values, a length of 2000 mm was 
used.   
 
 
5.3.2. MESH  
 
The geometry was meshed into tetrahedral cells resulting in a grid of approximately 
180×103 or 500×103 cells depending on the pipe length used.  The 3D grid was 
optimised by conducting a mesh-independence study using different mesh sizes, 
starting from a coarse mesh and refining it until the results of the solid-liquid flow 
simulation were no more dependent on mesh size.  Inflation layers covering about 
20% of the pipe radius were created near the pipe wall in order to accurately account 
for the high gradients in variables in that region. 
 
 
5.3.3. FLOW SPECIFICATION 
 
5.3.3.1. Single-phase flow simulation 
Simulations of the single-phase flow of non-Newtonian carrier fluids were conducted 
as an initial validation of the code and the numerical grid.  The results were also used 
to reveal the effects of solid particles on the liquid velocity profile, by comparing the 
velocity profile of the liquid flowing alone to that which exists in a solid-liquid 
suspension.  Furthermore, such simulations were useful in evaluating the capability of 
the code to predict the flow of fine particle suspensions that can be treated as 
homogeneous or pseudo-homogeneous and, hence, which can be represented by a 
non-Newtonian single phase fluid. 
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The rheology of the CMC carrier fluid, used in the validation of the model (see 
Section 5.4), was modelled using the apparent viscosity of an Ellis fluid (Equation 
(5.11)) (the Ellis parameter values are given later in Table 5.1).  The apparent 
viscosity given by Equation (5.11) is a function of shear stress.  It was not possible to 
model this equation directly in CFX 10.0 since shear stress is not available as a 
variable in its library of variable.  Therefore, the viscosity equation was converted into 
an equation of apparent viscosity as a function of shear rate, and the following 
equation was obtained:  
 
1178.0104.1100.1 325 +×−×= −− γγµ &&a              (5.49) 
 
For the power law carrier fluids, Equation (5.9) was used to describe the fluid 
apparent viscosity.  
 
Boundary conditions: 
A mass flow rate boundary condition was used at the pipe inlet, while a zero gauge 
pressure was specified at the outlet.  The usual no-slip boundary condition was 
assumed at the pipe wall. 
 
Discretisation scheme: 
The advection terms in the governing momentum equation (Equation (5.38) with      
Cf = 1 and M = 0 for single phase flow), were discretised using the Numerical 
Advection Correction Scheme (Chapter 2, Section 2.9.3) with β = 1 (Equation (2.18)), 
which is second-order accurate. 
 
Convergence: 
The solution was assumed to have converged when the RMS of the residual error of 
the mass and momentum equations reached 10-5 for all of the equations.  This is a 
very good degree of accuracy and was attained within a reasonably short period of 
time requiring typically ~100 iterations. 
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5.3.3.2. Two-phase solid-liquid flow simulation 
The solid particles were introduced into the continuous liquid phase as an Eulerian 
phase.  The viscosity of the solid phase was modelled using Equation (5.46).   
 
Due to the complexity of the solid-liquid flows considered here, simulations required 
a great deal of experimentation and optimisation.  Of primary importance was the 
appropriate modelling of the forces and interactions acting between the two phases.  
The buoyancy force was taken into account due to the density difference between the 
liquid and solid phases (ρf = 1000 kg m-3, ρs = 1020 kg m-3).  Forces due to particle 
collision required the introduction of an additional “Solid Pressure” term into the solid 
phase momentum equation (Equation (5.39)).  A solid pressure model based on the 
Gidaspow model (Equations (5.41) and (5.42)) was used with default values of the 
model parameters: G0 = 1 Pa, E = 600 and Csm = 0.625.  The drag force was modelled 
using the Wen Yu drag model (Equation (5.44)) for solid concentrations up to 20% 
v/v, and the Gidaspow drag model (Equation (5.45)) for higher concentrations.  It 
should be noted here that the particle Reynolds number (Equation (5.15)) was 
computed based on the local apparent viscosity of the fluid used, thus taking account 
of the non-Newtonian behaviour of the fluid (He et al., 2001).  The lift force was 
modelled using Equation (5.21) with the default value Cl = 0.5; a range of Cl values 
were tested but they did not affect the results. 
 
Boundary conditions: 
The mixture mass flow rate was specified as the boundary condition at the pipe inlet, 
while at the outlet zero gauge pressure was specified.  The homogeneous volume 
fraction of each phase was specified at the inlet.  Using flow rate as a boundary 
condition is the common way of formulating pipe flow problems, i.e. one designs a 
system to deliver a given flow rate.  Note, however, that using a pressure-specified 
inlet boundary condition is a stricter way of testing the CFD code as a flow rate 
boundary condition might be perceived as a way of helping to steer the simulation 
towards the right solution. This option was tested but it did not affect the results of the 
CFD computations.  At the pipe wall, two different conditions were used for the liquid 
and solid phases.  For the liquid phase the usual no-slip condition was used, while for 
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the solid phase free-slip was assumed in order to prevent the solid phase from 
adhering to the wall, which is consistent with the real flow behaviour of coarse 
particles near a solid boundary and is normal practice in the modelling of two-phase 
flows. 
 
Discretisation scheme: 
The High Resolution Scheme was implemented in discretising the advection terms in 
the governing equations.  In this scheme, the value of the blend factor, β, in Equation 
(2.18), is not constant but is calculated locally to be as close to 1 as possible without 
resulting in non-physical variable values.  Imposing a second-order accurate scheme 
(i.e. β = 1) in such complex simulations may result in difficult convergence.  
 
Convergence: 
Numerical convergence under steady state mode could not be attained for the solid-
liquid flow considered here; consequently, simulations were run in the transient mode.  
It is recommended that simulations of steady state nature should be run under the 
transient mode when convergence difficulty is encountered, in order to enhance the 
stability of convergence (see Chapter 2, Section 2.10.2).   
 
For a transient simulation, the time step size, number of iterations per time step and 
total number of time steps must be defined.  The total timescale of the simulation is 
divided into small time steps.  A small time step size results in smooth and stable 
convergence, thus requiring a small number of iterations to achieve convergence.  On 
the other hand, a small time step generally prolongs the simulation time as a large 
total number of time steps is required.  Although a relatively large time step size 
reduces the total number of time steps required, it generally results in difficult 
convergence and a large number of iterations per time step.  Numerical 
experimentation was therefore conducted to optimise the time step size so as to give 
smooth and stable convergence and reduce the number of iterations required to reach 
the convergence target at each time step; accordingly, a small time step of 0.01 s was 
chosen.   
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Due to the steady state nature of the flow, the solution eventually reached steady state 
and met the convergence criterion which was set at a residual target RMS = 10-4.  This 
level of convergence was very good for such a complex flow problem.  A higher level 
of convergence of RMS = 10-5 did not affect the results but prolonged the simulation 
time considerably.  For the chosen time step size, 1-5 iterations were required to 
achieve convergence to RMS = 10-4 for all of the equations at each time step.  On 
average, a total of ~ 200 time steps were required to achieve convergence.  
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5.4. VALIDATION OF CFD MODEL 
 
 
5.4.1. VALIDATION PROCESS 
 
Detailed measurements of the flow field in solid-liquid suspensions are very scarce 
due to the lack of suitable measurement techniques.  Fairhurst (1998) carried out 
extensive experiments using the technique of Positron Emission Particle Tracking 
(PEPT) to determine the trajectories and velocity profile of coarse solid particles 
flowing in non-Newtonian CMC carrier fluids (Barigou et al., 2003; Fairhurst et al., 
2001).  Hall effect sensors were also used to independently measure particle passage 
times and, thus, provide a further set of different results for validating the CFD 
computations.  These unique sets of experimental results are used here for the purpose 
of evaluating the accuracy of the numerical CFD simulations.  CFD predictions of 
pressure drop in solid-liquid flow, on the other hand, are assessed using correlations 
gleaned from the literature.  The validation of velocity profiles and pressure drop in 
single-phase fluid flow simulations was based on exact analytical equations. 
 
5.4.1.1. PEPT validation of solid phase velocity profile 
PEPT uses a single positron-emitting particle as a flow tracer which is tracked in 3D 
space and time within operating equipment to reveal its full Lagrangian trajectory.  
PEPT is unique in flow visualisation terms, being able to examine flow phenomena in 
three dimensions that could not be observed as effectively by using other techniques.  
It is particularly useful for the study of multiphase flows, to map the flow of fluids 
and the flow of particles, where one component can be labelled and its behaviour 
observed.  The method allows probing of opaque fluids and within opaque apparatus, 
a distinct advantage over optical visualisation methods such as Laser Doppler 
Velocimetry (LDV) or Particle Image Velocimetry (PIV). 
 
The PEPT technique involves a labelled tracer particle, a positron camera and a 
location algorithm.  The tracer particle is labelled with a radionuclide which 
undergoes β+ decay emitting a positron in the process.  The emitted positron 
immediately annihilates with an electron producing two γ-rays which travel in almost 
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opposite directions with an energy of 511 keV.  The γ-rays are then detected 
simultaneously by the positron camera which consists of two position-sensitive 
detectors mounted on either side of the field of view and capable of locating a 
detected γ-ray to within ~ 5 mm (Fairhurst et al., 2001).  The location algorithm uses 
the uncorrupted trajectories of the γ-ray pairs to calculate the location of the tracer 
particle to within the resolution of the camera.  Many of the detected events are 
usually corrupt due to scattering of one or both of the γ-rays prior to detection (Parker 
and Fan, 2008).  For any measurement made using PEPT, there are two sources of 
error: (i) the positron travels some distance before it encounters an electron, and (ii) 
an error associated with the camera.  Further details of the technique and its 
applications can be found in Barigou (2004).        
 
In the PEPT experiments of Fairhurst (1998) (also in Barigou et al., 2003; Fairhurst et 
al., 2001), a gravity-driven flow loop was used where the solid-liquid mixture flowed 
through a down pipe followed by a horizontal pipe, each of 1400 mm length and 45 
mm inner diameter, as shown in Figure 5.1.  The purpose of using a gravity-driven 
loop was to avoid the problem of pumping high solid fraction flows.  The solid 
particles used in the experiments were alginate spheres of 5 and 10 mm diameters.  
Experiments were performed at outlet solid volumetric concentrations of 21 ± 2%, 30 
± 2% and 40 ± 2% v/v and mixture velocities ranging from 24 to 125 mm s-1.   
 
A 600 µm resin bead, containing the positron emitting radionuclide 18F (half life of 
110 min), was imbedded inside an alginate particle and used as a radioactive tracer.  
The resin bead had no measurable effect on the density of the particle, its mass being 
~ 0.0002% that of the particle.  The tracer thus had the same physical properties 
(density, mechanical, surface roughness) as any other particle and thus flowed in the 
same manner through the system making the particle track obtained representative of 
the others.  During an experimental run, single tracers were injected into the loop and 
collected at the exit; at least 50 particle trajectories were measured in order to obtain a 
representative sample (Barigou et al., 2003; Fairhurst et al., 2001).   
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Figure 5.1: PEPT experimental rig (Fairhurst, 1998; Fairhurst et al., 2001)  
 
 
Particle velocity was obtained using an algorithm based on calculating the velocity of 
particles at different radial positions.  This was achieved by following a particle at a 
particular radial position and measuring the distance between successive locations and 
the time required to travel this distance.  Figure 5.2 shows a sample of the particle 
trajectories obtained by PEPT.   
 
Figure 5.2: Sample particle trajectories obtained by PEPT (Fairhurst, 1998). 
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For horizontal flow, the velocity profile was obtained by dividing the pipe cross 
section into eight regions: four above and four below the pipe centreline as shown in 
Figure 5.3, thus taking into account the observed asymmetric nature of the particulate 
flow.  In each region, the mean and standard deviation of the particle velocity were 
calculated.  The mean velocity in each region was normalised using the mean flow 
velocity of the mixture, u , and the resulting normalised velocity for each region was 
plotted against the radial position.   
 
For vertical down-flow, the particulate flow was symmetrical due to the absence of 
particle settling, and the experimental velocity profile was obtained by dividing the 
pipe cross section into four concentric regions and measuring the average particle 
velocity in each region 
 
 
 
 
Figure 5.3: Division of pipe cross section into eight regions for solid phase velocity 
profile calculation. 
 
 
5.4.1.2. Validation of pressure drop 
Since no experimental data could be found in the literature for the type of suspension 
considered here, i.e. coarse particles in non-Newtonian or even Newtonian laminar 
flow, empirical and semi-empirical correlations were used to assess the CFD 
predictions of pressure drop.  The CFD predictions were compared with those yielded 
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by Gradeck et al.’s correlation (Equations (5.32) and (5.34)); the correlation of 
Durand-Condolios (Equation (5.24)) in its original form (K = 150; m = -1.5), and in its 
modified form as proposed by Zandi and Govatos; the correlation advanced by Newitt 
et al. (Equation (5.29)); and the correlation proposed by Rasteiro et al. (Equations 
(5.30) and (5.31)). These correlations were considered particularly pertinent because 
of their apparent suitability to flows with a high particle concentration.  However, it 
should be borne in mind that owing to the specific nature of empirical and semi-
empirical correlations, these correlations are not expected to provide accurate 
predictions of the pressure drop of the suspensions used here, since empirical and 
even semi-empirical correlations can only be used with confidence for the range of 
experimental conditions under which they were developed. 
 
 
5.4.2. VALIDATION RESULTS 
 
5.4.2.1. Single-phase fluid flow 
The first step in assessing the CFD model is to validate the flow field of the carrier 
fluid flowing alone.  The rheological parameters of the two shear-thinning Ellis fluids 
used in the simulations are shown in Table 5.1.  The velocity profiles calculated by 
CFD for the two fluids are compared with the exact analytical profiles (Equation 
(5.12)) in Figure 5.4.  As can be seen in the figure, the agreement between theory and 
CFD is excellent for both fluids.  
 
Homogeneous solid-liquid suspensions can often be represented by non-Newtonian 
single phase models, such as pseudoplastic fluids of the power law or Ellis types and 
viscoplastic (i.e. yield stress) fluids of the Herschel-Bulkley and Bingham plastic 
types.  The flow of homogeneous suspensions can therefore be simulated accurately 
by CFD provided that the rheological parameters of the suspension are known. 
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Figure 5.4: Comparison of theoretical and CFD velocity profiles of Ellis fluid flowing 
alone: 
0.5% CMC, u = 66 mm s-1; 0.8% CMC, u = 33 mm s-1
. 
 
 
5.4.2.2. Two-phase flow: solid phase velocity profile 
The CFD-predicted solid phase velocity profiles were validated using the 
experimental PEPT results obtained by Fairhurst (1998) (some of the results are also 
reported in Barigou et al. (2003) and Fairhurst et al. (2001)).  The cases studied are 
summarised in Table 5.1.   
 
The CFD velocity profiles for the cases considered here were obtained from the 
converged solution of the model at a section 100 mm upstream of the pipe exit, and 
are compared to the PEPT profiles in Figures 5.5-5.9 and 5.12-5.13 for horizontal and 
vertical flow, respectively. 
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Table 5.1: Range of PEPT experiments and corresponding CFD simulations. 
 
 
CMC 
(% w/w) 
µ0 
(Pa s) 
2/1τ   
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α 
(-) 
d 
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ρs 
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Cs 
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f
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t
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µ
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0.5 0.12 6.6 2.03 5 1020 0.30 65 0.075 27.2 
0.5 0.12 6.6 2.03 10 1020 0.30 65 0.075 27.2 
0.8 0.62 7.4 2.03 10 1020 0.21 34 0.012 3.0 
0.8 0.62 7.4 2.03 10 1020 0.21 77 0.012 8.2 
H
o
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0.8 0.62 7.4 2.03 10 1020 0.40 24 0.012 2.1 
0.5 0.12 6.6 2.03 10 1020 0.21 72 0.083 30.1 
V
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0.5 0.12 6.6 2.03 10 1020 0.30 69 0.080 28.9 
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For horizontal flow, Figures 5.5-5.9 show a close agreement between CFD and 
experiment with the simulated profiles generally falling well within the experimental 
error bars.  CFD simulation yields a smooth particle velocity profile, as can be seen in 
the figures, because the Eulerian-Eulerian numerical model used treats the solid phase 
as a continuum rather than individual particles.  However, such a model has proved 
capable of providing a good prediction of the solid phase velocity profile under a wide 
range of flow conditions including considerably viscous non-Newtonian liquids and 
high solid concentrations up to 40% v/v. 
 
A close examination of these velocity profiles shows that the position of the 
maximum particle velocity is not at the pipe centreline but slightly above it.  This 
effect has also been observed by several researchers (Durand et al., 1953; Newitt et 
al., 1962; Fregert, 1995; and Fairhurst et al., 2001).  The profiles also show that the 
particles flowing near the top of the pipe cross-section travel significantly faster than 
those at the bottom.  This is a result of particle settling due to gravity, even though the 
solids density is only slightly higher than that of the carrier liquid.  The degree of 
asymmetry was found to depend on the solids concentration and the particle Reynolds 
number (Barigou et al. 2003; Fairhurst et al., 2001; Fairhurst, 1998).  The velocity 
profile for the lowest solids concentration, Cs = 0.21 (Figures 5.7 and 5.8), is strongly 
asymmetrical with the point of maximum axial velocity shifted about 2.5 mm above 
the centreline.  At Cs = 0.40 (Figure 5.9), however, the velocity profile is much more 
symmetrical indicating that gravitational effects are small; in this case, particle-
particle interactions are clearly more significant.  It is also noteworthy that, except 
near the bottom of the pipe, particles generally travel faster than the mean mixture 
velocity, as shown in Figures 5.5-5.9.   
 
Another interesting feature is the velocity profile of the liquid phase and the effect of 
the dispersed solid phase on it.  The CFD-calculated velocity profile of the carrier 
liquid in the suspension is compared in Figures 5.10-5.11 with the velocity profile of 
the same fluid flowing alone at the same total flow rate.  The presence of solid 
particles clearly results in a fair degree of asymmetry and flattening in the carrier fluid 
velocity profile compared to that of the fluid flowing alone.  Such a flattening of the 
5. Solid-liquid flow    233 
 
liquid velocity profile increases with particle concentration due to increased 
interactions between the carrier fluid and the solid particles (Figures 5.10 and 5.11).  
These effects will be explored in further detail in Section 5.5. 
 
These results have significant implications for the flow of industrial solid-liquid 
mixtures, such as in the thermal sterilisation of food suspensions where both the solid 
and liquid velocity profiles are of paramount importance in estimating the hold-tube 
length to deliver safe but also good quality products.  However, the measurement of 
velocity profile is difficult in thermal food processes owing to the invasive nature of 
most measurement techniques, opacity of the flows, the sometimes extreme 
processing conditions, and the inaccessibility of equipment.  The results reported here 
show that CFD is indeed capable of providing good predictions of the flow behaviour 
of solid-liquid suspensions, particularly in such complex situations. 
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Figure 5.5: CFD-predicted and experimental solid phase velocity profiles compared:  
0.5% CMC; ρs = 1020 kg m-3; d = 5 mm; Cs = 0.30; u = 65 mm s-1.  
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Figure 5.6: CFD-predicted and experimental solid phase velocity profiles compared:  
0.5% CMC; ρs = 1020 kg m-3; d = 10 mm; Cs = 0.30; u = 65 mm s-1.  
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Figure 5.7: CFD-predicted and experimental solid phase velocity profiles compared:  
0.8% CMC; ρs = 1020 kg m-3; d = 10 mm; Cs = 0.21; u = 34 mm s-1.  
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Figure 5.8: CFD-predicted and experimental solid phase velocity profiles compared:  
0.8% CMC; ρs = 1020 kg m-3; d = 10 mm; Cs = 0.21; u = 77 mm s-1.  
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Figure 5.9: CFD-predicted and experimental solid phase velocity profiles compared:  
0.8% CMC; ρs = 1020 kg m-3; d = 10 mm; Cs = 0.40; u = 24 mm s-1.  
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Figure 5.10: Effect of solid particles on the fluid velocity profile as predicted by CFD:  
0.8% CMC; ρs = 1020 kg m-3; d = 10 mm; Cs = 0.21; u = 34 mm s-1.  
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Figure 5.11: Effect of solid particles on the fluid velocity profile as predicted by CFD: 
0.8% CMC; ρs = 1020 kg m-3; d = 10 mm; Cs = 0.40; u = 24 mm s-1. 
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For vertical down-flow, the agreement between CFD and experiment was very good 
for Cs = 0.21 (Figure 5.11) but less so for the higher concentration Cs = 0.30 (Figure 
5.12).  The negative sign in the values of the normalised particle velocity is due to the 
direction of flow (down-flow). 
 
It can be seen that the solid phase velocity profile in vertical flow, whether 
determined by experiment or CFD, is symmetrical around the pipe centreline, in 
contrast with horizontal flow where particle settling gives rise to asymmetrical 
velocity profiles.  
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Figure 5.12: Comparison of experiment and CFD prediction of solid phase velocity 
profile in vertical down-flow: 
0.5% CMC; ρs = 1020 kg m-3; d = 10 mm; Cs = 0.21; u = 72 mm s-1. 
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Figure 5.13: Comparison of experiment and CFD prediction of solid phase velocity 
profile in vertical down-flow: 
0.5% CMC; ρs = 1020 kg m-3; d = 10 mm; Cs = 0.30; u = 69 mm s-1. 
 
5.4.2.3. Two-phase flow: particle passage times 
Prediction of particle passage times is sometimes required, for example in particulate 
food processing where control of the time period for which the mixture constituents 
are subjected to treatment conditions is critical.  It is important to be able to predict 
both the minimum and maximum passage times of particles in the heating and holding 
sections of the system, and ideally the whole distribution of passage times should be 
known.  The particle passage times calculated using CFD for horizontal solid-liquid 
flow are compared with the experimental results of Fairhurst and Pain (1999) who 
determined the particle passage time experimentally using either Hall effect sensors 
(Tucker and Heydon, 1998) or visual tracers made of sodium alginate dyed with 
methyl blue.  In all experiments at least 50 passage times were measured. The two 
methods gave practically the same results.  By tracing a large number of 
representative particles, the minimum, maximum, and mean passage times were 
determined and were then normalised by the average passage time of the suspension.  
The normalised minimum, nPTmin, maximum, nPTmax, and mean passage time, 
nPTmean were computed from the numerically simulated solid phase velocity profile.   
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The CFD calculation of passage time matched to a very good degree of accuracy the 
experimentally determined passage time values, with a maximum deviation of 10%, 
as shown in Table 5.2.  This agreement with experiment provides a further validation 
of the CFD results since the passage time experimental data were obtained using a 
different experimental technique to that used in measuring the solid phase velocity 
profile. 
 
By comparing the passage time data for the three cases simulated, it appears that 
increasing the particle diameter at the same solids concentration generally increases 
nPTmin, which corresponds to the fastest flowing particles in the flow, while reducing 
nPTmax, which in turn corresponds to the slowest moving particles.  A similar effect 
was observed when the particle concentration was increased. 
 
5.4.2.4. Two-phase flow: solid-liquid pressure drop 
To test the accuracy of CFD computations of pressure drop in solid-liquid food 
suspensions, CFD simulations were performed using a range of coarse particle 
diameters, particle concentrations and Reynolds numbers based on fluid effective 
viscosity, as shown in Table 5.3.   
 
The pressure drop per unit length was computed in the downstream half of the pipe, 
i.e. away from the entrance region.  The CFD predictions of pressure drop per unit 
length are compared in Table 5.3 with the predictions of empirical and semi-empirical 
correlations.  Overall, Rasteiro et al.’s semi-empirical correlation provided the best 
agreement with CFD, as can be seen in the table.  In most of the cases studied, the 
agreement was within ~15% even at high particle concentrations, which can be 
considered very good considering the complexity of the flow.  Agreement between 
CFD and Gradeck et al.’s correlation was also very good (~10%) at low particle 
concentrations, but deteriorated at higher concentrations which were outside the range 
of their experimental data and therefore fell outside the correlation’s range of validity 
(i.e. Cs > 15% v/v).   
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Table 5.2: Particle passage time: CFD and experimental measurements compared. 
 
nPTmin nPTmax nPTmean CMC 
(% w/w) 
D 
(mm) 
u   
(m s-1) 
Cs 
(-) f
f
t
Du
µ
ρ
=Re  
Experiment CFD Experiment CFD Experiment CFD 
0.5 10 0.23 0.31 106 0.74 
0.71 
(-4%)a 
1.11 
1.19 
(+7%) 
0.92 
0.99 
(+8%) 
0.5 5 0.23 0.32 106 0.67 
0.67 
(0%) 
1.60 
1.51 
(-6%) 
0.98 
1.00 
(+2%) 
0.5 5 0.23 0.41 106 0.84 
0.76 
(-10%) 
1.16 
1.15 
(-1%) 
0.93 
0.99 
(+7%) 
 
a Deviation of CFD prediction from experimental data 
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The agreement with the correlations of Durand-Condolios, Newitt et al. and Zandi 
and Govatos was much less satisfactory, with deviations exceeding 100% in some 
cases.  Disagreement seems generally to worsen as particle concentration increases, 
particle diameter decreases and Reynolds number increases.  Several researchers have 
reported large deviations of the Durand-Condolios correlation from experimental 
measurements.  Rasteiro et al. (1993) reported considerable deviations of about 55% 
when comparing Durand-Condolios’ correlation with a large set of experimental data 
from the literature including their own.  Turian et al. (1971) also reported deviations 
exceeding 50%.  Shook and Roco (1991) and more recently Dhodapkar et al. (2005) 
stated that Durand-Condolios’ correlation and its modified versions are not 
recommended for suspensions with coarse particles, but they did not justify their 
statement. 
 
A closer look at the results reported in Table 5.3 reveals that the prediction of pressure 
drop according to Durand-Condolios’ correlation showed little influence of particle 
concentration on pressure drop, in agreement with the reported observations of 
Babcock (1971), who found that the groups included in the Durand-Condolios 
correlation were not sufficient to account for the effects of particle concentration and 
size.  At all concentrations, the predicted pressure drop in solid-liquid flow was only 
slightly higher than for the fluid flowing alone, whereas CFD and other correlations 
(Gradeck et al., Rasteiro et al.) predicted much higher pressure drops due the presence 
of the solid particles, sometimes as much as a three-fold increase at high 
concentrations.   
 
Newitt et al.’s correlation was slightly more sensitive to particle concentration, but for 
a given concentration it showed a significant reduction in pressure drop with 
decreasing particle diameter contrary to an expected moderate increase because of the 
corresponding higher number of particles.  Durand-Condolios’ and Zandi and 
Govatos’ correlations seem to suffer from the same deficiency but to a lesser degree.  
Gradeck et al.’s and Rasteiro et al.’s correlations do not incorporate the effect of 
particle diameter, as shown in Table 5.3.  All these effects, however, were predicted 
by the CFD model used. 
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An exhaustive validation of CFD would require more extensive experimental data on 
pressure drop, which are presently unavailable in the literature.  Nonetheless, the 
validation study has shown that overall CFD is capable of giving reasonable 
predictions of this important design parameter for the type of suspension investigated. 
   
It emerges then that CFD offers a real potential in the study of solid-liquid flow 
systems, particularly where experimental data is lacking.  It can provide useful 
information on the flow of solid-liquid suspensions, especially solid and liquid phase 
velocity profiles, which experiment may sometimes be unable to provide.  However, 
validation of CFD models using experimental data will always be required and so 
experimental studies will always be needed for the development of CFD models.   
 
 
 
 
Table 5.3: Comparison of CFD predictions of solid-liquid pressure drop with literature correlations. 
 P/L (Pa m-1) 
d 
 (mm) 
Cs  
(-) 
ρs 
(kg m-3)
 
u  
(m s-1) f
f
t
Du
µ
ρ
=Re  CFD 
Rasteiro et al. 
(1993) 
 
(Equation 
(5.30)) 
Gradeck et al. 
(2005) 
 
(Equation 
(5.32)) 
Newitt et al.  
(1955) 
 
(Equation 
(5.29)) 
Zandi and 
Govatos  
(1967) 
(Equation (5.24)) 
Durand and 
Condolios  
(1952) 
(Equation (5.24))b 
0.20 1020 0.221 100 624 629 (-1%)a 
719 
(-13%) 
379 
(+65) 
411 
(+52%) 
353 
(+77%) 
0.30 1020 0.221 100 848 815 (+4%) 
1116 
(-24%) 
394 
(+115%) 
442 
(+92) 
354 
(+140%) 2 
0.40 1020 0.221 100 1070 1104 (-3%) 
1712 
(-38%) 
408 
(+162%) 
473 
(+126%) 
357 
(+200%) 
0.20 1020 0.221 100 555 629 (-12%) 
719 
(-23%) 
524 
(+6%) 
448 
(+24%) 
369 
(+50%) 
0.30 1020 0.221 100 731 815 (-10%) 
1116 
(-34%) 
612 
(+19%) 
498 
(+47%) 
378 
(+93%) 5 
0.40 1020 0.221 100 928 1104 (-16%) 
1712 
(-46%) 
699 
(+33%) 
547 
(+70%) 
387 
(+140%) 
0.10 1020 0.022 10 46 49 (-6%) 
48 
(-4%) NA NA NA 
0.10 1020 0.221 100 452 498 (-9%) 
478 
(-5%) 
437 
(+3%) 
499 
(-9%) 
359 
(+26%) 5 
0.10 1020 1.107 500 2448 2479 (-1%) 
2394 
(+2%) 
1757 
(+36%) 
1831 
(+34%) 
1754 
(+40%) 
0.10 1020 0.022 10 42 49 (-15%) 
48 
(-12%) NA NA NA 10 
0.20 1020 0.221 100 488 629 (-22%) 
719 
(-32%) 
1040 
(-53%) 
491 
(-1%) 
431 
(+13%) 
a Deviation of CFD prediction from correlation; b K = 150, m = -1.5 
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5.5. RESULTS AND DISCUSSION 
 
 
A parametric study was conducted to determine the influence of various parameters 
on the flow properties of coarse solid particles in non-Newtonian carrier fluids of the 
power law type.  Most of the simulations were performed for shear thinning fluids 
(i.e. n < 1) in horizontal flow, with a smaller set of vertical flow cases being carried 
out to investigate the influence of flow direction and these are discussed in a separate 
section.  A few simulations were also conducted for shear thickening fluids (i.e.         
n > 1).  The variables investigated were: particle size, mean particle concentration, 
mean mixture velocity, and power law parameters.  The range of the numerical 
experiments conducted for each parameter studied is summarised in Table 5.4.  The 
effects of the above mentioned variables on solid and fluid phase velocity profiles, 
radial particle distribution, and pressure drop are investigated.   
 
 
5.5.1. PARTICLE DIAMETER 
 
Food particles are usually coarse and have diameters on the millimetre scale.  In this 
study, particle diameter was varied in the range 2-9 mm, corresponding to particle-
pipe diameter ratios of d/D = 0.044-0.20.  All the other flow parameters were held 
constant, as shown in Table 5.4. 
 
5.5.1.1. Effect on solid phase velocity profile 
The velocity profile of the solid phase was obtained at a section 100 mm upstream of 
the pipe exit and was normalised using the mean mixture velocity, u .  Sample results 
are shown in Figure 5.14 for d = 2, 4, 6 and 9 mm.  The solid phase velocity profile is 
generally asymmetrical about the central axis, with particles flowing at higher 
velocities near the top wall of the pipe than near the base, but the degree of 
asymmetry depends on particle diameter.  At d = 2 mm, the velocity profile is nearly 
symmetrical, with the particles close to the pipe wall constituting a slow moving 
annular region, while at larger diameters the asymmetry in the velocity profile 
becomes increasingly more pronounced.  These results are in agreement with the 
experimental observations and PEPT measurements of Fairhurst (1998) for 5 and 10 
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mm diameter particles. Such asymmetrical profiles have also been reported for sand 
and water slurries (Newitt et al., 1962) and for dilute food mixtures of up to 10% v/v 
solids (Fregert, 1995). 
 
This asymmetry in the solid phase velocity profile is a result of particle settling due to 
the density difference between the two phases, even though this difference here is 
relatively small.  To confirm this, a simulation was conducted with neutrally buoyant 
particles (i.e. ρs = ρf).  The CFD-predicted velocity profiles of nearly-neutrally 
buoyant particles (s = ρs/ρf = 1.02) and of neutrally buoyant particles (s = 1.00) 
flowing under the same flow conditions are compared in Figure 5.15.  The velocity 
profile of neutrally buoyant particles is exactly symmetrical due to the absence of 
particle settling.  This result highlights the significance of any density difference 
between the two phases even when this difference is small. 
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Figure 5.14:  Effect of particle diameter on normalised solid-phase velocity profile: 
    k = 0.16 Pa sn; n = 0.81; ρs = 1020 kg m-3; Cs = 0.25; u  = 125 mm s-1.  
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Table 5.4:  Range of parametric CFD study for shear thinning fluids. 
 
Direction 
of flow 
Parameter 
investigated 
k 
(Pa sn) 
n 
(-) 
ρf 
(kg m-3) 
ρs 
(kg m-3) 
d 
(mm) 
Cs 
(-) 
um 
(mm s-1) f
mf
t
Du
µ
ρ
=Re  
f
f
p
du
µ
ρ
∞
=Re  
d 0.16 0.81 1000 1020 2-9 0.25 125 60 0.003-0.37 
Cs 0.16 0.81 1000 1020 4 0.05-0.40 125 60 0.026 
um 0.16 0.81 1000 1020 4 0.25 25-125 9-60 0.020-0.026 
n 0.15 0.6-0.9 1000 1020 4 0.30 125 50-116 0.025-0.031 
Horizontal 
k 0.15-20 0.65 1000 1020 4 0.30 125 1-102 0-0.026 
d 0.16 0.81 1000 1020 2-8 0.25 66 28 0.003-0.22 
Vertical 
Cs 0.16 0.81 1000 1020 4 0.05-0.30 66 28 0.023 
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Figure 5.15:  Normalised solid-phase velocity profile for neutrally buoyant and 
nearly-neutrally buoyant particles: 
k = 0.16 Pa sn; n = 0.81; d = 7 mm; Cs = 0.25; u = 125 mm s-1.  
 
 
Two other features of the solid phase velocity profile which are affected by particle 
diameter are the position and value of the maximum particle velocity.  While the 
maximum velocity occurs at the pipe centre for a fluid flowing alone, the maximum 
solid velocity in the solid-liquid mixtures studied lies generally above the centreline.  
The exact location of the fastest particle varies with particle diameter.  For the 
smallest particles, the maximum of the velocity profile is located almost at the centre, 
but as d increases it shifts above the centreline.  Moreover, the value of the maximum 
particle velocity decreases for coarser particles, which is in agreement with 
experimental observations for coarse particles of 5 and 10 mm diameter (Fairhurst, 
1998; McCarthy et al., 1997).   
 
The particle velocity profile can have important implications in applications such as 
food processing where the aim is to safely sterilise the fastest particles without 
overcooking the slowest ones.  The results in Figure 5.14 show that particles generally 
travel faster than the mean mixture velocity, u , and the fastest amongst them travel at 
a velocity considerably less than twice the mean value.  It is common practice in food 
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sterilisation, for example, to design holding tube lengths assuming that the maximum 
velocity is twice the average velocity, i.e. assuming laminar Newtonian flow (Lareo et 
al., 1997(a)).  Such an assumption is clearly conservative for shear thinning fluids and 
can, therefore, result in losses of nutrients and quality.  On the other hand, particles 
flowing in shear-thickening carrier fluids can reach a maximum velocity greater than 
twice the mean flow velocity, 2 u , as shown in Figure 5.16.  It should be noted that a 
shear thickening fluid flowing alone has a maximum velocity greater than 2u .  At 
moderate values of the flow behaviour index, n, above unity, the maximum fluid 
velocity is reduced to below 2u  since the velocity profile is flattened owing to the 
presence of the solid particles, similar to what happens in shear thinning fluids (see 
Section 5.5.4.1 below).  At values of n substantially above unity, both the fluid and 
particle maximum velocities can exceed 2 u .  In such cases, estimation of a holding 
tube length based on a maximum velocity of twice the mean velocity will not be 
sufficient to ensure a safe process. 
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Figure 5.16:  Solid-phase velocity profile in shear-thickening carrier fluids: 
   k = 0.16 Pa sn; d = 2 mm; Cs = 0.30; u = 125 mm s-1.  
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5.5.1.2. Effect on carrier fluid velocity profile 
Figure 5.17 shows how larger solid particles have a much more significant blunting 
effect on the velocity profile of the fluid than smaller particles.  In addition, particles 
induce a degree of asymmetry in the fluid velocity profile which increases with 
particle size.  Fluid near the base of the pipe does not adhere to the wall despite the 
no-slip boundary condition imposed there.  Solid particles near the base of the pipe 
have a non-zero velocity due to the solid free-slip condition at the wall.  The flowing 
particles disrupt the boundary layer at the pipe wall and sweep the fluid away, thus 
resulting in a small, but non-zero, fluid velocity in this region. 
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Figure 5.17:  Effect of particle diameter on normalised carrier fluid velocity profile: 
 k = 0.16 Pa sn; n = 0.81; ρs = 1020 kg m-3; Cs = 0.25; u  = 125 mm s-1. 
 
 
5.5.1.3. Effect on particle concentration profile 
The effect of particle size on the normalised radial distribution of the solid phase in 
the pipe is depicted in Figure 5.18.  The normalised local particle concentration is 
calculated as the ratio of the local volume fraction at a given radial position to the 
mean volume fraction over the pipe cross-section.  In general, three regions can be 
identified:  
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(i) a low-concentration region near the top of the pipe section;  
(ii) a central region with a nearly uniform solids concentration; and  
(iii) a high concentration region near the bottom of the pipe where the local 
solid fraction significantly exceeds the mean value.   
 
As discussed above, the effect of particle settling becomes more pronounced at larger 
particle diameters, leading to higher particle concentrations near the bottom of the 
pipe.  Indeed, the CFD-predicted concentration profiles demonstrate this effect clearly 
in Figure 5.18 for a range of particle sizes.  Regions (i) and (iii) of the concentration 
profile at the top and bottom of the pipe, respectively, constitute a slow moving 
annular region encompassing a fast moving central core (region (ii)).  The CFD 
results show that the diameter of the central core increases as particle size is reduced.  
Smaller particles, like neutrally buoyant particles, exhibit an entirely uniform radial 
distribution which is indicative of a pseudo-homogeneous flow. 
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Figure 5.18:  Effect of particle diameter on radial particle concentration profile:  
k = 0.16 Pa sn; n = 0.81; ρs = 1020 kg m-3; Cs = 0.25; u = 125 mm s-1. 
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5.5.1.4. Effect on pressure drop  
In addition to friction arising from the flow of the carrier fluid, the presence of the 
particles introduces three additional sources of friction: particle-particle, particle-fluid 
and particle-wall friction, all of which are influenced by the surface area and, 
therefore, the diameter of the particles.  The CFD model predicts a decrease in 
pressure drop as particle diameter increases, as shown in Figure 5.19 representing the 
percentage increase in pressure drop per unit length relative to that incurred by the 
carrier fluid flowing alone at the same flow rate.  As d increases, at a constant particle 
concentration, the total surface area of the solid phase decreases, thus reducing 
particle-particle, particle-fluid, and particle-wall friction, hence the observed decrease 
in pressure drop.  Such a reduction in pressure drop, however, diminishes in 
significance at larger values of d, probably due to the increased propensity of particle 
settling which tends to increase particle-wall friction. 
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Figure 5.19:  Effect of particle diameter on percentage increase in pressure drop 
relative to fluid flowing alone:  
 k = 0.16 Pa sn; n = 0.81; ρs = 1020 kg m-3; Cs = 0.25; u = 125 mm s-1. 
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5.5.2. PARTICLE CONCENTRATION 
 
The concentration of the solid phase was varied from 5% to 40% v/v while holding 
the other parameters constant, as shown in Table 5.4.  Significant effects were 
observed, as discussed below. 
 
5.5.2.1. Effect on solid phase velocity profile 
The solid phase velocity profiles predicted by CFD at different particle concentrations 
are presented in Figure 5.20.  The results show that increasing the particle 
concentration gives rise to increased blunting of the solid phase velocity profile, thus 
lowering the maximum velocity of particles near the pipe centre and raising the 
velocity of particles flowing near the wall, in agreement with experimental findings 
(Fairhurst et al., 2001; Fairhurst, 1998).  
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Figure 5.20:  Effect of particle concentration on normalised solid-phase velocity 
profile: 
 k = 0.16 Pa sn; n = 0.81; ρs = 1020 kg m-3; d = 4 mm; u = 125 mm s-1. 
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5.5.2.2. Effect on carrier fluid velocity profile 
Figure 5.21 shows the effect of particle concentration on the carrier fluid velocity 
profile.  The results indicate that increasing the particle concentration has a similar 
flattening effect on the velocity profile of the carrier fluid as it has on the solid phase 
velocity profile.  As pointed out above, the fluid layer near the bottom wall of the pipe 
has a non-zero velocity that increases with solids concentration.  This is due to the 
increasing velocity of the solid particles at higher Cs values (Figure 5.20), which 
disrupt the fluid boundary layer at the wall and generate a significant fluid slip.  It is 
interesting to note that at Cs = 0.4, for example, the fluid velocity at the bottom wall 
reaches a value about 20% the maximum fluid velocity. 
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Figure 5.21:  Effect of particle concentration on normalised carrier-fluid velocity 
profile: 
 k = 0.16 Pa sn; n = 0.81; ρs = 1020 kg m-3; d = 4 mm; u = 125 mm s-1. 
 
 
5.5.2.3. Effect on particle concentration profile 
The normalised concentration profile of the solid particles is plotted at different 
particle concentrations in Figure 5.22.  The radial particle distribution becomes 
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increasingly more uniform at higher solid concentrations. At 40% v/v the 
concentration profile is almost flat across the entire pipe cross section.  As the 
maximum packing concentration is approached, no space is available for particles to 
settle out, thus leading to a uniform concentration profile.  Experimental particle 
tracks determined by PEPT have led to the same observations and the identification of 
a ‘capsule flow’ regime at such high particle concentrations (Barigou et al., 2003; 
Fairhurst et al., 2001).  At lower Cs values, the central core region becomes more and 
more asymmetrical around the centreline as the local particle concentration in the top 
half of the pipe declines due to particle settling.   
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Figure 5.22:  Effect of particle concentration on normalised particle concentration 
profile: 
 k = 0.16 Pa sn; n = 0.81; ρs = 1020 kg m-3; d = 4 mm; u = 125 mm s-1. 
 
 
5.5.2.4. Effect on pressure drop 
As discussed above, the presence of solid particles in the carrying medium increases 
the pressure drop incurred due to particle-particle, particle-fluid and particle-wall 
interactions.  Friction losses due to these interactions increase as the solid 
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concentration increases, the number of particles increases and, hence, the total surface 
area of the solid phase increases.  The percentage increase in pressure drop per unit 
length relative to that incurred by the carrier fluid flowing alone at the same flow rate 
was obtained from the CFD simulations at different particle concentrations, and the 
results are plotted in Figure 5.23.  As can be seen in the figure, there is a steep rise in 
the mixture pressure drop as a function of Cs; an increase in particle concentration 
from 5% to 40% v/v results in more than a 100% increase in pressure drop.  This 
represents a substantial rise in pressure drop compared to the carrier fluid flowing 
alone. 
 
0
20
40
60
80
100
120
140
160
0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45
Mean solids volume fraction, Cs  (-)
Pe
rc
en
ta
ge
 
in
cr
ea
se
 
o
f p
re
ss
u
re
 
dr
o
p 
 
(%
)
 
 
Figure 5.23:  Effect of particle concentration on percentage increase in pressure drop 
relative to fluid flowing alone:  
 k = 0.16 Pa sn; n = 0.81; ρs = 1020 kg m-3; d = 4 mm; u = 125 mm s-1. 
 
 
5.5.3. MIXTURE VELOCITY 
 
Varying the mean mixture velocity in the range 25-125 mm s-1, which covers the 
typical velocities normally used in food processing, whilst holding the other flow 
conditions constant as shown in Table 5.4, had little effect on the normalised solid 
phase and liquid phase velocity profiles, normalised particle concentration profile, and 
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increase of pressure drop per unit length relative to the carrier fluid flowing alone.  
The solid phase velocity profile results are consistent with the experimental PEPT 
measurements obtained by Fairhurst (1998). 
 
5.5.4. RHEOLOGICAL PROPERTIES 
 
The effects of varying the rheological parameters of the shear-thinning carrier fluid, 
namely, the flow behaviour index and the flow consistency index, were investigated.   
 
5.5.4.1. Flow behaviour index, n 
The flow behaviour index, n, indicates the extent of departure from Newtonian 
behaviour and is a measure of the degree of shear thinning of the fluid.  This 
parameter was varied in the range 0.6-0.9 whilst all the other parameters were kept 
constant at the values shown in Table 5.4.  Note that the case of shear-thickening 
carrier fluids, i.e. n > 1, has already been addressed above (see Section 5.5.1.1) in the 
context of the influence of shear thickening on the fluid and solid phase velocity 
profiles. 
 
5.5.4.1.1. Effect on carrier fluid velocity profile 
The effects of the flow behaviour index on the velocity profile of the carrier fluid in 
the suspension are depicted in Figure 5.24.  There is a gradual flattening of the fluid 
velocity distribution as n is decreased, i.e. as shear thinning increases.  There is a 
certain degree of asymmetry caused by the slip layer at the bottom of the pipe, as 
discussed above. 
 
The velocity profile of the carrier fluid in the suspension is compared to that of the 
same fluid flowing alone in Figures 5.25 and 5.26 for the lowest and highest n values 
used, respectively.  The presence of the particles has a significant flattening effect on 
the fluid velocity profile, where the maximum fluid velocity is reduced by some 20%.  
This effect was observed for all n values used. 
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Figure 5.24:  Effect of flow behaviour index on normalised carrier-fluid velocity 
profile: 
k = 0.15 Pa sn; ρs = 1020 kg m-3; Cs = 0.30; d = 4 mm; u = 125 mm s-1. 
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Figure 5.25:  Effect of solid phase on normalised carrier-fluid velocity profile: 
k = 0.15 Pa sn; n = 0.60; ρs = 1020 kg m-3; Cs = 0.30; d = 4 mm; u = 125 mm s-1. 
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Figure 5.26:  Effect of solid phase on normalised carrier-fluid velocity profile: 
k = 0.15 Pa sn; n = 0.90; ρs = 1020 kg m-3; Cs = 0.30; d = 4 mm; u = 125 mm s-1. 
 
 
5.5.4.1.2. Effect on solid phase velocity profile 
The CFD-predicted velocity profiles presented in Figure 5.27 show that particles in 
the top half of the pipe travel faster than those in the bottom half of the pipe, with the 
maximum occurring slightly above the centreline.  This asymmetry in the velocity 
profile is greater for more shear thinning fluids, i.e. for lower values of n.  Enhanced 
shear thinning also leads to a blunter solid phase velocity profile as the fluid velocity 
profile becomes flatter (Figure 5.24).  However, similar to the velocity profile of the 
carrier fluid, the effects are not large for the practical range of n values investigated 
here: reducing n from 0.9 to 0.6 leads to ~12% reduction in the maximum particle 
velocity.     
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Figure 5.27:  Effect of flow behaviour index on normalised solid-phase velocity 
profile: 
k = 0.15 Pa sn; ρs = 1020 kg m-3; Cs = 0.30; d = 4 mm; u = 125 mm s-1. 
 
 
5.5.4.1.3. Effect on concentration profile 
Simulations showed that n had little effect on the particle concentration profile within 
the range of values studied, i.e. n = 0.6-0.9. 
 
5.5.4.1.4. Effect on pressure drop 
The increase in pressure drop in solid-liquid flow relative to the single-phase pressure 
drop was found to be independent of the flow behaviour index.  It may therefore be 
inferred that the increase in pressure drop due to the presence of the solid phase is 
independent of the non-Newtonian behaviour of the carrier fluid so long as an 
effective viscosity can be defined for the fluid.  This explains the good agreement 
obtained between the CFD predictions of pressure drop for mixtures with a non-
Newtonian carrier fluid and the predictions of the semi-empirical correlation of 
Rasteiro et al. (1993), originally derived for a Newtonian fluid (see Table 5.3). 
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5.5.4.2. Consistency index, k 
The consistency index, k, was varied in the range 0.15 - 20 Pa sn while the other 
variables were kept constant (Table 5.4).  No significant effects were observed on the 
normalised solid phase and liquid phase velocity profiles, normalised particle 
concentration profile, and percentage increase of pressure drop relative to single-
phase pressure drop.   
 
 
5.5.5. VERTICAL DOWN-FLOW 
 
The effect of flow orientation was studied by considering vertical down-flow in the 
same 45 mm diameter pipe.  The range of parameters investigated is shown in Table 
5.4.   
 
CFD results showed that varying the particle diameter in the range 2-8 mm at           
Cs = 0.25 had little effect on the normalised solid phase and liquid phase velocity 
profiles and normalised concentration profile in vertical flow.  Figure 5.28 shows the 
solid phase velocity profiles at different d values.  The carrier fluid velocity profiles 
were found to be nearly identical to the solid phase profiles.  The distribution of 
particles was remarkably uniform over the pipe cross section, due to the absence of 
particle settling in the pipe.  Increasing the particle diameter from 2 mm to 8 mm 
resulted in only ~10% reduction in pressure drop compared to single phase fluid flow, 
as shown in Figure 5.29.  This can also be explained by the absence of particle settling 
which, in turn, reduces particle-wall and particle-particle friction losses. 
 
Solid concentration, varied within the range 5-30% v/v at d = 4 mm, also had no 
effect on the normalised solid phase velocity profile (Figure 5.30), liquid phase 
velocity profile and normalised concentration profile.  The solid-liquid pressure drop, 
however, was substantially affected, as shown in Figure 5.31.  Increasing solids 
concentration led to an increased pressure loss due to increased particle-particle, 
particle-fluid and particle-wall interactions. 
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Figure 5.28: Effect of particle diameter on normalised solid phase velocity profile in 
vertical down-flow: 
k = 0.16 Pa sn; n = 0.81; ρs = 1020 kg m-3; Cs = 0.25; u = 66 mm s-1. 
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Figure 5.29: Effect of particle diameter on percentage increase in pressure drop 
relative to fluid flowing alone in vertical down-flow: 
k = 0.16 Pa sn; n = 0.81; ρs = 1020 kg m-3; Cs = 0.25; u = 66 mm s-1. 
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Figure 5.30: Effect of particle concentration on normalised solid phase velocity 
profile in vertical down-flow: 
k = 0.16 Pa sn; n = 0.81; ρs = 1020 kg m-3; d = 4 mm; u = 66 mm s-1. 
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Figure 5.31:  Effect of particle concentration in vertical down-flow on percentage 
increase in pressure drop relative to fluid flowing alone: 
k = 0.16 Pa sn; n = 0.81; ρs = 1020 kg m-3; d = 4 mm; u = 66 mm s-1. 
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5.6. CONCLUSIONS 
 
 
CFD simulations of solid-liquid suspension flow of coarse nearly-neutrally buoyant 
particles in non-Newtonian fluids were performed using an Eulerian-Eulerian 
numerical model in order to assess the capability of CFD to predict the main features 
of such flows, namely, carrier fluid and solid phase velocity profiles, particle passage 
times, and mixture pressure drop.  The Eulerian-Eulerian CFD model adopted within 
CFX 10.0 was capable of predicting the velocity profile of the carrier liquid flowing 
alone to an excellent degree of accuracy, in comparison with the exact theoretical 
velocity profile.  Results showed that CFD is, thus, also capable of predicting the flow 
of homogeneous suspensions which can be approximated by single phase rheology 
such as pseudoplastic and viscoplastic types which are representative of many 
industrial suspensions.  
 
The solid phase velocity profiles predicted by CFD generally matched the 
experimentally determined velocity profiles obtained by PEPT to a very good degree 
of accuracy.  Minimum, maximum, and mean particle passage times measured by Hall 
effect sensors also agreed very well with CFD computations.  The prediction of 
particle passage time has significant implications for the flow of industrial solid-liquid 
suspensions, as for example in the thermal sterilisation of food suspensions where 
sterility must be ensured without overcooking the solid particles.  CFD predictions of 
solid-liquid pressure drop also showed a good agreement over a wide range of 
conditions with the semi-empirical correlation of Rasteiro et al. (1993), as well as 
with the more recent correlation of Gradeck et al. (2005) at low solid concentrations.  
Other older correlations (Durand and Condolios, 1952; Zandi and Govatos, 1967; 
Newitt et al., 1955) showed much larger deviations from CFD, exceeding 100% in 
some cases.  Their limitations in predicting the effects of solids concentration and 
particle size have been demonstrated. 
 
Whilst a thorough validation of CFD would require more extensive experimental data 
on pressure drop, which are presently unavailable in the literature, the study 
conducted here has shown that, overall, CFD is capable of giving predictions which 
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are no worse but probably more reliable than the correlations available in the literature 
as it is based on the solution of the governing equations of motion. 
 
The CFD model was then used to conduct a parametric study of the horizontal and 
vertical flow of coarse nearly-neutrally solid particles in power-law carrier fluids.  
The model was used to investigate the effects of particle diameter and concentration, 
mean flow velocity, and rheological properties of the carrier fluid on the solid phase 
and liquid phase velocity profiles, particle concentration profile, and pressure drop.   
 
For particles larger than ~4 mm, the velocity profile of the solid phase exhibited a 
significant degree of asymmetry which increased with particle size due to the 
increased propensity of particle settling.  Also, with increasing particle size, the 
maximum solids velocity decreased and the position at which this velocity occurred 
shifted upwards above the centreline.  Particles generally travelled faster than the 
mean mixture velocity, and while the maximum particle velocity was considerably 
less than twice the mean mixture velocity in shear-thinning carrier fluids, it exceeded 
this value in strongly shear thickening fluids (~n > 1.75).  Larger particles also caused 
significant blunting and asymmetry in the liquid phase velocity profile.  Whereas the 
particle concentration profile was nearly uniform for smaller particles (2 mm), 
indicating a pseudo-homogeneous flow, increasing the particle diameter distorted the 
concentration profile due to enhanced settling.  The solid-liquid pressure drop 
declined as particle diameter increased.    
 
As the solids concentration was increased, the solid phase and liquid phase velocity 
profiles became flatter and the particles were radially more uniformly distributed.  
Increasing the concentration also increased the pressure drop incurred considerably as 
the friction losses due to particle interactions increased.  Increasing the mean flow 
velocity had no noticeable influence on the normalised velocity profile of either 
phase, the normalised particle concentration profile, or the pressure drop increase 
relative to the carrier fluid flowing alone. 
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Similarly, the fluid consistency index of the carrier fluid did not have any influence on 
the normalised velocity profiles, normalised particle distribution, or pressure drop 
increase relative to single-phase flow.  However, more shear thinning, i.e. lower n, 
induced a gradual flattening of the velocity profile of the solid phase and of the liquid 
phase relative to the fluid flowing alone.  No significant effects were observed on the 
normalised particle concentration profile or the increase in pressure drop compared to 
single phase flow.   
 
In vertical down-flow, particle radial distribution was remarkably uniform under all 
conditions investigated.  The normalised solid-phase and liquid-phase velocity 
profiles and normalised particle concentration profile were independent of particle 
size and concentration under the conditions studied.  However, increasing particle 
concentration resulted in a significant rise in pressure drop relative to single phase 
flow. 
  
This study serves as a first step in extending the vibration work reported in previous 
chapters to solid-liquid suspensions.  For this purpose, it may be necessary to combine 
Discrete Element Modelling (DEM) with CFD to study such complex flows.  
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NOMENCLATURE 
 
CD  drag coefficient (-) 
Cl  lift coefficient (-) 
Cs  solids volume fraction (-) 
Csm  maximum solids volume fraction (-) 
d  particle diameter (mm) 
D  pipe diameter (m) 
E  compaction modulus (-) 
f  friction factor (-) 
FD  drag force per unit volume (N m-3) 
Fl  lift force per unit volume (N m-3) 
g  gravitational acceleration (m s-2) 
G0  reference elasticity modulus (Pa) 
k  consistency index (Pa sn)  
L  pipe length (m) 
Lh  entrance length (m) 
n  flow behaviour index (-) 
p  pressure (Pa) 
Ps  solids pressure (Pa) 
Q  Volumetric flow rate, m3 s-1 
r  radial position (m) 
R  pipe radius (m) 
Rep  particle Reynolds number (-) 
Resusp  suspension Reynolds number (-)  
Ret  tube Reynolds number (-)  
s  particle-fluid density ratio (-) 
t  time (s) 
u  local velocity (m s-1) 
u   mean mixture velocity (m s-1) 
Uf  fluid velocity vector 
Us  solids velocity vector 
uf  local fluid velocity (m s-1) 
uf,n  normalised local fluid velocity (-) 
um  mean mixture velocity (m s-1) 
us  local solids velocity (m s-1) 
uslip  slip velocity (m s-1) 
us,n  normalised local solids velocity (-) 
u∞  sedimentation velocity (m.s-1) 
 
 
Greek letters 
γ&   shear rate (s-1) 
η   fluid apparent viscosity (Pa s) 
µf  fluid effective viscosity (Pa s) 
µr  relative suspension viscosity (-) 
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µs  solids viscosity (Pa s) 
ρf  fluid density (kg m-3) 
ρs  solid density (kg m-3) 
τ   shear stress (Pa) 
 
Subscripts 
f  fluid 
s  solid 
m  mean  
susp  suspension  
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6. CONCLUSIONS AND FURTHER WORK 
 
 
6.1. CONCLUSIONS 
 
Validated CFD models have been used to study three complex flows: (i) isothermal 
flow of non-Newtonian fluids in a mechanically vibrated pipe, (ii) heat transfer to 
Newtonian and non-Newtonian fluids in vibrational flow, and (iii) solid-liquid flow of 
coarse nearly-neutrally buoyant particles in non-Newtonian carrier fluids. 
 
The results of the first investigation have shown that, while Newtonian fluids are not 
affected by the superimposition of a sinusoidal mechanical vibration, non-Newtonian 
fluids undergo substantial changes.  The superimposition of rotational oscillation was 
shown to have a large influence on the velocity profile, and hence flow rate, of shear 
thinning, shear thickening, and viscoplastic fluids.  The changes in velocity profile 
and flow rate were attributed to changes in the apparent viscosity imparted by the 
additional applied shear.  Vibration caused the velocity profile of shear thinning and 
viscoplastic fluids to stretch in the flow direction, thus, increasing the total flow rate.  
The enhancement in flow was calculated as the ratio of vibrational flow rate to steady 
state flow rate.  The velocity profile of shear thickening fluids, on the other hand, was 
flattened under vibration due to the increase in viscosity caused by the added shear, 
thus, leading to flow retardation.   
 
The extent of such effects was found to depend on vibration parameters, fluid 
rheological properties and pressure gradient.  The enhancement ratio for a shear 
thinning fluid increased with vibration frequency and amplitude, but different 
combinations of frequency and amplitude corresponding to the same maximum 
acceleration gave the same enhancement.  While increasing vibration frequency or 
amplitude resulted in elongated velocity profiles, the normalised velocity profile was 
only slightly affected, thus, indicating that vibration did not alter the flow 
characteristics significantly under the vibration and flow conditions used.  Although 
flow enhancement ratios as high as 5 for power law fluids and 12 for Herschel-
Bulkley fluids were achieved using sonic frequencies, it was found that the increase in 
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enhancement ratio with vibration frequency reaches a limit beyond which no further 
enhancement is achieved.  The effect of increasing vibration frequency, therefore, 
decreases at high frequencies.   
 
The enhancement ratio was also sensitive to the flow behaviour index, consistency 
index, and yield stress.  The more pronounced the non-Newtonian behaviour of the 
fluid, the stronger the effect of vibration on its flow.  For shear thinning fluids, the 
flow enhancement ratio increased as the flow behaviour index was reduced, i.e. as 
shear thinning increased, due to the increased dependence of the fluid viscosity on 
shear.  The velocity profile underwent considerable elongation under vibration 
compared with the steady-state velocity profile for all flow behaviour index values 
considered.  For shear thickening fluids, the flow enhancement ratio decreased below 
unity as the flow behaviour index was increased, due to the increased shear 
thickening.  Increases in the flow consistency index for a shear thinning fluid gave 
rise to higher flow enhancement ratios.  For viscoplastic fluids, the flow enhancement 
ratio increased exponentially with the yield stress.  This enhancement was most 
pronounced when shear thinning and yield stress effects were coupled (i.e. for 
Herschel-Bulkley fluids).  
 
Increases in pressure gradient, and hence steady-state flow rate, led to reduced flow 
enhancements.  The potential for flow enhancement, it can be concluded, diminishes 
with increasing steady-state flow rate.  
 
While mechanical vibration with frequencies on the sonic scale produced substantial 
enhancements in the flow of low to moderately viscous fluids, it had limited scope for 
enhancing the flow of highly viscous fluids.  Ultrasonic rotational vibration, however, 
was very effective at enhancing the flow of extremely viscous materials (k ~10 kPa sn, 
n ~0.3, τ0 ~200 kPa) leading sometimes to two orders of magnitude increases in flow 
rate for extremely viscous Herschel-Bulkley fluids, thus, offering a great potential for 
the processing of such complex materials. 
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Different vibration modes resulted in different degrees of flow enhancement.  Under 
identical conditions, sinusoidal pipe oscillations in the direction of flow produced 
flow enhancements which were greater than those generated by rotational oscillations, 
which, in turn, were greater than those produced by transversal oscillations in a 
direction normal to the flow.  Nonetheless, the three modes of oscillation yielded 
substantial enhancements in flow, and the choice of vibration mode for a given 
process is largely a matter of convenience. 
 
Flow visualisation using particle trajectories revealed a degree of angular secondary 
motion in the fluid induced by rotational oscillation.  The trajectories showed that 
fluid particles experience angular oscillations, the amplitude of which increases as the 
distance from the wall decreases.   
 
The benefits of mechanical vibration are not limited to flow enhancement.  The results 
of the second investigation showed that a transversal mechanical vibration imposed at 
the wall of a pipe conveying a Newtonian or non-Newtonian fluid in non-isothermal 
laminar flow generates a vigorous swirling fluid motion represented by a strong 
vorticity field and complex spiralling fluid streamlines and trajectories.  This chaotic 
fluid motion results in strong convective currents at the wall and substantial radial 
fluid mixing leading to large enhancement ratios in wall heat transfer and a near-
uniform radial temperature distribution.  Temperature contours showed that without 
vibration the temperature profile develops extremely slowly along the pipe, as the 
temperature difference between the fluid and the wall decays exponentially along the 
pipe.  With vibration, however, the temperature profile develops so rapidly that a 
given outlet temperature can be achieved along a much shorter pipe length.  The 
thermal entrance length can be reduced by an order of magnitude or more compared 
to its value in steady state flow.   
 
The observed effects were governed by the amplitude and frequency of vibration so 
that, for a given fluid viscosity, higher amplitudes and frequencies led to better 
improvements in heat transfer characteristics.  More viscous fluids required a more 
energetic vibration but the effects appear to be more sensitive to the amplitude than 
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the frequency of wall oscillations.  Compared to Newtonian fluids, shear thinning 
fluids exhibited more pronounced vibrational effects which increased in significance 
as the flow behaviour index was reduced, i.e. as shear thinning increased. 
 
Transverse vibration in non-isothermal conditions also had a significant stretching 
effect on the velocity profile at a constant flow rate, even for a Newtonian fluid.  In a 
Newtonian fluid, this effect is attributed to the influence of temperature on the 
viscosity.  In steady non-isothermal flow, the velocity profile is flattened compared to 
the isothermal profile.  However, as the temperature profile becomes more uniform 
due to vibration, the temperature near the wall decreases compared to the steady state, 
thus, increasing the viscosity in this region and reducing velocity.  On the other hand, 
the temperature near the pipe centre increases, thus, reducing the viscosity and 
increasing velocity there. 
 
It can also be argued that the strong spiralling fluid motion generated would have 
added benefits in reducing fouling of the pipe because of the cleaning action that the 
fluid motion would create at the wall, and in a two-phase solid-liquid flow it would 
help keep the solid particles in suspension and enhance liquid-particle heat transfer.  
These results open up new opportunities for the potential application of mechanical 
vibration as an elegant non-intrusive technique in processes where reducing non-
uniformity in heat transfer represents a challenge.   
 
In the third investigation, CFD simulations of the solid-liquid suspension flow of 
coarse nearly-neutrally buoyant particles in non-Newtonian fluids were performed 
using an Eulerian-Eulerian numerical model.  The CFD computations of solid phase 
velocity profile and particle passage times matched the experimental PEPT and Hall 
effect sensors measurements to a very good degree of accuracy. 
 
Results showed that, except for the smaller particles (< 4 mm), the velocity profile of 
the solid phase exhibited a significant degree of asymmetry which increased with 
particle size due to the increased propensity of particle settling.  Also, with increasing 
particle size (d > 4 mm), the maximum solids velocity decreased and the position at 
which this velocity occurred shifted upwards above the centreline.  Particles generally 
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travelled faster than the mean mixture velocity, and while the maximum particle 
velocity was considerably less than twice the mean mixture velocity in shear-thinning 
carrier fluids, it exceeded this value in strongly shear thickening fluids (~ n > 1.75).  
Larger particles also caused significant blunting and asymmetry in the liquid phase 
velocity profile.  Whereas the particle concentration profile was nearly uniform for 
smaller particles (d < 3 mm), indicating a pseudo-homogeneous flow, increasing the 
particle diameter distorted the concentration profile due to enhanced settling.  The 
solid-liquid pressure drop declined as particle diameter increased.    
 
At higher solid concentrations, the solid phase and liquid phase velocity profiles 
became flatter and the particles were radially more uniformly distributed.  Increasing 
the concentration also increased the pressure drop incurred considerably as the friction 
losses due to particle interactions increased.  Increasing the mean flow velocity had no 
influence on the normalised velocity profile of either phase, the normalised particle 
concentration profile, or the pressure drop increase relative to the carrier fluid flowing 
alone. 
   
The fluid consistency index did not have any influence on the normalised velocity 
profiles, normalised particle distribution, or pressure drop increase relative to single-
phase flow.  However, more shear thinning, i.e. lower n, induced a gradual flattening 
of the velocity profile of the solid phase and of the liquid phase relative to the fluid 
flowing alone.  No significant effects were observed on the normalised particle 
concentration profile or the increase in pressure drop compared to single phase flow.   
 
In vertical down-flow, particle radial distribution was remarkably uniform under all 
conditions investigated.  The normalised solid-phase and liquid-phase velocity 
profiles and normalised particle concentration profile were independent of particle 
size and concentration under the conditions studied.  However, increasing particle 
concentration resulted in a significant rise in pressure drop relative to single phase 
flow. 
 
These results have important practical implications for the processing of solid-liquid 
food mixtures where knowledge of the solid phase and liquid phase velocity profiles 
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is crucial for the design of the process.  The Eulerian approximation of the solid phase 
has thus been shown to be useful in predicting the behaviour of such systems.  
 
    
6.2. FURTHER WORK 
 
This work has shown that mechanical vibration can improve the processing of viscous 
fluids in single-phase flow.  It also highlights the need for further research in this area 
which can build on the results reported here.  The following are recommendation for 
future work: 
 
1. The heat transfer enhancement reported here is obtained at a uniform wall 
temperature and is therefore accompanied by an increase in the heat flux 
required.  It is therefore necessary to investigate the feasibility of providing the 
much enhanced heat flux under vibration conditions.  This can help to assess 
the viability of mechanical vibration, over a range of vibration conditions, as a 
means of enhancing heat transfer and temperature uniformity in industry. 
 
2. The heat transfer enhancement study was conducted at low Reynolds numbers 
(Re up to ~20).  More work is needed to cover a wider range of Re. 
 
3. The effects of vibration under a uniform and constant wall heat flux need also 
to be investigated and compared with the results obtained here.   
 
4. The study of heat transfer enhancement by means of vibration can be extended 
to two-phase solid-liquid systems. This can be performed initially at a low 
solids concentration and using the Lagrangian particle tracking CFD model, in 
order to gain a fundamental understanding of the effects present in this 
complex flow.  It may also be necessary to conduct some experimental work 
to provide measurements to validate the CFD model.  It may also be useful to 
combine Discrete Element Modelling (DEM) with CFD to tackle this problem. 
 
5. Work is needed to determine the economic and technological viability of using 
vibration as a means of enhancing flow and heat transfer. 
 
