Abstract-Zero-echo Time (ZTE) imaging is a promising technique for magnetic resonance imaging (MRI) of short-T2 tissue nuclei in tissues. A problem inherent to the method currently hindering its translation to the clinic is the presence of a spatial encoding gradient during excitation, which causes the hard pulse to become spatially selective, resulting in blurring and shadow artifacts in the image. While shortening radio-frequency (RF) pulse duration alleviates this problem the resulting elevated RF peak power and specific absorption rate (SAR) in practice impede such a solution. In this work, an approach is described to correct the artifacts by applying quadratic phase-modulated RF excitation and iteratively solving an inverse problem formulated from the signal model of ZTE imaging. A simple pulse sequence is also developed to measure the excitation profile of the RF pulse. Results from simulations, phantom and in vivo studies, demonstrate the effectiveness of the method in correcting image artifacts caused by inhomogeneous excitation. The proposed method may contribute toward establishing ZTE MRI as a routine 3D pulse sequence for imaging protons and other nuclei with quasi solid-state behavior on clinical scanners.
, cortical bone water [3] , [4] , lung tissue [5] , sodium in brain and connective tissues [6] , and phosphorus in bone mineral [7] , [8] . Advances in MRI technology and hardware have enabled development of a number of short-T2 imaging techniques, key among which are ultra-short echo time (UTE) imaging [9] , zero echo time (ZTE) imaging [10] [11] [12] [13] , and sweep imaging with Fourier transform (SWIFT) [14] .
The unique feature of ZTE imaging is the presence of the spatial encoding gradient during nonselective excitation. The sequence variants currently in practice include SPRITE (single-point ramped imaging with T1 enhancement) [10] , WASPI (water-and fat-suppressed proton projection MRI) [11] and PETRA (pointwise encoding time reduction with radial acquisition) [13] . Compared to UTE, ZTE traverses k-space faster, resulting in higher signal-to-noise ratio (SNR) and reduced blurring due to less T2 decay within the data acquisition window [15] . Since data sampling occurs during the plateau period of the readout gradient in ZTE, the image distortion artifact associated with ramp sampling in UTE imaging is avoided.
However, problems can arise in ZTE due to the imaging gradient being on during hard pulse excitation. First, the central portion of -space is missed resulting from the time delay between the end of RF transmission and the start of data acquisition. Several approaches have been proposed to solve this problem, including algebraic reconstruction [12] , [16] , acquisition of additional radial projections with lower gradient strength as in WASPI [11] , and single point imaging as in PETRA [13] following the radial encoding portion of the sequence.
Another well-known problem resulting from the presence of the imaging gradient is that the hard pulse becomes spatially selective. In the low flip-angle regime, the excitation profile of the hard pulse as a function of frequency is sinc-shaped as given by the Fourier transform of a rectangular waveform. The problem is negligible on laboratory imaging systems allowing for high peak power and thus very short pulse duration. However, B1 peak power and SAR limitations impose practical limits for in vivo scanning of humans [17] . As elaborated upon in the following section, both blurring and shadow artifacts near the object's boundary can arise in the reconstructed image without correction of the spatially dependent excitation profile.
Recently, Grodzki et al. investigated the effects of the sincshaped excitation profile in PETRA and proposed an approach to correct for the resulting image artifacts [18] . However, their correction algorithm requires that the imaged object fit into the sphere defined by the main lobe of the sinc-shaped excitation profile. If these conditions are not met the amplified noise resulting from inversion of the ill-conditioned matrix rooted from the zero crossings of the sinc function would corrupt the resulting image. Thus, the problem of spatially dependent excitation in ZTE imaging of humans in clinical scanners has yet to be solved.
In this work, we model the ZTE sequence signal to include the excitation profile effect, and formulate a correction algorithm as a solution to an inverse problem. In order to eliminate the zero crossings in the sinc excitation profile and to condition the inverse problem, we propose to modulate the hard RF pulse with quadratic phase, which produces a flatter excitation profile. A simple pulse sequence is also developed to measure the excitation profile of the RF pulse. Without loss of generality, we apply our method to one variant of ZTE imaging sequences, namely PETRA. By combining phase-modulated RF excitation and iteratively solving the inverse problem, results from simulations, phantom and in vivo studies demonstrate the effectiveness of our method for correcting image artifacts caused by inhomogeneous excitation, even when the extent of the imaged object exceeds the main lobe of the sinc function.
The paper is organized as follows. In Section II, we introduce the signal model of ZTE imaging and analyze the resulting artifacts. In Section III, we describe an algorithm to correct the image artifacts by means of excitation with a quadratic phasemodulated RF pulse and iteratively solving an inverse problem formulated from the signal model of ZTE imaging. Also described in this section is a pulse sequence for measuring the excitation profile of the RF pulse. The remainder follows with Sections IV and V demonstrating the effectiveness of the new method with simulated and experimental data.
II. SIGNAL MODEL OF ZTE IMAGING
In standard MRI, the signal model is given by (1) where is the complex signal at the spatial frequency-space ( -space) location , denotes the spatial distribution of the imaged object's transverse magnetization at spatial coordinate , denotes the vector inner product, and is additive complex Gaussian noise. The -space location at a particular point in time depends on the sampling pattern of the pulse sequence. For example, for PETRA, as shown in Fig. 1 , the -space sampling is divided into two parts: the outside portion is acquired with radial trajectories, while the center is filled on a Cartesian grid by single point imaging [13] .
As pointed out above, the presence of the spatial encoding gradient during RF pulse excitation makes the nonselective pulse in ZTE frequency selective. As a result, an excitation profile is superimposed onto (2) For a given RF pulse waveform, is the excitation profile expressed as a function of resonance frequency which is given by , with being the gyromagnetic ratio and the imaging gradient. The goal is to reconstruct . In conventional image reconstruction a uniform excitation profile is assumed. A gridding algorithm is usually employed to accomplish image reconstruction [19] .
However, in practice is not homogeneous due to the finite pulse duration imposed by the peak RF power and SAR constraints (particularly restrictive with clinical imaging hardware). The profile must therefore be included in the image reconstruction in order to avoid artifacts that would degrade image quality. A rectangular hard pulse is typically used for excitation in ZTE if elsewhere (3) where is the pulse duration, and the reference time of the hard pulse is at the center of the pulse, i.e., the -space center. The pulse amplitude is determined by the desired flip angle and the pulse duration according to . Based on the small-tip-angle approximation theory, which is valid for flip angles less than 30 [20] , [21] , the excitation profile is calculated as the Fourier transform of rectangular hard RF pulse waveform
we see that the excitation profile is a function of both the imaging gradient and the spatial location thereby resulting in image artifacts. During acquisition of the outer (i.e., radial) portion in PETRA, the imaging gradient amplitude is kept constant for each projection. As increases from the center to the edge of the field-of-view (FOV), decreases and signal variation is introduced across the FOV causing a shadow artifact at the object's boundary. We note that the artifacts are less severe in the center FOV region because of smaller , and in fact the FOV center should be relatively free of artifacts. On the other hand, in the central Cartesian portion of -space, a lower gradient amplitude is used, resulting in higher values. From a signal processing perspective, acts like low spatial frequency filter and the reconstructed image without correction suffers from blurring.
The severity of the image artifacts depends on the relative length of the pulse duration compared to the readout sampling time gap (termed dwell time). To see this, the maximum distance from the FOV center, , is given by (6) Inserting (6) into (5), we obtain the profile at the FOV boundary (7) As is evident from (7), the excitation profile is relatively uniform and no apparent image artifacts show up as long as the pulse duration is much shorter than the dwell time , in which case no artifacts are apparent. However, for longer pulse durations, the profile becomes increasingly heterogeneous and image artifacts become noticeable. In practical imaging experiments, a typical value of is , therefore the pulse duration should be less than in order to make the image artifacts negligible. In practice, this condition is difficult to achieve as the peak power to allow a desired flip angle may exceed SAR limits when scanning humans.
III. PROPOSED ALGORITHM FOR EXCITATION PROFILE CORRECTION

A. Model as an Inverse Problem
In order to eliminate image artifacts, the effect of the nonuniform excitation profile needs to be considered in image reconstruction. The discretization of (2) yields (8) where is the number of pixels of the reconstructed image, and is the number of -space samples. In matrix form, (8) becomes (9) where is the system matrix with its elements . Image reconstruction can now be formulated as an optimization problem with an optional regularization term. As pointed out in [22] , a small total variation (TV) regularization term is helpful to alleviate the streaking artifact in radial imaging. The final form of the reconstruction problem can be written as (10) where is the finite difference operator. denotes the vector's -norm and is the regularization parameter. Several algorithms can be used to solve (10), among which the Split-Bregman method (or augmented Lagrangian method) [23] has been proven to be efficient. During the iteration, a conjugate gradient algorithm is employed as a subroutine to solve a quadratic optimization problem, in which the matrix-vector multiplication is the most computationally intensive . For example, assuming the reconstructed image matrix size (or ) is , each matrix-vector multiplication takes computations. Therefore, the enormous size of the system matrix prevents explicit matrix-vector multiplication during the iterations.
Instead, the matrix-vector multiplication is implicitly computed as a series of operators on a vector. Here we define as the coordinate along the imaging gradient direction. According to the central slice theorem, the k-space signal along the gradient direction in (2) is rewritten as R
where R denotes the Radon transform. The noise term is dropped for simplicity. Noting that , is a function of and thus can be moved out of the Radon transform R
Therefore, the -space signal of each projection in ZTE imaging can be interpreted as the 1-D Fourier transform of the Radon transform of the magnetization modulated by the excitation profile. The Radon transform can be approximated by the nonuniform fast Fourier transform (NUFFT) [24] with sufficient accuracy and fast computation, which reduces to per the matrix-vector multiplication. From (12), the system matrix is decomposed into three operators (13) where is the NUFFT operator that maps the (Cartesian) image to -space (full) radial spokes, with one spoke for each radial trajectory, and additionally one spoke for each Cartesian point. The operator acts on each projection separately by zero-padding (by a factor of 2), 1-D IFFT, multiplication with the excitation profile, 1-D FFT, and finally restoration of the original vector length. The sampling operator, denoted , masks out the fraction of the radial signal that was not acquired (recall that less than half of each radial spoke is acquired) and performs Dirichlet interpolation in the Cartesian portion (since the coordinates of the single points may not coincide with those in the radial spokes) [25] . Application of the operator is the most time-consuming process, requiring computations. The adjoint operator is the reverse process of the above steps. A flow chart describing the algorithm is shown in Fig. 2 . The image reconstruction algorithm was implemented in Matlab (Mathworks, Natick, MA, USA) with NUFFT algorithm as a mex function written in C.
B. Quadratic Phase-Modulated Hard RF Pulse
As shown in (7), when the RF pulse duration is twice the dwell time, the profile's zero crossings are within the FOV, causing the system matrix to be singular and the inverse problem to be ill conditioned. In order to eliminate the zero crossings of the rectangular pulse excitation profile, a quadratic phase is modulated to the RF pulse waveform if elsewhere (14) where controls the amount of quadratic phase applied to the RF pulse. In all of the following applications, is set to 1. The corresponding excitation profile can be computed by numerical Bloch equation simulation. The quadratic phase-modulated pulse has a flatter excitation profile than does a simple hard pulse. More importantly, no zero-crossing point occurs in the profile even when the pulse duration is four times that of the dwell time (see Fig. 4 ).
C. Excitation Profile Measurement
In order to confirm that we indeed achieve the theoretical excitation profile, we propose a simple pulse sequence for its measurement, which can be inserted as a pre-scan into the ZTE sequence. A sketch of this pulse sequence is shown in Fig. 4 (a) (15) A flow diagram illustrating the data acquisition and processing procedures is shown in Fig. 3 .
IV. METHODS
A. Simulations
A 2-D Shepp-Logan phantom was used to generate the simulated data by applying the operators described in (13) . The excitation profile effects of both the rectangular and quadratic phase-modulated RF pulse were simulated. The pulse duration was varied from one to four times the dwell time d of . Other parameters of the sequence used in the simulation were: T/R switch dead time , 300 half radial projections, and reconstructed image matrix size . Complex Gaussian noise was then added to the simulated k-space data, yielding SNR . The images were reconstructed with and without the correction algorithm from the simulated noisy -space data.
B. Experiments
A doped-water phantom was imaged at 3T (SIEMENS Tim Trio, Erlangen, Germany) using the PETRA sequence with a four-channel receive-only head coil and body coil RF transmission and the following scan parameters: 1.30 mm isotropic voxel size, matrix size , number of half-projections , flip angle , , ms. To investigate the effect of inhomogeneous excitation profile a series of scans were performed with dwell times of 5, 10, and while fixing the pulse duration at . The excitation profiles of both rectangular (3) and phase-modulated (14) RF pulses were measured by the proposed pulse sequence and compared with those obtained by Bloch equation simulations. A product spoiled gradient-echo (GRE) sequence with TE of 2.5 ms was also run with the same image resolution for comparison.
The head of a 40 year-old healthy male volunteer was scanned with the PETRA sequence with the same coil as previously used in the phantom experiments. The protocol for this study was approved by the Institutional Review Board and written informed consent was obtained from the subject. Scan parameters were: 1.17 mm isotropic voxel size, matrix size , number of half-projections , flip angle , , ms, readout bandwidth (corresponding to dwell time). Both rectangular and phase-modulated excitation pulses were used as excitation pulses with duration. Images from a GRE sequence with TE of 2.5 ms obtained at the same image resolution were used for comparison.
To ensure that all reconstructions were performed under identical conditions, we used the same regularization parameter after automatically scaling the raw data for consistency. While it is possible that the image quality could be improved slightly with a different choice of the total variation weight, this type of optimization is beyond the scope of the present analysis. We note that -space was not significantly undersampled, and therefore modest L1 regularization is not expected to appreciably impact image quality. For the sake of simplicity, the multiple-coil data are treated separately. All images were first reconstructed channel-by-channel and then combined as square root of the sum of squares (SoS).
V. RESULTS
A. Excitation Profile Measurement
The rectangular and quadratic phase-modulated pulse waveforms with duration are shown in Fig. 4(a) . Fig. 4 (b) and (c) compares the magnitude and phase of the excitation profiles of both RF pulses as a function of frequency, obtained by numerical Bloch equation simulations, with measurements by the proposed pulse sequence, respectively. The simulation results are in good agreement with those obtained experimentally. As seen from Fig. 4(b) , the phase-modulated pulse eliminates the zero crossings in the sinc-shaped profile of the hard pulse excitation, which improves the condition number of the system matrix of the inverse problem.
B. Simulations
The simulated uncorrected images with varying pulse durations and constant dwell time are shown in Fig. 5(a)-(c) . Fig. 5(a) ] with the same pulse duration and dwell time since the excitation bandwidth covers the spin resonance frequencies created by the spatial encoding gradient and the excitation profile inside the phantom is relatively uniform. However, as the pulse duration increases, the excitation bandwidth becomes narrower, resulting in a less homogeneous excitation profile and a more severe image artifact, as predicted by the theoretical analysis. The corrected images with hard pulse excitation eliminate the artifacts within the main lobe of the sinc-shaped profile, indicated by the dashed circle. However, residual artifacts are visible in the region outside the circle [ Fig. 5(f) ] since the spins in this area resonate at frequencies where the excitation profile is close to zero. The reconstructed images with phase-modulated pulse excitation in Fig. 5(j)-(l) effectively correct the artifacts even in the region outside the first zero crossing of the sinc function.
C. Experiments
Similar results as simulations are observed in phantom images with different dwell times in Fig. 6 . As the dwell time gets shorter, the blurring and shadow artifacts become more apparent. The algorithm presented based on quadratic phase-modulated pulse excitation successfully removes the image artifacts in all cases and the images compare favorably with the reference gradient-echo image [ Fig. 6(j)] . Fig. 7 compares in vivo ZTE brain images on the sagittal and coronal planes with and without correction, along with images from a reference GRE sequence. The dashed circles in the Fig. 7 . In vivo ZTE brain images with pulse duration and dwell time showing the sagittal and coronal planes. Results are in good agreement with those from simulations and phantom experiments. We note that the ZTE images corresponding to eliminate the susceptibility artifact due to the air-tissue interface noticeable in GRE images ms as indicated by arrows (g).
second column images [ Fig. 7 (c) and (d)] indicate the locations of the zero crossing of sinc-shaped profile with hard pulse excitation. While no residual artifact appears in the regions inside these circles, the noise amplification due to the inversion of a singular system matrix creates artifacts in the corrected images with hard pulse excitation. In contrast, the artifacts are effectively corrected with quadratic-phase pulse excitation yielding image quality comparable to the GRE sequence. Lastly, we note that the ZTE images are free from the susceptibility artifact due to the air-tissue interface in GRE images as indicated by the arrows in Fig. 7(g ).
VI. DISCUSSION
In ZTE imaging, the presence of the spatial encoding gradient during nonselective RF excitation offers advantages over UTE imaging in terms of faster -space traversal and elimination of artifact from ramp sampling. However, the imaging gradient also causes a nonuniform excitation profile across the FOV. Therefore, as pointed out in [18] and Section III, the measured ZTE signal turns out to be the Fourier transform of the Radon transform of the magnetization modulated by the excitation profile according to the central slice theorem. As a result, blurring and shadow artifacts appear in the uncorrected images. Although extremely short RF pulse durations compared to the dwell time can be used to alleviate such artifacts, high peak power is needed to achieve the optimal Ernst angle and SAR could be an issue for human scans. Also higher power RF transmission requires a stronger RF amplifier and a dedicated transmit coil. In [18] , the effect of the inhomogeneous excitation profile was simulated and an algorithm was proposed to correct the artifacts. This algorithm works under the condition that the object is inside the main lobe of the sinc-shaped excitation profile of the rectangular pulse. However, once this condition is violated, the elevated noise level corrupts the reconstructed image.
Here, we have presented an effective algorithm for correcting the artifacts in ZTE imaging within the limits of current clinical scanner hardware and SAR constraints without any modification of coil hardware, and more importantly, allowing the imaged object to extend beyond the main lobe of the hard pulse excitation profile. The proposed method is readily adapted to other ZTE sequences, e.g., SPRITE [10] , WASPI [11] .
There are several innovations in our method. First, the signal model in ZTE imaging was derived to include the effect of nonuniform excitation profile, from which the origins of the artifacts can be analyzed. An inverse problem was formulated from the signal model. By taking advantage of the central slice theorem and computationally efficient NUFFT, an iterative algorithm was designed and implemented to solve the inverse problem with an optional regularization term. Since the noise effect is included in our correction algorithm, the reconstructed image quality is superior to the corrected images shown in [18] .
Second, a quadratic phase-modulated rectangular (chirped) pulse was designed for excitation instead. As shown in both simulations and experiments, the corrected image with hard RF pulse excitation shows residual artifact outside the spherical region defined by the main lobe of the sinc-shaped profile. This is because the null points in the excitation profile cause the system matrix to be singular and make the inverse problem ill-conditioned. When a quadratic phase modulation is applied to the RF pulse, the excitation profile becomes flatter and lacks a null point, as shown in the Bloch equation simulation results. This improved excitation profile can be understood as a type of regularization to physically reduce the condition number of the inverse problem. The sinc-shaped hard pulse excitation profile is pure real. As a way to remove the null point, an imaginary part is added into the profile to make it complex. Hence the magnitude of the profile is no longer singular. The improvement in the reconstructed images is evident. The amount of phase modulation applied to the RF pulse constitutes a trade-off between the flip angle and the minimum value of the absolute magnetization profile within the field of view. Application of too much phase yields low flip angle for a given peak B1 amplitude and pulse duration. On the other hand, inadequate quadratic phase causes the magnetization profile to approach a sinc profile, and the noise will be amplified due to a close-to-singular system matrix. Here, we chose a relatively small amount of quadratic phase in order achieve minimal flip-angle loss while maintaining a relatively flat excitation profile.
Third, a pulse sequence was proposed to measure the excitation profile. In [18] , the profile was obtained by measuring the actual pulse shape with an oscilloscope followed by taking the Fourier transform of the pulse shape. Our approach does not require additional hardware and can be inserted as an optional component into the ZTE pulse sequence. The spectral profile measured by the new sequence shows good agreement with that obtained from the Bloch equation simulation. Therefore, we conclude that the profile from the numerical simulation is sufficiently accurate as an input for the correction algorithm.
As pointed out in [17] , a general drawback of ZTE imaging in humans is the need for high power RF transmission with large-bandwidth excitation and the associated increase in SAR. With the proposed approach, ZTE imaging operated at lower peak power, longer pulse duration, larger flip angle or higher readout bandwidth becomes practical on clinical imagers, thus providing new opportunities for short-imaging. While the majority of short-imaging reported so far in the literature [1] [2] [3] has been by UTE MRI, there is both theoretical and experimental evidence that ZTE achieves superior SNR [7] , [26] . The need for prolonged RF pulses is particularly stringent when the method is combined with soft-tissue suppression preparation pulses. In order to optimize short-contrast, inversion recovery (IR)-based long-suppression is usually employed to highlight short-tissue components [27] , [28] . However, the optimal excitation flip angle of IR-based sequences is close to 90 , therefore, requiring relatively long RF pulses to achieve the desired flip angle that optimizes SNR of the short-tissue without incurring image artifacts. Lastly, the proposed method allows for higher readout bandwidth thus shortening sampling time, which in turn reduces blurring due to decay within the acquisition window [15] .
Besides its capability to image extremely short-T2 species, ZTE imaging has also been shown to have potential applications in routine clinical scans due to its low acoustic noise from smoothly varying gradients that reduce the slew rate requirements [17] . Therefore, the proposed method may be helpful to broaden the clinical utility of the ZTE imaging sequence.
Currently, the running time of our algorithm to reconstruct a image matrix is on the order of 3-4 h on a PC with 3.16-GHz Intel Xeon CPU and 16 GB RAM. However, the computation of the operators in the system matrix is highly parallelizable, which we project to significantly accelerate reconstruction speed (our implementation used a single processing thread). GPU implementation of the NUFFT operator has shown more than two orders of magnitude acceleration [29] , [30] . The operator processes each projection independently and can be parallelized trivially. Devising an accelerated version of our algorithm will be investigated in future work. Another minor limitation is that the B1 peak power increases for a phase-modulated pulse to achieve the same flip angle as the hard pulse, which is a slight trade-off in return for the significant improvement in image quality.
VII. CONCLUSION
In conclusion, an effective approach integrating quadraticphase modulated RF excitation and iterative reconstruction for correcting artifacts caused by the heterogeneous excitation in ZTE imaging is presented. The new method has potential to establish ZTE imaging as a routine pulse sequence for visualization and quantification of short-tissue constituents.
