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I. INTRODUCTION
Speech security can be described on three different levels. The first level would be when only a very small percentage or none of the overheard words are intelligible. The second level is when no words are intelligible and it is often still possible to recognise the cadence or rhythm of the speech. Finally, the highest level of speech security would be when all speech sounds from the adjacent space are completely inaudible 1 . Speech privacy and speech security have been related to S/N type measures, where the signal is the speech from the adjacent space. The simplest measure is the difference of A-weighted speech and noise levels. More sophisticated measures such as the Articulation Index (AI) 2 and its more recent replacement the Speech Intelligibility Index (SII) 3 are known to be better related to speech intelligibility within rooms. However, Gover and Bradley 1 have shown that SII and AI cannot be used to describe conditions for high levels of speech security which would correspond to acoustical conditions below SII=0, where SII is not defined. The difference in A-weighted levels is not limited in this way but it is much less accurately related to intelligibility scores. A more successful measure is the SII-weighted S/N ratio, which is a weighted sum of one-third-octave-band S/N ratios using the same frequency weightings as the SII measure. Although the SII-weighted S/N ratio predicts the intelligibility score and threshold reasonably well, the S/N loudness ratio provides a more accurate estimation of the thresholds of cadence and audibility 1 .
In the present work, an approach that uses the artificial neural networks (ANNs) to directly represent the functional relationship between the octave band (250 Hz -8 kHz) S/N ratios and the speech intelligibility score and security thresholds has been investigated. The objectives of the ANNs are to predict a) the speech intelligibility score, namely the percentage of words Xu, JASA correctly identified by each individual, b) the intelligibility threshold, namely the percentage of listeners able to correctly identify at least one word, c) the cadence threshold, namely the percentage of listeners able to detect the cadence of the speech and d) the audibility threshold, namely the percentage of listeners able to hear the presence of the speech.
The ANN approach provides a direct and accurate method for predicting the speech intelligibility score and security thresholds. ANNs are inherently capable of representing non-linear systems.
They learn from historical data and model input-output functional relationships. The history and theory of ANNs, their advantages and shortcomings in applications and their future utility have been presented elsewhere 4, 5, 6 and will not be presented here. A brief overview of how ANNs operate is presented by Nannariello et al. 7 and Li et al. 8 .
II. DATABASE FOR ANN MODELS
Two speech intelligibility and security experiments were carried out by Gover and Bradley 1 at the Institute for Research in Construction (IRC), National Research Council Canada (CNRC). In the first intelligibility experiment (intelligibility scores and the intelligibility threshold), 36 subjects each listened to 340 test sentences. Subjects were then divided into two groups, 19
"better" subjects and 17 "worse" subjects, in accordance with their mean intelligibility scores across all 340 sentences. A follow-up experiment intended to determine not only the intelligibility score and the intelligibility threshold but also the thresholds of cadence of the speech and audibility of any speech sounds. In this second experiment the 19 "better" subjects from the first experiment each listened to 160 sentences. Details of these two experiments are presented by Gover and Bradley 1 .
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The results of 19 "better" subjects in the above two experiments constitute the database for the ANN models in the present work. The 9500 (19 x (340 + 160)) individual intelligibility score test cases were used as the database for predicting the intelligibility score. Of the 9500 cases, 7600
were used for training, 950 for verification and 950 for testing. All the sentences in the first and second experiments, viz. 500 (340+160) sentences (cases), were used as the database for predicting the intelligibility threshold. Of the 500 cases, 310 were used for training, 95 for verification and 95 for testing. For predicting the cadence threshold and the audibility threshold the 160 sentences (cases) in the second experiment were used as the database. Of the 160 cases, 128 were used for training, 16 for verification and 16 for testing.
III. INPUTS AND OUTPUTS OF ANN MODELS
The inputs of the ANN models for all the four prediction situations are the octave band (250 Hz -8 kHz) S/N ratios, that is to say, the difference in the transmitted speech level and the background noise level at each octave frequency band from 250 Hz to 8 kHz. The range of the input variables for predicting the intelligibility score and the intelligibility threshold when considering both experiments is different from that for predicting the audibility and the cadence thresholds when accounting for only the second experiment. Table I provides the range of each input variable of the four ANN models. The outputs of the ANN models are the intelligibility score, the intelligibility threshold, the cadence threshold and the audibility threshold and are within the range of 0 -100%.
IV. ARCHITECTURE OF ANN MODELS AND PROCEDURES OF ANN ANALYSIS
Xu, JASA Figure 1 illustrated the 3-layer feed-forward ANN architecture applied in the present work. One hidden neuron layer, with 3 hidden neurons, was used. The ANN analysis was undertaken using STATISTICA Neural Networks 9 . The weights, which were initialised to uniformly-distributed random values using the "uniform method", were adjusted by using "back propagation" and "conjugate gradient" algorithms to minimize the prediction error during the training. Conditions were set within the STATISTICA Neural Networks program by altering the model's parameters.
"Early stopping" and "weigend weight regularization" techniques were used to control overfitting. Training of ANNs was stopped when the RMS error of the verification set could no longer be improved. The test set was used to independently check the performance of the network when an entire network design procedure was completed.
V. MODUS OPERANDI OF ANN MODELS
For the present work, the pre-processing of the inputs involves scaling input values to an appropriate range suitable for use in the ANN. Input values are multiplied by a scale factor, followed by the addition of a shift factor. Table II Each pre-processed neuron is multiplied by a scalar weight connecting the first layer neurons to the hidden layer neurons. At each neuron within the hidden layer, the weighted inputs are summed and bias value is subtracted from the summed weighted inputs. The resulting value is passed through a non-linear activation function, in this work, sigmoidal logistic function (1 / (1 + Xu, JASA e -x ), where x is the resulting value). Table III provides the weights and biases linked to hidden neurons of each ANN model attained by training.
The output value of each hidden neuron is multiplied by the scalar weights for each connection between the hidden layer and the output neuron. The weighted outputs are summed and a bias value is subtracted from the sum to produce a single output value. Table IV provides the weights and biases linked to the output neuron of each ANN model attained by training.
The output is post-processed by subtracting the shift factor, followed by division by the scale factor. In the present work, the shift factor and scale factor are 0 and 1 respectively in all the four situations as the range of outputs has already been normalised between 0 and 1 in the original database.
Work carried out by Nannariello et al. 10 and Xu et al. 11 presented a method of how to embed a ANN model into a standard spreadsheet. The same procedure can be adopted with those details provided in Table II -Table IV . 
VI. RESULTS OF ANN ANALYSIS

VII. DISCUSSIONS AND CONCLUSIONS
The present work indicates that the ANN approach provides a direct and accurate method for predicting speech intelligibility scores and security thresholds. The current method for predicting the speech intelligibility and privacy is first to develop a certain index and then relate the index to the subjective scores using a transfer function. 1, 2, 3 The ANN approach can use the S/N ratio information to directly predict the subjective speech intelligibility score and security thresholds.
Compared with the previous work 1 that used one-third octave band S/N ratios, the ANN approach produced comparable, or better in terms of the audibility threshold, prediction results using only the "octave band" S/N ratios.
Specifics of the ANN models for predicting the speech security and intelligibility scores are also provided in the present work. With this information, ANN models can be embedded into standard spreadsheet applications, thus allowing predictions to be made in a transparent and direct fashion.
Xu, JASA Similar investigations that use one third octave band (160 Hz -8000 Hz) S/N ratios have also been conducted in the present work. However, the results of the one third octave band analysis were only slightly better than those of the octave band analysis. This may be due to the information in adjacent one third octave bands being highly correlated and therefore not contributing any significant new information to the ANN.
The present work only takes into account the S/N ratios in predicting the architectural speech intelligibility score and security thresholds. Other factors, such as talker gender and voice characteristics, speech material, room characteristics and so on could be included into the ANN models to investigate the possibility of further improving the prediction accuracy.
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