Single component pseudo-potential lattice Boltzmann models have been widely studied due to their simplicity and stability in multiphase simulations. While 
3
Chen [6] are widely used, but they also have drawbacks such as spurious currents [14] .
The first free energy type LBE model was proposed by Swift et al. [7] . However, it is restricted to low density ratios, and the early free energy LBE models often suffered from Galilean invariance [8] . Kinetic LBE models, as the name suggests, are based on kinetic methods. A typical kinetic LBE model is by He Shan Doolen [9] , which is based on a modified Boltzmann equation. With a special discrete method, Lee and Lin [15] successfully extended the He-Shan-Doolen model for large density ratios.
However, in addition to the sensitivity of the discrete approach, it has been shown that the mass conservation of these models is weak for large density ratios [16] .
These LBE multiphase models have been widely used in simulations. However, most of the above models are limited to multiphase flows with small density ratios. To solve this problem, several additional LBE multiphase models for large density ratios were proposed [15, [17] [18] [19] . Among these models, single component pseudo-potential models show promise to solve large density ratio flows since they are stable for large density ratios without fancy numerical methods. However, Yuan and Schaefer [19] found that the stabilities of these models vary with equations of state introduced in the pseudo-potential models. To address this issue, they developed the large density ratio pseudo-potential model by choosing an appropriate equation of state (EOS). However, it has been shown that the pseudo-potential models are consistent with thermodynamic theories only when the EOS takes a special exponent form [20] . The stability of the pseudo-potential is related to the pressure tensor which varies with the inter-particle interaction force models and the LBE force schemes adopted in the model [3, 21] .
To address these problems, several approaches have been proposed to reduce the thermodynamic error and to increase the stability of the pseudo-potential method. The most common approach is the multi-range pseudo-potential model, developed by Sbragaglia et al. [22] , which combines the nearest-neighbor interactions and the next-nearest-neighbor interactions. Though much improved, the introduction of the next-nearest-neighbor interactions leads to difficulties in programming especially for the boundary conditions. Li et al. [3] recently put forward a method to reduce the thermodynamic error by introducing an additional term in the force scheme. It successfully improved the stability without adding much numerical cost. However, the special treatment of the inter-particle interaction force is developed specifically for the force scheme proposed by Guo et al. [2] .
In a parallel effort to reduce the thermodynamic error, Kupershtokh et al. [1, 23, 24] pointed out that the scale of the EOS is the main reason for the stability of the pseudo-potential model. They also developed an interparticle-force model by combining two nearest-neighbor interactions models and adjusting the scale of the reduced EOS. Later, Hu et al. [25] extended this method to general EOS. We here report a numerical error analysis of the Kupershtokh et al.'s model for EDM force scheme. We then extend and improve the model by applying the force scheme proposed by Guo et al. [2] , instead of using the EDM forcing scheme, thus eliminating the error in the corresponding macroscopic equation. Finally, numerical results obtained using the improved method developed here and those obtained using Li et al.'s method [3] , which adopted a different approach to approximately satisfy the thermodynamic constraints, are compared.
Rest of the paper is organized as follows. The pseudo-potential LB model is briefly introduced in Section 2. In Sec. 3, interparticle interaction force calculation methods and the forcing schemes are theoretically analyzed. Numerical investigations and comparisons are presented in Sec. 4. Finally, conclusion are drawn in Sec. 5.
Pseudo-potential model
In the LBE method, the motion of the fluid is described by evolution of the density distribution function. The evolution equation can be written in the form of the BGK operator [27] as 6 where  is the reduced relaxation time, ) , ( t f x  is the density distribution function of particles at node x and time t , and  e is the velocity where
The right side of the equation is a collision operator,  F is the force term, ) , ( eq t f x  is the equilibrium distribution function which can be represented in the following form for the two-dimensional nine-velocity (D2Q9) lattice: 
where
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, where
, and x  and t  are lattice spacing and time step respectively (both of them are equal to 1 in the following simulations).
eq u is the equilibrium velocity which depends on the force schemes.
In single component pseudo-potential model, the phase separation is achieved by introducing an interparticle interaction force between particles at neighboring lattice sites. For interaction between only the nearest neighbors, there are two commonly used interparticle interaction force models. First of these is the effective density type,
proposed by Shan and Chen [6, 20] , which can be written as
where G is the interaction strength, ) ( 
where   t U , x is the potential function which is equal to
To improve the stability of the pseudo-potential model, Kupershtokh et al. [1] proposed a hybrid model obtained by combining these two models mentioned above, which is given by
In practice, both, effective density and potential function, models can be obtained by introducing a non-ideal EOS [19] :
By choosing this form of the EOS, the interaction strength G gets canceled in Eqs.
(4) and (6) [19] , and hence the interaction force is depend only on the EOS.
Theoretical analysis
Kupershtokh et al.'s force model shows a great improvement compared with the original Shan and Chen's model. However, the theoretic analysis have rarely been mentioned in early literatures, and it has been shown that the EDM force scheme applied in the model leads to extra terms when compared with Navies-Stokes equation.
To fill the gap, the detailed analysis of the force model will be made in Sec. 3.1, and the EDM will be theoretically compared with two other common used force schemes in Sec. 3.2.
Mechanical solution of Kupershtokh et al.'s force model
To obtain the macroscopic expression corresponding to each force model, Shan's method [29] is applied in the present work. Through Taylor expansion, the leading term of the interaction force in the effective density model represented by Eq. (4) can be written as
Similarly, the macroscopic expressions for the potential function model (Eq. (5)) and the hybrid model (Eq. (6)) can be written as:
The corresponding pressure tensors can be obtained from the force expressions.
However, the pressure obtained by integrating the Taylor expanded force form may be inconsistent with the pressure tensor obtained by the Chapman-Enskog expansion. To overcome this problem, Shan [29] pointed out that the pressure tensor should be derived from the volume integral of the original force expression.
According to Shan [29] , the corresponding pressure tensors for the three different force models can be written as:
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Expanded in a Tayler series, the pressure tensors can be rewritten as: 
. (16) Restricting the presentation here to one-dimensional two-phase equilibrium, the pressure tensor can in general be written as
where n represents the normal direction of the interface between the phases.
Parameters a and b are given in Table 1 for the three force models. The densities in the gas and liquid phases should satisfy the following relation [29] :
where subscript l and g represent liquid and gas, respectively, ) ( [3] .
Moreover, with the non-ideal EOS (Eq. (7)), the requirement to satisfy Maxwell construction can be written as
There are two ways to satisfy Eq. (19) . One is by choosing a special effective density form which makes Eq. (18) identical to Eq. (19) , as shown by Sbragaglia and Shan [30] , which means only the specific EOS can be applied in the pseudo-potential model. In the second, more practical approach, in order to apply general EOS in the model, the parameter  in Eq. (18) is adjusted, as in Kupershtokh et al. [1] and Li et al. [3] , to approximately satisfy the results of the Maxwell construction [3] .
Force schemes
There are three force schemes commonly used in the pseudo-potential model: the Shan-Chen (SC) type force scheme [6] which incorporates the force by shifting the velocity in the equilibrium distribution; the Exact-Difference-Method (EDM)
proposed by Kuprestokh et al. [26] ; and the Guo et al.'s force scheme [2] . For SC force scheme, the evolution equation can then be written as
The equilibrium velocity eq u is given by
The actual fluid velocity is defined as
Kupershtokh et al. [26] noted that the density distribution for the pseudo-potential model obtained with Shan-Chen's force scheme varied with the relaxation time  .
To avoid this dependence, they proposed the so called Exact-Difference-Method (EDM) scheme [26] . In this scheme, the force term in Eq. (1) can be written as
. The actual fluid velocity is still defined as
However, it has been shown that both SC force scheme (Eq.21) and EDM force scheme (Eq.22) lead to error terms in the corresponding macroscopic equations, and lead to the coexistence curves that are different from the mechanical solutions [3, 21] .
Reason behind this discrepancy is the low precision of these two force schemes (SC and EDM). Hence, higher precision force models have been suggested as the solution to the problem. As mentioned earlier, Guo et al.'s scheme is a higher precision force scheme. It is used here to develop improved schemes for the LBE method for high density ratio problems. Guo et al.'s force model [2] is given by
Here, the velocity used in the equilibrium distribution function should be equal to the actual fluid velocity, which is
The macroscopic equations for the three schemes (SC, EDM and Guo's force 12 scheme) can be obtained through the Chapman-Enskog analysis [31] . The resulting continuity and momentum equations for all three cases are given by
where v is the actual velocity of the fluid,
, and  is the viscosity coefficient which is equal to when compared with the Navies-Stokes equation. For the LBE approach to exactly satisfy the momentum balance, v R should be equal to zero, and that is why it is here termed as the error term. This term for the three force schemes are
Both SC and EDM schemes are therefore will lead to numerical results that are not expected to match the solution of the Navies-stokes equations. However, these error terms may make the model more stable in some cases [3] .
Moreover, it is not clear what role, if any,  plays in these models. For example, model with EDM force scheme is claimed to be independent of  [26] , but Huang et al. [21] found that the density distribution found using the EDM force scheme varied with  for large density ratio problems.
To assess the effect of  on different force scheme models, we examine the momentum equation (Eq. 25) along with the expressions for v R (Eqs. (26-28) )
Obviously, all momentum equations depend on  because of the viscosity terms:
) ( 
. Similar to the viscosity term,
is zero for straight interfaces, so the error term will be independent of  in this case. However, for curved interfaces
is not necessarily zero, leading to expected dependence of density distribution on the value of  . To verify these observations, numerical results obtained using these force schemes are compared, and presented in the next section. Suggestions are then made to reduce the spurious velocities and the effect of  on the numerical results.
Numerical simulations
In this section, we numerically compare the performance of the three force schemes 
Incorporation of EOS
In order to numerically investigate the performance of the interparticle force methods and different force schemes, the C-S EOS is applied in the present work, which can be written as [19] 2 3 
It has been shown [23] [24] [25] that the scale of the EOS can influence the stability, and impact the interface width of the pseudo-potential model. Hence, a simple EOS scale adjustment [25] is applied in the present work. The C-S EOS is rewritten by introducing a scaling parameter K as [25] :
, the stability of this model can improve significantly [25] , and the width of the interface is also increased. It should be pointed out that the Maxwell construction density solution (Eq.19) will not be changed for 1  K , however, the mechanical solution (Eq. 18) will be different.
Comparison of different force schemes
Here we test the three different force schemes with Kupershtokh et al.'s pseudo-potential model, and numerically compare the performance of these schemes for different  and temperature. Based on the simulation results, the best force scheme is then adopted for improvement of Kupershtokh et al's model.
Influence of relaxation time
To assess the influence of relaxation time  on different force schemes, we simulated the phase coexistence with different value of  . To avoid the influence of surface tension, a straight interface is simulated. Parameters used in this simulation of EDM and Shan and Chen's force schemes are given in Table 2 . To compare these methods on different aspects and to maintain the stability, the parameters of Guo et al.'s method may be different for other cases. Since the gas phase is more compressible, the influence of  will be more pronounced in gas phase, hence we only show the simulation results of gas density. 
The simulation results of gas density as a function of  are shown in Fig. 2 . For EDM and Guo's force schemes, the simulation gas densities do not change with the relaxation times, but for Shan-Chen's force scheme, the gas density increases The EDM force is known to be influenced by  when the density ratio is large [21] . To study the influence of  , the density ratio for EDM and Guo et al. ' Table. 3 (Us represents the spurious velocity). It can be seen from Table. 3 that the surface tensions and maximum spurious velocities of these two schemes are both influenced by  . Consequently, the density distributions are influenced by  . 
Comparison of solutions for different force schemes with mechanical solutions
In this section we compared the results obtained using the EDM and the Guo et al.'s force schemes with the mechanical solutions (Eq. 18). The parameters were chosen as follows:
analysis is based on a straight interface, only straight interface cases were considered here.
The simulation results of gas densities for different temperatures for these two force schemes are shown in 
Comparison with Li et al.'s model
To improve the stability of the pseudo-potential model, Li et al. [3] proposed a model to adjust  by modifying Guo et al.'s force scheme. In this model, the interparticle interaction force is calculated by Eq. (4), and the force term in LBE is given by [3] 
, and  is a constant which determines the value of  .
The relationship between  and  is given by
It should be noted that by choosing this model, the simulation results will now be dependent on G. In the present work, G was chosen as -1. (16)). Different characteristics of these two models are compared here.
Thermodynamic consistency and mechanical solution
To satisfy the thermodynamic consistency, the mechanical solution should match the Maxwell construction. To satisfy this requirement, Shragaglia and Shan [30] proposed an effective density  as
This form of     makes Eq. (18) and these error terms become large when the temperature is too low since the density changes rapidly over the thin interface.
3. 2 τ 's effects
The results above show a deviation in results obtained using between these two models when the temperatures are low. Hence, we further assess the performance of these two models for low temperature values (T < 0.7Tc) and for curved interfaces.
Specifically, we study the effects of  on the performance of these two models for Simulation results are shown in Table 4 and Table. 6. It can be seen that when K = 0.1, the difference between simulation results and the mechanical solution are much reduced compared with the case for K = 1. 
