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Abstract
The exponential stability of singularly perturbed time-varying systems is investigated. It turns out
that, under natural conditions, exponential stability of an averaged system is equivalent to exponential
stability of the perturbed system for small perturbation parameters. Explicit estimates for both, the
approximation of single trajectories and the order of the exponential decay, are obtained. The method
of proof does not require smoothness of the averaged system.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The system under consideration has the form
x˙(t)= f (t, t, x(t)), x(t0)= x0, (1)
where  > 0 is a small parameter. Hence, the trajectories t → x(t) are slow compared to
the time variable fulfilling t˙ (t)= 1. Naturally, one is interested under what conditions this
system is exponentially stable for sufficiently small perturbation parameters  > 0. For this
purpose, the stability properties of the (partially) averaged system
z˙(t)= f 0(t, z(t)), z(t0)= x0, (2)
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f 0(s, x)= lim
T→∞
1
T
T∫
0
f (s, t, x) dt.
It is well known that, under certain conditions, the exponential stability of the (partially)
averaged system (2) is transfered to the original system (1) for small perturbation parame-
ters  > 0.
Averaging techniques are particularly powerful, when f does not explicitly depend on
the slow time variable t , since the averaged system is autonomous in this case and ex-
ponential stability easily can be verified via linearization. If f does explicitly depend on
the slow time variable t , averages are taken with respect to the fast time variable t only.
For this reason the procedure is called partial averaging. However, there is a serious draw-
back restricting the applicability of the averaging technique to stability problems. Namely,
the standard proofs relying on (converse) Lyapunov theorems typically require differen-
tiability of the (partially) averaged system, even if the original system is merely Lipschitz
continuous with respect to the state variable, see, e.g., [7].
On the other hand, from an approximation theoretic point of view, we just need Lip-
schitz continuity (rather than smoothness) of the (partially) averaged system with respect
to the state variable x in order to describe the asymptotic behavior of the trajectories, as
the perturbation parameter tends to zero. This observation has motivated us to prove sta-
bility results for perturbed systems using a direct computation, which simply consists in
comparing the distance of the trajectories of the perturbed systems to the trajectories of the
averaged system. Aside from being simple and requiring less regularity, our method pro-
vides two more advantages. Firstly, asymptotic estimates for the exponential decay rates
of the perturbed systems can be obtained. Secondly, generalizations to multi-valued differ-
ential equations (e.g., differential inclusions) are straightforward, since the approximation
results are valid in a multi-valued framework as well, see, e.g., [5].
Averaging techniques have been used for nonlinear systems in [1–3,7,10] to study the
asymptotic stability of equilibria. It turns out that at least some kind of practical stability
of the perturbed system can be deduced from asymptotic stability of the averaged system.
If the system has more structure, like homogeneity, asymptotic stability is transfered from
the averaged system to the original perturbed system. Systems with noise have been inves-
tigated in [4,9]. In [4] systems which are periodic with respect to the fast time variable and
which are additionally perturbed by measurable noise functions are considered. Whereas
in [9] systems with arbitrary fast time variable but absolutely continuous noise functions
are treated.
The paper is organized as follows. In Section 2, we prove an approximation result for
the trajectories of the perturbed time-varying system (1) via partial averaging. In Section 3,
we additionally assume that the perturbed time-varying system (1) has an equilibrium point
and characterize its exponential stability via the averaged system. In Section 4, we investi-
gate the asymptotic behavior of the exponential decay rates, as the perturbation parameter
 > 0 tends to zero. Finally, Section 5 contains extensions/generalizations of the results
obtained in Sections 2 and 3. Furthermore, a simple example is presented, showing that
averaging can reduce the regularity of the system.
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The setting is as follows.
Assumption 2.1.
• The maps s → f (s, t, x) are uniformly Lipschitz continuous on R with Lipschitz con-
stant Ls  0.
• The maps x → f (s, t, x) are uniformly Lipschitz continuous on Rn with Lipschitz
constant Lx  0.
• The maps t → f (s, t, x) are measurable on R.
• For any x ∈ Rn the sets {f (s, t, x): (s, t) ∈ R2} ⊂ Rn are bounded. For x ∈ Rn we
write
g(x) := sup{∥∥f (s, t, x)∥∥: (s, t) ∈R2}.
The following assumption on the existence of partial averages is crucial.
Assumption 2.2. There is a function f 0 :R×Rn→Rn and there are real numbers M  0,
γ > 0 such that for any (s, x) ∈R×Rn, T0  t0, T > 0, we can estimate∥∥∥∥∥f 0(s, x)−
1
T
T0+T∫
T0
f (s, t, x) dt
∥∥∥∥∥ g(x)MT −γ .
Note that the map (s, x) → f 0(s, x) ∈ Rn automatically is Lipschitz continuous on
R×Rn.
We prove, in a constructive way, the following approximation result for trajectories on
a finite time horizon t ∈ [t0, t0 +H/], H  0.
Theorem 2.3. Let Assumptions 2.1 and 2.2 be effective. There is a positive constant c =
c(Ls,Lx,M,H,x0) such that for every  > 0 we can estimate the distance of the trajectory
of the original system (1) to the trajectory of the averaged system (2) by
max
t∈[t0,t0+H/]
∥∥x(t)− z(t)∥∥ c(Ls,Lx,M,H,x0)γ/(1+γ ).
Proof. We divide the time interval in subintervals of the form [tl , tl+1], which all have the
same length
S = −1/(1+γ ),
except for the last one, which may be smaller. Accordingly the index l is an element of
the index set I := {0, . . . , [H/(S)]}. We take an initial value x0 ∈Rn and an initial time
t0 ∈R. Let t → x(t) be the corresponding trajectory of (1). We have
x(tl+1)= x(tl)+ 
tl+1∫
f
(
t, t, x(t)
)
dt.tl
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ηl+1 := ηl + 
tl+1∫
tl
f (tl, t, ηl) dt.
We define, for l ∈ I ,
∆l :=
∥∥ηl − x(tl)∥∥
and
dl := max
tlttl+1
∥∥x(t)− ηl∥∥.
We observe that
dl ∆l + SP,
where
P = P(Lx,H,x0)
is an upper bound for g(x(t)) along the trajectories t → x(t), t ∈ [t0, t0 +H/]. We con-
clude that
∆l+1 ∆l + 2S2 Ls + SLxdl ∆l(1+ SLx)+ 2S2 Ls + 2S2 PLx .
Considering that ∆0 = 0 and l H/(S) we obtain
∆l 
(
2S2 Ls + 2S2 LxP
) l−1∑
i=0
(1+ SLx)i  (SLs + SLxP )HeHLx . (3)
According to Assumption 2.2 we can estimate
∥∥∥∥∥f 0(tl, ηl)−
1
S
tl+1∫
tl
f (tl, t, ηl) dt
∥∥∥∥∥MPS−γ .
For l ∈ I we define y0 := x0 and
yl+1 := yl + Sf 0(tl, ηl).
We interpolate piecewise linearly and set, for t ∈ [tl, tl+1],
yl(t) := yl + (t − tl)f 0(tl, ηl).
Obviously we have, for all l ∈ I ,
‖yl − ηl‖HMPS−γ . (4)
For t ∈ [tl , tl+1] we have∥∥y˙l(t)− f 0(t, yl(t))∥∥= ∥∥f 0(tl, ηl)− f 0(t, yl(t))∥∥

∥∥f 0(tl, ηl)− f 0(tl, yl)∥∥+ ∥∥f 0(tl, yl)− f 0(tl, yl(t))∥∥
 LxHMPS−γ + 2LsS + 2LxSP.
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system (2) with z(t0)= x0 fulfills, for t ∈ [tl, tl+1],∥∥z(t)− yl(t)∥∥ (LxH 2MPS−γ + HLsS +HLxSP )eLxH . (5)
By Eqs. (3)–(5) we can estimate
∥∥x(tl)− z(tl)∥∥ (SLsH + SLxPH +HMPS−γ
+LxH 2MPS−γ +HLsS +HLxSP
)
eLxH .
Hence, having in mind that P = P(Lx,H,x0), setting
c(Ls,Lx,M,H,x0)=
(
2LsH + 2LxPH +HMP +LxH 2MP + 2P
)
eHLx
we obtain the required estimate and the proof is finished. ✷
Theorem 2.3 is of interest in its own right. Firstly, it extends classical averaging results
on systems with fast time variables, see, e.g., [6], to systems with an additional slow time
variable. Secondly, in many typical situations the exponent γ > 0 in Assumption 2.2 lies
in the interval (0,1]. Then Theorem 2.3 gives sharper estimates than classical averaging
results. Compare, for instance, Theorem 3.3.3 in [8], where an approximation order of
O(γ/2) is achieved.
Frequently, the time scale τ = t is used in the literature, see, e.g., [1]. Then the system
is written as
y˙(τ )= f
(
τ,
τ

, y(τ )
)
, (6)
where y(τ) := x(τ/)= x(t). In many applications, the influence of the variable τ/ in (6)
is due to an additional fast dynamical system, say z˙(τ ) = G(z(τ)), whose trajectories
enter the right-hand side of (6). In this case, setting F(τ, z(τ ), y(τ )) ≡ f (τ, τ/, y(τ )),
the emerging weakly coupled system
y˙(τ )= F (τ, z(τ ), y(τ )), z˙(τ )=G(z(τ ))
is nonautonomous by the influence of the additional slow time variable τ . Nevertheless,
as long as the additional slow time variable τ enters system (6) in a Lipschitz continuous
way, the complications are limited. This is different, when the dependence of f on the first
argument is uniformly continuous, see Theorem 5.3 below.
3. Characterization of exponential stability
In this section, we investigate the exponential stability of an equilibrium point of sys-
tem (1).
Assumption 3.1.
• 0 ∈Rn is a common equilibrium point, i.e., f (s, t,0)= 0 for all (s, t) ∈R2.
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Ls(x)= Lx min(1,‖x‖) 0.
Recall the standard definition of exponential stability.
Definition 3.2 (Exponential stability). We say that 0 ∈ Rn is a uniformly exponentially
stable equilibrium point of (1), if there are constants C  1, α > 0, and 0 > 0 such that
for  ∈ (0, 0] every trajectory of (1) fulfills for all times t  t0 the estimate∥∥x(t)∥∥ Ce−α(t−t0)‖x0‖.
We say that 0 ∈Rn is an exponentially stable equilibrium point of (2), if there are constants
D  1 and β > 0 such that every trajectory of (2) fulfills for all times t  t0 the estimate∥∥z(t)∥∥De−β(t−t0)‖x0‖.
Now we are in a position to state and prove the main result of the paper, the characteri-
zation of the exponential stability of the perturbed time-varying system (1).
Theorem 3.3. Let Assumptions 2.1, 2.2, and 3.1 be effective. Then 0 ∈ Rn is a uniformly
exponentially stable equilibrium point of (1) if and only if it is an exponentially stable
equilibrium point of (2).
Proof. Let the averaged system (2) be exponentially stable. We can estimate for an initial
value x0 ∈Rn, for H  1 and for times t ∈ [t0, t0 +H/],∥∥x(t)∥∥ ∥∥x(t)− z(t)∥∥+ ∥∥z(t)∥∥
 c(Ls,Lx,M,H,x0)γ/(1+γ ) +De−β(t−t0)‖x0‖,
where t → x(t) is the trajectory of the perturbed system (1). Recall that the constant c de-
pends on the pair (Ls,P ) in a linear way. On the other hand, according to Assumption 3.1,
we can estimate
Ls  Lx max
t0tt0+H/
∥∥x(t)∥∥ LxeLxH ‖x0‖
and
P  Lx max
t0tt0+H/
∥∥x(t)∥∥ LxeLxH‖x0‖.
Both estimates are valid for all  > 0. Hence, there is a constant d = d(Ls,Lx,M,H),
such that∥∥x(t)∥∥ (d(Ls,Lx,M,H)γ/(1+γ) +De−β(t−t0))‖x0‖
for all  > 0 and t ∈ [t0, t0 +H/]. Accordingly we have∥∥x(t)∥∥ (d(Ls,Lx,M,H)γ/(1+γ) + e−(β−δ)(t−t0)e−δ(t−t0)D)‖x0‖
for any δ ∈ (0, β). We fix δ ∈ (0, β) and choose H  1 such that
e−δH  1 .
2D
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d(Ls,Lx,M,H)
γ/(1+γ )
0 
e−(β−δ)H
2
.
Hence, for t = t0 +H/ the estimate∥∥x(t0 +H/)∥∥ (d(Ls,Lx,M,H)γ/(1+γ ) + e−(β−δ)He−δHD)‖x0‖
 e−(β−δ)H‖x0‖
is valid for  ∈ (0, 0]. By induction, we obtain for an arbitrary k ∈ N and  ∈ (0, 0] the
estimate∥∥x(t0 + kH/)∥∥ e−(β−δ)kH‖x0‖.
Accordingly, for t ∈ [t0 + kH/, t0 + (k + 1)H/], we can write∥∥x(t)∥∥ (d(Ls,Lx,M,H)γ/(1+γ ) +De−β(t−(t0+kH/)))e−(β−δ)kH‖x0‖

(
e−(β−δ)H
2D
+ e−(β−δ)(t−(t0+kH/))e−δ(t−(t0+kH/))
)
De−(β−δ)kH‖x0‖

(
e−(β−δ)H
2D
e(β−δ)(t−(t0+kH/)) + e−δ(t−(t0+kH/))
)
De−(β−δ)(t−t0)‖x0‖
 3
2
De−(β−δ)(t−t0)‖x0‖.
Thus, the original system (1) is uniformly exponentially stable with
C := 3
2
D, α := β − δ,
and 0 > 0 depending on δ ∈ (0, β).
As for the converse statement, let 0 ∈ Rn be a uniformly exponentially stable equilib-
rium point of the original system (1) with given constants C  1, α > 0, and 0 > 0. Then
the averaged system (2) is exponentially stable as well, with constants
D := C, β := α.
Indeed, if the averaged system (2) is not exponentially stable with D = C, β = α, we can
find an initial value x0 ∈Rn, an initial time t0 ∈R such that for the corresponding trajectory
t → z(t) of (2) there is a time t∗  t0 with∥∥z(t∗)∥∥>Ce−α(t∗−t0)‖x0‖.
The same estimate is valid for the corresponding trajectory t → x(t) of the original sys-
tem (1) for parameters  ∈ (0, 0] small enough, which is a contradiction and the proof is
finished. ✷
4. Estimates for the exponential decay rates
The main result of the last section, Theorem 3.3, can be improved. Namely, in the
present section, the fact that uniform exponential stability of the perturbed systems can
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behavior of the exponential decay rates.
Corollary 4.1. Let Assumptions 2.1, 2.2, and 3.1 be effective. Assume that 0 ∈ Rn is an
exponentially stable equilibrium point of (2), i.e., there are constants D  1 and β > 0
such that every trajectory of (2) fulfills for all times t  t0 the estimate∥∥z(t)∥∥De−β(t−t0)‖x0‖.
Then, for sufficiently small  > 0, the perturbed system is exponentially stable, i.e., there
are constants C >D, α < β with
|D −C | =O(γ/(2+2γ )) and |β − α | =O
( −1
log
)
as → 0, (7)
such that every trajectory of (1) fulfills for all times t  t0 the estimate∥∥x(t)∥∥ Ce−α(t−t0)‖x0‖.
Proof. As in the proof of Theorem 3.3 we obtain the estimate∥∥x(t)∥∥ (d(Ls,Lx,M,H)γ/(1+γ) + e−(β−δ)(t−t0)e−δ(t−t0)D)‖x0‖
for any δ ∈ (0, β]. For δ ∈ (0, β] we define the time horizon H > 0 by
e−δH = 1
2D
.
Then we define  > 0 by
d(Ls,Lx,M,H)
γ/(1+γ ) = e
−βH
2
γ/(2+2γ )  e
−(β−δ)H
2
γ/(2+2γ ).
Overall, we have defined a continuous mapping, say h, which assigns to any δ ∈ (0, β] an
appropriate  ∈ (0,∞). Obviously, h can be continuously extended at the origin by setting
h(0)= 0. Furthermore, h is strictly increasing, and hence has an inverse h−1 : (0, h(β)]→
(0, β] assigning to any  ∈ (0, β] an appropriate δ = β − α . Bearing in mind that
d(Ls,Lx,M,H)=O(e(Lx+1)H ) as H →∞,
we easily obtain the required asymptotic behavior
α = β − δ = β −O
( −1
log 
)
as → 0.
As in the proof of Theorem 3.3, the estimates above yield, for k = 0,1,2, . . . and t ∈
[t0 + kH/, t0 + (k + 1)H/],∥∥x(t)∥∥ (d(Ls,Lx,M,H)γ/(1+γ) +De−β(t−(t0+kH/)))e−(β−δ)kH‖x0‖,
from which we can conclude that
∥∥x(t)∥∥
(
e−(β−δ)H
2D
γ/(2+2γ )e(β−δ)(t−(t0+kH/)) + e−δ(t−(t0+kH/))
)
×De−(β−δ)(t−t0)‖x0‖

(
γ/(2+2γ ) + 1
)
De−α(t−t0)‖x0‖.2D
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C =D + 
γ/(2+2γ )
2
and for  ∈ (0, h(β)) the perturbed system (1) is exponentially stable with C and α cho-
sen as above. ✷
5. Extensions and examples
Actually, the characterization of exponential stability, as stated in Theorem 3.3, is valid
under weaker conditions. Firstly, the regularity of the mappings s → f (s, t, x) can be
softened to mere uniform continuity. To be more precise, we can replace Assumption 2.1
by
Assumption 5.1.
• The maps s → f (s, t, x) are uniformly continuous on R, i.e., there is a continuous
function K : [0,∞)→ [0,∞) with K(0) = 0 such that ‖f (s1, t, x)− f (s2, t, x)‖ 
K(|s1 − s2|) for any s1, s2 ∈R, t ∈R, x ∈Rn.
• The maps x → f (s, t, x) are uniformly Lipschitz continuous on Rn with Lipschitz
constant Lx  0.
• The maps t → f (s, t, x) are measurable on R.
• For any x ∈Rn the sets {f (s, t, x): (s, t) ∈R2} ⊂Rn are bounded.
Secondly, the convergence of the averages can be formulated in a more general way,
i.e., we can replace Assumption 2.2 by
Assumption 5.2. There is a function f 0 :R × Rn → Rn and a continuous function
M : (0,∞)→ (0,∞) with limT→∞M(T )= 0 such that for any (s, x) ∈R×Rn, T0  t0,
T > 0, we can estimate
∥∥∥∥∥f 0(s, x)−
1
T
T0+T∫
T0
f (s, t, x) dt
∥∥∥∥∥ g(x)M(T ).
Under these conditions, Theorem 2.3 can be reformulated in the following way.
Theorem 5.3. Let Assumptions 5.1 and 5.2 be effective. There is a positive constant c =
c(K,Lx,M,H,x0) and a continuous function N : [0,∞)→ [0,∞) with N(0) = 0 such
that for every  > 0 we can estimate the distance of the trajectory of the original system (1)
to the trajectory of the averaged system (2) by
max
t∈[t0,t0+H/]
∥∥x(t)− z(t)∥∥ c(K,Lx,M,H,x0)N().
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S → 0 and S →∞
as → 0, and divide the interval [0,H/] into subintervals [tl , tl+1] of length S . Then we
rewrite the proof of Theorem 2.3 replacing SLs by K(S) and MS−γ by M(S). ✷
As before, in order to apply the approximation result above to stability problems, we
assume that the dependence of the vector field f on the slow time s vanishes, as x tends
to the equilibrium point. This is expressed in the following assumption, which is replacing
Assumption 3.1.
Assumption 5.4.
• 0 ∈Rn is a common equilibrium point, i.e., f (s, t,0)= 0 for all (s, t) ∈R2.
• The maps s → f (s, t, x) are uniformly continuous, i.e., there is a continuous func-
tion J : [0,∞) → [0,∞) with J (0) = 0 such that ‖f (s1, t, x) − f (s2, t, x)‖ 
min(1,‖x‖)J (|s1 − s2|) for any s1, s2 ∈R, t ∈R, x ∈Rn.
Under these weaker conditions, Theorem 3.3 remains valid.
Theorem 5.5. Let Assumptions 5.1, 5.2, and 5.4 be effective. Then 0 ∈ Rn is a uniformly
exponentially stable equilibrium point of (1) if and only if it is an exponentially stable
equilibrium point of (2).
Proof. Proceeds as the proof of Theorem 3.3. ✷
We close the section with two simple examples. The first one, Example 5.6, shows that
it is essential for the transfer of exponential stability that 0 ∈Rn is a common equilibrium
point for all time variables. The second one, Example 5.6, supports our approach to the
characterization of exponential stability of perturbed systems, since it shows that averaging
can reduce the regularity of the systems involved and hence smoothness of an averaged
system cannot be expected in general, even if the original system is smooth.
Example 5.6. Consider the system
x˙(t)=−x(t)+  sin(t)
on R. The corresponding averaged system
z˙(t)=−z(t)
obviously is exponentially stable with D = 1 and β = 1. However, the solution of the
perturbed system corresponding to the initial condition t0 = 0, x(t0)= 1 can be written as
x(t)= e−t + 1
1+ 2
(− cos(t)+ e−t − 2 sin(t))
and does not converge to the origin as t →∞.
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f (s, t, x)=


−6x for −∞< x <∞ and t = 0,
1
t
− 4x for x − 1
t
and t = 0,
−tx2 − 6x for − 1
t
< x < 1
t
and t = 0,
1
t
− 8x for x  1
t
and t = 0.
One easily checks that the mappings x → f (s, t, x) are continuously differentiable on R.
The averaged system is given by
f 0(s, x)=
{−4x for x  0,
−8x for x > 0,
and hence is merely Lipschitz continuous with respect to the state variable x ∈ R. Never-
theless, Theorem 3.3 and Corollary 4.1 are applicable.
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