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We consider a search in which the probability that a given object will be 
discovered is proportional to its size and determine the family of discovery time 
distributions which are equivalent to this property. These distributions serve as a 
model for oil eXplOr&iOn. 0 1987 Academic Press. Inc. 
1. INTRODUCTION 
We consider a search problem in which objects of random size are 
discovered, or somehow otherwise identified at random times. In this search 
we anticipate that larger objects will be found first; more specifically, 
characteristic of the search is the property that the probability any one of a 
group of objects will be the next discovered is proportional to its size. 
Examples of the kind of objects we have in mind are mineral and oil 
deposits, solid materials with structural or stress related faults, military 
installations or fishing banks identified by means of satellite surveillance, 
and objects unearthed at an archaeological dig or located as a result of 
undersea survey (see, e.g., Dyer [2]). Although relevance for reliability 
applications is also worth remarking, we consider here a search for such 
objects; indeed for concreteness we shall discuss a model for oil explora- 
tion. 
Consider a group of homogeneous geological configurations known to 
contain hydrocarbons. Following the language of Barouch and Kaufman [l] 
refer to this grouping as a play, and suppose that within a play there are N 
distinct deposits, or pools, which we imagine to be labelled with the integers 
1 ,.“, N in some arbitrary fashion. Suppose further that if a play were 
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explored indefinitely all N pools would be discovered, let T be the time at 
which pool i would be found, and call Ai its size (extent, quantity, or other 
language suitable to application). Barouch and Kaufman [l] have proposed 
a stochastic model for oil exploration which relates the order in which pools 
are discovered to their sires. In this paper we characterize those families of 
conditional distributions of discovery times T, given pool sizes A, which 
preserve the model of Barouch and Kaufman. 
To motivate this model consider the following design for sampling an 
urn: 
N circular disks, labelled with the integers 1,. . . , N are distributed at 
random on the base of an urn; for the sake of discussion we assume the 
disks occupy nonoverlapping positions. The urn sampler, blindfolded, 
wanders aimlessly about the interior of the urn, treading on a disk from 
time to time. A disk thus sampled is removed by the urn statistician while 
the sampler continues his perambulation until, in this manner, the urn is 
emptied. 
Let q. designate the random time at which the disk with label i is 
sampled, call ai its size (area), and suppose that i,, . . . , i, is any permuta- 
tion of the integers 1,. . . , N so that 
is the event that disks labelled i,, i,, . . . , i, are sampled in that order. If we 
regard T,, . . . , TN as independent random variables, and suppose moreover 
that a, = a, = - *- = uN = a, say, then every such order should have the 
same likelihood independent of a; that is to say, 
for every permutation i,, . . . , i,. More generally, if the ui differ we might 
expect that 
W, < Ti2< a.. <q,}=fi “j is.71 ui / + * * * +q, . 
Then, for example, the likelihood 
,&j+.?.+u 
N 
(0 
that disks labelled 1,. . . , N are sampled in that order is maximized if 
a, 2 a, 2 * - - 2 u N > 0. In other words, since the labelling of the disks is 
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arbitrary, the most likely order in which they are sampled is in descending 
order of their sizes. 
Moreover, it is easily shown that (1) implies for each k = 2,. . . , N and 
i- ,...) 1 k 
P{T. = min(T1 Y..., T/J} = a +a 7 
1 k 
which we refer to as sampling proportional to size. However, notwithstand- 
ing the assumed independence of the Y& it is not true in general that (1) and 
(2) are equivalent. 
Now suppose that the disks have random sizes Ai > 0, i = 1,. . . , N 
where 
A l,‘.‘, A, are independent and identically distributed random 
variables (3) 
and 
p& < q< ‘*a < q.,JA1 = a,, . . . , A,= UN> 
= ,fj a, + .a.i! +a. * 
‘J ‘N 
Barouch and Kaufman [l] have modeled the discovery process within a 
play with (4) and (3) specialized to lognormal variables. They assert that 
their “basic assumptions about the evolution of a play reflect both petro- 
leum folklore and the content of a variety of statistical studies of the 
discovery process.” 
Indeed, if we conceive of a piay as a subpopulation of pools which lend 
themselves to similar treatment and regard these pools as being uniformly 
distributed over the geological region occupied by the play, or else subject 
to uniform search, the intuitive meaning of (4) is easily grasped. Moreover, 
evidential support for (4) as a model for oil exploration is provided by 
Barouch and Kaufman in the form of mean sizes of pools in the Alberta 
play plotted in order of discovery. With the exception of an unexplained 
large outlier (the 33rd pool discovered) this graph displays what is referred 
to as an “exploration decline curve;” larger pools are found first and the 
size of discoveries tends to decline as their number grows. 
Of course, the model of Barouch and Kaufman is intended only as a 
stochastic representation of the order of discoveries in the course of an 
exploration, and does not purport to characterize rates of discovery. In 
consequence, the model does not reflect perceptions or expectations relating 
to the costs of exploration and production, pricing, and those other factors 
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which drive the exploratory effort in a manner likely to influence discovery 
rates. We introduce the concept of an initialing distribution H as an 
explicit device for integrating such assessments into a model. The initial H 
is the distribution of the time it would take to discover a pool which we 
imagine to have unit size. In practice H is designed to express the intensity 
of exploratory effort (relative to the geological size of the play under 
exploration). 
We further introduce the idea of a family of discovery distributions 
F,(t) = P(TI t1A = a), a>0 
which relates the time T at which a discovery is made to the size A of the 
find. In Section 3 we formulate a model which permits us to describe all 
families F, for which an extended version of (1) holds. These families may 
be represented as a unique functional on the space of H and thus are 
distinguished only by their initials. In other words, given H there is a 
unique family of discovery distributions F, which support a Barouch and 
Kaufman model and for which FI = H. Moreover, although H must be 
determined as a failure distribution, its choice is otherwise unencumbered. 
Accordingly, the class of discovery families I;, which yield (1) is quite rich; 
it includes, for example, the exponential family F,(t) = 1 - e-O*; the 
Pareto family F,(t) = 1 - (1 - t)“; and the Weibull family F,(t) = 1 - 
e --o*=, a > 0. 
We use Section 2 to demonstrate the necessity of treating an extended 
version of the Barouch and Kaufman model. 
2. A TIME ANOMALY IN SAMPLING PROPORTIONAL TO SIZE 
We shall give a few examples of discovery distributions for which the 
Barouch and Kaufman model is visible, but only through a time window. 
The examples describe a play consisting of just N = 2 pools, which we 
imagine to be labelled with the integers 1 and 2 in an arbitrary fashion, and 
suppose that the play may be exhaustively explored in a single unit of time. 
We let q denote the time at which the pool with label i will be discovered, 
call Ai its size, and suppose that the pairs (T,, A,) and (T2, A,) are 
independent and identically distributed with conditional distributions 
F,(t) = P(T, I $4, = a), a > 0. 
As a first example, set 
F,(t) = t’/=, 0 I t Il, a > 0; (5) 
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P(T, < T*lA1 = a, A* = b) 
l = 
J( 
1 _ t’/+W-l dt = -..!!- 
0 a a+b 
so that in advance of exploration we anticipate a Barouch and Kaufman 
search. However, if the exploration proceeds for CI units of time without 
success, then we have 
P(T, -c T21A1 = a, A, = b,min(T,, T,) > 4) 
J lo 
- t’/b)(l/a)t(‘/u)-l dt 
= 
Q (1 _ @)(l _ @) 
which differs from a/(a + b) for euev ti E (0,l) and a # b. Moreover, the 
derivative of (6) with respect to 0 has the sign of b - a and the function 
itself tends to one-half as ti + 1. Thus what begins as a Barouch and 
Kaufman search becomes with the passage of time increasingly independent 
of pool sizes (and in the limit behaves us if the pools were the subject of 
random sampling). 
The reverse phenomenon is exhibited by letting 
F,(t) = 
i 
2a-+a, osts: 
1-2a-‘(1-t)n, $Itsl; 
for a > 0; then 
P(T, s TzlAl = a, A, = b) 
= 
j ( 
l/2 1 
0 
2 - 2b-‘t”)2~-‘at-’ dt 
+P(T, s :, T2 > +) 
+ fz[2b-1(l - t)b-‘]2”-1a(1 - t)“-l dt 
lb lla 1 
=--+-+--=- 
4a+b 4 4a+b 2’ 
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Butford> i, 
P(T, < T21A1 = a, A, = b,mh(T,, T2) > 0) 
= /+b-‘(1 - t)b]2”-‘a(l - t)“-‘42”+b-2(1 - d)n+b] -’ 
d 
a 
=- 
a+b’ 
Therefore, what begins as an exploration in which the order of discoveries is 
independent of pool size becomes over time a search based on sampling 
proportional to size. 
As a final example, let 
F,(t) = 1 - (1 - t)“, 0 I t 51, a > 0. (7) 
Then for every Q E [O,l) 
P(T’ < T2)A1 = a, A, = b,min(T,, T,) > 6) 
J 
iU(l - t)n+b-ldt a 
= 
d (,-q+b =- a-l-b’ 
We shall refer to (7) as a family of discovery distributions which result in a 
Barouch and Kaufman (or sampling proportional to size) model ouer time. 
In further anticipation of the results of Section 3 we remark that (7) is the 
on& family of discovery distributions F, which results in sampling propor- 
tional to size ouer time and which has initial 
F,(t) = H(t) = t, Ostsl. 
3. THE PRINCIPAL RESULTS 
We begin by introducing some notation. Suppose that H is a distribution 
function, that H(0) = 0, that H(b) > 0 for 0 > 0, and that H is absolutely 
continuous with density h which is the right hand derivative of H on (0, cc). 
Then we refer to H as a discovery (or failure) distribution and denote the 
class of H by 2. Furthermore, we define the discovery (or failure) rate for 
given H E 2’ as 
V,(t) = - -$og(l - H(r)), t E P9 fH), 
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where 
t, = sup{t: H(t) < l}; 
of course, H and V, are related by the equation 
1 - H(t) = exp( -/‘VH(6)d0), t E [0, tH). 
0 
(8) 
Finally, if F, is a parametric family (in a > 0) such that F, E .%Y for all 
a > 0 we refer to F as a family of discovery distributions, and write F E 9. 
We may now resume the discussion of Section 1: thus, consider a play 
with N pools which we imagine to be labelled with the integers, 1,. . . , N in 
some arbitrary manner, and suppose that an extended exploration of the 
play would result in the discovery of all N pools. Let T denote the random 
time at which pool i would be found and call Ai its size. 
We adopt now the following model: we suppose that 
(T,, A,), * - * 9 (TN, AN) are N independent and identically distributed ran- 
dom vectors, that the distribution G of A, is a failure distribution (G E .%‘), 
that the version F of conditional probability detined by 
P(T, I t, B) = jsF.(t)dG(a) (9) 
represents the conditional distribution of T,, given A, = a, and that 
FES. 
We show first that a model which is Barouch and Kaufman results in 
sampling that is proportional to size. 
TI-EOREM 1. Let F E 9. Suppose that N 2 2 is a given integer and that 
for arbitrary a, > 0 
Wi, < qI:, < -. - < 7JA, = al,. . . , A, = aN) 
ai. I = 
ai + **- +aiN J 
(10) 
holds for every permutation i,, . . . , i, of the integers 1, . . . , N; then 
P,(q = min(T, ,..., T,)IA, = a, ,..., A, = uk) 
ai 
= 
a, + *** +a, 
(11) 
for each k = 2, . . . , N and i = 1,. . . , k. 
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Proof. Equations (10) and (11) are identical for N = 2, thus suppose 
N 2 3. Let Qk denote conditional probability given {A, = a,, . . . , A, = 
ak}. Since Q,,,(Ti = min(T,, . . . , T,))isthesumof QJTi < Tz < ... TN) 
over all permutations i,, . . . , i, of the integers 2,. . . , N the conclusion (11) 
(with i = 1) follows trivially for k = N upon assuming (10). Since the 
labelling is arbitrary (11) holds for all i = 1, . . . , N. 
Then, for k -c N we have 
a, + -* 
= 
= 
= 
+a, 
Q,(T, = min(7’,,...,T,)) 
Q,(T, = min(r, ,..., T,)]Zj = min(T, ,..., T,); 3j = l,..., k) 
xQ,(q=min(T, ,..., TN);3j=l ,..., k) 
Q,(T, = kn(7',,...,Tk)) 
a, + ... +a, 
i a,+.-.+a, ’ 
and (11) follows. 
Now we focus attention on the functional 1 - (1 - H(t))“, u > 0, 
H E 2. For any given H 
F,(t) = 1 - (1 - H(t))“, a>0 (12) 
defines a parametric family which, in the sense of (9), we may regard as the 
conditional distribution of 1;:, given Ai = a. A few properties and conse- 
quences of (10) are immediate and we mention them in the following. 
Remarks. (1) For every H E 2, F E S. 
(2) (1 - I;h(t))(l - Fb(t)) = (1 - Fn+6(t)); that is, 
P(min(T,,..., TN) > tlA, = a,, . . . , A, = u,) 
= P(T, > tlA, = a, + ..a +a,). 
This property is somewhat unexpected and nonintuitive. It asserts that the 
probability we discover at least one of a group of pools before time t 
depends only on their aggregate size. 
(3) Moreover, applying a classical result (Feller [3, Vol. 1, p. 4591) 
gives 
FES and (1 - C&)(1 - F,(t)) = (1 - F,+,(d) 03) 
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if and only if 
1 - F,(t) = (1 - H(t))“, HE.@. 
(4) Since with F defined by (12) 
log(1 - F,(t)) = alog(1 - H(t)) 
it follows that the conditional discovery rate of F is 
vA4a) = a+(t), t E [o, IH). 
(5) Also observe that if F E 9 is an arbitrary discovery family and 
WI4 = a+(t), a > 0, 
then C#I is the failure rate for some H = Fl E s. Accordingly, it follows 
from (8) that 1 - F,(t) = [exp{ -j&(d) dd}]” = (1 - H(t))" for some H 
E X. Therefore 
FEN and JWla) = a+(t) (14 
if and only if 
F,(t) = 1 - (1 -H(t))” for some H E A? 
(where necessarily H = Fl). 
(6) For any H E &‘, let 
H”(t) = P,(t I t + CIIT > 4) 
H(t + 4) - H(o) 
= 
l-H(d) ’ 
Thus H E 3? and for F defined by (12) 
P,(T I t + olA = a, T > G) 
F,(f + 0) - fib) = 
1 -F,(b) =’ 
- (1 - H”(t))” 
which is again (12), but with a (possibly) different initial. Thus we would 
expect that if F defined by (12) results in a Barouch and Kaufman (or 
sampling proportional to size) model for every H E &‘, then this model 
would be preserved over time. 
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Indeed, our main result asserts the equivalence of a Barouch and 
Kaufman model ouer time, sampling proportional to size over time, and the 
families of discovery distributions defined in (12). We state the result as 
THEOREM 2. Let N 2 2 be given. The following statements are equivalent: 
For any permutation i,, . . . , i, of the integers 1, . . . , N and arbitrary ai 2 0 
p&i, < T;?< -a. < TNIAl = a,, . . . , A, = aN, min(T,, . . . , TN) ’ 6) 
= ,fi a. + .aA +a. )’ 
i 
v’d E [o, t,); 
‘J ‘N 
(15) 
for each k = 2, . . . , N; i = 1, . . . , k and arbitrary a, > 0, 
PF( q = min( T,, . . . , T,) JA, = a,, . . . , A, = ak, min( T,, . . . , T,) > 6) 
ai 
= 
a, + .*. +ak’ Vd E 10, t,); 06) 
and 
F,(t) = 1 - (1 - H(t))“, a>0,3HE3EO. (17) 
Proof: That (15) implies (16) has an identical proof to that of Theorem 
1 but with notation somewhat complicated when we additionally condition 
on the event {min(T,, . . . , TN) > Q }. The proof thus proceeds by showing 
that (15) follows from (17) and that (16) and (17) are equivalent. 
Thus suppose that F is defined by (17); for any H 
PF( Tl < T2 . . . -C TNIAl = a,, . . . , A, = a,,,,, min(T,, . . . , i",,) > 0) 
= [ fi (1 - c,bql 
X 
J bit,< “’ <IN 
. . . /f&J . . . f&)dtN . . . dt, 
= [l _ H(LI)] -(al+ “. +a,) 
X 
/ 4<tp ... iIN 
. . . /fiai(l - H(t,))“‘-‘h(ti)dt, *a* dt, 
i=l 
upon repeated integration; since the labehing is arbitrary (15) holds. 
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Moreover, for given k, 2 s k I N, 
P( q. = min( T,, . . . , T,)IA, = a,, . . . , A, = ak, min(T,, . . . , Z’,) > 0) 
= [l _ H(d)] -(a,+ “. +a&) jma;(l - H(t)) aI+ “’ +%-lh(t)dt 0 
a, = 
a, + *** +a,’ 
Thus we complete the proof by showing that (16) implies (17). 
Consider an arbitrary F E .F and suppose that (16) holds, for each 
k = 2,..., N, so that, in particular 
a1 
-= 
a1 + a2 
[(l - f&))(l - 4&))] -‘/“(l - F,$))fo,(+~. (18) 
d 
Differentiating (18) with respect to 4 and substituting it back into the 
resulting expression yields 
where we have let V, continue to denote the conditional discovery rate of 
F. Thus for arbitrary a, > 0, a2 > 0, 
implying that 
The proof is now complete from (14). 
A remaining question which, given Theorem 2, has mainly pedalogical 
interest, is the following: do there exist discovery families F E 9 different 
from (17) which yield a Barouch and Kaufman model (but of course not a 
Barouch and Kaufman model ouer time)? The question is answered affirma- 
tively by the example defined in (5). However, if N 2 3 and F is assumed 
to be a complete family, then we have 
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THEOREM 3. Let N 2 3 be given. In addition let FC 9 denote the 
subclass of complete discovery families, and suppose F E 9. Then the follow- 
ing statements are equivalent: 
For any permutation i,, . . . , i, of the integers 1,. . . , N and arbitrary 
ai > 0, 
P,(T, < q2 < ... < T.JA1 = a, ,..., A, = an) 
for each k = 2, . . . , N; i = 1, . . . , k and arbitrary ai > 0, 
P,( T = min(T,, . . . , T,)IA, = aI,. . . , A, = ak) 
ai = 
a, + a-* +ak’ 
and 
09) 
F,(t) = 1 - (1 - H(t))“, a>O,IHEX. (20) 
Proof As a consequence of Theorems 1 and 2 we need only establish 
that (20) follows from (19). Suppose then that F E F and (19) holds for all 
k = 2,..., N. Then in particular we have 
a1 
a, + --- +a, 
= P(T, = min(T, ,..., T,)IA, = a, ,..., A, = a,,,) 
= im I”i (1 - F,(d)f&)dt 
j=2 
and also setting a* = a2 + -a- +a,,, 
a1 
a, + -** +a, 
= P(T, = min(T,, T,)IA, = at, A, = a*) 
m = J( 0 1 - F,.(t))fa,(t)dt. 
Equating (21) and (22) yields 
/“{ fi (1 - F,(t)) - (1 - F.l(f))}f&)dt = 0 
0 j-2 
(22) 
for all ai > 0. Therefore, assuming completeness we have the functional 
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fI (1 - <j(t)) = (1 - F,*(r)). 
j-2 
Recalling the definition of a *, the assumption that N 2 3, and (13) now 
completes the proof. 
We conclude with some additional 
Remarks. (1) With respect to applications we are presently developing 
adaptive methods for estimating the number of pools N, the expected time 
of the next discovery, its expected size, and the expected aggregate size of 
pools not yet discovered. Moreover, work on optimal stopping of an 
exploration process is in final stages of preparation (Kramer [4] and Kramer 
and Starr [5]). 
(2) We pose a question. For what functions do there exist an F E 9 
such that 
&Pl = mm, T,)IAl = a, A, = b,min(T,, T,) > 0) 
= I+, b) (23) 
independent of Q E [0, fF). Obviously, ~1 must be consistent with the 
axioms of probability so that in particular p( a, b) = 1 - p( b, a). 
Let Wdesignate the class of all real-valued functions w  which are strictly 
positive on (0, cc) and W * c W the subclass for which w(1) = 1. Suppose 
that for given F E 9 (23) is satisfied; that is, 
da, b) = [(l - r;bb))(l - G(Q))] -‘j-(1 - F,(t))f,(Wr (24) 
d 
for every 4 E [0, l,). Then differentiating (24) yields, in a manner similar to 
the proof of Theorem 2, 
from which we conclude that 
where w  E W since F E 9. Moreover, with the scaling 
w*(a) = w(l)-‘w(a) and +*w = 4b#+> 
(25) 
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(25) may be rewritten 
WI4 = w(4~*(4 
where now w  E W* implying that +* is the failure rate for some H E 39’. 
Thus from (8) 
1 - F,(t) = exp{ - jf+*(o)do) w(a) 
0 
= 1 - (1 - H(t)) w? (26) 
Moreover, with F defined by (25) we obtain by direct computation 
P,(T, = mw,, T,)IA, = a, A, = b,min(T,, T,) > 6) 
44 
= W(U) + w(b). 
Thus, it is easily proved that the following statements are equivalent: 
F E S and 
P(T, = min(T, ,..., T,)(A, = a, ,..., A, = uk,min(TI,. . ., T,) > 0) 
does not depend on 0 E [0, t,); this probability equals 
44 
w(q) + * * * +w(u,) ’ 3wE w* 
and 
F=(t) = 1 - (1 -H(t))“‘“‘, ~HE.X?,WE W*. 
(3) As a final result we assert a dual to Theorem 2. Let w  E W*; then 
the following statements are equivalent. For every permutation i,, . . . , i, of 
the integers 1,. . . , N and all a, > 0, 
PF(T, < Ti2< ... < YJA, = a,, . . . , A, = uN,max(T,,..., T,) < 6) 
for each k = 2, . . . , N; i = 1, . . . , k and all ui > 0, 
P,(T = max(T, ,..., T,)IA, = a, ,..., A, = u,,max(T, ,..., T,) -c b) 
W(“i) 
= w(q) + . . . +w(u/J ’ 
tfQ E [o, t,); 
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F,(t) = H(t)“‘“‘, 3HEX. 
The proof replays that of Theorem 2, but with the success rate 
v,(s) = -$g(H(r)), H E A?, 4 E (0, tH) 
now understudying the role of the failure rate V, there. We note that for 
given H E A?‘, the functions v,, V,, and H are related (at continuity 
points o of h) by 
G(Q) 
H(o) = V&) + v&) ; 
moreover, the ratio and sum of V and F are interesting quantities, being 
respectively the odds ratio 
V”b) H(a) 
- = 1 - H(a) ’ QTW 
and the derivative of the log odds 
v&) + Q(d) = ;1og 
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