Abstract. Cellular automata (CA) are known for their capacity to generate complex patterns through the local interaction of rules. Often the generated patterns, especially with multi-state two-dimensional CA, can exhibit interesting emergent behaviour. This paper addresses quantitative evaluation of spatial characteristics of CA generated patterns. It is suggested that the structural characteristics of two-dimensional (2D) CA patterns can be measured using mean information gain. This information-theoretic quantity, also known as conditional entropy, takes into account conditional and joint probabilities of cell states in a 2D plane. The effectiveness of the measure is shown in a series of experiments for multi-state 2D patterns generated by CA. The results of the experiments show that the measure is capable of distinguishing the structural characteristics including symmetry and randomness of 2D CA patterns.
Introduction
Cellular automata (CA) are one of the early bio-inspired systems invented by von Neumann and Ulam in the late 1940s to study the logic of self-reproduction in a material-independent framework. CA are known to exhibit complex behaviour from the iterative application of simple rules. The popularity of the Game of Life drew the attention of a wider community of researchers to the unexplored potential of CA applications and especially in their capacity to generate complex behaviour. The formation of complex patterns from simple rules sometimes with high aesthetic qualities has been contributed to the creation of many digital art works since the 1960s. The most notable works are "Pixillation", one of the early computer generated animations [11] , the digital art works of Struycken [10] , Brown [3] and evolutionary architecture of Frazer [5] . Furthermore, CA have been used for music composition, for example, Xenakis [17] and Miranda [9] .
Although classical one-dimensional CA with binary states can exhibit complex behaviours, experiments with multi-state two-dimensional (2D) CA reveal a very rich spectrum of symmetric and asymmetric patterns [6, 7] .
There are numerous studies on the quantitative [8] and qualitative behaviour [14] [15] [16] of CA but they are mostly concerned with categorising the rule space and the computational properties of CA. In this paper, we investigate information gain as a spatial complexity measure of multi-state 2D CA patterns. Although the Shannon entropy is commonly used to measure complexity, it fails to discriminate accurately structurally different patterns in two-dimensions. The main aim of this paper is to demonstrate the effectiveness of information gain as a measure of 2D structural complexity. This paper is organised as follows. Section 2 provides formal definitions and establishes notation. Section 3 demonstrates that Shannon entropy is an inadequate measure of 2D cellular patterns. In the framework of the objectives of this study a spatial complexity spectrum is formulated and the potential of information gain as a structural complexity measure is discussed. Section 4 gives details of experiments that test the effectiveness of information gain. The paper closes with a discussion and summary of findings.
Cellular Automata
This section serves to specify the cellular automata considered in this paper, and to define notation.
A cellular automaton A is specified by a quadruple L, S, N, f where:
-L is a finite square lattice of cells (i, j).
-S = {1, 2, . . . , k} is set of states. Each cell (i, j) in L has a state s ∈ S.
-N is neighbourhood, as specified by a set of lattice vectors {e a }, a = 1, 2, . . . , N . The neighbourhood of cell r = (i, j) is {r +e 1 , r +e 2 , . . . , r +e N }. A cell is considered to be in its own neighbourhood so that one of {e a } is the zero vector (0, 0). With an economy of notation, the cells in the neighbourhood of (i, j) can be numbered from 1 to N ; the neighbourhood states of (i, j) can therefore be denoted (s 1 , s 2 , . . . , s N ). Two common neighbourhoods are the five-cell von Neumann neighbourhood {(0, 0), (±1, 0), (0, ±1)} and the nine-cell Moore neighbourhood {(0, 0), (±1, 0), (0, ±1), (±1, ±1)}. Periodic boundary conditions are applied at the edges of the lattice so that complete neighbourhoods exist for every cell in L. -f is the update rule. f computes the state s 1 (t + 1) of a given cell from the states (s 1 , s 2 , . . . , s N ) of cells in its neighbourhood:
The collection of states for all cells in L is known as a configuration c. The global rule F maps the whole automaton forward in time; it is the synchronous application of f to each cell. The behaviour of a particular A is the sequence c 0 , c 1 , c 2 , . . . , c T −1 , where c 0 is the initial configuration (IC) at t = 0. CA behaviour is sensitive to the IC and to L, S, N and f . The behaviour is generally nonlinear and sometimes very complex; no single mathematical analysis can describe, or even estimate, the behaviour of an arbitrary automaton. The vast size of the rule space, and the fact that this rule space is unstructured, mean that knowledge of the behaviour a particular cellular automaton, or even of a set of automata, gives no insight into the behaviour of any other CA. In the lack of any practical model to predict the behaviour of a CA, the only feasible method is to run simulations. Fig. 1 illustrates some experimental configurations generated by the authors to demonstrate the capabilities of CA in exhibiting complex behaviour with visually pleasing qualities. The introduction of information theory by Shannon provided a mathematical model to measure the order and complexity of systems. Shannon's information theory was an attempt to address communication over an unreliable channel [12] . Entropy is the core of this theory [4] . Let X be discrete alphabet, X a discrete random variable, x ∈ X a particular value of X and P (x) the probability of x. Then the entropy, H(X), is:
The quantity H is the average uncertainty in bits, log 2 ( 1 p ) associated with X. Entropy can also be interpreted as the average amount of information needed to describe X. The value of entropy is always non-negative and reaches its maximum for the uniform distribution, log 2 (|X |):
The lower bound of relation (2) corresponds to a deterministic variable (no uncertainty) and the upper bound corresponds to a maximum uncertainty associated with a random variable. Another interpretation of entropy is as a measure of order and complexity. A low entropy implies low uncertainty so the message is highly predictable, ordered and less complex. And high entropy implies a high uncertainty, less predictability, highly disordered and complex. Despite the dominance of Shannon entropy as a measure of complexity, it fails to reflect on structural characteristics of 2D patterns. The main reason for this drawback is that it only reflects on the distribution of the symbols, and not on their ordering. This is illustrated in Fig. 2 where, following [1] , the entropy of 2D patterns with various structural characteristics is evaluated. Fig. 2a -b are patterns with ordered structures and Fig. 2c is a pattern with repeated three element structure over the plane. Fig. 2d is a fairly structureless pattern.
Fig . 2 . Measure of H for structurally different patterns with uniform distribution of elements Fig. 2 clearly demonstrates the failure of entropy to discriminate structurally different 2D patterns. In other words, entropy is invariant to spatial rearrangement of composing elements. This is in contrast to our intuitive perception of the complexity of patterns and is problematic for the purpose of measuring the complexity of multi-state 2D CA behaviour.
Taking into account our intuitive perception of complexity and structural characteristics of 2D patterns, a complexity measure must be bounded by two extreme points of complete order and disorder. It is reasonable to assume that regular structures, irregular structures and structureless patterns lie along between these extremes, as illustrated in Fig. 3 . A complete regular structure is a pattern of high symmetry, an irregular structure is a pattern with some sort of structure but not as regular as a fully symmetrical pattern and finally a structureless pattern is a random arrangement of elements.
A measure introduced in [2, 13, 1] and known as information gain, has been suggested as a means of characterising the complexity of dynamical systems and of images. It measures the amount of information gained in bits when specifying the value, x, of a random variable X given knowledge of the value, y, of another random variable Y ,
P (x|y) is the conditional probability of a state x conditioned on the state y. Then the mean information gain, G X,Y , is the average amount of information gain from the description of the all possible states of Y :
where P (x, y) is the joint probability, prob(X = x, Y = y). G is also known as the conditional entropy, H(X|Y ) [4] . 
where y ∈ Y.
In principle, G can be calculated for a 2D pattern by considering the distribution of cell states over pairs of cells r, s,
where s r , s s are the states at r and s. Since |S|= N , G r,s is a value in [0, N ].
In particular, horizontal and vertical near neighbour pairs provide four MIGs,
) and G (i,j),(i,j−1) . In the interests of notational economy, we write G s in place of G r,s , and omit parentheses, so that, for example, G i+1,j ≡ G (i,j),(i+1,j) . The relative positions for non-edge cells are given by matrix M :
Correlations between cells on opposing lattice edges are not considered. Fig. 4 provides an example. The depicted pattern is composed of four different symbols S = {light-grey,grey,white,black }. The light-grey cell correlates with two neighbouring white cells (i + 1, j) and (i, j − 1). On the other hand, The grey cell has four neighbouring cells of which three are white and one is black. The result of this edge condition is that G i+1,j is not necessarily equal to G i−1,j . Differences between the horizontal (vertical) mean information rates reveal left/right (up/down) orientation. The mean information gains of the sample patterns in Fig. 2 are presented in Fig. 5 . The merits of G in discriminating structurally different patterns ranging from the structured and symmetrical (Fig. 5a-b) , to the partially structured (Fig. 5c ) and the structureless and random (Fig. 5d) , are clearly evident. The cells in the columns of pattern (a) are completely correlated. However knowledge of cell state does not provide complete predictability in the horizontal direction and, as a consequence, the horizontal G is finite. Pattern (b) has non-zero, and identical G's indicating a symmetry between horizontal and vertical directions, and a lack of complete predictability. Analysis of pattern (c) is similar to (a) except the roles of horizontal and vertical directions are interchanged. The four Gs in the final pattern are all different, indicating a lack of vertical and horizontal symmetry; the higher values show the increased randomness. Details of calculations for a sample pattern are provided in the appendix. 
Experiments and Results
A set of experiments was designed to examine the effectiveness of G in discriminating the particular patterns that are generated by a multi-state 2D cellular automaton. The (outer-totalistic) CA is specified in Table 1 . The chosen experimental rule maps three states, represented by green, red and white; the quiescent state is white. The experiments are conducted with two different ICs: (1) all white cells except for a single red cell and (2) a random configuration with 50% white quiescent states (8320 cells), 25% red and 25% green. The experimental rule has been iterated synchronously for 150 successive time steps. Fig. 6 and Fig. 7 illustrate the space-time diagrams for a sample of time steps starting from single and random ICs.
The behaviour of cellular automaton from the single cell IC is a sequence of symmetrical patterns (Fig. 6) . The directional measurements of G i,j for the single cell IC start with G i,j+1 = G i,j−1 = G i−1,j = G i+1,j = 0.00094 and H = 0.00093, and they attain G i,j+1 = G i,j−1 = G i−1,j = G i+1,j = 1.13110 and H = 1.13714 (and Figs 8, 11 ) at the end of the runs.
The sequence of states can be analysed by considering the differences between the up/down and left/right mean information gains, as defined by
For the single cell IC, ∆G i,j±1 and ∆G i±1,j are constant for the 150 time steps (∆G i,j±1 = ∆G i,j±1 = 0). This indicates the development of the symmetrical patterns along the up/down and left/right directions.
The behaviour of cellular automaton from the random IC is a sequence of irregular structures (Fig. 7) . The formation of patterns with local structures has reduced the values of G i,j until a stable oscillating pattern is attained (Figs 7, 9 ). This is an indicator of the development of irregular structures. However the patterns are not random patterns since G i,j ≈ 1.1 is less than the maximum three-state value log 2 (3) = 1.5850 (see Eq. 5). Mean information rate differences ∆G i,j±1 and ∆G i±1,j for both ICs are plotted in Fig. 10 . The structured but asymmetrical patterns emerging from the random start are clearly distinguished from the symmetrical patterns of the single cell IC. These experiments demonstrate that a cellular automaton rule seeded with different ICs leads to the formation of patterns with structurally different characteristics. The gradient of the mean information rate along lattice axes is able to detect the structural characteristics of patterns generated by this particular and ∆G i±1,j in the set of experiments, it is clear that entropy fails to discriminate between the diversity of patterns that can be generated by various CA. 
Measurements in bits

Conclusion
Cellular automata (CA) are one of the early bio-inspired models of self-replicating systems and, in 2D, are powerful tools for the pattern generation. Indeed, multistate 2D CA can generate many interesting and complex patterns with various structural characteristics. This paper considers an information-theoretic classification of these patterns. Entropy, which is a statistical measure of the distribution of cell states, is not in general able to distinguish these patterns. However mean information gain, as proposed in [2, 13, 1] , takes into account conditional and joint probabilities between pairs of cells and, since it is based on correlations between cells, holds promise for pattern classification.
This paper reports on a pair of experiments for two different initial conditions of an outer-totalistic CA. The potential of mean information gain for distinguishing multi-state 2D CA patterns is demonstrated. Indeed, the measure appears to be particular good at distinguishing symmetry from non-random non-asymmetric patterns.
Since CA are one of the generative tools in computer art, means of evaluating the aesthetic qualities of CA generated patterns could have a substantial contribution towards further automation of CA art. This is the subject of on-going research.
Appendix
In this example the pattern is composed of two different cells S = {white, black} where the set of permutations with repetition is {ww, wb, bb, bw}. Considering the mean information gain (Eq. 4) and given the positional matrix M (Eq. 7), the calculations can be performed as follows:
white − white P (w, s (i,j+1) ) = 5 6 P (w|w (i,j+1) ) = 4 5 P (w, w (i,j+1) ) = ) G(w, w (i,j+1) ) = 0.2146 bits white − black P (w, s (i,j+1) ) = 5 6 P (w|b (j+1) ) = w (i,j+1) ) G = 0.6016 bits
In white − white case G measures the uniformity and spatial property where P (w, s (i,j+1) ) is the joint probability that a cell is white and it has a neighbouring cell at its (i, j + 1) position, P (w|w (i,j+1) ) is the conditional probability of a cell is white given that it has white neighbouring cell at its (i, j + 1) position, P (w, w (i,j+1) ) is the joint probability that a cell is white and it has neighbouring cell at its (i, j + 1) position, G(w, w (i,j+1) ) is information gain in bits from specifying a white cell where it has a white neighbouring cell at its (i, j + 1) position. The same calculations are performed for the rest of cases; black-black, white-black and black-white.
