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RÉSUMÉ 
Dans le présent travail, après un résumé de l'état de l'art, une nouvelle interpolation 
temporelle des images avec réduction de halo est proposée D'abord, pour la télévision de 
définition standard, une estimation de mouvement dont la résolution est le pixel, est suggérée 
L'estimation se fait par l'appariement des blocs, et est suivie par un raffinement basé pixel en 
considérant des vecteurs de mouvement environnant La réduction de halo se faisant à l'aide 
d'une fenêtre glissante de forme adaptative ne recourt pas à une détection explicite des régions 
d'occlusion Ensuite, pour la télévision à haute définition, dans le but de réduire la complexité, 
l'estimation de mouvement de résolution pixel ainsi que la réduction de halo sont généralisées 
dans le contexte d'une décomposition hiérarchique L'interpolation finale proposée est 
générique et est fonction à la fois de la position de l'image et de la fiabilité de l'estimation 
Plusieurs post-traitements pour améliorer la qualité de l'image sont aussi suggérés 
L'algonthme proposé intégré dans un ASIC selon la technologie de circuit intégré 
contemporain fonctionne en temps réel 
Mots-clés Convertisseur du taux d'images Vecteur de mouvement à la résolution du pixel 
Réduction du halo Fenêtre de forme adaptative selon l'intensité et le vecteur de 
mouvement Décomposition hiérarchique Traitement en temps réel 
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TV Télévision 
1 INTRODUCTION 
L'interpolation temporelle consiste à créer une ou plusieurs images successives entre deux 
images existantes consécutives L'interpolation temporelle est donc une technique très en 
demande pour plusieurs applications 
La conversion des formats standards vidéo de 60 à 50 Hz et vice versa est un exemple 
classique pour la vidéo La conversion des très anciens films de 16 à 24 Hz dans certaines 
maisons de postproduction est aussi un exemple qui est, par contre, moins connu La création 
des séquences aux mouvements ralentis, la restauration des segments de film abîmés dans les 
studios sont les autres exemples qui peuvent s'effectuer en temps différé L'interpolation 
temporelle est aussi utile dans un système de transmission des séquences de vidéo à bas débit 
où la diminution des images et la ré-interpolation subséquente sont requises pour sauver la 
largeur de bande de transmission et/ou pour maintenir la qualité d'image d'un codée 
Récemment, dans les LCD (Liquid Cristal Displays), l'interpolation temporelle avec 
compensation de mouvement est requise pour réduire les mouvements saccadés et les artefacts 
associés au faible temps de réponse des LCD 
Dans la littérature, il y a de nombreuses techniques pour la conversion du taux de trames ou 
d'images (Frame Rate Converter FRC) En général, elle peut-être réalisée par un simple 
filtrage temporel, par une répétition des trames [De Haan, 2000] ou par une interpolation à 
compensation de mouvement Le filtrage temporel peut causer un dédoublement d'images 
qu'on appelle parfois l'effet fantôme ou « ghosting » dans le jargon technique, lorsque le 
mouvement entre deux images consécutives est assez grand La répétition d'images crée par 
contre les mouvements saccadés L'interpolation à compensation de mouvement (MC) 
représente un potentiel pour lisser les mouvements entre les images 
Cependant, l'interpolation à compensation de mouvement rencontre souvent deux grandes 
difficultés techniques la précision ou la résolution spatiale des mouvements de vecteurs 
(MV) estimés et l'effet des zones d'occlusion Contrairement à la compensation des 
mouvements (MC) dans un codée dont les eneurs de prédiction peuvent être recorngées par le 
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2 INTRODUCTION 
codage différentiel, l'interpolation à compensation de mouvement requiert une certaine 
précision de l'estimation du mouvement surtout dans les zones de recouvrement ou de 
découvrement, afin de créer, autant que possible, une image naturelle sans artefact visuel 
Le présent travail de recherches, s'adressant aux problèmes mentionnés, a pour tnple but de 
fournir a) une estimation de mouvement (ME) à la résolution du pixel tout en évitant des 
calculs itératifs, b) une solution pour raffiner les vecteurs de mouvement dans l'image 
interpolée y compns les zones d'occlusion, c) une extension hiérarchique d'estimation de 
mouvement (ME) pour la télévision à haute définition (HDTV) ou encore à ultra définition 
tout en gardant la possibilité du raffinement des vecteurs de mouvement II va de soi que les 
solutions proposées respectent l'objectif d'un traitement en temps réel 
La présente thèse sera organisée comme suit le prochain chapitre sera consacré à une étude 
de l'état de l'art, le chapitre 3 sera pour l'estimation de mouvement basée pixel proposée ainsi 
que le raffinement des vecteurs de mouvement dans les zones de recouvrement/découvrement, 
le chapitre 4 sera pour une extension hiérarchique de l'estimation et de la compensation de 
mouvement et finalement, la conclusion pour les contributions apportées et les extensions 
futures de la présente étude 
De plus, la thèse sera rédigée sous le format combiné comprenant une publication et au moins 
un chapitre rédigé de manière conventionnelle Le chapitre 3 sera constitué alors d'un avant-
propos, de l'article complet intitulé « Frame Rate Converter with Pixel-based Motion Vectors 
Sélection and Halo Réduction using Preliminary Interpolation » et accepté pour publication 
comme article régulier dans IEEE Journal of Selected Topics in Signal Processing, IEEE 
JSTSP, Spécial Issue on Récent Advances in Video Processing for Consumer Displays 
RAVPCD April 2011, et finalement, des post-traitements supplémentaires pour compléter 
l'interpolation d'images TV de la résolution standard 
Étant donné que la présente étude se réalise pratiquement dans un milieu industriel, plusieurs 
brevets (en annexe A et en annexe B) ont été déposés par l'auteure pour fin de protection des 
propnétés intellectuelles Le chapitre 4, rédigé d'une façon plus conventionnelle, est inspiré en 
partie des brevets en question 
2 ÉTAT DE L'ART 
L'interpolation des trames avec compensation de mouvement comprend deux pnncipales 
parties l'estimation des vecteurs de mouvement (Motion Estimation, ME) suivie par 
l'interpolation d'image avec la compensation de mouvement (Motion Compensation, MC) 
Comme la première partie constitue la base de l'interpolation d'images, les recherches sont 
alors plus nombreuses dans l'estimation de mouvement que dans la compensation de 
mouvement 
L'algonthme par appanement de blocs (Block Matching Algorithm, BMA) est généralement 
choisi pour l'estimation de mouvement dans la plupart des approches, et ce, grâce à sa 
simplicité de concept et de son implémentation matérielle ou logicielle II y a peu d'approches 
pratiques d'estimation de mouvement autre que l'algorithme par appanement de blocs pour 
l'application de la conversion du taux d'image Le flux optique est employé dans 
[Knshnamurthy et Woods, 1999] , la corrélation de phase est suggérée dans [Burl et al, 
2000], tandis que [Choi et al, 2006] emploie une estimation de mouvement par maillage (mesh 
based) en combinant avec l'algorithme par appanement de blocs (BMA) Cependant, ces 
dernières méthodes requièrent une grande complexité pour l'interpolation d'image De plus, 
[Blanchfield et al, 2006] et [Wang et Vincent, 2003] développent une estimation de 
mouvement basée sur l'objet Cependant, cette technique implique la segmentation et 
l'étiquetage d'objets qui requièrent une mémoire de plusieurs images et une bande passante 
supplémentaire En outre, la conection de vecteur de mouvement proposée exige de multiples 
itérations basées sur l'image en entier qui ne conviennent pas nécessairement pour le 
traitement en temps réel 
À partir de cette section, la discussion sera réservée uniquement au BMA comme technique de 
l'estimation de mouvement Dans un BMA, l'image est divisée soit en blocs disjoints, soit en 
blocs avec recouvrement Les vecteurs de mouvement (Motion Vectors, MVs) sont associés à 
chaque bloc disjoint ou non recouvert Tous les pixels dans chaque bloc ont un seul même 
vecteur de mouvement L'algonthme BMA fonctionne de la manière suivante Étant donné un 
bloc dans une image appelée image d'ongine (anchor frame), l'appanement consiste à 
3 
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rechercher dans une autre image appelée image de référence (référence or target frame) un 
bloc de même dimension qui ressemble le plus au bloc onginal La ressemblance peut être 
mesurée par une eneur de prédiction de mouvement La somme (souvent normalisée par la 
dimension du bloc) des différences absolues (SAD) est la métrique couramment utilisée La 
recherche s'effectue dans une zone de la deuxième image de référence Si la recherche se fait 
en tout point dans la zone, elle sera appelée recherche exhaustive, sinon on l'appelle recherche 
non exhautive La recherche exhaustive permet de garantir une eneur de prédiction de 
mouvement minimale au moins dans la zone de recherche donnée La recherche non 
exhaustive est souvent sous-optimale son avantage réside dans la réduction de la complexité 
du calcul 
Dans le présent chapitre, après un bref résumé concernant la recherche exhaustive et non 
exhaustive, l'étude de l'état de l'art sera consacrée aux diverses techniques d'estimation de 
mouvement pour l'interpolation temporelle d'image 
2.1 Recherche exhaustive et non exhaustive 
Dans une interpolation temporelle d'image, la recherche exhaustive exige beaucoup 
d'opérations et de calculs, surtout pour la haute définition Habituellement, les processeurs 
d'image n'ont pas suffisamment de bande passante ou de capacité pour mettre pleinement en 
œuvre cette opération Afin de réduire la complexité, plusieurs techniques différentes 
d'estimation de mouvement ont été proposées Liu et Zaccann [Liu et Zaccann, 1993] 
proposent une méthode efficace basée sur les pixels sous-échantillonnés au niveau de bloc au 
lieu d'un sous-ensemble de points de recherche Les auteurs minimisent les effets du 
repliement de sous-échantillonnage des pixels par un filtre passe-bas Li et Salan [Li et Salan, 
1995] ouvrent une nouvelle classe d'algonthmes de recherche exhaustive rapide en utilisant les 
inégalités mathématiques basées sur la norme de la somme pour éliminer les blocs invalides de 
référence La méthode proposée s'appelle l'algorithme des éliminations successives SEA 
(Successive Elimination Algorithm) 
Dans le présent état de l'art des circuits intégrés, la méthode SEA et/ou ses similaires sont 
exécutables en temps réel pour la télévision à la définition standard SDTV, lorsque la zone de 
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recherche est de taille « raisonnable » Pour cette raison, sauf indication contraire, l'estimation 
de mouvement dans le présent chapitre est considérée effectivement exhaustive 
Les algorithmes d'estimation de mouvement exhaustifs ou non procurent à l'image d'origine 
les vecteurs de mouvements basés-bloc Par contre, dans l'application de FRC, il est 
pnmordial de déterminer les vecteurs de mouvement dans l'image à interpoler qui n'existe pas 
encore En général, il y a deux grandes façons possibles de le faire 
a Obtenir le champ des vecteurs de mouvement de deux trames d'entrées par une 
estimation de mouvement forward et/ou backward II est bon de noter que le champ des 
vecteurs de mouvement backward ou rétrograde est peut être déjà fourni si on peut 
avoir accès à un codeur de vidéo Ensuite, on projette le champ des vecteurs de 
mouvement de la trame d'entrée à la trame d'interpolation le long de l'orientation du 
vecteur de mouvement La projection du champ de des vecteurs de mouvement le long 
du mouvement produit les problèmes de « trou » et de « chevauchement » à examiner 
un peu plus tard Pour éviter ces problèmes incommodants, la projection ou encore la 
transposition latérale connue dans les décodeurs d'image est utilisée 
b Obtenir le champ des vecteurs de mouvement de la trame d'interpolation par une 
estimation de mouvement bidirectionnelle basée bloc (Block-based Bi-directional 
Motion Estimation, BDME) 
2.2 Interpolation temporelle utilisant un codée vidéo existant 
Lorsqu'un décodeur vidéo est disponible, pour en réduire la complexité, on peut utiliser les 
vecteurs de mouvement déjà estimés et transmis Comme ces vecteurs de mouvement sont 
dédiés à une image d'entrée, il s'agit alors de déterminer le champ des vecteurs de mouvement 
de l'image à interpoler à partir des vecteurs de mouvement fournis par le codée Pour faciliter 
la compréhension, la présente section peut se diviser en trois parties dont les deux premières 
représentent les deux techniques fondamentales II s'agit de la projection le long de la 
trajectoire du mouvement, de la transposition dite « latérale » et des améliorations existantes 
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2.2.1 Projection du vecteur de mouvement le long du mouvement 
Pour convertir les vecteurs de mouvement dans l'image existante In à ceux dans l'image 
interpolée, la première idée consiste à projeter le vecteur de mouvement le long de sa 
trajectoire Soient In-i et In qui sont deux images respectives à l'instant n-1 du passé et à n du 
présent Soit dv le déplacement d'un bloc B(u, n-1) de coordonnées u de l'image In-i à l'image 
I„ Soit IMV le champ de mouvements de In-i au In (ME forward) IMVfu, n-1) conespond 
donc au vecteur de mouvement du bloc aux coordonnées u dans le plan n-1 
On suppose que l'intervalle de temps entre deux trames consécutives est assez court pour 
considérer que le déplacement d'objet est une simple translation La figure 2 1 illustre la façon 
de projeter le vecteur de mouvement le long de la trajectoire du mouvement On peut l'appeler 
« projection le long du mouvement » pour être bref Sur le plan à interpoler n-'/2, par exemple, 
le vecteur de mouvement du bloc flfu+dv/2, n-Vi) sera attnbué à dv/2 selon cette projection 
Projection du 
vecteur du plan n-1 
au plan n-1/2 
B(u, n-1) 
Vecteur de mouvement 
de B(u,n-1) du plan n-1 
au plan n 
Bfu+dv, n) 
dv 
In-l In-1/2 In 
Figure 2 1 Projection le long du mouvement 
Généralement 
„ _ . , dv 1 . IMV(u.n-l) dv IMVfu +—,n—) = — - = — 
2 2 2 2 
(2 1) 
En réalité, cette projection le long du mouvement génère deux problèmes 
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Il y a des régions dans la trame d'interpolation où aucun vecteur de mouvement ne 
passe Cela crée des trous dans le champ des vecteurs de mouvement de trame à 
l'interpolation le problème de « trou » (Figure 2 2a) 
Il y a des régions où plusieurs vecteurs de mouvement passent Ce fait constitue le 
problème de « chevauchement » (Figure 2 2b) Dans ce cas, on devra choisir un 
vecteur entre eux pour l'attribuer au champ des vecteurs de mouvement 
Région 1 
dans I„ i 
Région 2 
dansl„ i 
In-
Région 1 
dans In 
Région 2 
dans 1„ 
Mi-a 
a) 
In In- ln-a 
b ) 
In 
Figure 2 2 Phénomène de « trou » (a) et de « chevauchement » (b) 
Le problème de chevauchement est beaucoup plus simple que celui de trou Jeon et al dans 
[Jeon et al, 2003] dénouent le problème de chevauchement en choisissant le vecteur de 
mouvement ayant une moyenne des différences absolues, MAD, minimale entre des vecteurs 
de mouvement passant le bloc considéré Leur solution pour le problème de trou était plus 
compliquée en cherchant quatre points plus appropriés dans ses voisinages, comme c'est 
illustré à la figure 2 3 Ensuite, le vecteur de mouvement final au trou est remplacé par la 
moyenne pondérée de ces quatre vecteurs de mouvement 
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^ First pass 
I I Hole région 
• Detected neighboring MV 
— • Second pass ~ ~ V Third pass 
Figure 2 3 Résolution du problème de trou de [Jeon et al, 2003] à l'aide d'une recherche en 
spirale autour du point « O » appartenant à une région de trou pour chercher quatre points plus 
appropriés dans ses voisinages 
Kaup et Aach [Kaup et Aach, 1994] suggèrent une interpolation spatiale Cependant, cette 
approche demande des opérations compliquées, car le voisinage d'un trou peut encore contenir 
d'autres trous Dans un cas limité pour l'arnère-plan statique, Schutten et De Haan [Schutten 
et De Haan, 1994] détectent les zones de recouvrement et decouvrement pour résoudre le 
problème de trou ainsi que pour réduire l'effet de halo Cette technique n'est pas efficace si la 
zone d'occlusion est large ou si l'arrière-plan est mobile 
La projection le long du mouvement ne produit pas seulement un problème de trou et de 
chevauche™., ma,s auss, un problême de précs.on, car „ + f n'es, pas „écessa,remen, un 
entier 
[Ling et al, 2008] proposent une autre technique pour résoudre le problème de 
chevauchement dans la projection le long du mouvement Les auteurs calculent le vecteur de 
mouvement MVa d'un bloc à la trame interpolée de la manière suivante 
MV„ 
N 
i^i 
N 
(2 2) 
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où mv, est le vecteur de mouvement du pixel dans le bloc réel et dans la trajectoire de 
mouvement N est le nombre de pixels dans le bloc effectif sur la trajectoire de mouvement 
adoptée Le vecteur de mouvement qui domine un plus grand secteur sera alors le plus 
important dans le calcul de MVa Le résultat MVa peut être considéré comme le meilleur 
candidat de tout le bloc dans la trajectoire de mouvement Pour obtenir une meilleure 
performance, les auteurs proposent un raffinement sur le vecteur de mouvement obtenu dans 
une petite région de recherche de 2 pixels en tenant compte des trois SAD entre les images I„, 
In-1/2 et In Cependant, cette façon de calculer la moyenne de tous les vecteurs de mouvement 
dans la trajectoire de mouvement nsque d'attribuer un vecteur de mouvement méel au bloc à 
la trame interpolée 
Étant donné la grande complexité de calcul et la résolution du problème de trou, plusieurs 
recherches évitent la projection des vecteurs de mouvement le long du mouvement Les 
techniques présentées dans la section 2 2 2 suivante choisissent une autre façon de projeter les 
vecteurs de mouvement en utilisant la transposition latérale 
2.2.2 Transposition latérale 
Soient dvl, dv2 les vecteurs de mouvement respectifs de B(u, n 
la figure 2 4 
Une façon plus simple d'obtenir le vecteur de mouvement pour la trame d'interpolation In.'/2, 
est de transposer latéralement les vecteurs de mouvement de In_i au L.-1/2 C'est-à-dire que le 
vecteur de mouvement du bloc aux coordonnées u dans le plan n-Vi sera égal à la moitié du 
vecteur de mouvement dvl du bloc à la même coordonnée u dans le plan n-1 
IMV(u,n-l-) = IMV(U'n-l) = ^ (2 3) 
2 2 2 
dv2 
bien que le vrai vecteur de mouvement du B(u, n-'/2) pourrait être égal à MV(u ,n-\) 
. „ . . dvl . 
ou MV(u-\ ,n) 
-1) et de fl(u- — , / Ï - 1 ) à 
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Transposition 
latérale 
1 
5(u+dvl, n) 
Xfi(u+d\2/2, n) 
dv2 
dvl 
In 
Figure 2 4 Transposition latérale du vecteur de mouvement du bloc B(u,n-1) 
Le vecteur de mouvement du bloc B(u, n-1/2) attnbuéun mouvement de dvl/2 
Si B(u, n-1) et B(u , n-\)) sont dans la même région, par exemple, même arnère-plan 
dv2 
ou même objet, alors IMV(u, n-1) a une grand chance d'être égale à IMV(u , n -1 )) 
Dans ce cas, la formule (2 3) donne l,e vrai vecteur de mouvement au bloc B(u, n-Vi) 
Cependant, dans les cas où ces blocs appartiennent à deux différentes régions de mouvement 
ou à cause d'une estimation fausse de mouvement, IMV(u, n-1) est différente de 
IMV(u , n-\) Ce fait peut résulter en une cassure au bord de l'objet en mouvement ou 
en un artefact de bloc De plus, l'artefact au bord de l'objet en mouvement provoque 
éventuellement l'effet de halo 
L'association de IMV(u, n-1) pour B(u, n-Vi) peut procurer des vecteurs de mouvement non 
exacts, surtout dans la zone d'occlusion 
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2.2.3 Améliorations existantes 
Dans le but d'améliorer les deux précédents pnncipes pour la conversion du vecteur de 
mouvement existant à celui de l'image interpolée, plusieurs publications proposent de 
chercher un vecteur de mouvement du bloc B(u, n-'/2) le plus ressemblant possible à celui de 
dv2 
IMV(u-—,n-l) 
Les techniques de cette classe consistent à raffiner les vecteurs de mouvement du plan In et/ou 
In-i Ensuite, ces vecteurs seront projetés latéralement du plan n-1 et/ou du plan n au plan 
interpolé n-Vi 
De plus, quelques techniques dans cette classe, qui peuvent réduire l'artefact de bloc et l'effet 
de halo, seront présentées dans la présente sous-section 
a Réduction de l'artefact de bloc 
Comme raffinement possible, plusieurs auteurs essayent de perfectionner l'étape d'estimation 
de mouvement entre deux trames d'entrée à l'encodeur afin d'avoir de bons vecteurs de 
mouvement projetés à la trame interpolée dans le décodeur Ha et al [Ha et al, 2004] 
fournissent une estimation de mouvement avec le recouvrement de différente taille Ces 
auteurs modifient également la technique de calcul de la somme des différences absolues (Sum 
Absolute Différence, SAD) afin d'obtenir un meilleur résultat de l'estimation de mouvement 
Fujiwara et Taguchi [Fujiwara et Taguchi, 2005] profitent également de la taille de bloc qui 
est adaptative dans leur estimation de mouvement L'estimation de mouvement est 
commencée par blocs de 8x8 Ensuite, en fonction de la propnété du mouvement et de la taille 
des objets en mouvement, la taille finale de bloc sera 8x8 ou fusionnée en 16x16 ou en 32x32 
La taille du bloc dans la région de mouvement global sera la plus grande, tandis que la taille 
du bloc dans la région locale sera plus petite en répondant à la précision de vecteur de 
mouvement autour de la bordure de l'objet en mouvement Enfin, le champ des vecteurs de 
mouvement de la trame interpolée sera obtenu par une projection latérale de champ des 
vecteurs de mouvement de la trame à l'entrée La figure 2 5 suivante présente la technique 
Lee et al [Lee et al, 2007] développent l'application FRC pour le téléphone portable Les 
auteurs essaient de trouver les vrais vecteurs de mouvement en utilisant une zone de recherche 
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adaptive et une taille de blocs adaptative dans l'étape d'estimation du mouvement Sept 
classes de tailles de blocs sont utilisées selon les différents niveaux de variété de mouvement 
La taille de bloc est plus petite pour des objets en mouvement Une plus grande taille est 
choisie pour un bloc dans l'arnère-plan stationnaire 
Previous 
Frame 
Current 
Frame 
Motion 
Estimation 
with 8x8 block 
MVs 
(8x8) 
Motion 
Estimation 
with 16x16 block 
Motion 
Estimation 
with 32x32 block 
Zéro Détection 
+ 
Vector 
Médian Filter 
MVs 
(16x16) 
Mouvement global 
Objet en mouvement 
i 
Merge \ MVs 
[8x8]x4blocks \ (8x8) 
to 
[16xl6]bIock 
MVs 
(32x32) 
Mouvement înteimédiane 
Motion 
Compensated 
Interpolation 
Interpolated 
Frame 
Figure 2 5 Méthode d'estimation de mouvement de [Fujiwara et Taguchi, 2005] utilisant la 
taille de bloc adaptative pour chaque région de mouvement 
Hong et al [Hong et al, 2006] améliorent l'estimation de mouvement forward dans leur 
approche Ils analysent la direction dominante du vecteur de mouvement précédent afin 
d'améliorer l'estimation de mouvement et de faire le post-traitement de vecteur de 
mouvement Dans la compensation de mouvement, chaque bloc est divisé en quatre différents 
sous-blocs Chacun des vecteurs de mouvement dans les sous-blocs est comparé avec le 
mouvement du bloc voisin Après ces comparaisons, le facteur de conelation est trouvé et 
celui-ci est appliqué à la compensation de mouvement finale 
L'amélioration de l'estimation de mouvement entre deux images d'entrée permet de réduire 
l'effet de bloc dans l'amère-plan et autour de l'objet en mouvement Cependant, ces 
techniques ignorent le problème d'occlusion un problème potentiel de l'interpolation de 
trame Ces techniques n'arnvent donc pas à réduire l'effet de halo 
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b Réduction de l'effet de halo 
Pelagotti et Schutten [Pelagotti et Schutten, 2006] essaient de réduire le halo dans 
l'interpolation à compensation de mouvement Pour ce faire, les auteurs utilisent une moyenne 
pondérée des interpolations individuelles Chaque interpolation fournie par le vecteur de 
mouvement dans un groupe avoisinant se base sur le filtrage médian des interpolations 
forward, backward et de la valeur moyenne des deux images existantes Le vecteur de 
mouvement utilisé dans cette approche est le résultat d'une estimation de mouvement forward 
basée-bloc de l'image In à In-i La pondération spécifique d'une interpolation individuelle est la 
fonction d'une mesure de fiabilité basée sur Teneur de l'intensité et/ou du pourcentage 
d'occunence (de la fréquence d'occunence relative) du vecteur de mouvement aux alentours 
La détection de contour de vecteur de mouvement est également prévue dans le but de réduire 
la complexité II y a quelques inconvénients possibles dans la proposition le vecteur de 
mouvement basé bloc peut créer l'effet de bloc, un seul vecteur de mouvement forward pour 
un bloc peut être insuffisant dans la partie d'occlusion de l'image et enfin, la moyenne des 
intensités des pixels peut brouiller l'image interpolée dans les régions de l'occlusion ou 
produire l'effet de dédoublement d'image lorsque le vecteur de mouvement est assez grand 
En se basant sur l'analyse d'histogrammes des vecteurs de mouvement de trame entière, Lee 
et al, [Lee et al, 2002] cherchent les vecteurs honzontal et vertical du mouvement global à 
partir des vecteurs de mouvement locaux Les auteurs classifient ensuite un bloc de 
mouvement local ou global en comparant le module du vecteur de mouvement considéré au 
vecteur de mouvement global Dans le cas des blocs des vecteurs de mouvement global, 
l'interpolation se fait selon la méthode conventionnelle comme dans [LeDinh, 2003, De Haan, 
2000] Par contre, dans le cas des blocs des vecteurs de mouvement locaux, un filtre médian 
est appliqué sur les pixels interpolés avoisinants pour déterminer la valeur médiane d'intensité 
des pixels respectivement dans chaque trame In et In-i Et enfin, le pixel final d'interpolation 
est calculé par la moyenne des deux valeurs médianes La figure 2 6 démontre le processus de 
cette technique Cette technique d'interpolation est donc une combinaison entre les 
interpolations individuelles dans chaque trame In, In-i et l'interpolation linéaire dans les 
régions d'objet en mouvement Selon ces auteurs, la technique sert à éviter le cas où un faux 
vecteur de mouvement causerait l'artefact de bloc Cette approche est bonne pour les régions 
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de mouvement global Pourtant, elle ne règle pas le problème d'occlusion et le résultat sera 
flou à cause de la façon d'interpoler dans les régions locales 
MCI mixing temporal linear 
interpolation and MCI 
Figure 2 6 Compensation adaptative selon la classification de mouvement [Lee et al, 2002] 
Par le raffinement hiérarchique des vecteurs de mouvement avec différentes tailles de bloc, 
dont 4x4 est la dimension minimale, les auteurs de [Huang et Nguyen, 2008] réduisent les 
problèmes de cassure de bordure et de la déformation des structures dans une trame interpolée 
Ce résultat est obtenu par l'analyse de la distribution des énergies résiduelles et par la fusion 
effective des blocs qui ont des vecteurs de mouvement non fiables Les informations de 
chrominance sont aussi utilisées dans cette méthode ce qui crée un coût additionnel à 
l'algorithme 
[Huang et Nguyen, (2009)] améliorent le travail dans [Huang et Nguyen, (2008)] pour les cas 
où les vecteurs de mouvement non fiables ne peuvent être détectés par la technique de [Huang 
et Nguyen, (2008)] en compensation du mouvement d'interpolation de trames La méthode 
proposée élimine les vecteurs de mouvement abenants en calculant la conélation des vecteurs 
de mouvement dans leur voisinage local Ensuite, un filtrage moyen adaptatif s'applique sur 
les vecteurs de mouvement Les auteurs proposent également une compensation de 
mouvement adaptative pour les zones d'occlusion basées sur l'analyse de leur distribution de 
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mouvement aux alentours Les techniques de [Huang et Nguyen, 2008] et [Huang et Nguyen, 
2009] sont assez compliquées en comparaison avec les autres techniques de cette classe 
En réduisant la taille du bloc, les auteurs dans les publications citées ne fournissent que les 
techniques de raffinement partiel des vecteurs de mouvement, et ce, sur les trames ongmales, 
mais pas directement aux vecteurs de mouvement de la trame d'interpolation considérée 
Toutefois, le champ des vecteurs de mouvement demeure basé bloc et le vecteur de 
mouvement ne peut pas être précis à la bordure de l'objet en mouvement Ces techniques 
proposées ne réduisent donc pas complètement l'effet de bloc ni celui de halo Par contre, la 
complexité de la plupart des approches dans cette classe est assez simple 
La figure 2 7 suivante illustre l'effet de bloc mentionné dans l'image et l'interpolation finale 
de [Lee et al, 2007] Pans cette référence, les auteurs proposent même une estimation de 
mouvement utilisant les tailles de bloc adaptatives et la fenêtre de recherche en fonction du 
niveau de l'activité du mouvement 
Figure 2 7 Artefact de bloc visible dans les zones indiquées en rouge d'un des résultats de 
[Lee et al, 2007] 
Finalement, comme dans la plupart des cas, les auteurs de [Ha et al „ 2004, Lee et al, 2007, 
Fujiwara et Taguchi, 2005, Hong et al, 2006] ne mentionnent que le doublage de fréquence 
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d'images par interpolation dans leurs approches, mais ils ne considèrent pas une conversion de 
taux d'images générale à interpolations multiples 
2.3 Interpolation temporelle utilisant l'estimation bidirectionnelle 
Contrairement à la section précédente où le vecteur de mouvement provient d'une estimation 
unidirectionnelle, 1 e forward ou backward, les approches de cette classe utilisent souvent 
l'algonthme par appanement de bloc bidirectionnel (Bidirectional Block-based Motion 
Estimation, BDME) pour obtenir le champ de vecteur de mouvement de trame à 
l'interpolation 
BDME divise image à interpoler en des blocs Un vecteur de mouvement sera calculé et 
attribué à chacun de ces blocs Supposons que nous voudrions trouver le vecteur de 
mouvement pour un bloc, ayant la taille W, aux coordonnées u dans la trame à l'interpolation 
In-i/2 par un BDME, comme illustré dans la figure 2 8 SZn.i est une zone de recherche à la 
trame In-i et sa zone alignée à la trame In est SZ„ Un appanement de chaque paire de blocs 
symétriques par rapport à u avec les zones de recherche SZn_i et SZn est exécuté selon la 
formule suivante 
IMV(u,n — ) = arg(iv min ^\ In( uW +dv )-In_i( uW -dv )\ 
2
 dveSZ 
(2 4) 
(AO.BO) ou 
(A1,B1)' 
'n 1 In 1/2 In 
Figure 2 8 Méthode BDME et son ambiguïté éventuelle des vecteurs de mouvement 
entre(A0,B0)ou(Al,Bl) 
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Un point fort de BDME est qu'il donne le champ des vecteurs de mouvement au plan 
d'interpolation Cela évite les problèmes causés par la projection de vecteur de mouvement en 
discussion dans les sections 2 2 1 et 2 2 2 Par contre, un point faible de BDME est sa 
sensibilité aux régions plates ou aux régions de texture À la présence de quelques facteurs, 
comme le bruit, le changement d'éclairage, un appanement de deux blocs dans la zone plate 
aura plus de chance de donner le minimum d'eneurs d'appanement qu'un appanement des 
objets en mouvement 
La figure 2 8 illustre un cas où BDME nsque de donner le meilleur appanement à des paires 
dans la zone plate Le vrai vecteur de mouvement doit être le déplacement de l'objet, de AO à 
BO Cependant, on voit aussi plusieurs appanements de pseudo-paires plus identiques que la 
paire (AO, BO), comme la paire (Al, Bl) et leurs paires voisines La figure 2 9 suivante 
démontre l'effet de ce problème pour la séquence Flower Garden en utilisant la BDME 
conventionnelle 
Soit a, une valeur fractionnaire, qui est la distance normalisée entre l'image existante In et 
l'image interpolée souhaitée In-a Le processus pour déterminer le vecteur de mouvement au 
plan In.a dans [Choi et al, 2000] est le suivant Supposons dv, le vecteur de mouvement d'un 
bloc b provenu de BMA forward, et projeté latéralement au plan In.a Les auteurs raffinent, par 
la suite, le vecteur de mouvement dv par un BDME où dv ± d (d est petit) sont candidats 
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d'appanement Enfin, un autre BDME est calculé en employant huit vecteurs voisins de bloc 
considéré au plan In-a comme ses candidats Les vecteurs de mouvement finaux obtenus par 
cette méthode sont encore basés-bloc Une compensation de mouvement adaptative moyenne 
est proposée dans cet article pour réduire l'artefact de bloc 
Si les auteurs de [Choi et al, 2000] font un BDME après forward BMA, Shi et Raveendran 
dans [Shi et Raveendran, 2005, USP2005/0265451A1] profitent du vecteur de mouvement de 
BDME comme le vecteur de mouvement initial pour réaliser une estimation de mouvement 
forward ou une estimation de mouvement backward selon la région de recouvrement ou de 
decouvrement Pourtant, leur estimation de mouvement est encore basé bloc 
Un algonthme d'appanement hiérarchique de blocs est utilisé pour estimer le champ de 
vecteurs de déplacement dans [Thoma et Bierhng, 1989] En analysant les vecteurs de 
mouvement et l'information d'un détecteur de changement, une segmentation des images en 
quatre régions objets en mouvement, arnère-plan statique, decouvrement d'amère-plan et 
recouvrement d'arrière-plan, est exécutée Un filtre spatio-temporel contrôlé par les 
informations de déplacement et de segmentation, est utilisé pour obtenir par interpolation le 
nombre d'images requis Néanmoins, la méthode de [Thoma et Bierhng, 1989] se base sur 
l'hypothèse de l'arnère-plan statique 
Choi et al [Choi et al, 2007] améliorent le travail de Choi et al, [Choi et al, 2000] L'image 
est divisée en blocs de différentes tailles Les régions homogènes avec des mouvements de 
translation sont décomposées en blocs de grande dimension, tandis que celles avec des 
mouvements complexes sont divisées en blocs dont la taille est plus petite Pour réduire 
l'artefact de bloc autour d'un objet en mouvement, les blocs sont divisés encore en sous-blocs 
pour reconstruire avec plus de précision les bordures de l'objet Cette technique emploie une 
opération itérative dans la période de segmentation, elle sera difficilement implémentée en 
temps réel 
Les auteurs de [Kang et al, 2007] améliorent l'estimation de mouvement bidirectionnel 
(BDME) classique Comme la figure 2 10 l'illustre, après avoir calculé BDME classique pour 
deux blocs originaux, une autre BDME est réalisée pour le bloc supplémentaire chevauchant 
deux blocs d'origine sur la trame à l'interpolation Ensuite, les sommes des différences 
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absolues de trois blocs sont comparées afin de choisir le meilleur vecteur de mouvement ayant 
le minimum d'eneurs d'appanement Cette méthode améliore la résolution par un facteur de 
quatre dans la zone de recherche, mais elle ne règle pas le problème de plusieurs blocs 
ressemblants, un désavantage de la méthode BDME, comme illustré dans la figure 2 8 
Range of the original Range of the additional 
motion trajectory Original block motion trajectory Additional block 
m N 
X 
^ 
/ . - /n-l/2 Jn Jn-\ /n-1/! 
(a) (b) 
Figure 2 10 (a) BDME classique, (b) BDME avec bloc additionnel 
Doublage de résolution de l'estimation par dimension dans (b) (par rapport à (a)) 
De Haan et Pelagotti dans [De Haan et Pelagotti, 2006, USP7058227B2] et [De Haan et 
Pelagotti, 2002, USP6487313] supposent que les discontinuités dans le champ des vecteurs de 
mouvement conespondent aux frontières des objets en mouvement Les auteurs proposent 
donc d'utiliser î) la longueur de vecteur de mouvement afin de déterminer les zones 
d'occlusion, n) une eneur de calcul supplémentaire de l'interpolation bidirectionnelle utilisant 
le bloc de petite taille pour augmenter la précision des zones d'occlusion détectées, ni) et le 
filtrage médian adaptatif pour l'interpolation finale Toutefois, la longueur de vecteur de 
mouvement n'est pas nécessairement un paramètre fiable, lorsque les objets sont composés de 
régions plates et bruitees Les discontinuités dans le champ des vecteurs de mouvement et la 
bordure des objets mobiles exigent une certaine précision coûteuse, et le filtrage médian 
demeure encore une technique ad-hoc de conection, car le vecteur de mouvement n'est pas 
corngé efficacement 
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Les vecteurs de mouvement finaux des techniques mentionnées auparavant sont encore basés 
bloc, les vecteurs de mouvement ne sont donc pas précisément adaptés aux bordures de 
l'objet Autrement dit, il y a un groupe de pixels d'amère-plan ayant le même vecteur de 
mouvement que l'objet en mouvement Cela produit l'effet de halo autour de l'objet 
L'utilisation de multiples trames d'entrées dans [Béliers et al, 2007, Kang et al, 2008, 
Sugiyama et al, 2005, Thomas et Burl, 1999, (USP6005639), Burl et al, 2000, 
(USP60001596), De Haan et al, 2006, (USP7010039), Li, 2007, (USP2007/0121725A1)] 
donnent plus d'informations pour réduire les artefacts La figure 2 11 illustre un exemple de 
cette classe Cependant, cette approche exige plus de mémoire d'image à stocker et augmente 
la bande passante entre la mémoire et le processeur 
Previous-to-previous frame / „_ , Previous frame f„_, Intsrpolated frame f„.u:, Current frame / „ Next frame /,+1 
v est le déplacement du bloc considéré de fn-i/2 à fn, 3v est le déplacement du bloc considéré de 
fn-1/2 à fn+i, d'une façon similaire, -v, -3v de fn-i/2 à fn-i et à fn-2 respectivement 
Figure 2 11 Amélioration de la méthode BDME classique avec quatre images à l'entrée fn-2, 
fn.i, fn et fn+i([Kang et al, 2008]) 
Les auteurs de [Béliers et al, 2007] et [De Haan et al, 2006, USP7010039] utilisent trois 
trames consécutives pour réduire l'artefact halo Kang et al [Kang et al, 2008] utilisent une 
méthode BDME adaptative avec quatre trames d'entrée, comme illustre la figure 2 11 
La technique de [Sugiyama et al, 2005] a besoin de quatre trames d'entrée pour réduire le 
problème d'occlusion Pour calculer l'estimation de mouvement, les auteurs utilisent la 
somme des différences absolues normalisée (SADnor) par l'écart-type du bloc, défini comme la 
racine cane de la vanance d'un bloc Leur estimation de mouvement se compose de deux 
étapes Pour la première étape, illustrée à la partie supérieure de la figure 2 12 a), ils exécutent 
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ME forward et ME backward entre les deux trames 1 et 2 afin d'obtenir la somme des 
différences absolues et le vecteur de mouvement temporel Pour la deuxième étape, illustrée à 
la partie inféneure de la figure 2 12 a), dépendamment du minimum de ce SADnor et des 
vecteurs de mouvement temporaux, un BDME sera effectué dans la région de non-occlusion 
Si la différence absolue des vecteurs de mouvement forward (MVf) et backward (MVb), 
IMVb-MVfl, se rapproche de 1, la zone de recherche pour BDME est z ± 1, où z est le vecteur 
de mouvement moyen de MVb et MVf Par contre, si IMVb-MVfl est supérieur à 1, la zone de 
recherche est plus large avec le vecteur de mouvement initial z est égal à 0 Ensuite, une 
estimation forward qui représente le déplacement de la trame 0 à la trame 1 et une estimation 
backward qui représente le déplacement de la trame 3 à la trame 2 sont exécutés En fonction 
des trois derniers SADs, un des modes d'interpolation forward, backward ou bi-directionnelle 
sera choisi pour l'interpolation finale 
14 : • 
0 1 1 5 2 frame 3 ° 1 1 5 2 frame 3 
a) b) 
Partie supéneure de 2 12 a) ME forward et ME backward calculés entre deux trames 
onginales, Partie inféneure de 2 12 a) BDME utilisé lorsque SADnor est petite et ME forward 
or ME backward utilisé lorsque SADnor est grand, b) Interpolation adaptative avec 4 trames en 
fonction de SADnor 
Figure 2 12 Approche quatre trames de [Sugiyama et al, 2005] 
Dans le même but de segmenter l'image en quatre régions, comme [Thoma et Bierhng, 1989] 
Kuo et Kou [Kuo et Kou, 1998] utilisent plus d'images pour cette fin Si un pixel a un 
problème de chevauchement, il est remplacé par la moyenne des intensités de ses voisins Les 
auteurs résolvent le problème de trou de vecteur de mouvement en raffinant ses vecteurs de 
mouvement voisins ou en utilisant une interpolation spatiale 
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Haan et Pelagotti [De Haan et Pelagotti, 2001, (USP6219436B1)] proposent une deuxième 
estimation de mouvement basée bloc avec Teneur à la puissance 4 pour mieux détecter les 
régions d'occlusion Le MV, à un pixel donné dans les zones détectées, est par la suite 
remplacé par celui conespondant à une position décalée Le calcul des erreurs d'ordre élevé 
est d'abord coûteux et la substitution des vecteurs de mouvement est une approche ad-hoc En 
effet, les auteurs préfèrent encore les mêmes stratégies du filtrage médian pour cacher 
éventuellement les défauts 
Finalement, même avec un meilleur potentiel de réduction de halo, les solutions multi-trames 
sont coûteuses Elles ne sont pas pnses en compte dans notre approche 
Les techniques de conversion du taux d'image étudiées sont résumées dans le tableau suivant 
Leur complexité de calcul est aussi indiquée 
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Tableau 2 1 Résumé des techniques de FRC étudiées 
Groupe 
# 1 
# 2 
ME 
BMA 
(basé bloc) 
BDME 
ou 
(BDME et 
BMA) 
(basés bloc) 
Caractéristiques 
Deux trames 
Transposition 
latérale 
Deux trames 
Projection du MV 
le long du 
mouvement 
Deux trames 
Segmentation 
d'intensité 
Deux trames 
Multi-trames 
Références 
[Fujiwara et Taguchi, 2005, 
Huang et Nguyen, 2008, Lee et 
al, 2007, Hong, Park et 
Berkeley, 2006, Huang et 
Nguyen, 2009, Ha et al, 2004, 
Pelagotti et Schutten, 
2006,(USP7039109B2), 
Lee et al, 2002] 
[Kaup et Aach, 1994, Schutten 
et De Hann, 1994, Lmg et al, 
2008, Jeon et al, 2003] 
[Thomas et Bierhng, 1989, De 
Haan et Pelagotti, 2006, 
(USP7058227B2), De Haan et 
Pelagotti, 2002, 
(USP6487313)] 
[Choi et al, 2000, Shi et 
Raveendran, 2005, 
(USP2005/0265451A1), 
Kang et al, 2007, 
Choi et al, 2007] 
[Béliers et al, 2007, Kang et 
al, 2008, Sugiyama et al, 
2005, Thomas et Burl, 1999, 
(USP6005639), De Haan et al, 
2006(USP7010039), Kuo et 
Kou, 1998, Li, 2007, 
(2007/0121725A1)] 
Complexité 
Faible-
Moyenne 
Moyenne-
Grande 
Moyenne-
Grande 
Moyenne-
Grande 
Très grande 
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Groupe 
#3 
ME 
ME par 
maillages 
combine 
BMA 
ME basé sur 
l'objet 
ME basé sur 
la 
conélation 
de phase 
ME flux 
optique, 
BMA 
Caractéristiques 
Basé bloc 
Basé objet 
Basé bloc 
Itérative 
Références 
[Choi et al, 2006] 
[Blanchfield et al, 2006, Wang 
et Vincent, 2003, 
(USP6625333B1)] 
[Burl et al, 2000, 
(USP6001596)] 
[Knshnamurthy, Woods et 
Moulin (1999)], [Choi, et 
al, (2007)] 
Complexité 
Réalisation 
difficile 
2.4 Conclusion du chapitre et recherche proposée 
En partant avec l'algorithme populaire d'appanement des blocs, l'étude de l'état de l'art nous 
permet de dégager les conclusions suivantes 
Dans le but d'obtenir les vecteurs de mouvement dans le plan interpolé, les deux méthodes 
étudiées, la projection le long du mouvement et la transposition latérale, comportent chacune 
ses propres inconvénients, ainsi que l'estimation de mouvement bidirectionnelle qui peut 
procurer pourtant un unique vecteur de mouvement à chaque pixel interpolé Quoiqu'il en soit, 
les améliorations existantes résultent encore en deux défauts notables et majeurs dans l'image 
interpolée l'effet de bloc et l'effet de halo 
Comme l'algorithme d'estimation de mouvement initial choisi basé-bloc est plus ou moins 
inconsistant avec la nature changeante de l'image, l'effet de bloc se produit souvent aux 
contours d'objets ou aux bordures des changements de vecteur de mouvement dans le champ 
des vecteurs de mouvement 
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L'effet de halo vient aussi de l'algorithme d'estimation de mouvement dont le modèle du 
vecteur de mouvement n'est plus valide dans les régions d'occlusion Le vecteur de 
mouvement forward ne peut être valide que dans certaines parties de decouvrement Et d'une 
façon similaire, le vecteur de mouvement backward pour le recouvrement Quant au BDME, le 
vecteur de mouvement peut être totalement faux dans ces régions 
Comme le modèle du vecteur de mouvement dans ces régions devient fautif, l'utilisation des 
eneurs SAD de prédiction de mouvement pour détecter le phénomène halo devient tout 
simplement non valable C'est aussi la raison pour laquelle plusieurs auteurs font appel aux 
techniques de filtrage d'image pour masquer les éventuels défauts 
Dans ce travail, la recherche proposée comprend alors quatre volets 
o D'abord, pour annuler l'effet de bloc, il est intéressant d'avoir une estimation de 
mouvement à la résolution de pixel tout en conservant l'algonthme populaire 
d'appanement des blocs BME, Block Matching Estimation, comme estimation 
préliminaire 
o Ensuite, pour réduire l'effet de halo, une technique de raffinement des vecteurs de 
mouvement sera proposée, et ce, sans recours à une détection explicite des occlusions 
Une nouvelle version d'interpolation d'image sera aussi suggérée 
o Pour la HDTV qui requiert une grande complexité de calcul, l'extension des deux 
précédents volets sera aussi proposée dans le contexte d'une décomposition 
hiérarchique 
o Finalement, plusieurs post-traitements permettant les améliorations seront aussi 
complétés 
Le prochain chapitre concernant principalement la SDTV sera réservé pour les deux premiers 
items tandis que le traitement hiérarchique de la HDTV sera au chapitre 4 Quant aux post-
traitements, ils seront décrits à chaque chapitre respectif 
Pour fin de compréhension, les figures 2 13 et 2 14 illustrent respectivement les schémas blocs 
des convertisseurs du taux d'images (FRC) en SDTV et en HDTV dans leur entier Les parties 
en traits pointillés ME (BME forward et backward), MVF (Filtrage des vecteurs de 
mouvement) et Fallback (Technique de repli) ne seront pas discutées dans le présent travail 
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MVS MVPF MC Post-
traitement 
ln-a 
Figure 2 13 Convertisseur FRC complet pour SDTV 
ln-1 
L An 
j ME et ! 
: MVF r 
i. 
Fallback j-
Raffinement de MV et Réduction de 
l'artefact de halo hiérarchiques 
Compensation de mouvement 
— • 
Post-
traitement 
in-a 
Figure 2 14 Convertisseur FRC complet pour HDTV (à multi -niveaux hiérarchiques) 
3 INTERPOLATION TEMPORELLE PROPOSEE 
POUR SDTV - ESTIMATION DE MOUVEMENT 
BASÉE PIXEL ET HALO RÉDUIT 
Le présent chapitre sera organisé comme suit 
La section 3 1 constituera l'avant-propos pour l'article publié selon le standard défini par 
l'université La section 3 2, intitulée Interpolation d'image avec l'estimation de mouvement 
basée pixel et réduction de halo sera réservée à l'article accepté La section 3 3 présentera 
quelques traitements supplémentaires sur l'image obtenue à la section 3 2 Finalement, la 
section 3 4 démontrera les résultats de ce chapitre 
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Titre français Interpolation d'image avec l'estimation de mouvement basée pixel et 
réduction de halo 
Contribution du document 
Cet article contnbue à la thèse en élaborant les nouvelles approches de base mais 
fondamentales pour l'interpolation d'image, à savoir, une nouvelle estimation de mouvement à 
la résolution en pixel basée sur l'algorithme d'appanement de blocs (BMA) classique, une 
réduction de halo sans détection des occlusions et une nouvelle version pour l'interpolation 
multiple d'images 
Résumé 
Dans le présent article, après une étude de l'état de l'art, une nouvelle méthode pour la 
conversion du taux d'image est proposée pour réduire les artefacts de bloc, de halo et de 
scintillement 
Pour l'artefact de bloc, une sélection du vecteur de mouvement à la résolution du pixel est 
suggérée en se basant sur les vecteurs de mouvement environnants estimés à partir de 
l'algonthme BMA classique Le cntère de sélection est basé sur la mimmisation d'une eneur 
pondérée composée des deux approches de l'estimation de mouvement celle de l'estimation 
bidirectionnelle BDME et celle de BMA 
Pour l'effet du halo, l'algonthme suggéré comprend deux étapes II s'agit d'abord d'une 
interpolation préliminaire de l'image à partir des vecteurs de mouvement sélectionnés 
Ensuite, un raffinement de vecteur de mouvement est effectué en se basant sur une fenêtre 
glissante mais adaptée à la forme L'adaptation de la forme est basée à son tour sur deux 
paramètres locaux les intensités moyennes de l'image interpolée et les vecteurs de 
mouvement dans la fenêtre glissante par rapport à ceux du pixel considéré L'algonthme 
suggéré appliqué à tout pixel dans l'image ne recourt à aucune détection explicite des zones de 
recouvrement ou de decouvrement 
Pour l'effet de scintillement, une nouvelle version d'interpolation d'images est aussi 
proposée n s'agit d'abord du facteur de fiabilité, qui est le rapport du nombre des pixels 
locaux favonsant une interpolation avec le vecteur de mouvement backward sur la dimension 
totale d'une fenêtre glissante Vient ensuite une nouvelle forme plus robuste pour une 
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interpolation multiple des images L'interpolation suggérée combine à la fois le facteur de 
fiabilité et la position de l'image interpolée 
Les résultats expenmentaux démontrent une performance supeneure objectivement et 
subjectivement par rapport à quelques méthodes existantes 
Norme universitaire : Les figures, formules et références dans l'article sont renumérotées 
selon le standard de Université de Sherbrooke 
3.2 Interpolation d'image avec l'estimation de mouvement basée 
pixel et réduction de halo 
Frame Rate Converter with Pixel-based Motion Vectors Sélection and 
Halo Réduction using Preliminary Interpolation 
Thuy-Ha thi Tran and Chon-Tam LeDinh, Member, IEEE 
Abstract — A new two-image based method for frame rate conversion îs proposed to reduce 
blocking, halo and flickenng artifacts For blocking effects, a pixel-based motion vector (MV) 
sélection îs suggested based on neighbonng block-based motion vectors For halo réduction, 
after a prehminary image interpolation, MV at each pixel îs re-estimated using the mterpolated 
intensities and the MV of the cunent pixel and îts neighbors constramed in adaptive shding 
Windows Expérimental results showed that the proposed method outperforms objectively and 
subjectively in companson with some existing interpolation techniques 
Index Terms — Pixel-based Motion Vector Sélection, Halo Réduction, Intensity Adaptive 
Windowing, Motion Adaptive Windowing, Frame Rate Converter, Real time Processing. 
3.2.1 Introduction 
In récent years frame rate up-conversion (FRUC) or simply frame rate conversion (FRC) has 
become an important technique for vanous film/video conversions, temporal video formats 
Manuscnpt received December 01 2009, revised March 04 2010, accepted May 19 2010 This work was supported in part by IDT com 
The associate editor coordmating the review of this manuscnpt and approving ît for publication was Dr Gérard de Haan 
Color versions of one or more of the figures in this paper are available online at http //îeeexplore îeee org 
Digital Object Identifier 10 1109/JSTSP 2010 2052236 
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coding and technology displays Many motion estimation (ME) and motion-compensated 
interpolation (MCI) algonthms, forming the basis of typical FRC solutions, hâve been 
proposed for motion judder réduction [De Haan et al, 1993, Knshnamurthy et al, 1999] 
Hierarchical Block Matching Motion Estimation was presented in [De Haan et al ,1993, Jeon 
et al, 2003] for complexity réduction over classical Block Matching Motion Estimation 
(BME) The FRC methods can be further classified into two approaches The first approach 
estimâtes the motion vector (MV) between the previous and the cunent frame and then 
générâtes the desired interpolated frames [De Haan et al, 1993, Thoma et Bierhng, 1989, 
Hilman,et al ,2000, Jeon et al, 2003, Choi et al, 2007] The second approach working in the 
decoding enhancement context utilizes the received MV provided by vanous image 
compression standards such as MPEGl, MPEG2 [Knshnamurthy et al, 1999, Huang et 
Nguyen, 2009] 
Among vanous ME techniques, the block-matching algonthm (BMA) frequently used m 
temporal prédiction coding îs the most popular for low computation and ease of 
implementation [Castagno et al, 1996] Considenng that a single motion vector îs invanably 
assigned to a given block in a référence image, BMA can give nse to vanous artifacts such as 
blocking effect, but also to holes and overlapped areas in the interpolated image, when 
remapping the obtained MV Vanous algonthms hâve been proposed to reduce thèse artifacts 
[Thoma, 1989], [Hilman et al, 2000] For avoiding holes and overlaps phenomena, block-
based bi-directional ME (BDME) proposed m [Choi et al, 2000], [Kang et al, 2007] îs a 
capable solution BDME estimâtes a bidirectional motion vector of the référence block in the 
interpolated image using geometncal similitude relationship between the previous and the 
cunent înput image It provides a MV for each pixel or block in the interpolated image In 
order to reduce blocking artifacts, overlapped block motion compensation (OBMC) was 
suggested [Hilman et al, 2000], [Choi et al, 2007] OBMC can be incorporated m Motion 
Compensated Interpolation (MCI) by appropnately combining interpolated results from 
neighbonng block MV A similar approach was generahzed with weighted-adaptive MCI [Lee 
et al, 2003] in which the weighting or accuracy function was determined by using predicted 
ME enors In [Lee et al, 2002], the suggested MCI was based on médian filtering of vanous 
pixel întensity candidates which were obtained from neighbonng block motion vector 
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trajectones passing through the interpolated pixel location The re-samphng of the MV field in 
smaller blocks to smooth motion vectors was also proposed [Dane et Nguyen, 2004] 
The benefit of such an approach îs to increase MV field resolution The halo effect caused by 
enoneous estimated MV in occlusion régions îs also an important artifact in FRC [Thoma, 
1989] Existing halo réduction algonthms can be classified into two catégories using two or 
more successive înput frames Multiple frame based analysis [De Haan, 2000]-[Kang et al, 
2008] can provide greater potential for efficient halo réduction However, in the présent case, 
a two-frame based solution [Thoma, 1989], [Jeon et al, 2003]-[Lee et al, 2002] îs prefened 
for cost considération Most FRC algonthms with an emphasis on halo-artifact réduction are 
based respectively on two aspects covered or uncovered (C/U) area détection and adaptive 
forward and backward MCI while assuming that estimated forward or backward MVs are 
adéquate for image interpolation Covered and uncovered area détection îs provided generally 
by forward and backward prédiction enors or MV boundanes However, in occlusion régions, 
motion compensated prédiction models are not necessanly vahd, since none of the classical 
forward, backward and bidirectional ME between two existing images can conectly estimate 
the tnie MV Therefore, C/U area détection provided by associated prédiction enors can be 
difficult to approximate with practical accuracy In a téléconférence application, where the 
background îs stationary, the C/U détection as shown in [Thoma, 1989] can be based solely on 
foreground MV However, in more genenc applications, weighted-adaptive MCI or médian 
filtering MCI has been proposed [De Haan, 2000] to blur the halo artifact in the detected C/U 
area Recently, in classified occlusion régions, médian MV filtenng [Astola et al, 1990] in a 
spiral scanning from the left-top and clockwise direction was suggested for re-estimated MV 
[Huang et Nguyen, 2009] 
Frame-based itérative techniques and object-based segmentations are software-onented 
concepts for artifact réduction [Choi et al, 2007], [Blume et al, 2002], [Blanchfield et al, 
2006] but generally, their hardware implementation îs rather difficult and becomes another 
challenge altogether for a real-time FRC 
In this paper, a new image interpolation scheme îs proposed to overcome the difficulties 
outhned previously The suggested scheme îs based mainly on MV estimation and processing 
between two adjacent frames Thanks to récent advances in ASIC technology, after 
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conventional BMA, a pixel-based MV sélection îs performed in order to avoid blocking 
artifacts For halo réduction, which requires both occlusion area détection and adéquate ME, 
the problem îs addressed in a fundamentally différent way Based on the notion of consistency 
between MV and întensity of adjacent pixels, a methodology using a sliding shape adaptive 
wmdow (SAW), as used in [LeDinh, 2006], with local segmentation in three pixel groups, îs 
proposed for removing the need for exphcit C/U détection For a sharp image interpolation, a 
genenc adaptive MCI îs introduced which considers the forward, backward interpolations and 
also the interpolated image position 
Section 3 2 2 of the paper présents m détail the proposed method In Section 3 2 3, 
expenmental results are given and discussed Section 3 2 4 présents the final word on the 
techniques descnbed in the paper 
3.2.2 Proposed frame rate conversion 
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Figure 3 1 Proposed FRC 
The System block diagram îllustrated by Figure 3 1, accepts an existing progressive image 
In(x) and îts picture delayed version In-i(x) as mputs and provides at the output an interpolated 
image In-a(x) Alpha, a, a fractional value, îs the normahzed distance between the existing 
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image In(x) and the desired interpolated image In-a(x), meanwhile x in bold character dénotes 
the vector representing the cunent pixel coordinates in column and row 
This section covers the détails of the proposed FRC which îs composed mainly of the block-
based ME, pixel-based Motion Vector Sélection, Halo considération MV Refinement 
(HMVR) and MCI 
A Block-based ME and Pixel-based MV Sélection 
The smoothness m MV field îs an interesting property which has been exploited in several 
ways Particularly, BMA for ME îs an economical example of this technique which assumes 
pixels in a block should share the same MV However, this assumption îs no longer valid 
around moving object boundanes Recently, a ME with variable block sizes [Chan et al, 
1990] and a MV interpolation for smaller block sizes [Dane et Nguyen, 2004] hâve been 
proposed m order to increase the MV field resolution Pixel-based MV îs désirable, however, 
the classical optical flow process [Aggarwal et Nandhakumar, 1988], [Tekalp, 1995] usually 
requiring several itérations makes U impractical for real-time applications Particularly, for 
pixel-based FRC, Vatohn and Gnshin proposed other designs [Vatohn et Gnshin, 2006] In 
the présent FRC, the proposed pixel-based ME îs composed of two steps The first one îs the 
well-known BMA followed by a second estimation or a sélection of neighbonng block MV for 
each pixel in the interpolated image Moreover, in order to anticipate the image interpolation 
in occlusion régions, forward and backward MV estimations will be performed independently 
in BMA Ideally, in non-occlusion régions, the forward and backward MVs are colhnear and 
their sum îs equal to zéro, ît would be équivalent to BDME's results In occlusion régions, this 
property will no longer be valid, ît could thus yield a method for occlusion détection 
Suppose forward motion vector (F) indicates the displacement of a given image block W of 
dimension WxW in image In-i, with respect to a matched block in image In Backward motion 
vector (B) indicates the displacement of a given block in image In to a matched block in image 
In-i If u represents the cunent block location, u = Integer[x/W], the MV F(u) and B(u) 
minimize respectively the Mean of Absolute Différences Enors MADF(u) and MADB(u) for 
the exhaustive full search in a given search zone SZ 
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MADF(u) = minF~^— zZ\ln-\(uW + y )-ln(uW + y + F \ (3 1) 
n(R)yeR 
MADB(u) = minB-^— X|/n_,(«W + y + B )-In(u W + j j | (3 2) 
n(R)yeR 
in which R dénotes the current window région, n(R) îs the région size and y are the 
coordinates of pixels within the window R The MADF(u), MADB(u) and the conesponding 
MVs can be associated to a small window W centrahzed inside the référence région R 
Usually, the window W size îs WxW = 8x8 The implemented search zone SZ îs apt to detect 
displacements of ±24 columns by ±20 rows for standard définition TV (SDTV) 
If the block-based MVs F(u) or B(u) are projected by following their hnear trajectones, 
holes/covered areas (respectively, no/multiple MV) are an inévitable phenomenon produced in 
the interpolated image In order to avoid this effect, as well as blocking artifacts, a MV 
Sélection îs used to provide for each pixel in the interpolated a-plane two dense MV fïelds 
conesponding to îts own selected forward and backward MVs, MV Fs(x) and MV Bs(x), 
respectively Let u be the coordinates of the cunent block W, u = Integer[x/W] Let p be 
coordinates of a block in a square of neighbonng blocks of the cunent one u The square size 
of neighbonng blocks could be a function of a and the MV length, however, a fixed 
dimension 5x5 can be used for implementation 
u = [x/W], e> Pixel, rj3 Block 
Figure 3 2 Illustration of forward MV used in MVS calculation 
In a given a-plane, the pixel-based forward MV Fs(x) îs selected as one of the associated 
block-based Forward MV F(p) estimated m image In-i As îllustrated by Figure 3 2, the MV 
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F(p) îs directly transfened from In_i to In-a, i e ît mamtains the same spatial coordinates from 
frame to frame Fs(x) mimmizes the following Weighted Enor Forward WEF(x, p) 
WEF( x, p ) = af( p )[( 1 -c ) MLEF( x, p ) + c MADF( p )] + bf( p ) (3 3) 
The obtained minimum enor îs denoted by 
MWEF( x) = minp WEF( x,p) 
= WEF(x,p)\F(p)=Fs(x) 
Fs(x) = argminWEF(x,p), (3 4) 
In (3 3), MADF(p) îs defined previously as in (3 1), c îs a fixed consistency factor for 
combining 2 enors the block-based MADF(p) and the pixel-based MLEF(x; p) 
Expenmentally, c îs set equal to QA) to reflect the significant contnbution of the pixel-based 
enor over the block-based one MLEF(x; p) denoting Mean Local absolute Enor Forward îs a 
mean bi-directional MCI enor provided from a forward MV F(p) at the pixel x in the a-plane 
MLEF(x,p) = -^—^ 2ZK(*+^ + aF(p))-In.i(x+k-(l-a)F(p^ (3 5) 
n(K)keK 
K îs a small local 5x5 window around the cunent pixel x The window size 5x5 yields rehable 
ME for SDTV resolution 
In (3 3), if MLEF(x; p) îs the central mechanism for MVS, the factor af(p) is generally equal 
to 1 and the penalty offset bf(p) is 0 However, when MADF(p) îs smaller than a threshold 
value and the component-wise absolute différences between the MV F(p) and îts 5x5 average 
îs bigger or equal to another expenmentally set threshold, then the factor and the offset values 
are set to be respectively equal to 2 and 1 In practical terms, there îs a penalty apphed on a 
given block p when îts MAD îs too small and îts MV îs relatively isolated 
Similarly, the same pnnciple îs apphed independently for backward MV In the a-plane, 
selected pixel-based Bs(x) can be obtained using the following équations 
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WEB( x, p ) = ab( p )[(l-c ) MLEB( x, p ) + c MADB( p )] +bb( p ) (3 6) 
MWEB( x ) = minB(p) WEB( x, p ) 
= WEB<x,ptB(phBs(x) 
Bs( x ) = argminWEB( x, p ) (3 7) 
MLEB(x,p) = -±— Z\ln(x + k-aB(p))-In_l(x+k+(l-a)B(p))\ (3 8) 
n(K)ksK 
It should be noted that the estimated MV Fs(x) and Bs(x) are function of the a value 
Moreover, as stated previously, in non-occlusion régions, Fs(x) + Bs(x) = 0 In occlusion 
régions, it can be seen that the ME model îs flawed and since MVS îs a combining technique 
of one-directional and bidirectional ME, it is thus difficult to venfy if one of Fs or Bs, or 
neither îs the true MV The next section, concerning Halo MV Refinement, aims to address 
this obstacle Furthermore, the short abbreviation MWE for Minimum Weighted local Enor 
will be used when no forward or backward MV îs to be specified 
As îllustrated by Figure 3 3 in which the honzontal component of forward MV îs displayed at 
the pixel resolution, the blocking artefact îs strongly reduced after MVS 
For HDTV and higher resolution, the full search technique descnbed above îs apphed in 
combination with a hierarchical approach to extend the footpnnt of the effective search 
window MVS technique îs then apphed at différent levels to reduce potential cumulative ME 
enors and to maintain good image and MV resolution 
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(c) (d) 
Figure 3 3 Pans Séquence (Copynght (C) 1994, 1996, PictureTel Corporation) - Moving to 
the left (darker MV), Moving to the nght (hghter MV) (a) Onginal Image In.i, (b) Onginal 
Image In, (c) Honzontal Forward MV after BME m In-i, (d) Honzontal Forward MV after 
MVS in In.1/2 
B Halo considération MV Refinement 
The halo effect îs mainly due to the application of enoneous MV at the inner and outer 
boundanes of moving objects when interpolating the image I„-a(x) Thus, for proper Halo MV 
Refinement (HMVR), a prehminary interpolated image îs generated using the previously 
selected pixel-based forward and backward MV in order to get an approximation of the artifact 
areas 
a) Prehminary Motion Compensated Interpolation MCI 
A possible MCI for prehminary image Ip a (x) can be descnbed as follows 
Ip,a(x) = (l-r)In(x + aFs(x))+rin-i(x+(l-a)B!i(x)) (3 9) 
Up until now, the weighting y has been defined as a fixed value (V2), as a or as a function of 
MADF(u) and MADB(u) [Thoma, 1989], [Blanchfield et al, 2006], [De Haan, 2000] The 
purpose of the latter îs to provide an adaptive mechanism for C/U régions 
MADF(u) and MADB(u) are signal dépendent and only using them for C/U area détection 
does not allow for rehable information In order to provide more robustness in combining (In.i, 
Bs) and (In, Fs) for image interpolation, a context-based local statistic îs proposed Consider an 
MxN sliding window around the pixel x The proposed factor y(x) îs the local ratio of the 
number of pixels in the window, which are in favor of an interpolation using the selected 
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backward MV Bs, and the window size (MN) Let SF and SB be pixel-based versions of 
MADF and MADB, respectively SF(x) and SB(x) can be obtained from MADF(u) and 
MADB(u) by a WxW up-sampler, followed by suitable separable interpolation filters to match 
picture source pixel resolution Furthermore, let SI and S2 be two threshold values The 
weighting y(x) can be defined more precisely as follows 
Ifa>'/2,then (3 10) 
y(x) = [#pixels (SB(x) < SI) or (SI <SB(x)<SF(x) +S2)]/(MN), 
If a< V2, then 
%x) =l-[#pixels (SF(x) < SI) or (SI <SF(x)<SB(x) +S2)]/(MN), 
In other words, the weighting factor y(x) îs not based on an individual MADB resuit, but on a 
context-based décision which îs more adaptive, and in turn, more rehable 
Note that for the prehminary image Ip a(x), the interpolations required in (3 9) can be 
performed using simple hnear filtenng 
b) Halo considération Motion Vector Refinement HMVR 
The HMVR concept îs based on an IxJ sized sliding window îllustrated by Figure 3 4 in which 
there are 3 groups of pixels in the vicinity of an occlusion area 
In Figure 3 4a when the considered pixel îs in a foreground région, Group 1 consists 
heunstically of a local group of pixels with small weighted local enor MWE and similar 
întensity level and similar MV values Group 2 consists of a local group of pixels with large 
MWE and différent întensity level but similar MV values to that of the central pixel Group 3 
consists of a local group of pixels with small MWE and différent întensity levels and différent 
MV values than that of the central pixel Commonly, a large error îs not a rehable mdicator of 
a halo région However, by combining this information with the local segmentation of vectors 
and pixel intensifies, the identification and grouping of the différent régions allow for better 
halo séparation and makes possible robust MV refinement as descnbed below 
Figure 3 4b illustrâtes the case where the central pixel îs in the occlusion area There are, 
again, 3 groups of pixels of interest Group 1 consists of a local group of pixels with small 
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MWE and similar MV value but différent mtensity level from the central pixel of the window 
Group 2 consists of a local group of pixels with large MWE and similar întensity levels and 
similar MV values to that of the central pixel of Figure 3 4b Group 3 consists of a local group 
of pixels with small MWE and différent MV values but with similar întensity levels to that of 
the window's central pixel 
Group 3 Group 2 Group 1 
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(a) (b) 
Figure 3 4 Windows contains Foreground (black pixel) relatively moving to the left, 
Occluded Background (grey), Non-occluded Background (white) (a) Considered (central) 
pixel in foreground région, (b) Considered pixel in occlusion area 
Figure 3 4 îllustrating particular C/U situations, provides a framework to help model a MV 
conection method As an example, for the case of Figure 3 4a, MV at the considered pixel can 
be unchanged or can be hghtly changed for smoothness purpose by the mean MV of the pixels 
in the same group For the case of Figure 3 4b, MV at the considered pixel has to be changed 
by the mean MV of the pixels in the window with similar intensities (within a threshold value) 
but différent MV yielding small MWE 
The group of pixels having a set of given properties (such as similar intensifies and similar 
MV to that of the central pixel) can be seen as a Shape Adaptive Window (SAW) This îs a 
locally segmented rectangular sliding window defined by weighting éléments 1 or 0 " 1 " 
indicates pixels in a window région with similar properties to the considered pixel, "0" 
conesponds to the négative cases The component-wise Mean MV provided by such SAW can 
be interpreted as the resuit of a genenc version of the well-known Mean Shift procédure or 
filtenng in the hterature [Fukunaga, 1975], [Cheng, 1995] Intensity-based SAW filtenng has 
been utihzed for noise or coding artifact réduction [LeDinh, 2006] in the past 
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The window size, I by J, should be large enough to obtain a sufficient number of pixels 
representmg each of the groups when the cunent pixel îs located in a suspected halo région 
Moreover, I and J should be small enough to avoid inelevant information which can falsify the 
MV estimation In our implementation, the window îs asymmetnc as J îs equal to 5 hnes for 
hardware-fnendly implementation and I îs equal to 11 columns so that it îs bigger than the 
window W's length, W=8 
Aside from the missing information on MWE, Figure 3 4 also provides some indication for 
MV refinement détection even for the case of Figure 3 4b in which the considered pixel is 
situated in the occluded group with similar întensity and similar (but false) MV The 
indication can be NR, the number of pixels that are similar in întensity and MV value to the 
considered central pixel The idea îs based on the following observation if the window size îs 
large enough, the number of occluded pixels îs relatively small 
Let ND be the number of pixels of similar întensity but différent MV values to that of the 
central pixel Let NRD be the number of pixels with similar intensifies as the central pixel in 
the window As a resuit, NRD = NR+ND N R D IS smaller than the window size 
Figure 3 5 illustrâtes the Décision Map (DM) for MV conection Depending on the cunent 
pixel position, NRD IS a varymg number whereas IxJ is a fixed window size value In order to 
get a stable and cohérent décision boundary, it is important to normahze the DM's honzontal 
and vertical axis respectively with the maximum numbers IJ and NRD(X) AS such, for a given 
NR(X), the normalized ratios for the cunent décision are determined by 
aR(x) = NR(x)/(IJ) 
bR(x) = NR(x)/NRD(x) 
If the resulting point (aR, bR) falls in the zone Zl, as îllustrated, the current MV will be 
substituted by the mean MV of pixels with similar intensifies but différent MV In the zone 
Z3, in the right hand high corner of DM, the cunent MV can be changed by the mean MV of 
pixels with similar intensifies and similar MV Otherwise, in Z2, the cunent MV will be 
preserved Therefore, the proposed MV conection process does not require exphcit détection 
of C/U régions and can apply for ail pixels m the to-be-interpolated image without any 
distinction 
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Figure 3 5 Décision Map (a, b) Zi Select différent MV, Z2 Keep the cunent MV, Z3 Select 
similar MV aR = NR/(IJ), bR = NR/NRD 
Thus, as îllustrated by Figure 3 4b, the MV in Group 2 will be substituted by the mean value 
of motion vectors of Group 3 In Figure 3 4a, the MV in the Group 1 will not be conected 
A pseudo code is given to summanze the HMVR' mechanism below 
Let qe Sliding Window of dimensions I, J centered atx, 
Let Vs(x) MV input, Vs(x) = Fs(x) or B„(x), 
Let V](x) HMVR output, 
Let Ip a (x) Prehminary MCI, 
Let LIP olx) Low-pass filtered version ofIp J[x) 
Shape Adaptive Window Local Segmentation by suitable thresholds, 
û)n(q,x)=l if Vs(q) = Vs(x) and LIP a (q) =LIP a (x) 
û)R(q,x)=0 ifelse 
NR(X) = (Number of 0^(q,x) =1) 
û)D(q,x)=l if Vs(q) * Vs(x) and LIP a (q) =LIP a (x) 
û}£)(q,x)=0 ifelse 
ND(X) = (Number of O)o(q,x) =1) 
Number of pixels of similar intensifies, 
NRDM = NR(x) + ND(x) 
Normalized Ratio for décision and correction, 
aR(x)=NR(x)/(IJ) 
i 
a3 
(a3 b4 ) \ f 3 
(34, b2) 
(a, b2) Z z 
"9 ^ \ 
; ™ ^ ( a 2 , bi) 
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bR(x)=NR(x)/NRD(x) 
Décision and Correction, 
If(aR, bu) e Zl 
Vrfx) = SAW Mean (Vs(q)) = Zq (Vs(q) û)D(q,x))/ND(x) 
Ifia^b^eZS 
Vj(x) = SAW Mean (Vs(q)) = LqÇVs(q) (^(q.x^/Ndx) 
Ifelse, Vjfx) = Vs(x), (3 12) 
The proposed HMVR is apphed separately to the forward and backward MV, Fs(x) and Bs(x) 
Let the resulting MV be Fx(x) and Bi(x) 
Since HMVR is composed of vanous pixel-based hard décisions, a MV Blending and Isolated 
MV Filtenng are proposed for smoothing décision transitions Thèse latter blocks are 
necessary to minimize the remaining artifacts left when halo is properly reduced 
MV Blending is a soft mixmg between the refined MV and îts conesponding selected MV 
înput from MVS More accurately, the forward MV Fi(x) will be combined with the selected 
MV Fs(x) using a pixel-based weighting factor fe(x) Let F2(x) be the blending resuit output 
given as follows 
F2(x) = Fs(x) + [F1(x)-Fs(x)]fe(x) (3 13) 
In (13) the weighting factor fe(x) can be given by the following équations in which fc(x) is the 
comparator output for MWEF(x) and lp(x) is the impulse response of the low-pass filter 
fe(x) = fc(x)*lp(x) 
f 1, if MWEF( x ) > Threshold = 2 fc(x) = \ (3 14) [ 0,if else 
"1 2 f 
lp(x)= 2 4 2 / 1 6 
1 2 1 
In a similar manner, B2(x), the blended version of Bi(x), is given by 
B2(x) = Bs(x) + [B1(x)-Bs(x)]Jbe(x) (3 15) 
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where be(x) is a pixel-based weighting factor provided by backward estimation enor of 
MWEB(x) 
be( x ) = bc( x )*lp( x ) 
fl, if MWEB( x ) > Threshold = 2 (3 16)' 
bc(x ) = < [ 0,if else 
In non-occlusion régions, the Mean Weighted local Enor MWE resulting from pixel-based 
bidirectional and block-based one-directional ME is relatively small A low value (< 2) 
threshold given as in (14) and (16) can justify the soft mixing décision in (13) and (15) by 
considenng the following 
By keeping the threshold value low, the sélection of the conected MV, is overly favored 
However, when used in combination with the HMVR, which is already constrained by a 
number of conditions and générâtes thèse conected MV, the over-detection of MV Blending 
block is masked by the encapsulation of HMVR's régional properties and thus, becomes a 
non-issue Of course, more elaborate décisions, for example by combining the relation F+B = 
0 in non-occlusion régions, could be possible However, the problem of isolated MV remains 
Often, a case identified as Isolated MV and not properly addressed will create isolated and 
rather distracting spikes of pixel intensifies 
The présent Isolated MV Filtenng is an adaptive médian filter If the blended MV F2(x) is 
isolated relatively to the 3x3 neighbonng MV F2(q), then the filter output F0(x) is given by the 
9-points médian forward MV F2(q) Precisely, the component-wise MV filtenng can be 
descnbed as follows 
Let F2C(q) and F2r(q) be the horizontal and vertical components of F2(q) in the window The 
horizontal and vertical components of F0(x) filtered output MV are determined as 
Nc( x )= Number F(q) \F2c(q ) - F2c( x )\ < Th = 3 
[Médian ( F2c(q )), if NJx )< NTh = 3 Foc ( x ) = < [ F2c ( x ), else 
Nr(x)=Number F(q) \F2r(q ) - F2r( x )\<Th = 3 
p / ( [Médian ( F2r(q ) if Nr(x)< NTh = 3 
r or ( X ' ~ i 
[ F2r( x ), else 
(3 17) 
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Similar filtenng is also apphed for providing backward MV B0(x) 
The resulting forward and backward F0(x) and B„(x) are now utihzed for MCI 
C MCI 
If the first proposed MCI is only approximated for analysis, the second MCI shall be more 
elaborate to further reduce artefacts A possibihty is to imply the a position If the interpolated 
image is near from the existing image In, it will be reasonable to use only In Inversely, at the 
other end, it will be In-i This considération will be useful, as an example, for a 5-times 
conversion from 24 to 120 Hz The following interpolation is proposed for MC interpolated 
image In-a(x) 
If 1 > a > aH, 
In-a(x) = (l-r)In-\(x-(l-a)F0(x))+rIn-i(x+(l-a)B0(x)) 
If aL>a>0, 
ln-a(x) = (\-y)In(x + aF0(x))+yIn(x-aB0(x)) 
If aH >a>aL, 
In-a(x) = (l-r)In(x + <xF0(x))+rIn-i(x+(l-a)B0(x)) 
(3 18) 
(3 19) 
(3 20) 
In (18)-(20), the local statistic context-based weighting factor y, function of both a and x, is 
defined as in (10) The F„(x) and B0(x) are also function of a as descnbed m the HMVR sub-
section For a = Vz, (9) and (20) are identical Finally, aH and CLL are fixed values and an + 
aL=l 
The proposed MCI thus provides sharp interpolated images and yields a smoothed temporal 
transition between an existing image and îts neighbonng interpolated images 
Figure 3 6 illustrâtes at the same time the proposed MVS, HMVR and MCI techniques It 
represents a 5-times interpolation between two existing images, frame 93 and 94, i e a = 1, 
0 8, 0 6, 0 4, 0 2 and 0 The first and second rows represent the results without and with MVS 
and HMVR, respectively Results from the latter are noticeably sharper 
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(a) 
(b) 
Figure 3 6 Football séquence - From left to nght a = 1, 0 8, 0 6, 0 4, 0 2, 0 
(a) Interpolation without both MVS and HMVR (b) Interpolation with MVS and HMVR 
3.2.3 Expérimental results 
In this section, vanous video séquences hâve been tested to evaluate the performance of the 
proposed method To compare the performance, every frame from the test séquences is 
skipped and re-mterpolated with two onginal adjacent frames by the traditional bidirectional 
method (BDME), the proposed model without halo conection, the whole proposed model as 
well as the pixel-based FRC model as in [Vatohn et Gnshin, 2006] The interpolated frames 
are then compared with the conesponding onginal skipped frames 
The traditional bidirectional (BDME) method is implemented with a 16x16 block size, which 
gives better PSNR performance than 8x8 block size m our implementation The pixel-based 
FRC interpolation related to [Vatohn et Gnshin, 2006] is performed with "High Quality" 
option 
A Objective Evaluation 
The objective évaluation is based on PSNR defined as 
PSNR = Wlogl0 
255^ 
1 
Color Im ageSize 2Z{ln(x)-în(*)Y 
(3 21) 
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in which /„f * ;and în(x) are respectively the original and the interpolated color images 
Figure 3 7 illustrâtes the frame-by-frame PSNR évolution of the four methods respectively for 
Bus, Foreman, Cheerleaders and Calendar Mobile séquences It can be seen that the proposed 
method yields a superior performance consistency throughout Tableau 3 1 represents a PSNR 
companson for six video séquences The proposed method outperforms the other considered 
existing methods Moreover, the proposed algonthm is based on feedforward technique 
suitable for pipehned implementation and aimed for real-time processing using contemporary 
IC technology 
Table 3 1 
PSNR Performance Compansons among Four Frame Interpolation Methods 
for Six Video Séquences 
Bus 
Foreman 
Garden Flower 
Mobile 
Ferris wheel 
Cheerleaders 
Proposed 
Method 
32.00 
38.51 
33.29 
32.93 
41.23 
29.82 
Without 
HMVR 
3136 
38 24 
33 20 
32 75 
40 71 
29 06 
[Vatohn et 
Grishin, 2006] 
3157 
37 75 
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3167 
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Figure 3 7 Companson of PSNR performance 
(a) Bus, (b) Foreman, (c) Cheerleaders, (d) Calendar Mobile 
B Subjective Evaluation 
Since PSNR represents an average or a global fidehty measure between the interpolated image 
and the onginal one for the whole image, it cannot accurately represent the image quahty 
perceived by the human visual System Subjective image quahty is also important to evaluate 
in any application that targets a real implementation 
Figure 3 8 and figure 3 9 show the onginal images Foreman and Bus together with the 
interpolated results of the considered methods Figure 3 8 represents cropped images in a 
window and their associated SSEVI values [Wang et al, 2004] For the image Bus in figure 3 9 
halo artefacts and/or deformed structures can be observed in the resulting images from 
existing methods More interpolated results can be viewed at 
http //www gel usherbrooke ca/tran/ 
The interpolated frame yielded by the proposed model exhibits the best subjective visual 
quahty 
48 INTERPOLATION TEMPORELLE PROPOSÉE POUR SDTV - ME BASÉE PIXEL ET HALO RÉDUIT 
(a) (b) 
(C) (d) 
Figure 3 8 Cropped images - Foreman séquence - frame 57 (a) Onginal, (b) [Vatohn et 
Gnshin, 2006], SSIM = 0 93, (c) without both MVS and HMVR, SSIM =0 91, (d) Proposed 
Method, SSIM = 0 98 
3.2.4 Conclusion 
In this paper, we propose a new FRC method based on MV Sélection, Halo considération and 
MV Refinement Combined with the classical BMA, MV Sélection is an effective way to get 
dense MV field in an interpolated plan without holes or overlapped areas For Halo réduction, 
a three-group model in a sliding window is introduced Shape Adaptive Window defined at the 
same time by MV and prehminary interpolated întensity yields a possibihty for false MV 
conection without exphcit occlusion détection MCI for many times interpolation is extended 
using interpolated plane position information and local statistic context-based weighting 
factor, (y) 
An immédiate extension of the work can be foreseen by combining it with a hierarchical 
approach for HD or higher resolution 
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(a) 
(b) (c) 
(d) (e) 
Figure 3 9 Bus séquence (a) Onginal frame 33, (b) [Vatohn et Gnshin, 2006], (c) Without 
both MVS and HMVR, (d) Bi-directional (BDME), (e) Proposed Method 
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3.3 Traitements supplémentaires 
Cette section porte sur certains traitements supplémentaires qui ne sont pas présentés dans la 
publication de la recherche [Tran et LeDinh, 2011] à cause du nombre de page limité Ces 
traitements supplémentaires ne sont pas nécessairement génénques , par contre, dans certaines 
situations, ils complètent bien les techniques proposées à la section précédente On abordera 
spécifiquement les deux problèmes suivants a) réduction supplémentaire de l'effet de halo 
dans un arnère-plan pénodique et quasi statique et b) réduction de l'effet de scintillement dans 
le domaine de l'image 
3.3.1 Réduction de l'effet de halo dans un arrière-plan périodique et quasi 
statique 
Les bons vecteurs de mouvement dans la zone d'occlusion ne sont pas souvent trouvés Si 
T arnère-plan est plat ou flou, le résultat ne peut pas démontrer clairement l'effet de halo ou 
l'effet de bloc en cas de vecteur de mouvement inconect Pourtant, l'artefact est très 
visible dans un arnère-plan pénodique quasi stationnaire La figure 3 10 illustre un exemple 
de cet artefact qui se manifeste autour du casque du joueur 
Figure 3 10 Artefact de halo dans l'arnère-plan pénodique 
Cet artefact de halo n'a pas été détecté selon les techniques proposées à la section précédente, 
car l'intensité moyenne du chandail de l'arbitre est similaire à la partie luisante du casque 
Nous proposons une solution pour réduire cet artefact selon le schéma de la figure 3 11 
suivante 
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PERD Carte de détection des structures 
périodiques 
Répétition à 4x4 
SB.SF 
MWEF, 
-H MWEB 
EL. 
Détection de la zone 
de quasi-occlusion 
Ex. 
Détection de l'arnère-
plan quasi statique et de 
l'objet se déplaçant 
rapidement 
Figure 3 11 Schéma de la réduction de l'effet de halo dans un anière-plan pénodique et quasi 
statique 
Selon le schéma, le signal binaire mHiL est la détection de l'effet de halo dans un arnère-plan 
pénodique et quasi statique 
mHiL est égal à 1 si 
le pixel considéré est détecté comme un pixel dans une zone pénodique perRp(x) =1 
et il est dans une zone d'occlusion mOcc(x)=l 
et les pixels quasi immobiles ainsi que les pixels déplacés rapidement se trouvent dans 
une région avoismante de pixel considéré mOb(x) = 1 
La détection rudimentaire tm de mHiL est produite donc par les portes logiques « et » 
tm(x) = perRp(x) et mOcc(x) et mOb(x) (3 22) 
Par la suite, tm est filtrée pas un filtre « d'ajout-enlèvement », A&R, [LeDinh, 2003] de taille 
3x3 afin d'ajouter les pixels manques ou d'enlever les pixels écartés selon leurs voisins 
Ensuite, un filtre passe-bas est appliqué pour lisser le mixage selon le filtrage suivant (3 23) 
fHiL(x) = lp(x) * mHiL(x) (3 23) 
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"1 
2 
1 
2 r 
4 2 
2 1 
lp(x)=    /16 (3 24) 
   
À la figure 3 11 PERD est un signal binaire obtenu du bloc de détection de la pénodicité décrit 
dans [Rossignol et al, 2009, (USP0161763A1)] Voici l'essentiel de la détection de 
périodicité l'image à l'entrée est soumise à deux analyses FFT (Fast Founer Transform) 
basées bloc selon les deux directions honzontale et verticale À l'aide de seuillage approprié, 
ces analyses procurent à chacune des analyses une détection possible de l'existence des 
composantes pénodiques La détection composée, via une simple porte logique « ou », est 
ensuite filtrée par les filtres binaires « d'ajout-enlèvement » [LeDinh, 2003] dans le but de 
consolider la détection selon le contexte local pour former le signal PERD 
Le signal PERD est répété dans chaque bloc de (4x4), comme illustre la figure 3 11, pour 
donner la résolution désirée compatible avec les autres signaux 
L'effet de halo peut se produire à l'arnère-plan dans une zone d'occlusion lorsqu'à l'avant-
plan un objet se déplace rapidement L'eneur d'appanement dans cette zone n'est souvent pas 
petite mOcc est obtenue par une combinaison de SF, SB, MWEF et MWEB comme suit 
mOcc(x)=((SF(x)>Thl) ou (SB(x)>Thl)) et ((MWEF(x)>Th2) ou (MWEB(x)>Th2)) (3 25) 
De plus, le signal mHiL(x) requiert aussi une détection combinée mOb(x) d'un arnère-plan 
quasi statique et d'un objet se déplaçant rapidement Le pseudo-code suivant est suggéré pour 
cette détection 
1 Balayer pour toute l'image 
SoitM(x) = max(\Foc(x)\, For(x)\, \B0C(x)\, \Bor(x)\) 
2 Balayer pour toute l'image 
Cp(x) = compter pour M(i)<Sp dans une fenêtre 7x9 autour de x 
Cg(x) = compter pour M(i)>Sg dans une fenêtre 3x5 autour de x 
3 mOb(x) = (Cp(x) >smMV) et (Cg(x) > gtMV) (3 26) 
En pratique, Thl est choisi à 10 et Th2 est choisi à 6, Sp est de 3 et Sg est de 5 Tous ont les 
valeurs de 8 bits 
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L'image à la sortie du mixeur est calculée par la formule suivante 
Io\n-a (x) = (((/n_i (x) - /„ (x)) a + In (x)) - In_a (x)) fHiL(x) + In_a(x) (3 27) 
La figure 3 12 démontre que le halo est vraiment réduit autour du casque du joueur de football 
a) Avant la réduction b) La carte de la réduction c) Après la réduction 
Figure 3 12 Réduction de l'effet de halo dans l'arnère-plan pénodique quasi statique 
3.3.2 Post-traitement pour scintillement 
• — • 
Bn , 
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hqMap-
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la carte 
pm 
—H 
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Moyenne de 
8 pixels 
alentours 
IOn-a 
Figure 3 13 Schéma bloc du post-traitement pour scintillement 
L'effet de scintillement ou de clignotement est dû pnncipalement aux vecteurs de mouvement 
isolés ou des pixels interpolés enonés et isolés dans les régions d'occlusion, d'une part 
D'autre part, c'est possiblement dû à l'imprécision d'estimation de mouvement à la bordure 
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des régions de différents vecteurs de mouvement dans un champ de mouvement Dans cette 
section, une solution proposée pour réduire cet artefact est illustrée à la figure 3 13 suivante 
La solution comprend principalement trois détections celle des vecteurs de mouvement isolés 
(pour DVIVMap), celle des vecteurs de mouvement non-ahgnés (pour IPMap) et celle du 
contour des vecteurs de mouvement (pour MVEMap) 
Le vecteur de mouvement isolé est défini à la position de pixel au cours de laquelle l'une des 4 
composantes Fœ, For, Boc et Bor n'a pas plus de 2 valeurs similaires en comparaison d'un seuil 
de ±1 dans une fenêtre glissante locale de 3x3 Le pseudo-code suivant présente cette 
détection des vecteurs de mouvement isolés 
Balayer p dans la fenêtre 3x3 où x est pixel au centre 
NFc(x) = compter pour Abs(Fc(p)-Fc(x)) < ThV, 
NFr(x) = compter pour Abs(Fr(p)-F,(x)) < ThV 
NBc(x) = compter pour Abs(Bc(p)-Bc(x)) < ThV 
NBr(x) = compter pour Abs(Br(p)-Br(x)) < ThV 
IMVMap(x) = NFc(x)<3 ou NFr(x)<3 ou NBc(x)<3 ou NBr(x)<3 (3 28) 
L'effet causé par quelques MVs isolés est pourtant difficile à reconnaître lorsque la vidéo se 
déroule en temps réel 
Dans la zone de non -occlusion, les vecteurs de mouvement F0(x) et B0(x) sont généralement 
égaux, c'est-à-dire F0(x) + B0(x) = 0 Si F0(x) + B0(x) = d, et Idl est assez grand par rapport à 
IF0(x)l ou à IB0(x)l, alors le pixel de coordonnées x se trouve peut-être dans une zone 
d'occlusion dans laquelle l'estimation de mouvement de x ne soit pas conecte SF, SB sont 
utilisées comme indicateurs pour situer plus ou moins une zone d'occlusion C'est bien de 
noter que même si cette détection d'occlusion n'est pas très précises, la conection, dont on va 
discuter après, ne rend floue que la zone détectée et cette zone est souvent petite par rapport à 
l'image entière Le pseudo-code suivant résume la détection des pixels isolés de grandes 
eneurs et des vecteurs de mouvement non alignés illustrés à la figure 3 12 
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, Détection des pixels isolés de grandes erreurs et de vecteurs de mouvement non alignés 
Soient SF(x) et SB(x) sont les versions interpolées basées pixel de MADB(u) et MADB(u) 
respectivement 
BadErr(x) = (SF(x)>ThErr) ou (SB(x)>ThErr) 
IPX(x) = Abs(Ic a(x ) - (Moyenne des 8 Intensités avoisinantes))>ThI 
M(x) = max (Abs(F0C(x)), Abs(For(x)), Abs(B0C(x)), Abs(Bor(x))) 
ThAhgn(x) = LUT(M(x)) 
Unahg(x) = (Abs(F0C(x)+ B0C(x))>ThAhgn(x)) ou (Abs(Forc(x)+ Bor(x))>ThAhgn(x)) 
IPMap(x) = BadErr(x) et IPX(x) et Unahg(x) (3 29) 
L'imprécision de l'estimation de mouvement dans le temps aux bordures des régions de 
différents vecteurs de mouvement dans un champ de mouvement peut constituer une source de 
clignotement 
Le pseudo-code suivant décnt la détection de contour des vecteurs de mouvement utilisés pour 
faire l'interpolation d'image selon y 
, Contour des vecteurs de mouvement 
Soit F0(x) = (Foc(x), F0Jx)) 
Soit SobelModFc(x) est Somme des Modules des 4 compas de Sobel de Fc(x) 
Soit SobelModFr(x) est Somme des Modules des 4 compas de Sobel de Fr(x) 
SoitB0(x) = (Boc(x), B0l(x)) 
Soit SobelModBc(x) est Somme des Modules des 4 compas de Sobel de Bc(x) 
Soit SobelModBr(x) est Somme des Modules des 4 compas de Sobel de Br(x) 
FMap(x) = SobelModFc(x) > ThM ou SobelModFr(x) >ThM 
BMap(x) = SobelModBc(x) > ThM ou SobelModBr(x) >ThM 
MVEMap(x) = (FMap(x)=l) et (y(x) <3A)) ou ((BMap(x)=l) et (y(x) >'A) (3 30) 
La carte de détection du post-traitement FhqMap est la combinaison de trois cartes détectées 
de EVIVMap, IPMap et MVEMap respectivement décrites dans (3 28), (3 29) et (3 30) 
FhqMap (x) = MVEMap(x) ou IMVMap(x) ou IPMap(x) (331) 
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Soit IMOI(X)S la moyenne locale des intensités de 8 voisins du pixel x La pondération pm(x) 
illustrée à la figure 3 13 est la version lissée de FliqMap(x) définie comme suit 
pm(x) = lp(%)*FhqMap(%) (3 32) 
Finalement, le post-traitement multiplexe analogiquement l'image moyenne IM<X(X) et celle de 
sortie loln-o(x) de la section précédente 3 3 1 selon le signal filtré pm(s) 
Ion-a&) = UMaOQ ~ Mn-aW) /"«(s) + /o l„_ a (s ) (3 33) 
a) Image de sortie de section 3 3 1 b) Image de sortie du post-traitement 
c) Image de la différence multipliée par 3 
Figure 3 14 Post-traitement pour scintillement de la séquence Cheerleaders 
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La figure 3 14 illustre un résultat du travail de post-traitement pour la trame 59e de la séquence 
Cheerleaders II semble que l'image 3 14b est un peu plus floue que celle de 3 14a 
Cependant, l'image 3 14c montre une différence entre celle avant et celle après le traitement, 
qui se situe seulement aux contours des pompons L'image 3 14b est plus naturelle que celle 
de 3 14a aux bordures des pompons qui sont anormalement trop nettes 
Le défaut de l'interpolation d'image autour de la transition de deux zones de différents 
vecteurs de mouvement est très visible en regardant une seule image Pratiquement, ce défaut 
est souvent apparu dans la zone d'occlusion dont un objet passant assez rapide II est bon de 
noter que, normalement, les résultats ne sont pas très différents entre la sortie Ioln-<x(x) de la 
section 3 3 1 et celle Ion-a(x) de la section 3 3 2 en les regardant en temps réel Cependant, en 
examinant « image par image », le post-traitement est vraiment efficace pour les scènes 
difficiles où le mouvement d'objets est rapide et arbitraire, ce qui rend imprécise l'estimation 
de mouvement et, par la suite, l'interpolation 
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3.4 Résultat 
La présente section est placée ici pour compléter les résultats partiellement présentés dans les 
deux sections précédentes Nous aborderons la réduction de saccade, la réduction de l'effet de 
bloc dans l'interpolation finale et la réduction de halo Comme on a mentionné au chapitre 2, 
plusieurs techniques d'interpolation existant utilisent les filtrages temporels pour rendre flou le 
résultat lorsque les vecteurs de mouvement sont estimés comme non fiables Dans cette 
section, les titres « réduction de saccade » seront associés avec « réduction de flou » 
3.4.1 Réduction de saccade et de flou 
Pour certains extraits (clips) de vieux films de faibles taux d'images, le phénomène de saccade 
est très prononcé lors de la présence de mouvements assez réguliers Les « pan, scan et zoom » 
des caméras sont des exemples typiques La figure 3 15 suivante présente le mouvement d'une 
pendule et ses images interpolées par la technique proposée 
Parmi les séquences dans le tableau 3 2 à la fin de la section, deux séquences illustrent plus 
clairement la réduction de saccade et de flou sont Cheerleaders Pan et Flower Field 
a In- fo I» 
C In-4/5 
Figure 3 15 Réduction de saccade de la séquence Pendule 
3.4.2 Réduction de l'effet de bloc 
La figure 3 16 suivante, Car Gâte, illustre la réduction de l'effet de bloc dans l'arnère-plan 
Dans cette séquence, le mouvement de l'objet (voiture) est faible L'arnère-plan, partie de la 
chaussée et des herbes, est relativement lisse, l'effet de bloc n'est pas perceptif Par contre, la 
partie de la porte est relativement pénodique, l'estimation par bloc peut résulter des vecteurs 
de mouvement enonés comme l'illustre la figure 3 17a 
L'algonthme proposé MVS pour la sélection des vecteurs de mouvement permet la conection 
de ces défauts (figure 3 17b) D'une façon similaire, la figure 3 9 de la séquence Bus à la 
section 3 2 illustre le même effet 
b Méthode proposée 
Figure 3 16 Réduction de l'effet de bloc sur l'arnère-plan de la séquence Car Gâte 
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La figure 3 17 suivante illustre l'effet de bloc qui peut se manifester différemment autour d'un 
objet en mouvement 
a Méthode conventionnelle b Méthode proposée 
Figure 3 17 Réduction de l'effet de bloc autour de la pendule en mouvement, 
FRC 5x, a = 0 4 
Les séquences dynamiques Walking Girl et Mobile Calendar au tableau 3 2 qui se trouvent 
dans le DVD ci-joint à l'annexe C démontreront plus clairement la réduction de l'effet de bloc 
3.4.3 Réduction de l'effet de halo 
Dans les méthodes conventionnelles, l'effet de halo se produit dans les zones d'occlusion lors 
d'un objet de l'avant-plan en mouvement Ses vecteurs de mouvement appliqués à l'arnère-
plan peuvent déformer la structure de ce dernier La figure 3 18 suivante de la séquence 
Walking Girl illustre les résultats d'une interpolation par 5 entre une méthode conventionnelle 
et celle proposée Parmi les extraits (clips) vidéo utilisés dans cette thèse, cette séquence 
démontre bien l'efficacité de la conection des vecteurs de mouvement pour la réduction de 
halo 
D'une façon similaire, la figure 3 19 permet une comparaison de la méthode proposée avec 
celle de YUVsoft [Vatohn et Gnshin, 2006] 
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a Trame précédente 
Trame courante 
Méthode conventionnelle, FRC 5x 
d Méthode proposée, FRC 5x 
Figure 3 18 Réduction du halo avec la séquence Walking Girl 
^^mi^^,, IKIfll if P? W: 
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Sports 1 r • j . ' T i h - T ' i — ' 
a Méthode proposée 
BM&L. * "A . 
'w^ 
b Méthode de YUVsoft [Vatohn et Gnshin, 2006] 
Figure 3 19 Réduction de l'effet de halo en comparaissant avec la méthode de YUVsoft 
[Vatohn et Gnshin, 2006] 
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Le tableau 3 2 suivant indique les séquences vidéo interpolées dans le DVD joint à la thèse à 
l'annexe C afin de mieux visualiser les résultats 
Tableau 3 2 Séquences incluses dans le DVD joint avec la thèse 
Nom de la 
séquence 
Cheerleaders Pan 
Flower Field 
Mobile Calendar 
(CIF) 
Walking Girl 
Cheerleaders 
Ferns Wheels 
Caractéristiques 
Mouvement 
horizontal 
Mouvement de la 
caméra pan 
vertical et zoom 
Zone d'occlusion, 
mouvement 
complexe 
Pan, et zones 
d'occlusion 
Zones d'occlusion, 
mouvement 
complexe 
Zone d'occlusion, 
mouvement de 
rotation 
Facteur 
d'mterpol 
ation 
4x 
5x 
4x 
2x 
2x 
4x 
Réduction 
de l'effet 
de bloc 
x 
x 
X 
X 
Réduction 
du halo 
x 
X 
X 
X 
Réduction 
de saccade 
et de flou 
x 
X 
X 
X 
Ces résultats complètent les travaux concernant l'interpolation temporelle pour SDTV Le 
prochain chapitre sera réservé à la haute définition avec l'approche de la décomposition en 
hiérarchie 
4 APPROCHE HIÉRARCHIQUE POUR HDTV 
4.1 État de l'art 
Lorsque les images sont à haute ou encore à ultra définition, il ne sera plus efficace d'utiliser 
la recherche exhaustive pour l'estimation de mouvement En termes de résolution en pixel, un 
vecteur de mouvement dans la SDTV sera agrandi approximativement par les facteurs de 
proportionnalité entre les formats d'images On recourt normalement aux algonthmes sous-
optimaux hiérarchiques ou similaires dans le seul but de réduire la complexité de l'estimation 
de mouvement 
Une estimation de mouvement hiérarchique n'est pas seulement utilisée pour la résolution à 
haute définition Dépendamment du besoin de simplifier la complexité de calcul, l'estimation 
de mouvement hiérarchique peut aussi être utile pour les autres formats d'image comme CIF, 
SIF, SDTV 
La technique hiérarchique de Thoma et Bierhng [Thoma et Bierhng, 1989], précitée dans la 
section 2 2, se base sur la technique de recherche à « pas logarithmique du déplacement D » 
(logD-step search technique) avec le filtrage passe-bas 
Les techniques similaires de l'estimation de mouvement utilisant une décomposition 
pyramidale à trois niveaux hiérarchiques sont présentées dans [Uchida et al, 1997, 
(USP5610658)] et dans [Jung, 1998,(USP5754237)] 
Pour simplifier la complexité du calcul, Chang et Yanagihara [Chang et Yanagihara, 2000, 
(USP6130912)] suggèrent une recherche en trois étapes avec des projections intégrales sur les 
axes verticaux et honzontaux de chaque super micro-bloc Chen et al [Chen et al, 2000, 
(USP6160850)] emploient également des techniques de recherche en trois étapes et une unité 
de contrôle appropriées pour réduire la mémoire nécessaire Dans l'application pour HDTV, 
Beon et al, dans [Beon et al, 2008, (USP20080074350A1)] ont proposé l'utilisation de deux 
processeurs pour partager le travail en découpant pratiquement l'image à interpoler en deux 
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En appliquant l'idée de la méthode par appanement de bloc hiérarchique (Hierarchical Block 
Matching Algorithm, HBMA) pour l'estimation de mouvement basé bloc, Bierhng [Bierhng, 
1988], [Wang et al, 2002] ouvre une classe d'algonthmes rapides de BMA La méthode 
hiérarchique ou multi-résolution se base sur l'hypothèse que l'estimation de mouvement peut 
être calculée avec les images sous-échantillonnées Une structure pyramidale de deux images 
successives d'entrée est produite par des filtrages passe-bas successifs Bierhng applique un 
filtre gaussien passe-bas à la référence [Bierhng, 1988] 
Jeon et al [Lee et al, 2003] utilisent les pyramides de Gauss et de Laplace [Burt et Adelson, 
1983] pour créer la structure hiérarchique d'images Au niveau le plus faible, l'image 
interpolée est créée en utilisant le vecteur de mouvement de l'estimation de mouvement 
forward Ensuite, elle est sur échantillonnée afin d'avoir la même taille que l'image au niveau 
plus élevé Cette image interpolée est employée afin d'obtenir l'estimation de mouvement à ce 
niveau Ce processus est répété jusqu'au niveau le plus élevé L'idée d'utilisation d'une image 
interpolée comme image de référence dans l'estimation de mouvement au bas niveau pour 
trouver les vecteurs de mouvement au niveau plus élevé est efficace pour réduire l'artefact de 
bloc, mais cela n'est pas suffisamment précis pour trouver le vecteur de mouvement 
conespondant à la bordure de l'objet 
4.2 Recherche proposée 
À l'exception du premier article cité [Thoma et Bierhng, 1989] pour le cas spécifique de la 
téléconférence, les références étudiées ne portent pas attention sur l'effet du halo dans 
l'estimation hiérarchique de mouvement Pourtant, dans une décomposition d'image à 
plusieurs niveaux, la recherche non exhaustive avec l'imprécision impliquée d'estimation de 
mouvement nsque d'étendre les zones de halo De plus, lorsque l'image s'agrandit par rapport 
à la résolution standard, le halo l'est éventuellement aussi 
Dans le présent chapitre, après une description de la structure générale, la recherche proposée 
comporte les volets suivants 
o D'abord, pour généraliser la technique de sélection du vecteur de mouvement basé-
pixel à haute résolution, il est intéressant d'établir un nouveau cntère qui permette à la 
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fois un raffinement du vecteur de mouvement de basse à haute résolution et un 
mécanisme échappatoire ou de ré-conection des vecteurs de mouvement 
éventuellement enonés surtout dans les zones d'occlusion 
o Quant à l'interpolation d'image, il est aussi intéressant d'introduire une technique 
générique avec les paramètres utiles à contrôler 
Les sections suivantes se basent partiellement sur le brevet en application [Tran et al, 2010], 
annexe B, dont le premier auteur est l'auteure de la présente thèse Les travaux des autres 
coauteurs seront présentés sommairement dans ce chapitre s'ils sont nécessaires pour la 
compréhension de la conception globale du système 
Le chapitre sera organisé de la façon suivante la section 4 3 sera une descnption globale du 
système hiérarchique proposé , la section 4 4 sera dédiée à la sélection du vecteur de 
mouvement basé-pixel à haute résolution , la section 4 5 sera pour une interpolation génénque 
et finalement, les résultats de ces recherches se retrouveront dans la section 4 6 
4.3 Structure générale du système hiérarchique proposé 
Le processus hiérarchique est essentiellement un arbre de décomposition d'une image ongmale 
en plusieurs sous-images de faible résolution Après un premier filtrage et l'échantillonnage, 
l'image de résolution originale ou l'image de premier niveau donne une sous-image de 
résolution plus basse en déterminant celle de deuxième niveau Le processus du filtrage et de 
la décomposition continue à s'effectuer afin d'obtenir la sous-image de 3e niveau, et ainsi de 
suite, dans la décomposition pyramidale hiérarchique Pour l'interpolation d'image, il est 
courant de décomposer les deux images adjacentes dans une séquence de vidéo en trois ou 
parfois quatre niveaux hiérarchiques 
La figure 4 1 illustre le système proposé qui emploie une approche hiérarchique de deux 
niveaux pour HDTV 
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Figure 4 1 Schéma global du système HDTV 
Au niveau hiérarchique le plus faible, les images à l'entrée In et In-i sont filtrées et sous-
échantillonnées par un facteur (UxU) de deux par deux (2x2) pour une image HDTV 720 ou 
par un facteur de trois par trois (3x3) pour une image HDTV 1080 Ces facteurs sont choisis 
pour garder la même dimension (640x360) pour l'image réduite à basse résolution 
(Pratiquement, toute image de 720 p peut être interpolée à 1080 p avant le sous-
échantillonnage 3x3 pour avoir le même traitement) Les processus de rechercher les vecteurs 
de mouvement « conects » entre les images de basse résolution s'effectuent à l'aide du bloc 
4.1 qui fait l'estimation de mouvement standard, la conection de vecteur de mouvement pour 
le halo (HMVR) et les traitements supplémentaires décnts au chapitre 3 Le bloc 4.1 procure 
aussi les signaux y, PERD et BadEn définis au chapitre 3 et utiles pour le niveau hiérarchique 
supéneur [Tran et LeDinh, 2011] 
Au niveau hiérarchique le plus élevé ou au niveau de l'image de résolution onginale, les 
vecteurs de mouvement obtenus du niveau hiérarchique plus bas vont continuer à se raffiner 
dans le bloc 4.2 qui effectue ensuite, la réduction de halo, l'interpolation d'image à 
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compensation de mouvement et procure les signaux FhqMap et In-a au bloc 4.3 dédié pour les 
post-traitements supplémentaires 
Le schéma bloc du système HDTV peut être illustré avec plus de détails par la figure 4 2 plus 
loin Au niveau hiérarchique le plus faible, le bloc 4 1 est divisé en quatre sous-blocs 4.1.1, 
4.1.2, 4.1.3 et 4.1.4 Le premier, l'estimation du mouvement ME forward et celle ME 
backward, est celui présenté dans le brevet [Rossignol et al, 2009, (USP0161763A1)] Le but 
pnncipal du bloc 4.1.1 est de trouver les bons vecteurs de mouvement en utilisant 
essentiellement la méthode de recherche exhaustive L'estimation des vecteurs de mouvement 
en cas de pénodicité est aussi un sujet très important dans la technique de conversion du taux 
d'image FRC Cependant, cette recherche spécifique est le fruit d'un groupe de recherche, elle 
ne sera donc pas analysée en détail dans cette thèse Le bloc 4.1.2 et la partie « correction des 
vecteurs de mouvement pour halo » du bloc 4.1.3 ont été présentés dans le chapitre 3 La 
« carte de détection de halo dans l'anière-plan pénodique » mHiL est produite selon 
l'algonthme illustré à la figure 3 11 du chapitre 3 Le signal mHiL sera ensuite sur-
échantillonné pour avoir la même résolution que l'image d'entrée Le bloc 4.1.4 procure les 
vecteurs de mouvement forward et backward Fp et Bp à la résolution de l'image originale en 
interpolant d'une façon adaptative [Tran et al, 2010] les vecteurs de mouvement F0 et B0 
venant de la basse résolution L'interpolation de (UxU) qui est égale à (2x2) ou (3x3) selon la 
résolution onginale de l'image HDTV se fait à l'aide des filtres polyphasés séparables avec un 
gain U de deux ou trois appropnés L'adaptation de l'interpolation est basée à son tour sur la 
ressemblance locale des vecteurs de mouvement utilisés dans l'interpolation On évite ainsi 
l'introduction des faux vecteurs de mouvement dans le processus de filtrage 
Quant au niveau hiérarchique le plus élevé, il compose trois sous-blocs de 4.2 (4.2.1, 4.2.2, 
4.2.3) et le bloc 4.3 pour le post-traitement Le bloc 4.2.1 dont les sorties sont Fr(x) et Br(x) 
reçoit les entrées du niveau plus faible Fp(x), Bp(x) et PERD, pour raffiner les vecteurs de 
mouvement Ce traitement permet à ces vecteurs de mouvement de devenir plus précis à la 
bordure de l'objet Les vecteurs de mouvement résultants Fr(x) et Br(x) sont appliqués au bloc 
4.2.2 qui réduit à son tour l'effet de halo et ensuite élimine les vecteurs de mouvement isolés 
Leurs résultats F(x) et B(x), les vecteurs de mouvement finaux du processus, sont appliqués au 
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4.2.3 pour l'interpolation de trame avec la compagnie de y(x) ainsi que les deux trames natives 
In(x) et In-i(x) 
En résumé, au niveau hiérarchique le plus faible, la plupart des travaux ont déjà été décnts au 
chapitre 3 à l'exception des interpolations des signaux de basse à haute résolution requis pour 
le niveau hiérarchique supérieur Dans le dernier étage à la résolution élevée, si la conection 
de vecteur de mouvement (bloc 4.2.2) est similaire à celle de basse résolution (bloc 4.1.3), de 
nouveaux algorithmes sont à développer pour le raffinement basé pixel (bloc 4.2.1), 
l'interpolation génénque à compensation de mouvement (bloc 4.2.3) et finalement les post-
traitements supplémentaires (bloc 4.2.4) 
La figure 4 3 illustre le système hiérarchique proposé à trois niveaux pour ultra définition 
Afin de simplifier le schéma, seulement les connexions de signaux pnncipaux y sont illustrées 
À part le niveau intermédiaire, la structure à trois niveaux est similaire à celle précédente de 
deux niveaux hiérarchiques avec les mêmes opérations décrites II n'est donc pas nécessaire de 
donner une description détaillée pour cette configuration 
Remarque sur la complexité et la réalisabihté du système 
Dans un développement classique des algonthmes, la complexité est évaluée en termes 
d'opérations ou encore par le temps d'exécution du processeur utilisé pour fin de simulation 
ou même d'exécution Le présent projet vise par contre à fournir à un circuit intégré ASIC, 
conçu par un groupe de matériel, les algonthmes pouvant fonctionner en temps réel et à 
grande vitesse Les contraintes de complexité sont donc différentes Pour mieux comprendre la 
situation, il est d'abord désirable de décrire brièvement la structure d'un système utilisant un 
ASIC 
D'une façon très simplifiée, la structure comprend une mémoire externe et un ASIC qui se 
compose, à son tour, des unités de calcul et d'une mémoire interne (cache memory) 
La mémoire externe, parfois indésirable en occupant une certaine superficie non négligeable 
dans un système, sert pnncipalement au stockage des images d'entrée et de sortie Un 
convertisseur de taux d'image requérant plusieurs images d'entrée est alors non économique 
L'algonthme requis se limite alors au maximum de deux images 
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La mémoire interne est destinée au stockage des résultats intermédiaires (qui peuvent être une 
partie des images), des lignes et des pixels de retard etc Comme une ligne contient plusieurs 
pixels, les dimensions des filtres ou des fenêtres utilisés doivent avoir moins de lignes que 
possible 
De plus, pour un concepteur d'ASIC, les problèmes centraux sont a)- la quantité de mémoire 
interne et surtout b)- la largeur de bande de communication de ces trois unités citées, à savoir 
unité de calcul, mémoire interne et mémoire externe La communication entre les mémoires et 
les unités de calcul est pnmordiale, car il faut avoir accès (aléatoires) aux bonnes données et 
recharger les résultats à bons endroits 
Dans ce sens, le contrôle de l'ASIC dicte d'une certaine façon la réahsabihté du système À 
titre exemple, dans l'estimation de mouvement à la résolution de la télévision standard, la zone 
de recherche exhaustive possible est fixé à (±20 lignes) x (±24 colonnes) selon un estimé de la 
largeur de bande de communication Si le vecteur de mouvement dépasse cette limite, 
l'algonthme développé doit envisager certaine technique de repli qui n'est pas le cadre du 
présent travail Si la même résolution de recherche exhaustive était appliquée pour la haute 
résolution, la dimension de la zone de recherche deviendrait neuf fois plus grande (±60 lignes) 
x (±72 colonnes) qui devient simplement inéahsable L'algorithme à développer doit alors 
recourir une autre approche Par exemple, celle hiérarchique proposée dans ce chapitre Avec 
un sous échantillonnage de 3x3, pour le signal de haute résolution de 1080 lignes progressives, 
l'approche hiérarchique permet la réahsabihté du système tout en faisant une économie des 
calculs de l'estimation de mouvement par un facteur de neuf Pour l'ultra définition de 4K 
pixels de large, voir Figure 4 2, le facteur serait (3x3) x (2x2) = 36 Finalement, comme 
l'approche hiérarchique est sous optimale, il est important augmenter la performance du 
système Autrement dit, l'algonthme à proposer doit procurer plus de résolution dans 
l'estimation de mouvement à partir des signaux à basse résolution dans l'approche 
hiérarchique 
En bref, la complexité du système proposé peut être classée comme «moyenne-grande» selon 
le tableau 2 1 • 
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La présente section a été réservée à la description globale de la structure hiérarchique proposée 
et son fonctionnement À la prochaine section, les descriptions seront consacrées au 
raffinement hiérarchique basé-pixel pour vecteur de mouvement C'est l'opération qui permet 
le passage des vecteurs de mouvement estimés de basse résolution à haute résolution avec une 
précision raffinée 
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4.4 Raffinement hiérarchique basé pixel pour vecteur de 
mouvement 
Si les vecteurs de mouvement forward et backward Fp(x) et Bp(x) venant de l'interpolation 
(UxU) dans le bloc 4.1.4 sont déjà basés-pixel et de résolution appropriée pour le niveau 
hiérarchique supeneur, leurs précisions sont encore à réajuster d'une part D'une part, aux 
alentours des zones d'occlusion, il existe probablement encore quelques pixels isolés avec un 
faux vecteur de mouvement II est alors nécessaire d'avoir un mécanisme de re-conection des 
vecteurs de mouvement enonés La présente section est réservée pour ce volet de recherche 
Contrairement aux estimations de mouvement hiérarchiques classiques, comme, par exemple, 
la recherche à pas loganthmique, qui travaillent plutôt sur les intensités des pixels, notre 
approche similaire à la sélection de vecteur de mouvement présentée au chapitre 3, se 
concentre sur les vecteurs de mouvement 
Comme l'interpolation finale requiert les vecteurs de mouvement forward et backward Le 
raffinement hiérarchique s'effectue pour chaque vecteur de mouvement Pour fixer les idées, il 
sera commode de présenter l'algorithme proposé pour le cas du vecteur de mouvement 
forward. Les relations similaires pour le cas backward deviendront immédiates 
Pour le vecteur de mouvement forward, on considère deux ensembles de vecteurs au pixel 
considéré Le premier est pour la re-conection d'un vecteur de mouvement enoné et le 
deuxième pour la précision 
Le premier ensemble SiF (F pour forward) se compose de neuf (9) vecteurs de 
mouvement dont huit vecteurs de mouvement de pixels avoismant du pixel central considéré 
et le vecteur de mouvement du pixel central lui-même Toutefois, les positions des pixels 
avoisinants pour l'estimation de mouvement ne sont pas nécessairement les pixels adjacents 
immédiats, mais ceux à une distance multiple de U x + (kpU, kqU) U est choisi à 3 pour le 
cas HDTV 1080 et à deux (2) pour HDTV 720 Les premiers ensembles pour les vecteurs de 
mouvement forward et backward sont donc 
S1F = {F(x + (kpU, kqU))} (4 1) 
76 APPROCHE HIERACHIQUE POUR HDTV 
S1B = {B(x + (kpU, kqU))} (4 2) 
où p et q prennent valeur dans {- 1, 0, +1} et k = 2 Le nombre 9 des candidats est dû à la 
complexité, tandis que la valeur 2 de k résulte déjà d'un test plus ou moins exhaustif Le 
résultat est clair il faut choisir les candidats proches du pixel considéré mais à l'extérieur de 
la surface d'expansion (UxU) de l'interpolation 
La figure 4 4 suivante illustre les neuf positions marquées par un « x » de pixels sélectionnés 
Leurs vecteurs de mouvement sont utilisés comme candidats possibles pour le raffinement du 
vecteur de mouvement du pixel considéré 
X 
X 
X 
X 
X* 
X 
X 
X 
X 
MV a la position du pixel 
considère 
Figure 4 4 Premier ensemble des neuf vecteurs de mouvement candidats 
Le deuxième ensemble S2F des vecteurs de mouvement forward porposés pour fournir une 
précision plus élevée dans l'estimation de mouvement comprend les huit vecteurs de 
mouvement qui sont proches du vecteur de mouvement en cours Pour obtenir ces vecteurs de 
mouvement qui sont fictifs, on ajoute les précisions supplémentaires telles que 
S2F={F(x)+MA*(0,0)} (4 3) 
S2B={B(x) + MA*(0,0)} (4 4) 
Dans ces expressions, le vecteur additionnel A = (Ah, Av) de composantes respectivement 
horizontale et verticale Ah et Av qui prennent les valeurs dans {- 1, 0, +1}, sauf le cas 
Ah = Av = 0 simultanément Le facteur de proportionnalité X est choisi égal à 1 au moins pour 
le cas HDTV 1080 
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Pour la simplicité, on définit FA = FA(x) un vecteur de mouvement forward parmi les 17 
vecteurs de mouvement dans les deux (2) ensembles S IF ou S2F décrits respectivement par 
(4 1) ou (4 3) On a donc 
FA = FA(x) e S,F u S2F (4 5) 
BA = BA(x) e S,B u S2B (4 6) 
Le critère de sélection de vecteur de mouvement raffiné Fr(x) parmi 17 candidats est celui qui 
minimise les 17 sommes des différences absolues SAD dans la fenêtre 5x5 autour du pixel à 
haute définition considéré De la même façon pour le vecteur de mouvement backward Br(x) 
Les SADs sont définies par les équations suivantes 
SADFA(x) = cF 
SADBA(x) = cB 
' 1 2 2 ^ 
— I zZ\ln(x+k + ocFA)-In_x(x+k-(\-a)FA)\ 
2 5
 *A=-2*V = - 2 j 
}z Z Z\ln(x+k-aBA)-In_l(x+k+(l-a)BAll 
25 K Vt — 4. fCy — Z. 
+ PF (4 7) 
+ PB (4 8) 
Dans le but de réduire la complexité du calcul, les images interpolées requises par (4 7) et 
(4 8) sont obtenues par filtre séparable à deux coefficients 
Les coefficients cF, cB et PF, PB sont définis par les équations suivantes 
et 
cF = 2, 
cF= 1, 
PF= 1, 
PF = 0, 
CB = 2, 
CF= 1, 
PB= 1, 
PB = 0, 
SI FA(x) e S2F & PERhd(x) = 1, 
si non 
si FA(x) e S2F & PERhd(x) = 1, 
si non 
si BA(x) € S2B & PERhd(x) = 1, 
si non 
si BJx) e S2B & PERhd(x) = 1, 
si non 
(4 9a) 
(4 9b) 
(4 10a) 
(4 10b) 
Dans ces équations, PERhd(x) est la version répétée dans un bloc de (UxU) du signal 
PERD([x/U]) à basse résolution Les facteurs de pondération c et les constantes de pénalité 
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(penalty offset) p procurent un certain favoritisme pour le premier ensemble S IF (SIB) des 
vecteurs de mouvement il est préférable de coniger les eneurs ou de conserver le vecteur de 
mouvement au pixel donné que de faire le raffinement par A 
Bien qu'elle serve très rarement à obtenir deux ou plusieurs valeurs minimales de SADFA, une 
table de pnonté est donnée dans [Tran et al, 2010] pour résoudre l'ambiguïté 
La figure 4 5 suivante détaille le bloc 4.2.1 dans la figure 4 2 et illustre le processus de 
raffinement des vecteurs de mouvement forward et backward basés-pixel pour le niveau 
hiérarchique le plus élevé 
En se référant à la figure 4 2, les vecteurs de mouvement raffinés Fr(x) et Br(x) sont appliqués 
à leur tour au bloc 4.2.2 qui cherche les vecteurs de sortie F(x) et B(x) permettant une 
réduction possible de l'effet du halo restant À part des entrées appropnées à haute résolution, 
le principe de la réduction de halo demeure l'algorithme HMVR présenté au chapitre 3 II 
semblera superflu de le répéter ici 
Les derniers vecteurs de mouvement F(x) et B(x) sortis du bloc 4.2.2 seront utilisés pour 
l'interpolation d'image 
Fp(x) 
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Figure 4 5 Raffinement hiérarchique basé pixel pour les vecteurs de mouvement 
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4.5 Interpolation d'image générique proposée 
4.5.1 Révision des concepts pour la compensation de mouvement 
Dans le contexte d'un FRC, c'est l'interpolation à compensation de mouvement qui donne 
l'image finale ou quasi finale si on tient compte des post-traitements subséquents D nous est 
donc intéressant de faire une simple révision des concepts pour la compensation de 
mouvement avant de suggérer une interpolation d'image 
Dans cette révision, pour limiter la longueur de la discussion, les techniques particulières de 
compensation de mouvement comme celles qui relient les estimations de mouvement utilisant 
des blocs avec recouvrement (Overlapped block Motion Compensation, OBMC) [Choi et al, 
2000, Ha et al, 2004] ou encore le filtrage médian [De Haan, 2000] des trois interpolations ne 
seront pas considérés 
On s'intéresse à l'interpolation de base, qui se résume dans l'équation suivante 
In-oLx) = (\-b) In(x + dFF) + bIn x(x + dBB) (411) 
Dans cette équation, F et B sont respectivement les vecteurs de mouvement forward et 
backward au point considéré x. Le paramètre d'amplitude b sert à pondérer l'image interpolée 
In-i(x + dB B) et son complément (1 - b) pour In(x + dp F) D'une façon similaire, le paramètre 
dp sert à pondérer le vecteur de mouvement F et celui dB pour le vecteur de mouvement B 
Normalement, dF et dB sont associés à la position temporelle a de l'image à interpoler In-a (x) 
Les paramètres b, dp et ds vanent entre 0 et 1 inclusivement 
Pour créer l'image au milieu des deux images existantes, les auteurs de [Fujiwara et Taguchi, 
2005, Lee et al, 2007] et [Huang et Nguyen, 2008] ont suggéré la compensation de 
mouvement conventionnel avec simplement In(x + F/2) ou encore la moyenne de deux 
interpolations forward et backward (l/2)ln(x + Vz F) + Vi In_i(x + l/i B), i e b = dF = ds = xh 
comme dans [De Haan, 2000] et [LeDinh, 2003] La première qui utilise seulement le vecteur 
de mouvement forward ne résout pas le problème de couvrement La dernière qui fait la 
moyenne de deux images rend floue la zone d'occlusion Bien sûr, les vecteurs de mouvement 
dans les publications citées sont basés bloc 
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Plus général, dans [Thoma et Bierhng, 1989], les auteurs ont utilisé b = dF = 1 - dB = ce, F = -
B = D dans la zone de non -occlusion Autrement dit, la notion de la position (ce) de l'image 
interpolée finale In_a (x) est introduite à la fois dans la pondération de vecteur de mouvement 
et celle d'amplitude des images interpolées intermédiaires In-i(x + ds B) et In(x + dFF) 
L'introduction de la position a est méritoire pour une double raison conserver la continuité 
des images et la consistance des vecteurs de mouvement, lorsque a est aux limites égales à 0 
ou 1 
Dans [Kang et al, 2007 , Choi et Ko 2007, Ling et Zhang 2008, Blanchfield et al, 2006], 
pour la pondération d'image, les auteurs ont proposé une interpolation selon la fiabilité 
(estimée) de chaque estimation des mouvements possibles à travers le pixel considéré En 
général, la fiabilité est définie par l'inverse de la somme des différences absolues normalisé 
par la somme des inverses Par exemple, en utilisant les SADF et SADB on écrit 
1 
b= ^SADB
 = SADF 
1
 | 1 SADF + SADB 
SADF SADB 
1 
l-b= ,&**>*" = ^ — (4 12b) 
1 j 1 SADF + SADB 
SADF SADB 
Autrement dit, dans l'équation génénque (4 11), b ' e t son complément (1 - b) valent 
respectivement la fiabilité du vecteur B et celle de F Sans compter des divisions requises pour 
la normalisation, la difficulté dans ces approches réside dans le fait que SAD n'est pas 
nécessairement une mesure fiable, lorsque le point considéré se trouve dans les régions 
d'occlusion Dans [De Haan, 2000], les vecteurs de mouvement sont aussi proposés pour 
l'adaptation des coefficients dF at ds Encore une fois, les vecteurs de mouvement ne 
constituent pas nécessairement des indices fiables dans les zones d'occlusion 
Dans la même optique de fiabilité, au chapitre 3 ou dans [Tran et LeDinh, 2011], nous avons 
proposé b = y(x) une mesure de fiabilité, selon le contexte local, qui est définie par le rapport 
des pixels dans une fenêtre glissante, favorables à l'interpolation avec le vecteur B par rapport 
au nombre total des pixels dans la fenêtre La mesure y(x) répond bien à la qualité dans la 
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plupart des cas, sauf lorsque la zone d'occlusion est trop large par rapport à la dimension fixe 
de la fenêtre, l'artefact pouna encore être présent De plus, les équations (3 18), (3 19) 
suggèrent d'utiliser une seule image existante In ou In.i lorsque la position a s'approche à 0 ou 
1 L'équation (3 20) requiert par contre deux images In et In-i lorsque a se trouve autour de la 
position centrale Vi Le désavantage possible de cette approche au point de vue matériel est de 
pouvoir supporter les deux images In et In-i interpolées avec plusieurs combinaisons des 
différents vecteurs de mouvement lors d'une interpolation multiple de plusieurs images Ce 
support n'est pas commode pour la largeur de bande de communication entre la mémoire 
externe contenant les deux images et le processeur interne pour l'interpolation d'image 
De plus, pour juger le résultat d'un FRC, on fait appel souvent à des évaluations subjectives 
Et à notre surprise, selon nos tests informels internes et selon les recommandations des clients, 
plusieurs observateurs ne sont pas tout à fait pour la monotonie des mouvements linéaires 
lisses En d'autres termes, ces personnes préfèrent une certaine « similitude au film » (film 
look) avec les mouvements plus ou moins saccadés comme dans un film Bien sûr, il y en a 
plusieurs autres qui aiment le contraire les séquences avec les mouvements lisses 
En résumé, selon l'état de l'art, le paramètre b peut être une fonction de la position a d'une 
part et d'une certaine mesure de fiabilité d'autre part Quant aux coefficients de pondérations 
dF ou dfl des vecteurs de mouvement, tout semble indiquer que dF est égal à la position a et dB 
au complément (1-cc) pour conserver l'évolution linéaire des mouvements dans le temps 
Finalement, selon les tests subjectifs, certains observateurs préfèrent les mouvements lisses, 
d'autres non 
Devant cette situation, il est bon d'avoir une interpolation à compensation de mouvement plus 
génénque que celles existantes, qui répond aux items suivants 
o Rendre contrôlables le paramètre dF et son complément ds selon la préférence 
subjective 
o Combiner dans le paramètre b, la position a de l'image interpolée et la fiabilité 
o Réduire si possible, à l'aide de l'interpolation, l'effet de halo et de scintillement tout en 
conservant la netteté de l'image de sortie 
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4.5.2 Interpolation à compensation de mouvement générique proposée 
La figure 4 6 suivante illustre le cas d'une interpolation par 5 Si dp est mis égal à a, en 
suivant uniformément le vecteur de mouvement, le déplacement temporel d'un objet vane 
linéairement en fonction de a (figure 4 6a) La figure 4 6a illustre aussi en ligne pointillée le 
cas dF binaire qui conespond à la répétition des trames au heu d'une interpolation à la 
compensation du mouvement 
Pour créer un mouvement non uniforme (plus saccadé) dans la séquence des images 
interpolées uniformément distancées, le coefficient de pondération dF doit donc être expnmé 
comme une fonction générique de la distance a 
dF=f(a) (4 13) 
Le coefficient complémentaire dB vaut 
dB=l-f(a) (4 14) 
Le cas linéaire f(cc) = a devient alors spécifique mais demeure important dans le contexte d'un 
FRC 
La fonction f(oc) doit respecter au moins les restrictions suivantes 
f(0) = 0 (4 15a) 
f(D = 1 (4 15b) 
0<f(a)<\ (4 15c) 
La figure 4 6b illustre aussi l'effet de pondération non-linéaire f(a) sur le vecteur de 
mouvement forward, qui permet d'approcher l'image existante la plus proche Par exemple, 
pour a = 0 2, si on choisit f(a) = 2a2, la pondération du vecteur F sera f(0 2) = 0 08 comme 
l'interpolation s'effectue à une nouvelle et fictive distance a'= 0 08 qui devient encore plus 
proche de l'image existante In considérée comme sans défaut Mathématiquement dans 
l'équation (4 11), I„(x + dF F) tend vers In(x) Il y aura donc moins d'artefact de halo 
Si on accepte le concept de rapprochement des images existantes, alors par rapport au point 
central (a=V2, i(a)=Vi), la fonction f(a) est alors convexe pour a entre 0 et Vz et concave pour 
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a entre Vz et 1 Par conséquent, dans les images interpolées, le mouvement est doux aux 
alentours des images existantes mais plus saccadé au milieu 
Il y a plusieurs fonctions f(a) possibles Dans notre simulation, on utilise la fonction 
quadratique f(a) suivante qui est continue mais définie différemment dans deux intervalles 
fia) = 2d siO <a <Vz, (416a) 
fia) = -1 +4a- 2a2 si Vz <a <1 (4 16b) 
C'est bien de noter que le doublage de fréquence d'images par interpolation utilise toujours le 
mode linéaire, f('/2) = Vz 
MV forward F MV forward F 
n n-0 2 n-0 4 n-0 6 n-0 8 n-1 
0 02 04 06 08 1 
a) Pondération linéaire de MV forward 
Pondération binaire (ligne pointillée) 
MV backward B 
t<r- n 
a ^ 0 
n-0 2 n-0 4 n-0 6 n-0 8 
02 04 06 08 1 a -> 
c) Pondération non-linéaire de MV forward 
MV backward B 
i 
i \ 
i 
i 
i 
-i 
n n-0 2 n-0 4 n-0 6 n-0 8 n-1 
0 02 04 06 08 1 
d) Pondération linéaire de MV backward 
Pondération binaire (ligne pointillée) 
t < - n n-0 2 n-0 4 n-0 6 n-0 8 
a -> 0 02 04 06 08 1 oc-> 
b) Pondération non-linéaire de MV backward 
Figure 4 6 Pondération linéaire et non-linéaire des vecteurs de mouvement 
La pondération non-hnéaire proposée est en fait un compromis entre la pondération linéaire et 
la pondération binaire de la répétition des images Si la pondération linéaire est parfaite pour la 
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majorité des cas, le mode non-hnéaire réduira sigmficativement l'effet de halo et la 
déformation éventuelle d'objets dans la zone d'occlusion Par contre, ce mode réduit moins la 
saccade que le mode linéaire mais crée un effet « film similaire » pouvant plaire à certains 
observateurs II n'est pas difficile de prévoir un mécanisme permettant à l'utilisateur de choisir 
son mode préféré De plus, en pratique, la fonction de pondération est générée par une table 
(LUT) où pour chaque position a, on donne une valeur f(a) 
On vient de présenter comment rendre contrôlables les pondérations dp et da des vecteurs de 
mouvement dans l'interpolation (4 11) Le principe pour créer la pondération b et son 
complément (1-b) pour les images interpolées intermédiaires In-i(x + da B) et In(x + dp F) est 
très similaire En effet, si b doit être à la fois une fonction de la distance a et de la fiabilité 
y(x), on peut commencer avec une fonction convexe similaire à la fonction f(a) dans 
l'intervalle [0, Vz] et la pondérer avec y(x) Notons que pour a = 0, b(x) = 0 et pour a = Vz, b(x) 
= y(x) Ensuite, on en déduit l'expression de b(x) pour l'intervalle [Vz, 1] avec a = Vz, b(x) = 
y(x) et a = 1, b(x) = 1 Certaines fonctions sont proposées dans [Tran et al, 2010] On peut 
suggérer ici la paire des fonctions quadratiques suivantes qui combinent les équations (4 16 a) 
et (4 16b) précédentes et la pondération par y(x) en suivant la procédure déente ci-haut 
b(x) = Acty{x), si 0 <a <Vz, (4 17a) 
b(x) = A(l-a)2[){x)-\] + 1, si Vz <a <\ (4 17b) 
La fonction de mixage b(x) des images est donc complète contenant à la fois l'information de 
distance et de fiabilité locale 
Numériquement pour le même exemple que celui précédent avec a = 0 2, l'image interpolée 
dans l'équation (4 11) devient 
l^dx) = (1-0 I6y) In(x + 0 08F) + (0 I6y) In i(x + 0 92B) -^In(x+0 08F) (4 18) 
et ce, d'une façon quasi indépendante de F, B et Y 
L'interpolation finale combinant à la fois les pondérations proposées dF et b contient moins de 
différences temporelles L'effet de scintillement est donc réduit 
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Pour une raison économique en matériel, l'interpolation (4 11) est réécrite avec plus de détails 
comme suit 
/„_« (x) = In(x + dF F(x)) + b(x) [In i(x + (\- dF) B(x)) - In(x + dF F(x))] (4 19) 
La figure 4 7 illustre un schéma bloc de l'interpolateur à compensation de mouvement selon 
l'équation (4 19) Pour avoir plus de souplesse dans le contrôle de la pondération b(x) 
d'images, une deuxième fonction f(a) linéaire ou non, mais indépendante de la première, est 
placée en aval de la fonction b(x) [Tran et al, 2010] Dans ce cas, avec les mêmes f(a) mais 
indépendantes entre elles et avec a = 0 2, l'équation (4 19) donne 
h-dx) = (1-0 0256# h(x + 0 08F) + (0 0256# /„ i(x + 0 92B) -^In(x+0 08F) (4 20) 
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Figure 4 7 Schéma-bloc de l'intégrateur proposé 
En observant l'équation (4 18), il est clair que l'équation (4 20) accélère la convergence 
Le schéma comprend deux LUT indépendants pour f(a), un générateur pour b(x), un système 
d'interpolations spatiales pour In(x + dpF(x)) et In-i(x + (l-dp) B(x)) et un mixeur doux pour 
l'image interpolée In-a(x) 
Quant aux interpolations spatiales pour In(x + dpF(x)) et In-i(x + (l-dF) B(x)), elles sont 
effectuées par les filtres séparables Le facteur de sur échantillonnage utilisé est de 16x16 qui 
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donne une précision, par dimension, d'un seizième (1/16) de pixel Ces filtres, en point fixe, 
réalisés polyphasés avec quatre coefficients par phase donnent d'excellents résultats pour 
SDTV et HDTV 
L'interpolation finale proposée est générique et applicable pour toute bonne estimation du 
mouvement et de la fiabilité 
Finalement, comme dans le cas de SDTV, certains traitements supplémentaires comme la 
réduction de halo dans l'arnère-plan pénodique et quasi statique et la réduction de 
scintillement sont utilisables pour HDTV Cependant, à l'exception de la résolution plus 
élevée, ces techniques utilisant les mêmes concepts que ceux présentés à la section 3 3, ne 
seront pas décrites à nouveau ici 
4.6 Résultats 
La présente section est consacrée à démontrer l'efficacité des algonthmes dans la structure 
hiérarchique proposée II s'agit alors de la réduction de halo, de la résolution apportée pour les 
vecteurs de mouvement dans les niveaux hiérarchiques supérieurs, de l'interpolation génénque 
utilisant les positions non-linéaires fictives, et de la réduction de saccade 
Comme les images sur papier sont statiques, il peut être alors difficile de démontrer les effets 
comme le halo ou encore la réduction de saccade Ce sont des effets qui surgissent 
temporellement lors du déroulement des images sous les yeux Comme méthodologie, nous 
nous proposons d'utiliser les différents vecteurs de mouvement à la sortie des blocs 4.1.1, 
4.1.2, 4.2.1 et 4.2.2 illustrés à la figure 4 2 pour interpoler l'image Les images résultantes 
permettent ainsi de suivre les améliorations apportées à chaque sous-bloc et/ou de mesurer les 
performances obtenues Cette méthode convient pour les deux effets cités en rubnque Par 
contre, la réduction de saccade surtout pour une interpolation multiple de plusieurs images 
requerrait une visualisation temporelle, un DVD ci-joint est donc réservé à cet effet 
Avant de présenter les résultats, il est bon de rappeler le but de chaque sous -bloc en question 
Le bloc 4.1.1 sert à combiner et filtrer les vecteurs de mouvement forward et backward 
[Rossignol et ail, 2010] provenant de l'estimation de mouvement basée bloc classique, le 
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bloc 4.1.2 sert à réduire l'effet de bloc en sélectionnant chaque pixel parmi les vecteurs de 
mouvement entourant un vecteur de mouvement forward et un vecteur de mouvement 
backward appropriés, le bloc 4.2.1 sert à ré-estimer les vecteurs de mouvement au niveau 
hiérarchique supérieur, et finalement, le bloc 4.2.2 sert à réduire l'effet de halo au dernier 
niveau hiérarchique 
De plus, pour fin de comparaison, les images sont interpolées, comme nous avons mentionné 
en rubnque, à la résolution des image à haute définition à l'entrée Dans ce cas, les vecteurs de 
mouvement de basse résolution des blocs 4.1.1 ou 4.1.2 sont répétés ou interpolés par UxU = 
3x3 ce qui rend la dimension 8x8 d'un bloc de standard résolution de base à 24x24 en haute 
définition 
Dans la présente section, nous utiliserons la séquence Walking Girl pour halo et artefact de 
bloc, celle de NewYork City Spin pour la résolution de vecteur de mouvement et Big Buck 
Bunny et Home in Park pour l'interpolation génénque proposée Les séquences Stairs et 
Scrolhng Text se trouvent dans le DVD de l'annexe C pour démontrer la réduction de saccade 
et de flou 
4.6.1 Halo et Artefact de bloc dans la structure hiérarchique 
La figure 4 8 à la page suivante pour la séquence de Walking Girl illustre le rôle de chaque 
sous-bloc proposé dans la structure hiérarchique Les figures 4 8a et 4 8b conespondent aux 
images onginales In et In_i mais découpées autour de la région d'intérêt La figure 4 8c illustre 
bien l'effet de bloc dans l'image interpolée In-a et délimitée dans la même région d'intérêt La 
figure 4 8d illustre la réduction de bloc et aussi l'imprécision des vecteurs de mouvement 
autour de la transition des régions La figure 4 8e illustre la conection de ces imprécisions en 
réestimant les vecteurs de mouvement au niveau hiéarchique supeneur La figure 4 8f illustre 
la réduction de halo après le bloc 4.2.2 Pour remarquer la réduction de halo avec les images 
statiques, il faudrait examiner les détails de Tanière -plan autour de l'objet en mouvement, et 
ce, avant et après la réduction de l'effet Dans cette séquence, ce sont les régions autour de la 
face et du cou de la jeune fille entre les deux figures 4 8e et 4 8f La séquence dans le DVD 
compare la différence entre block 4.1.1 et 4.2.3 
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c Image interpolée In.i/2 
avec MVs sortis du bloc 4.1.1 
d Image interpolée In.i/2 
avec MVs sortis du bloc 4.1.2 
e Image interpolée In-y2 f Image interpolée In.y2 
avec MVs sortis du bloc 4.2.1 avec MVs sortis du bloc 4.2.2 
Figure 4 8 Réduction de l'effet de halo et de bloc avec la séquence Walking Girl 
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4.6.2 Résolution apportée pour les vecteurs de mouvement au niveau 
hiérarchique supérieur 
Pour mieux illustrer le résultat, le test est effectué sur la séquence NewYork City Spin II s'agit 
d'une vue aénenne de la ville avec plein de détails de la structure de la ville mais tournant 
autour du point donné 
En regardant la séquence interpolée en temps réel, on s'aperçoit que la structure de la ville 
semble vibrer d'une façon hésistante lorsque les vecteurs de mouvement n'ont pas suffisament 
de précision autrement dit lorsqu'ils ne sont pas raffinés de basse à haute résolution Pour 
mesurer la performance apportée des algonthmes proposés, on ré-interpole les images paires à 
partir des images impaires et on compare les résultats avec les images paires onginales 
Les résultats sont représentés dans les figures 4 9 et 4 10 La figure 4 9 illustre la trame 
onginale avec l'indication de la zone d'intérêt découpée La figure 4 10 illustre 
successivement les images ré-interpolées et leur image d'eneur respective par rapport à 
l'image onginale Précisément, la figure 4 10a conespond aux vecteurs de mouvement sortis 
du bloc 4.1.1, la figure 4 10b conespond au bloc 4.1.2, la figure 4 10c au bloc 4.2.1 mais X = 0 
et, finalement la figure 4 lOd au bloc 4.2.1 mais X = 1 Le paramètre X est défini par les 
équations (4 3) et (4 4) pour le raffinement des vecteurs de mouvement 
Comme on peut constater, les images d'eneur représentent bien les améliorations apportées 
De plus, la figure 4 11 illustre les eneurs de chaque étape Quant aux mesures metnques, le 
tableau 4 1 suivant résume l'évolution des PSRN des images interpolées de chaque étape de la 
séquence NewYork City Spin 
Tableau 4 1 Évolution des PSNR-NewYork City Spin 
Numéro de l'étape 
#1 Bloc 4.1.1 
#2 Bloc 4.1.2 
#3 Bloc 4.2.1 (X = 0) 
#4 Bloc 4.2.1 (X =1) 
PSNR en dB 
27 83 
28 92 
32 05 
35 05 
Variation de PSNR 
x 
109 
3 13 
3 00 
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Les PSNR des images 4 l ia au 4 lld vanent favorablement de 27 83 à 35 05 dB Autrement 
dit, l'algonthme de raffinement proposé par la paire des équations (4 7) et (4 8) procure des 
améliorations qui sont subtantielles et ce, au moins pour l'image de NewYork City Spin 
Élargissement de la partie découpée 
Figure 4 9 Une trame onginale de NewYork City Spin et la zone d'intérêt découpée 
a. Image ré-interpolée découpée et son image d'eneur associée 
avec vecteurs de mouvement sortis du bloc 4.1.1 
Image ré-interpolée découpée et son image d'eneur associée 
avec vecteurs de mouvement sortis du bloc 4.1.2 
c. Image ré-interpolée découpée et son image d'eneur associée 
avec vecteurs de mouvement sortis du bloc 4.2.2 et X = 0 
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d Image ré-interpolée découpée et son image d'eneur associée 
avec vecteurs de mouvement sortis du bloc 4.2.2 et X = 1 
Figure 4 10 Images ré-mterpolées et leur image d'eneur respective 
a. Image d'eneur en pleine résolution 
avec MVs du bloc 4.1.1 (PSNR = 27.83 dB) 
b. Image d'eneur en pleine résolution 
avec MVs du bloc 4.1.2 (PSNR = 28.92 dB) 
c. Image d'erreur en pleine résolution 
avec MVs du bloc 4.2.2 et X = 0 (PSNR = 32.05 dB) 
d. Image d'eneur en pleine résolution 
avec MVs du bloc 4.2.2 et X = 1 (PSNR = 35.05 dB) 
Figure 4.11. Images d'eneur multipliée par 3 en pleine résolution et PSNR associés 
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4.6.3 Interpolation générique : 
L'interpolation génénque proposée à la dernière section 4 5 a un double but 
o réduire les artefacts éventuels à l'aide de la pondération en amplitude des images, qui 
est le coefficient b(x) décnt par les équations (4 17a) et (4 17b) 
o créer l'effet de « similitude au film » en rajoutant un peu de saccade tout en réduisant 
les effets éventuels de scintillement et de halo et ce, à l'aide de dp et son complément 
Ces pondérations des vecteurs de mouvement sont déentes par les équations (4 13) et 
(4 14) 
Ces pondérations, indépendantes entre elles, peuvent être linéaires ou non-linéaires en 
fonction de la position alpha, a, du plan interpolé 
En ce qui concerne uniquement la pondération en amplitude, l'interpolation générique 
proposée est équivalente à l'interpolation non-linéaire proposée déente par les équations 
(3 18) - (3 20) Le résultat de la technique a été présenté dans l'article publié II ne sera pas 
nécessaire de le reproduire ici La section présentera donc les résultats combinant les fonctions 
non-linéaires en a, à la fois pour les pondérations des images et des vecteurs de mouvement 
Quant à l'aspect de « film similaire» via les pondérations des vecteurs de mouvement, l'effet 
créé revient au domaine subjectif « plus ou moins artistique » difficile à quantifier 
objectivement De plus, l'effet de film similaire à la réduction de saccade, sera mieux visualisé 
dynamiquement 
Le DVD réservé à cet effet comprend la séquence de Big Buck Bunny interpolée par un facteur 
de 4 et ce, avec les deux types de pondération linéaire et non-hnéaire pour fin de comparaison 
La figure 4 12 suivante représente les images extraites des séquences interpolées résultantes 
Dans la séquence onginale, le mouvement du pied du petit lapin et celui du ballon sont les 
seuls mouvements importants En dynamique, il y a un certain scintillement et halo autour du 
ballon si on utilise l'interpolation classique linéaire en position Ces artefacts sont réduits avec 
les pondérations non-linéaires De plus, le petit défaut au pied du petit lapin entre deux images 
est partiellement corngé en devenant plus flou 
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a Trame onginale In.i 
b Trame onginale I„ 
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c Pondération linéaire des vecteurs de mouvement 
d Pondération non-hnéaire des vecteurs de mouvement 
Figure 4 12 Pondérations linéaire et non-linéaire avec la séquence Big Buck Bunny 
97 
La figure 4 13 suivante extraite de la séquence Man in Park illustre la conection possible de la 
pondération non-linéaire L'image interpolée est à la position a = 0 8 
a Pondération linéaire 
b Pondération non-hnéaire 
Figure 4 13 Pondération hnéaire et non-hnéaire avec la séquence Man m Park 
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Les résultats de ce chapitre se trouvent dans le répertoire « HD Résultats » Les séquences à 
haute définition utilisées (Tableau 4 2) pour démontrer le résultat de ce chapitre se trouvent 
dans le répertoire « HD originales » du DVD joint avec la thèse à l'annexe C 
Tableau 4 2 Séquences HDTV incluses dans le DVD joint avec la thèse 
Nom de séquence 
Walking Girl 
NewYork City Spin 
Big Buck Bunny 
Man In Park 
Stairs 
Scrolhng Text 
Facteur 
d'interp 
olation 
3x 
4x 
4x 
5x 
5x 
3x 
Résolution 
apportée 
aux MVs 
x 
Effet de 
bloc 
x 
Effet du 
halo 
x 
x 
X 
Saccade 
/Flou 
x 
X 
Film 
Similaire 
x 
x 
Le tableau complète la descnption des résultats Le prochain chapitre sera pour la conclusion 
5 CONCLUSION 
Dans ce travail, nous avons proposé plusieurs possibilités pour mettre au point une conversion 
de taux d'images de performance Nous concluons en résumant les contnbutions apportées et 
en esquissant les extensions possibles de la recherche future 
5.1 Contributions apportées : 
La plupart des artefacts créés ou encore les difficultés rencontrées dans les systèmes existants 
sont dus essentiellement à l'imprécision des vecteurs de mouvement estimés Dans le contexte 
d'un système en temps réel, l'imprécision ou encore les eneurs occasionnellement commises 
dans l'estimation de mouvement, viennent de deux grands facteurs la complexité des calculs 
dont l'estimation basée bloc est un exemple classique, et les difficultés rencontrées lors des 
occlusions qui bloquent les informations requises 
À part des post-traitements pour les cas spécifiques, les contnbutions proposées dans ce travail 
comprennent quatre volets a) la sélection des vecteurs de mouvement à la résolution du pixel 
(MVS), b) la réduction de halo (HMVR), c) le raffinement hiérarchique de la sélection du 
vecteur de mouvement basé-pixel à haute résolution et finalement, d) l'interpolation génénque 
d'image 
5.1.1 Sélection des vecteurs de mouvement à la résolution du pixel 
Dans le but d'obtenir une estimation de mouvement précise à la résolution du pixel tout en 
évitant les effets indésirables de trou et de chevauchement des vecteurs, une sélection des 
vecteurs de mouvement pour chaque pixel a été proposée au chapitre 3 
Dans ce chapitre dédié à la résolution standard, la sélection MVS est effectuée selon un critère 
pondéré d'eneurs venant à la fois de l'estimation bidirectionnelle et aussi de celle qui est 
unidimensionnelle La MVS à chaque pixel est basée simplement sur les vecteurs de 
mouvement estimés dans les blocs avoisinants Ceci permet une réalisation possible en temps 
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réel tout en évitant les techniques itératives proposées dans la littérature Quant à la qualité de 
l'image, la technique proposée réduit effectivement l'artefact de bloc 
5.1.2 Réduction de halo HMVR 
Lorsque les vecteurs de mouvement sont enonés surtout autour des zones d'occlusion, l'effet 
de halo crée un artefact très visible et dérangeant Les eneurs de prédiction, comme SAD, ne 
sont plus valables La réduction ou plutôt la conection de cet artefact est difficile, car dans ces 
zones, l'estimation de mouvement courante ne peut s'appuyer sur des informations valides 
Dans le chapitre 3, nous proposons une nouvelle méthode de conection des vecteurs de 
mouvement estimés La méthode consiste en deux étapes d'abord une interpolation 
préliminaire est effectuée et ensuite un raffinement des vecteurs de mouvement, pour tout 
pixel de l'image, est proposé en utilisant les informations obtenues de l'interpolation 
préliminaire On évite ainsi une détection explicite des zones de recouvrement ou 
decouvrement Le raffinement, basé sur un modèle de trois régions locales, se fait à l'aide des 
fenêtres de forme adaptative (SAW) à l'intensité de l'image interpolée préliminaire et aussi 
aux vecteurs de mouvement de ces trois régions 
La méthode proposée est efficace, la même technique est réutilisée au chapitre 4 pour chaque 
niveau de la décomposition hiérarchique de l'image 
5.1.3 Raffinement hiérarchique basé pixel du vecteur de mouvement 
Au chapitre 4, concernant la résolution à haute définition, l'estimation de mouvement se fait 
via une décomposition hiérarchique dans le but de réduire la complexité de calcul Pour 
obtenir les vecteurs de mouvement basés pixel, un nouveau raffinement est proposé Le 
concept de MVS est encore utilisé, mais la généralisation n'est certainement pas triviale ou 
immédiate La HD-MVS, pour ainsi l'appeler est basée, sur deux ensembles des vecteurs de 
mouvement ceux des neuf (9) pixels avoisinants à la faible résolution et ceux formés du 
vecteur de mouvement du pixel central plus un faible déplacement fictif dans 8 directions Le 
cntère de sélection est le minimum des SAD pondérées, dont celles à haute résolution, qui 
doivent être pénalisées lors de la présence des structures périodiques La technique combine 
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ainsi les vecteurs de mouvement estimés de basse résolution et un raffinement à haute 
définition tout en prévoyant un mécanisme pour éviter les vecteurs de mouvement enonés 
5.1.4 Interpolation générique d'image 
La première nouvelle interpolation finale proposée est présentée au chapitre 3 via les formules 
(3 18)-(3 20) Cette contribution quoique modeste permet par contre de produire une image de 
sortie nette et précise En fait, l'interpolation finale proposée combine à la fois la position 
alpha (a) de l'image interpolée, la sélection adaptée à la position alpha des deux images 
utilisées In et In i et, la « tendance » locale de fiabilité gamma (y(x)) ou son complémentaire 
(l-y(x)) favonsant respectivement le vecteur de mouvement backward ou forward dans une 
région avoisinante du pixel considéré 
La deuxième interpolation finale plus générique est proposée au chapitre 4, équation (4-18) 
La proposition consiste en l'introduction des concepts importants dans les pondérations des 
vecteurs de mouvement et celles des images D'abord, la distance a de l'image interpolée est 
révisée avec le concept de la proximité des images existantes L'image à la distance a sera 
interpolée comme à une position fictive adéquatement plus approchée de l'une des deux 
images onginales Cette notion permet le contrôle indépendant des deux types de pondération 
De plus, la combinaison pour la première fois des deux paramètres « distance et 
fiabilité » dans le coefficient de pondération des images rend robuste le résultat de 
l'interpolation par rapport aux eneurs éventuelles d'estimations de mouvement et leurs 
artefacts résultants 
Il est important de souligner que les algonthmes proposés sont intégrés dans un ASIC 
fonctionnant en temps réel, http //www hughsnews ca/idt-ships-3d-frame-rate-conversion-
processors-007804 (page consultée le 22e juillet 2010) et ce, pour les signaux stéréoscopiques 
Finalement, il est aussi instructif de mentionner que les contraintes et limites du système sont 
dues essentiellement à la capacité du matériel La zone de recherche du vecteur de mouvement 
discutée dans la remarque à la section 4 3 ou la dimension verticale d'une fenêtre sont les 
exemples typiques Si l'approche hiérarchique est faisable pour les signaux de télévision à 
haute ou ultra définition, elle deviendra pratiquement très difficile pour un signal encore à plus 
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haute résolution Si c'était le cas, il faudrait recourir, par exemple, au parallélisme du matériel 
en mettant plusieurs circuits intégrés en parallèle Chaque circuit intégré travaille sur une 
portion de l'image 
5.2 Extensions des recherches futures 
Dans notre objectif, les extensions possibles des recherches futures mais à court terme peuvent 
être classées dans deux directions a) amélioration de la qualité d'image interpolée, 
b) utilisation des techniques de sélection ou de raffinement des vecteurs de mouvement 
D'une part, pour la qualité de l'image et spécifiquement pour l'effet de halo, l'amélioration du 
raffinement de la conection des vecteurs de mouvement constituera une avenue possible En 
effet, dans ce travail, on n'a utilisé que deux paramètres dans les fenêtres adaptées à la forme 
Il s'agit de l'intensité moyenne de l'image préliminaire et les vecteurs de mouvement On 
pounait y ajouter les composantes plus distinctives comme la texture ou les couleurs pour 
mieux segmenter localement les régions 
D'autre part, si le présent travail permet une certaine précision dans l'estimation des 
mouvements, on pouna penser à une adaptation de la technique dans la compression 
temporelle d'inter-trame Cependant, dans cette optique, il faudrait mettre en balance la 
réduction de Teneur de la prédiction versus la transmission ou débit requis pour les vecteurs 
de mouvement à résolution de pixel 
ANNEXE 
Étant donné que la présente étude se réalise dans la majeure partie dans un milieu industnel, 
plusieurs brevets ont été déposés par l'auteure pour fin de projection de la propnété 
intellectuelle Les références les concernant ne sont pas bien connues Les deux premières 
annexes ci jointes ont pour but de clarifier la situation pour le lecteur intéressé 
Il s'agira alors des annexes et références suivantes 
o Annexe A Référence [US0161010A1] pour Tran, T H et LeDinh, C -T (juin 2009), 
Image Interpolation with Halo Réduction, U S Patent Application number US 
2009/0161010A1 
o Annexe B Référence [Tran et al ,2010] pour Tran, T H , LeDinh, P T , Rossignol, F 
et LeDinh, C T (avnl 2010), High-definition Frame Rate Converter using a new 
hierarchical approach with halo réduction considération, Patent Application Senal 
No 12/761,214, April 15 2010 
Cette référence est volumineuse Elle sera bnèvement présentée 
De plus, dans le but de visualiser les résultats des deux chapitres 3 et 4, les instructions à 
suivre seront présentées dans l'annexe C 
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Moi ion hsltiHtiituti 20O5 lhClJ Wtorkshop on Signal Cro-
ce&sing Systems Design and Implementation (SiPS 2005) 
Alhcns Cireect MulU frame stilutions foreotcring/uncovcr-
mgi'no occhisjoft détection and MV correction arc based 
c&MsntiaUy iront previous-previous and iciir-luture unages 
lrumts Mtilti-lranie solutions recuire Utpt muge «ncmurv 
snid highly increuied bnnidwidth between the memory «ind the 
processeur 
J0025] rwes-irame solutioas tlvat liuve been prupos«d are 
based on MV correction (or re-estimation). Interpolation 
stratégies, and/or a mixmg of «liese two methods In MV 
lurretlion, se-parutniji loreground and background motion 
vectors is al.io a possible way to reduce the halo effects The 
use of soute luotion vectois set at borde» ol the image as 
possible background M \ has been proposed m U S Publiea-
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lion No US 2OO6/O0727W \ î i"he assumption that the bor-
der M\ is the backgroiuul MV however is not neceisarilv 
valid. and ihe bnckgroimd MV estimation requires «Idition»! 
(rame litency and extra mcraorv 
|0026] Médian I tltenog, an example of interpolation strat-
egy, «s proposed m G de I laan, "Il " for Mottait'Cumpt malt d 
He-lntorlat mg, Noise Réduction aad Picturr Rate Corner 
ilon",liîLÏ Iran» on Cl , Vol 45 No 3,AugustlW9 lu this 
référence, Médian ni* crrag Interposition t» the médian value 
of larwwd image interpolation, backward utMge interpola-
tion, ami the «veragmg value of the two existing images 
Moreover, torward and backward MV are obUiued using a 
single recursivelyeatuuated MV MédianI iltenng Interpola-
tion, EII descnbed, ton yield generally gtrod results m no-
occlusion régions However, IU occlusion régions the esti-
maledMV uulizingweMedtuuI ihenitg method is no longer 
correct 
10027] \ w eigktcd mean ol mdiv idnal interpolations i* pro-
posed io U S Put No 7,01U.I0U- luditudAidualuiluipota-
tmn provided bv Ihe MV in .1 ne ighbor group is tascdagiim on 
Médian f îftenng ot forward and backward interpola lions and 
Ihe mean value oi the «w o e'Ustmg images MV s desc rtbed us 
(lus patent are block-based and forward estunaled 1mm the 
présent image to the next image The » eight spocified for an 
individu»! interpolation is a mcvmucof reliabihîy in function 
ol the dtÛerence ol a predicted luuunou* înlcnury aituVor ol 
tîie relative tretjwency ol occurrence ol the M\ in Ihe iicigfa-
bonnggrotips hâ\ edge deteciion is also provided foi com-
plexitv réduction purposes However, «lie group or block-
based MV solution eau proude blocking ellocts 
Addition.illy a single f forward) MV fora btock can bc însul-
iecient 111 occlusion parts of the picture Further MV edge 
détection is only good ior software xinmlatioii Also, pixel-
based image «vtwging can bhir the inîerpofaled image tn the 
occlusion ragions or > îeid tin imagedouMing eBect »toett the 
MV" us large 
{0028] Ctjvenng/tfnccwenng IJetettion <i second bk«,k-
based Ml* wtth erroi at 2w*oi 4'* power, is proposée! lormoïc 
précision m U S Pat No 6,21">,41t> MV( orreetionby using 
MV at iklulied locations m the lunchon ol dcletted "real" 
coveniig uncovcTing régions is proposed However, vanous 
médian filtenng stratégies with dppreprsate mean values lor 
detecied régions are 111 fait die préférable solution preseuted 
m the patent 
10029] lnhotbUK Pat No M87.1H and U S Pat No 
7,058,227, M is assiuued that the disconîtnmties 111 MV fieîd 
correspond to me borde rs ol movutgobjeets llie use ot MV 
length to détermine the occlusion areas, an additionai bidi-
rectional interpolation error calculjtion with small block si/e 
lor mu-easiug the précision ot detected occlusion areus and 
vanous medrm filtenng lor (mal mterpultiliim is tl»«s pro-
posed llowever, MV length 11 nol meeessanhy a reliablc 
paranieter when the ob|ects are composed ot ffcil bot noisy 
régions I he discontinuilies in M\r field and borders ol mov-
ing objects require some cxpcnsive précision, and médian 
lifta mg is sltfl jsn «»d-hoc Ieehnis|tie smee M V is not corrected 
{0010] rherelore there is a need to provide a last interpo-
lation ol image planes that dues no! requin.- large amotints ol 
memory to jccomplisk 
SUMM \RY 
10031] <Vn image intcrpolatot that v* consistent wilh 
eiitbodiments ol the présent invention can include a motion 
estimator Ihut estimâtes block-based motion vectors btlween 
a hrst image and a second tmag» a motion vector setect 
coupled to tue motion estimator that provi dei> selected motion 
vectors bascsd on the block-based motion vectors a first inler-
polatoi cowpled to rocejvo tfac selected motion vectors «md 
prov «de a first interpolated 1 mage ior j plane between the first 
image and the second image, and a second mterpolator 
coupled to rccctvQ the tirst interpolated image that correcte 
the selected motion vectors to torm corrected motion vectors 
and provideo u second tmterpotated image based on corrected 
motion vectors 
J0032] \110lher image mterpolator that is consistent with 
the présent mventum mary intitule a btock-bas.fd motion estt-
mator coupled to reeewe ad[.tcent images, the block-ba&ed 
motion estunator prov iduijs, a block based motion vector a 
block-Wsecl mutissu vector 1 iorward error, and a backward 
error, a motion vector sUect coupled to the block-bascii 
motion estimator, the motion vector sélect providing pixel 
based selected Iorward motion vector and selected backward 
motion vector, and providing pixel based forward and back-
ward enws j first «mage mterpolutar coupled to the block-
based motion estimator and the motion vector sélect the tirst 
«mage mterpolator providing a first interpolated image iroiw 
the-selected Iorward motion vcctorandlhc se lectad backward 
motion vector, a second image mterpolator coupled to the first 
image mterpokitor and the «notion vector sélect, the second 
image •nterpolutorpn>viding a seumd interpolated imiigeand 
cnnwlod lorwaird motion vectors aïKl tonvscted backward 
motion vixiors, and a post procesving block coupled to the 
lirst intugt nUtrpulatorartdthe second ini ige interpol'itor, the 
post proccssHig btock pmvidtng a finwl uittqiolalcd image 
Iront the second interpolated image and the corrected forward 
motion vecUitN urtd the turrectetl backward motion vectors 
{0031] A method for miei polating an image betweeii firsi 
and second ad|iiLent images consistent with enibodunenis ol 
the présent invention nuludes estnnating a block-based for-
ward motion vectorauda block-based backward motion vec-
tor between the lirst aud second adjacent images. s,eletltng a 
Iorward motion vector ior each pixel m the «nage based on 
»he block-based forward motion v-octoi and a forw<ird error 
tiroct ion, Klecting .1 backward motion vcclor ior cuch pixel m 
die image based on the block-based backward motion vector 
and a baLkward error luttciion «J!erp<*touig a first image 
from the selected backward motion vectors the selected for-
ward motion vectors, a hlock-ba»ed fonvàrd estimation error 
and a block-based backward estimation error; interpolatmg a 
second image from the lirst image based on forward and 
backward wcighted errors ot the selected forward motion 
vector and the selected backward motion vector and deter-
mirnng the image from ihe seawd image 
]0034] lliese and other embodiments coiisiiSent with the 
invention are further descnbed below with référence to the 
tollowing figures 
BRH-I l>f Sf RI1TKWOI IHUDRAWINCiS 
]t>015] FiG 1 illustiatcs interpolation ot an uuage plane 
between two adjacent images 
{0036] FIG 2 show s ,1 block diagram of an cmbodunciit of 
an inwgc inicrpolator consistent wuh the présent uiventtnn 
{0037] MO 1 illustrâtes foreground and background .ma 
cownng and uncovenng régions utili/ed J»I some enibiKJi-
meuts consistent wjth the prescrit invention 
(0038] Fl(j 4A illustrâtes a moving object and su sliding 
window eentered 111 a tonrjirouiul région 
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[0019] H O 4B illustrâtes» a moving object and a sliding 
window centered ni an occlusion rejson 
{0040] I K» SA illustrâtes « sliding and thrtv-rcgion seg-
mentvd window ccntercd m the foreground légion 
J004I] I ICi 511 illustrâtes a sliding and tliree-repion seg-
mentée) window cetitered m the OLCIUSIOII région 
10042] FK» 6 illustrâtes a possible décision for M\ correc-
tion 
{0043] HO 7 illustrâtes uilerpolatmg multiple images 
between two existing consécutive un iges 
{0044] f RF 8 illustrâtes a second motion interpoldtor as 
vt»w n m 1 lu 2 lor halo réduction 
(0045] I Ki 51 illustrâtes turiher proeessmg for halo réduc-
tion «s background Inttitc post rtroexssuig 
10046] NO 10 illustrâtes ptoeessmg lor flicker réduction 
that can bc perlormed in post processing 
{0047] In the figures, to the estent possible cléments ha\ -
mg the same or sinulax fonctions bave the same dcsigititions 
DMA1F n>DI-St. 'R1PnON 
(0048] lu a Iramt ratt, conversion (f Rt \ ippliutticui, the 
HHIO I flcct" is a visuul tirtikicl Huit otttirs when n fore-
ground ob|ect is moviug agauist a detdilud baclgniund A 
systen» for reducing the Halo 1 Itou consistenlly with the 
présent invention tncludes a pixel-based motion vector (MV) 
sélection a pKhminnry interpolation local shape adaptive 
windowing lot MA fotKigtoiuid/tMckgrotuid correction and a 
final mlerpotatimtwtm some KMIUOIUI post-pwccssing The 
prvltminwy and final image intcrpoltrtions arc based on 
occurrence Iretjuencj ol local Suni of \bsolute Différences 
l,S \Ds> ol «lit lorwuKt and backward motion vvcior estuiui-
tiotis ilic MV correction forhulo réduction can then bc based 
subsuniially on local image intensiiie» and on local MV 
variations Sonic enibodimente are non-iterative techniques 
lliat are efficient (or image mentors usage ami tommunita-
lion bdndwtdih between the image memory and the image 
processor 
10049| i l ( î 1 illustrâtes the time position ol an interpolated 
image (a-plane J 102 to be interpolated lium two consécutive 
images 104 and 106 ( ontrary lo proposas! multi -frame solu-
tions «Sec \t S Pal No 6,OOV>3U, U S Pat No 6.011 5%, 
U S Hat No 7 010 039 U S Publication No 2007.' 
012172341,andK Sugiyama, 1 Aoki&S Ffangai "Mo/ton 
CnmpemateJ Fhtme Rate Convention L'tmç Normalatd 
Motion hitumiluuT) uiterpokteel muge 102 is based on 
information trous only two consécutive nuages image 104 l„ 
and image 106 !„.[ Images 104 and 106 are used to tnterpo-
late image 102 at an arbiliarv temporal distance rolenvd to as 
(lie "Afpha fctl plane" louitod u distante et m lime Iront 
•mage 104 !„ ami a distance ( t - a l from image 106 I„.j, as 
show ri m i l ô 1 Beciusc* only two existing muges are used 
lot the interpolation some embodunents consistent with the 
présent invention are advantogeous m ternis of metuorv 
b,iiidwidth, and specd Home cmbodiments of the présent 
invention yield vistially désirable interpolated muges and 
prov ide acceptable rcal-ume f RC solutions 
]0050] I ICi 2 illustrâtes an ctnbodiment ol an image inter-
polator MO consistent with the présent invention Data rep-
rusenting images (04 and 106. J„ , and 1„, are iuput to image 
interpolator 200 An interpolated image, i;. conresponding to 
the image ni a-plane 102, is output from image mterpolatur 
200 Image inlerpobtor 200 includes a motion estimator 
(MF 1202, a motion vector setector (MV S) 204, a first motion 
interpolator 4Mll)210 a second motion mterpoidtor (MI2) 
206 ,snif a post proce&sing, f 1*1') block 208 llie image mpuls 
\„ , and I„ .tre reteivcd by each ot Ml 202 M \ S 204, MU 
210 Mil 206, tutti PP 20* 
{0051] Motion FstmiMor 202 uiuly/us image data 1,, and 
1„ i «nid provides forward motion vectors (MVTj .«n<f back-
ward motion vectors ( M \ B), a* showu m r i O 1 for a single 
blocl Ml 202 may bc- a block matching algortlhm used to 
estiroate torwarf motion vccloi MV 1 and backward motion 
vector MVB Forward motion vector (MVF) indicates the 
déplacement of a given image block in image 104 I„
 t with 
respect to a matched block in image 106 !„ Backward motion 
vector (M\ H1 indicates the displaccment of ai given block m 
muge 106 f„ with respect tu a matched block m image 104 
I,, , lu klditum MI' 202 générâtes a forward and backtvarti 
fsuniol absolute Différences brrors SADF and SADB for Ihe 
luil sedreh estimat«*l to produce MVF «nid MVB, respec-
Iivety Muthemalically SVDF S4DH MVT, and MVB can 
be defined as fnlluus 
\Atn =!moJ| ^ \l„ ,lr« v\~l,u + \ + M 1 / 'VlBWij 
VAOH=mij,,| ^ |(, , | t + l + i W „ W * u | j / ,V(«»ri t 
MVf- =A*awiiimwjiii^V^/J/ Jïfi a feyvtss suuth ^oii^ w*A 
tWV71= i ^miiiiiaii^jn^SitO/lf in .1 ^Utrai 'wtlin.h ^Wict. 
In the équations N(B W ) dénotes the si/e of llie block B W \ 
are pixel coordinates ol the carrent block BW andf y are tlw 
coonliiutes cil pixels within tbeeurrent block BW for pré-
cision purposes, the SADr, SADB and iht corresponding 
motion vctlor» can be associated with a small window block 
B of pixel si/e mxn located inside block UW A block-based 
M\ tield is tlierefort generated *» d requit lor each of the 
images 104, 1„ and 106,1, , An txamplc of a motion csti-
mator that t'.ui be utili/ed as motion estuualor 202 is furtlier 
descnbed in U S Pat App [Atturne> l>icket No 0'J145 
0t»l-<K«X>0j, IHedcontemrxtranetMUnîv wiih the présent dis-
clostirc, which is herem incorporated bv relercnce in us 
cntirety 
]00S2] In some embodiments, tlie motion estimation per-
lormed m Mt1 202 tan bc adiiplive For a particular search 
range, vv ith or wilbotit kitticc détection or estimation ML 202 
with 1 attite détection can also provide a block-based pen-
odic detected signal and a global MV, when it m available 
{0053] lit embodniieiits <ippaipnule for tnterlaced images, 
the motion estimation perlormotl in MF 202 can be per-
lormcd directly on adjacent fields vvtth same and/or opposite 
pariiv \ltenianwlv m some eiuboclwieaLs adapted to œnti-
[inyeovftimul atuising efleets tnution estunalion can be per-
foraictt on dc-intcrlaccd image versions with tsuitabtc filtenng 
and cadence détection 
J0054] M\ ' Seieclor f M\'S) 204 converts the MV fcid (t e . 
ail the MVTs and MVOs IrxMi» MF 202} trom block-based to 
pixel-based m the alpha (a) piune ot image 102 As such 
M\ S 204 is coupled to receive the forward and backward 
motion vetlors MVF and MVB and tlie values S \ D F and 
S \DB Iront MF 202 as, well a» image data 1„ [ and l„ Con-
version from block-based data to pixel-bnsed data, m some 
embaduttents, is ettective in reducing the blocking effect 
MV S 204 provufes each pixel with its own lorward MV and 
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its own backward MV and générâtes two pixel-based MV 
IkJdseomrsponduigto forward and backward motion vectors 
{flOSS] M\S204Ukcs1heheldsMVl and MV B and per-
ioniis pixel-based motion vector sélection for each ol MVI 
and MV B in the a-plane ai unage102 I oreoch temporal and 
spatial pixel position P m tlie u-plane a inxn pixel block 
surrounding preel position P is considered, where P is stgnifî-
camly central to the mxn btock of pixels. New areas m both 
images 104 I„ and 106, I„ , consistmg of a number pxq ot 
équivalent blocks of mxn pixels around Ihe positions corre-
spnndtng to P in unages 104 and 106 are examuwd, which 
dinounls to nxqxmyu block-ot-ptxets «ireas fhoe areas «n 
data 1„ ot nuage 104 and data !,, , ot image 106 are therefore 
psoq times larger than the mxn block m the u-plane 102 Two 
mxn pixel blocks ni the two muge planes 104, !„, and 106 
I„ , wluth correspond to the spatial posiîion of the turrent 
mxtî pixel block in n-plane 102, as ilitislratad by HO 1. are 
stgnificant.lv, central to thèse larger areas respectively AU the 
block-bjsed MV Fs that are the output from MC 202 and are 
pointtng from plane 104 l w l , to plant 106 I,„ pfane arc 
exammed and the best M\ I is îdcnltlied .md selected, as 
descnbed below Similarlv the best MV B is lomnd puuitiug 
trom plane 106 I„ to plane 104 1„ , m the neigfaboihuod 
defined by the pxqxmxn pixels fhese selected MV f and 
MV H results, l , and B,, sire output from MVS 204 
(0056] llie hon/onul Neighbor Ulock Number p for 
cxample, could be dctcrmintd as a function ol the hnii/onlal 
component length ol mot»ii vector MVf, Ihen value, andthe 
bon/onlal block swe m lltiwever m .«.une embodimetils, o 
tived square (±2x±2) (p 5 uisd c[ 5) ol «eiglibor vectors 
around pixel x can be considered foi alî tt 
J00S7] Vt a considwed pixel of coordmates \ , for each o f 25 
MV I candidates a local trrotr IXRr^fX) can be calculated 
in » given wwdow w ol N(w ) pixels as foltows L b R F ^ X ) 
can he given by 
Bccause A k, and MV 1
 t,f are mtegers and u ts fractional. the 
requtred values» I„(v+k+aM\ I ) and lK ,(x+k-(l-st) 
MV1W) m 1-q 1,2) can be obiaintd b\ using appropriait 
spatial interpolation of the two images 
]0058] In some embodunent», a composite local error 
r
' RI ^(xjdtflaed is below >ields better results 
CEMpjMcl HtUtffjutinl-iDSiDlt, i*i 
in wluth the panittteter a is greater than '»» 
1003"»] In order to prolecl the smoothness in the MV field, a 
penalty factorptandapetultyolfseipojremtroduccd m the 
ïnlkiwing wtighted local error WERIOT(x) 
In some embodintents for ucintplc, pi can bc set lo 2 and po 
can be sel to etther 1 or 2 when tlie horizontal or vertical 
component of the motion vector MVI di fiers, lrom a corre-
sponthng iicighbor mean value by a given threshold Olhcr-
wiscpTcanbe *c<to 1 and pose! toO falheprcscnceoflatticc 
at the current pixel location, the threshold value can be set to 
be snwtlcr 
{0060] Ihe selected forwwrd and backward motion vector 
1„ is the oue that mimnii/es the error huicliou l'or evample. 
it the weigbted error function is utili/cd the selected torward 
motion v«ctor 1, corresponds to the Mvl „.„. that minimi/c$ 
WliRFjaiX) Moreover, tn order to avoid some conflict situ-
ations wfacn some WE Rt„JX) arc equal for «rame values of p 
and q, certain block pnonties P w can be defined llie pnority 
can be a laiietion ol distune e Irons the centrai block, wlucli has 
the lughest pnonty 
J0061] The selected backward motion vector B, can be 
strmlarly ebostn l foe «ssocialt local « M Ï t 'RB„Jx), the 
composite error CfcRB(x) and the weighted error WERB(x) 
are given respectively by 
VH.ut i ' -oMtiB^i- t , , . ï* t + n -a>ilfVflmi|;jVli»< 
t fMlvf 11 = a LLKB^i «1 * ( i - a MDiim <61 
HHtBpttit=iifltHB„tt\ + iu> i7i 
[0062] i nus at each pixel x m the «-plane 102, MV S 204 
outputs a pair o t font ard and baickward moi ton vector» 1-, and 
D,( and thcir respective associale optimum wdighted local 
error VVFKMI and WERMB The results of Ihe cakulations 
performed in MVS 204 can than bc rnllired m First ami 
Second Motion Interpolutors, Mil 210 aud M12 206 
|006l] In snme embodinuints MU 210 and M12 206 pm-
videilalo eflect réduction .uid image interpolation C omniry 
lo solutions piwiouslydesenbetlfe g mlJ S Pnt No 6,21° 
4"\6 (which tt iches utili«tion of 8 second motion estimator) 
and U S Pat No 6 487313 or U S Pat No 7 058 227 
(wliieh teach titili/jug a M\ length)). the occlusion covemsg 
and uncovcTing régions are* not explic itlv de tetted m Mil 210 
and M12 206 
{0064] In some embodiments, ï irsî Motion Interpolator 
(Mil! 210 opérâtes "on-the-fly" or in a pipeline MU 210 
may not uiili/s the enti re Interpolated image for processnig m 
M12 20h MU prodiicesapreliinuutry interpolated image m 
a-plane 102 from onginal images 104,1,„ and 106, i„ i 1 be 
preliminarv interpolation (rallier perlortned in MU 210 mav 
also utilise the selected MVÏ. F,, selected MV1Î IV total 
S \ D 1 , and local SADB In pnnciple, one ol tlie selected 
MV T and MVB »s used m the occlusion covenng and tincov-
ermg areas 
(0065] O n c n o g and occluded areas are illuvtratcd in I1G 
3 AsshowninllO Jlbrcovenngregion304, the intersection 
of tlie MV :• and u plane 102 corresponds to background 
région 106 in 1„ ,, and to iorcgnituid région *M m I„ » 
Vccordingly, the selected MV 11, B^ and 1„
 ( are used lor this 
région lins procédure can nuiumuse the probabifity of the 
seietied MVI î , pmntmg Iront a htickgrwind obiett to a 
toregroimd object and vice versa as sbown in IIG 3 Simi-
larlv, lor uncovering régions 108 tlie selected M Vl.1% andl„ 
areused However intheocclusionregioit!>whichistheutuon 
ol covenng and uncovcnng rcgions 304 and 108 neither 
motion vwtors b, or tir ,ua valid Moreover, in order to pro-
vtde more robustness, a cotitext-based interpolation can bc 
used by combining 0„, r ) and (1„ ,, B, ) Tlie context is based 
on the pixel number NbFB in a MxN s iml shdmg wmdow, 
Nbl B is m tura. the number of pixels which should to be 
interpolated with IJ, the selected MV Iî 
]0066] I et Sr and SB be pixel-based values of S VDP and 
S\DU respw.tively lurther let SI und S2 be appropriait 
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threshold values Ihe value lor llie number ol pixels NbrU 
tan be deiiaed as a nuttiber ot pixels in tlie sliding window 
MxN sueb ilwl 
J0067] If a » gratter than or cqualto Vt then 
AM-ii « irf plvil» iVflot u/lv>«-»SI |&Â# *bt* 
s:» I*J 
In other woids NWB is ihe ntraibtr ot pixels such that thtir 
SB is smaller than the threshold SI or their SB u> greater or 
equal to the threshold SI and smaller than tlie sum of their SI 
and a second threshold value S2 
{0068] 11 a is smaller than 'A, then 
Mit-Ë-\itx\h» «t .pivrt i( if*ilk.r((tf ,-i l i4 
iwsv»+s;i) »s»> 
In other words, Nbl B is now tlie completnenl ol the number 
of pixels such that their SI is smaller than tlie threshold SI or 
their SI is greater or equal to the threshold SI but smaller than 
tlie suniol their Sî and a second threshold valut S2 SI and 
S I can be set eqnal respettivelv 5 imd 1 
{0069] J et H bc the value ol Nbl l i niirowli/td bv tlie 
window M«.» and PB the correspondrait complenientarv 
value ht somecoibodunents Mil 210can tltcn pcrlonn the 
coatext ba\eel interpolation 
/,ii»i f«/.t»«tr,rt-///» ,ma-t<w, nui 
In some embodiineiMs, instead of die interpolation descnbed 
m Ki 10, MU 210can (orraanmlcrpototiontruu isalunctnin 
ot temporal «lisUincea sueb as the following 
;„ | i l Mll% ,(i-lî-utf-,M-///„ gli-tti-uW.t il 
lMa~"V 
;,,IJH LBtJxuif ,**•{} IJx-riBj if'«~a>(i 
f,iUl *0/„(F«tr,»+Jf J, ,|jr4i(l-ttl»,F iHti»'»'k. (11! 
MU 210 then outputs the interpolated nuage !,, the local 
pixel iHiniber NfaFB «lie local pixel-based SI and the locd 
pixel based SB to MS2 206 which periornts halo réduction 
and a second image interpolation 
{«070] Second Motion Inferpolator (MIÎ) 206 utilises the 
results productil by Mil 204 as well as thune produced bv 
MV S 204 w rih shape-adaptive wmtkwviiig in ct-piant 102 for 
a second interpolation ofthe a-plane 102 flG 8 illustrâtes an 
embodunent ol MI2 206 consistent with tlie présent inven-
tion As sbown in HO 8 tn some enibodimenis, MI2 206 
meludes a Halo réduction block 8#2, a MV blending btock 
804, an isolated MV filtenng block 806, and an image second 
interpolation hlock SOS 
{0071] lis nome embodinieiits, Halo abduction 802 uses a 
local sliding windou thnnigh the Orel interpolated image I,, 
and the M v lield S. and B, tn u pLme 102 to filter «he M V and 
therebv générale the u plane image 102 l'Jtplicit détection ol 
covenng régions 104 oruncovtnng régions 108 need not be 
utih/ed Ihe kvtal sliding window consists ol a block ot IxJ 
pixets and sweeps across and down u-plane 102 one pixel at 
a unie 
f 0072] I hère are two binarv segmentations based on inteu-
sit> (Jnma)sndMV unitormttic* m the local »hdtng window, 
as ilhistrateid m FIGS 5A and SB Adpistment of a motion 
vector MV.wluch is ettherr, andB, i s descnbed below 1ht 
opération de&cnbed below lor MV correction can be apphed 
independently and m parailel for the two selected lorward and 
backward MV l' rand 11, recetved from MVS 204 
{0071] H 6 S SA and SB ilhislrate wuidows S20 arad 522, 
respectively Window 520 sl»wr» m 1K r 5 V, where «lie cen-
tral pixel is not in a Halo région is also illustrated tu 11G 4 \ 
Window 522 show n in I !G 5B where the central pixel is u 
i Halo région is illustroicd, tn 110 4B 
{0074] Vccordmg to tlie first bmary segmentation, the win-
dow based on I„, is d» idéal mto two régions based on the 
lumn levtl ol each pixel relative to that of the central pixel tn 
Ihe window Ml pixels with sumLw]umj levels to the central 
pixel tall intooneseginentwhereaspixelswitbdinereathmia 
levels than toi «fthecenir.il pixel lall mto the «Hier segment 
The second bmary segmentation m the window is based on 
the MV values lor each pixel relative- to «liât ol the central 
pixel ni the window Vil pixels with similar MV values u» that 
of the central pixel m the window fall into one segment, 
whereas pixels with différent MV values than that of tlie 
centrai pixel fait mto the other segment 
]Q075] in combining thèse two bitiary segmentations pix-
els in a w indow 520 about a central pixel tall mto three groups 
of «itères! group 1502, group 2 504, and groupe 506 Group 
1502 consiste of a local group of pixels with small wcighted 
local error WI RM WHRMWWLRMB and similar fuma tev-
tls uiul similar MV values to that ol ihe central pixel as 
illustratcd b> FK» SV Group 2 504 consists ot o local group 
of pixels with large WLRM and ditlerent Inma level but 
similar MV values than thaï of ihe* central pixel Group 3 506 
consists of n local group of pixel* with small WPRM and 
difterenl himn levek and différent MV values than that ot the 
central pixel Group 2 504 could be UMJO at. indication ot a 
halo région lt» &oroc cmboduneiits, onlv group 1 502 aitd 
gR)up 2 504 are uttlizcd Group 1 502 can be trtiti/ed lor MV 
sinoothing tirotip 2 504 can be uulued for Halo réduction 
J0076] In 8 !G 50, the tciilr.il or considered pixel of a 
wmdev. 522 is now m a suspected halo région, t e a pixel 
witlun group 2 S04 ol window 520 1 nese two btnarv seg-
mentations diwdt the window itito threc groups of lateresl 
Group 1 50*!, group 2 510, and group 1 512 Group 1 508 
consists ol a local group ol pixels with small WlïRM and 
timilur MV valut but ditîtrenl lunt» level tn the central pixel 
ol window 522 Group 2 510 consists ol o local group ot 
pixels with large WbRM and similar iuma levels and similar 
MV values h) that of the central pixel of 11G 5B Oroup3Si2 
consists of s local group of pixels wilb small WI-iRM and 
dillerent MV values but with similar fuma levels to that ol the 
central pixel ot window 522 Group 2510 could be used agam 
us indication of a halo région In some cntbndimtnl» pre-
stnled hcrein, only the last two groups, group 2510 and group 
3 512, are used lor halo réduction Once a halo région is 
eonfirmed, the corrected motion vector forthecentralpixcl is 
based on motion vectors of group 3 512 for truc halo réduc-
tion torlliesmoothnesspurposeinM\ field, theMVtn each 
group of window 522 can be re-estiutated using the local 
mean 
j0077] Al though tlie dinwnsions of » indow s 520 and 522 
can be of any s i* \ m some emboduneiits, llie dimensions ol 
window 522 IbyJ may be large tr«Hightosufîicientl>obtum 
pixels representmg each of the groups when (be current pixel 
is located in a suspecicd halo région MoKover, 9 and J may be 
small enough lu avoid wrong inforinatioii which can lalsily 
the- MV estimation Insomeembodiroenls, it MF 202 utilves 
a block-based approach with a block having mxn pixels, 
window 522 can hâve a rbon/oottl ) length J chosen between 
n and 2 5n pixels and tan have u window height I for eco-
nomical purpose that is chosen between 0 5 m to m 
{0078] In some enibodimem*. the MV m a giveu group of 
wimlovv 522 wili be corrected if the MV estimation error 
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Wl'RM al the cunent pixel is targei than a threshold valut 
iind, in window 522 tlie number N / J £ ot pixels with small 
est imation error and différent MV values to that ofthtcemrsi! 
pixel is large enough In this case, the conucted MV wiil be 
(lie niL'dji ot thèse di lieront motion vectors that already jield 
sitiall erinrs OMIS, asiUWtratedbYl 1G 4B theMV in group 
2 510 w il! bc substitutcd by the mean value of motion vwtors 
otgroup3512 In l lG 4A theMV mgroup 1502 will not be 
corrected 
{007"*] If the above condition is i»1 tnie, i e the MV esti-
mation erretr is relatively bigorN i>£ is not important, tlie MV 
correction uni be b'ised on the cardinal mntibers nf the dif-
férent groups Let Nj, be the number ol pixels that resemble 
the central considered pixel foi similar intensitv and similar 
MV 1 et N/, be Oie nunibur ol pixels ot similur intensif* but 
diften.nl MV values Hi that of fit central pixel f c t N ^ b e t h e 
numbei of pixels w ith snralar inteit&ities as tlie central pixel m 
tlie window Asaresnlt N M , is equal tnthesumolNK and N,,. 
NKrt is smaller than tlie window si/e As such, N „ , is M 
relative number wherea» the window si/s. I*J is an absolute 
number inducaling the si/e ol the sliding window, Windows 
520 and 522 
]0080) 11G 6 illustrâtes MV sélection or correction .Va 
showu in HO 6, in same embodimuits MV sélection or 
correction is a t hrec-levc] doc ision in a two dimcnsional sp'icc 
hjsedonthvparameicrNM ihebori/OBtalaxtsusl ÎG 6«sthe 
absolute uumber, wlio.se maximum is tiie vvmdovv size 1*1 
llie vertical axis is the relative number whose maximum is 
Nj,w U Nj, is «gain the number of pixels of similar mteusilv 
aud similar MV ta thaï ot tlie current central pixel, Ihe 
selected MV cuti be une or «Mme «f two dillereot ostunatcd 
MV as show mnf-lG 6 1 n the tipper rigjit cornci w licre N^ is 
relatively oquai to footb cardinal numbm, the centrai pixel is 
assigned the mean ol thèse saine or similar motion vectors 
» h»ch means that tlie mean ol MV ol group 1 502 in i 8G 4A 
or i IG S \ In the lowei lett corner, wheie Hx n nilnttvcl* 
simili m coinparison with the two cardinal iuimbers the cen-
tral pixel ts aswgued tlie mean ol thèse diHerent motion 
vectors, wbich is ttie MV of group 3 512 in r IG 4B or 11G 
SB In tlie case when noue ol thés* enterra is met, no M\ ol 
tlie abov e groups is sefected uiid tlie original M V produc ed in 
MU 21fhsreiised.Tliere>ore toiitrurytothepriorajl,theMV 
correction process utilwed m some cmboduneiUs of tlie 
présent invention do not require explicit détection oî Cover-
uigrtlntovenug régions 
]0081] In some emkxlimeiits, segmentetRuiof ihepivelsm 
Ihe hical sliding w i ndsiw can ht based on chroma levels Tins 
gives addtltonHl confidence to (ht luma fevel segmentation 
descnbed abov e w itli respect to IIGS 5 \ and SB l he group-
ing ol pixels m thèse1 embodimenls nuy lor example use 
iuma and chroma dilTerenee on Ihe one hand and «notion 
vectors on the other hand 
{0082] lt should be obv tous to those skilled tn the art that 
(ht segmentations of lunui and chroma as uell as motion 
vectors in n local sliding window as discussed above and 
ilfustrated ut I-IGS 4 \ . 4B SA and 5B are examples lu 
addition, the use ot two cardinal munhtrs to partition the 
sqtian. illustnted in FlG 6 is also exemplary One could 
envision jlk'malive sélection and other cardinal ounabers 
witliotit deparung 1mm the scope ot discloswl eiaabodiments 
{0083} fhe conveted motion vectors r , and B, , which cor-
respond to the corrected F, and corrected B^ respeenveb, 
produced by Halo réduction 802, for example according to 
(he above décision m l o arc uiput to MV blending 804 In 
order loavotd the spiky effect ofan> liarddécision. Oie MV i . 
•s blendcd w ith tlie selected MV F, o f MVb 204 in a hinttiou 
ol pixel-based forwatcl estimation error (e0 of WBRM1 to 
provrie MV output F , Fj is (lien given by 
h» a similar nianner, B j , the blended version ol B, is given by 
bj-M.tltti-B.yM 11 11 
where (eb) is tlie current pixti-based backward estimation 
error ofWl-RMB 
{0084] I h e output from MV blending 804 F2 and B2 is 
uiput to Isolated MV l ilteruig 806 The obtauied MV 1 2 is 
tlieiisubstitutedbv ils PxQ neîghbor médian MVit the I , ut 
the cuiront pixel is relatively i-«ol«ted Preciselv the current 
MV output i
 B can be written as lollows 
J008S] 11 tu the window ol size PxQ, the uumber ol MVs 
similar to that ol the current central pixel is smaller than a 
thresnoki value, then 
/> uïïtxl»M V(.t1t»tîf
 ( uï(,iJ#Wuittowî I34I 
UlK1 f, t njjjt»'l>t IS tlie «HtduM i.tB1ïllplj.d 
ffiiSicc Its# 
B„, tlie médian filtered version of B , can be obtained m 
similar lashion llie values I „ and B,, output Irom isolated 
M\ filtenng 806 is mptit to image 2n'* interpolation 808 
{0086] In Image 2"fl Interpolation 808 the above obuined 
motion vectors, E„andB0 aKUtili/eduianiiiterpolattoii Ihe 
î"' inlernolotion is similar to Ihe 1" interpolation MU 210 
and ni!»)' use ©ne of the following interpolations 
/,,lu JHf. ,(»-([-atf HtlJ„d<t*il3t ((lia i* 
'uW-H^Wlt f .Wr/J t AtflJ I) »l "!»«-
/U(JI tt tjtwti J*FI /„ it»*l I -ulS„t liVnUi'i \!7i 
When small motionjuddei istoSerableiniimulti-lrame inter-
polation, tlie following inierpola(n,>u can be considered 
mstuid ot «lie interpolation of T^s 16 or 17 TSiu. interpola-
tion mdy increase the picture sharpness and resuit ni more 
halo réduction In this interpolation, the alpha value a is 
modifiai iiou-luieorly h\ ci' as tbllows (quadratic modifica-
tion for example) 
J0087] l tO^<tS«thena ' 2 a M t tt<u<! thenu' 1-2(1-
af 
i„wi"'ff'jxwir„)*rr/vi*-«»„> if'i-«>«, usj 
l,,ï*Wb fjmml
 t>*l! I* |l«»U-u 1 il ' o i s ' i 
J0088] 1 he output tram M12 206 os shown in 1TG 2 is tlie 
inlerpoluted alpha-plant- image 102, 1,, afong with forward 
and backward motion vectors F„and B 0 Yxist Processor(FP) 
208 receivcs (lie image data b2 and the motion veclors ï'fl and 
B, ,aruf niay leduceagaui same rematuing halo intheprestwcc 
ol a lattice backgiotrad and may also reduce flickenngeffects 
caused by isolated enoneous interpolated pixels ui tlie occlu-
sion régions or resulling from isolated MV >, 
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{0089] 1 IG 9 illustrâtes a 1 lalo svducer 900, wtuch is part 
ot post pnx essor 208, for use w jtli a fattioe in tlie background 
When a Sntticc is présent m the b.ickground, small MV errors 
in occlusion régions can break «he lattice structure in the 
interpolated image and the eflecl will be» objectiouable Vs 
show a in l IG 9, halo redtiter 900 can intitule a Detector ol 
1 attice Background in Occlusion Régions 902, J» 1 orttee» MV 
C orrec lor 904 an Image Interpolalor for Lattice background 
908, and a Soft Mixer 910 
|0090] The Occlusion Régions Détection m detector 002 
can bebasedoawhetherornot SADF arSVDBisgreatenhan 
a tlireshold value Moreover in tlie occlusion régions the 
lorward and backward motion vettors are generally not 
.ihgncd, i e tlte ihsokite of the surn (f^+BJ is larger than a 
threshold value It ts wortfiwhiie to note that detector 902 
detects occlusion régions, but does not need to detec t septirate 
coveruig or uncovenng areas Oie Sntticc dclection can be 
accomphïhed bv block-based 1 H analysis ni MF 202 The 
buury signal l'I RD represents tlie pe-riodic détection ou/ofl 
rcsult ot a l.ilticc I urthemioit, m order tn correct the erro-
neous MV, a composent-wise tomp inwii can be perfomied 
between tlie vectors ! „ and G and ll(1 and G where the MV 11 
is defined as a gtoba! MV esuntaied v la stiilabte iuskjgram 
mi.itys.SH m ML 202 t-orexaruple if the background is stili or 
MV G is not av aitaMe. G can bc «et «suai to (t I he MV G can 
be ilscv estimâtes! by using a suilable sliding wnidow locullv 
stgmentcd 1" throe pixel groups as discussed above with 
respect lo M12 206 Ihe detector btnarv signal outpin 
lîl BOK activâtes llie 1 attice MV C orrec lor 904 1>1 BOR is 
applnxl 'ilswto tlie input ol a [ uw l'ass 1 iltt:r906 wlnthyield* 
m ttiraan analogue signal (a) which is input to sottmixvrVlO 
{0091] latticeMV CoirectorUtM whcnaclnatedbvdetec-
tor signal DIIÎOR substttutes l, and B„ bv G to nrodute 
motion vectors I, and B Accxuvhngly, I' ,wd B» arc Ihe 
torward and bnckwani motion vectors provided bv MV cor-
rot lor 
(0092] Image Irttcrpolutor tor E uttite backgroLiiid 908 
when the motion vectors |_ and B, are available can be 
descnbed try ihe previous interpolation model of L:Q 16 Ibe 
Image Interpolation resiitt, lt, can, tlien be defined us follem s 
1,0.) Wt.ir*\tt.l'tll»&nt\ mil i UV\ 
]0091] Inordtrtoreclucethedetexticinboundur)'effect, soft 
mixei 910 is utjli/ed to pi<mde an image output IH foi the 
halo-lattiee correction 
'«r|(VI /nlxl«l/rttl /.flxl|tsl i:tl| 
llie image output \tu can then be applied lo & l ltcker Reducer 
lor the final correction 
{0094] FTG 10 illustrâtes a f-heker Reduccr 1000, which is 
part ot post processor 208 1 licker reducer 1000 can be tlie 
final stage ol post protessor 208 sbown in f IG 2 As shown 
m H G m, flicktsrreclueei 1000can includea fliekerdetector 
1002, a neighbor average caiculaloi 1004, and a soft mixer 
1008 
{0095] f hcker dcletttv 1002 detects possible iiiekeinng 
cflect which is due primai il) to isolatederroneou«i interpo-
lated pixc»ls m occlusion régions or to isolated MV». Occlu-
sion régions détection previously descnbed is based ou 
SA.D1 S"VDB the surn ol lorw.md and backward motion 
vectors. and tlie difterence between the current mtensttj and 
ns neighbor (for titaritpleeigbt-neighborjawerage value Tlie 
isolated MV détection is based on, tn a small widow, the 
nuraberot pixels with the difierent MVTlrom the current one 
JTIie dttterencc is considered tor eaeli hon/onul «r vertical 
coniponent of irawaid and backward MV b„ and B„ llie 
buury signal output ot tlie detector is apphed to a low Pass 
Filter 1006, which vields in tuni an analogue signal (b) lor 
turtfocr mixuigpurposes Average ( 'alculator 1004 prov ides at 
ils output an mlensity avemge value 1
 v, ol neighbonng pixels 
flor exaniple eight neighboiruig, pixels) to the current pi.ti.-l 
J0096] Soft Miser 1008 provides the final image l^accord-
«tg to tlie following relation 
flic image 1/x), then represents tlte image m the alpha plane 
102showii in S IG 1 
{0097} lit some embodimeiits, mterpolaUng more tlian one 
trame between existiug frames is perfomied 1 or exaiupk* 
converti ng 24 fps film content to 120 HZ video requircs 
tnierpolating four liâmes bem een any two onginal frames as 
is- iltustrated by alpha-planes 702 704 706, and 708 u» FlG 
7 Motion estimation (MB) m ML 202 «s performed between 
the original rwo images 104and 106 l„and i„
 s, respectively, 
and tt is thereiore tlie same as the method tlescribcd abow 
ilie MVT and MVI) sélection m tins case is (lie same as tlie 
examplc ot Ihe single trame interpolation given above 
Atcurdtngly, mulmn vector sélection (MV S) 204 pertoruis 
sittukuly to that descnbed above f or each interpolated plane, 
a sinulnr MV S can bc used in « Mutable combination of 
parallel and/or senes as a function ol available calculation 
pim er llie first motion interpolation MU 210 can be aecoin-
plished smularlv bv estittiatuig pixel values al ctitlcrent lime 
intersection ot the motion vectors 1 he second motion inter-
polation perfomied ni M!2 is also sunilar tor each alplia 
plane i inailv lorlugh frame rate output, MVS 204 Mil 210 
M12 206 and PP 208 can bc perfomied m a suiUiblc combj-
natwn of parallel andtor séries processing as a lunction ol 
uvaitable uilculutwii power 
|0098] tinhodiments ol tht application can bt imple-
mented cm any machine capable of processing image data 
1 or exemple embodimenls can K? unplemented on J procès-
sur exerating software code thar iinpieméiits the huictions 
discussed hère Such software cm bc slnrcd on miy computer 
médium, inchidtng, lor exaiaple hard dnves, memorv 
aouivable drives Vdditioually, embodiments can be imple-
mented rai u dcdicjtcd VSIC with a processtw and memoiy 
{0099] Sonit- embodimenls ot the présent invention can 
signihcanilv reduce llie appearante ot halo rlickcnng and 
Hock arlilact in interpolated images Ior reaf-limc applica-
tion"» lt sltould bt obvions to thosc skilkd m (bc art that this 
sélection ot MV and the corresponding interpolation of the 
•iitermedtatt* a-plane are exeinplary and otlier multi-level 
décisions coukl be m.«lc ordiflertnt groups may be consid-
ered diflerently to select/correct MV and générale an irrter-
mediate image witliout depailmg ttorn the scope of tlie 
cmbodiments given heain II should be appretiateèl bv thosc 
skilletl tn tht art that certain sleps or components coutd be 
alleiwl without departtrtg trom the scope ol the embodimenls 
presented herem \ s such, tlie présent invention should be 
limilcil only b> (ht following clmms 
We claim, 
1 A method tor interpolatuig an image between first and 
second adjacent image* tompnsiitg 
estimating a block-bastxi forward motion vector and a 
folock basod backward motion vector between the first 
and second udfucent images 
119 
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selectiug a forward motion vector tor each pixel tu the 
muge based on tlie block-based lorward motion vector 
•ind ,i forward error function 
selectmg u backward motion vector for eai8« pixel m the 
image based on the block based backward motion vec-
lor and a backward error function. 
imerpoiatmg a hrsl image from the selected backward 
motion vectors, the selected forward motion vectors, u 
block-basedforwardeslimationerror undabloek-hused 
backward estimation error 
înterpolatmg a second image liuni the first image based on 
lorward and backward weighted erreurs of me selected 
forward motion vector and tltc selected buck v. an! 
motion vector and 
dclcrraming the image from the second image 
2 The mctliod of claim I, wherem cstanating the block-
bused lorward estimalor and eslimntmg the block-based 
backward cstimiitor includes ctiltulahng u forward sum ot 
absolute diflc-renee* émir and a backward stii» ot absolute 
différences error 
» Ihe method ot clami 1 whewin cstimating Ihe block 
based forward motion vector and ihi block based backward 
motion voetor is adaptive 
4 rhe method ol clama 1. wherem cstmiatang tlie blœk-
b-ised forward motion vector«nd the Mock-bnsed backward 
motion vector is perlormed on inteilaced images 
5 11» melhnd of clairet 1 wherem seleelmg the fonvari, 
motion vector or selectuig the backward motion vector 
includes umvcrting block-based motion vectors to pixel 
based motion vectors ol the image 
6 I lie melhod ol claim 1, wherein ihe forward error lune-
(ion and the backward error function is the surnof thedifler-
ences between motion vectors in ihe image estiniated trom 
the first and second ad-aeent images 
7 l ht method of claim I wherein the for» nrd un i r luut-
tion and the hackwutd uroi function »« o composite local 
eiror 
8 Ihe method ot claim f, where m the forward error luise -
tuMiand the backward error lunction tsa weighted local error 
9 Ihe methotl of claau 1, vvlterein îiiterpolating the tirst 
image includes 
calculât mg a number ol pixels based on pixel based «dues 
ot block erroi functions and a location a of the image 
relative to the hrsl and second adjacent planes 
cakulaliug the fus! image based on the selected lorward 
motion vector, the selected backward motion vector a 
norratiltrcd numbcT ol pixels baved on the auraber ol 
pixels, atul the location a 
10 1 he method ot ci uin 9 wherein interpolating the fust 
image is a contexi based interpolation 
11 l h » method ofchuin 9 wherein inlcrpotating the first 
im,ige mchidcs a fonction of temporal distance 
12 Ihe method of claim 1 wherein mlerpoi-tting the sec-
ond image includes 
rwluung a 1 lalo eflecl. 
feSendirig motion vwtors, 
Riltcnng motion vectivs, and 
image inlerpoiaimg 
11 rhe method ot clam» 12 wherein mlmcing the halo 
ellect includes 
segment rag lrom local intensifs tufotmatton va a plane ol 
the image, Ihe selected forward motion vector, and a 
conesponding local weighted forward minimum error a 
local sliding segmeuted window having a plurality of 
putel groups ol mtere-4 lor forward motion vectors 
seginentmg lrom tlie local uitensitv information the plane 
ol the image, the selected backward motion vector, and 
a correspondmg local weighted backward minimum 
enor a local sliding segmented window having a plu-
ral us ot pixel groups of interest tor backward motion 
vectors, 
correc tmg the sel txted forward motion vector based on the 
current position of one ot the plniaiity of pixel group ol 
mterest for providing a corrected lorward motion vector 
ifi.it reduces B halo tffeci, and 
correeting llie selected backward motion vector besod on 
(ht current position of one of the phiralily ol pixel group 
ol interest lor providing a corrected backward motion 
veclor that reduces* a halo eflect 
14 llie method of claim 13 wherein blending motion 
vectors includes cakulahng an adjusted lorward motion vec-
tor b> addmg a forward eslimaled error time-i a différence 
between the corrected lorward motion vector and the selected 
lorward motion veetur to tlie selected forward motion vecior 
15 Tlie nietliod ol claim 14, whe-rein blending itiolion 
vcctois further includes caïcuîating an adjusted backward 
motion vector by adding a backward estimated error tunes a 
di fterente betw een the e orreeled backward motion vector and 
tbc selected bwtkward motion vectorui tlie selected backward 
motion veetoi 
10 Ihe method olcloun 15, whereui Wtermg motion vec-
tors includes siibstitutntg tlie adtusted forward motion vector 
with «i médian forward motion vector and the adiusted back-
ward motion vector with a médian backward motion vector 
17 J bc* method ol claim 16, wherein image inlerpolatuig 
includes iomsingtlie second image from the adnigted forward 
motion vector and the adjusted backward motion vector 
18 rhe method ol claim 17 w Iteretn lonwmg the second 
image includes înteipoladiig with a tgiadratic ituxtilltatioit ot 
the lernporaJ location of the image 
19 1 he method ot claim 1 wherein tktaimmmg the image 
uietades past processing the second image by 
redut mg a halo elïecl and 
reduel «g a raeker eflect 
20 Ihe method ot ctaim 10, wherein reduemg the halo 
effect ineludes 
detectinga lattice background, 
correctmg motion vectors 
nrterpolatuig a linal image, and 
mixtng a correction uito die final image 
21 The inethod ol claim 2© wherein reduemg the flicker 
ellect includes 
dclecfing flicker, 
detennuting neighborhood ave-rage and 
mixmg tlie neighborhood average with tlie fmal image to 
lorra the image 
22 An image interpoî.itor, compnsmg 
a block-based motion csdniator coupled to reeeivc adjacent 
images, tbc block-bastd motion esbmalur providing a 
block-based motion vector, a block based motion vec-
lor, a forward error, and a backward error, 
a motion vector sélect coupled (o tlie block-based motion 
estiiiMior the motion vector sélect providing pixel based 
selected lorward motion vector and selected backward 
motion vector, and providing pixel based lorward and 
backward errots. 
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a first image mterpolator coupled to the block-based 
motion eMiuiatur and tlie motion VOL tor sclecl, the firsl 
image inkrpolptor providing n lirst interpolated image 
from (he selected Forw'aidmoiionvcctorandtho selected 
backward motion vector, 
a second muge interpolatar coupled to tlie tirst image 
mterpolntor and the motion vector sclcct, the second 
image mterpolator providing a second interpolated 
image aiiti corrected lorward motion vectors and cor-
rtcled backward motion vectors, and 
a post prwessmg btock coupled to the furst image mteipo-
lator and lise second image» imerpalator, (lie post pru-
tessiiig blotk providing a luul interpolated tmagt Irorn 
the second interpolated nuage and (hceotrotted lorward 
motion vectors and the* corrected backward motion vec -
tors 
21 The image mterpoîatorof claim 22, wfocrati the second 
image mtespolator includes 
a halo reducer Jliat ut i les a sliding window to carrée t llie 
selected lorward motion vector and the selected back-
watd motion vector, 
a MV blending block tliat further corrects the selected 
lorward motion vector and the selected backward 
motion veetot 
an isolated Mv filter that fut ther corrects the vejectccl lor-
ward motion yeetor and the selected. backward motion 
vector (o prodticc (ht eonetled forward motion vector 
and the corrected backward motion vector, and 
a second image «nterpulutor that uiterpolates an image 
Irom llie corrected lorward motion vector and the cor-
rected backwaid motion vector 
24 Ihe image mterpolatorof claim 22, wherein the post 
pn.veess.iug Mock mcluoVs 
.ihato reducet, and 
a flitkei reduter 
25 llie imajse intetrpolator of cîatm 24, whereui the halo 
redut er includes 
a laltice background detector 
a latttce motion vector corrector coupled (o the latter back-
ground detector, (he ktttcc motion vector correttor cor-
rectmg ihe corrected forward motion vector and the 
corrected backward motion vector, and 
an image uitttpolator that interpolâtes an image from 
motion vectors corrected bv the laltice motion vector 
Correclur 
26 the muge mterpolator of claim 24, wherein the flitker 
rediicer includes 
a isolated dénient detector, the isolated dément detector 
detettirtg M isolated «notion vector or an isolated pixel 
and 
a ueighbor average caicu Infor 
27 An image interpoiatot, compnung 
a motion eslimator that estimâtes block-based motion vec-
tors between a first image and u second image 
«s motion vector selett cutipted u» the motion e&tundtur (lut 
provides selected motion vectors based on the block-
based motion veetot s, 
a first intcrpoLitor coupled tn retcivc (ht selected motion 
vectors and provuk a f irs( interpolated image for a plane 
between the lirst imagevand the second image, and 
j second tnterpolator coupled to receivc* the first interpo-
lated image that corrects the selected motion vectors to 
form corrected motion vectors and provides a second 
interpolated image based on corrected motion vectors 
« s * * « 
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