A central task in the field of quantum computing is to find applications where quantum computer could provide exponential speedup over any classical computer [1] [2] [3] . Machine learning represents an important field with broad applications where quantum computer may offer significant speedup [4] [5] [6] [7] [8] . Several quantum algorithms for discriminative machine learning [9] have been found based on efficient solving of linear algebraic problems [10] [11] [12] [13] [14] [15] , with potential exponential speedup in runtime under the assumption of effective input from a quantum random access memory [16] . In machine learning, generative models represent another large class [9] which is widely used for both supervised and unsupervised learning [17, 18] . Here, we propose an efficient quantum algorithm for machine learning based on a quantum generative model. We prove that our proposed model is exponentially more powerful to represent probability distributions compared with classical generative models and has exponential speedup in training and inference at least for some instances under a reasonable assumption in computational complexity theory. Our result opens a new direction for quantum machine learning and offers a remarkable example in which a quantum algorithm shows exponential improvement over any classical algorithm in an important application field.
Classical and quantum generative models. a, Illustration of a factor graph, which includes widely-used classical generative models as its special cases. A factor graph is a bipartite graph where one group of the vertices represent variables (denoted by circles) and the other group of vertices represent positive functions (denoted by squares) acting on connected variables. The corresponding probability distribution is given by the product of all these functions. For instance, the probability distribution in (a) is p(x1, x2, x3, x4, x5) = f1(x1, x2, x3, x4)f2(x1, x4, x5)f3(x3, x4)/Z where Z is a normalization factor. Each variable connects to at most a constant number of functions which introduce correlations in the probability distribution. b, Illustration of a tensor network state. Each unshared (shared) edge represents a physical (hidden) variable, and each vertex represents a complex function of the variables on its connected edges. The wave function of the physical variables is defined as a product of the functions on all the vertices, after summation (contraction) of the hidden variables. Note that a tensor network state can be regarded as a quantum version of the factor graph after partial contraction (similar to marginal probability in classical case) with positive real functions replaced by complex functions. c, Definition of a quantum generative model (QGM) introduced in this paper. The state is a special type of tensor network state, with the vertex functions fixed to be three types as shown on the right side. Without the single-qubit invertible matrix Mi which contains the model parameters, the wave function connected by Hadamard and identity matrices just represent a graph state. To get a probability distribution from this model, we measure a subset of n qubits (among total m qubits corresponding to physical variables) in the computational basis under this state. The unmeasured m − n qubits are traced over to get the marginal probability distribution P ({xi}) of the measured n qubits. We prove in this paper that the P ({xi}) is general enough to include probability distributions of all classical factor graphs and special enough to allow a convenient quantum algorithm for the parameter training and inference.
on generative models. Generative models are widely used to learn the underlying probability distribution describing correlations in observed data. It has utility in both supervised and unsupervised learning with a wide range of applications from classification, feature extraction, to creating new data such as style transfer [17, 18, 21] . Compared with discriminative models such as support vector machine or feed-forward neural network, generative models can express much more complex relations among variables [9] , which makes them broadly applicable but at the same time harder to tackle. Typical generative models include probabilistic graphical models such as Bayesian network and Markov random field [21] , and generative neural networks such as Boltzmann machine and deep belief network. All these classical probabilistic models can be transformed into the so-called factor graphs [21] .
Here we introduce a quantum generative model (QGM) where the probability distribution describing correlations in data is generated by measuring a set of observables under a many-body entangled state. A generative model is largely characterized by its representational power and its performance to learn the model parameters from the data and to make inference about complex relationship between any variables. In terms of representational power, we prove that our introduced QGM can efficiently represent any factor graphs, which include almost all the classical generative models in practical applications as particular cases. Furthermore, we show that the QGM is exponentially more powerful than factor graphs by proving that at least some instances generated by the QGM cannot be efficiently represented by any factor graph with polynomial number of variables if a widely accepted conjecture in computational complexity theory holds, that is, the polynomial hierarchy, which is a generalization of the famous P versus NP problem, does not collapse.
Representational power and generalization ability [22] only measure one aspect of a generative model. On the other hand we need an effective algorithm for training and making inference. We propose a general learning algorithm utilizing quantum phase estimation of the constructed parent Hamiltonian for the underlying many-body entangled state. Although it is unreasonable to expect that the proposed quantum algorithm has polynomial scaling in runtime in all cases (as this implies ability of a quantum computer to efficiently solve any NP problem, an unlikely result), we prove that at least for some instances, our quantum algorithm has exponential speedup over any classical algorithm, assuming quantum computers cannot be efficiently simulated by classical computers, a conjecture which is believed to hold.
The intuition for quantum speedup in our algorithm can be understood as follows: the purpose of generative machine learning is to model any data generation process in nature by finding the underlying probability distribution. As nature is governed by the law of quantum mechanics, it is too restrictive to assume that the real world data can always be modelled by an underlying probability distribution as in classical generative models. Instead, in our quantum generative model, correlation in data is parameterized by the underlying probability amplitudes of a manybody entangled state. As the interference of quantum probability amplitudes can lead to phenomena much more complex than those from classical probabilistic models, it is possible to achieve big improvement in our quantum generative model under certain circumstances.
We start by defining factor graph and our QGM. Direct characterization of a probability distribution of n binary variables has an exponential cost of 2 n . A factor graph, which includes many classical generative models as special cases, is a compact way to represent n-particle correlation [18, 21] . As shown in Fig. 1a , a factor graph is associated with a bipartite graph where the probability distribution can be expressed as a product of positive correlation functions of a constant number of variables. Here, without loss of generality, we assumed constant-degree graph, in which the maximum number of edges per vertex is bounded by a constant.
Our QGM is defined on a graph state |G of m qubits associated with a graph G. We introduce the following transformation
where M i denotes an invertible (in general non unitary) 2 × 2 matrix applied on the Hilbert space of qubit i. From m vertices of the graph G, we choose a subset of n qubits as the visible units and measure them in computational basis {|0 , |1 }. The measurement outcomes sample from a probability distribution Q ({x i }) of n binary variables {x i , i = 1, 2, · · · n} (the other m − n hidden qubits are just traced over to give the reduced density matrix). Given graph G and the subset of visible vertices, the distribution Q ({x i }) defines our QGM which is parameterized efficiently by the parameters in the matrices M i . The state |Q can be written as a special tensor network state (see Fig. 1 ) [22] . We define our model in this form for two reasons: first, the probability distribution Q ({x i }) needs to be general enough to include all factor graphs; second, if the state |Q takes a specific form, the parameters in this model can be conveniently trained by a quantum algorithm on a data set. Now we show that any factor graph can be viewed as a special case of QGM by the following theorem:
Efficient representation of factor graphs by the quantum generative model. a, The general form of correlation function of two binary variables in a factor graph, with parameters a, b, c being real. This correlation acts as the building block for general correlations in any factor graph by use of the universal approximation theorem [23] . b, Notations of some common tensors and their identities: D is a diagonal matrix with diagonal elements d(x) with x = 0, 1; Z is the diagonal Pauli matrix diag(1, −1); and |± = (|0 ± |1 )/ √ 2. c, Representation of the building block correlator f (x1, x2) in a factor graph (see a) by the QGM with one hidden variable (unmeasured) between two visible variables x1, x2 (measured in the computational basis). We choose the single-bit matrix D1, D2 to be diagonal with D1 = diag( d1(0), d1 (1)) and D2 = diag( d2(0), d2 (1)). In simplification of this graph, we used the identity in b. d, Further simplification of the graph in c, where we choose the form of the single-bit matrix M † M acting on the hidden variable to be M † M = λ1|+ +| + λ2|− −| with positive eigenvalues λ1, λ2. We used the identity in b and the relation HZH = X, where X (H) denotes the Pauli (Hadamard) matrix, respectively. By solving the values of λ1, λ2, d1(x1), d2(x2) in terms of a, b, c (see the proof of Theorem 1), this correlator of QGM exactly reproduces the building block correlator f (x1, x2) of the factor graph. Theorem 1. The QGM defined above can efficiently represent probability distributions from any constant-degree factor graphs by an arbitrarily high precision.
As probabilistic graphical models and generative neural networks can all be reduced to constant-degree factor graphs [21, 22] , the above theorem shows that our proposed QGM is general enough to include those probability distributions in widely-used classical generative models.
Proof of Theorem 1: First, for any factor graph with degree bounded by a constant k, by the universal approximation theorem [23] , each k-variable node function can be approximated arbitrarily well with 2 k + k variables (2 k of them are hidden) connected by the two-variable correlator that takes the generic form f (x 1 , x 2 ) = e ax1x2+bx1+cx2 , where x 1 , x 2 denote the binary variables and a, b, c are real parameters. As Q ({x i }) has a similar factorization structure as the factor graph after measuring the visible qubits x i under a diagonal matrix M i (see Fig. 2 ), it is sufficient to show that each correlator f (x 1 , x 2 ) can be constructed in the QGM. This construction can be achieved by adding one hidden variable (qubit) j with invertible matrix M j between two visible variables x 1 and x 2 . As shown in Fig. 2 , we take M 1 and M 2 to be diagonal with eigenvalues d 1 (x 1 ) and d 2 (x 2 ), respectively, and
The correlator between x 1 and x 2 in the QGM is then given by
We want it to be equal to e ax1x2+bx1+cx2 to simulate the factor graph. There exists a simple solution with
−a/2 . This completes the proof. Furthermore, we can show that the QGM is exponentially more powerful than factor graphs in representing probability distributions. This is summarized by the following theorem: Theorem 2. If the polynomial hierarchy in the computational complexity theory does not collapse, there exist probability distributions that can be efficiently represented by a QGM but cannot be efficiently represented even under approximation by conditional probabilities from any classical generative models that are reducible to factor graphs.
The proof of this theorem involves many terminologies and results from the computational complexity theory, so we present it in the Supplementary Material [22] .
For a generative model to be useful for machine learning, apart from high representational power and generalization ability (which are closely related [22]), we also need to have efficient algorithms for both inference and training. For inference, we usually need to compute conditional probability y p(x, y|z) [21] , where x, y, z denote variable sets. For training, we choose to minimize the Kullback- . The key step of the quantum algorithm is therefore to prepare the state |Q(z) , which is achieved by recursive quantum phase estimation of the constructed parent Hamiltonian. The variables in the set z whose values are specified are called conditioned variables, whereas the other variables that carry the binary physical index are called unconditioned variables. We group the variables in a way such that each group contains only one unconditioned variable and different groups are connected by a small constant number of edges (representing virtual indices or hidden variables). Each group then defines a tensor with one physical index (denoted by p) and a small constant number of virtual indices (denoted by i, j, k in the figure) . b, Tensor network representation of |Q(z) , where a local tensor is defined for each group specified in a. c, Tensor network representation of |Qt , where |Qt are the series of states reduced from |Qz . In each step of the reduction, one local tensor is moved out. The moved-out local tensors are represented by unfilled circles, each carrying a physical index set to 0. For the edges between the remaining tensor network and the moved-out tensors, we set the corresponding virtual indices to 0 (represented by unfilled circles). d, Construction of the parent Hamiltonian. The figure shows how to construct one term in the parent Hamiltonian, which corresponds to a group of neighboring local tensors such as those in the dashed box in c. After contraction of all virtual indices among the group, we get a tensor Lpqr,ij, which defines a linear map L from virtual indices i, j to physical indices p, q, r. As the indices i, j take all the possible values, the range of this mapping L spans a subspace range(L) in the Hilbert space Hp,q,r of the physical indices p, q, r. This subspace has a complementary orthogonal subspace inside Hp,q,r, denoted by comp(L). The projector to the subspace comp(L) then defines one term in the parent Hamiltonian, and by this definition |Qt lies in the kernel space of this projector. We construct each local term with a group of neighboring tensors. Each local tensor can be involved in several Hamiltonian terms (as illustrated in c by the dashed box and the dotted box), thus some neighboring groups have non-empty overlap, and they generate terms that in general do not commute. By this method, one can construct the parent Hamiltonian whose ground state uniquely defines the state |Qt [24] . e, States involved in the evolution from |Qt−1 to |Qt by quantum phase estimation applied on their parent Hamiltonians.
represent the states orthogonal to |Qt−1 , |Qt , respectively, inside the two-dimensional subspace spanned by |Qt−1 and |Qt . The angle between |Qt and |Qt−1 is determined by the overlap ηt = | Qt|Qt−1 | 2 . f, State evolution under recursive application of quantum phase estimation algorithm. Starting from the state |Qt−1 , we always stop at the state |Qt , following any branch of this evolution, where ηt and 1 − ηt denote the probabilities of the corresponding outcomes.
whole parameter set denoted by θ. Typically, one minimizes D(q d ||p θ ) by optimizing the model parameters θ using the gradient descent method [18] .
where M denotes the total number of data points. As the number of parameters is bounded by poly(n), the required data size M for training is typically also bounded by a poly(n) function [17, 22] .
In our QGM, both of the conditional probability y p(x, y|z) and the gradient of KL divergence ∂ θ D (θ) can be conveniently calculated using the structure of state |Q defined in Fig. 1 . We first define a tensor network state |Q(z) ≡ (I ⊗ z|)|Q by projecting the variable set z to the computational basis. As shown in the Supplementary Material [22] , the conditional probability can be expressed as
which is the expectation value of the operator O = |x x| under the state |Q(z) . Similarly, we show in the Supplementary Material [22] that ∂ θ D (θ) can be reduced to a combination of terms taking the same form as Eq. 2, with operator O replaced by
, where θ i denotes a specific parameter in the invertible matrix M i ; v i is the qubit of data v corresponding to variable x i ; and H.c. stands for the Hermitian conjugate term. The variable z in this case takes the value of v (or v excluding v i ) expressed in a binary string.
With the above simplification, training or inference in the QGM is reduced to preparation of the tensor network state |Q(z) . With an algorithm similar to the one in Ref. [25] , we use recurrent quantum phase estimation to prepare the state |Q(z) . For this purpose, first we construct the parent Hamiltonian H(z) whose unique ground state is |Q(z) . This is shown in Fig. 3 , where the variables z = {z i } are grouped as in Fig. 3a . In this case, the corresponding local tensors in the tensor network state |Q(z) are all easy to compute and of constant degree. The parent Hamiltonian H(z) is constructed through contraction of these local tensors as shown in Fig. 3c to 3d [24] .
By construction of the parent Hamiltonian for the tensor network state, the quantum algorithm for training and inference in the QGM is realized through the following steps:
Step 1: Construct a series of tensor network states {|Q t } with t = 0, 1, ..., n as shown in Fig. 3c by reduction from |Q n = |Q(z) . The initial state |Q 0 is a product state |0 ⊗n , and |Q t is constructed from |Q t−1 by adding one more tensor in |Q(z) that is not contained in |Q t−1 and setting the uncontracted virtual indices as 0.
Step 2: Construct a parent Hamiltonian H t for each |Q t with the method illustrated in Fig. 3 [24] .
Step 3: Starting from |Q 0 , we prepare |Q 1 , ..., |Q n sequentially. Suppose we have prepared |Q t−1 , the following sub-steps will prepare |Q t based on the recursive quantum phase estimation.
Sub-step 1: Use the phase estimation algorithm [26] on the parent Hamiltonians H t and H t−1 to implement two projective measurements of {|Q t Q t |, I − |Q t Q t |} and {|Q t−1 Q t−1 |, I − |Q t−1 Q t−1 |} (see Fig.  3e ). The runtime of this algorithm is proportional to 1/∆ t or 1/∆ t−1 with some poly(n) overhead, where ∆ t (∆ t−1 ) denotes the energy gap of the Hamiltonian H t (H t−1 ).
Sub-step 2:
Starting from |Q t−1 , we perform the projective measurement {|Q t Q t |, I − |Q t Q t |}. If the result is |Q t , we succeed and skip the following sub-steps. Otherwise, we get |Q ⊥ t lying in the plane spanned by |Q t−1 and |Q t .
Sub-step 3:
We perform the projective measurement
The result is either |Q t−1 or |Q ⊥ t−1 . Sub-step 4: We perform the projective measurement {|Q t Q t |, I − |Q t Q t |} again. We either succeed in getting |Q t , with probability
In the latter case, we go back to the sub-step 3 and continue until success.
The decision/evolution tree of the above process is shown in Fig. 3f . The computational time from |Q t−1 to |Q t is proportional to the average number of sub-steps
Step 4: After successful preparation of the state |Q(z) , we measure the operator O (for inference) or O 1 , O 2 (for training), and the expectation value of the measurement gives the required conditional probability or the gradient of KL divergence for learning.
The runtime of the whole algorithm described above is proportional to the maximum of 1/∆ t and 1/η t . The gap ∆ t and the overlap η t depend on the topology of the graph G and the parameters of the matrices M i . If these two quantities are bounded by poly(n) for all the steps t from 1 to n, this quantum algorithm will be efficient (runtime bounded by poly(n)). Although we do not expect this to be true in the worst case (even for the simplified classical generative model such as the restricted Boltzmann machine, the worst case complexity is at least NP hard [27] ), we know that the QGM with the above heuristic algorithm will provide exponential speedup over classical generative models for some instances. In the Supplementary Material [22], we give a rigorous proof that our algorithm has exponential speedup over any classical algorithm for some instances under a reasonable conjecture. The major idea of this proof is as follows:
We construct a specific |Q(z) which corresponds to the tensor network representation of the history state for universal quantum circuits rearranged into a two-dimensional (2D) spatial layout. The history state is a powerful tool in quantum complexity theory [28] . Similar type of history state has been used before to prove the QMA-hardness for spin systems in a 2D lattice [29] . For this specific |Q(z) , we prove that both the gap ∆ t and the overlap η t scale as 1/poly(n) for all the steps t, by calculating the parent Hamiltonian of |Q t directly with proper grouping of local tensors. Our heuristic algorithm for training and inference therefore can be accomplished in polynomial time. On the other hand, our specific state |Q(z) encodes universal quantum computation through representation of the history state, so it cannot be achieved by any classical algorithm in polynomial time if quantum computation cannot be efficiently simulated by a classical computer. We summarize the result with the following theorem:
Theorem 3. There exist instances of computing conditional probability and gradient of KL divergence to additive error 1/poly(n) such that (i) our algorithm achieves it in polynomial time; (ii) any classical algorithm cannot accomplish them in polynomial time unless universal quantum computing can be simulated efficiently by a classical computer.
In summary, we have introduced a quantum generative model for machine learning and proven that it offers exponential improvement in representational power over widely-used classical generative models. We have also proposed a heuristic quantum algorithm for training and making inference on our model, and proven that this quantum algorithm offers exponential speedup over any classical algorithm at least for some instances if quantum computing cannot be efficiently simulated by a classical computer. Our result combines the tools of different areas and generates an intriguing link between quantum many-body physics, quantum computation and complexity theory, and the machine learning frontier. This result opens a new route to apply the power of quantum computation to solving the challenging problems in machine learning and artificial intelligence, which, apart from its fundamental interest, has wide application potential.
Supplementary Material
In this supplementary information, we provide rigorous proofs of theorem 2 and theorem 3 in the main text. We also explain the relation between the representational power and the generational ability of a generative model, the reduction of typical classical generative models to factor graphs, and more details about the training and inference algorithms for our quantum generative model.
REPRESENTATIONAL POWER AND GENERALIZATION ABILITY
In this section, we briefly introduce some basic concepts in statistical learning theory [S1] , the theoretical foundation of machine learning. Then we discuss the intuitive connection between the generalization ability and representational power of a machine learning model. This connection does not hold in the sense of mathematical rigor and counter examples exist, however, it is still a good guiding principle in practice. More details can be found in the introductory book [S2] .
A simplified way to formulate a machine learning task is as follows: given M data generated independently from a distribution D (which is unknown), a set of hypothesis H = {h} (which could be a model with some parameters) and a loss function L characterizing how "good" a hypothesis h is, try to find an h A produced by some machine learning algorithm A, minimizing the actual loss:
The term bias represents the bias error. When H is a hypothesis class which is not rich enough or the number of parameters in the model is small, this term might be large no matter how many training data are given, which leads to underfitting. The term est represents the generalization error. When H is a very rich hypothesis class or the number of parameters in the model is too large, this term might be large if the number of training data is not enough, which leads to overfitting. This is the bias-complexity trade-off of a machine learning model. The generalization ability of a machine learning model is usually quantified by sample complexity M ( est , δ) in the framework of Probably Approximately Correct (PAC) learning [S3] , which means if the number of training data is larger than M ( est , δ), the generalization error is bounded by est with probability at least 1 − δ. It has been proved that the sample complexity has the same order of magnitude as a quantity of the hypothesis set H, the VapnikChervonenkis dimension (VC dimension) [S4] . The VC dimension could be used to characterize the "effective" degree of freedom of a model, which is the number of parameters in most situations. With a smaller VC dimension, the generalization ability gets better.
There are some caveats of using the VC dimension to connect the generalization ability and the representational power of a machine learning model though, which include: (i) the VC dimension theory only works in the framework of PAC learning (thus restricted to supervised learning), so it is not directly applicable to generative models; (ii) the number of parameters does not always match the VC dimension, e.g., the combination of several parameters as θ 1 + θ 2 + · · · only counts as one effective parameter, meanwhile there also exists such a model with only one parameter but having infinite VC dimensions. However, despite of existence of those counter examples, the VC dimension matches the number of parameters in most situations, so it is still a guiding principle to choose models with a smaller number of parameters. If the number of parameters is large, in order to determine each parameter, it needs a large amount of information, thus a large number of data is necessary.
In the case of the QGM, we find a distribution (illustrated by a blue circle in Fig. S1 ) such that, in order to represent it or equivalently make bias small, the factor graph should have a number of parameters exponentially large (Fig. S1b) . In this case, the distribution that the factor graph could represent has a very large degrees of freedom. However, the distribution which the QGM could represent only occupies a small corner of the whole distribution space (Fig. S1b) , so the information needed to determine the parameters will be much smaller. Similar reasoning has been used to illustrate the necessity of using deep architecture in neural network [S5-S16] .
REDUCTION OF TYPICAL GENERATIVE MODELS TO FACTOR GRAPHS
In this section, we review typical classical generative models with graph structure. There are two large classes: one is the probabilistic graphical model [S17, S18] , and the other is the energy-based generative neural network. Strictly speaking, the later one is a special case of the former, but we regard it as another category because it is usually 
FIG. S2:
Probabilistic Graphical Models. a, The Bayesian network. The distribution defined by this figure is P (x1, x2, x3, x4) = P (x1)P (x2|x1)P (x3|x2)P (x4|x2, x3). b, Markov random field. The distribution defined by this figure is P (x1, x2, x3, x4) = φ1(x1, x2, x3)φ2(x4, x5)φ3(x3, x5)/Z where Z = x 1 ,x 2 ,x 3 ,x 4 P (x1, x2, x3, x4) is the normalization factor or partition function. Each dashed circle corresponds to a clique. referred in the context of deep learning [S5] . We discuss the "canonical form" of generative models, the factor graph, and show how to convert various classical generative models into this canonical form. The details could be found in the books in Refs. [S17, S18] .
First, we introduce two probabilistic graphical models as shown in Fig. S2 : the Bayesian network (directed graphical model) and the Markov random field (undirected graphical model). A Bayesian network (Fig. S2a) is defined on a directed acyclic graph. For each node x i , assign a transition probability P (x i |parents of x i ) where the parent means starting point of a directed edge of which the end point is x i . If there is no parent for x i , assign a probability P (x i ). The total probability distribution is the product of these conditional probabilities. A Markov random field (Fig. S2b) is defined on an undirected graph. The sub-graph in each dashed circle is a clique in which each pair of nodes is connected. For each clique, assign a non-negative function for each node variable. The total probability distribution is proportional to the product of these functions.
Then we introduce four typical generative neural networks as shown in Fig. S3 : the Boltzmann machine, the restricted Boltzmann machine, the deep Boltzmann machine, and the deep belief network. These neural networks are widely used in deep learning [S5] .
All the above generative models could be represented in the form of factor graph. Factor graph could be viewed as a canonical form of the generative models with graph structure. The factor graph representation of the Bayesian network and the Markov random field simply regards the conditional probability P (x|y) and function φ(x, y) as the factor correlation f (x, y). The factor graph representations of the Boltzmann machine, the restricted Boltzmann machine and the deep Boltzmann machine are graphs such that there is a square in each edge in the original network with correlation f (x i , x j ) = e axixj +bxi+cxj . The factor graph with unbounded degrees in these cases could be simulated by a factor graph with a constantly bounded degree, which is shown in Fig. S4 . The idea is to add equality constraints The correlation between each pair xi and xj is e ax i x j +bx i +cx j +d with a, b, c, d being real numbers. The whole distribution is proportional to the product of all the correlation between each pair of nodes, which is a Gibbs distribution with two-body interaction and classical Hamiltonians. b, Restricted Boltzmann Machine. Bipartite graph (graph with only two layers). The correlation is the same as in a except a = b = c = d = 0 between the pairs not connected. There is no connection between pairs in the same layer. c, Deep Boltzmann machine. Basically the same as b except there are more than two hidden layers. d, Deep belief network. A mixture of undirected and directed graphical model. The top two layers define a restricted Boltzmann machine. For each node yj as the end point of directed edges, it is assigned a conditional probability P (yj = 0| · · · , xi, · · · ) = 1/(1 + e i a ij x i +b j ). The distribution of the variables in the visible layer is defined as the marginal probability.
= Equality constraint

FIG. S4:
Simulating graphs of unbounded degrees with graphs of constantly bounded degrees. In the case that all the correlations involve only two variables (e.g., for Boltzmann machines), the correlation between one node and l other nodes could be simulated by a binary tree structure with depth log l. The newly added nodes and connections are marked by the dashed circles and lines, respectively. The correlation in the dashed line is an equality constraint which could be approximated by e ax i x j −ax i /2−ax j /2 with a being a very large positive number.
which could be simulated by correlation e axixj −axi/2−axj /2 with a being a very large positive number since
The factor graph representation of the deep belief network is a mixture of the Bayesian network and the restricted Boltzmann machine except that one correlation in the part of directed graph involves an unbounded number of variables. This is the conditional probability with one variable conditioned on the values of variables in the previous layer. It is
where {· · · , x i , · · · } are the parents of y. Given the values of · · · , x i , · · · , it's easy to sample y according to P (y| · · · , x i , · · · ) (which is actually the original motivation for introducing the deep belief network). Thus the process could be represented by a Boolean circuit with random coins. In fact, a circuit with random coins is a Bayesian network: each logical gate is basically a conditional probability (for example, the AND gate y = x 1 ∧ x 2 could be simulated by the conditional probability P (y|x 1 x 2 ) = δ y,x1·x2 ). So this conditional probability could be represented by a Bayesian network in which the degree of each node is bounded by a constant. Thus deep belief network could be represented by a factor graph with a constant degree. One important property is that the conditional probability of a factor graph is still factor graph. Actually, the correlation becomes simpler: the number of variables involved does not increase, which means approximately computing the conditional probability of probabilistic graphical models could be reduced to preparing the state |Q (which will be shown in next section ). Then we arrive at the following lemma: Lemma 1. All the probability distributions or conditional probability distributions of probabilistic graphical models and energy-based neural networks can be represented efficiently by the factor graph with a constant degree.
PARENT HAMILTONIAN OF THE STATE |Q
We consider tensor network representation of |Q defined on a graph with a constant degree.
where |G is the graph state that is the unique ground state of the frustration-free local Hamiltonian with zero ground-state energy:
where each H i is the projector of the stabilizer [S19, S20] supported only on the node i and its neighbors, thus being local since the degree of the graph is a constant. And
Next we construct a Hamiltonian:
First, we show that |Q is the ground state of H Q . Since H i is positive semidefinite, thus H i is also positive semidefinite, the eigenvalue of H Q is no less than 0.
so Q|H Q |Q = 0 which means |Q is the ground state of H Q . Then we prove |Q is the unique ground state. Suppose |Q = M 1 ⊗ · · · ⊗ M n |G satisfying Q |H Q |Q = 0 for some state |G , which implies Q |H i |Q = 0 for every i. So
which implies
k∈all the nodes except for i and js
for every i, thus |G = |G . This proves the uniqueness of |Q as the ground state of H Q .
PROOF OF THEOREM 2
In this section, we use computational complexity theory to prove the exponential improvement on representational power of the QGM over any factor graph in which each correlation is easy to compute given a specific value for all variables (including all the models mentioned above). The discussion of the relevant computational complexity theory could be found in the book in Ref. [S21] or in the recent review article on quantum supremacy [S22] .
To prove theorem 2, first we define the concept of multiplicative error. Denote the probability distribution produced by the QGM as {q(x)}. Then we ask whether there exists a factor graph such that its distribution {p(x)} approximates {q(x)} to some error. It is natural to require that if q(x) is very small, p(x) should also be very small, which means rare events should still be rare. So we define the following error model: Definition 1 (Multiplicative Error). Distribution {p(x)} approximates distribution {q(x)} to multiplicative error means
for any x, where γ = Ω(1/poly(n)) < 1/2. This error can also guarantee that any local behavior is approximately the same since the l 1 -distance can be bounded by it:
But only bounding l 1 -distance cannot guarantee that rare event is still rare. Multiplicative error for small γ implies that the KL-divergence is bounded by
The probability p(x|z) of a factor graph can be written as
where f (x, y) is product of a polynomial number of relatively simple correlations, thus non-negative and can be computed in polynomial time and y are hidden variables. The probability q(x) of the QGM can be written as
where g(x, y) is product of a polynomial number of tensors given a specific assignment of indices and y are the virtual indices or physical indices of hidden variables, x is the remaining physical indices. Different from f (x, y), g(x, y) is a complex number in general. Thus in some sense, we can say q(x) is the result of quantum interference in contrast to the case of p(x) (or p(x|z)) which is only summation of non-negative numbers. Since q(x) is summation of complex numbers, in the process of summation, it can oscillate dramatically, so we expect q(x) being more complex than p(x) (or p(x|z)). This can be formalized as the following lemma. Lemma 2 (Stockmeyer's theorem [S23] ). There exists an FBPP NP algorithm which can approximate
by P , for any boolean function f : {0, 1} r → R + ∪ {0}, to multiplicative error | P − P | ≤ P/poly(n) if f (t) can be computed efficiently given t.
FBPP
NP algorithms denote algorithms that a probabilistic Turing machine, supplied with an oracle that can solve all the NP problems in one step, can run in polynomial time.
Without the constraint f (t) ≥ 0, approximating P by P such that |P − P | ≤ γP is in general #P-hard even if γ < 1/2. Roughly speaking, the complexity class #P [S24] includes problems counting the number of witnesses of an NP problem, which is believed much harder than NP (see Ref. [S22] for a quantum computing oriented introduction). The above lemma shows that summation of non-negative numbers is easier than complex numbers in general. This formulates that quantum interference is more complex than classical probability superposition.
Stockmeyer's theorem was firstly used to separate classical and quantum distribution in Ref. [S25] where the classical distribution is sampled by a probabilistic Turing machine in polynomial time and the quantum distribution is sampled from linear optics network. In some sense, our result could be viewed as a development of this result: the classical distribution is not necessarily sampled by a classical device efficiently, instead, the distribution could be approximated by a factor graph to multiplicative error. An efficient classical device is a special case of factor graph because it could be represented as a Boolean circuit with random coins, this could be represented as the Bayesian network as we have discussed above about the representation of deep belief network by factor graph.
Then we give the proof of theorem 2:
Proof. Assume there exists a factor graph from which we can compute the conditional probability p(x|z), we will prove that approximating q(x) to multiplicative error, i.e., |p(x|z) − q(x)| ≤ γq(x), is in FBPP NP /poly (the meaning of this complexity class will be explained later).
Suppose f is defined as p(x, y|z), there exists an FBPP NP algorithm approximating P 1 = x,y f (x, y) by P 1 such
then
the last step is because we choose γ 1 and γ 2 as sufficiently small as 1/poly(n). Under the assumption that the representation is efficient, such f (x, y) can be represented by a polynomial size circuit, where the circuit corresponds to the description of the factor graph. So p(x) can be computed in FBPP NP /poly. "/poly" is because we do not need to construct the circuit efficiently [S26] .
In Ref.
[S27], we introduced a special form of QGM that corresponds to a graph state |Q (Fig. S5 ) with one layer of invertible matrices HZ(θ) such that computing q(x) to multiplicative error with γ < 1/2 is at least FP #P . So assuming the efficient representation of QGM by factor graph, we will get
Then it follows basically the same reasoning as the proof of theorem 3 in Ref. [S29] 
TRAINING AND INFERENCE IN QUANTUM GENERATIVE MODEL
In this section, we discuss how to train the QGM and make inference on it. First, we briefly review how to train and make inference on some typical factor graphs. Then we reduce inference on the QGM to preparation of a tensor network state. Finally, we derive the formula for computing gradient of the KL-divergence of QGM and reduce it to the preparation of a tensor network state.
Inference problems on probabilistic graphical models include computing marginal probability y p(x, y) and conditional probability y p(x, y|z) (which includes marginal probability as a special case when the set z is empty). To approximately compute the probability on some variables, we sample the marginal probability p(x, y) or the conditional probability p(x, y|z), and then measure the variable set x. We use the Boltzmann machine as an example to show how to train energy-based neural networks. The KL-divergence given M data is
The training is to optimize this quantity with the gradient descent method. The gradient (for simplicity, we only present ∂ a between hidden and visible nodes) is
The subscript "data" denotes distribution with probability 1/M randomly chosen from the training data according to P (h|v) = P (h, v)/P (v), where P (h, v) is the distribution defined by the graphical model, randomly sampling hidden variables h. The distribution "model" is P (h, v). So the training is reduced to sampling some distribution or conditional distribution defined by the generative neural network and then estimating the expectation value of local observables. Since the QGM could represent conditional probability of these models and the corresponding state |Q is the unique ground state of local Hamiltonian, inference and training could be reduced to the ground state preparation problem. Similarly, inference on the QGM could also be reduced to preparation of a quantum state. As an example, let us compute the marginal probability for the QGM:
So the problem is reduced to preparing the state |Q and then measuring the local observable O. Similarly, the conditional probability is given by
where
is a tensor network state. The KL-divergence of the QGM is given by
and its derivative with respect to a parameter θ i in M i is
Let us consider the second term first.
It is basically the same for |Q(v) if θ i is the parameter for the unconditioned qubit:
If θ i is the parameter of conditioned variables, it is more complicated. Let
So computing gradient of KL-divergence of QGM reduces to preparing tensor network state |Q(z) (z being empty, v or v/v i respectively) and measuring the expectation value of O = |v v|,
. If the denominator is small, the error of the estimation through sampling could be large, in particular when the denominator is exponentially close to 0. But we do not need to be pessimistic. Since this denominator represents the probability of getting v i for measuring the i-th variable, conditioned on the remaining variables being v/v i , this quantity should not be small if the model distribution is close to the real data distribution. Otherwise, we are not able to observe this data. If the model distribution is far from the real data distribution, there is no need to estimate the gradient precisely. Moreover, statistical fluctuation in sampling in this case could even help to jump out of the local minimum, which is analogous to the stochastic gradient descent method in traditional machine learning [S2, S5] .
The efficiency of estimating the expectation value of local observable through sampling depends on the maximum value of the observable. In the case of calculation of gradient of the KL-divergence, the maximum value depends on M i whose minimum singular value is set to 1. Thus, the number of sampling is bounded by κ 2 / 2 , where κ is the condition number which is the maximum singular value of M i , is the error of the estimation. In the case when κ is large, M i is ill-conditioned, resulting in bad estimation. One strategy to avoid this situation is to use regularization term [S2, S5] . For example, we may use
as a penalty where χ > 0 is a hyperparameter which adjust the importance of the second term. The first term guarantees the singular value of M i should not be large and the second term guarantees that λ 1 λ 2 should not be too small. In the case that max(λ 1 , λ 2 ) is not too large, it guarantees that min(λ 1 , λ 2 ) is not too small, which means M i is not too ill-conditioned.
PROOF OF THEOREM 3
First, we prove that |Q(z) could represent any tensor network efficiently: Lemma 3. Choosing the conditioned variables z and invertible matrices properly, |Q(z) could efficiently represent any tensor network in which each tensor has constant degree and the virtual index range is bounded by a constant.
Proof. For a tensor A i···j , consider a quantum circuit preparing the following state:
where the dimension of the Hilbert space is bounded by a constant if the number of indices and the range of each index of this tensor are bounded. The quantum circuit could be represented by a state |Q(z) like the one in Fig. S5 with constant size, conditioned on specific values of some variables. This is just a post-selection of measurement result in It is straightforward to generalize it to the case of n qubits by considering the layout of the circuits in Fig. 1 of Ref. [S32] . a, The universal quantum circuit. b, By adding swap gates and ancilla qubits, we can simulate the circuit in a by a 1D (2D for n qubits case) tensor network state since there is only two gates applying on each qubit. The circuit in red dashed box is Vt. c, The history state of circuit b (here we omit the starting |1 and the end |0 ). d, Tensor network representation of the state in c. e, Group of tensors which is used to construct parent Hamiltonian, x, y, i, j being virtual indices. f,g, Definition of tensors in d,e. f, Tensors representing t |t (unary representation of t). g, Tensors representing controlled-swap and controlled-Ut or simply controlled-Vt.
measurement-based quantum computing [S20] . Then we consider contracting virtual indices between different tensors. In this case, direct contraction will lead to a problem: the edge connecting two different tensors may be an identity tensor instead of a Hadamard tensor as in state |Q . We can solve this problem by introducing an extra variable in the middle of these two indices and connecting the two indices by Hadamard tensor. Further applying a Hadamard gate on it and conditioning on this extra variable being 0, the net effect is equivalent to connecting the two indices by an identity tensor.
Since computation on the QGM is reduced to preparing |Q(z) , we will focus on tensor network construction for the state |Q(z) in the following discussion. For an instance that our algorithm could run in polynomial time, min t ∆ t and min t η t should be both at least 1/poly(n). We construct a tensor network satisfying this requirement which at the same time encodes universal quantum computing. Therefore, a classical model is not able to to produce this result if quantum computation can not be efficiently simulated classically.
First, we construct the tensor network state encoding universal quantum computation. Consider the following history state encoding history of quantum computation:
where T is the number of gates in the quantum circuit, |t = |1 · · · 10 · · · 0 is the unary representation of the number t (the first t bits are set to 1 and the last T − t bits are set to 0), |0 ⊗m is the input state in the 2D layout of the circuits shown in Fig. 1 of Ref. [S32] with m (which is the number of qubits n times the depth of the original circuit, i.e. roughly the same as T ) qubits and V t is the t-th gate defined in Fig. S6b, i .e., V 1 = U 1 , V t = U t · SWAP for t > 1. This history state has been used to prove QMA-hardness for local Hamiltonian on a 2D lattice [S32] . This state can be represented by a "2D" tensor network shown in Fig. S6d since there is only a constant number of gates applying on each qubit. It can be verified directly that the tensor network in Fig. S6d represents |ψ clock . For simplicity of illustration, we consider computation on a single qubit where the "2D" network (actually 1D in this case) is shown in ⊗m if the left line is |t . In this way, the state is exactly |ψ clock . The general case (n-qubit case) for universal quantum computing is constructed in the same way.
Second, we calculate the overlap between two successive tensor networks. From Fig. S6d , direct calculation shows
