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DECREASING SUBSEQUENCES IN PERMUTATIONS AND
WILF EQUIVALENCE FOR INVOLUTIONS
MIREILLE BOUSQUET-MÉLOU AND EINAR STEINGRÍMSSON
Abstrat. In a reent paper, Bakelin, West and Xin desribe a map φ∗ that
reursively replaes all ourrenes of the pattern k · · · 21 in a permutation
σ by ourrenes of the pattern (k − 1) · · · 21k. The resulting permutation
φ∗(σ) ontains no dereasing subsequene of length k. We prove that, rather
unexpetedly, the map φ∗ ommutes with taking the inverse of a permutation.
In the BWX paper, the denition of φ∗ is atually extended to full rook
plaements on a Ferrers board (the permutations orrespond to square boards),
and the onstrution of the map φ∗ is the key step in proving the following
result. Let T be a set of patterns starting with the prex 12 · · · k. Let T ′ be
the set of patterns obtained by replaing this prex by k · · · 21 in every pattern
of T . Then for all n, the number of permutations of the symmetri group Sn
that avoid T equals the number of permutations of Sn that avoid T
′
.
Our ommutation result, generalized to Ferrers boards, implies that the
number of involutions of Sn that avoid T is equal to the number of involutions
of Sn avoiding T
′
, as reently onjetured by Jaggard.
1. Introdution
Let π = π1π2 · · ·πn be a permutation of length n. Let τ = τ1 · · · τk be another
permutation. An ourrene of τ in π is a subsequene πi1 · · ·πik of π that is order-
isomorphi to τ . For instane, 246 is an ourrene of τ = 123 in π = 251436.
We say that π avoids τ if π ontains no ourrene of τ . For instane, the above
permutation π avoids 1234. The set of permutations of length n is denoted by Sn,
and Sn(τ) denotes the set of τ -avoiding permutations of length n.
The idea of systematially studying pattern avoidane in permutations appeared
in the mid-eighties [19℄. The main problem in this eld is to determine Sn(τ), the
ardinality of Sn(τ), for any given pattern τ . This question has subsequently been
generalized and rened in various ways (see for instane [1, 4, 7, 16℄, and [15℄ for
a reent survey). However, relatively little is known about the original question.
The ase of patterns of length 4 is not yet ompleted, sine the pattern 1324 still
remains unsolved. See [5, 8, 21, 20, 24℄ for other patterns of length 4.
For length 5 and beyond, all the solved ases follow from three important generi
results. The rst one, due to Gessel [8, 9℄, gives the generating funtion of the
numbers Sn(12 · · · k). The seond one, due to Stankova and West [22℄, states that
Sn(231τ) = Sn(312τ) for any pattern τ on {4, 5, . . . , k}. The third one, due to Bak-
elin, West and Xin [3℄, shows that Sn(12 · · · kτ) = Sn(k · · · 21τ) for any pattern τ
on the set {k + 1, k + 2, . . . , ℓ}. In the present paper an analogous result is estab-
lished for pattern-avoiding involutions. We denote by In(τ) the set of involutions
avoiding τ , and by In(τ) its ardinality.
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The systemati study of pattern avoiding involutions was also initiated in [19℄,
ontinued in [8, 10℄ for inreasing patterns, and then by Guibert in his thesis [11℄.
Guibert disovered experimentally that, for a surprisingly large number of pat-
terns τ of length 4, In(τ) is the nth Motzkin number:
Mn =
⌊n/2⌋∑
k=0
n!
k!(k + 1)!(n− 2k)!
.
This was already known for τ = 1234 (see [17℄), and onsequently for τ = 4321,
thanks to the properties of the Shensted orrespondene [18℄. Guibert explained all
the other instanes of the Motzkin numbers, exept for two of them: 2143 and 3214.
However, he was able to desribe a two-label generating tree for the lass In(2143).
Several years later, the Motzkin result for the pattern 2143 was at last derived from
this tree: rst in a bijetive way [12℄, then using generating funtions [6℄. No simple
generating tree ould be desribed for involutions avoiding 3214, and it was only in
2003 that Jaggard [14℄ gave a proof of this nal onjeture, inspired by [2℄. More
generally, he proved that for k = 2 or 3, In(12 · · · kτ) = In(k · · · 21τ) for all τ . He
onjetured that this holds for all k, whih we prove here.
We derive this from another result, whih may be more interesting than its im-
pliation in terms of forbidden patterns. This result deals with a transformation
φ∗ that was dened in [3℄ to prove that Sn(12 · · · kτ) = Sn(k · · · 21τ). This trans-
formation ats not only on permutations, but on more general objets alled full
rook plaements on a Ferrers shape (see Setion 2 for preise denitions). The map
φ∗ may, at rst sight, appear as an ad ho onstrution, but we prove that it has
a remarkable, and far from obvious, property: it ommutes with the inversion of
a permutation, and more generally with the orresponding diagonal reetion of a
full rook plaement. (By the inversion of a permutation π we mean the map that
sends π, seen as a bijetion, to its inverse.)
The map φ∗ is dened by iterating a transformation φ, whih hooses a ertain
ourrene of the pattern k · · · 21 and replaes it by an ourrene of (k−1) · · · 21k.
The map φ itself does not ommute with the inversion of permutations, and our
proof of the ommutation theorem is atually quite ompliated.
This strongly suggests that we need a better desription of the map φ∗, on whih
the ommutation theorem would beome obvious. By analogy, let us reall what
happened for the Shensted orrespondene: the fat that the inversion of permu-
tations exhanges the two tableaux only beame ompletely lear with Viennot's
desription of the orrespondene [23℄.
Atually, sine the Shensted orrespondene has nie properties regarding the
monotone subsequenes of permutations, and provides one of the best proofs of the
identity In(12 · · ·k) = In(k · · · 21), we suspet that the map φ
∗
might be related to
this orrespondene, or to an extension of it to rook plaements.
2. Wilf equivalene for involutions
One of the main impliations of this paper is the following.
Theorem 1. Let k ≥ 1. Let T be a set of patterns, eah starting with the prex
12 · · ·k. Let T ′ be the set of patterns obtained by replaing this prex by k · · · 21 in
every pattern of T . Then, for all n ≥ 0, the number of involutions of Sn that avoid
T equals the number of involutions of Sn that avoid T
′
.
In partiular, the involutions avoiding 12 · · · kτ and the involutions avoiding
k · · · 21τ are equinumerous, for any permutation τ of {k + 1, k + 2, . . . , ℓ}.
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Figure 1. A full rook plaement on a Ferrers board, and its inverse.
This theorem was proved by Jaggard for k = 2 and k = 3 [14℄. It is the
analogue, for involutions, of a result reently proved by Bakelin, West and Xin for
permutations [3℄. Thus it is not very suprising that we follow their approah. This
approah requires looking at pattern avoidane for slightly more general objets
than permutations, namely, full rook plaements on a Ferrers board.
Let λ be an integer partition, whih we represent as a Ferrers board (Figure 1).
A full rook plaement on λ, or a plaement for short, is a distribution of dots on
this board, suh that every row and olumn ontains exatly one dot. This implies
that the board has as many rows as olumns.
Eah ell of the board will be denoted by its oordinates: in the rst plaement
of Figure 1, there is a dot in the ell (1, 4). If the plaement has n dots, we assoiate
with it a permutation π of Sn, dened by π(i) = j if there is a dot in the ell (i, j).
The permutation orresponding to the rst plaement of Figure 1 is π = 4312. This
indues a bijetion between plaements on the n × n square and permutations of
Sn.
The inverse of a plaement p on the board λ is the plaement p′ obtained by
reeting p and λ with respet to the main diagonal; it is thus a plaement on the
onjugate of λ, usually denoted by λ′. This terminology is of ourse an extension
to plaements of the lassial terminology for permutations.
Denition 2. Let p be a plaement on the board λ, and let π be the orresponding
permutation. Let τ be a permutation of Sk. We say that p ontains τ if there
exists in π an ourrene πi1πi2 · · ·πik of τ suh that the orresponding dots are
ontained in a retangular sub-board of λ. In other words, the ell with oordinates
(ik,maxj πij ) must belong to λ.
The plaement of Figure 1 ontains the pattern 12, but avoids the pattern 21,
even though the assoiated permutation π = 4312 ontains several ourrenes
of 21. We denote by Sλ(τ) the set of plaements on λ that avoid τ . If λ is self-
onjugate, we denote by Iλ(τ) the set of symmetri (that is, self-inverse) plaements
on λ that avoid τ . We denote by Sλ(τ) and Iλ(τ) the ardinalities of these sets.
In [2, 3, 22℄, it was shown that the notion of pattern avoidane in plaements
is well suited to deal with prex exhanges in patterns. This was adapted by
Jaggard [14℄ to involutions:
Proposition 3. Let α and β be two involutions of Sk. Let Tα be a set of patterns,
eah beginning with α. Let Tβ be obtained by replaing, in eah pattern of Tα, the
prex α by β. If, for every self-onjugate shape λ, Iλ(α) = Iλ(β), then Iλ(Tα) =
Iλ(Tβ) for every self-onjugate shape.
Hene Theorem 1 will be proved if we an prove that Iλ(12 · · · k) = Iλ(k · · · 21) for
any self-onjugate shape λ. A simple indution on k, ombined with Proposition 3,
shows that it is atually enough to prove the following:
Theorem 4. Let λ be a self-onjugate shape. Then Iλ(k · · · 21) = Iλ((k−1) · · · 21k).
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A similar result was proved in [3℄ for general (asymmetri) plaements: for every
shape λ, one has Sλ(k · · · 21) = Sλ((k− 1) · · · 21k). The proof relies on the desrip-
tion of a reursive bijetion between the sets Sλ(k · · · 21) and Sλ((k − 1) · · · 21k).
What we prove here is that this ompliated bijetion atually ommutes with the
inversion of a plaement, and this implies Theorem 4.
But let us rst desribe (and slightly generalize) the transformation dened by
Bakelin, West and Xin [3℄. This transformation depends on k, whih from now on
is supposed to be xed. Sine Theorem 4 is trivial for k = 1, we assume k ≥ 2.
Denition 5 (The transformation φ). Let p be a plaement ontaining k · · · 21,
and let π be the assoiated permutation. To eah ourrene of k · · · 21 in p, there
orresponds a dereasing subsequene of length k in π. TheA-sequene of p, denoted
by A(p), is the smallest of these subsequenes for the lexiographi order.
The orresponding dots in p form an ourrene of k · · · 21. Rearrange these dots
ylially so as to form an ourrene of (k− 1) · · · 21k. The resulting plaement is
dened to be φ(p).
If p avoids k · · · 21, we simply dene φ(p) := p. The transformation φ is also
alled the A-shift.
φ
7 3 6 2 5 1 47 4 6 3 5 2 1
Figure 2. The A-shift on the permutation 7 4 6 3 5 2 1, when k = 4.
An example is provided by Figure 2 (the letters of the A-sequene are underlined,
and the orresponding dots are blak). It is easy to see that theA-shift dereases the
inversion number of the permutation assoiated with the plaement (details will be
given in the proof of Corollary 11). This implies that after nitely many iterations of
φ, there will be no more dereasing subsequenes of length k in the plaement. We
denote by φ∗ the iterated transformation, that reursively transforms every pattern
k · · · 21 into (k − 1) · · · 21k. For instane, with the permutation π = 7 4 6 3 5 2 1
of Figure 2 and k = 4, we nd
π = 7 4 6 3 5 2 1 −→ 7 3 6 2 5 1 4 −→ 3 2 6 1 5 7 4 = φ∗(π).
The main property of φ∗ that was proved and used in [3℄ is the following:
Theorem 6 (The BWX bijetion). For every shape λ, the transformation φ∗
indues a bijetion from Sλ((k − 1) · · · 21k) to Sλ(k · · · 21).
The key to our paper is the following rather unexpeted theorem.
Theorem 7 (Global ommutation). The transformation φ∗ ommutes with the
inversion of a plaement.
For instane, with π as above, we have
π−1 = 7 6 4 2 5 3 1 −→ 7 4 2 1 5 3 6 −→ 4 2 1 7 5 3 6 = φ∗(π−1)
and we observe that
φ∗(π−1) = (φ∗(π))
−1
.
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Note, however, that φ(π−1) 6= (φ(π))−1. Indeed, φ(π−1) = 7 4 2 1 5 3 6 while
(φ(π))
−1
= 6 4 2 7 5 3 1, so that the elementary transformation φ, that is, the
A-shift, does not ommute with the inversion.
Theorems 6 and 7 together imply that φ∗ indues a bijetion from
Iλ((k − 1) · · · 21k) to Iλ(k · · · 21), for every self-onjugate shape λ. This proves
Theorem 4, and hene Theorem 1. The rest of the paper is devoted to proving
Theorem 7, whih we all the theorem of global ommutation. By this, we mean
that the inversion ommutes with the global tranformation φ∗ (but not with the
elementary transformation φ).
Remarks
1. At rst sight, our denition of the A-sequene (Denition 5), does not seem to
oinide with the denition given in [3℄. Let ak · · · a2a1 denote the A-sequene of the
plaement p, with ak > · · · > a1. We identify this sequene with the orresponding
set of dots in p. The dot ak is the lowest dot that is the leftmost point in an
ourrene of k · · · 21 in p. Then ak−1 is the lowest dot suh that akak−1 is the
beginning of an ourrene of k · · · 21 in p, and so on.
However, in [3℄, the dot ak is hosen as above, but then eah of the next dots
a′k−1, . . . , a
′
1 is hosen to be as far left as possible, and not as low as possible.
Let us prove that the two proedures give the same sequene of dots. Assume
not, and let aj 6= a
′
j be the rst (leftmost) point where the two sequenes dier.
By denition, aj is lower than a
′
j , and to the right of it. But then the sequene
ak−1 · · · aj+1a
′
jaj · · ·a2a1 is an ourrene of the pattern k · · · 21 in p, whih is
smaller than ak · · ·a2a1 for the lexiographi order, a ontradition.
The fat that the A-sequene an be dened in two dierent ways will be used
very often in the paper.
2. At this stage, we have redued the proof of Theorem 1 to the proof of the global
ommutation theorem, Theorem 7.
3. From loal ommutation to global ommutation
In order to prove that φ∗ ommutes with the inversion of plaements, it would
naturally be tempting to prove that φ itself ommutes with the inversion. However,
this is not the ase, as shown above. Given a plaement p and its inverse p′, we
thus want to know how the plaements φ(p) and φ(p′)′ dier.
Denition 8. For any shape λ and any plaement p on λ, we dene ψ(p) by
ψ(p) := φ(p′)′.
Thus ψ(p) is also a plaement on λ.
Note that ψm(p) = (φm(p′))′, so that the theorem of global ommutation, The-
orem 7, an be restated as ψ∗ = φ∗.
Combining the above denition of ψ with Denition 5 gives an alternative de-
sription of ψ.
Lemma 9 (The transformation ψ). Let p be a plaement ontaining k · · · 21. Let
b1, b2, . . . , bk be dened reursively as follows: For all j, bj is the leftmost dot suh
that bj · · · b2b1 ends an ourrene of k · · · 21 in p. We all bk · · · b2b1 the B-sequene
of p, and denote it by B(p).
Rearrange the k dots of the B-sequene ylially so as to form an ourrene of
(k − 1) · · · 21k: the resulting plaement is ψ(p).
If p avoids k · · · 21, then ψ(p) = p. The transformation ψ is also alled the
B-shift.
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Aording to the rst remark that onludes Setion 2, we an alternatively
dene bj , for j ≥ 2, as the lowest dot suh that bj · · · b2b1 ends an ourrene of
k · · · 21 in p.
We have seen that, in general, φ does not ommute with the inversion. That is,
φ(p) 6= ψ(p) in general. The above lemma tells us that φ(p) = ψ(p) if and only
if the A-sequene and the B-sequene of p oinide. If they do not oinide, then
we still have the following remarkable property, whose proof is deferred to the very
end of the paper.
Theorem 10 (Loal ommutation). Let p be a plaement for whih the A- and
B-sequenes do not oinide. Then φ(p) and ψ(p) still ontain the pattern k · · · 21,
and
φ(ψ(p)) = ψ(φ(p)).
For instane, for the permutation of Figure 2 and k = 4, we have the following
ommutative diagram, in whih the underlined (resp. overlined) letters orrespond
to the A-sequene (resp. B-sequene):
7 3 6 2 5 1 4 4 3 6 2 5 7 1
3 2 6 1 5 7 4
φ ψ
ψ φ
7 4 6 3 5 2 1
A lassial argument, whih is sometimes stated in terms of loally onuent and
globally onuent rewriting systems (see [13℄ and referenes therein), will show that
Theorem 10 implies ψ∗ = φ∗, and atually the more general following orollary.
Corollary 11. Let p be a plaement. Any iterated appliation of the transforma-
tions φ and ψ yields ultimately the same plaement, namely φ∗(p). Moreover, all
the minimal sequenes of transformations that yield φ∗(p) have the same length.
Before we prove this orollary, let us illustrate it. We think of the set of permu-
tations of length n as the set of verties of an oriented graph, the edges of whih are
given by the maps φ and ψ. Figure 3 shows a onneted omponent of this graph.
The dotted edges represent φ while the plain edges represent ψ. The dashed edges
4 3 6 2 1 9 8 5 7
9 3 7 2 6 4 8 5 19 5 6 3 4 2 8 1 7
9 3 8 2 7 6 4 5 19 5 8 3 6 4 2 1 7
7 3 6 2 4 9 8 5 18 3 6 2 4 9 1 5 79 3 6 2 4 1 8 5 75 3 6 2 4 9 8 1 7
3 2 6 1 4 9 8 5 7
φ ψ φ ≡ ψ
8 3 7 2 6 9 4 5 19 3 8 2 6 4 1 5 78 5 6 3 4 9 2 1 7
Figure 3. The ation of φ and ψ on a part of S9, for k = 4.
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orrespond to the ases where φ and ψ oinide. We see that all the paths that
start at a given point onverge to the same point.
Proof. For any plaement p, dene the inversion number of p as the inversion num-
ber of the assoiated permutation π (that is, the number of pairs (i, j) suh that
i < j and πi > πj). Assume p ontains at least one ourrene of k · · · 21, and let
i1 < · · · < ik be the positions (absissae) of the elements of the A-sequene of p. A
areful examination of the inversions of p and φ(p) shows that
inv(p)− inv(φ(p)) = k− 1+ 2
k−1∑
m=1
Card {i : im < i < im+1 and πi1 > πi > πim+1}.
In partiular, inv(φ(p)) < inv(p). By symmetry, together with the fat that
inv(π−1) = inv(π), it follows that inv(ψ(p)) < inv(p) too.
We enode the ompositions of the maps φ and ψ by words on the alphabet
{φ, ψ}. For instane, if u is the word φψ2, then u(p) = φψ2(p). Let us prove, by
indution on inv(p), the following two statements:
1. If u and v are two words suh that u(p) and v(p) avoid k · · · 21, then u(p) = v(p).
2. Moreover, if u and v are minimal for this property (that is, for any non-trivial
fatorization u = u0u1, the plaement u1(p) still ontains an ourrene of k · · · 21
 and similarly for v), then u and v have the same length.
If the rst property holds for p, then u(p) = v(p) = φ∗(p). If the seond property
holds, we denote by L(p) the length of any minimal word u suh that u(p) avoids
k · · · 21.
If π is the identity, then the two results are obvious. They remain obvious, with
L(p) = 0, if p does not ontain any ourrene of k · · · 21.
Now assume p ontains suh an ourrene, and u(p) and v(p) avoid k · · · 21. By
assumption, neither u nor v is the empty word. Let f (resp. g) be the rightmost
letter of u (resp. v), that is, the rst transformation that is applied to p in the
evaluation of u(p) (resp. v(p)). Write u = u′f and v = v′g.
If f(p) = g(p), let q be the plaement f(p). Given that inv(q) < inv(p), and that
the plaements u(p) = u′(q) and v(p) = v′(q) avoid k · · · 21, both statements follow
by indution.
If f(p) 6= g(p), we may assume, without loss of generality, that f = φ and g = ψ.
Let q1 = φ(p), q2 = ψ(p) and q = φ(ψ(p) = ψ(φ(p)) (Theorem 10). The indution
hypothesis, applied to q1, gives u
′(q1) = φ
∗(ψ(q1)) = φ
∗(q), that is, u(p) = φ∗(q)
(see the gure below). Similarly, v′(q2) = φ
∗(q2) = φ
∗(q), that is, v(p) = φ∗(q).
This proves the rst statement. If u and v are minimal for p, then so are u′ and
v′ for q1 and q2 respetively. By the rst statement of Theorem 10, q1 and q2 still
ontain the pattern k · · · 21, so L(q) = L(q1)− 1 = L(q2)− 1, and the words u
′
and
v′ have the same length. Consequently, u and v have the same length too. 
q1
p
ψφ
q2
u′
ψ
q
v′
u(p) v(p)
φ∗
φ
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Note. We have redued the proof of Theorem 1 to the proof of the loal ommu-
tation theorem, Theorem 10. The last two setions of the paper are devoted to this
proof, whih turns out to be unexpetedly ompliated. There is no question that
one needs to nd a more illuminating desription of φ∗, or of φ ◦ ψ, whih makes
Theorems 7 and 10 lear.
4. The loal ommutation for permutations
In this setion, we prove that the loal ommutation theorem holds for permuta-
tions. It will be extended to plaements in the next setion. To begin with, let us
study a big example, and use it to desribe the ontents and the struture of this
setion. This example is illustrated in Figure 4.
Example. Let π be the following permutation of length 21:
π = 17 21 20 16 19 18 13 15 11 14 12 8 10 9 7 4 2 6 5 3 1.
1. Let k = 12. The A-sequene of π is
A(π) = 17 16/15 14 12 10 9 7/6 5 3 1,
while its B-sequene is
B(π) = 21 20 19 18/15 14 12 10 9 7/4 2.
Observe that the intersetion of A(π) and B(π) (delimited by '/') onsists of the
letters 15 14 12 10 9 7, and that they are onseutive both in A(π) and B(π).
Also, B ontains more letters than A before this intersetion, while A ontains
more letters than B after the intersetion. We prove that this is always true in
Setion 4.1 below (Propositions 21 and 22).
2. Let us now apply the B-shift to π. One nds:
ψ(π) = 17 20 19 16 18 15 13 14 11 12 10 8 9 7 4 2 21 6 5 3 1.
The new A-sequene is now A(ψ(π)) = 17 16/15 13 11 10 8 7/6 5 3 1. Observe
that all the letters of A(π) that were before or after the intersetion with B(π) are
still in the new A-sequene, as well as the rst letter of the intersetion. We prove
that this is always true in Setion 4.2 (Propositions 28 and 29). In this example,
the last letter of the intersetion is still in the new A-sequene, but this is not true
in general.
By symmetry with respet to the main diagonal, after the A-shift, the letters of
B that were before or after the intersetion are in the new B-sequene, as well as
the rst letter of A following the intersetion (Corollary 30). This an be heked
on our example:
φ(π) = 16 21 20 15 19 18 13 14 11 12 10 8 9 7 6 4 2 5 3 1 17,
and the new B-sequene is B(φ(π)) = 21 20 19 18/13 11 10 8 7 6 /4 2.
3. Let ai = bj denote the rst (leftmost) point in A(π) ∩ B(π), and let ad = be be
the last point in this intersetion. We have seen that after the B-shift, the new A-
sequene begins with ak · · · ai = 17 16 15, and ends with ad−1 · · ·a1 = 6 5 3 1. The
letters in the enter of the new A-sequene, that is, the letters replaing ai−1 · · · ad,
are xi−1 · · ·xd = 13 11 10 8 7. Similarly, after the A-shift, the new B-sequene
begins with bk · · · bj+1 = 21 20 19 18, and ends with ad−1be−1 · · · b1 = 6 4 2. The
entral letters are again xi−1 · · ·xd = 13 11 10 8 7! (See Figure 4). This is not a
oinidene; we prove in Setion 4.3 that this always holds (Proposition 31).
4. We nally ombine all these properties to desribe expliitly how the maps
φ ◦ ψ and ψ ◦ φ at on a permutation π, and onlude that they yield the same
permutation if the A- and B-sequenes of π do not oinide (Theorem 32).
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The A-sequene after the B-shift (ψ) The B-sequene after the A-shift (φ)
bk
b1
a1
ak
Figure 4. Top: A permutation π, with its A- and B-sequenes
shown. Left: After the B-shift. Right: After the A-shift. Bottom:
After the omposition of φ and ψ.
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4.1. The A-sequene and the B-sequene
Denition 12 (Labels). Let π = π1π2 · · ·πn be a permutation. For 1 ≤ i ≤ n, let
ℓi be the maximal length of a dereasing subsequene in π that starts at πi. The
length sequene, or ℓ-sequene, of π is ℓ(π) = ℓ1ℓ2 · · · ℓn. Alternatively, it an be
dened reursively as follows: ℓn = 1 and, for i < n,
ℓi = max{ℓm}+ 1, (1)
where the maximum is taken over all m > i suh that πm < πi.
We refer to the entries of the ℓ-sequene as labels and say that the label ℓi is
assoiated to the letter πi in π. Also, if x = πi then, abusing notation, we let
ℓ(x) = ℓi.
Given a subsequene s = πi1πi2 · · ·πik of π, we say that ℓi1 , ℓi2 , . . . , ℓik is the
subsequene of ℓ(π) assoiated to s.
Here is an example, where we have written the label of πi below πi for eah i:
π = 3 7 4 9 1 8 5 6 2
2 3 2 4 1 3 2 2 1
The subsequene of ℓ(π) assoiated to 741 is 3, 2, 1.
Lemma 13. The subsequene of ℓ(π) assoiated to a dereasing subsequene xm · · ·x2x1
in π is stritly dereasing. In partiular, ℓ(xi) ≥ i for all i.
Proof. Obvious, by denition of the labels. 
Lemma 14. Let x1, . . . , xi be, from left to right, the list of letters in π that have
label m. Then x1 < x2 < · · · < xi.
Proof. If xj > xj+1 then, sine xj preedes xj+1, we would have ℓ(xj) > ℓ(xj+1),
ontrary to assumption. 
Denition 15 (Suessor sequene). Let x be a letter in π, with ℓ(x) = m. The
suessor sequene smsm−1 · · · s1 of x is the sequene of letters of π suh that sm = x
and, for i ≤ m, si−1 is the rst (leftmost) letter after si suh that ℓ(si−1) = ℓ(si)−1.
In this ase, we say that sm−1 is the label suessor of x.
Lemma 16. The suessor sequene of x is a dereasing sequene.
Proof. By denition of the labels, one of the letters labelled ℓ(x) − 1 that are to
the right of x is smaller than x. By Lemma 14, the leftmost of them, that is, the
label suessor of x, is smaller than x. 
Let us now rephrase, in terms of permutations, the denitions of the A-sequene
and B-sequene (Denition 5 and Lemma 9).
Given a permutation π that ontains a dereasing subsequene of length k, the
A-sequene of π is the sequene A(π) = akak−1 · · ·a1, where for all i, ai is the
smallest letter in π suh that ak · · · ai+1ai is the prex of a dereasing sequene of
π of length k. The B-sequene of π is B(π) = bkbk−1 · · · b1, where for all i, bi is the
leftmost letter suh that bibi−1 · · · b1 is the sux of a dereasing sequene of length
k. Aording to the remark at the end of Setion 2, the letter ai an alternatively
be hosen as left as possible (for i < k), and the letter bi as small as possible (for
i > 1).
The three simple lemmas above, as well as Lemma 17 below, will be used fre-
quently, but without spei mention, in the remainder of this setion. From now
on we denote by A = ak · · · a1 and B = bk · · · b1 the A- and B-sequenes of π. The
next lemma haraterizes the A-sequene in terms of labels.
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Lemma 17. The letter ak is the leftmost letter in π with label k and, for i < k,
ai is the rst letter after ai+1 that has label i. In partiular, the A-sequene of π
is the suessor sequene of ak, and the subsequene of ℓ(π) assoiated to A(π) is
k, k − 1, . . . , 1.
Proof. Clearly, the label of ak must be at least k. If it is larger than k, then the
label suessor of ak is smaller than ak and is the rst letter of a dereasing sequene
of length k, a ontradition. Hene the label of ak must be exatly k. Now given
that ak has to be as small as possible, Lemma 14 implies that ak is the leftmost
letter having label k.
We then proeed by dereasing indution on i. Sine ai is smaller than, and
to the right of, ai+1, its label must be at most i. Sine ak · · ·ai is the prex of
a dereasing sequene of length k, the label of ai must be at least i, and hene,
exatly i. Sine we want ai to be as small as possible, it has to be the rst letter
after ai+1 with label i (Lemma 14). 
Lemma 18 (The key lemma). Let i ≤ j. Suppose π ontains a dereasing
sequene of the form bj+1xj · · ·xi suh that xi preedes bi. Then ℓ(xi) < ℓ(bi).
Proof. First, observe that, by denition of B, one atually has xi < bi (otherwise,
the B-sequene ould be extended). Suppose that ℓ(xi) ≥ ℓ(bi). In partiular,
then, ℓ(xi) ≥ i. Let us write ℓ(xi) = i + r, with r ≥ 0. Let xixi−1 · · ·x−r+1 be
the suessor sequene of xi, so that ℓ(xp) = p + r for all p ≤ i. Now, ℓ(xi−m) ≥
ℓ(bi−m) for all m ∈ [0, i − 1], beause the labels of the B-sequene are stritly
dereasing. Thus, if xi−m < bi−m then xi−m must preede bi−m, for otherwise
ℓ(bi−m) > ℓ(xi−m).
Reall that xi < bi. Let m be the largest integer with m < i suh that xi−m <
bi−m, whih implies that xi−m preedes bi−m (learly, m ≥ 0). If m = i − 1 then
x1 < b1, so x1 preedes b1, and thus the sequene
bk · · · bj+1xjxj−1 · · ·x1
is dereasing, has length k and ends to the left of b1, whih ontradits the denition
of the B-sequene. Thus m < i − 1. Now, xi−m < bi−m and xi−m preedes bi−m,
but xi−m−1 > bi−m−1. Note that xi−m preedes bi−m−1 sine it preedes bi−m.
Thus, the sequene
bk · · · bj+1xjxj−1 · · ·xi−mbi−m−1 · · · b1
is dereasing and has length k. Sine xi−m preedes bi−m, the denition of B implies
that xi−m would have been hosen instead of bi−m in B. This is a ontradition,
so ℓ(xi) < ℓ(bi). 
Lemma 19. Assume the label suessor of bm does not belong to B. Then no letter
of the suessor sequene of bm belongs to B, apart from bm itself.
Proof. Let x be the label suessor of bm, and let xr · · ·x1 be the suessor sequene
of x, with xr = x. Assume one of the xi belongs to B, and let xs−1 = bj be the
leftmost of these. The suessor sequene of bm thus reads bmxr · · ·xsbjxs−2 · · ·x1.
By assumption, s ≤ r.
We want to prove that the sequene xr · · ·xs is longer than bm−1 · · · bj+1, whih
will ontradit the denition of the B-sequene of π. We have ℓ(xr) + 1 = ℓ(bm) >
ℓ(bm−1), so that ℓ(xr) ≥ ℓ(bm−1). Hene by Lemma 18, bm−1 preedes xr. This
implies that
ℓ(xr) > ℓ(bm−1),
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for otherwise the label suessor of bm would be bm−1 instead of xr . At the other
end of the sequene xr · · ·xs, we naturally have
ℓ(xs) = 1 + ℓ(bj) ≤ ℓ(bj+1).
Given that the xi form a suessor sequene, while the labels of B are stritly de-
reasing, the above two inequalities imply that xr · · ·xs is longer than bm−1 · · · bj+1,
as desired. 
Lemma 20. Assume that ad = be with e > 1, and that be−1 does not belong to
A. Then d > 1 and be−1 preedes ad−1. Moreover, be−1 < ad−1 and ℓ(be−1) <
ℓ(ad−1) = d− 1.
By symmetry, if ai = bj with i < k and ai+1 does not belong to B, then j < k
and ai+1 preedes bj+1. Moreover, ai+1 < bj+1.
Proof. If d = 1, then ak · · · a1 is a dereasing sequene of length k that ends to the
left of b1 and this ontradits the denition of B. Hene d > 1.
We have ad−1 < be and ℓ(ad−1) ≥ ℓ(be−1). By Lemma 18, this implies that be−1
preedes ad−1.
By the denition of A, we have be−1 < ad−1, for otherwise be−1 ould be inserted
in A.
Finally, if ℓ(be−1) = ℓ(ad−1) then be−1 would be the next letter after ad in the
A-sequene, sine be−1 preedes ad−1. 
Proposition 21. If be ∈ A and be−1 6∈ A then bm 6∈ A for all m < e. Consequently,
the intersetion of A and B is a (ontiguous) segment of eah sequene.
Proof. Suppose not, so there is an m < e − 1 with bm ∈ A. Let d and p be suh
that ad = be and ap = bm. By Lemma 20, ℓ(be−1) < ℓ(ad−1), so there are more
letters in the A-sequene than in the B-sequene between be and bm. But then the
sequene
bk · · · bead−1 · · · apbm−1 · · · b2
has length at least k, whih ontradits the denition of the B-sequene. Hene the
intersetion of A and B is formed of onseutive letters of B. By symmetry, it also
onsists of onseutive letters of A. 
The preeding proposition will be used impliitly in the remainder of this setion.
Proposition 22. If A and B interset but do not oinide, then the A-sequene
ontains more letters than the B-sequene after the intersetion and the B-sequene
ontains more letters than the A-sequene before the intersetion. In partiular,
if a1 belongs to B or bk belongs to A, then the A-sequene and the B-sequene
oinide.
Proof. Let be = ad be the last letter of the intersetion. The A-sequene has
exatly d − 1 letters after the intersetion. Let us rst prove that d ≥ 2. Assume
d = 1. Then by Lemma 20, e = 1. Let ai = bi be the largest element of A ∩ B.
By assumption, i < k. By Lemma 20, ai+1 preedes bi+1 and is smaller. This
ontradits the denition of B. Hene d > 1.
If the B-sequene ontains any letters after the intersetion, then ℓ(be−1) < d−1,
aording to Lemma 20, so the B-sequene an ontain at most d−2 letters after the
intersetion. This proves the rst statement. The seond one follows by symmetry
(or by subtration). 
Lemma 23. Assume ℓ(bk) = k. Then the A-sequene and B-sequene oinide.
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Proof. Assume the two sequenes do not oinide. If they interset, their last
ommon point being be = ad, then Proposition 22 shows that the sequene
bk · · · bead−1 · · · a1
is dereasing and has length > k. This implies that ℓ(bk) > k, a ontradition.
Let us now assume that the two sequenes do not interset. By denition of
the A-sequene, ak < bk. If bk preedes ak, then ℓ(bk) > ℓ(ak) = k, another
ontradition. Thus ak preedes bk. Let us prove by dereasing indution on h
that ah preedes bh for all h. If this is true for some h ∈ [2, k], then ah is in the
A-sequene, ah−1 and bh−1 lie to its right and have the same label. Sine ah−1 is
hosen in the A-sequene, it must be left of bh−1. By indution, we onlude that
a1 preedes b1, whih ontradits the denition of the B-sequene. 
4.2. The A-sequene after the B-shift
We still denote by A = ak · · · a1 and B = bk · · · b1 the A- and B-sequenes of a
permutation π. Reall that the B-shift performs a yli shift of the elements of
the B-sequene, and is denoted ψ. We begin with a sequene of lemmas that tell
us how the labels evolve during the B-shift.
Lemma 24 (The order of A). Assume A and B do not oinide. In ψ(π), the
letters ak, . . . , a2, a1 appear in this order. In partiular, ℓ(ai) ≥ i in ψ(π), and ψ(π)
ontains the pattern k · · · 21.
Proof. The statement is obvious if A and B do not interset. Otherwise, let ai = bj
be the rst (leftmost) letter of A ∩ B and let ad = be be the last letter of A ∩ B.
By Proposition 22, j < k. Hene when we do the B-shift, the letters ai, . . . , ad
move to the left, while the other letters of A do not move. Moreover, the letter ai
will replae bj+1, whih, by Lemma 20, is to the right of ai+1. Hene the letters
ak, . . . , a2, a1 appear in this order after the B-shift. 
Lemma 25. Let x ≤ bk. Then the label of x annot be larger in ψ(π) than in π.
Proof. We proeed by indution on x ∈ {1, . . . , bk}, and use the denition (1) (in
Denition 12) of the labels. The result is obvious for x = 1. Take now x ≥ 2, and
assume the labels of 1, . . . , x − 1 have not inreased. If x 6∈ B, all the letters that
are smaller than x and to the right of x in ψ(π) were already to the right of x in
π, and have not had a label inrease by the indution hypothesis. Thus the label
of x annot have inreased. The same argument applies if x = bk.
Assume now that x = bm, with m < k. Then bm has moved to the plae of
bm+1 during the B-shift. The letters that are smaller than bm and were already
to the right of x in π have not had a label inrease. Thus they annot entail a
label inrease for bm. The letters that are smaller than bm and lie between bm+1
and bm in π have label at most ℓ(bm)− 1 in π (Lemma 18), and hene in ψ(π), by
the indution hypothesis. Thus they annot entail a label inrease for bm either.
Consequently, the label of bm annot hange. 
Note that the label of letters larger than bk may inrease, as shown by the
following example, where k = 3:
π = 3 7 4 8 1 5 6 2 → ψ(π) = 3 4 1 8 7 5 6 2
2 3 2 3 1 2 2 1 2 2 1 4 3 2 2 1.
Lemma 26 (The labels of A). Assume A and B do not oinide. The labels
assoiated to the letters ak, . . . , a1 do not hange during the B-shift.
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Proof. By Lemma 24, the label of ai annot derease and by Lemma 25, it annot
inrease either. 
Lemma 27 (The labels of B). Let m < k. The label assoiated to bm does not
hange during the B-shift (although bm moves left).
Proof. By Lemma 25, the label of bm annot inrease. Assume that it dereases,
and that m is minimal for this property. Let x be the label suessor of bm in π.
Then x is still to the right of bm in ψ(π), and this implies that its label has dereased
too. By the hoie of m, the letter x does not belong to B. Let xr · · ·x1 be the
suessor sequene of x in π, with xr = x. By Lemma 19, none of the xi are in B.
Consequently, the order of the xi is not hanged during the shift, so the label of x
annot have dereased, a ontradition. Thus the label of bm annot derease. 
Proposition 28 (The prex of A). Assume A and B do not oinide. Assume
ak, . . . , ai+1 do not belong to B, with 0 ≤ i ≤ k. The A-sequene of ψ(π) begins
with ak · · ·ai+1 and even with ak · · ·ai if i > 0.
Proof. We rst show that ak is the rst letter of A(ψ(π)). Suppose not. Let x be
the rst letter of the new A-sequene. Then x has label k in ψ(π) and is smaller
than ak, sine ak still has label k in ψ(π), by Lemma 26. Sine x was already
smaller than ak in π, it means that the label of x has hanged during the B-shift
(otherwise it would have been the starting point of the original A-sequene). By
Lemma 25, the label of x has atually dereased. In other words, the label of x is
larger than k in π.
But then the suessor sequene of x in π must ontain a letter with label k,
and this letter is smaller than x and hene smaller than ak, whih ontradits the
hoie of ak. Thus the rst letter of the new A-sequene is ak.
We now prove that no letter an be the rst (leftmost) letter that replaes one
of the letters ak−1, . . . , ai in the new A-sequene. Assume that the A-sequene
of ψ(π) starts with ak · · ·ap+1x, with i ≤ p < k and x 6= ap. Then x has label
p in ψ(π), and ap has label p as well (Lemma 26). Sine x is hosen in A(ψ(π))
instead of ap, this means that ak, . . . , ap+1, x, ap ome in this order in ψ(π), and
that x < ap. Let us prove that the letters ak, . . . , ap+1, x, ap also ome in this order
in π. Sine ak, . . . , ap+1 do not belong to B, they annot have moved during the
shift, so it is lear that x follows ap+1 in π. Moreover, x must preede ap in π,
otherwise we would have p = ℓ(ap) > ℓ(x) in π, ontraditing Lemma 25.
Thus ak, . . . , ap+1, x, ap ome in this order in π, and Lemma 25 implies that
ℓ(x) ≥ p in π. By denition of the A-sequene, ℓ(x) annot be equal to p. Hene
ℓ(x) > p, whih fores ℓ(ap+1) > p+ 1, a ontradition.
Sine no letter an be the rst letter replaing one of ak−1, . . . , ai+1, ai in the
new A-sequene, these letters form the prex of the new A-sequene. 
The example presented at the beginning of this setion shows that the next letter
of the A-sequene, namely ai−1, may not belong to the A-sequene after the B-shift.
Proposition 29 (The sux of A). Assume A and B interset but do not oinide.
Let ad−1 be the rst letter of A after A∩B. After the B-shift, the A-sequene ends
with ad−1 · · ·a1.
Proof. Observe that the existene of ad−1 follows from Proposition 22.
Most of the proof will be devoted to proving that ad−1 still belongs to the A-
sequene after the B-shift. Suppose not. Let am = bp be the rightmost letter of
A ∩ B that still belongs to the A-sequene after the B-shift (suh a letter does
exist, by Proposition 28). Let ad = be be the rightmost letter of A∩B. (Note that
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d − e = m− p.) The A-sequene of ψ(π) ends with amxm−1 · · ·xdxd−1yd−2 · · · y1,
with ℓ(xj) = j, and xj 6= aj for m − 1 ≥ j ≥ d − 1. Let us prove that none of
the xj were in the original B-sequene. If xj were in the original B-sequene, its
label in π would have been j (Lemma 27). But for m − 1 ≥ j ≥ d, the only letter
of B(π) having label j is aj , and by Lemma 20, no letter in B(π) has label d − 1.
Thus the xj annot have been in B(π). This guarantees that they have not moved
during the B-shift. Moreover, sine they are smaller than bk, their labels annot
have inreased during the shift (Lemma 25).
Let us prove that for m− 1 ≥ h ≥ d− 1, the letter xh preedes ah in ψ(π). We
proeed by dereasing indution on h. First, am belongs to A(ψ(π)) by assumption,
the letters xm−1 and am−1 are to its right and have the same label, and xm−1 is
hosen in the A-sequene of ψ(π), whih implies that it preedes am−1. Now assume
that xh preedes ah in ψ(π), with m−1 ≥ h ≥ d. The letter xh belongs to A(ψ(π)),
the letters xh−1 and ah−1 are on its right and have the same label, and xh−1 is
hosen in the new A-sequene, whih implies that it preedes ah−1. Finally, xd−1
preedes ad−1 in ψ(π), and is smaller than it.
Let us fous on xd−1. Assume rst that it is to the right of ad in π. Sine
ℓ(xd−1) ≥ d− 1 in π, there is a letter y in the suessor sequene of xd−1 that has
label d − 1 and is smaller than ad−1, whih ontradits the hoie of ad−1 in the
original A-sequene.
Thus xd−1 is to the left of ad in π, and hene to the left of be−1. The sequene
bp+1xm−1 · · ·xd−1 is a dereasing sequene of π of the same length as bp+1bp · · · be,
and xd−1 preedes be−1. By Lemma 18, this implies that ℓ(xd−1) < ℓ(be−1). But
ℓ(xd−1) ≥ d− 1, so that ℓ(be−1) ≥ d = ℓ(be), whih is impossible.
We have established that ad−1 belongs to the A-sequene after the B-shift. As-
sume now that ad−1, ad−2, . . . , ah all belong to the new A-sequene, but not ah−1,
whih is replaed by a letter xh−1. This implies that xh−1 < ah−1. By Lemma 25,
the label of xh−1 was at least h − 1 in π. Also, xh−1 was to the right of ah in π.
Thus in the suessor sequene of xh−1 in π, there was a letter y, at most equal to
xh−1, that had label h− 1 and was smaller than ah−1, whih ontradits the hoie
of ah−1 in the original A-sequene. 
4.3. The omposition of φ and ψ
We have seen that the beginning and the end of the A-sequene are preserved
after the B-shift. By symmetry, we obtain a similar result for the B-sequene after
the A-shift.
Corollary 30. Assume A and B interset but do not oinide. Let ai = bj be the
leftmost element of A∩B and let ad = be be the rightmost element of A∩B. After
the A-shift, the B-sequene begins with bk · · · bj+1 and ends with ad−1be−1 · · · b1.
Proof. This follows from Propositions 28 and 29, together with symmetry. Namely,
sine by Proposition 28 the rst (largest) letter of the intersetion still belongs
to the A-sequene after the B-shift, the plae of the last (smallest) letter of the
intersetion still belongs to the B-sequene after the A-shift. After the A-shift, the
letter in this plae is ad−1. The rest of the laim follows diretly from symmetry,
together with the propositions mentioned. 
It remains to desribe how the intersetion of the A- and B-sequenes is aeted
by the two respetive shifts.
Proposition 31 (The intersetion of A and B). Assume A and B interset but
do not oinide. Let ai = bj be the leftmost element of A ∩ B and let ad = be be
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the rightmost element of A∩B. Let ak · · · aixi−1 · · ·xdad−1 · · · a1 be the A-sequene
of ψ(π). Let bk · · · bj+1yi−1 · · · ydad−1be−1 · · · b1 be the B-sequene of φ(π). Then
xm = ym for all m. Moreover, xm lies at the same position in ψ(π) and φ(π).
Proof. First, note that the above form of the two sequenes follows from Proposi-
tions 28, 29 and Corollary 30. Note also that if i = d, that is, the intersetion is
redued to a single point, then there is nothing to prove.
Our rst objetive is to prove that the sequenes X = xi−1 · · ·xd and Y =
yi−1 · · · yd are the A- and B-sequenes of length i − d of the same word (the gen-
eralization of the notion of A- and B-sequenes to words with distint letters is
straightforward).
By denition of the A-sequene of ψ(π), X is the smallest sequene of length
i − d (for the lexiographi order) that lies between ai and ad−1 in ψ(π). By this,
we mean that it lies between ai and ad−1 both in position and in value.
Let pm denote the position of bm in π. Let us show that X atually lies between
the positions pj+1 and pe (Figure 5). The rst statement is lear, sine pj+1 is
the position of ai in ψ(π). In order to prove that xd is to the left of pe in ψ(π),
we proeed as at the beginning of the proof of Proposition 29. We may assume
xd 6= ad (otherwise, xd is denitely to the left of pe). Let am be the rightmost
letter of A∩ B that belongs to the A-sequene after the B-shift (suh a letter does
exist, and d < m ≤ i). The A-sequene of ψ(π) ends with amxm−1 · · ·xdad−1 · · · a1,
with ℓ(xj) = j for all j, and xj 6= aj for m− 1 ≥ j ≥ d.
Let us prove, by a dereasing indution on j ∈ [d,m − 1], that the letter xj
preedes aj for all j. First, am belongs to A(ψ(π)) by assumption, the letters xm−1
and am−1 are to its right and have the same label, and xm−1 is hosen in the new
A-sequene, whih implies that it preedes am−1. Now assume that xh preedes ah
in ψ(π), with m − 1 ≥ h > d. The letter xh belongs to A(ψ(π)), the letters xh−1
and ah−1 are on its right and have the same label, and xh−1 is hosen in the new
A-sequene, whih implies that xh−1 preedes ah−1, and onludes our proof that
xj preedes aj. In partiular, xd is to the left of ad, and hene to the left of the
position pe.
We an summarize the rst part of this proof by saying that X is the smallest
sequene of length i − d in ψ(π) that lies in position between pj+1 and pe and in
value between ai and ad−1. In other words, let u be the word obtained by retaining
in ψ(π) only the letters that lie between pj+1 and pe in position and between ai
and ad−1 in value. Then X is the A-sequene of length i− d of u.
By symmetry, Y is the B-sequene of length i − d of the word v obtained by
retaining in φ(π) the letters that lie between pj+1 and pe in position and between
ai and ad−1 in value. But the words u and v atually oinide, for they ontain
 the letters of π that do not belong to A or B and lie between pj+1 and pe
in position and between ai and ad−1 in value. These letters keep in ψ(π)
and φ(π) the position they had in π,
 the letters bj−1, . . . , be, plaed at positions pj, . . . , pe+1 (see Figure 5).
Observe also that u does not ontain any dereasing sequene of length larger
than i− d, beause otherwise, we ould use this sequene to extend the A-sequene
of ψ(π). Hene we have a word u with distint letters, with its A- and B-sequenes
(of length i − d) and we know that there is no longer dereasing sequene in u.
In partiular, the rightmost letter of its B-sequene, yi−1, has label i − d, and
Lemma 23 implies that X and Y oinide. 
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After the B-shift After the A-shift
ad−1
a1
b1
ai = bj
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ai = bj
bj+1
ad = bead = be
ad = be
ad−1
a1
b1
ai = bj
bj+1
ai+1
bk
ak
be−1
pepj+1
Figure 5. The A- and B-sequenes in π (top), and what happens
to them after the B-shift (left) and the A-shift (right). Only the
blak diss and squares belong to the permutations. The squares
show some letters of the new A-sequene (left) or new B-sequene
(right). The interior of the shaded retangle ontains the letters
of u.
Theorem 32 (Loal ommutation for permutations). Let π be a permutation
for whih the A- and B-sequenes do not oinide. Then φ(π) and ψ(π) still ontain
the pattern k · · · 21, and φ(ψ(π)) = ψ(φ(π)).
Proof. The rst statement follows from Lemma 24, plus symmetry.
Assume rst that A and B are disjoint. By Proposition 28, the A-sequene is
unhanged after the B-shift. Thus the permutation φ(ψ(π)) an be obtained by
shifting A and B in π in parallel. By symmetry, this is also the result of applying
ψ ◦ φ to π.
Let us now assume that A and B interset. Following the notation of Proposi-
tion 31, let ak · · · aixi−1 · · ·xdad−1 · · ·a1 be the A-sequene of ψ(π), and let
bk · · · bj+1xi−1 · · ·xdad−1be−1 · · · b1 be the B-sequene of φ(π). Clearly, the only
letters that an move when we apply φ ◦ ψ (or ψ ◦ φ) to π, are those of A, B and
X . We need to desribe at whih plae eah of them ends. We denote by p(x) the
position of the letter x in π (note that p(x) = π−1(x)).
Let us begin with the transformation φ ◦ ψ. That is, the B-shift is applied rst.
It is easy to see what happens to the letters that lie far away from the intersetion
of A and B (Figure 5). During the B-shift, the letter bk is sent to p(b1) and then it
does not move during the A-shift (it is too big to belong to the new A-sequene).
Similarly, for j +1 ≤ h < k, and for 1 ≤ h < e, the letter bh is sent to p(bh+1), and
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then does not move. As far as the A-sequene is onerned, we see that ah does
not move during the B-shift, for 1 ≤ h ≤ d− 1 and i+1 ≤ h ≤ k. Then, during the
A-shift, ak is sent to p(a1), and the letter ah moves to p(ah+1) for 1 ≤ h < d − 1
and i+ 1 ≤ h < k.
It remains to desribe what happens to ad−1, . . . , ai, and to the xh. The letter
ai moves to p(bj+1) rst, and then, being an element of the new A-sequene, it
moves to p(ai+1). The letter ad−1 only moves during the A-shift, and it moves to
the position of xd in ψ(π). For d ≤ h < i − 1, the letter xh moves to the position
of xh+1 in ψ(π). The letter xi−1 moves to the position of ai in ψ(π), that is, to
p(bj+1). Finally, the letters ah, with d ≤ h < i, whih are not in X move only
during the B-shift and end up at p(ah+1).
Let us put together our results: When we apply φ ◦ ψ,
 xi−1 moves to p(bj+1),
 xh moves to the position of xh+1 in ψ(π), for d ≤ h < i− 1,
 ak is sent to p(a1) and bk to p(b1),
 ad−1 moves to the position of xd in ψ(π),
 the remaining ah and bh move respetively to p(ah+1) and p(bh+1).
Now a similar examination, together with the fat that eah xh lies in the same
position in ψ(π) and φ(π) (Proposition 31), shows that applying ψ◦φ results exatly
in the same moves.

5. Loal ommutation: from permutations to rook plaements
The aim of this setion is to derive the loal ommutation for plaements (Theo-
rem 10) from the ommutation theorem for permutations (Theorem 32). We begin
with a few simple denitions and lemmas.
A orner ell c of a Ferrers shape λ is a ell suh that λ\{c} is still a Ferrers shape.
If p is a plaement on λ ontaining k · · · 21, with A-sequene ak · · · a1, then the A-
retangle of p, denoted by RA, is the largest retangle of λ whose top row ontains
ak. Symmetrially, the B-retangle of p, denoted by RB, is the largest retangle of
λ whose rightmost olumn ontains b1 (where bk · · · b1 is the B-sequene of p). By
denition of the A- and B-sequenes, RB is at least as high, and at most as wide,
as RA. See the leftmost plaement of Figure 6 for an example.
In the following lemmas, p is supposed to be a plaement on the board λ, on-
taining the pattern k · · · 21.
Lemma 33. Let c be a orner ell of λ that does not ontain a dot and is not
ontained in RA. Let q be the plaement obtained by deleting c from p. Then the
A-sequenes of p and q are the same.
Proof. After the deletion of c, the sequene ak · · · a1 remains an ourrene of
k · · · 21 in q. Sine the deletion of a ell annot reate new ourrenes of this
pattern, ak · · · a1 remains the smallest ourrene for the lexiographi order. 
Lemma 34. Adding an empty orner ell c to a row loated above RA does not
hange the A-sequene. By symmetry, adding an empty orner ell to a olumn
loated to the right of RB does not hange the B-sequene.
Proof. Assume the A-sequene hanges, and let A′ = a′k · · · a
′
1 be the A-sequene
of the new plaement q. Observe that ak · · · a1 is still an ourrene of k · · · 21
in q. By the previous lemma, c belongs to RA′ , the A-retangle of q. However, by
assumption, c is above RA. This implies that the top row of RA′ is higher than the
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top row of RA, so that a
′
k is higher (that is, larger) than ak. This ontradits the
denition of the A-sequene of q. 
Remark. The lemma is not true if the new ell is not added above RA, as shown
by the following example, where k = 2. The A-sequene is shown with blak disks.
Let R be the smallest retangle ontaining both RA and RB. It is possible that
R is not ontained in λ. Let pR be the plaement obtained by adding the ells of
R \ λ to p. The previous lemma implies the following orollary, illustrated by the
entral plaement of Figure 6.
Corollary 35. The plaements p and pR have the same A-sequene and the same
B-sequene.
Proof. All the new ells are above RA and to the right of RB. 
In what follows, the denitions of the A- and B-sequenes, and of the maps ψ
and φ, are extended in a straightforward manner to partial rook plaements (some
rows and olumns may ontain no dot). We extend them similarly to words with
distint letters.
Lemma 36. Let p be a partial rook plaement ontaining the pattern k · · · 21. If
we delete a row loated above ak, the A-sequene will not hange. A symmetri
statement holds for the deletion of a olumn loated to the right of b1.
Proof. The sequene ak · · · a1 is still an ourrene of k · · · 21 in the new plaement,
and deleting a row annot reate a new ourrene of this pattern. 
pi = 10 11 8 6 9 3 5 4 7 1 2 piR = 8 6 3 5 4 7
Figure 6. Left: A plaement p, its A- and B-sequenes (for k =
3), and the retangles RA and RB. Center: The plaement p
R
.
Right: The plaement pR and the orresponding subsequene of π.
Proposition 37. Let π be the permutation assoiated with a plaement p ontaining
k · · · 21. There exists a subsequene of π that has the same A- and B-sequenes
as p. One suh subsequene is πR, the subsequene of π orresponding to the dots
ontained in R.
Proof. By Corollary 35, we an assume that R is inluded in λ. By Lemma 36, we
an assume that λ = R, whih onludes the proof. 
20 MIREILLE BOUSQUET-MÉLOU AND EINAR STEINGRÍMSSON
We shall denote by pR the (partial) plaement obtained from p
R
by deleting all
rows above R and all olumns to the right of R (third plaement in Figure 6).
Lemma 38. Let i ≤ j < k. In ψ(p), the maximum length of a dereasing sequene
starting at bj and ending at bi is j−i+1. One suh sequene is of ourse bjbj−1 · · · bi.
Proof. Clearly, it sues to prove the statement under the assumption that bj and
bi are the only letters in the sequene that are shifted elements of the B-sequene
of p, whih we now assume.
Suppose that there exists in ψ(p) a longer dereasing sequene, of the form
bjxjxj−1 · · ·xi+1bi, where the x's do not belong to the B-sequene of p. Then
bk · · · bj+1xj · · ·xi+1bi · · · b1 is an ourrene of the pattern k · · · 21 in p. The fat
that xi+1 omes before bi in ψ(p) means that xi+1 preedes bi+1 in p. This ontra-
dits the onstrution of the B-sequene of p (Lemma 9). 
The following proposition is the last tehnial diulty we meet in the proof of
the ommutation theorem.
Proposition 39. Assume the A- and B-sequenes of p do not oinide. Then ψ(p)
ontains the pattern k · · · 21, and its A-sequene begins with ak.
Proof. Let RA and RB denote the A- and B-retangles of p. They form sub-boards
of λ. Let R be the smallest retangle ontaining RA and RB.
Let us rst prove that there exists in ψ(p) an ourrene of k · · · 21 starting
with ak. First, sine p and pR have the same B-sequene (Proposition 37), the map
ψ ats in the same way on these two plaements. This means that ψ(pR) an be
obtained from ψ(p) by deleting the rows above RB and to the right of RA, and by
adding the ells of R \ λ. Then, by Proposition 28, ψ(pR) ontains an ourrene
of k · · · 21 starting with ak, namely, the A-sequene of ψ(pR). These dots are all
ontained in RA, and so they form, in ψ(p) also, an ourrene of k · · · 21 starting
with ak.
Now let xk · · ·x1 be the A-sequene of ψ(p), and assume that xk 6= ak (whih
implies that xk < ak). We will derive from this assumption a ontradition, whih
will omplete the proof.
If none of the values xj were in B(p), then they would form an ourrene of
k · · · 21 in p, whih would be smaller than ak · · ·a1, a ontradition. Hene at
least one of the xj is in B(p). Let xℓ = bm (resp. xi+1 = bj) be the leftmost
(resp. rightmost) of these. Then xk, . . . , xℓ+1 and xi, . . . , x1 are in the same plaes
in p as in ψ(p).
We onsider two ases:
Case 1: Suppose rst that one of the xr, for 1 ≤ r ≤ i, lies above the B-
sequene in p. By this we mean that there exists an s suh that bs < xr and bs
preedes xr in p. Let r ≤ i be maximal suh that xr satises this ondition. Let
s be maximal suh that bs satises this ondition for xr. Clearly, s < k, beause
bs < xr < xk < ak < bk.
The maximality of s implies that bs+1 > xr. In fat, bs+1 is the smallest element
of B that is larger than xr. Consider, in p, the dereasing sequene
xk · · ·xℓ+1bm · · · bs+1xr · · ·x1.
It is an ourrene of a dereasing pattern, whih, given that xk < ak, annot be
as long as ak · · · a1. That is,
k − ℓ+m− s+ r < k. (2)
Assume for the moment that r < i. By maximality of r, we know that xr+1
preedes bs in p. Let us show that it atually preedes bs+1 (and thus preedes bs
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in ψ(p)). If not, xr+1 lies between bs+1 and bs. But xr+1 > bs, sine xr > bs, and
xr+1 < bs+1 by maximality of r. Thus xr+1 lies between bs+1 and bs in position
and in value, whih ontradits the denition of the B-sequene of p. Hene xr+1
preedes bs+1, so the sequene xℓ · · ·xr+1bs in ψ(p) is dereasing and has ℓ− r + 1
elements. But this sequene has xℓ = bm and bs as its endpoints, so, by Lemma 38,
it has at mostm−s+1 points. In other words, ℓ−r+1 ≤ m−s+1, or ℓ−r ≤ m−s,
ontraditing (2).
Now if r = i, we have s < j (sine bs < xi and bj > xi). The sequene xℓ · · ·xi+1
in ψ(p) is dereasing and has ℓ− i elements. But this sequene has as xℓ = bm and
bj as its endpoints, so, by Lemma 38, it has at most m − j + 1 points. In other
words, ℓ− i ≤ m− j + 1. But, sine s < j, this ontradits (2).
Case 2: We now assume that for eah xr among xi, . . . , x1 there is no s suh that
bs < xr and bs preedes xr in p.
Lemma 38, applied to the subsequene bm = xℓ, xℓ−1, . . . , xi+1 = bj of ψ(p),
implies that ℓ− i ≤ m− j + 1. That is, i− j ≥ ℓ−m− 1. Now,
bk · · · bj+1xi · · ·x1
is a dereasing sequene in p of length k − j + i ≥ k + ℓ −m − 1. At most k − 1
of its elements an preede b1, for else b1 ould not be the rightmost letter of B(p).
Hene, sine b1 itself does not our in this sequene, at least ℓ−m of its elements
must be preeded by b1, that is, xℓ−m, . . . , x1 all lie to the right of b1. Reall that
none of the letters xi, . . . , x1 are to the right of and above any bs, so xℓ−m, . . . , x1
must be smaller than b1. But then
xk · · ·xℓ+1bm · · · b1xℓ−m · · ·x1
is an ourrene of the pattern k · · · 21 in p, with xk < ak, whih ontradits the
denition of the A-sequene. 
We are nally ready for a proof of the loal ommutation theorem, whih we restate.
Theorem (same as Theorem 10). Let p be a plaement for whih the A- and
B-sequenes do not oinide. Then φ(p) and ψ(p) still ontain the pattern k · · · 21,
and
φ(ψ(p)) = ψ(φ(p)).
Proof. As above, let R be the smallest retangle ontaining RA and RB. The rst
statement follows from Proposition 39 and symmetry.
We want to prove that the map φ ◦ ψ ats in the same way on the plaements
p, pR and pR. If we prove this, then, by symmetry, the same holds for the map
ψ ◦ φ. But the ommutation theorem for permutations (Theorem 32) states that
φ(ψ(pR)) = ψ(φ(pR)). Thus φ(ψ(p)) = ψ(φ(p)), and we will be done.
By Corollary 35 and Proposition 37, the plaements p, pR and pR have the same
B-sequene. Consequently, ψ ats in the same way on these three plaements. In
other words,
 ψ(pR) is obtained by adding to ψ(p) the ells of R \ λ; we summarize this
by writing ψ(pR) = ψ(p)R,
 ψ(pR) is obtained by deleting from ψ(p
R) the rows aboveR and the olumns
to the right of R.
It only remains to prove that ψ(p), ψ(pR) and ψ(pR) have the same A-sequene.
By Proposition 39, theA-sequene of ψ(p) starts with ak. This means that the A-
retangle of ψ(p) oinides with the A-retangle of p. Hene Lemma 34, applied to
ψ(p), implies that ψ(p) and ψ(p)R have the same A-sequene. But ψ(p)R = ψ(pR),
so that ψ(p) and ψ(pR) have the same A-sequene. The A-sequene of ψ(pR), being
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ontained in the A-retangle of p, is ontained in R. By Lemma 36, the A-sequenes
of ψ(pR) and ψ(p
R) oinide. 
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