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Abstract
This paper studies identifiability and convergence behaviors for parameters of multiple
types in finite mixtures, and the effects of model fitting with extra mixing components.
First, we present a general theory for strong identifiability, which extends from the previous
work of Nguyen [2013] and Chen [1995] to address a broad range of mixture models and
to handle matrix-variate parameters. These models are shown to share the same Wasser-
stein distance based optimal rates of convergence for the space of mixing distributions —
n−1/2 under W1 for the exact-fitted and n−1/4 under W2 for the over-fitted setting, where
n is the sample size. This theory, however, is not applicable to several important model
classes, including location-scale multivariate Gaussian mixtures, shape-scale Gamma mix-
tures and location-scale-shape skew-normal mixtures. The second part of this work is de-
voted to demonstrating that for these ”weakly identifiable” classes, algebraic structures of
the density family play a fundamental role in determining convergence rates of the model
parameters, which display a very rich spectrum of behaviors. For instance, the optimal rate
of parameter estimation in an over-fitted location-covariance Gaussian mixture is precisely
determined by the order of a solvable system of polynomial equations — these rates deteri-
orate rapidly as more extra components are added to the model. The established rates for a
variety of settings are illustrated by a simulation study. 1
1 Introduction
Mixture models are popular modeling tools for making inference about heterogeneous data [Lindsay,
1995, McLachlan and Basford, 1988]. Under the mixture modeling, data are viewed as samples from
a collection of unobserved or latent subpopulations, each posits its own distribution and associated
parameters. Learning about subpopulation-specific parameters is essential to understanding of the un-
derlying heterogeneity. Theoretical issues related to parameter estimation in mixture models, however,
remain poorly understood — as noted in a recent textbook [DasGupta, 2008] (pg. 571), “mixture
models are riddled with difficulties such as nonidentifiability”.
Research about parameter identifiability for mixture models goes back to the early work of Teicher
[1961, 1963], Yakowitz and Spragins [1968] and others, and continues to attract much interest [Hall and Zhou,
2003, Hall et al., 2005, Elmore et al., 2005, Allman et al., 2009]. To address parameter estimation rates,
a natural approach is to study the behavior of mixing distributions that arise in the mixture model. This
approach is well-developed in the context of nonparametric deconvolution [Carroll and Hall, 1988,
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Zhang, 1990, Fan, 1991], but these results are confined to only a specific type of model – the location
mixtures. Beyond location mixtures there have been far fewer results. In particular, for finite mixture
models, a notable contribution was made by Chen, who proposed a notion of strong identifiability and
established the convergence of the mixing distribution for a class of over-fitted finite mixtures [Chen,
1995]. Over-fitted finite mixtures, as opposed to exact-fitted ones, are mixtures that allow extra mixing
components in their model specification, when the actual number of mixing components is bounded
by a known constant. Chen’s work, however, was restricted to models that have only a single scalar
parameter. This restriction was effectively removed by Nguyen, who showed that Wasserstein distances
(cf. [Villani, 2009]) provide a natural source of metrics for deriving rates of convergence of mixing dis-
tributions [Nguyen, 2013]. He established rates of convergence of mixing distributions for a number of
finite and infinite mixture models with multi-dimensional parameters. Rousseau and Mengersen stud-
ied over-fitted mixtures in a Bayesian estimation setting [Rousseau and Mengersen, 2011]. Although
they did not focus on mixing distributions per se, they showed that the mixing probabilities associ-
ated with extra mixing components vanish at a standard n−1/2 rate, subject to a strong identifiability
condition on the density class. Finally, we mention a related literature in computer science, which
focuses almost exclusively on the analysis of computationally efficient procedures for clustering with
exact-fitted Gaussian mixtures (e.g., [Dasgupta, 1999, Belkin and Sinha, 2010, Kalai et al., 2012]).
Due to requirements of strong identifiability, the existing theories described above are applicable to
only certain classes of mixture models, typically those that carry a single parameter type. Finite mixture
models with multiple varying parameters (location, scale, shape, covariance matrix) are considerably
more complex and many do not satisfy such strong identifiability assumptions. They include location-
scale mixtures of Gaussians, shape-scale mixtures of Gammas, location-scale-shape mixtures of of
skew-normals (also known as skew-Gaussians). A theory for such models remains open.
Setting The goal of this paper is to establish rates of convergence for parameters of multiple types,
including matrix-variate parameters, that arise in a variety of finite mixture models. Assume that each
subpopulation is distributed by a density function (with respect to Lebesgue measure on an Euclidean
space X ) that belongs to a known density class
{
f(x|θ,Σ), θ ∈ Θ ⊂ Rd1 ,Σ ∈ Ω ⊂ S++d2 , x ∈ X
}
.
Here, d1 ≥ 1, d2 ≥ 0, S++d2 is the set of all d2 × d2 symmetric positive definite matrices. A finite
mixture density with k mixing components can be defined in terms of f and a discrete mixing measure
G =
∑k
i=1 piδ(θi,Σi) with k support points as follows
pG(x) =
∫
f(x|θ,Σ)dG(θ,Σ) =
k∑
i=1
pif(x|θi,Σi).
Examples for f studied in this paper include the location-covariance family (when d1 = d2 ≥ 1) un-
der Gaussian or some elliptical families of distributions, the location-covariance-shape family (when
d1 > d2) under the generalized multivariate Gaussian, skew-Gaussian or the exponentially modified
Student’s t-distribution, and the location-rate-shape family (when d1 = 3, d2 = 0) under Gamma or
other distributions. The combination of location parameter with covariance matrix, shape and rate
parameters in mixture modeling enables rich and more accurate description of heterogeneity, but the
interaction among varying parameter types can be complex, resulting in varied identifiability and con-
vergence behaviors. In addition, we shall treat the settings of exact-fitted mixtures and over-fitted
mixtures separately, as the later typically carries more complex behavior than the former.
As shown by Nguyen, the convergence of mixture model parameters can be measured in terms of a
Wassertein distance on the space of mixing measures G [Nguyen, 2013]. Let G =∑ki=1 piδ(θi,Σi) and
G0 =
∑k0
i=1 p
0
i δ(θ0i ,Σ0i )
be two discrete probability measures on Θ× Ω, which is equipped with metric
2
ρ. Recall the Wasserstein distance of order r, for a given r ≥ 1:
Wr(G,G0) =
inf
q
∑
i,j
qijρ
r((θi,Σi), (θ
0
j ,Σ
0
j))
1/r ,
where the infimum is taken over all joint probability distributions q on [1, . . . , k] × [1, . . . , k0] such
that, when expressing q as a k× k0 matrix, the marginal constraints hold:
∑
j
qij = pi and
∑
i
qij = p
′
j .
Suppose that a sequence of mixing measures Gn → G0 under Wr metric at a rate ωn = o(1). If all
Gn have the same number of atoms k = k0 as that of G0, then the set of atoms of Gn converge to
the k0 atoms of G0 at the same rate ωn under ρ metric. If Gn have varying kn ∈ [k0, k] number of
atoms, where k is a fixed upper bound, then a subsequence of Gn can be constructed so that each atom
of G0 is a limit point of a certain subset of atoms of Gn — the convergence to each such limit also
happens at rate ωn. Some atoms of Gn may have limit points that are not among G0’s atoms — the
mass associated with those atoms of Gn must vanish at the generally faster rate ωrn.
In order to establish the rates of convergence for the mixing measure G, our strategy is to derive
sharp bounds which relate the Wasserstein distance of mixing measures G,G′ and a distance between
corresponding mixture densities pG, pG′ , such as the variational distance V (pG, pG′). It is relatively
simple to obtain upper bounds for the variational distance of mixing densities (V for short) in terms
of Wasserstein distances Wr(G,G′) (shorthanded by Wr). Establishing (sharp) lower bounds for V in
terms of Wr is the main challenge. Such a bound may not hold, due to a possible lack of identifiability
of the mixing measures: one may have pG = pG′ , so clearly V = 0 but G 6= G′, so that Wr 6= 0.
General theory of strong identifiability The classical identifiability condition requires that pG =
pG′ entails G = G′. This amounts to the linear independence of elements f in the density class [Teicher,
1963]. In order to establish quantitative lower bounds on a distance of mixture densities, we introduce
several notions of strong identifiability, extending from the definition of Chen [1995] to handle multiple
parameter types, including matrix-variate parameters. There are two kinds of strong identifiability. One
such notion involves taking the first-order derivatives of the function f with respect to all parameters in
the model, and insisting that these quantities be linearly independent in sense to be precisely defined.
This criterion will be called “strong identifiability in the first order”, or simply first-order identifiabil-
ity. When the second-order derivatives are also involved, we obtain the second-order identifiability
criterion. It is worth noting that prior studies on parameter estimation rates tend to center primarily the
second-order identifiability condition or something even stronger [Chen, 1995, Liu and Shao, 2004,
Rousseau and Mengersen, 2011, Nguyen, 2013]. We show that for exact-fitted mixtures, the first-order
identifiability condition (along with some additional regularity conditions) suffices for obtaining that
V (pG, pG0) & W1(G,G0), (1)
when W1(G,G0) is sufficiently small. Moreover, for a broad range of density classes, we also have
V . W1, for which we actually obtain V (pG, pG0) ≍ W1(G,G0). A consequence of this fact is that
for any estimation procedure that admits the n−1/2 convergence rate for the mixture density under V
distance, the mixture model parameters also converge at the same rate under Euclidean metric.
Turning to the over-fitted setting, second-order identifiability along with mild regularity conditions
would be sufficient for establishing that for any G that has at most k support points where k ≥ k0 + 1
and k is fixed,
V (pG, pG0) & W
2
2 (G,G0). (2)
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when W2(G,G0) is sufficiently small. The lower bound W 22 (G,G0) is sharp, i.e we can not improve
the lower bound to W r1 for any r < 2 (notably, W2 ≥ W1). A consequence of this result is, take
any standard estimation method (such that the MLE) which yields n−1/2 convergence rate for pG,
the induced rate of convergence for the mixing measure G is the minimax optimal n−1/4 under W2.
It also follows that the mixing probability mass converge at n−1/2 rate (which recovers the result of
Rousseau and Mengersen [2011]), in addition to showing that the component parameters converge at
n−1/4 rate.
We also show that there is a range of mixture models with varying parameters of multiple types
that satisfies the developed strong identifiability criteria. All such models exhibit the same kind of rate
for parameter estimation. In particular, the second-order identifiability criterion (thus the first-order
identifiability) is satisfied by many density families f including the multivariate Student’s t-distribution,
the exponentially modified multivariate Student’s t-distribution. Second-order identifiability also holds
for several mixture models with multiple types of (scalar) parameters. These results are presented in
Section 3.2. The proofs of these characterization theorems are rather technical, but one useful insight
one can draw from them is that the strong identifiability condition (in either the first or the second order)
is essentially determined by the smoothness of the kernel density in question (which can be expressed
in terms of how fast the corresponding characteristic function vanishes toward infinity).
Theory for weakly identifiable classes We hurry up to point out that many common density classes
do not satisfy either or both strong identifiability criteria. The Gamma family of distributions (with
both shape and scale parameters vary) is not identifiable in the first order. Neither is the family of
skew-Gaussian distributions [Azzalini and Capitanio, 1999, Azzalini and Valle, 1996]. Convergence
behavior for the mixture parameters of these two families are unknown, in both exact and over-fitted
settings. The ubiquitous Gaussian family, when both location and scale/covariance parameters vary, is
identifiable in the first order, but not in the second order. So, the general theory described above can
be applied to analyze exact-fitted Gaussian mixtures, but not for over-fitted Gaussian mixtures. It turns
out that these classes of mixture models require a separate and novel treatment. Throughout this work,
we shall call such density families “weakly identifiable classes”, i.e., those that are identifiable in the
classical sense, but not in the sense of strong identifiability taken in either the first or second order.
Weak identifiability leads to an extremely rich (and previously unreported) spectrum of convergence
behavior. It is no longer possible to establish inequalities (1) and (2), because they do not hold in
general. Instead, we shall be able to establish sharp bounds of the types V & W rr for some precise
value of r, which depends on the specific class of density in consideration. This entails minimax
optimal but non-standard rates of convergence for mixture model parameters. In our theory for these
weakly identifiable classes, the algebraic structure of the density f , not merely its smoothness, will
now play the fundamental role in determining the rates.
Gaussian mixtures: We will first discuss the Gaussian family of densities of the standard form
f(x|θ,Σ), where θ ∈ Rd and Σ ∈ S++d are mean and covariance parameters, respectively. The lack of
strong identifiability in the second order is due to the following identity:
∂2f
∂θ2
(x|θ,Σ) = 2 ∂f
∂Σ
(x|θ,Σ),
which entails that the derivatives of f taken with respect to the parameters up to the second order are
not linearly independent. Moreover, this algebraic structure plays the fundamental role in our proof for
the following inequality:
V (pG, pG0) & W
r
r (G,G0), (3)
4
Density
classes
Exact-fitted mix-
tures
Over-fitted mix-
tures
MLE rate for G
for n-iid sample
Minimax lower
bound for G
(I)
First-order
identifiable
Generalized
Gaussian,
Student’s t, ...
V & W1 Exact-fit:
W1 . n
−1/2
Exact-fit:
W1 & n
−1/2
(II)
Second-
order
identifiable
Student’s t,
exponentially
modified
Student’s t, ...
same as (I) V & W 22 Exact-fit:
same as (I)
Exact-fit:
same as (I)
Over-fit:
W2 . n
−1/4
Over-fit:
W1 & n
−1/4
Not
second-
order
identifiable
location-scale
multivariate
Gaussian
same as (I) V & W rr ,
r depending on
k − k0
Exact-fit:
same as (I)
Exact-fit:
same as (I)
If k−k0 = 1, r =
4
If k−k0 = 2, r =
6
Over-fit:
Wr . n
−1/2r
Over-fit:
W1 & n
−1/2r
Gamma
distribution
Generic case:
V & W1
Generic case:
V & W 22
Generic: W1 .
n−1/2 or W2 .
n−1/4
Generic:
W1 & n
−1/2
W2 & n
−1/4
Patho. case:
V 6& W rr for any
r ≥ 1
Patho. case:
V 6& W rr for any
r ≥ 1
Patho. case:
unknown
Patho. case: loga-
rithmic, i.e Wr &
n−1/r
∀r ≥ 1
Not
first-order
identifiability
Location-
exponential
distribution
V 6& W r1
∀r ≥ 1
V 6& W r1
∀r ≥ 1
Unknown logarithmic
W1 & n
−1/r
∀r ≥ 1
Exact fit: Exact-fit:
Generic case:
V & W1
Generic case:
V & Wmm , where
m = r or r + 1
Generic:
W1 . n
−1/2
Generic:
W1 & n
−1/2
Patho. confor-
mant:
V & W 22
Patho. confor-
mant:
unknown
Patho. conformant:
W2 . n
−1/4
Patho. confor-
mant:
W2 & n
−1/4
Skew-
Gaussian
distribution
Patho. non-
conformant:
V & W ss for
some s
Patho. non-
conformant:
unknown
Patho. non-
conformant:
Ws . n
−1/2s
Patho. non-
conformant:
W3 & n
−1/6
, or
W4 & n
−1/8
, or
W5 & n
−1/10
, or
. . .
Otherwise:
V 6& W r1 for any
r ≥ 1
Otherwise:
unknown
Otherwise:
unknown
Otherwise:
logarithmic
Over-fit:
n−1/2m
or unknown
Over-fit:
unknown
Table 1: Summary of results established in this paper. To be precise, all upper bounds for MLE rates
are of the form (log n/n)−γ , but the logarithmic term is removed in the table to avoid cluttering.
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where r ≥ 1 is defined as the minimum value of r ≥ 1 such that the following system of polynomial
equations
k−k0+1∑
j=1
∑
n1+2n2=α
c2ja
n1
j b
n2
j
n1!n2!
= 0 for all 1 ≤ α ≤ r
does not have any non-trivial real solution {(cj , aj , bj)}k−k0+1j=1 . We emphasize that the lower bound in
Eq. (3) is sharp, in that it cannot be replaced by W r1 (or W rr ) for any r < r. A consequence of this fact,
by invoking standard results from asymptotic statistics, is that the minimax optimal rate of convergence
for estimating G is n−1/2r under Wr distance metric. The authors find this correspondence quite
striking – one which links precisely the minimax optimal estimation rate of mixing measures arising
from an over-fitted Gaussian mixture to the solvability of an explicit system of polynomial equations.
Determining the solvability of a system of polynomial equations is a basic question in (compu-
tational) algebraic geometry. For the system described above, there does not seem to be an obvious
answer to the general value of r. Since the number of variables in this system is 3(k − k0 + 1), one
expects that r keeps increasing as k − k0 increases. In fact, using a standard method of Groebner
bases [Buchberger, 1965], we can show that for k − k0 = 1 and 2, r = 4 and 6, respectively. In
addition if k − k0 ≥ 3, then r ≥ 7. Thus, the convergence rate of the mixing measure for over-fitted
Gaussian mixture deteriorates very quickly as more extra components are included in the model.
Gamma mixtures: We shall now briefly describe several other model classes studied in this paper.
Gamma densities represent one such class: the Gamma density f(x|a, b) has two positive parameters, a
for shape and b for rate. This family is not identifiable in the first order. The lack of identifiability boils
down to the fundamental identity (10). By exploiting this identity, we can show that there are particular
combinations of the true parameter values which prevent the Gamma class from enjoying strong con-
vergence properties. By excluding the measure-zero set of pathological cases of true mixing measures,
the Gamma density class in fact can be shown to be strongly identifiable in both orders. Thus, this class
is almost strongly identifiable, using the terminology of Allman et al. [2009]. The generic/pathological
dichotomy in the convergence behavior within the Gamma class is quite interesting: in the measure-
one generic set of true mixing measures, the mixing measure can be estimated at the standard rate (i.e.,
n−1/2 under W1 for exact-fitted and n−1/4 under W2 for over-fitted mixtures). The pathological cases
are not so forgiving: even for exact-fitted mixtures, one can do no better than a logarithmic rate of
convergence.
Location-exponential mixtures: Lest some wonder whether this unusually slow rate for the exact-
fitted mixture setting can happen only in the measurably negligible (pathological) cases, we also
introduce a location-extension of the Gamma family, the location-exponential class: f(x|θ, σ) :=
1
σ exp−x−θσ 1(x > θ). We show that the minimax lower bound for estimating the mixing measure
in an exact-fitted mixture of location-exponentials is no faster than a logarithmic rate.
Skew-Gaussian mixtures: The most fascinating example among those studied is perhaps skew-
Gaussian distributions. This density class generalizes the Gaussian distributions, by having an extra
parameter, shape, which controls density skewness. The skew-Gaussian family exhibits an extremely
broad spectrum of behavior, some of which shared with the Gamma family, some with the Gaussian,
but this family is really a league of its own. It is not identifiable in the first order, for a reason that is
somewhat similar to that of the Gamma family described above. As a consequence, one can construct
a full measure set of generic cases for the true mixing measures according to which, the exact-fitted
mixture model admits strong identifiablity and convergence rate (as in the general theory).
Within the seemingly benign setting of exact-fitted mixtures, the pathological cases for the skew-
Gaussian carry a very rich structure, resulting in a variety of behaviors: for some subset of true mixing
6
measures, the convergence rate is tied to solvability of a certain system of polynomial equations; for
some other subset, the convergence is poor – the rate can be logarithmic at best.
Turning to over-fitted mixtures of skew-Gaussian distributions, unfortunately our theory remains
incomplete. The culprit lies in the fundamental identity (13), which shows that the first and second
order derivatives of the skew-Gaussian densities are dependent on a nonlinear manner. This is in
contrast to the linear dependence that characterizes Gaussian and Gamma densities. Thus, the method
of proof that works well for the previous examples is no longer adequate – the rates obtained are
probably not optimal.
Key proof ideas We now provide a brief description of our method of proofs for the results obtained
in this paper, a summary of which given in Table 1. There are two different theories: a general the-
ory for the strongly identifiable classes and specialized theory for weakly identifiable classes. Within
each model classes, the key technical objective is the same: to derive sharp inequalities of the form
V (pG, pG0) & W
r
r (G,G0), where sharpness is expressed in the choice of r.
For strongly identifiable classes, either in the first or the second order, the starting point of our
proof is an application of Taylor expansion on the mixture density difference pGn − pG0 , where Gn
represents a sequence of mixing measures that tend to G0 in Waserstein distance Wr, where r = 1 or
2, the assumed order of strong identifiablity. The main part of the proof involves trying to force all the
Taylor coefficients in the Taylor expansion to vanish according to the converging sequence of Gn. If
that is proved to be impossible, then one can arrive at the bound of the form V & W rr . Thus, our proof
technique is similar to that of Nguyen [2013]. To show that the derived inequalities are sharp, we resort
to careful constructions of a “worst-case”sequence of Gn.
For weakly identifiable classes, the Taylor expansion technique continues to provide the proof’s
backbone, but the key issue now is determining the “correct”order up to which the Taylor expansion is
exercised. Since high-order derivatives of the density f are no longer independent, the dependence has
to be taken into account before one can fall back to a similar technique afforded by the general theory
described above. If the high-order derivatives are linearly dependent, as is the case of Gaussian densi-
ties, it is possible to reduce the original Taylor expansion in terms of only a subset of such derivative
quantities that are linearly independent. This reduction process paves the way for a system of poly-
nomial equations to emerge. It follows then that the right exponent r in the desired bound described
above can be linked to the order of such a system which admits a non-trivial solution.
Practical implications Problematic convergence behaviors exhibited by widely utilized models such
as Gaussian mixtures may have long been observed in practice, but to our knowledge, most of the
obtained convergence rates are established for the first time in this paper, particularly those of weakly
identifiable classes. The results established for the popular Gaussian class present a formal reminder
about the limitation of Gaussian mixtures when it comes to assessing the quality of parameter esti-
mation, but only when the number of mixing components is unknown. Since a tendency in practice
is to “over-fit” the mixture generously with many more extra mixing components, our theory warns
against this practice, because the convergence rate for subpopulation-specific parameters deteriorates
rapidly with the number of redundant components. In particular, we expect that the value r in the rate
n−1/2r tends to infinity as the number of redundant Gaussian components increases to infinity. To
complete the spectrum of rates, we note the logarithmic rate (log n)−1/2 of convergence of the mixing
measure in infinite Gaussian location mixtures, via a Bayes estimate [Nguyen, 2013] or kernel-based
deconvolution [Caillerie et al., 2011].
For Gamma and skew-Gaussian mixtures, (for applications, see, e.g. [Ghosal and Roy, 2011, Lee and McLachlan,
2013, Wiper et al., 2001]) our theory paints a wide spectrum of convergence behaviors within each
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model class. We hope that the theoretical results obtained here may hint at practically useful ways
for determining benign scenarios when the mixture models enjoy strong identifiability properties and
favorable convergence rates, and for identifying pathological scenarios where the practioners would do
well by avoiding them.
Paper organization The rest of the paper is organized as follows. Section 2 provides some prelimi-
nary backgrounds and facts. Section 3 presents a general theory of strong identifiability, by addressing
the exact-fitted and over-fitted settings separately before providing a characteration of density classes
for which the general theory is applicable. Section 4 is devoted to a theory for weakly identifiable
classes, by treating each of the described three density classes separately. Section 5.1 contains easy
consequences of the theory developed earlier – this includes minimax bounds and the convergence
rates of the maximum likelihood estimation, which are optimal in many cases. The theoretical bounds
are illustrated via simulations in Section 5.2. Self-contained proofs of representative theorems are given
in Section 6, while proofs of remaining results are presented in the Appendix.
Notation Divergence distances studied in this paper include the total variational distance V (pG, pG′) =
1
2
∫
|pG(x)− pG′(x)|dµ(x) and the Hellinger distance h2(pG, pG′) = 1
2
∫
(
√
pG(x)−
√
pG′(x))
2dµ(x).
As K,L ∈ N, the first derivative of real function g : RK×L → R of matrix Σ is defined as a K × L
matrix whose (i, j) element is ∂g/∂Σij . The second derivative of g, denoted by
∂2g
∂Σ2
is a K2 × L2
matrix made of KL blocks of K × L matrix, whose (i, j)-block is given by ∂
∂Σ
(
∂g
∂Σij
)
. Addition-
ally, as N ∈ N, for function g2 : RN × RK×L → R defined on (θ,Σ), the joint derivative between
the vector component and matrix component ∂
2g2
∂θ∂Σ
=
∂2g2
∂Σ∂θ
is a (KN)×L matrix of KL blocks for
N -columns, whose (i, j)-block is given by ∂
∂θ
(
∂g2
∂Σij
)
. Finally, for any symmetric matrix Σ ∈ Rd×d,
λ1(Σ) and λd(Σ) respectively denote its smallest and largest eigenvalue.
2 Preliminaries
First of all, we need to define our notion of distances on the space of mixing measures G. In this
paper, we restrict ourself to the space of discrete mixing measures with exactly k0 distinct support
points on Θ × Ω, which is denoted by Ek0(Θ × Ω), and the space of discrete mixing measures with
at most k distinct support points on Θ × Ω, which is denoted by Ok(Θ × Ω). In addition, let G(Θ ×
Ω) = ∪
k∈N
Ek(Θ× Ω) be the set of all discrete measures with finite support points. Consider mixing
measure G =
k∑
i=1
piδ(θi,Σi), where p = (p1, p2, . . . , pk) denotes the proportion vector and (θ,Σ) =
((θ1,Σ1), . . . , (θk,Σk)) denotes the supporting atoms in Θ × Ω. Likewise, let G′ =
∑k′
i=1 p
′
iδ(θ′i,Σ′i).
A coupling between p and p′ is a joint distribution q on [1 . . . , k]× [1, . . . , k′], which is expressed as a
matrix q = (qij)1≤i≤k,1 ≤j≤k ∈ [0, 1]k×k and admits marginal constraints
k∑
i=1
qij = p
′
j and
k′∑
j=1
qij = pi
for any i = 1, 2, . . . , k and j = 1, 2, . . . , k′. We call q a coupling of p and p′, and use Q(p,p′) to
denote the space of all such couplings.
As in Nguyen [2013], our tool for analyzing the identifiability and convergence of parameters in
a mixture model is by adopting Wasserstein distances, which can be defined as the optimal cost of
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moving mass from one probability measure to another [Villani, 2009]. For any r ≥ 1, the r-th order
Wasserstein distance between G and G′ is given by
Wr(G,G
′) =
(
inf
q∈Q(p,p′)
∑
i,j
qij(‖θi − θ′j‖+ ‖Σi − Σ′j‖)r
)1/r
.
In both equations in the above display, ‖ · ‖ denotes either the l2 norm for elements in Rd or the
entrywise l2 norm for matrices. A central theme of the paper is the relationship between the Wasserstein
distances of mixing measures G,G′ and distances of corresponding mixture densities pG, pG′ . Recall
that mixture density pG is obtained by combining a mixing measure G ∈ G(Θ × Ω) with a family of
density functions {f(x|θ,Σ), θ ∈ Θ,Σ ∈ Ω}:
pG(x) =
∫
f(x|θ,Σ)dG(θ,Σ) =
k∑
i=1
pif(x|θi,Σi).
Clearly if G = G′ then pG = pG′ . Intuively, if W1(G,G′) or W2(G,G′) is small, so is a distance
between pG and pG′ . This can be quantified by establishing an upper bound for the distance of pG
and pG′ in terms of W1(G,G′) or W2(G,G′). A general notion of distance between probability densi-
ties defined on a common space is f -divergence (or Ali-Silvey distance) Ali and Silvey [1966]: an f -
divergence between two probability density functions f and g is defined as ρφ (f, g) =
∫
φ
(
g
f
)
fdµ,
where φ : R→ R is a convex function. Similarly, the f -divergence between pG and pG′ is ρφ(pG, pG′) =∫
φ
(
pG′
pG
)
pGdµ. As φ(x) =
1
2
(
√
x − 1)2, we obtain the squared Hellinger distance (ρ2h ≡ h2). As
φ(x) =
1
2
|x− 1|, we obtain the variational distance (ρV ≡ V ).
A simple way of establishing an upper bound for an f -divergence between pG and pG′ is via the
“composite transportation distance” between mixing measures G,G′:
dρφ(G,G
′) = inf
q∈Q(p,p′)
∑
i,j
qijρφ(fi, f
′
j)
where fi = f(x|θi,Σi) and f ′j = f(x|θ′j,Σ′j) for any i, j. The following inequality regarding the rela-
tionship between ρφ(pG, pG′) and dρφ(G,G′) is a simple consequence of Jensen’s inequality [Nguyen,
2013]:
ρφ(pG, pG′) ≤ dρφ(G,G′).
It is straightforward to derive upper bounds for dρφ(G,G′) in terms of Wasserstein distances Wr, by
taking into account specific structures of the density family f , and then combine with the inequality in
the previous display to arrive at upper bounds for ρφ(pG, pG′) in terms of Wasserstein distances. Here
are a few examples.
Example 2.1. (Multivariate generalized Gaussian distribution [Zhang et al., 2013])
The density family f takes the form f(x|θ,m,Σ) = mΓ(d/2)
πd/2Γ(d/(2m))|Σ|1/2 exp(−((x − θ)
TΣ−1(x −
θ))m), where θ ∈ Rd,m > 0, and Σ ∈ S++d . If Θ1 is bounded subset of Rd, Θ2 = {m ∈ R+ : 1 ≤ m
≤ m ≤ m}, and Ω =
{
Σ ∈ S++d : λ ≤
√
λ1(Σ) ≤
√
λd(Σ) ≤ λ
}
, where λ, λ > 0, then for any
G1, G2 ∈ G(Θ1×Θ2×Ω), we obtain h2(pG1 , pG2) . W 22 (G1, G2) and V (pG1 , pG2) . W1(G1, G2).
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Example 2.2. (Multivariate Student’s t-distribution)
The density family f takes the form f(x|θ,Σ) = Cν(ν + (x − θ)TΣ−1(x − θ))−(ν+d)/2, where ν
is a fixed positive degree of freedom and Cν = Γ((ν + d)/2)ν
ν/2
Γ(ν/2)πd/2
. If Θ is bounded subset of Rd
and Ω =
{
Σ ∈ S++d : λ ≤
√
λ1(Σ) ≤
√
λd(Σ) ≤ λ
}
, then for any G1, G2 ∈ G(Θ × Ω), we obtain
h2(pG1 , pG2) . W
2
2 (G1, G2) and V (pG1 , pG2) . W1(G1, G2).
Example 2.3. (Exponentially modified multivariate Student’s t-distribution)
Let f(x|θ, λ,Σ) to be density function of X = Y +Z , where Y follows multivariate t-distribution with
location θ, covariance matrix Σ, fixed positive degree of freedom ν, and Z is distributed by the product
of d independent exponential distributions with combined shape λ = (λ1, . . . , λd). If Θ is bounded
subset of Rd × Rd+, where Rd+ =
{
x ∈ Rd : xi > 0 ∀i
}
, and Ω =
{
Σ ∈ S++d : λ ≤
√
λ1(Σ) ≤√
λd(Σ) ≤ λ
}
, then for any G1, G2 ∈ G(Θ × Ω), h2(pG1 , pG2) . W 22 (G1, G2) and V (pG1 , pG2) .
W1(G1, G2).
Example 2.4. (Modified Gaussian-Gamma distribution)
Let f(x|θ, λ, β,Σ) to be density function of X = Y +Z , where Y is distributed by multivariate Gaus-
sian distribution with mean θ, covariance matrix Σ, and Z is distributed by the product of independent
Gamma distributions with combined shape vector α = (α1, . . . , αd) and combined rate vector β =
(β1, ..., βd). If Θ is bounded subset of Rd×Rd+×Rd+ and Ω =
{
Σ ∈ S++d : λ ≤
√
λ1(Σ) ≤
√
λd(Σ)
≤ λ}, then for any G1, G2 ∈ G(Θ × Ω), h2(pG1 , pG2) . V (pG1 , pG2) . W1(G1, G2).
3 General theory of strong identifiability
The objective of this section is to develop a general theory according to which a small distance between
mixture densities pG and pG′ entails a small Wasserstein distance between mixing measures G and G′.
The classical identifiability criteria requires that pG = pG′ entail G = G′, which essentially equiva-
lent to a linear independence requirement for the class of density family {f(x|θ,Σ)|θ ∈ Θ,Σ ∈ Ω}.
To obtain quantitative bounds, we need stronger notions of identifiability, ones which involve higher
order derivatives of density function f , taken with respect to the multivariate and matrix-variate pa-
rameters present in the mixture model. The advantage of this theory, which extends from the work
of Nguyen [2013] and Chen [1995], is that it is holds generally for a broad range of mixture models,
which allow for the same bounds on the Wasserstein distances of mixing measures to hold. This in
turn leads to “standard” rates of convergence for the mixing measure. On the other hand, many popular
mixture models such as the location-covariance Gaussian mixture, mixture of Gamma, and mixture of
skew-Gaussian distributions do not submit to the general theory. Instead they require separate and fun-
damentally distinct treatments; moreover, such models also exhibit non-standard rates of convergence
for the mixing measure. Readers interested in results for such models may skip directly to Section 4.
3.1 Definitions and general bounds
Definition 3.1. The family {f(x|θ,Σ), θ ∈ Θ,Σ ∈ Ω} is identifiable in the first-order if f(x|θ,Σ) is
differentiable in (θ,Σ) and the following assumption holds
A1. For any finite k different pairs (θ1,Σ1), ..., (θk,Σk) ∈ Θ × Ω, if we have αi ∈ R, βi ∈ Rd1 and
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symmetric matrices γi ∈ Rd2×d2 (for all i = 1, . . . , k) such that
k∑
i=1
αif(x|θi,Σi) + βTi
∂f
∂θ
(x|θi,Σi) + tr
(
∂f
∂Σ
(x|θi,Σi)T γi
)
= 0 for almost all x
then this will entail that αi = 0, βi = 0 ∈ Rd1 , γi = 0 ∈ Rd2×d2 for i = 1, . . . , k.
Remark. The condition that γi is symmetric in Definition 3.1 is crucial, without which the iden-
tifiability condition would fail for many classes of density. For instance, assume that ∂f
∂Σ
(x|θi,Σi)
are symmetric matrices for all i (this clearly holds for any elliptical distributions, such as multivariate
Gaussian, Student’s t-distribution, and logistics distribution). If we choose γi to be anti-symmetric
matrices, then by choosing αi = 0, βi = 0, (γi)uu = 0 for all 1 ≤ u ≤ d2 (i.e. all diagonal elements
are 0) , the equation in condition A.1 holds while γi can be different from 0 for all i.
Additionally, we say the family of densities f is uniformly Lipschitz up to the first order if the
following holds: there are positive constants δ1, δ2 such that for any R1, R2, R3 > 0, γ1 ∈ Rd1 ,
γ2 ∈ Rd2×d2 , R1 ≤
√
λ1(Σ) ≤
√
λd2(Σ) ≤ R2, ||θ|| ≤ R3, θ1, θ2 ∈ Θ, Σ1,Σ2 ∈ Ω, there are
positive constants C(R1, R2) and C(R3) such that for all x ∈ X∣∣∣∣γT1 (∂f∂θ (x|θ1,Σ)− ∂f∂θ (x|θ2,Σ)
)∣∣∣∣ ≤ C(R1, R2)||θ1 − θ2||δ1 ||γ1|| (4)
and ∣∣∣∣∣tr
((
∂f
∂Σ
(x|θ,Σ1)− ∂f
∂Σ
(x|θ,Σ2)
)T
γ2
)∣∣∣∣∣ ≤ C(R3)||Σ1 − Σ2||δ2 ||γ2||. (5)
First-order identifiability is sufficient for deriving a lower bound of V (pG, pG0) in terms ofW1(G,G0),
under the exact-fitted setting: This is the setting where G0 has exactly k0 support points, k0 known:
Theorem 3.1. (Exact-fitted setting) Suppose that the density family f is identifiable in the first order
and admits uniform Lipschitz property up to the first order. Then there are positive constants ǫ0 and
C0, both depending on G0, such that as long as G ∈ Ek0(Θ × Ω) and W1(G,G0) ≤ ǫ0, we have
V (pG, pG0) ≥ C0W1(G,G0).
Note that we do not impose any boundedness on Θ or Ω. Nonetheless, the bound is of local nature,
in the sense that it holds only for those G sufficiently close to G0 by a Wassertein distance at most ǫ0,
which again varies with G0. It is possible to extend this type of bound to hold globally over a compact
subset of the space of mixing measures, under a mild regularity condition, as the following corollary
asserts:
Corollary 3.1. Suppose that the density family f is identifiable in the first order, and admits uniform
Lipschitz property up the first order. Further, there is a positive constant α > 0 such that for any
G1, G2 ∈ Ek0(Θ × Ω), we have V (pG1 , pG2) . Wα1 (G1, G2). Then, for a fixed compact subset G of
Ek0(Θ × Ω), there is a positive constant C0 = C0(G0) such that
V (pG, pG0) ≥ C0W1(G,G0) for all G ∈ G.
We shall verify in the sequel that the classes of densities f described in Examples 2.1, 2.2, 2.3, and
2.4 are all identifiable in the first order. Thus, a remarkable consequence of the result above is that for
such classes of densities, the variational distance V on mixture densities and the Wasserstein distance
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W1 on the corresponding mixing measures are in fact equivalent in the exact-fitted setting. That is,
when G share the same number of support points as that of G0, we have
V (pG, pG0) ≍W1(G,G0)
Moving to the over-fitted setting, where G0 has exactly k0 support points lying in the interior of
Θ×Ω, but k0 is unknown and only an upper bound for k0 is given, a stronger identifiability condition is
required. This condition involves the second-order derivatives of the density class f that extends from
the notion of strong identifiability considered by Chen [1995], Nguyen [2013]:
Definition 3.2. The family {f(x|θ,Σ), θ ∈ Θ,Σ ∈ Ω} is identifiable in the second-order if f(x|θ,Σ)
is twice differentiable in (θ,Σ) and the following assumption holds
A2. For any finite k different pairs (θ1,Σ1), ..., (θk ,Σk) ∈ Θ × Ω, if we have αi ∈ R, βi, νi ∈ Rd1 ,
γi, ηi symmetric matrices in Rd2×d2 as i = 1, . . . , k such that
k∑
i=1
{
αif(x|θi,Σi) + βTi
∂f
∂θ
(x|θi,Σi) + νTi
∂2f
∂θ2
(x|θi,Σi)νi +
tr
(
∂f
∂Σ
(x|θi,Σi)Tγi
)
+ 2νTi
[
∂
∂θ
(
tr
(
∂f
∂Σ
(x|θi,Σi)T ηi
))]
+
tr
(
∂
∂Σ
(
tr
(
∂f
∂Σ
(x|θi,Σi)T ηi
))T
ηi
)}
= 0 for almost all x,
then this will entail that αi = 0, βi = νi = 0 ∈ Rd1 , γi = ηi = 0 ∈ Rd2×d2 for i = 1, . . . , k.
In addition, we say the family of densities f is uniformly Lipschitz up to the second order if the
following holds: there are positive constants δ3, δ4 such that for any R4, R5, R6 > 0, γ1 ∈ Rd1 ,
γ2 ∈ Rd2×d2 , R4 ≤
√
λ1(Σ) ≤
√
λd2(Σ) ≤ R5, ||θ|| ≤ R6, θ1, θ2 ∈ Θ, Σ1,Σ2 ∈ Ω, there are
positive constants C1 depending on (R4, R5) and C2 depending on R6 such that for all x ∈ X
|γT1 (
∂2f
∂θ∂θT
(x|θ1,Σ)− ∂
2f
∂θ∂θT
(x|θ2,Σ))γ1| ≤ C1‖θ1 − θ2‖δ31 ‖γ1‖22
and∣∣∣∣∣tr
([
∂
∂Σ
(
tr
(
∂f
∂Σ
(x|θ,Σ1)Tγ2
))
− ∂
∂Σ
(
tr
(
∂f
∂Σ
(x|θ,Σ2)T γ2
))]T
γ2
)∣∣∣∣∣ ≤
C2‖Σ1 − Σ2‖δ42 ‖γ2‖22.
Let k ≥ 2 and k0 ≥ 1 be fixed positive integers where k ≥ k0+1. G0 ∈ Ek0 while G varies in Ok.
Then, we can establish the following result
Theorem 3.2. (Over-fitted setting)
(a) Suppose that the density family f is identifiable in the second order and admits uniform Lipschitz
property up to the second order. Moreover, Θ is bounded subset of Rd1 and Ω is subset of S++d2
such that the largest eigenvalues of elements of Ω are bounded above. In addition, suppose that
lim
λ1(Σ)→0
f(x|θ,Σ) = 0 for all x ∈ X and θ ∈ Ω. Then there are positive constants ǫ0 and C0
depending on G0 such that as long as W2(G,G0) ≤ ǫ0,
V (pG, pG0) ≥ C0W 22 (G,G0).
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(b) (Optimality of bound for variation distance) Assume that f is second-order differentiable with
respect to θ,Σ and sup
θ∈Θ,Σ∈Ω
∫
x∈X
∣∣∣∣ ∂2f∂θα1∂Σα2 (x|θ,Σ)
∣∣∣∣dx < ∞ for all α1 = (α1i )d1i=1 ∈ Nd1 ,
α2 = (α
2
uv)1≤u,v≤d2 ∈ Nd2×d2 such that
d1∑
i=1
α1i +
∑
1≤u,v≤d2
α2uv = 2. Then, for any 1 ≤ r < 2:
lim
ǫ→0
inf
G∈Ok(Θ×Ω)
{
V (pG, pG0)/W
r
1 (G,G0) :W1(G,G0) ≤ ǫ
}
= 0.
(c) (Optimality of bound for Hellinger distance) Assume that f is second-order differentiable with
respect to θ, Σ and we can find c0 sufficiently small such that
sup
||θ−θ′ ||+||Σ−Σ′ ||≤c0
∫
x∈X
(
∂2f
∂θα1∂Σα2
(x|θ,Σ)
)2
/f(x|θ′ ,Σ′)dx <∞,
where α1, α2 are defined as that of part (b). Then, for any 1 ≤ r < 2:
lim
ǫ→0
inf
G∈Ok(Θ×Ω)
{
h(pG, pG0)/W
r
1 (G,G0) : W1(G,G0) ≤ ǫ
}
= 0. (6)
Here and elsewhere, the ratio V/Wr is set to be ∞ if Wr(G,G0) = 0. We make a few remarks.
(i) A counterpart of part (a) for finite mixtures with multivariate parameters was given in Nguyen
[2013] (Proposition 1). The proof in that paper has a problem: it relies on Nguyen’s Theorem 1,
which holds only for the exact-fitted setting, but not for the over-fitted setting. This was pointed
out to the second author by Elisabeth Gassiat who attributed it to Jonas Kahn. Fortunately, this
error can be simply corrected by replacing Nguyen’s Theorem 1 with a weaker version, which
holds for the over-fitted setting and suffices for our purpose, for which his method of proof
continues to apply. For part (a), it suffices to prove only the following weaker version:
lim
ǫ→0
inf
G∈Ok(Θ×Ω)
{
V (pG, pG0)/W
2
2 (G,G0) :W2(G,G0) ≤ ǫ
}
> 0.
(ii) The mild condition lim
λ1(Σ)→0
f(x|θ,Σ) = 0 is important for the matrix-variate parameter Σ. In
particular, it is useful for addressing the scenario when the smallest eigenvalue of matrix param-
eter Σ is not bounded away from 0. This condition, however, can be removed if we impose that
Σ is a positive definite matrix whose eigenvalues are bounded away from 0.
(iii) Part (b) demonstrates the sharpness of the bound in part (a). In particular, we cannot improve the
lower bound in part (a) to any quantity W r1 (G,G0) for any r < 2. For any estimation method
that yields n−1/2 convergence rate under the Hellinger distance for pG, part (a) induces n−1/4
convergence rate under W2 for G. Part (c) implies that n−1/4 is minimax optimal.
(iv) The boundedness of Θ, as well as the boundedness from above of the eigenvalues of elements of
Ω are both necessary conditions. Indeed, it is possible to show that if one of these two conditions
is not met, it is not possible to obtain the lower bound of V (pG, pG0) as established, because
distance h ≥ V can vanish much faster than Wr(G,G0), as can be seen by:
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Proposition 3.1. Let Θ be a subset of Rd1 and Ω = S++d2 . Then for any r ≥ 1 and β > 0 we have
lim
ǫ→0
inf
G∈Ok(Θ×Ω)
{
exp
(
1
W βr (G,G0)
)
h(pG, pG0) : Wr(G,G0) ≤ ǫ
}
= 0.
As in the exact-fitted setting, in order to establish the bound V & W 22 globally, we simply add a
compactness condition on the subset within which G varies:
Corollary 3.2. Assume that Θ and Ω are two compact subsets of Rd1 and S++d2 respectively. Suppose
that the density family f is identifiable in the second order and admits uniform Lipschitz property up to
the second order. Further, there is a positive constant α ≤ 2 such that for any G1, G2 ∈ Ok(Θ × Ω),
we have V (pG1 , pG2) . Wα2 (G1, G2). Then for a fixed compact subset O of Ok(Θ × Ω) there is a
positive constant C0 = C0(G0) such that
V (pG, pG0) ≥ C0W 22 (G,G0) for all G ∈ O.
3.2 Characterization of strong identifiability
In this subsection we identify a broad range of density classes for which the strong identifiability
conditions developed previously hold either in the first or the second order. Then we also present a
general result which shows how strong identifiablity conditions continue to be preserved under certain
transformations with respect to the parameter space.
First, we consider univariate density functions with parameters of multiple types:
Theorem 3.3. (Densities with multiple varying parameters)
(a) Generalized univariate logistic density function: Let f(x|θ, σ) := 1
σ
f((x−θ)/σ), where f(x) =
Γ(p + q)
Γ(p)Γ(q)
exp(px)
(1 + exp(x))p+q
, and p, q are fixed positive integers. Then the family {f(x|θ, σ), θ ∈ R,
σ ∈ R+} is identifiable in the second order.
(b) Generalized Gumbel density function: Let f(x|θ, σ, λ) := 1
σ
f((x − θ)/σ, λ), where f(x, λ) =
λλ
Γ(λ)
exp(−λ(x+exp(−x))) as λ > 0. Then the family {f(x|θ, σ, λ), θ ∈ R, σ ∈ R+, λ ∈ R+}
is identifiable in the second order.
(c) Univariate Weibull distribution: Let fX(x|ν, λ) = ν
λ
(x
λ
)ν−1
exp
(
−
(x
λ
)ν)
, for x ≥ 0, where
ν, λ > 0 are shape and scale parameters, respectively. Then the family {fX(x|ν, λ), ν ∈ R+, λ ∈ R+}
is identifiable in the second order.
(d) Von Mises distributions [Mardia, 1975, Hsu et al., 1981, Kent, 1983]: Denote f(x|µ, κ) =
1
2πI0(κ)
exp(κ cos(x − µ)).1{x∈[0,2π)}, where µ ∈ [0, 2π), κ > 0, and I0(κ) is the modified
Bessel function of order 0. Then the family {f(x|µ, κ), µ ∈ [0, 2π), κ ∈ R+} is identifiable in
the second order.
Next, we turn to density function classes with matrix-variate parameter spaces, as introduced in
Section 2:
Theorem 3.4. (Densities with matrix-variate parameters)
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(a) The family {f(x|θ,Σ,m), θ ∈ Rd,Σ ∈ S++d ,m ≥ 1} of multivariate generalized Gaussian dis-
tribution is identifiable in the first order.
(b) The family {f(x|θ,Σ), θ ∈ Rd,Σ ∈ S++d } of multivariate t-distribution with fixed odd degree of
freedom is identifiable in the second order.
(c) The family {f(x|θ,Σ, λ), θ ∈ Rd,Σ ∈ S++d , λ ∈ Rd+} of exponentially modified multivariate t-
distribution with fixed odd degree of freedom is identifiable in the second order.
(d) The family {f(x|θ,Σ, a, b), θ ∈ Rd,Σ ∈ S++d , a ∈ Rd+, b ∈ Rd+, d ≥ 2} of modified multivari-
ate Gaussian-Gamma distribution is identifiable in the first order.
We note that these theorems are quite similar to Chen’s analysis on classes of density with single
parameter spaces (cf. Chen [1995]). The proofs of these results, however, are technically nontrivial
even if conceptually somewhat straightforward. For the transparency of our idea, we only demonstrate
the results in Theorem 3.3 and Theorem 3.4 up to the first-order identifiability. The proof technique
for the second-order identifiability is similar. They are given in the Appendices. As can be seen
in these proofs, the strong identifiability of these density classes are established by exploiting how
the corresponding characteristics functions (i.e., Fourier transform of the density) vanish at infinity.
Thus it can be concluded that the common feature in establishing strong identifiability hinges on the
smoothness of the density f in question. (It is interesting to contrast this with the story in the next
section, where we shall meet weakly identifiable density classes whose algebraic structures play a
more significant role in our theory).
We also add several technical remarks: Regarding part (a), we demonstrate in Proposition 4.1 later
that the class of multivariate Gaussian or generalized Gaussian distribution is not identifiable in the
second order. The condition odd degree of freedom in part (b) and (c) of Theorem 3.4 is mainly due to
our proof technique. We believe both (b) and (c) hold for any fixed positive degree of freedom, but do
not have a proof for such setting.
Before ending this section, we state a general result which is a response to a question posed by
Xuming He on the identifiability in transformed parameter spaces.. The following theorem states that
the first-order identifiability with respect to a transformed parameter space is preserved under some
regularity conditions of the transformation operator. Let T be a bijective mapping from Θ∗ × Ω∗ to
Θ× Ω such that
T (η,Λ) = (T1(η,Λ), T2(η,Λ)) = (θ,Σ)
for all (η,Λ) ∈ Θ∗ × Ω∗, where Θ∗ ⊂ Rd1 , Ω∗ ⊂ S++d2 . Define the class of density functions{g(x|η,Λ), η ∈ Θ∗,Λ ∈ Ω∗} by
g(x|η,Λ) := f(x|T (η,Λ)).
Additionally, for any (η,Λ) ∈ Θ∗ × Ω∗, let J(η,Λ) ∈ R(d1+d22)×(d1+d22) be the modified Jacobian
matrix of T (η,Λ), i.e. the usual Jacobian matrix when (η,Λ) is taken as a d1 + d22 vector.
Theorem 3.5. Assume that {f(x|θ,Σ), θ ∈ Θ,Σ ∈ Ω} is identifiable in the first order. Then the class
of density functions {g(x|η,Λ), η ∈ Θ∗,Λ ∈ Ω∗} is identifiable in the first order if and only if the
modified Jacobian matrix J(η,Λ) is non-singular for all (η,Λ) ∈ Θ∗ × Ω∗.
The conclusion of Theorem 3.5 still holds if we replace the first-order identifiability by the second-
order identifiability. As we have seen previously, strong identifiablity (either in the first or second order)
yields sharp lower bounds of V (pG, pG0) in terms of Wasserstein distances Wr(G,G0). It is useful to
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know that in the transformed parameter space, one may still enjoy the same inequality. Specifically, for
any discrete probability measure Q =
∑k
i=1 piδ(ηi,Λi) ∈ Ek(Θ∗ × Ω∗), denote
p′Q(x) =
∫
g(x|η,Λ)dQ(η,Λ) =
k∑
i=1
pig(x|ηi,Λi).
Let Q0 to be a fixed discrete probability measure on Ek0(Θ∗×Ω∗), while probability measure Q varies
in Ek0(Θ∗ × Ω∗).
Corollary 3.3. Assume that the conditions of Theorem 3.5 hold. Further, suppose that the first deriva-
tive of f in terms of θ,Σ and the first derivative of T in terms of η,Λ are α-Ho¨lder continuous and
bounded where α > 0. Then there are positive constants ǫ0 := ǫ0(Q0) and C0 := C0(Q0) such that as
long as Q ∈ Ek(Θ∗ × Ω∗) and W1(Q,Q0) ≤ ǫ0, we have
V (p′Q, p
′
Q0) ≥ C0W1(Q,Q0).
Remark. If Θ and Ω are bounded sets, the condition on the boundedness of the first derivative of f
in terms of θ,Σ and the first derivative of g in terms of η,Λ can be left out. Additionally, the restriction
that these derivatives should be α-Ho¨lder continuous can be relaxed to only that the first derivative of
f and the first derivative of g are α1-Ho¨lder continuous and α2-Ho¨lder continuous where α1, α2 > 0
can be different.
4 Theory for weakly identifiable classes
The general theory of strong identifiability developed in the previous section encompasses many classes
of distributions, but they are not applicable to some important classes, those that we shall call weakly
identifiable classes of distributions. These are the families of densities that are identifiable in the classi-
cal sense in a finite mixture setting, but they do not satisfy the strong identifiability conditions we have
defined previously. Such classes of densities give rise to the ubiquitous location-covariance Gaussian
mixture, as well as mixture of Gamma distributions, and mixture of skew-Gaussian distributions. We
will see that these density classes carry a quite varied and fascinating range of behaviors: the spe-
cific algebraic structure of the density class in question now plays the fundamental role in determining
identifiability and convergence properties for model parameters and the mixing measure.
4.1 Over-fitted mixture of location-covariance Gaussian distributions
Location-covariance Gaussian distributions belong to the broader class of generalized Gaussians (cf.
Example 2.1), which is identifiable in the first order according to Theorem 3.4. The class of location-
covariance Gaussian distributions, however, is not identifiable in the second order. This implies that in
the over-fitted mixture setting, Theorem 3.2 is not applicable.
In this section the multivariate Gaussian densities
{
f(x|θ,Σ), θ ∈ Rd,Σ ∈ S++d
}
is defined in the
usual way, i.e., f(x|θ,Σ) = 1
(2π)d/2|Σ|1/2 exp(−(x − θ)
TΣ−1(x − θ)/2). (Note that the scaling
in the exponent slightly differs from the version given in Example 2.1, where Gaussian distribution
corresponds to setting m = 1, but this discrepancy is inconsequential). In fact, using the same approach
as the proof of Theorem 3.4, we can verify that for any fixed positive number m > 1, the class of
generalized Gaussian distributions is also identifiable in the second order. So within this broader family,
it is essentially only the class of Gaussian distributions with both location and covariance parameters
varying that is weakly identifiable.
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Proposition 4.1. The family {f(x|θ,Σ), θ ∈ Rd,Σ ∈ S++d } of multivariate Gaussian distribution is
not identifiable in the second order.
Proof. The proof is immediate thanks to the following key identity, which holds for all θ ∈ Rd and
Σ ∈ S++d :
∂2f
∂θ2
(x|θ,Σ) = 2 ∂f
∂Σ
(x|θ,Σ). (7)
This identity is stated as Lemma 7.1 whose proof is given in the Appendix. Now, by choosing αi =
0 ∈ R, βi = 0 ∈ Rd, ηi = 0 ∈ Rd×d, and 2νiνTi + γi = 0 for all 1 ≤ i ≤ k, the equation given in
[A2.] of Definition 3.2 is clearly satisfied for all x. Since νi and γi need not be 0, the second-order
identifiability does not hold.
Identity (7) is the reason that strong identifiability fails for over-fitted location-scale mixture of
Gaussians. We shall see that it also provides the key for uncovering the precise convergence behavior
of the mixing measure in the over-fitted Gaussian mixture model.
Let G0 be a fixed probability measure with exactly k0 support points, Θ is bounded subset of Rd
and Ω is subset of S++d where the largest eigenvalue of their elements are bounded above. Let G
vary in the larger set Ok(Θ × Ω), where k ≥ k0 + 1. We shall no longer expect bounds of the kind
V & W 22 such as those established by Theorem 3.2. In fact, we can obtain sharp bounds of the type
V (pG, pG0) & W
r
r (G,G0), where r is determined by the (in)solvability of a system of polynomial
equations that we now describe.
For any fixed k, k0 ≥ 1 where k ≥ k0 +1, we define r ≥ 1 to be the minimum value of r ≥ 1 such
that the following system of polynomial equations
k−k0+1∑
j=1
∑
n1+2n2=α
n1,n2≥0
c2ja
n1
j b
n2
j
n1!n2!
= 0 for each α = 1, . . . , r (8)
does not have any non-trivial solution for the unknowns (c1, . . . , ck−k0+1, a1, . . . , ak−k0+1, b1, . . . , bk−k0+1).
A solution is considered non-trivial if c1, . . . , ck−k0+1 differ from 0 and at least one of a1, . . . , ak−k0+1
differs from 0.
Remark. This is a system of r polynomial equations for 3(k − k0 + 1) unknowns. The condition
c1, . . . , ck−k0+1 6= 0 is very important. In fact, if c1 = 0, then by choosing a1 6= 0, ai = 0 for all 2 ≤
i ≤ k−k0+1 and bj = 0 for all 1 ≤ j ≤ k−k0+1, we can check that
k−k0+1∑
j=1
∑
n1+2n2=α
n1,n2≥0
c2ja
n1
j b
n2
j
n1!n2!
= 0
is satisfied for all α ≥ 1. Therefore, without this condition, r does not exist.
Example. To get a feel for the system of equations (8), let us consider the case k = k0 + 1, and let
r = 3. Then we obtain the equations:
c21a1 + c
2
2a2 = 0
1
2
(c21a
2
1 + c
2
2a
2
2) + c
2
1b1 + c
2
2b2 = 0
1
3!
(c21a
3
1 + c
2
2a
3
2) + c
2
1a1b1 + c
2
2a2b2 = 0.
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It is simple to see that a non-trivial solution exists, by choosing c2 = c1 6= 0, a1 = 1, a2 = −1, b1 =
b2 = −1/2. Hence, r ≥ 4. For r = 4, the system consists of the three equations given above, plus
1
4!
(c21a
4
1 + c
2
2a
4
2) +
1
2!
(c21a
2
1b1 + c
2
2a
2
2b2) +
1
2!
(c21b
2
1 + c
2
2b
2
2) = 0
It can be shown in the sequel that this system has no non-trivial solution. Therefore for k = k0 + 1,
we have r = 4. Determining the exact value of r in the general case appears very difficult. Even for
the specific value of k − k0, finding r is not easy. There are well-developed methods in computational
algebra for dealing with this type of polynomial equations, such as Groebner bases [Buchberger, 1965]
and resultants [Sturmfels, 2002]. Using the Groebner bases method, we can show that:
Proposition 4.2. (Values of r)
(i) If k − k0 = 1, r = 4.
(ii) If k − k0 = 2, r = 6.
(iii) If k − k0 ≥ 3, r ≥ 7.
Remark. The results of this proposition appear to suggest that that r = 2(k − k0 +1). We leave this
as a conjecture.
The main result for this section is a precise relationship between the identifiability and conver-
gence behavior of mixing measures in an over-fitted Gaussian mixture with the solvability of system of
equations (8).
Theorem 4.1. (Over-fitted Gaussian mixture) Let r be defined in the preceeding paragraphs.
(a) For any 1 ≤ r < r, there holds:
lim
ǫ→0
inf
G∈Ok(Θ×Ω)
{
h(pG, pG0)/W
r
1 (G,G0) :W1(G,G0) ≤ ǫ
}
= 0. (9)
(b) For any c0 > 0, defineOk,c0(Θ×Ω) =
{
G =
k∗∑
i=1
piδ(θi,Σi) ∈ Ok(Θ× Ω) : pi ≥ c0 ∀ 1 ≤ i ≤ k∗
}
.
Then, for G ∈ Ok,c0(Θ× Ω) and Wr(G,G0) sufficiently small, there holds:
V (pG, pG0) & W
r
r (G,G0) ≥W r1 (G,G0).
We make several remarks.
(i) Close investigation of the proof of part (a) and part (b) together shows that W rr (G,G0) is the
sharp lower bound for the distance of mixture densities h(pG, pG0) ≥ V (pG, pG0) when c0 is
sufficiently small. In particular, we cannot improve the the lower bound to W r1 for any r < r.
(ii) This theorem yields an interesting link between the convergence behavior ofG and the solvability
of system of equation (8). Part (b) is that, take any standard estimation method such as the MLE,
which yields n−1/2 convergence rate under Hellinger distance for the mixture density under fairly
general conditions, the convergence rate for G under Wr is n−1/(2r). Moreover, part (a) entails
that n−1/2r is also a minimax lower bound for G under Wr or W1 distance.
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(iii) The convergence behavior of G depends only on the number of extra mixing components k− k0
assumed in the finite mixture model. The convergence rate deteriorates astonishingly fast as
k − k0 increases. For a practitioner this amounts to a sober caution against over-fitting the
mixture model with many more Gaussian components than actually needed.
(iv) As we have seen from part (b) of Theorem 4.1, under the general setting of k−k0, G is restricted
to the set Ok(Θ×Ω) toOk,c0(Θ×Ω), which places a constraint on the mixing probability mass.
However, this restriction seems to be an artifact of our proof technique. In fact, it can be removed
with extra hard work, at least for the case k−k0 ≤ 2, as the following proposition demonstrates:
Proposition 4.3. Let k − k0 = 1 or 2. For G ∈ Ok(Θ× Ω) and Wr(G,G0) sufficiently small,
V (pG, pG0) & W
r
r (G,G0).
4.2 Mixture of Gamma distributions and the location extension
The Gamma family of univariate densities takes the form f(x|a, b) := b
a
Γ(a)
xa−1 exp(−bx) for x > 0,
and 0 otherwise, where a, b are positive shape and rate parameters, respectively.
Proposition 4.4. The Gamma family of distributions is not identifiable in the first order.
Proof. The proof is immediate thanks to the following algebraic identity, which holds for any a, b > 0:
∂f
∂b
=
a
b
f(x|a, b)− a
b
f(x|a+ 1, b). (10)
Now given k = 2, a2 = a1 − 1, b1 = b2. By choosing β1 = β2 = 0, γ1 = 0, α1b1 = γ2a2,
α2b1 = −γ2a2 and α1 = −α2 6= 0, then we can verify that
2∑
i=1
αif(x|ai, bi) + βi ∂f
∂a
(x|ai, bi) + γi ∂f
∂b
(x|ai, bi) = 0.
The Gamma family is still strongly identifiable in the first order if either shape or rate parameter is
fixed. It is when both parameters are allowed to vary that strong identifiablity is violated. Thus, neither
Theorem 3.1 nor Theorem 3.2 is applicable to shape-rate Gamma mixtures. Comparing the algebraic
identity (7) for the Gaussian and (10) for the Gamma reveals an interesting feature for the latter. In
particular, the linear dependence of the collection of Gamma density functions and its derivatives are
due to certain specific combinations of the Gamma parameter values. This suggests that outside of
these value combinations the Gamma densities may well be identifiable in the first order and even the
second order Indeed, this observation leads to the following results, which we shall state in two separate
mixture settings.
Fix the true mixing measure G0 =
k0∑
i=1
p0i δ(a0i ,b0i )
∈ Ek0(Θ) where k0 ≥ 2 and Θ ⊂ R2,+.
Theorem 4.2. (Exact-fitted Gamma mixtures)
(a) (Generic cases) Assume that
{
|a0i − a0j |, |b0i − b0j |
}
6= {1, 0} for all 1 ≤ i, j ≤ k0, and a0i ≥ 1
for all 1 ≤ i ≤ k0. Then for G ∈ Ek0(Θ) and W1(G,G0) sufficiently small, we have
V (pG, pG0) & W1(G,G0).
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(b) (Pathological cases) If there exist 1 ≤ i, j ≤ k0 such that
{
|a0i − a0j |, |b0i − b0j |
}
= {1, 0}, then
for any r ≥ 1,
lim
ǫ→0
inf
G∈Ek0 (Θ)
{
V (pG, pG0)/W
r
r (G,G0) :Wr(G,G0) ≤ ǫ
}
= 0.
Turning to the over-fitted Gamma mixture setting, as before let G0 ∈ Ek0(Θ), while G varies in a
larger subset of Ok(Θ) for some given k ≥ k0 + 1.
Theorem 4.3. (Over-fitted Gamma mixture)
(a) (Generic cases) Assume that
{
|a0i − a0j |, |b0i − b0j |
}
6∈
{
{1, 0} , {2, 0}
}
for all 1 ≤ i, j ≤ k0,
and a0i ≥ 1 for all 1 ≤ i ≤ k0. For any c0 > 0, define a subset of Ok(Θ):
Ok,c0(Θ) =
{
G =
k
′∑
i=1
piδ(ai,bi) : k
′ ≤ k and |ai − a0j | 6∈ [1− c0, 1 + c0] ∪ [2− c0, 2 + c0]∀ (i, j)
}
.
Then, for G ∈ Ok,c0(Θ) and W2(G,G0) sufficiently small, we have
V (pG, pG0) & W
2
2 (G,G0).
(b) (Necessity of restriction on G) Under the same assumptions on G0, for any r ≥ 1,
lim
ǫ→0
inf
G∈Ok(Θ)
{
V (pG, pG0)/W
r
r (G,G0) : Wr(G,G0) ≤ ǫ
}
= 0.
(c) (Pathological cases) If there exist 1 ≤ i, j ≤ k0 such that
{
|a0i − a0j |, |b0i − b0j |
}
∈
{
{1, 0} , {2, 0}
}
,
then for any r ≥ 1 and any c0 > 0,
lim
ǫ→0
inf
G∈Ok,c0(Θ)
{
V (pG, pG0)/W
r
r (G,G0) :Wr(G,G0) ≤ ǫ
}
= 0.
Part (a) of both theorems asserts that outside of a measure zero set of the true mixing measure G0,
we can still consider Gamma mixture as if it is strongly identifiable: the strong bounds V & W1 and
V & W 22 continue to hold. In these so-called generic cases, if we take any standard estimation method
that yields n−1/2 convergence rate under Hellinger/variational distance for the mixture density pG, the
corresponding convergence for G will be n−1/2 for exact-fitted and n−1/4 for over-fitted mixtures.
The situation is not so forgiving for the so-called pathological cases in both settings: it is not
possible to obtain the bound of the form V & W rr for any r ≥ 1. A consequence of this result is a
minimax lower bound n−1/r under Wr for the estimation of G, for any r ≥ 1. This implies that, even
for the exact-fitted mixture, the convergence of Gamma parameters ai and bi to the true values cannot
be faster than n−1/r for any r ≥ 1. In other words, the convergence of these parameters is mostly likely
logarithmic.
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Location extension. Before ending this subsection, we introduce a location extension of the Gamma
family, for which the convergence behavior of its parameters is always slow. Actually, this is the
location extension of the exponential distribution (which is a special case of Gamma by fixing the shape
parameter a = 1). The location-exponential distribution {f(x|θ, σ), θ ∈ R, σ ∈ R+} is parameterized
as f(x|θ, σ) = 1
σ
exp(−x− θ
σ
).1{x>θ} for all x ∈ R. Direct calculation yields that
∂f
∂θ
(x|θ, σ) = 1
σ
f(x|θ, σ) when x 6= θ. (11)
This algebraic identity is similar to that of location-scale multivariate Gaussian distribution, except for
the non-constant coefficient 1/σ. Since this identity holds in general, we would expect non-standard
convergence behavior for G. This is indeed the case. We shall state a result for the exact-fitted setting
only. Let Θ = R× R+, and G0 =
k0∑
i=1
p0i δ(θ0i ,σ0i )
∈ Ek0(Θ) where k0 ≥ 2.
Theorem 4.4. (Exact-fitted location-exponential mixtures) For any r ≥ 1,
lim
ǫ→0
inf
G∈Ek0 (Θ)
{
V (pG, pG0)/W
r
1 (G,G0) : W1(G,G0) ≤ ǫ
}
= 0.
Unlike Gamma mixtures, there is no generic/pathological dichotomy for mixtures of location-
exponential distributions. The convergence behavior of the mixing measure G is always extremely
slow: even in the exact-fitted setting, the minimax lower bound for G under W1 is no smaller than
n−1/r for any r. The convergence rate the model parameters is most likely logarithmic.
4.3 Mixture of skew-Gaussian distributions
The skew-normal density takes the form f(x|θ, σ,m) := 2
σ
f
(
x− θ
σ
)
Φ(m(x−θ)/σ), where f(x) =
1√
2π
exp
(
−x
2
2
)
, and Φ(x) =
x∫
−∞
f(t)dt. m ∈ R is the shape, θ the location and σ the scale param-
eter. This generalizes the Gaussian family, which corresponds to fixing m = 0. In general, letting
m 6= 0 makes the density asymmetric (skew), with the skewness direction dictated by the sign of m.
We will see that this density class enjoys an extremely rich range of behaviors.
We first focus on exact-fitted mixtures of skew-Gaussian distributions. Note that:
Proposition 4.5. The skew-Gaussian family {f(x|θ, σ,m), θ ∈ R, σ ∈ R+,m ∈ R} is not identifiable
in the first order.
An examination of the proof of Proposition 4.5 reveals that, like the Gamma family, there are certain
combinations of the skew-Gaussian distribution’s parameter values that prevent the skew-Gaussian fam-
ily from satisfying strong identifiability conditions. Outside of these “pathological” combinations, the
skew-Gaussian mixtures continue to enjoy strong convergence properties. Unlike the Gamma family,
however, the pathological cases have very rich structures, which result in a varied range of convergence
behaviors we have seen in both Gamma and Gaussian mixtures.
Throughout this section,
{
(f(x|θ, σ,m), (θ,m) ∈ Θ, σ2 ∈ Ω} is a class of skew-Gaussian density
function where Θ ⊂ R2 and Ω ⊂ R+. Fix the true mixing measure G0 =
k0∑
i=1
p0i δ(θ0i ,(σ0i )2,m0i ). Assume
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that σ0i are pairwise different and
(σ0i )
2
1 + (m0i )
2
6∈
{
(σ0j )
2 : 1 ≤ j 6= i ≤ k0
}
for all 1 ≤ i ≤ k0. For
each 1 ≤ j ≤ k0, define the cousin set for j to be
Ij =
{
i 6= j : ( (σ
0
i )
2
1 + (m0i )
2
, θ0i ) ≡ (
(σ0j )
2
1 + (m0j)
2
, θ0j )
}
.
The cousin set consists of the indices of skew-Gaussian components that share the same location and a
rescaled version of the scale parameter. We further say that a non-empty cousin set Ij conformant if
for any i ∈ Ij , m0im0j > 0. To delineate the structure underlying parameter values of G0, we define a
sequence of increasingly weaker conditions.
(S1) m0i 6= 0 and Ii is empty for all i = 1, . . . , k0.
(S2) There exists at least one set Ii to be non-empty. Moreover, for any 1 ≤ i ≤ k0, if |Ii| ≥ 1, Ii is
conformant.
(S3) There exists at least one set Ii to be non-empty. Additionally, there is k∗ ∈ [1, k0 − 1] such that
for any non-empty and non-conformant cousin set Ii, we have |Ii| ≤ k∗.
We make several clarifying comments.
(i) Condition (S1) corresponds to generic situations of true parameter values where the exact-fitted
mixture of skew-Gaussians will be shown to enjoy behaviors akin to strong identifiability. They
require that the true mixture corresponding to G0 has no Gaussian components and no cousins
for all skew-Gaussian components.
(ii) Condition (S2) allows the presence of either Gaussian components and/or non-empty cousin sets,
all of which have to be conformant.
(iii) (S3) is introduced to address the presence of non-conformant cousin sets.
Theorem 4.5. (Exact-fitted conformant skew-Gaussian mixtures)
(a) (Generic cases) If (S1) is satisfied, then for any G ∈ Ek0(Θ × Ω) such that W1(G,G0) is suffi-
ciently small, there holds
V (pG, pG0) & W1(G,G0).
(b) (Conformant cases) If (S2) is satisfied, then for any G ∈ Ek0(Θ × Ω) and W2(G,G0) is suffi-
ciently small, there holds
V (pG, pG0) & W
2
2 (G,G0).
Moreover, this lower bound is sharp.
When only condition (S3) holds, the convergence behavior of the exact-fitted skew-Gaussian mix-
ture is linked to the (in)solvability of a system of polynomial equations. Specifically, define s to be the
minimum value of r ≥ 1 such that the following system of polynomial equations
k∗+1∑
i=1
aib
u
i c
v
i = 0 (12)
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does not admit any non-trivial solution. By non-trivial, we require that ai > 0 for all i = 1, . . . , k∗+1,
all bi 6= 0 and pairwise different, (ai, |bi|) 6= (aj , |bj |) for all 1 ≤ i 6= j ≤ k∗+1, and at least one of ci
differs from 0, where the indices u, v in this system of polynomial equations satisfy 1 ≤ v ≤ r, u ≤ v
are all odd numbers when v is even or 0 ≤ u ≤ v are all even number when v is odd. For example, if
r = 3, and k∗ = 1, the above system of polynomial equations is
a1c1 + a2c2 = 0,
a1b1c
2
1 + a2b2c
2
2 = 0,
a1c
3
1 + a2c
3
2 = 0,
a1b
2
1c
3
1 + a2b
2
2c
3
2 = 0.
Similar to system of equations (8) that arises in our theory for Gaussian mixtures, the exact value of s
is hard to determine in general. The following proposition gives specific values for s.
Proposition 4.6. (Values of s)
(i) If k∗ = 1, s = 3.
(ii) If k∗ = 2, s = 5.
The following theorem describes the role of s in the non-conformant case of skew-Gaussian mix-
tures:
Theorem 4.6. (Exact-fitted non-conformant skew-Gaussian mixtures) Suppose that (S3) holds.
(a) Assume further that for any non-conformant cousin set Ii we have (p0i , |m0i |) 6= (p0j , |m0j |) for
any j ∈ Ii. Then, for any G ∈ Ek0(Θ× Ω) such that Ws(G,G0) is sufficiently small,
V (pG, pG0) & W
s
s (G,G0).
(b) If the assumption of part (a) does not hold, then for any r ≥ 1,
lim
ǫ→0
inf
G∈Ek0(Θ)
{
V (pG, pG0)/W
r
1 (G,G0) :W1(G,G0) ≤ ǫ
}
= 0.
We note that the lower bound established in part (a) may be not sharp. Nonetheless, it can be
used to derive an upper bound on the convergence of G for any standard estimation method: an n−1/2
convergence rate for pG under the variational distance entails n−1/(2s) convergence rate for G under
Ws. If the assumption of part (a) fails to hold, no polynomial rate (in terms of n−1) is possible as can
be inferred from part (b).
Over-fitted skew-Gaussian mixtures. Like what we have done with Gaussian mixtures, the analysis
of over-fitted skew-Gaussian mixtures hinges upon the algebraic structure of the density function and
its derivatives taken up to the second order. The fundamental identity for the skew-Gaussian density is
∂2f
∂θ2
(x|θ, σ,m)− 2 ∂f
∂σ2
(x|θ, σ,m) + m
3 +m
σ2
∂f
∂m
(x|θ, σ,m) = 0. (13)
The proof for this identity is in Lemma 7.2. This implies that the skew-Gaussian class is without excep-
tion not identifiable in the second order. By no exception, we mean that there is no generic/pathological
dichotomy due to certain combinations of the parameter values as we have seen in the first-order anal-
ysis. Note that if m = 0 this is reduced to Eq. (7) in the univariate case. The presence of nonlinear
coefficient (m3 +m)/σ2, which depends on both m and σ, makes the analysis of the skew-Gaussians
much more complex than that of the Gaussians.
The following theorem gives a bound of the type V & W rr , under some conditions.
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Theorem 4.7. (Over-fitted skew-Gaussian mixtures) Assume that the support points of G0 satisfy
the condition (S1). Let k ≥ k0 + 1 and r ≥ 1 to be defined as in (8). For a fixed positive constant
c0 > 0, we define a subset of Ok(Θ):
Ok,c0(Θ× Ω) =
{
G =
k∗∑
i=1
piδ(θi,σ2i ,mi)
∈ Ok(Θ× Ω) : pi ≥ c0 ∀ 1 ≤ i ≤ k∗ ≤ k
}
.
Then, for any G ∈ Ok,c0(Θ × Ω) and Wm(G,G0) sufficiently small, there holds
V (pG, pG0) & W
m
m (G,G0),
where m = r if r is even, and m = r + 1 if r is odd.
Remarks.
(i) If k − k0 = 1, we can allow G ∈ Ok(Θ× Ω), and the above bound holds for m = 4. Moreover
this bound is sharp.
(ii) Our proof exploits assumption (S1), which entails the linear independent structure of high order
derivatives of f with respect to only θ and m, and the instrinsic dependence of ∂
2f
∂θ2
on
∂f
∂σ2
.
Although we make use of Eq. (13) in the proof we do not fully account for the dependence of
∂2f
∂θ2
on
∂f
∂m
as well as the nonlinear coefficient (m3 + m)/σ2. For these reasons the bound
produced in this theorem may not be sharp in general.
(iii) If k − k0 = 2, it seems that the best lower bound for V (pG, pG0) is W 44 (G,G0). (See the
arguments following the proof of Theorem 4.7 in the Appendix).
(iv) The analysis of lower bound of V (pG, pG0) when G0 satisfies either (S2) or (S3) is highly non-
trivial since they contain complex dependence of high order derivatives of f . This is beyond the
scope of this paper.
5 Minimax lower bounds, MLE rates and illustrations
5.1 Convergence of MLE and minimax lower bounds
Given n-iid sample X1,X2, ...,Xn distributed according to mixture density pG0 , where G0 is unknown
true mixing distribution with exactly k0 support points, and class of densities {f(x|θ,Σ), θ ∈ Θ,Σ ∈ Ω}
is assumed known. Given k ∈ N such that k ≥ k0 + 1. The support of G0 is Θ×Ω. In this section we
shall assume that Θ is a compact subset of Rd1 and Ω =
{
Σ ∈ S++d2 : λ ≤
√
λ1(Σ) ≤
√
λd(Σ) ≤ λ
}
,
where 0 < λ, λ are known and d1 ≥ 1, d2 ≥ 0. The maximum likelihood estimator for G0 in the over-
fitted mixture setting is given by
Ĝn = argmax
G∈Ok(Θ×Ω)
n∑
i=1
log(pG(Xi)).
For the exact-fitted mixture setting, Ok is replaced by Ek0 .
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According to the standard asymptotic theory for the MLE (cf.,e.g., van de Geer [1996]), under the
boundedness assumptions given above, along with a sufficient regularity condition on the smoothness of
density f , one can show that the MLE for the mixture density yields (log n/n)1/2 rate under Hellinger
distance. That is, h(pĜn , pG0) = OP ((log n/n)
1/2), where OP denotes in pG0-probability bound.
It is relatively simple to verify that this bound is applicable to all density classes considered in this
paper. As a consequence, whenever an identifiability bound of the form V & W rr holds, we obtain that
Wr(Ĝn, G0) . (log n/n)
1/2r in probability.
Furthermore, if we can also show that h & W rr ≥W r1 is the best bound possible in a precise sense
– for instance, in the sense given by part (c) of Theorem 3.2 (for r = 2) or part (a) of Theorem 4.1 (for
r = r), then an immediate consequence, by invoking Le Cam’s method (cf. Yu [1997]), is the following
minimax lower bound:
inf
Ĝn
sup
G0
W1(Ĝn, G0) & n
−1/(2r′),
where r′ is any constant r′ ∈ [1, r), the supremum is taken over the given set of possible values for
G0, and the infimum is taken over all possible estimators. Combining with an upper bound of the form
(log n/n)1/2r guaranteed by the MLE method, we conclude that n−1/2r is the optimal estimation rate,
up to a logarithmic term, under Wr distance for the mixing measure.
For mixtures of Gamma, location-exponential and skew-Gaussian distributions, we have seen patho-
logical settings where V cannot be lower bounded by a multiple of W rr for any r ≥ 1. This entails that
the minimax estimation rate cannot be faster than n−1/r for any r ≥ 1. It follows that the minimax rate
for estimating G0 in such settings cannot be faster than a logarithmic rate.
In summary, we obtain a number of convergence rates and minimax lower bounds for the mixing
measure under many density classes. They are collected in Table 1.
5.2 Illustrations
For the remainder of this section we shall illustrate via simulations the rich spectrum of convergence
behaviors of the mixing measure in a number of settings. This is reflected by the identifiability bound
V & W rr and its sharpness for varying values of r, as well as the convergence rate of the MLE.
Strong identifiability bounds. We illustrate the bound V & W1 for exact-fitted mixtures, and V &
W 22 for over-fitted mixtures of the class of Student’s t-distributions. See Figure 1. The upper bounds
of V and h were also proved earlier in Section 2. For details, we choose Θ = [−10, 10]2 and Ω ={
Σ ∈ S++2 :
√
2 ≤
√
λ1(Σ) ≤
√
λd(Σ) ≤ 2
}
. The true mixing probability measure G0 has exactly
k0 = 2 support points with locations θ01 = (−2, 2), θ02 = (−4, 4), covariances Σ01 =
(
9/4 1/5
1/5 13/6
)
,
Σ02 =
(
5/2 2/5
2/5 7/3
)
, and p01 = 1/3, p02 = 2/3. 5000 random samples of discrete mixing measures
G ∈ E2, 5000 samples of G ∈ O3 were generated to construct these plots.
Weak identifiability bounds. We experiment with two interesting classes of densities: Gaussian and
skew-Gaussian densities. According to our theory, sharp bounds of the form V & W rr continue to hold,
but with varying values of r depending on the specific mixture setting. r can also vary dramatically
within the same density class.
The results for mixtures of location-covariance Gaussian distributions is given in Figure 2. Sim-
ulation details are as follows. The true mixing measure G0 has exactly k0 = 2 support points with
locations θ01 = −2, θ02 = 4, scales σ01 = 1, σ02 = 2, and p01 = 1/3, p02 = 2/3. 5000 random samples of
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Figure 1: Mixture of Student’s t-distributions. Left: Exact-fitted setting. Right: Over-fitted setting.
discrete mixing measures G ∈ E2, 5000 samples of G ∈ O3 and another 5000 for G ∈ O4, where the
support points are uniformly generated in Θ = [−10, 10] and Ω = [0.5, 5].
The bounds for skew-Gaussian mixtures are illustrated by Figure 3. Here are the simulation details.
The true parameters for mixing measure G0 will be divided into three cases.
• Generic case: (θ01,m01, σ01) = (−2, 1, 1), (θ02 ,m02, σ02) = (4, 2, 2), (θ03 ,m03, σ03) = (−5,−3, 3),
p01 = p
0
2 = p
0
3 = 1/3.
• Conformant case: (θ01,m01, σ01) = (−2, 0, 1), (θ02 ,m02, σ02) = (4,
√
3, 2), (θ03 ,m
0
3, σ
0
3) = (4,
√
8, 3),
p01 = p
0
2 = p
0
3 = 1/3.
• Non-conformant case: (θ01,m01, σ01) = (−2, 0, 1), (θ02 ,m02, σ02) = (4,
√
3, 2), (θ03 ,m
0
3, σ
0
3) =
(4,−√8, 3), p01 = p02 = p03 = 1/3.
As before, 5000 random samples of discrete mixing measures G ∈ E2, 5000 samples of G ∈ O3 and
another 5000 for G ∈ O4, where the support points are uniformly generated in Θ = [−10, 10] and
Ω = [0.5, 5].
It can be observed that both lower bounds and upper bounds match exactly our theory developed in
the previous two sections.
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Figure 2: Location-scale Gaussian mixtures. From left to right: (1) Exact-fitted setting; (2) Over-fitted by one component;
(3) Over-fitted by two components.
Convergence rates of MLE. First, we generate n-iid samples from a mixture of location-scale
multivariate Gaussian distributions which has exactly three components. The true parameters for
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Figure 3: Skew-Gaussian mixtures. From left to right: (1) Exact-fitted generic case; (2) Exact-fitted conformant case; (3)
Exact-fitted non-conformant case; (4) Over-fitted by one component.
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Figure 4: MLE rates for location-scale mixtures of Gaussians. L to R: (1) Exact-fitted: W1 ∼ n−1/2. (2) Over-fitted by
one: W4 ∼ n
−1/8
. (3) Over-fitted by two: W6 ∼ n−1/12.
the mixing measure G0 are: θ01 = (0, 3), θ02 = (1,−4), θ03 = (5, 2), Σ01 =
(
4.2824 1.7324
1.7324 0.81759
)
,
Σ02 =
(
1.75 −1.25
−1.25 1.75
)
, Σ03 =
(
1 0
0 4
)
, and π01 = 0.3, π02 = 0.4, π03 = 0.3. Maximum likelihood
estimators are obtained by the EM algorithm as we assume that the data come from a mixture of k
Gaussians where k ≥ k0 = 3. See Figure 4, where the Wasserstein distance metrics are plotted against
varying sample size n. The error bards are obtained by running the experiment 7 times for each n.
These simulations are in complete agreement with the established convergence theory and confirm
that the convergence slows down rapidly as k − k0 increases.
We turn to mixtures of Gamma distributions. There are two cases
• Generic case: We generate n-iid samples from Gamma mixture model that has exactly two
mixing components. The true parameters for the mixing measure G0 are: a01 = 8, a02 = 2,
b01 = 3, b
0
2 = 4, π
0
1 = 1/3, π
0
2 = 2/3.
• Pathological case: We carry out the same procedure as that of generic case with the only differ-
ence is about the true parameters of G0. In fact, we choose a01 = 8, a02 = 7, b01 = 3, b02 = 3,
π01 = 1/3, π
0
2 = 2/3.
It is remarkable to see the wild swing in behaviors within this same class. See Figure 5. Even
for exact-fitted finite mixtures of Gamma, one can achieve very fast convergence rate of n−1/2 in
the generic case, or sink into a logarithmic rate if the true mixing measure G0 takes on one of the
pathological values.
27
0 0.5 1 1.5 2 2.5
x 104
0
0.1
0.2
0.3
0.4
n=sample size
 
 
W1
1.1(log(n)/n)1/2
0 0.5 1 1.5 2 2.5
x 104
0
0.1
0.2
0.3
0.4
0.5
0.6
n=sample size
 
 
W2
1.4(log(n)/n)1/4
0 0.5 1 1.5 2 2.5
x 104
0
0.2
0.4
0.6
0.8
1
1.2
n=sample size
 
 
W1
1.9/(log(n))1/2
0 0.5 1 1.5 2 2.5
x 104
0
0.2
0.4
0.6
0.8
1
1.2
n=sample size
 
 
W1
2.15/(log(n))1/2
Figure 5: MLE rates for shape-rate mixtures of Gamma distributions. L to R: (1) Generic/Exact-fitted:
W1(Ĝn, G0) ∼ n
−1/2
. (2) Generic/Over-fitted: W2 ∼ n−1/4. (3) Pathological/Exact-fitted: W1 ≈ 1/(log(n)1/2. (4)
Pathological/Over-fitted: W1 ≈ 1/(log(n)1/2.
6 Proofs of representative theorems
There are two types of theorems proved in this paper. The first type are sharp inequalities of the form
V (pG, pG0) & W
r
r (G,G0) for some precise order r > 0 depending on the specific setting of the
mixture models. The second type of results are characterization theorems presented in Section 3.2.
In this section we present the proofs for three representative theorems: Theorem 3.1 for strongly
identifiable mixtures in the exact-fitted setting, Theorem 3.2 for strongly identifiable mixtures in the
over-fitted setting, and Theorem 4.1 for over-fitted Gaussian mixtures (i.e., a weakly identifiable class)
as well as Proposition 4.2 These proofs carry important insights underlying the theory — they are orga-
nized in a sequence of steps to help the reader. For other density classes (e.g., second order identifiable,
Gamma and skew-Gaussian classes) the proofs are similar in spirit to these two, but they are of interest
in their own right due to special and rich structures of each density class. Due to space constraints the
proofs for these and all other theorems are deferred to the Appendix.
6.1 Strong identifiability in exact-fitted mixtures
PROOF OF THEOREM 3.1 It suffices to show that
lim
ǫ→0
inf
{
V (pG, pG0/W1(G,G0)|W1(G,G0) ≤ ǫ
}
> 0, (14)
where the infimum is taken over all G ∈ Ek0(Θ× Ω).
Step 1. Suppose that (14) does not hold, which implies that we have sequence ofGn =
k0∑
i=1
pni δ(θni ,Σni ) ∈
Ek0(Θ × Ω) converging to G0 in W1 distance such that V (pGn , pG0)/W1(Gn, G0) → 0 as n → ∞.
As W1(Gn, G0) → 0, the support points of Gn must converge to that of G0. By permutation of the
labels i, it suffices to assume that for each i = 1, . . . , k0, (θni ,Σni )→ (θ0i ,Σ0i ). For each pair (Gn, G0),
let {qnij} denote the corresponding probabilities of the optimal coupling for (Gn, G0) pair, so we can
write:
W1(Gn, G0) =
∑
1≤i,j≤k0
qnij(‖θni − θ0j‖+ ‖Σni −Σ0j‖).
Since Gn and G0 have the same number of support points, it is an easy observation that for suffi-
ciently large n, qnii = min(pni , p0i ). And so,
∑
i 6=j q
n
ij =
∑k0
i=1 |pni − p0i |. Adopting the notations that
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∆θni := θ
n
i − θ0i , ∆Σni := Σni − Σ0i , and ∆pni := pni − p0i for all 1 ≤ i ≤ k0, we have
W1(Gn, G0) =
k0∑
i=1
qnii(‖θni − θ0i ‖+ ‖Σni − Σ0i ‖) +
∑
i 6=j
qnij(‖θni − θ0j‖+ ‖Σni − Σ0j‖)
.
k0∑
i=1
pni (‖∆θni ‖+ ‖∆Σni ‖) + |∆pni | =: d(Gn, G0).
The inequality in the above display is due to qnii ≤ pni , and the observation that ‖θni − θ0j‖, ‖Σni − Σ0i ‖
are bounded for all 1 ≤ i, j ≤ k0 for sufficiently large n. Thus, we have V (pGn , pG0)/d(Gn, G0)→ 0.
Step 2. Now, consider the following important identity:
pGn(x)− pG0(x) =
k0∑
i=1
∆pni f(x|θ0i ,Σ0i ) +
k0∑
i=1
pni (f(x|θni ,Σni )− f(x|θ0i ,Σ0i )).
For each x, applying Taylor expansion to function f to the first order to obtain
k0∑
i=1
pni (f(x|θni ,Σni )− f(x|θ0i ,Σ0i ) =
k0∑
i=1
pni
[
(∆θni )
T ∂f
∂θ
(x|θ0i ,Σ0i ) + tr
(
∂f
∂Σ
(x|θ0i ,Σ0i )T∆Σni
)]
+Rn(x),
where Rn(x) = O
(
k0∑
i=1
pni (‖∆θni ‖1+δ1 + ‖∆Σni ‖1+δ2)
)
, where the appearance of δ1 and δ2 are
due the assumed Lipschitz conditions, and the big-O constant does not depend on x. It is clear that
supx |Rn(x)/d(Gn, G0| → 0 as n→∞.
Denote An(x) =
k0∑
i=1
pni
[
(∆θni )
T ∂f
∂θ
(x|θ0i ,Σ0i ) + tr
(
∂f
∂Σ
(x|θ0i ,Σ0i )T∆Σni
)]
and
Bn(x) =
k∑
i=1
∆pni f(x|θ0i ,Σ0i ). Then, we can rewrite
(pGn(x)− pG0(x))/d(Gn, G0) = (An(x) +Bn(x) +Rn(x))/d(Gn, G0).
Step 3. We see that An(x)/d(Gn, G0) and Bn(x)/d(Gn, G0) are the linear combination of the scalar
elements of f(x|θ,Σ), ∂f
∂θ
(x|θ,Σ) and ∂f
∂Σ
(x|θ,Σ) such that the coefficients do not depend on x. We
shall argue that not all such coefficients in the linear combination converge to 0 as n →∞. Indeed, if
the opposite is true, then the summation of the absolute values of these coefficients must also tend to 0:{ k0∑
i=1
|∆pni |+ pni (‖∆θni ‖1 + ‖∆Σni ‖1)
}
/d(Gn, G)→ 0.
Since the entrywise ℓ1 and ℓ2 norms are equivalent, the above entails
{∑k0
i=1 |∆pni | + pni (‖∆θni ‖ +
‖∆Σni ‖)
}
/d(Gn, G0)→ 0, which contradicts with the definition of d(Gn, G0). As a consequence, we
can find at least one coefficient of the elements of An(x)/d(Gn, G0) or Bn(x)/d(Gn, G0) that does
not vanish as n→∞.
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Step 4. Let mn be the maximum of the absolute value of the scalar coefficients of An(x)/d(Gn, G0),
Bn(x)/d(Gn, G0) and dn = 1/mn, then dn is uniformly bounded from above for all n. Thus, as n→
∞, dnAn(x)/d(Gn, G0)→
k0∑
i=1
βTi
∂f
∂θ
(x|θ0i ,Σ0i )+tr
(
∂f
∂Σ
(x|θ0i ,Σ0i )T γi
)
and dnBn(x)/d(Gn, G0)→
k0∑
i=1
αif(x|θ0i ,Σ0i ), such that not all scalar elements of αi, βi and γi vanish. Moreover, γi are symmetric
matrices because Σni are symmetric matrices for all n, i. Note that
dnV (pGn , pG0)/d(Gn, G0) =
∫
dn|pGn(x)− pG0(x)|/d(Gn, G0)
=
∫
dn|An(x) +Bn(x) +Rn(x)|/d(Gn, G0) dx→ 0.
By Fatou’s lemma, the integrand in the above display vanishes for almost all x. Thus,
k0∑
i=1
αif(x|θ0i ,Σ0i ) + βTi
∂f
∂θ
(x|θ0i ,Σ0i ) + tr
(
∂f
∂Σ
(x|θ0i ,Σ0i )T γi
)
= 0 for almost all x.
By the first-order identifiability criteria of f , we have αi = 0, βi = 0 ∈ Rd1 , and γi = 0 ∈ Rd2×d2 for
all i = 1, 2, ..., k, which is a contradiction. Hence, (14) is proved.
6.2 Strong identifiability in over-fitted mixtures
PROOF OF THEOREM 3.2 (a) We only need to establish that
lim
ǫ→0
inf
G∈Ok(Θ)
{
sup
x∈X
|pG(x)− pG0(x)|/W 22 (G,G0) :W2(G,G0) ≤ ǫ
}
> 0. (15)
The conclusion of the theorem follows from an application of Fatou’s lemma in the same manner as
Step 4 in the proof of Theorem 3.1.
Step 1. Suppose that (15) does not hold, then we can find a sequence Gn ∈ Ok(Θ) tending to G0 in
W2 distance and sup
x∈X
|pGn(x)− pG0(x)|/W 22 (Gn, G0)→ 0 as n→∞. Since k is finite, there is some
k∗ ∈ [k0, k] such that there exists a subsequence of Gn having exactly k∗ support points. We cannot
have k∗ = k0, due to Theorem 3.1 and the fact that W 22 (Gn, G0) . W1(Gn, G0) for all n. Thus,
k0 + 1 ≤ k∗ ≤ k.
Write Gn =
k∗∑
i=1
pni δ(θni ,Σni ) and G0 =
k0∑
i=1
p0i δ(θ0i ,Σ0i ). Since W2(Gn, G0) → 0, there exists a
subsequence of Gn such that each support point (θ0i ,Σ0i ) of G0 is the limit of a subset of si ≥ 1
support points of Gn. There may also a subset of support points of Gn whose limits are not among the
support points of G0 — we assume there are m ≥ 0 such limit points. To avoid notational cluttering,
we replace the subsequence of Gn by the whole sequence {Gn}. By re-labeling the support points, Gn
can be expressed by
Gn =
k0+m∑
i=1
si∑
j=1
pnijδ(θnij ,Σnij)
W2−→ G0 =
k0+m∑
i=1
p0i δ(θ0i ,Σ0i )
where (θnij,Σnij) → (θ0i ,Σ0i ) for each i = 1, . . . , k0 +m, j = 1, . . . , si, p0i = 0 for i < k0, and we
have that pni· :=
∑si
j=1 p
n
ij → p0i for all i. Moreover, the constraint k0 +1 ≤
∑k0+m
i=1 si ≤ k must hold.
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We note that if matrix Σ is (strictly) positive definite whose maximum eigenvalue is bounded (from
above) by constant M , then Σ is also bounded under the entrywise ℓ2 norm. However if Σ is only
positive semidefinite, it can be singular and its ℓ2 norm potentially unbounded. In our context, for
i ≥ k0 + 1 it is possible that the limiting matrices Σ0i can be singular. It comes from the fact that the
some eigenvalues of Σnij can go to 0 as n →∞, which implies det(Σnij) → 0 and hence det(Σ0i ) = 0.
By re-labeling the support points, we may assume without loss of generality that Σ0k0+1, . . . ,Σ
0
k0+m1
are (strictly) positive definite matrices and Σ0k0+m1+1, . . . ,Σ0k0+m are singular and positive semidefinite
matrices for some m1 ∈ [0,m]. For those singular matrices, we shall make use of the assumption that
lim
λ1(Σ)→0
f(x|θ,Σ) = 0: accordingly, for each x, f(x|θnij,Σnij) → 0 as n → ∞ for all k0 +m1 + 1 ≤
i ≤ k0 +m, 1 ≤ j ≤ si.
Step 2. Using shorthand notations ∆θnij := θnij − θ0i , ∆Σnij := Σnij − Σ0i for i = 1, . . . , k0 +m1 and
j = 1, . . . , si, it is simple to see that
W 22 (Gn, G0) . d(Gn, G0) :=
k0+m1∑
i=1
si∑
j=1
pnij(‖∆θnij‖2 + ‖∆Σnij‖2) +
k0+m∑
i=1
∣∣pni. − p0i ∣∣, (16)
because W 22 (Gn, G0) is the optimal transport cost with respect to ℓ22, while d(Gn, G0) corresponds
to a multiple of the cost of a possibly non-optimal transport plan, which is achieved by coupling the
atoms (θnij ,Σ
n
ij) for j = 1, . . . , si with (θ0i ,Σ0i ) by mass min(pni·, p0i ), while the remaining masses
are coupled arbitrarily. Since sup
x∈X
|pGn(x)− pG0(x)|/W 22 (Gn, G0) vanishes in the limit, so does
sup
x∈X
|pGn(x)− pG0(x)|/d(Gn, G0).
For each x, we make use of the key identity:
pGn(x)− pG0(x) =
k0+m1∑
i=1
si∑
j=1
pnij(f(x|θnij,Σnij)− f(x|θ0i ,Σ0i )) +
k0+m1∑
i=1
(pni. − p0i )f(x|θ0i ,Σ0i )
+
k0+m∑
i=k0+m1+1
si∑
j=1
pnijf(x|θnij ,Σnij)
:= An(x) +Bn(x) + Cn(x). (17)
Step 3. By means of Taylor expansion up to the second order:
An(x) =
k0+m1∑
i=1
si∑
j=1
pnij(f(x|θnij ,Σnij)− f(x|θ0i ,Σ0i )) =
k0+m1∑
i=1
∑
α
Anα1,α2(θ
0
i ,Σ
0
i ) +Rn(x),
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where α = (α1, α2) such that α1 + α2 ∈ {1, 2}. Specifically,
An1,0(θ
0
i ,Σ
0
i ) =
si∑
j=1
pnij(∆θ
n
ij)
T ∂f
∂θ
(x|θ0i ,Σ0i ),
An0,1(θ
0
i ,Σ
0
i ) =
si∑
j=1
pnij tr
(
∂f
∂Σ
(x|θ0i ,Σ0i )T∆Σnij
)
,
An2,0(θ
0
i ,Σ
0
i ) =
1
2
si∑
j=1
pnij(∆θ
n
ij)
T ∂
2f
∂θ2
(x|θ0i ,Σ0i )∆θnij ,
An0,2(θ
0
i ,Σ
0
i ) =
1
2
si∑
j=1
pnij tr
(
∂
∂Σ
(
tr
(
∂
∂Σ
(x|θ0i ,Σ0i )T∆Σnij
))T
∆Σnij
)
,
An1,1(θ
0
i ,Σ
0
i ) = 2
si∑
j=1
(∆θnij)
T
[
∂
∂θ
(
tr
(
∂f
∂Σ
(x|θ0i ,Σ0i )T∆Σnij
))]
.
In addition, Rn(x) = O
(∑k0+m1
i=1
∑si
j=1 p
n
ij(‖∆θnij‖2+δ + ‖∆Σnij‖2+δ)
)
due to the second-order
Lipschitz condition. It is clear that supx |Rn(x)|/d(Gn, G0)→ 0 as n→∞.
Step 4. Write Dn := d(Gn, G0) for short. Note that (pGn(x)− pG0(x))/Dn is a linear combination
of the scalar elements of f(x|θ,Σ) and its derivatives taken with respect to θ and Σ up to the second
order, and evaluated at the distinct pairs (θ0i ,Σ0i ) for i = 1, . . . , k0 +m1. (To be specific, the elements
of f(x|θ,Σ), ∂f
∂θ
(x|θ,Σ), ∂f
∂Σ
(x|θ,Σ), ∂
2f
∂θ2
(x|θ,Σ), ∂
2f
∂θ2
(x|θ,Σ), ∂
2f
∂Σ2
(x|θ,Σ), and ∂
2f
∂θ∂Σ
(x|θ,Σ)).
In addition, the coefficients associated with these elements do not depend on x. As in the proof of
Theorem 3.1, we shall argue that not all such coefficients vanish as n→∞. Indeed, if this is not true,
then by taking the summation of all the absolute value of the coefficients associated with the elements
of ∂
2f
∂θ2l
(x|θ) as 1 ≤ l ≤ d1 and ∂
2f
∂Σ2uv
for 1 ≤ u, v ≤ d2, we obtain
k0+m1∑
i=1
si∑
j=1
pnij(‖∆θnij‖2 + ‖∆Σij‖2)/Dn → 0.
Therefore,
k0+m∑
i=1
|pni. − p0i |/Dn → 1 as n → ∞. It implies that we should have at least one coefficient
associated with a f(x|θ) (appearing in Bn(x)/Dn) does not converge to 0 as n → ∞, which is a
contradiction. As a consequence, not all the coefficients vanish to 0.
Step 5. Let mn be the maximum of the absolute value of the aforementioned coefficients. and set
dn = 1/mn. Then, dn is uniformly bounded above when n is sufficiently large. Therefore, as n→∞,
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we obtain
dnBn(x)/Dn →
k0+m1∑
i=1
αif(x|θ0i ,Σ0i ),
dn
k0+m1∑
i=1
An1,0(θ
0
i ,Σ
0)/Dn →
k0+m1∑
i=1
βTi
∂f
∂θ
(x|θ0i ,Σ0i ),
dn
k0+m1∑
i=1
An0,1(θ
0
i ,Σ
0
i )/Dn →
k0+m1∑
i=1
tr
(
∂f
∂Σ
(x|θ0i ,Σ0i )Tγi
)
,
dn
k0+m1∑
i=1
An2,0(θ
0
i ,Σ
0
i )/Dn →
k0+m1∑
i=1
si∑
j=1
νTij
∂2f
∂θ2
(x|θ0i ,Σ0i )νij ,
dn
k0+m1∑
i=1
An0,2(θ
0
i ,Σ
0
i )/Dn →
k0+m1∑
i=1
si∑
j=1
tr
(
∂
∂Σ
(
tr
(
∂f
∂Σ
(x|θ0i ,Σ0i )T ηij
))T
ηij
)
,
dn
k0+m1∑
i=1
An1,1(θ
0
i ,Σ
0
i )/Dn →
k0+m1∑
i=1
si∑
j=1
νTij
[
∂
∂θ
(
tr
(
∂
∂Σ
(x|θ0i ,Σ0i )T ηij
))]
,
where αi ∈ R, βi, νi1, . . . , νisi ∈ Rd1 , γi, ηi1, . . . , ηisi are symmetric matrices in Rd2×d2 for all 1 ≤
i ≤ k0 +m1, 1 ≤ j ≤ si. Additionally, dnCn(x)/Dn = D−1n
k0+m∑
i=k0+m1+1
si∑
j=1
dnp
n
ijf(x|θnij,Σnij) → 0
due to the fact that f(x|θnij,Σnij)→ 0 for all k0+m1+1 ≤ i ≤ k0+m, 1 ≤ j ≤ si. As a consequence,
we obtain for all x that
k0+m1∑
i=1
{
αif(x|θ0i ,Σ0i ) + βTi
∂f
∂θ
(x|θ0i ,Σ0i ) +
si∑
j=1
νTij
∂2f
∂θ2
(x|θ0i ,Σ0i )νij +
tr
(
∂f
∂Σ
(x|θ0i ,Σ0i )T γi
)
+ 2
si∑
j=1
νTij
[
∂
∂θ
(
tr
(
∂f
∂Σ
(x|θ0i ,Σ0i )T ηij
))]
+
si∑
j=1
tr
(
∂
∂Σ
(
tr
(
∂f
∂Σ
(x|θ0i ,Σ0i )T ηij
))T
ηij
)}
= 0.
From the second-order identifiability of {f(x|θ,Σ), θ ∈ Θ,Σ ∈ Ω}, we obtain αi = 0, βi = νi1 =
. . . = νisi = 0 ∈ Rd1 , γi = ηi1 = . . . = ηisi = 0 ∈ Rd2×d2 for all 1 ≤ i ≤ k0 + m1, which is a
contradiction to the fact that not all coefficients go to 0 as n→∞. This concludes the proof of Eq. (15)
and that of the theorem.
(b) Recall G0 =
k0∑
i=1
p0i δ(θ0i ,Σ0i ). Construct a sequence of probability measures Gn having exactly
k0+1 support points as follows: Gn =
k0+1∑
i=1
pni δ(θni ,Σni ), where θ
n
1 = θ
0
1−
1
n
1d1 , θ
n
2 = θ
0
1+
1
n
1d1 ,Σ
n
1 =
Σ01 −
1
n
Id2 and Σn2 = Σ01 +
1
n
Id2 . Here, Id2 denotes identity matrix in Rd2×d2 and 1n a vector with
all elements being equal to 1. In addition, (θni+1,Σni+1) = (θ0i ,Σ0i ) for all i = 2, . . . , k0. Also,
pn1 = p
n
2 =
p01
2
and pni+1 = p0i for all i = 2, . . . , k0. It is simple to verify that En := W r1 (Gn, G0) =
(p01)
r
2r
(‖θn1 − θ01‖+ ‖θn2 − θ02‖+ ‖Σn1 − Σ01‖+ ‖Σn2 − Σ01‖)r =
(p01)
r
2r
(
√
d1 +
√
d2)
r 1
nr
≍ 1
nr
.
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By means of Taylor’s expansion up to the first order, we get that as n→∞
V (pGn , pG0) =
p01
2
∫
x∈X
∣∣∣∣∣
2∑
i=1
∑
α1,α2
(∆θn1i)
α1(∆Σn1i)
α2 ∂f
∂θα1∂Σα2
(x|θ01,Σ01) +R1(x)
∣∣∣∣∣ dx
=
∫
x∈X
|R1(x)| dx,
where α1 ∈ Nd1 , α2 ∈ Nd2×d2 in the sum such that |α1|+|α2| = 1, R1 is Taylor expansion’s remainder.
The second equality in the above equation is due to
2∑
i=1
(∆θn1i)
α1(∆Σn1i)
α2 = 0 for each α1, α2 such
that |α1|+ |α2| = 1. Since f is second-order differentiable with respect to θ,Σ, R1(x) takes the form
R1(x) =
2∑
i=1
∑
|α|=2
2
α!
(∆θn1i)
α1(∆Σn1i)
α2
1∫
0
(1− t) ∂
2f
∂θα1∂Σα2
(x|θ01 + t∆θn1i,Σ01 + t∆Σn1i)dt,
where α = (α1, α2). Note that,
2∑
i=1
|∆n1i|α1 |∆Σn1i|α2 = O(n−2). Additionally, from the hypothesis,
sup
t∈[0,1]
∫
x∈X
∣∣∣∣ ∂2f∂θα1∂Σα2 (x|θ01 + t∆θn1i,Σ01 + t∆Σn1i)
∣∣∣∣dx <∞. It follows that ∫ |R1(x)| dx = O(n−2).
So for any r < 2, V (pGn , pG0) = o(W r1 (Gn, G0)). This concludes the proof.
(c) Continuing with the same sequence Gn constructed in part (b), we have
h2(pGn,pG0 ) ≤
1
2p01
∫
x∈X
(pGn(x)− pG0(x))2
f(x|θ01,Σ01)
dx .
∫
x∈X
R21(x)
f(x|θ01,Σ01)
dx.
where the first inequality is due to
√
pGn(x) +
√
pG0(x) >
√
pG0(x) >
√
p01f(x|θ01,Σ01) and the
second inequality is because of Taylor expansion taken to the first order. The proof proceeds in the
same manner as that of part (b).
6.3 Proofs for over-fitted Gaussian mixtures
Proof of Theorem 4.1. For the ease of exposition, we consider the setting of univariate location-scale
Gaussian distributions, i.e., both θ and Σ = σ2 are scalars. The proof for general d ≥ 1 is pretty similar
and can be found in Appendix II. Let v = σ2, so we write G0 =
k0∑
i=1
p0i δ(θ0i ,v0i )
.
Step 1. For any sequence Gn ∈ Ok,c0(Θ × Ω) → G0 in Wr, by employing the same subsequenc-
ing argument in the second paragraph in the proof of Theorem 3.2, we can represent without loss of
generality
Gn =
k0∑
i=1
si∑
j=1
pnijδ(θnij ,vnij), (18)
where (pnij , θnij, vnij)→ (p0i , θ0i , v0i ) for all i = 1, . . . , k0 and j = 1, . . . , si, where s1, . . . , sk0 are some
natural constants less than k. All Gn have exactly the same
∑
si ≤ k number of support points.
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Step 2. For any x ∈ R,
pGn(x)− pG0(x) =
k0∑
i=1
si∑
j=1
pnij(f(x|θnij, vnij)− f(x|θ0i , v0i )) +
k0∑
i=1
(pni. − p0i )f(x|θ0i , v0i ),
where pni· :=
si∑
j=1
pnij , and p0i = 0 for any i ≥ k0 + 1. For any r ≥ 1, integer N ≥ r and x ∈ R, by
means of Taylor expansion up to order N , we obtain
pGn(x)− pG0(x) =
k0∑
i=1
si∑
j=1
pnij
N∑
|α|=1
(∆θnij)
α1(∆vnij)
α2D
|α|f(x|θ0i , v0i )
α!
+A1(x) +R1(x).(19)
Here, α = (α1, α2), |α| = α1 + α2, α! = α1!α2!. Additionally, A1(x) =
k0∑
i=1
(pni· − p0i )f(x|θ0i , v0i ),
and R1(x) = O(
k0∑
i=1
si∑
j=1
pnij(|∆θnij|N+δ + |∆vnij|N+δ).
Step 3. Enter the key identity (7) (cf. Lemma 7.1): ∂
2f
∂θ2
(x|θ, v) = 2∂f
∂v
(x|θ, v) for all x. This entails,
for any natural orders n1, n2, that
∂n1+n2f
∂θn1∂vn2
(x|θ, v) = 1
2n2
∂n1+2n2f
θn1+2n2
(x|θ, v). Thus, by converting all
derivatives to those taken with respect to only θ, we may rewrite (19) as
pGn(x)− pG0(x) =
k0∑
i=1
si∑
j=1
pnij
∑
α≥1
∑
n1,n2
(∆θnij)
n1(∆vnij)
n2
2n2n1!n2!
∂αf
∂θα
(x|θ0i , v0i )
+ A1(x) +R1(x)
:= A1(x) +B1(x) +R1(x), (20)
where n1, n2 in the sum satisfy n1 + 2n2 = α, n1 + n2 ≤ N .
Step 4. We proceed to proving part (a) of the theorem. From the definition of r, by setting r = r− 1,
there exist non-trivial solutions (c∗i , a∗i , b∗i )
k−k0+1
i=1 for the system of equations (8). Construct a sequence
of probability measures Gn ∈ Ok(Θ× Ω) under the representation given by Eq. (18) as follows:
θn1j = θ
0
1 +
a∗j
n
, vn1j = v
0
1 +
2b∗j
n2
, pn1j =
p01(c
∗
j )
2
k−k0+1∑
j=1
(c∗j )
2
, for all j = 1, . . . , k − k0 + 1,
and θni1 = θ0i , vni1 = v0i , pni1 = p0i for all i = 2, . . . , k0. (That is, we set s1 = k− k0 +1, si = 1 for all
2 ≤ i ≤ k0). Note that b∗j may be negative, but we are guaranteed that vn1j > 0 for sufficiently large n.
It is easy to verify that W1(Gn, G0) =
k−k0+1∑
i=1
pn1i
( |a∗i |
n
+
2|b∗i |
n2
)
≍ 1
n
, because at least one of the a∗i
is non-zero.
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Step 5. Select N = r in Eq. (20). By our construction of Gn, clearly A1(x) = 0. Moreover,
B1(x) =
k−k0+1∑
i=1
pn1i
r−1∑
α=1
∑
n1,n2
(∆θn1i)
n1(∆vn1i)
n2
2n2n1!n2!
∂αf
∂θα
(x|θ01 , v01)
+
k−k0+1∑
i=1
pn1i
2r∑
α=r
∑
n1,n2
(∆θn1i)
n1(∆vn1i)
n2
2n2n1!n2!
∂αf
∂θα
(x|θ01, v01)
:=
r−1∑
α=1
Bαn
∂αf
∂θα
(x|θ01, v01) +
∑
α≥r
Cαn
∂αf
∂θα
(x|θ01, v01).
In the above display, for each α ≥ r, observe that Cαn = O(n−α). Moreover, for each 1 ≤ α ≤ r− 1,
Bαn =
1
nα
k−k0+1∑
i=1
(c∗i )
2
k−k0+1∑
i=1
(c∗i )
2
∑
n1+2n2=α
(a∗i )
n1(b∗i )
n2
n1!n2!
= 0,
because (c∗i , a∗i , b∗i )
k−k0+1
i=1 form a non-trivial solution to system (8).
Step 6. We arrive at an upper bound the Hellinger distance of mixture densities.
h2(pGn , pG0) ≤
1
2p01
∫
R
(pGn(x)− pG0(x))2
f(x|θ01, v01)
dx
.
∫
R
2r∑
α=r
C2αn
(
∂αf
∂θα
(x|θ01, v01)
)2
+R21(x)
f(x|θ01, v01)
dx,
For Gaussian densities, it can be verified that
(
∂αf
∂θα
(x|θ01, v01)
)2
/f(x|θ01, v01) is integrable for all 1 ≤
α ≤ 2r. So, h2(pGn , pG0) ≤ O(n−2r) +
∫
R21(x)/f(x|θ01, v01) dx. Turning to the Taylor remainder
R1(x), note that
|R1(x)| .
k−k0+1∑
i=1
∑
|β|=r+1
(r + 1)
β!
|∆θn1i|β1 |∆vn1i|β2
1∫
0
(1− t)r
∣∣∣∣ ∂r+1f∂θβ1∂vβ2 (x|θ01 + t∆θn1i, v01 + t∆vn1i)
∣∣∣∣ dt.
Now, (∆θn1i)β1(∆vn1i)β2 ≍ n−β1−2β2 = o(n−2r). In addition, as n is sufficiently large, we have for all
|β| = r + 1 that
sup
t∈[0,1]
∫
x∈R
(
∂r+1f
∂θβ1∂vβ2
(x|θ01 + t∆θn1i, v01 + t∆vn1i)
)2
/f(x|θ01, v01)dx <∞.
It follows that h(pGn , pG0) = O(n−r). As noted above, W1(Gn, G0) ≍ n−1, so the claim of part (a)
is established.
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Step 7. Turning to part (b) of Theorem 4.1, it suffices to show that
lim
ǫ→0
inf
G∈Ok,c0 (Θ)
{
sup
x∈X
|pG(x)− pG0(x)|/W rr (G,G0) : Wr(G,G0) ≤ ǫ
}
> 0. (21)
Then one can arrive at theorem’s claim by passing through a standard argument using Fatou’s lemma
(cf. Step 4 in the proof of Theorem 3.1). Suppose that (21) does not hold. Then we can find a
sequence of probability measures Gn ∈ Ok,c0(Θ × Ω) that are represented by Eq. (18), such that
W rr (Gn, G0)→ 0 and supx |pGn(x)− pG0(x)|/W rr (Gn, G0)→ 0. Define
Dn := d(Gn, G0) :=
k0∑
i=1
si∑
j=1
pnij(|∆θnij |r + |∆vnij |r) +
k0∑
i=1
|pni· − p0i |.
Since W rr (Gn, G) . Dn, for all x ∈ R (pGn(x) − pG0(x))/Dn → 0. Combining this fact with (20),
where N = r, we obtain
(A1(x) +B1(x) +R1(x))/Dn → 0. (22)
We have R1(x)/Dn = o(1) as n→∞.
Step 8. A1(x)/Dn and B1(x)/Dn are the linear combination of elements of
∂αf
∂θα
(x|θ, v) where
α = n1 + 2n2 and n1 + n2 ≤ r. Note that the natural order α ranges in [0, 2r]. Let Eα(θ, v)
denote the corresponding coefficient of ∂
αf
∂θα
(x|θ, v). Extracting from (20), for α = 0, E0(θ0i , v0i ) =
(pni· − p0i )/Dn. For α ≥ 1,
Eα(θ
0
i , v
0
i ) =
 si∑
j=1
pnij
∑
n1+2n2=α
n1+n2≤r
(∆θnij)
n1(∆vnij)
n2
2n2n1!n2!
 /Dn.
Suppose that Eα(θ0i , v0i ) → 0 for all i = 1, . . . , k0 and 0 ≤ α ≤ 2r as n → ∞. By taking the
summation of all |E0(θ0i , v0i )|, we get
k0∑
i=1
|pni. − p0i |/Dn → 0 as n→∞. As a consequence, we get
k0∑
i=1
si∑
j=1
pnij(|∆θnij |r + |∆vnij |r)/Dn → 1 as n→∞.
Hence, we can find an index i∗ ∈ {1, 2, . . . , k0} such that
si∗∑
j=1
pni∗j(|∆θni∗j |r + |∆vni∗j)|r)/Dn 6→ 0 as
n→∞. Without loss of generality, we assume that i∗ = 1. Accordingly,
Fα(θ
0
1, v
0
1) :=
DnEα(θ
0
1, σ
0
1)
s1∑
j=1
pn1j(|∆θn1j |r + |∆vn1j)|r)
=
s1∑
j=1
pn1j
∑
n1+2n2=α
n1+n2≤r
(∆θn1j)
n1(∆vn1j)
n2
2n2n1!n2!
s1∑
j=1
pn1j(|∆θn1j |r + |∆vn1j)|r)
→ 0.
If s1 = 1 then F1(θ01, ν01) and F2r(θ01, ν01 ) yield |∆θn11|r/(|∆θn11|r + |∆vn11|r), |∆vn11|r/(|∆θn11|r +
|∆vn11|r)→ 0 — a contradiction. As a consequence, s1 ≥ 2.
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Denote pn = max
1≤j≤s1
{
pn1j
}
, Mn = max
{|∆θn11|, . . . , |∆θn1s1)|, |∆vn11|1/2, . . . , |∆vn1s1 |1/2} → 0.
Since 0 < pn1j/pn ≤ 1 for all 1 ≤ j ≤ s1, by a subsequence argument, there exist c2j := limn→∞ p
n
1j/pn
for all j = 1, . . . , s1. Similarly, define aj := lim
n→∞
∆θn1j/Mn, and 2bj := limn→∞∆v
n
1j/M
2
n for each
j = 1, . . . , s1. By the constraints of Ok,c0 , pn1j ≥ c0, so all of c2j differ from 0 and at least one of them
equals to 1. Likewise, at least one element of (aj , bj)s1j=1 equal to -1 or 1. Now, for each α = 1, . . . , r,
divide both the numerator and denominator of Fα(θ01, v01) by pn and then M
α
n and let n → ∞, we
obtain the following system of polynomial equations
s1∑
j=1
∑
n1+2n2=α
c2ja
n1
j b
n2
j
n1!n2!
= 0 for each α = 1, . . . , r.
Since s1 ≥ 2, we get r ≥ 4. If ai = 0 for all 1 ≤ i ≤ s1 then by choosing α = 4, we obtain
s1∑
j=1
c2jb
2
j = 0. However, it demonstrates that bi = 0 for all 1 ≤ i ≤ s1 — a contradiction to the fact that
at least one element of (ai, bi)s1i=1 is different from 0. Therefore, at least one element of (ai)
s1
i=1 is not
equal to 0. Observe that si ≤ k − k0 + 1(because the number of distinct atoms of Gn is
∑k0
i=1 si ≤ k
and all si ≥ 1). Thus, the existence of non-trivial solutions for the system of equations given in the
above display entails the existence of non-trivial solutions for system of equations (8). This contradicts
with the definition of r. Therefore, our hypothesis that all coefficients Eα(θ0i , v0i ) vanish does not hold
— there must be at least one which does not converge to 0 as n→∞.
Step 9. Let mn to the maximum of the absolute values of Eα(θ0i , v0i ) where 0 ≤ α ≤ 2r, 1 ≤
i ≤ k0 and dn = 1/mn. As mn 6→ 0 as n → ∞, dn is uniformly bounded above for all n. As
dn|Eα(θ0i , v0i )| ≤ 1, we have dnEα(θ0i , v0i ) → βi,α for all 0 ≤ α ≤ 2r, 1 ≤ i ≤ k0 where at least one
of βiα differs from 0. Incorporating these limits to Eq.(22), we obtain that for all x ∈ R,
(pGn(x)− pG0(x))/Dn →
k0∑
i=1
2r∑
α=0
βiα
∂αf
∂θα
(x|θ0i , v0i ) = 0.
By direct calculation, we can rewrite the above equation as
k0∑
i=1
2r+1∑
j=1
γij(x− θ0i )j−1
 exp(−(x− θ0i )2
2v0i
)
= 0 for all x ∈ R,
where γij for odd j are linear combinations of βi(2l1), for (j − 1)/2 ≤ l1 ≤ r, such that all of the
coefficients are functions of v0i differing from 0. For even j, γij are linear combinations of βi(2l2+1), for
i/2 ≤ l2 ≤ r, such that all of the coefficients are functions of v0i differing from 0. Employing the same
argument as that of part (a) of Theorem 3.4, we obtain γij = 0 for all i = 1, . . . , k0, j = 1, . . . , 2r+1.
This entails that βiα = 0 for all i = 1, . . . , k0, α = 0, . . . , 2r — a contradiction. Thus we achieve the
conclusion of (21).
PROOF OF PROPOSITION 4.2. Our proof is based on Groebner bases method for determining
solutions for a system of polynomial equations. (i) For the case k− k0 = 1, the system (8) when r = 4
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can be written as
c21a1 + c
2
2a2 = 0 (23)
1
2
(c21a
2
1 + c
2
2a
2
2) + c
2
1b1 + c
2
2b2 = 0 (24)
1
3!
(c21a
3
1 + c
2
2a
3
2) + c
2
1a1b1 + c
2
2a2b2 = 0 (25)
1
4!
(c21a
4
1 + c
2
2a
4
2) +
1
2!
(c21a
2
1b1 + c
2
2a
2
2b2) +
1
2!
(c21b
2
1 + c
2
2b
2
2) = 0 (26)
Suppose that the above system has non-trivial solution. If c1a1 = 0, then equation (23) implies c2a2 =
0. Since c1, c2 6= 0, we have a1 = a2 = 0. This violates the constraint that one of a1, a2 is non-zero.
Hence, c1a1, c2a2 6= 0. Divide both sides of (23),(24),(25),(26) by c21a1, c21a21, c21a31, c21a41 respectively,
we obtain the following system of polynomial equations
1 + x2a = 0
1 + x2a2 + 2(b+ x2c) = 0
1 + x2a3 + 6(b+ x2ac) = 0
1 + x2a4 + 12(b+ x2a2c) + 12(b2 + x2c2) = 0
where x = c2/c1, a = a2/a1, b = b1/a1, c = b2/a1. By taking the lexicographical order a ≻ b ≻ c ≻
x, the Groebner basis of the above system contains x6 + 2x4 + 2x2 + 1 > 0 for all x ∈ R. Therefore,
the above system of polynomial equations does not have real solutions. As a consequence, the original
system of polynomial equations does not have non-trivial solution, which means that r ≤ 4. However,
we have already shown that as r = 3, Eq.(8) has non-trivial solution. Therefore, r = 4.
(ii) The case k − k0 = 2. System (8) when r = 6 takes the form:
3∑
i=1
c2i ai = 0 (27)
1
2
3∑
i=1
c2i a
2
i +
3∑
i=1
c2i bi = 0 (28)
1
6
3∑
i=1
c2i a
3
i +
1
2
3∑
i=1
c2i aibi = 0 (29)
1
24
3∑
i=1
c2i a
4
i +
1
2
3∑
i=1
c2i a
2
i bi +
1
2
3∑
i=1
c2i b
2
i = 0 (30)
1
120
3∑
i=1
c2i a
5
i +
1
6
3∑
i=1
c2i a
3
i bi +
1
2
3∑
i=1
c2i aib
2
i = 0 (31)
1
720
3∑
i=1
c2i a
6
i +
1
24
3∑
i=1
c2i a
4
i bi +
1
4
3∑
i=1
c2i a
2
i b
2
i +
1
6
3∑
i=1
c2i b
3
i = 0 (32)
Non-trivial solution constraints require that c1, c2, c3 6= 0 and without loss of generality, a1 6= 0.
Dividing both sides of of the six equations above by c21a1, c21a21, c21a31, c21a41, c21a51, c21a61, respectively, we
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obtain
1 + x2a+ y2b = 0
1
2
(1 + x2a2 + y2b2) + c+ x2d+ y2e = 0
1
3
(1 + x2a3 + y2b3) + c+ x2ad+ y2be = 0
1
12
(1 + x2a4 + y2b4) + c+ x2a2d+ y2b2e+ c2 + x2d2 + y2e2 = 0
1
60
(1 + x2a5 + y2b5) +
1
3
(c+ x2a3d+ y2b3e) + c2 + x2ad2 + y2be2 = 0
1
360
(1 + x2a6 + y2b6) +
1
12
(c+ x2a4d+ y2b4e) +
1
2
(c2 + x2a3d+ y2b3e) +
1
3
(c3 + x2d3 + y2e3) = 0
where x = c2/c1, y = c3/c1, a = a2/a1, b = a3/a1, c = b1/a21, d = b2/a21, e = b3/a21. By taking the
lexicographical order a ≻ b ≻ c ≻ d ≻ x ≻ y, we can verify that the Groebner bases of the above
system of polynomial equations contains a polynomial in terms of x2, y2 with all of the coefficients
positive numbers, which cannot be 0 when x, y ∈ R. Therefore, the original system of polynomial
equations does not have a non-trivial solution. It follows that r ≤ 6.
When r = 5, we retain the first five equations in the system described in the above display. By
choosing x = y = 1, under lexicographical order a ≻ b ≻ c ≻ d ≻ e, we can verify that the Groebner
bases contains a polynomial of e with roots e = ±√2/3 or e = (−3 ± √2)/6 while a, b, c, d can
be uniquely determined by e. Thus, system of polynomial equations (8) has a non-trivial solution. It
follows that r = 6.
(iii) For the case k − k0 ≥ 3, we choose c1 = c2 = . . . = ck−k0+1 = 1, ai = bi = 0 for all
4 ≤ i ≤ k − k0 + 1. Additionally, take a1 = a2 = 1. Now, by choosing r = 6 in system (8), we
can check by Groebner bases that this system of polynomial equations has a non-trivial solution. As a
result, r ≥ 7.
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APPENDIX I
In this appendix, we give proofs of the following results: Theorem 3.4 regarding the characteriza-
tion of strong identifiability in mixture models with matrix-variate parameters, Theorem 3.5 regarding
preservability of strong identifiability under transformation, Theorem 4.2 for exact-fitted Gamma mix-
tures, Theorem 4.4 for exact-fitted location-exponential mixtures, Theorem 4.5 for exact-fitted skew-
Gaussian mixtures, Theorem 4.7 for over-fitted skew-Gaussian mixtures. Proofs of most propositions
and some corollaries are also given. Proofs of Theorem 3.3, Theorem 4.3, and Theorem 4.6 are quite
similar to the ones that we have already mentioned above, and are deferred to Appendix II.
7 Proofs of other main results
PROOF OF PROPOSITION 3.1 We choose Gn =
k0+1∑
i=1
pni δ(θni ,Σni ) ∈ Ok(Θ × Ω) such that
(θni ,Σ
n
i ) = (θ
0
i ,Σ
0
i ) for i = 1, . . . , k0, θnk0+1 = θ
0
1, Σ
n
k0+1
= Σ01 +
exp(n/r)
nα
Id2 where α =
1
2β
.
Additionally, pn1 = p01 − exp(−n), pni = p0i for all 2 ≤ i ≤ k0, and pnk0+1 = exp(−n). With this
construction, we can check that W βr (G,G0) = dβ/22 /
√
n. Now, as h2(pGn , pG0) . V (pGn , pG0), we
have
exp
(
2
W βr (Gn, G0)
)
h2(pG, pG0) . exp
(
−n+ 2
√
n
d
β/2
2
) ∫
x∈X
|f(x|θ01,Σnk0+1)− f(x|θ01,Σ01)|dx,
which converges to 0 as n→∞. The conclusion of our proposition is proved.
PROOF OF COROLLARY 3.1. By Theorem 3.1, there are positive constants ǫ = ǫ(G0) and
C0 = C0(G0) such that V (pG, pG0) ≥ C0W1(G,G0) when W1(G,G0) ≤ ǫ. It remains to show
that
inf
G∈G:W1(G,G0)>ǫ
V (pG, pG0)/W1(G,G0) > 0. Assume the contrary, then we can find a sequence of
Gn ∈ G and W1(Gn, G0) > ǫ such that V (pGn , pG0)
W1(Gn, G0)
→ 0 as n → ∞. Since G is a compact set,
we can find G′ ∈ G and W1(G′, G0) > ǫ such that Gn → G′ under W1 metric. It implies that
W1(Gn, G0) → W1(G′, G0) as n → ∞. As G′ 6≡ G0, we have lim
n→∞
W1(Gn, G0) > 0. As a con-
sequence, V (pGn , pG0) → 0 as n → ∞. From the hypothesis, V (pGn , pG′) ≤ C(Θ,Ω)Wα1 (Gn, G′),
so V (pGn , pG′) → 0 as W1(Gn, G′) → 0. Thus, V (pG′ , pG0) = 0 or equivalently pG0 = pG′ almost
surely. From the first-order identifiability of family of density functions {f(x|θ,Σ), θ ∈ Θ,Σ ∈ Ω}, it
implies that G′ ≡ G0, which is a contradiction. This completes the proof.
7.1 Characterization of strong identifiability
PROOF OF THEOREM 3.4. We present the proof for part (a). The proof for other parts are similar
and left to Appendix II. Assume that for given k ≥ 1 and k different tuples (θ1,Σ1,m1), . . . , (θk,Σk,mk),
we can find αj ∈ R, βj ∈ Rd, symmetric matrices γj ∈ Rd×d, and ηj ∈ R, for j = 1, . . . , k such that:
k∑
j=1
αjf(x|θj,Σj ,mj) + βTj
∂f
∂θ
(x|θj ,Σj,mj) + tr
(
∂f
∂Σ
(x|θj ,Σj ,mj)T γj
)
+
∂f
∂m
(x|θj ,Σj ,mj) = 0,
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Substituting the first derivatives of f to get
k∑
j=1
{
α′j+
(
(β′j)
T (x− θj) + (x− θj)Tγ′j(x− θj)
)[
(x− θj)TΣ−1j (x− θj)
]mj−1
+
η′j log((x− θj)TΣ−1j (x− θj))
}
exp
(
−
[
(x− θj)TΣ−1j (x− θj)
]mj)
= 0, (33)
where
α′j =
2αjmjΓ(d/2) −mjΓ(d/2) tr(Σ−1j γj) + 2ηjΓ(d/2)
(
1− d
2mj
ψ
(
d
2mj
))
2πd/2Γ(d/(2mj))|Σj |1/2
,
β′j =
2m2jΓ(d/2)
πd/2Γ(d/(2mj))|Σj |1/2
Σ−1j βj , γ
′
j =
m2jΓ(d/2)
πd/2Γ(d/(2mj))|Σj |1/2
Σ−1j γjΣ
−1
j , and
η′j =
−mjηjΓ(d/2)
πd/2Γ(d/(2mj))|Σj |1/2
.
Without loss of generality, assume m1 ≤ m2 ≤ . . . ≤ mk. Let i ∈ [1, k] be the maximum index
such that m1 = mi. As the tuples (θi,Σi,mi) are distinct, so are the pairs (θ1,Σ1), . . . , (θi,Σi). In
what follows, we represent x by x = x1x′ where x1 is scalar and x′ ∈ Rd. Define
ai = (x
′)Tγ′ix
′, bi =
[
(β′i)
T − 2θTi γ′i
]
x′, ci = θ
T
i γ
′
iθi − (β′i)T θi,
di = (x
′)TΣ−1i x
′, ei = −2(x′)TΣ−1i θi, fi = θTi Σ−1i θi.
Borrowing a technique from Yakowitz and Spragins [1968], since (θ1,Σ1), . . . , (θi,Σi) are distinct,
we have two possibilities:
(i) If Σj are the same for all 1 ≤ j ≤ i, then θ1, . . . , θi are distinct. For any i < j, denote ∆ij =
θi − θj . Note that if x′ /∈
⋃
1≤i<j≤i
{
u ∈ Rd : uT∆ij = 0
}
, which is a finite union of hyperplanes, then
(x′)T θ1, . . . , (x
′)T θi are distinct. Hence, if we choose x′ ∈ Rd outside this finite union of hyperplanes,
we have ((x′)T θ1, (x′)TΣ1x′), . . . , ((x′)T θi, (x′)TΣix′) are distinct.
(ii) If Σj are not the same for all 1 ≤ j ≤ i, then we assume without loss of generality that
Σ1, . . . ,Σm are the only distinct matrices from Σ1, . . . ,Σi, where m ≤ i. Denote δij = Σi − Σj as
1 ≤ i < j ≤ m, then as x′ /∈
⋃
1≤i<j≤m
{
u ∈ Rd : uT δiju = 0
}
, we have (x′)TΣ1x′, . . . , (x′)TΣmx′
are distinct. Therefore, if x′ /∈
⋃
1≤i<j≤m
{
u ∈ Rd : uT δiju = 0
}
, which is finite union of conics,
((x′)T θ1, (x
′)TΣ1x
′), . . . , ((x′)T θm, (x
′)TΣmx
′) are distinct. Additionally, for any θj where m+1 ≤
j ≤ i that shares the same Σi where 1 ≤ i ≤ m, using the argument in the first case, we can choose
x′ outside a finite hyperplane such that these (x′)T θj are again distinct. Hence, for x′ outside a finite
union of conics and hyperplanes, ((x′)T θ1, (x′)TΣ1x′), . . . , ((x′)T θi, (x′)TΣix′) are all different.
Combining these two cases, we can find a set D, which is a finite union of conics and hyperplanes,
such that for x′ /∈ D, ((x′)T θ1, (x′)TΣ1x′), . . . ((x′)T θi, (x′)TΣix′) are distinct. Thus, (di, ei) are
different as 1 ≤ i ≤ i.
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Choose di1 = min
1≤i≤i
{di}. Denote J =
{
1 ≤ i ≤ i : di = di1
}
. Choose 1 ≤ i2 ≤ i such that
ei2 = max
i∈J
{ei}. Multiply both sides of (33) with exp−(di2x21 + ei2x1 + fi2)mi2 , we get
α′i2 + (ai2x
2
1 + bi2x1 + ci2)(di2x
2
1 + ei2x1 + fi2)
mi2−1 + η′i2 log(di2x
2
1 + ei2x1 + fi2) +∑
j 6=i2
{
α′j + (ajx
2
1 + bjx1 + cj)(djx
2
1 + ejx1 + fj)
mi2−1 + η′j log(djx
2
1 + ejx+ fj)
}
×
exp
[
(di2x
2
1 + ei2x1 + fi2)
mi2 − (djx21 + ejx1 + fj)mj
]
= 0. (34)
Note that if j ∈ J\{i2}, dj = di2 , mj = mi2 , and ej > ei2 . So,
(di2x
2
1 + ei2x1 + fi2)
mi2 − (djx21 + ejx1 + fj)mj . −x1 as x1 is large enough.
This implies that when x1 →∞,
A1(x) =
∑
j 6=J\{i2}
{
α′j + (ajx
2
1 + bjx1 + cj)(djx
2
1 + ejx1 + fj)
mi2−1 + η′j log(djx
2
1 + ejx+ fj)
}
×
exp
[
(di2x
2
1 + ei2x1 + fi2)
mi2 − (djx21 + ejx1 + fj)mj
]→ 0.
On the other hand, if j /∈ J and 1 ≤ j ≤ i, then dj > di2 and mi2 = mj . So,
(di2x
2
1 + ei2x1 + fi2)
mi2 − (djx21 + ejx1 + fj)mj . −x
2mi2
1 as x1 is large enough.
This implies that when x1 →∞,
A2(x) =
∑
j /∈J,
1≤j≤i
{
α′j + (ajx
2
1 + bjx1 + cj)(djx
2
1 + ejx1 + fj)
mi2−1 + η′j log(djx
2
1 + ejx+ fj)
}
×
exp
[
(di2x
2
1 + ei2x1 + fi2)
mi2 − (djx21 + ejx1 + fj)mj
]→ 0.
Or else, if j > i, then mj > mi2 . So, (di2x21+ ei2x1+ fi2)mi2 − (djx21+ ejx1+ fj)mj . −x2mj1 . As
a result,
A3(x) =
∑
j>i
{
α′j + (ajx
2
1 + bjx1 + cj)(djx
2
1 + ejx1 + fj)
mi2−1 + η′j log(djx
2
1 + ejx+ fj)
}
×
exp
[
(di2x
2
1 + ei2x1 + fi2)
mi2 − (djx21 + ejx1 + fj)mj
]→ 0.
Now, by letting x1 →∞,∑
j 6=i2
{
α′j + (ajx
2
1 + bjx1 + cj)(djx
2
1 + ejx1 + fj)
mi2−1 + η′j log(djx
2
1 + ejx+ fj)
}
×
exp
[
(di2x
2
1 + ei2x1 + fi2)
mi2 − (djx21 + ejx1 + fj)mj
]
= A1(x) +A2(x) +A3(x) → 0. (35)
Combing (34) and (35), we obtain that as x1 →∞
α′i2 + (ai2x
2
1 + bi2x1 + ci2)(di2x
2
1 + ei2x1 + fi2)
mi2−1 + η′i2 log(di2x
2
1 + ei2x1 + fi2)→ 0.
The only possibility for this result to happen is ai2 = bi2 = η′i2 = 0. Or, equivalently, (x
′)Tγ′i2x
′ =[
(β′i)
T − 2θTi2γ′i2
]
x′ = 0. If γ′i2 6= 0, we can choose the element x′ /∈ D lying outside the hyperplane
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{
u ∈ Rd : uTγ′i2u = 0
}
. It means that (x′)Tγ′i2x
′ 6= 0, which is a contradiction. Therefore, γ′i2 = 0. It
implies that (β′i2)
Tx′ = 0. If β′i2 6= 0, we can choose x′ /∈ D such that (β′i2)Tx′ 6= 0. Hence, β′i2 = 0.
With these results, α′i2 = 0. Overall, we obtain α
′
i2
= β′i2 = γ
′
i2
= η′i2 = 0. Repeating the same
argument to the remained parameters α′j , β′j , γ′j , η′j and we get α′j = β′j = γ′j = η′j = 0 for 1 ≤ j ≤ k.
It is also equivalent that αj = βj = γj = ηj = 0 for all 1 ≤ j ≤ k.
This concludes the proof of part (a) of our theorem.
PROOF OF THEOREM 3.5. The proof is a straightforward application of the chain rule.
“If” direction: Let k ≥ 1 and let (η∗1 ,Λ∗1), (η∗2 ,Λ∗2) . . . , (η∗k,Λ∗k) ∈ Θ∗ × Ω∗ be k different pairs.
Suppose there are αi ∈ R, βi ∈ Rd1 , and symmetric matrices γi ∈ Rd2×d2 such that
k∑
i=1
αig(x|η∗i ,Λ∗i ) + βTi
∂g
∂η
(x|η∗i ,Λ∗i ) + tr
(
∂g
∂Λ
(x|η∗i ,Λ∗i )Tγi
)
= 0 for almost all x. (36)
Let (θi,Σi) := T (η∗i ,Λ∗i ) for i = 1, . . . , k. Since T is bijective, (θ1,Σ1), (θ2,Σ2), . . . , (θk,Σk)
are distinct. By the chain rule,
∂g
∂ηi
(x|η,Λ) =
d1∑
l=1
∂f
∂θl
(x|θ,Σ)∂θl
∂ηi
+
∑
1≤u,v≤d2
∂f
∂Σuv
(x|θ,Σ)∂Σuv
∂ηi
=
d1∑
l=1
∂f
∂θl
(x|θ,Σ)∂[T1(η,Λ)]l
∂ηi
+
∑
1≤u,v≤d2
∂f
∂Σuv
(x|θ,Σ)∂[T2(η,Λ)]uv
∂ηi
and similarly,
∂g
∂Λij
(x|η,Λ) =
d1∑
l=1
∂f
∂θl
(x|θ,Σ)∂[T1(η,Λ)]l
∂Λij
+
∑
1≤u,v≤d2
∂f
∂Σuv
(x|θ,Σ)∂[T2(η,Λ)]uv
∂Λij
,
where η = (η1, . . . , ηd1) and Σ = [Σij ] where 1 ≤ i, j ≤ d2. Equation (36) can be rewritten accord-
ingly as follows
k∑
i=1
αif(x|θi,Σi) + (β′i)T
∂f
∂θ
(x|θi,Σi) + tr
(
∂f
∂Σ
(x|θi,Σi)T γ′i
)
= 0 for almost all x. (37)
where β′i = ((β′i)1, . . . , (β′i)d1), γ′i = [γ′i]uv, ηi = ((ηi)1, . . . , (ηi)d1), Λi = [Λi]uv, βi = (β1i , . . . , β
d1
i ),
γi = [γi]
uv
, and for all 1 ≤ j ≤ d1
(β′i)
j =
d1∑
h=1
βhi
∂[T1(η
∗
i ,Λ
∗
i )]j
∂(ηi)h
+
∑
1≤u,v≤d2
γuvi
∂[T1(η
∗
i ,Λ
∗
i )]j
∂(Λi)uv
and for all 1 ≤ j, l ≤ d2
(γ′i)
jl =
d1∑
h=1
βhi
∂[T2(η
∗
i ,Λ
∗
i )]jl
∂(ηi)h
+
∑
1≤u,v≤d2
γuvi
∂[T2(η
∗
i ,Λ
∗
i )]jl
∂(Λi)uv
.
Given that {f(x|θ,Σ), θ ∈ Θ,Σ ∈ Ω} is identifiable in the first order, Eq. (37) entails that αi =
0, β′i = 0 ∈ Rd1 , and γ′i = 0 ∈ Rd2×d2 . From the definition of modified Jacobian matrix J , the
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equations β′i = 0 and γ′i = 0 are equivalent to system of equations J(η∗i ,Λ∗i )τi = 0, where τTi =
(βi, γ
11
i , . . . , γ
1d2
i , γ
21
i , . . . ., γ
2d2
i , . . . ., γ
d21
i , . . . , γ
d2d2
i ) ∈ Rd1+d
2
2
. Since |J(η∗i ,Λ∗i )| 6= 0, the above
system of equations has unique solution τi = 0 for all 1 ≤ i ≤ k. These results imply that βi = 0 ∈
R
d1 and γi = 0 ∈ Rd2×d2 . Thus, g is also identifiable in the first order.
“Only if” direction. Assume by contrary that the modified Jacobian matrix J(η,Λ) is not non-
singular for all (η,Λ) ∈ Θ∗ × Ω∗. Then, we can find (η0,Λ0) ∈ Θ∗ × Ω∗ such that J(η0,Λ0) is
singular matrix. Choose k = 1 and assume that we can find α1 ∈ R, β1 ∈ Rd1 , and symmetric matrix
γ1 ∈ Rd2×d2 such that:
α1g(x|η0,Λ0) + βT1
∂g
∂η
(x|η0,Λ0) + tr
(
∂g
∂Λ
(x|η0,Λ0)Tγ1
)
= 0 for almost all x.
The first-order identifiability of class {g(x|η,Λ), η ∈ Θ∗,Λ ∈ Ω∗} implies that α1 = 0, β1 = 0 ∈ Rd1 ,
and γ1 = 0 ∈ Rd2×d2 are the only possibility for the above equation to hold. However, by the same
argument as in the first part of the proof, we may rewrite the above equation as
α1f(x|θ0,Σ0) + (β′1)T
∂f
∂θ
(x|θ0,Σ0) + tr
(
∂f
∂Σ
(x|θ0,Σ0)Tγ′1
)
= 0 for almost all x,
where T (η0,Λ0) = (θ0,Σ0), and β′1, γ′1 have the same formula as given above. The first-order iden-
tifiability of {f(x|θ,Σ), θ ∈ Θ,Σ ∈ Ω} implies that β′1 = 0 ∈ Rd1 and γ′1 = 0 ∈ Rd2×d2 . The last
equation leads to the system of equations J(η0,Λ0)τ = 0, where
τT =
(
β1, γ
11
1 , . . . , γ
1d2
1 , γ
21
1 , . . . , γ
2d2
1 , . . . , γ
d21
1 , . . . , γ
d2d2
1
)
.
However, the non-singularity of matrix J(η0,Λ0) leads to non-uniquesness of the solution τ of this
system of equations. This contradicts with the uniqueness of the solution α1 = 0, β1 = 0 ∈ Rd1 , and
γ1 = 0 ∈ Rd2×d2 . The proof is complete.
7.2 Over-fitted location-covariance Gaussian mixtures
Lemma 7.1. Let
{
f(x|θ,Σ), θ ∈ Rd,Σ ∈ S++d
}
be a class of multivariate Gaussian distribution.
Then, ∂
2f
∂θ2
(x|θ,Σ) = 2 ∂f
∂Σ
(x|θ,Σ) for all θ ∈ Rd and Σ ∈ S++d .
Proof. Direct calculation yields
∂2f
∂θ2
(x|θ,Σ) = 1
(
√
2π)d|Σ|1/2
[−Σ−1 +Σ−1(x− θ)(x− θ)TΣ−1] exp(−(x− θ)TΣ−1(x− θ)
2
)
,
∂f
∂Σ
(x|θ,Σ) = 1
2(
√
2π)d|Σ|1/2
[−Σ−1 +Σ−1(x− θ)(x− θ)TΣ−1] exp(−(x− θ)TΣ−1(x− θ)
2
)
.
From these results, we can easily check the conclusion of our lemma.
PROOF OF PROPOSITION 4.3. We only consider the case k − k0 = 1 (the proof for the case
k − k0 = 2 is rather similar, and deferred to Appendix II). As in the proof of Theorem 4.1, it suffices
to show for d = 1 that
lim
ǫ→0
inf
G∈Ok(Θ)
{
sup
x∈X
|pG(x)− pG0(x)|/W 44 (G,G0) :W4(G,G0) ≤ ǫ
}
> 0. (38)
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Denote v = σ2. Assume that the above result does not hold, i.e we can find a sequence of Gn =
k0+m∑
i=1
si∑
j=1
pnijδ(θnij ,vnij) → G0 in W4 where (pnij, θnij , vnij)→ (p0i , θ0i , v0i ) for all 1 ≤ i ≤ k0 +m, 1 ≤ j ≤
si and p0i = 0 as k0+1 ≤ i ≤ k0+m. As k− k0 = 1, we have m ≤ 1. Repeating the same arguments
as the proof of Theorem 4.1 up to Step 8, and noting that
k0+m∑
i=1
si∑
j=1
pnij|∆vnij |4/d(Gn, G0)→ 0, we can
find i∗ ∈ {1, 2, . . . , k0 +m} such that as long as 1 ≤ α ≤ 4
F ′α(θ
0
i∗ , v
0
i∗) =
si∗∑
j=1
pni∗j(|∆θni∗j |4 + |∆vni∗j|4)
si∗∑
j=1
pni∗j|∆θni∗j|4
Fα(θ
0
i∗ , v
0
i∗) =
si∗∑
j=1
pni∗j
∑
n1,n2
(∆θni∗j)
n1(∆vni∗j)
n2
n1!n2!
si∗∑
j=1
pni∗j|∆θni∗j|4
→ 0, (39)
where n1 + 2n2 = α and 1 ≤ α ≤ 4. As i∗ ∈ {1, 2, . . . , k0 +m}, we have i∗ ∈ {1, . . . , k0} or
i∗ ∈ {k0 + 1, . . . , k0 +m}. Firstly, we assume that i∗ ∈ {1, . . . , k0}. Without loss of generality, let
i∗ = 1. Since s1 ≤ k − k0 + 1 = 2, there are two possibilities.
Case 1. If s1 = 1, then F ′1(θ01, v01) = ∆θn11/|∆θn11|4 6→ 0, which is a contradiction.
Case 2. If s1 = 2, without loss of generality, we assume that pn11|∆θn11| ≤ pn12|∆θn12| for infinitely
many n, which we can assume to hold for all n (by choosing the subsequence). Since pn11(∆θn11)4 +
pn12(∆θ
n
12)
4 > 0, we obtain θn12 6= 0 for all n. If ∆θn11 = 0 for infinitely many n, then F ′1(θ01, v01) =
∆θn12/(∆θ
n
12)
4 6→ 0, which is a contradiction. Therefore, we may assume θn11 6= 0 for all n. Let
a := lim
n→∞
pn11∆θ
n
11/p
n
12∆θ
n
12 ∈ [−1, 1]. Dividing both the numerator and denominator of F ′1(θ01, v01)
by pn12∆θn12 and letting n → ∞, we obtain a = −1. Consider the following scenarios regarding
pn11/p
n
12:
(i) If pn11/pn12 → ∞, then ∆θn11/∆θn12 → 0. Since ∆θn11,∆θn12 6= 0, denote ∆vn11 = kn1 (∆θn11)2,
∆vn12 = k
n
2 (∆θ
n
12)
2 for all n. Now, by dividing the numerator and denominator of F ′2(θ01, v01), F ′3(θ01, v01),
F ′4(θ
0
1, v
0
1) by pn12(∆θn12)2, pn12(∆θn12)3, and pn12(∆θn12)4 respectively, we obtain
Mn,1 =
1
2
+ kn2 + k
n
1
pn11(∆θ
n
11)
2
pn12(∆θ
n
12)
2
→ 0,
Mn,2 =
1
3!
+ kn2 + k
n
1
pn11(∆θ
n
11)
3
pn12(∆θ
n
12)
3
→ 0,
Mn,3 =
1
4!
+
kn2
2
+
(kn2 )
2
2
+
(
kn1
2
+
(kn1 )
2
2
)
pn11(∆θ
n
11)
4
pn12(∆θ
n
12)
4
→ 0.
If |kn1 |, |kn2 | → ∞ then Mn,3 >
1
4!
for sufficiently large n, which is a contradiction. Therefore, at
least one of |kn1 |, |kn2 | does not converge to ∞. If |kn1 | → ∞ and |kn2 | 6→ ∞ then Mn,1 implies that
|kn1
pn11(∆θ
n
11)
2
pn12(∆θ
n
12)
2
| 6→ ∞. Therefore, |kn1
pn11(∆θ
n
11)
3
pn12(∆θ
n
12)
3
| → 0 as ∆θn11/∆θn12 → 0 and kn1
(∆θn11)
2
∆θn12)
2
→ 0
as pn11/p
n
12 → ∞. Combining these results with Mn,3,Mn,4, we get kn2 +
1
3!
→ 0 and 1
4!
+
kn2
2
+
(kn2 )
2
2
→ 0, which cannot happen. If |kn1 | 6→ ∞, then Mn,1 and Mn,2 implies that kn2 + 1/2 → 0 and
kn2 + 1/6→ 0, which cannot happen either. As a consequence, pn11/pn12 6→ ∞.
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(ii) If pn11/pn12 → 0 then pn12/pn11 → ∞. Since pn11∆θn11/pn12∆θn12 → −1, we have |∆θn11/∆θn12| →
∞ or equivalently ∆θn12/∆θn11 → 0. From here, using the same argument as that above, we are also
led to a contradiction. So, pn11/pn12 6→ 0.
(iii) If pn11/pn12 → b 6∈ {0,∞}. It also means that ∆θn11/∆θn12 → −1/b. Therefore, by dividing
the numerator and denominator of F ′2(θ01, v01), F ′3(θ01, v01), F ′4(θ01, v01) by pn12(∆θn12)2, pn12(∆θn12)3, and
pn12(∆θ
n
12)
4 and let n→∞, we arrive at the scaling system of equations (8) when r = 4 for which we
already know that non-trivial solution does not exist. Therefore, the case s1 = 2 cannot happen.
As a consequence, i∗ 6∈ {1, . . . , k0}. However, since m ≤ 1, we have i∗ = k0 + 1. This implies
that sk0+1 = 1, which we already know from Case 1 that (39) cannot hold. This concludes the proof.
7.3 Mixture of Gamma distributions
PROOF OF THEOREM 4.2. (a) For the range of generic parameter values of G0, we shall show
that the first-order identifiability still holds for Gamma mixtures, so that the conclusion can be drawn
immediately from Theorem 3.1. It suffices to show that for any αij ∈ R(1 ≤ i ≤ 3, 1 ≤ j ≤ k0) such
that for almost sure x > 0
k0∑
i=1
α1if(x|a0i , b0i ) + α2i
∂f
∂a
(x|a0i , b0i ) + α3i
∂f
∂b
(x|a0i , b0i ) = 0 (40)
then αij = 0 for all i, j. Equation (40) is rewritten as
k0∑
i=1
(
β1ix
a0i−1 + β2i log(x)x
a0i−1 + β3ix
a0i
)
exp(−b0ix) = 0, (41)
where β1i = α1i
(b0i )
a0i
Γ(a0i )
+ α2i
(b0i )
a0i (log(b0i )− ψ(a0i ))
Γ(a0i )
+ α3i
a0i (b
0
i )
a0i−1
Γ(a0i )
, β2i = α2i
(b0i )
a0i
Γ(a0i )
, and β3i =
−α3i (b
0
i )
a0i
Γ(a0i )
. Without loss of generality, we assume that b01 ≤ b02 ≤ . . . ≤ b0k0 . Denote i to be the
maximum index i such that b0i = b01. Multiply both sides of (41) with exp(b0ix) and let x → +∞, we
obtain
i∑
i=1
β1ix
a0i−1 + β2i log(x)x
a0i−1 + β3ix
a0i → 0.
Since |a0i − a0j | 6= 1 and a0i ≥ 1 for all 1 ≤ i, j ≤ i, the above result implies that β1i = β2i = β3i = 0
for all 1 ≤ i ≤ i or equivalently α1i = α2i = α3i for all 1 ≤ i ≤ i. Repeat the same argument for the
remained indices, we obtain α1i = α2i = α3i = 0 for all 1 ≤ i ≤ k0. This concludes the proof.
(b) Without loss of generality, we assume that {|a02 − a01|, |b02 − b01|} = {1, 0}. In particular, b01 =
b02 and assume a02 = a01 − 1. We construct the following sequence of measures Gn =
k0∑
i=1
pni δ(ani ,bni ),
where ani = a0i for all 1 ≤ i ≤ k0, bn1 = b01, bn2 = b01(1 +
1
a02(np
0
2 − 1)
), bni = b
0
i for all 3 ≤ i ≤ k0,
pn1 = p
0
1 + 1/n, p
n
2 = p
0
2 − 1/n, pni = p0i for all 3 ≤ i ≤ k0. We can check that W rr (G,G0) ≍
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1/n + (p02 − 1/n)|bn2 − b01|r ≍ n−1 as n → ∞. For any natural order r ≥ 1, by applying Taylor’s
expansion up to ([r] + 1)th-order, we obtain:
pGn(x)− pG0(x) =
k0∑
i=1
pni (f(x|ani , bni )− f(x|a0i , b0i )) + (pni − p0i )f(x|a0i , b0i )
= (pn1 − p01)f(x|a01, b01) + (pn2 − p02)f(x|a02, b02) +
[r]+1∑
j=1
pn2
(bn2 − b02)j
j!
∂jf
∂bj
(x|a02, b02) +Rn(x). (42)
The Taylor expansion remainder |Rn(x)| = O(pn2 |bn2 − b02|[r]+1+δ) for some δ > 0 due to a02 ≥ 1.
Therefore, Rn(x) = o(W rr (Gn, G0)) as n→∞. For the choice of pn2 , bn2 , we can check that as j ≥ 2,
pn2 (b
n
2 − b02)j = o(W rr (Gn, G0)). Now, we can rewrite (42) as
pGn(x)− pG0(x) = Anxa
0
2 exp(−b01x) +Bnxa
0
2−1 exp(−b01x) +
[r]+1∑
j=2
p
(n)
2
(bn2 − b02)j
j!
∂jf
∂bj
(x|a02, b02) +Rn(x),
where we have An =
(b01)
a0
1
Γ(a01)
(pn1 −p01)−
(b01)
a0
2
Γ(a02)
pn2 (b
n
2 −b01) = 0 and similarly Bn =
(b1)
a0
2
Γ(a02)
(pn2 −p02)+
a02(b
0
1)
a02−1
Γ(a02)
pn2 (b
n
2 − b01) = 0 for all n. Since a02 ≥ 1,
∣∣∣∣∂jf∂bj (x|a02, b02)
∣∣∣∣ is bounded for all 2 ≤ j ≤ r+1.
It follows that supx>0 |pGn(x)− pG0(x)| = O(n−2). Observe that
V (pGn , pG0) = 2
∫
pGn (x)<pG0 (x)
(pG0(x)− pGn(x)) d(x) ≤ 2
∫
x∈(0,a0
2
/b0
1
)
|pGn(x)− pG0(x)|dx.
As a consequence V (pGn , pG0) = O(n−1/2) so for any r ≥ 1, V (pGn , pG0) = o(W rr (Gn, G0)) as
n→∞.
PROOF OF THEOREM 4.3. (a) By the same argument as the beginning of the proof of Theorem
3.2, it suffices to show that
lim
ǫ→0
inf
G∈Ok,c0(Θ)
{
sup
x∈X
|pG(x)− pG0(x)|/W 22 (G,G0) : W2(G,G0) ≤ ǫ
}
> 0. (43)
Suppose this does not hold, by repeating the arguments of the aforementioned proof, there is a sequence
Gn =
k∗∑
i=1
si∑
j=1
pnijδ(anij ,bni ) → G0 such that (anij , bnij) → (a0i , b0i ) for all 1 ≤ i ≤ k∗ where p0i = 0 as
k0 + 1 ≤ i ≤ k∗. Invoke the Taylor expansion up to second order, as we let n → ∞, we have for
almost surely x
pGn(x)− pG0(x)
d(Gn, G0)
→
k∗∑
i=1
{
α1if(x|a0i , b0i ) + α2i
∂f
∂a
(x|a0i , b0i ) + α3i
∂f
∂b
(x|a0i , b0i ) +
si∑
j=1
α24ij
∂2f
∂a2
(x|a0i , b0i ) +
si∑
j=1
α25ij
∂2f
∂b2
(x|a0i , b0i ) + 2
si∑
j=1
α4ijα5ij
∂2f
∂a∂b
(x|a0i , b0i )
}
= 0, (44)
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where at least one of α1i, α2i, α3i,
si∑
j=1
α24ij ,
si∑
j=1
α25ij, 2
si∑
j=1
α4ijα5ij differs from 0. We can rewrite the
above equation as
k∗∑
i=1
{
β1ix
a0i−1 + β2ix
a0i + β3ix
a0i+1 + β4i log(x)x
a0i−1 + β5i log(x)
2xa
0
i−1 + β6i log(x)x
a0i
}
e−b
0
i x = 0,
where β1i = α1i
b0i
Γ(a0i )
+ β0i
∂
∂a
(
(b0i )
a0i
Γ(a0i )
)
+ α3i
a0i (b
0
i )
a0i−1
Γ(a0i
+
si∑
j=1
α25ij
a0i (a
0
i − 1)(b0i )a
0
i−2
Γ(a0i )
+
si∑
j=1
α24ij
∂
∂a2
(
(b0i )
a0i
Γ(a0i )
)
+2
si∑
j=1
α4ijα5ij
∂
∂a
(
a0i (b
0
i )
a0i−1
Γ(a0i )
)
, β2i = −α3i (b
0
i )
a0i
Γ(a0i )
+2
si∑
j=1
α25ij
a0i (b
0
i )
a0i−1
Γ(a0i )
+
2
si∑
j=1
α4ijα5ij
∂
∂a
(
(b0i )
a0i
Γ(a0i )
)
, β3i =
si∑
j=1
α25ij
(b0i )
a0i
Γ(a0i )
, β4i = α2i
(b0i )
Γ(a0i )
+ 2
si∑
j=1
α24ij
∂
∂a
(
(b0i )
a0i
Γ(a0i )
)
+
2
si∑
j=1
α4ijα5ij
a0i (b
0
i )
a0i−1
Γ(a0i )
, β5i =
si∑
j=1
α24ij
(b0i )
a0i
Γ(a0i )
, and β6i = −2
si∑
j=1
α4ijα5ij
(b0i )
a0i
Γ(a0i )
. Using the same ar-
gument as that of the proof of part (a) of Theorem 4.2, by multiplying both sides of the above equation
with exp(b0
i
x) and let x→ +∞, we obtain
i∑
i=1
β1ix
a0i−1 + β2ix
a0i + β3ix
a0i+1 + β3i log(x)x
a0i−1 + β4i log(x)
2xa
0
i−1 + β5i log(x)x
a0i → 0.
By the constraints of Ok,c0 , we have |a0i − a0j | 6∈ {1, 2} for all 1 ≤ i, j ≤ k∗. Therefore, this limit
yields β1i = β2i = β3i = β4i = β5i = 0 for all 1 ≤ i ≤ i or equivalently α1i = α2i = α3i = α4ij =
α5ij = 0 for all 1 ≤ i ≤ i, 1 ≤ j ≤ si. The same argument yields α1i = α2i = α3i = α4ij = α5ij = 0
for all 1 ≤ i ≤ k0, 1 ≤ j ≤ si, which leads to contradiction. This concludes the proof.
(b) The proof is similar to part (b) of Theorem 4.2. We choose sequence Gn =
k0+1∑
i=1
pni δ(ani ,bni ) by
letting ani = a0i for all 2 ≤ i ≤ k0 + 1, an1 = a01 + 1, bn1 = b01, bn2 = b01(1 +
1
a01(np
0
1 − 1)
), bni = b
0
i−1
for all 3 ≤ i ≤ k0 + 1, pn1 = 1/n, pn2 = p01 − 1/n, pni = p0i−1 for all 3 ≤ i ≤ k0 + 1. Given this
construction, we can check that as r ≥ 1, W rr (Gn, G0) = 1/n+ (p01 − 1/n)|bn2 − b01|r. The remainder
of the proof is proceeds in the same way as that of Theorem 4.2.
c) If there exists (i, j) such that
{
|a0i − a0j |, |b0i − b0j |
}
≡ {1, 0}, then we can use the same way
of construction as that of part (b). Now, the only case of interest is when we have some (i, j) such
that
{
|a0i − a0j |, |b0j − b0j |
}
≡ {2, 0}. Without loss of generality, assume that a02 = a01 − 2. We
construct the sequence Gn =
k0+1∑
i=1
pni δ(ani ,bni ) as a
n
1 = a
0
1, a
n
2 = a
n
3 = a
0
2, a
n
i = a
0
i−1 for all 4 ≤ i ≤
k0 + 1, b
n
1 = b
0
1, b
n
2 − b01 = b01 − bn3 =
b01
a02n
, bni = b
0
i−1 for all 4 ≤ i ≤ k0 + 1, pn1 = p01 − cn,
pn2 =
p02
2
+
1
2
(
cn +
1
n
)
, pn3 =
p02
2
+
1
2
(
cn − 1
n
)
, pni = p
0
i−1 for all 4 ≤ i ≤ k0 + 1. where
cn =
(a02 + 1)p
0
2
(2n2 − 1)a02 − 1
. Now, we can check that for any r ≥ 1, W rr (Gn, G0) & cn+
1
nr
. As r ≥ 2, by
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means of Taylor expansions up to ([r] + 1)-th order, we obtain
pGn(x)− pG0(x) = (pn1 − p01)f(x|a01, b01) + (
3∑
i=2
pni − p02)f(x|a02, b02)
+
r+1∑
j=1
3∑
i=2
pni (b
n
i − b0i )j
j!
∂jf
∂bj
(x|a02, b02) +Rn(x), (45)
where Rn(x) is the remainder term and therefore |Rn(x)|/W rr (Gn, G0) → 0. We can check that as
j ≥ 3,
3∑
i=2
pni (b
n
i − b0i )j/W rr (Gn, G0)→ 0 as n→∞. Additionally, direct computation demonstrates
that
(pn1 − p01)f(x|a01, b01) + (
3∑
i=2
pni − p02)f(x|a02, b02) +
2∑
j=1
3∑
i=2
pni (b
n
i − b0i )j
j!
∂jf
∂bj
(x|a02, b02) = 0.
The rest of the proof goes through in the same way as that of Theorem 4.2 part (b).
PROOF OF THEOREM 4.4. Choose the sequence Gn =
k0∑
i=1
pni δ(θni ,σni ) such that σ
n
i = σ
0
i for all
1 ≤ i ≤ k0, (pni , θni ) = (p0i , θ0i ) for all 3 ≤ i ≤ k0. The parameters pn1 , pn2 , θn1 , θn2 are to be determined.
With this construction of Gn, we obtain W1(Gn, G0) ≍ |pn1−p01|+|pn2−p02|+p01|θn1−θ01|+p02|θn2−θ02|.
Now, for any x 6∈ {θ01, θ02} and for any r ≥ 1, taking the Taylor expansion with respect to θ up to
([r] + 1)-th order, we obtain
pGn(x)− pG0(x) =
2∑
i=1
p0i (f(x|θni , σ0i )− f(x|θ0i , σ0i )) + (pni − p0i )f(x|θni , σ0i )
=
2∑
i=1
(pni − p0i )f(x|θni , σ0i )− p0i
[r]+1∑
j=1
(θ0i − θni )j
j!
∂jf
∂θj
(x|θni , σ0i )
+R(x)
=
2∑
i=1
(pni − p0i )− p0i [r]+1∑
j=1
(θ0i − θni )j
j!(σ0i )
j
 f(x|θni , σ0i ) +R(x),
where the last inequality is due to the identity (11) and R(x) is remainder of Taylor expansion. Note
that
sup
x 6∈{θ01,θ02}
|R(x)|/W r1 (Gn, G0) ≤
2∑
i=1
O(|θni − θ0i |r+1+δ)/|θni − θ0i |r → 0.
Now, we choose pn1 = p01+1/n, pn2 = p02−1/n, which means pn1+pn2 = p01+p02 and pn1 → p01, pn2 → p02.
As p0i /j!(σ0i )j are fixed positive constants for all 1 ≤ j ≤ r + 1. It is clear that there exists sequences
θn1 and θn2 such that for both i = 1 and i = 2, θni − θ0i → 0, the identity p0i
[r]+1∑
j=1
(θ0i − θni )j
j!(σ0i )
j
= pni − p0i
holds for all n (sufficiently large). With these choices of pn1 , pn2 , θn1 , θn2 , we have
sup
x 6∈{θ01,θ02}
|pGn(x)− pG0(x)|/W r1 (Gn, G0) = sup
x 6∈{θ01,θ02}
|R(x)|/W r1 (Gn, G0)→ 0.
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To conclude the proof, note that there exists a positive constant m1 such that m1 > min
{
θ01, θ
0
2
}
and
for sufficiently large n,
V (pGn , pG0)/W
r
1 (Gn, G0) .
∫
x∈(min{θ01,θ02},m1)\{θ01 ,θ02}
|pGn(x)− pG0(x)|/W r1 (Gn, G0)→ 0.
7.4 Mixture of skew-Gaussian distributions
Lemma 7.2. Let
{
f(x|θ, σ,m), (θ,m) ∈ R2, σ ∈ R+
}
be a class of skew normal distribution. Then
∂2f
∂θ2
(x|θ, σ2,m)− 2 ∂f
∂σ2
(x|θ, σ2,m) + m
3 +m
σ2
∂f
∂m
(x|θ, σ2,m) = 0.
Proof. Direct calculation yields
∂2f
∂θ2
(x|θ, σ,m) =
{(
− 2√
2πσ3
+
2(x− θ)2√
2πσ5
)
Φ
(
m(x− θ)
σ
)
−
2m(m2 + 2)(x − θ)√
2πσ4
f
(
m(x− θ)
σ
)}
exp
(
−(x− θ)
2
2σ2
)
,
∂f
∂σ2
(x|θ, σ,m) =
{(
− 1√
2πσ3
+
(x− θ)2√
2πσ5
)
Φ
(
m(x− θ)
σ
)
−
m(x− θ)√
2πσ4
f
(
m(x− θ)
σ
)}
exp
(
−(x− θ)
2
2σ2
)
,
∂f
∂m
(x|θ, σ,m) = 2(x− θ)√
2πσ2
f
(
m(x− θ)
σ
)
exp
(
−(x− θ)
2
2σ2
)
.
From these equations, we can easily verify the conclusion of our lemma.
PROOF OF PROPOSITION 4.5. For any k ≥ 1 and k different pairs (θ1, σ1,m1), . . . , (θk, σk,mk),
let αij ∈ R for i = 1, . . . , 4, j = 1, . . . , k such that for almost all x ∈ R
k∑
j=1
α1jf(x|θj, σj,mj) + α2j ∂f
∂θ
(x|θj , σj ,mj) + α3j ∂f
∂σ2
(x|θj , σj,mj) + α4j ∂f
∂m
(x|θj, σj ,mj) = 0.
We can rewrite the above equation as
k∑
j=1
{
[β1j + β2j(x− θj) + β3j(x− θj)2]Φ
(
mj(x− θj)
σj
)
exp
(
−(x− θj)
2
2σ2j
)
+
(γ1j + γ2j(x− θj))f
(
mj(x− θj)
σj
)
exp
(
−(x− θj)
2
2σ2j
)}
= 0, (46)
where β1j =
2α1j√
2πσj
− α3j√
2πσ3j
, β2j =
2α2j√
2πσ3j
, β3j =
α3j√
2πσ5j
, γ1j = −2α2jmj√
2πσ2j
, and γ2j =
− α3jmj√
2πσ4j
+
2α4j√
2πσ2j
for all j = 1, . . . , k. Now, we identify two scenarios in which the first order
identifiability of skew-normal distribution fails to hold.
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Case 1: There exists some mj = 0 as 1 ≤ j ≤ k. In this case, we choose k = 1, m1 = 0. Equation
(46) can be rewritten as
β11
2
+
γ11√
2π
+
(
β21
2
+
γ21√
2π
)
(x− θ1) + β31
2
(x− θ1)2 = 0.
By choosing α31 = 0, α11 = 0, α21 = −α41σ1√
2π
, the above equation always equal to 0. Since α21, α41
are not necessarily zero, first-order identifiability condition is violated.
Case 2: There exists two indices 1 ≤ i 6= j ≤ k such that
(
σ2i
1 +m2i
, θi
)
=
(
σ2j
1 +m2j
, θj
)
. Now,
we choose k = 2, i = 1, j = 2. Equation in (46) can be rewritten as
2∑
j=1
{
[β1j + β2j(x− θj) + β3j(x− θj)2]Φ
(
mj(x− θj)
σj
)
exp
(
−(x− θj)
2
2σ2j
)}
+
1√
2π
 2∑
j=1
γ1j +
2∑
j=1
γ2j(x− θ1)2
 exp(−(m21 + 1)(x− θ1)2
2σ21
)
= 0.
Now, we choose α1j = α2j = α3j = 0 for all 1 ≤ j ≤ 2, α41
σ21
+
α42
σ22
= 0 then the above equation
always hold. Since α41 and α42 need not be zero, first-order identifiability is again violated.
PROOF OF THEOREM 4.5. (a) According to the conclusion of Theorem 3.1, to get the conclusion
of part a), it is sufficient to demonstrate that for any αij ∈ R(1 ≤ i ≤ 4, 1 ≤ j ≤ k) such that for
almost sure x ∈ R
k0∑
j=1
α1jf(x|θ0j , σ0j ,m0j ) + α2j
∂f
∂θ
(x|θ0j , σ0j ,m0j ) + α3j
∂f
∂σ2
(x|θ0j , σ0j ,m0j ) + α4j
∂f
∂m
(x|θ0j , σ0j ,m0j) = 0.
then αij = 0 for all 1 ≤ i ≤ 4 and 1 ≤ j ≤ k0. In fact, using the result from Proposition (4.1), we can
rewrite the above equation as
k∑
j=1
{
[β1j + β2j(x− θ0j ) + β3j(x− θ0j )2]Φ
(
m0j(x− θ0j )
σ0j
)
exp
(
−(x− θ
0
j )
2
2(σ0j )
2
)
+
(γ1j + γ2j(x− θ0j ))f
(
mj(x− θ0j )
σ0j
)
exp
(
−(x− θ
0
j )
2
2(σ0j )
2
)}
= 0, (47)
where β1j =
2α1j√
2πσj
− α3j√
2πσ3j
, β2j =
2α2j√
2πσ3j
, β3j =
α3j√
2πσ5j
, γ1j = −2α2jmj√
2πσ2j
, and γ2j =
− α3jmj√
2πσ4j
+
2α4j√
2πσ2j
for all 1 ≤ j ≤ k0. Denote σ0j+k0 =
(σ0j )
2
1 + (m0j)
2
for all 1 ≤ j ≤ k0. From the
assumption that σ0i are pairwise different and
v0i
1 + (m0i )
2
6∈
{
(σ0j )
2 : 1 ≤ j ≤ k0
}
for all 1 ≤ i ≤ k0,
we achieve σ0j are pairwise different as 1 ≤ j ≤ 2k0. The equation (47) can be rewritten as
2k0∑
j=1
{
[β1j + β2j(x− θ0j ) + β3j(x− θ0j )2]Φ
(
m0j (x− θ0j )
σ0j
)
exp
(
−(x− θ
0
j )
2
2(σ0j )
2
)}
= 0, (48)
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where m0j = 0, θ0j+k0 = θ
0
j , β1(j+k0) =
2γ1j√
2π
, β2(j+k0) =
2γ2j√
2π
, β3j = 0 as k0 + 1 ≤ j ≤ 2k0.
Denote i = argmax
1≤i≤2k0
{
σ0i
}
. Multiply both sides of (48) with exp
(
(x− θi)2
2σ2
i
)
/Φ
(
m0
i
(x− θ0
i
)
σ0
i
)
and let x → +∞ if mi ≥ 0 or let x → −∞ if mi < 0 on both sides of new equation, we obtain
β1i + β2i(x− θ0i ) + β2i(x− θ0i )2 → 0. It implies that β1i = β2i = β3i = 0. Keep repeating the same
argument to the remained σi until we obtain β1i = β2i = β3i = 0 for all 1 ≤ i ≤ 2k0. It is equivalent
to α1i = α2i = α3i = α4i = 0 for all 1 ≤ i ≤ k0. This concludes the proof for part (a).
(b) In this section, we denote v = σ2. Without loss of generality, we assume m01,m02, . . . ,m0i = 0
where 1 ≤ i1 ≤ k0 denotes the largest index i such that m0i = 0. Denote s1 = i1 + 1 < s2 < . . . <
si2 ∈ [i1 + 1, k0] such that (
v0j
1 + (m0j )
2
, θ0j ) = (
vl
1 + (m0l )
2
, θ0l ) and m0jm0l > 0 for all si ≤ j, l ≤
si+1 − 1, 1 ≤ i ≤ i2 − 1. From that definition, we have |Isi | = si+1 − si for all 1 ≤ i ≤ i2 − 1. In
order to establish part (b) of Theorem 4.5, it suffices to show
lim
ǫ→0
inf
G∈Ek0 (Θ×Ω)

sup
x∈X
|pG(x)− pG0(x)|
W 22 (G,G0)
:W2(G,G0) ≤ ǫ
 > 0. (49)
Assume by contrary that (49) does not hold. It means that we can find a sequence Gn ∈ Ek(Θ × Ω)
such that W2(Gn, G0) → 0 as n → ∞ and for all x ∈ X , (pGn(x) − pG0(x))/W 22 (Gn, G0) → 0
as n → ∞. Denote Gn =
k0∑
i=1
pni δ(θni ,vni ,mni ) and assume that (p
n
i , θ
n
i , v
n
i ,m
n
i ) → (p0i , θ0i , v0i ,m0i ) for
all 1 ≤ i ≤ k0. Denote d(Gn, G0) =
k0∑
i=1
pni (|∆θni |2 + |∆vni |2 + |∆mni |2) + |∆pni | where ∆θni =
θni − θ0i ,∆vni = vni − v0i ,∆mni = mni −m0i , and ∆pni = pni − p0i for all 1 ≤ i ≤ n. According to the
argument of the proof of Theorem 3.1, we have (pGn(x)− pG0(x))/d(Gn, G0)→ 0 as n→∞ for all
x ∈ X . By means of Taylor expansion up to second order, we can write (pGn(x)−pG0(x))/d(Gn, G0)
as the summation of four parts, which we denote by An,1(x), An,2(x), An,3(x), and An,4(x).
Regarding An,4(x), it is the remainder of Taylor expansion, which means as n→∞
An,4(x) = O(
k0∑
i=1
pni (|∆θni |2+δ + |∆σni |2+δ + |∆mni |2+δ))/d(Gn, G0)→ 0,
for some constant δ > 0.
RegardingAn,1(x), An,2(x), An,3(x), these are linear combinations of f(x|θ0i , v0i ,m0i ),
∂f
∂θ
(x|θ0i , v0i ,m0i ),
∂f
∂v
(x|θ0i , v0i ,m0i ),
∂f
∂m
(x|θ0i , v0i ,m0i ),
∂2f
∂θ2
(x|θ0i , v0i ,m0i ),
∂2f
∂v2
(x|θ0i , v0i ,m0i ),
∂2f
∂m2
(x|θ0i , v0i ,m0i ),
∂2f
∂θ∂v
(x|θ0i , v0i ,m0i ),
∂2f
∂θ∂m
(x|θ0i , v0i ,m0i ),
∂2f
∂v∂m
(x|θ0i , v0i ,m0i ). However, in An,1(x), the index i
ranges from 1 to i1 while in An,2(x) and An,3, the index i ranges from i1 + 1 to si2 − 1 and from si2
to k0, respectively.
RegardingAn,3(x), we denote Bα1α2α3(θ0i , v0i ,m0i ) to be the coefficient of
∂αf
θα1vα2mα3
(x|θ0i , v0i ,m0i )
for any si2 ≤ i ≤ k0, 0 ≤ α ≤ 2 and α1 + α2 + α3 = α, αj ≥ 0 for all 1 ≤ j ≤ 3.
Regarding An,2(x), the structure (
v0j
1 + (m0j )
2
, θ0j ) = (
v0l
1 + (m0l )
2
, θ0l ) for all si ≤ j, l ≤ si+1 − 1,
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1 ≤ i ≤ i2 − 1, allows us to rewrite An,2(x) as
An,2(x) =
i2−1∑
i=1
{ si+1−1∑
j=si
[
αn1ji + α
n
2ji(x− θ0si) + αn3ji(x− θ0si)2 + αn4ji(x− θ0si)3 + αn5ji(x− θ0si)4
]×
f(
x− θ0si
σ0j
)Φ(
m0j(x− θ0si)
σ0j
)
}
+
[
βn1i + β
n
2i(x− θ0si) + βn3i(x− θ0si)2 + βn4i(x− θ0si)3
]×
exp
(
−(m
0
si)
2 + 1
2v0si
(x− θ0si)2
)
,
where f(x) = 1√
2π
exp(−x
2
2
). Moreover, d(Gn, G0)αnl1ji is a linear combination of elements of
∆pnj , (∆θ
n
j )
α1(∆vnj )
α2 for each i = 1, . . . , i2−1, si ≤ j ≤ si+1−1, 1 ≤ l1 ≤ 5 and 1 ≤ α1+α2 ≤ 2.
Additionally, d(Gn, G0)βnl2i is a linear combination of elements of
si+1−1∑
j=si
(∆θnj )
α1(∆vnj )
α2(∆mnj )
α3
for each 1 ≤ l2 ≤ 4, 1 ≤ i ≤ i2 − 1, and 1 ≤ α1 + α2 + α3 ≤ 2. The detailed formula of
d(Gn, G0)α
n
l1ji
, d(Gn, G0)β
n
l2i
are given in Appendix II.
Regarding An,1(x), the structure m01,m02, . . . ,m0i = 0 allow us to rewrite An,1(x) as
An,1(x) =
i1∑
j=1
[
γn1j + γ
n
2j(x− θ0j ) + γn3j(x− θ0j )2 + γn4j(x− θ0j )3 + γn5j(x− θ0j )4
]
f
(
x− θ0j
σ0j
)
,
where d(Gn, G0)γnlj are linear combination of elements of ∆pnj , (∆θnj )α1(∆vnj )α2(∆mnj )α3 for all
1 ≤ j ≤ i1 and α1 + α2 + α3 ≤ 2. The detail formulae of d(Gn, G0)γnlj are in Appendix II.
Now, suppose that all γnij (1 ≤ i ≤ 5,1 ≤ j ≤ i1), βnij (1 ≤ i ≤ 4, 1 ≤ j ≤ i2−1), αnijl (1 ≤ i ≤ 5,
sl ≤ j ≤ sl+1 − 1, 1 ≤ l ≤ i2 − 1), Bα1α2α3(θ0i , v0i ,m0i ) (for all α1 + α2 + α3 ≤ 2) go to 0 as
n → ∞. We can find at least one index 1 ≤ i∗ ≤ k0 such that (|∆pni∗ | + pni∗(|∆θni∗ |2 + |∆vni∗ |2 +
|∆mni∗ |2))/d(Gn, G0) 6→ 0 as n→∞. Define d(pni∗ , θni∗ , vni∗ ,mni∗) = |∆pni∗ |+pni∗(|∆θni∗ |2+ |∆vni∗|2+
|∆mni∗ |2). There are three possible cases for i∗:
Case 1: 1 ≤ i∗ ≤ i1. Since d(pni∗ , θni∗ , vni∗ ,mni∗)/d(Gn, G0) 6→ 0, we obtain that for all 1 ≤ j ≤ 5
Cnj :=
d(Gn, G0)
d(pni∗ , θ
n
i∗ , v
n
i∗ ,m
n
i∗)
γnji∗ → 0 as n→∞.
Within this scenario our argument is organized into four steps.
Step 1.1: We can argue that ∆θni∗ ,∆vni∗ ,∆mni∗ 6= 0 for infinitely many n. The detailed argument is
left to Appendix II.
Step 1.2: If |∆θni∗ | is the maximum among |∆θni∗ |, |∆vni∗ |, |∆mni∗ | for infinitely many n, then we can
assume that it holds for all n. Denote ∆vni∗ = kn1∆θni∗ and ∆mni∗ = kn2∆θni∗ where kn1 , kn2 ∈ [−1, 1].
Assume that kn1 → k1 and kn2 → k2 as n → ∞. As Cn5 → 0, dividing both the numerator and
denominator by (∆θni∗)2, we obtain that as n→∞
(kn1 )
2
|∆pni∗ |
(∆θni∗)
2
+ 1 + (kn1 )
2 + (kn2 )
2
→ 0. (50)
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If |∆p
n
i∗ |
(∆θni∗)
2
→ ∞ as n → ∞, then Cn1 + (σ0i∗)2Cn3 6→ 0 as n → ∞, which is a contradiction to the
fact that Cn1 , Cn3 → 0 as n → ∞. Therefore,
|∆pni∗|
(∆θni∗)
2
6→ ∞ as n → ∞. Combining this result with
(50), we obtain k1 = 0. Similarly, by dividing both the numerator and denominator of Cn2 and Cn3 , we
obtain the following equations 1
2
√
2πσ0i∗
+
2k2
π
= 0 and 1√
2πσ0i∗
+
k2
π
= 0. These equations imply
that 1/σ0i∗ = 0, which is a contradiction.
Step 1.3: If |∆vni∗ | is the maximum among |∆θni∗|, |∆vni∗ |, |∆mni∗ | for infinitely many n, then we can
assume that it holds for all n. However, the formation of Cn5 implies that
|∆pni∗ |
(∆vni∗)
2
→∞ as n→∞. It
again leads to Cn1 + (σ0i∗)2Cn3 6→ 0 as n→∞, which is a contradiction.
Step 1.4: If |∆mni∗ | is the maximum among |∆θni∗ |, |∆vni∗ |, |∆mni∗ | for infinitely many n, then we
can assume that it holds for all n. Denote ∆θni∗ = kn3∆mni∗ and ∆vni∗ = kn4∆mni∗ . Let kn3 → k3 and
kn4 → k4. With the same argument as the case |∆θni∗ | is the maximum, we obtain k4 = 0. By dividing
both the numerator and denominator of Cn2 and Cn3 by (∆mni∗)2, we obtain the following equations
k3√
2πσ0i∗
+
1
π
= 0 and 2k3
π
+
k23
2
√
2πσ0i∗
= 0, for which there is no real solution.
In sum, Case 1 cannot happen.
Case 2: s1 ≤ i∗ ≤ si2 − 1. Without loss of generality, we assume that s1 ≤ i∗ ≤ s2 − 1. Denote
dnew(p
n
i∗ , θ
n
i∗ , v
n
i∗ ,m
n
i∗) =
s2−1∑
j=s1
|∆pnj |+ pnj (|∆θnj |2 + |∆vnj |2 + |∆mnj |2),
Since d(pni∗ , θni∗ , vni∗ ,mni∗)/d(Gn, G0) 6→ 0, we have dnew(pni∗ , θni∗ , vni∗ ,mni∗)/d(Gn, G0) 6→ 0 as n →
∞. Therefore, for 1 ≤ j ≤ 5 and s1 ≤ i ≤ s2 − 1,
Dnj :=
d(Gn, G0)
dnew(p
n
i∗ , θ
n
i∗ , v
n
i∗ ,m
n
i∗)
αnji1 → 0 as n→∞.
Our argument is organized into three steps.
Step 2.1: From Dn2 and Dn4 , we obtain pni ∆θni /dnew(pni∗ , θni∗ , vni∗ ,mni∗) → 0 as n → ∞ for all s1 ≤
i ≤ s2 − 1. Combining with Dn1 and Dn5 , we achieve
∆pni /dnew(p
n
i∗ , θ
n
i∗ , v
n
i∗ ,m
n
i∗), p
n
i ∆v
n
i /dnew(p
n
i∗ , θ
n
i∗ , v
n
i∗ ,m
n
i∗)→ 0 as n→∞ for all s1 ≤ i ≤ s2 − 1.
Therefore, we also have pni (∆θni )2/dnew(pni∗ , θni∗ , vni∗ ,mni∗)→ 0 and pni (vni )2/dnew(pni∗ , θni∗ , vni∗ ,mni∗)→
0 as n→∞ for all s1 ≤ i ≤ s2 − 1. These results show that
Un =
s2−1∑
j=s1
pnj (∆m
n
j )
2
 /dnew(pni∗ , θni∗ , vni∗ ,mni∗) 6→ 0 as n→∞.
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Step 2.2: Now for 1 ≤ j ≤ 4, we also have
Enj :=
d(Gn, G0)
dnew(p
n
i∗ , θ
n
i∗ , v
n
i∗ ,m
n
i∗)
βnj1 → 0 as n→∞.
Since pni ∆vni /dnew(pni∗ , θni∗ , vni∗ ,mni∗) and pni (∆vni )2/dnew(pni∗ , θni∗ , vni∗ ,mni∗) go to 0 as n → ∞ for all
s1 ≤ i ≤ s2 − 1, we obtain that as n→∞s2−1∑
j=s1
pnj ((m
0
j)
2 + 1)∆mnj∆v
n
j
π(σ0j )
6
 /dnew(pni∗ , θni∗ , vni∗ ,mni∗)→ 0,
and si+1−1∑
j=si
−p
n
j ((m
0
j )
3 + 2m0j)(∆v
n
j )
2
8π(σ0i )
8
 /dnew(pni∗ , θni∗ , vni∗ ,mni∗)→ 0.
Combining these results with En4 , we have
Vn =
s2−1∑
j=s1
pnjm
0
j(∆m
n
j )
2
 /dnew(pni∗ , θni∗ , vni∗ ,mni∗)→ 0.
Step 2.3: As Un 6→ 0 as n→∞, we obtain
Vn/Un =
s2−1∑
j=s1
pnjm
0
j(∆m
n
j )
2/
s2−1∑
j=s1
pnj (∆m
n
j )
2 → 0. (51)
Since m0im0j > 0 for all s1 ≤ i, j ≤ s2 − 1, without loss of generality we assume that m0j > 0 for all
s1 ≤ j ≤ s2 − 1. However, it implies that
s2−1∑
j=s1
pnjm
0
j (∆m
n
j )
2/
s2−1∑
j=s1
pnj (∆m
n
j )
2 ≥ min
s1≤j≤s2−1
{
m0j
} s2−1∑
j=s1
pnj (∆m
n
j )
2/
s2−1∑
j=s1
pnj (∆m
n
j )
2, (52)
which means min
s1≤j≤s2−1
{
m0j
}
= 0. This is a contradiction. In sum, Case 2 cannot happen.
Case 3: si2 ≤ i∗ ≤ k0. Since d(pni∗ , θni∗ , vni∗ ,mni∗)/d(Gn, G0) 6→ 0, we obtain
τ(pni∗ , θ
n
i∗ , v
n
i∗ ,m
n
i∗)/d(Gn, G0) 6→ 0 as n→∞,
where τ(pni∗ , θni∗ , vni∗ ,mni∗) = |∆pni∗ | + pni∗(|∆θni∗ | + |∆vni∗ | + |∆mni∗ |) & d(pni∗ , θni∗ , vni∗ ,mni∗). As a
consequence, for any α1 + α2 + α3 ≤ 1, as n→∞
d(Gn, G0)
τ(pni∗ , θ
n
i∗ , v
n
i∗ ,m
n
i∗)
Bα1α2α3(θ
0
i∗ , v
0
i∗ ,m
0
i∗)→ 0.
However, from the proof of part (a), at least one of the above coefficients does not go to 0, which is a
contradiction. Therefore, Case 3 cannot happen either.
Summarizing from the arguments with the three cases above, we conclude that not all of γnij (1 ≤
i ≤ 5, 1 ≤ j ≤ i1), βnij (1 ≤ i ≤ 4, 1 ≤ j ≤ i2−1), αnijl (1 ≤ i ≤ 5, s1 ≤ j ≤ si2−1, 1 ≤ l ≤ i2−1),
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Bα1α2α3(θ
0
i , v
0
i ,m
0
i ) (α1 + α2 + α3 ≤ 2) go to 0 as n → ∞. Denote mn to be the the maximum of
the absolute values of these coefficients and dn = 1/mn. Then, dnαnijl → αijl for all 1 ≤ i ≤ 5, sl ≤
j ≤ sj+1 − 1, 1 ≤ l ≤ i2 − 1, dnβnij → βij for all 1 ≤ i ≤ 4, 1 ≤ j ≤ i2 − 1, dnγnij → γij for all
1 ≤ i ≤ 5, 1 ≤ j ≤ i1, and dnBα1α2α3(θ0i , σ0i ,m0i ) → λα1α2α3i for all si2 ≤ i ≤ k0. Therefore, by
letting n→∞, we obtain for all x ∈ R that
dn(pGn(x)− pG0(x))
d(Gn, G0)
→ A1(x) +A2(x) +A3(x) = 0,
where A1(x) =
i1∑
j=1
(
5∑
i=1
γij(x− θ0j )i−1
)
f
(
x− θ0j
σ0j
)
, A2(x) =
i2−1∑
l=1
{ si+1−1∑
j=si
5∑
i=1
αijl(x− θ0sl)i−1
×f
(
x− θ0sl
σ0j
)
Φ
(
m0j(x− θ0sl)
σ0j
)
+
4∑
i=1
βil(x− θ0sl)i−1 exp
(
−(m
0
sl
)2 + 1
2v0sl
(x− θ0sl)2
)}
, and
A3(x) =
k0∑
i=si2
∑
|α|≤2
λα1α2α3i
∂|α|f
∂θα1vα2mα3
(x|θ0i , v0i ,m0i ).
Using the same argument as that of part (a), we obtain αijl = 0 for all 1 ≤ i ≤ 5, sl ≤ j ≤ sl+1−1,
1 ≤ l ≤ i2−1, βij = 0 for all 1 ≤ i ≤ 4, 1 ≤ j ≤ i2−1, and γij = 0 for all 1 ≤ i ≤ 5 and 1 ≤ j ≤ i1.
However, we do not have λα1α2α3i = 0 for all si2 ≤ i ≤ k0 and 0 ≤ |α| ≤ 2. It comes from the
identity in Lemma 7.2, which implies that all ∂
|α|f
∂θα1vα2mα3
(x|θ0i , v0i ,m0i ) are not linear independent as
0 ≤ |α| ≤ 2. Therefore, this case needs a new treatment, which is divided into three steps
Step F.1: From the definition of mn, at least one coefficient αijl, βij , γij , λα1α2α3i equals to 1. As all
αijl, βij , γij equal to 0, this result implies that at least one coefficient λα1α2α3i equal to 1. Therefore,
mn = |Bα∗
1
α∗
2
α∗
3
(θ0
i′
, v0
i′
,m0
i′
)| for some α∗1, α∗2, α∗3 and si2 ≤ i
′ ≤ k0. As ∆θni′ ,∆vni′ ,∆mni′ →
0, |Bα1α2α3(θ0i′ , v0i′ ,m0i′ )| when α1 + α2 + α3 = 2 is dominated by |Bα1α2α3(θ0i′ , v0i′ ,m0i′ )| when
α1 + α2 + α3 ≤ 1.Therefore, α∗1 + α∗2 + α∗3 ≤ 1, i.e, at most first order derivative.
Step F.2: As (pGn(x)−pG0(x))/W 22 (Gn, G0)→ 0, we also have (pGn(x)−pG0(x))/W1(Gn, G0)→
0. From here, by applying Taylor expansion up to first order, we can write (pGn(x)−pG0(x))/W1(Gn, G0)
as Ln,1(x) + Ln,2(x) + Ln,3(x) + Ln,4(x) where Ln,4(x) is Taylor’s remainder term, which means
that Ln,4(x)/W1(Gn, G0) → 0. Additionally. Ln,1(x), Ln,2(x), Ln,3(x) are the linear combinations
of elements of f(x|θ0i , v0i ,m0i ),
∂f
∂θ
(x|θ0i , v0i ,m0i ),
∂f
∂v
(x|θ0i , v0i ,m0i ),
∂f
∂m
(x|θ0i , v0i ,m0i ). In Ln,1(x),
the index i ranges from 1 to i1 while in Ln,2(x),Ln,3, the index i ranges from i1+1 to si2−1 and from
si2 to k0 respectively. Assume that all of these coefficients go to 0 as n→ +∞, then we have
|Bα∗
1
α∗
2
α∗
3
(θ0
i′
, v0
i′
,m0
i′
)|d(Gn, G0)/W1(Gn, G0)→ 0, (53)
where the limit is due to the fact that |Bα∗
1
α∗
2
α∗
3
(θ0
i′
, v0
i′
,m0
i′
)|d(Gn, G0)/W1(Gn, G0) is the maximum
coefficient of Ln,1(x), Ln,2(x), Ln,3(x). However, from the result of the proof of Theorem 3.1, we
have
W1(Gn, G0) .
k0∑
i=1
pni (|∆θni |+ |∆vni |+ |∆mni |) + |∆pni | . max
1≤i≤k0
{|∆pni |, |∆θni |, |∆vni |,∆mni |}
= |Bα∗
1
α∗
2
α∗
3
(θ0
i′
, σ0
i′
,m0
i′
)|d(Gn, G0),
which contradicts to (53). Therefore, at least one coefficient does not vanish to 0.
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Step F.3: Denote m′n to be the maximum among the absolute values of these coefficients and d′n =
1/m′n. Then, we achieve
d
′
n|Bα∗1α∗2α∗3(θ0i′ , v0i′ ,m0i′ )|d(Gn, G0)/W1(Gn, G0) = 1 for all n.
Therefore, as n→∞
3∑
i=1
d
′
nLn,i(x)→
k0∑
i=1
{
α′1if(x|θ0i , v0i ,m0i ) + α′2i
∂f
∂θ
(x|θ0i , v0i ,m0i ) + α′3i
∂f
∂σ2i
(x|θ0i , v0i ,m0i )
+α′4i
∂f
∂m
(x|θ0i , v0i ,m0i )
}
= 0.
where one of α′1i′ , α′2i′ , α′3i′ , α′4i′ differs from 0. However, using the same argument as that of part (a),
this equation will imply that α′ji = 0 for all 1 ≤ j ≤ 4 and si2 ≤ i ≤ k0, which is a contradiction.
We have reached the conclusion (49) which completes the proof.
Best lower bound of V (pG, pG0) as G0 satisfies condition (S.2): We have two cases
Case b.1: There exists m0i = 0 for some 1 ≤ i ≤ k0. Without loss of generality, we assume
m01 = 0. We construct the sequence Gn ∈ Ek0(Θ×Ω) as (∆pni ,∆θni ,∆vni ,∆mni ) = (0, 0, 0, 0) for all
2 ≤ i ≤ k0 and ∆pn1 = ∆vn1 = 0, ∆θn1 =
1
n
, ∆mn1 = −
√
2π
σ01n
. With this construction, we can check
that ∆θn1 + ∆mn1σ01/
√
2π = 0. Using the same argument as that of part (b) of the proof of Theorem
3.2 with the notice that V (pGn , pG0) =
∫
R
|R(x)|dx where R(x) is Taylor expansion’s remainder in
the first order, we readily achieve the conclusion of our theorem.
Case b.2: There exists conformant cousin set Ii for some 1 ≤ i ≤ k0. Without loss of generality,
we assume i = 1 and j = 2 ∈ I1. Now, we choose Gn such that ∆pni = ∆θni = ∆vni = 0 for all
1 ≤ i ≤ k0, ∆mni = 0 for all 3 ≤ i ≤ k0, ∆mn1 =
1
n
,∆mn2 = −
v02
v01n
. Then, we can guarantee
that ∆mn1/v01 + ∆mn2/v02 = 0. By means of Taylor expansion up to first order, we can check that
V (pGn , pG0) =
∫
R
|R(x)|dx where R(x) is Taylor remainder. From then, using the same argument as
case b.1, we get the conclusion of our theorem.
Remark: With extra hard work, we can also prove that W 22 is the best lower bound of h(pG, pG0) as
G0 satisfies condition (S.2). Therefore, for any standard estimation method ( such as the MLE) which
yields n−1/2 convergence rate for pG, the induced rate of convergence for the mixing measure G is the
minimax optimal n−1/4 under W2 when G0 satisfies condition (S.2) while it is the minimax optimal
n−1/2 under W1 when G0 satisfies condition (S.1).
PROOF OF THEOREM 4.7 This proof is quite similar to that of Theorem 4.1, so we shall give
only a sketch. It is sufficient to demonstrate that
lim
ǫ→0
inf
G∈Ok(Θ×Ω)

sup
x∈X
|pG(x)− pG0(x)|
Wmm (G,G0)
:Wm(G,G0) ≤ ǫ
 > 0. (54)
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Assume by contrary that (54) does not hold. Here, we assume r is even (the case r is odd number can
be addressed in the same way). In this case, m = r. Denote v = σ2. Then, there is a sequence Gn =
k0∑
i=1
si∑
j=1
pnijδ(θnij ,vnij ,mnij) such that (p
n
ij , θ
n
ij , v
n
ij ,m
n
ij) → (p0i , θ0i , v0i ,m0i ) for all 1 ≤ i ≤ k0, 1 ≤ j ≤ si.
Define
d(Gn, G0) =
k0∑
i=1
si∑
j=1
pnij(|∆θnij|r + |∆vnij|r + |∆mnij|r) + |pni. − p0i |,
where ∆θnij = θnij − θ0i ,∆vnij = vnij − v0i ,∆mnij = mnij −m0i . Now, applying Taylor’s expansion up to
r-th order, we obtain
pGn(x)− pG0(x) =
k0∑
i=1
si∑
j=1
pnij
(∆θnij)
α1(∆vnij)
α2(∆mnij)
α3
α1!α2!α3!
∂|α|f
∂θα1∂vα2∂mα3
(x|θ0i , v0i ,m0i ) +
+
k0∑
i=1
(pi. − p0i )f(x|θ0i , v0i ,m0i ) +R1(x) := A1(x) +B1(x) +R1(x),
where α = (α1, α2, α3), R1(x) is Taylor remainder and R1(x)/d(Gn, G0)→ 0.
Now we invoke the key identity (cf. Lemma 7.2)
∂f
∂v
(x|θ, v,m) = 1
2
∂2f
∂θ2
(x|θ, v,m) + m
3 +m
2v
∂f
∂m
(x|θ, v,m).
It follows by induction that, for any α2 ≥ 1
∂α2f
∂vα2
=
1
2α2
∂2α2f
∂θ2α2
+
α2∑
i=1
1
2α2−i
∂i−1f
∂vi−1
(
m3 +m
2v
∂2α2−2i+1f
∂θ2(α2−i)∂m
)
.
Therefore, for any α = (α1, α2, α3) such that α2 ≥ 1, we have
∂|α|f
∂θα1∂vα2∂mα3
=
1
2α2
∂α1+2α2+α3f
∂θα1+2α2∂mα3
+
α2∑
i=1
1
2α2−i
∂α1+α3+i−1
∂θα1∂mα3∂vi−1
(
m3 +m
2v
∂2α2−2i+1f
∂θ2(α2−i)∂m
)
.
Continue this identity until the right hand side of this equation only contains derivatives in terms of θ
and m, which means all the derivatives involving v can be reduced to the derivatives with only θ and
m. As a consequence, A1(x)/d(Gn, G0) is the linear combination of elements of
∂|β|f
∂θβ1mβ2
(x|θ, v,m)
where 0 ≤ |β| ≤ 2r (not necessarily all the value of β in this range). We can check that for each
γ = 1, . . . , 2r, the coefficient of ∂
γf
∂θγ
(x|θ0i , v0i ,m0i ) is
Eγ(θ
0
i , v
0
i ,m
0
i ) =
 si∑
j=1
pnij
∑
n1+2n2=γ
n1+n2≤r
(∆θnij)
n1(∆vnij)
n2
2n2n1!n2!
 /d(Gn, G0).
Additionally, the coefficient of the r-th order derivative with respect to m, ∂
rf
∂mr
(x|θ0i , v0i ,m0i ), is
si∑
j=1
pnij(∆mij)
r/d(Gn, G0). Therefore, if all of the coefficients ofA1(x)/d(Gn, G0), B1(x)/d(Gn, G0)
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go to 0, then as r is even, we obtain
si∑
j=1
pnij|∆mij|r/d(Gn, G0) → 0 for all 1 ≤ i ≤ k0 and
k0∑
i=1
|pni. − p0i |/d(Gn, G0)→ 0. It implies that
k0∑
i=1
si∑
j=1
pnij(|∆θnij |r + |∆mij |r)/d(Gn, dG0)→ 1.
Therefore, we can find an index i∗ ∈ {1, . . . , k0} such that
si∗∑
j=1
pni∗j(|∆θni∗j|r + |∆mi∗j |r)/d(Gn, dG0) 6→
0. By multiply this term with Eγ(θ0i∗ , v0i∗ ,m0i∗) as 1 ≤ γ ≤ r, we obtain si∗∑
j=1
pni∗j
∑
n1+2n2=γ
n1+n2≤r
(∆θni∗j)
n1(∆vni∗j)
n2
2n2n1!n2!
 / si∗∑
j=1
pni∗j(|∆θni∗j|r + |∆mi∗j|r)→ 0,
which is a contradiction due to the proof of Theorem 4.1. Therefore, not all the coefficients of
A1(x), B(x) go to 0. As a consequence, for all x ∈ R, (pGn(x)−pG0(x))/d(Gn, G0) converges to the
linear combinations of ∂
|β|f
∂θβ1mβ2
(x|θ0I , v0i ,m0i ) where at least one coefficient differs from 0. However,
due to Assumption (S1) on G0, the collection of ∂
|β|f
∂θβ1∂mβ2
(x|θ0i , v0i ,m0i ) are linearly independent,
which is a contradiction. This concludes our proof.
The following addresses the remarks following the statement of Theorem 4.7.
Best lower bound when k − k0 = 1: The remark regarding the removal of the constraint Ok,c0 is
immediate from (the proof of) Proposition 4.3. To show the bound is sharp in this case, we construct
sequence Gn =
k∑
i=1
si∑
j=1
pnijδ(θni ,vni ,mni ) as follows s1 = 2, si = 1 for all 2 ≤ i ≤ k0, pn11 = pn12 = p01/2,
∆θn11 = 1/n,∆θ
n
12 = −1/n, ∆vn11 = ∆vn12 = −1/n2, ∆mn11 = ∆mn12 = an where an is the solution
of following equation
3m01
n2v01
a2n −
(
2− 3(m
0
1)
2 + 1
n2v0i
− 3(m
0
1)
2 + 1
n4(v0i )
2
)
an +
(m01)
3 +m01
n6(v01)
3
+
(m01)
3 +m01
n4(v01)
2
+
(m01)
3 +m01
n2v01
− m
0
1((m
0
1)
2 + 1)2
4n4(v01)
2
= 0,
which has the solution when n is sufficiently large. Additionally, |an| ≍ 1/n2 → 0 when n→∞. The
choice of an will be discussed in the sequel. Now, for any 1 ≤ r < 4, we have W r1 (Gn, G0) & 1/nr.
By using Taylor expansion up to the fourth order, we can write (pGn(x) − pG0(x))/W r1 (Gn, G0)
as the linear combination of the first part, which consists of ∂f
∂m
(x|θ0i , v0i ,m0i ),
∂f
∂v2
(x|θ0i , v0i ,m0i ),
∂f
∂θ
(x|θ0i , v0i ,m0i ),
∂2f
∂θ∂m
(x|θ0i , v0i ,m0i ),
∂2f
∂θ∂v
(x|θ0i , v0i ,m0i ) plus the second part, which consists of
the remaining derivatives and the Taylor remainder. Note that the second part always converges to 0.
For i = 2, . . . , k0, the coefficients of the derivatives in the first part are 0, thanks to our construction of
Gn. Thus, only the case left is when i = 1. By direct computation, the coefficient of
∂f
∂m
(x|θ01, v01 ,m01)
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is
(m01)
3 +m01
2v01
2∑
i=1
pn1i(∆θ
n
1i)
2 +
(m01)
3 +m01
2(v01)
2
2∑
i=1
pn1i(∆θ
n
1i)
2∆vn1i
−3(m
0
1)
2 + 1
2v01
2∑
i=1
pn1i(∆θ
n
1i)
2∆mn1i +
m01((m
0
1)
2 + 1)2
8(v01)
2
2∑
i=1
pni (∆θ
n
1i)
4 −
(m01)
3 +m01
2(v01)
3
2∑
i=1
pni (∆θ
n
1i)
2(∆vn1i)
2 +
3(m01)
2 + 1
2(v01)
2
2∑
i=1
pn1i(∆θ
n
1i)
2∆vn1i∆m
n
1i −
3m01
2v01
2∑
i=1
pn1i(∆θ
n
1i)
2(∆mn1i)
2 +
2∑
i=1
pni ∆m
n
1i = 0,
where the equality is due to the fact that the left hand side of this equation is equal to the left hand
side of equation (55). Therefore, the choice of an is to guarantee the coefficient of ∂f
∂m
to be 0. With
similar calculation, we can easily check that all the coefficients of ∂f
∂v
,
∂f
∂θ
,
∂f
∂θ∂m
,
∂f
∂θ∂v
are also 0.
Therefore, the assertion about the best lower bound immediately follows.
Case k − k0 = 2: In this scenario, we conjecture that W 44 (G,G0) is still the best lower bound of
V (pG, pG0). Following the same proof recipe as above, such a conclusion follows from the hypothesis
that for any fixed value m 6= 0, σ2 > 0, the following system of 8 polynomial equations
3∑
i=1
d2i ai = 0,
3∑
i=1
d2i (a
2
i + bi) = 0,
3∑
i=1
d2i (
a3i
3
+ aibi) = 0,
3∑
i=1
d2i (
a4i
6
+ a2i bi +
b2i
2
) = 0
3∑
i=1
d2i
(
− m
3 +m
2σ2
a2i +
m3 +m
2σ4
a2i bi −
3m2 + 1
2σ2
a2i ci
+
3(m2 + 1)(m3 +m)
4!σ4
a4i −
m3 +m
2σ6
a2i b
2
i +
3m2 + 1
2σ4
a2i bici −
3m
2σ2
a2i c
2
i + ci
)
= 0
3∑
i=1
d2i (−
m3 +m
6σ2
a3i +
m3 +m
6σ4
a3i bi −
3m2 + 1
6σ2
a3i ci + aici) = 0
3∑
i=1
d2i (−
m3 +m
6σ2
a4i +
m3 +m
2σ4
a2i b
2
i −
3m2 + 1
2σ2
a2i bici +
bici
2
) = 0
3∑
i=1
d2i (
(m3 +m)2
4!σ4
a4i +
m3 +m
4σ4
a2i bici −
3m2 + 1
2σ2
a2i c
2
i +
c2i
2
) = 0
does not have any non-trivial solution, i.e di 6= 0 for all 1 ≤ i ≤ 3 and at least one among a1, . . . , a3, b1,
. . . , b3, c1, . . . , c3 is non-zero.
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APPENDIX II
For the sake of completeness, we collect herein the proof of technical results and auxiliary argu-
ments that were left out of the main text and Appendix I.
PROOF OF COROLLARY 3.3 From Theorem 3.5, the class {g(x|η,Λ), η ∈ Θ∗,Λ ∈ Ω∗} is iden-
tifiable in the first order. From the proof of Theorem 3.1, in order to achieve the conclusion of our
theorem, it remains to verify that g(x|η,Λ) satisfies conditions (4) and (5). As the first derivative of f
in terms of θ and Σ is α-Holder continuous, f(x|θ,Σ) satisfies conditions (4) and (5) with δ1 = δ2 = α.
Now, for any η1, η2 ∈ Θ∗, Λ ∈ Ω∗, we have T (η1,Λ) = (θ1,Σ) and T (η2,Λ) = (θ2,Σ). For any
1 ≤ i ≤ d1, we obtain
∂
∂ηi
(g(x|η1,Λ)− g(x|η2,Λ)) =
d1∑
l=1
∂f
∂θl
(x|θ1,Σ)∂
[
T1(η
1,Λ)
]
l
∂ηi
−
d1∑
l=1
∂f
∂θl
(x|θ2,Σ)∂
[
T1(η
2,Λ)
]
l
∂ηi
+
∑
1≤u,v≤d2
∂f
∂Σuv
(x|θ1,Σ)∂
[
T2(η
1,Λ)
]
uv
∂ηi
−
∑
1≤u,v≤d2
∂f
∂Σuv
(x|θ2,Σ)∂
[
T2(η
2,Λ)
]
uv
∂ηi
.
Notice that,
d1∑
l=1
∂f
∂θl
(x|θ1,Σ)∂
[
T1(η
1,Λ)
]
l
∂ηi
−
d1∑
l=1
∂f
∂θl
(x|θ2,Σ)∂
[
T1(η
2,Λ)
]
l
∂ηi
≤ ‖∂f
∂θ
(x|θ1,Σ)− ∂f
∂θ
(x|θ2,Σ)‖
×‖∂T1
∂ηi
(η1,Λ)‖+ ‖∂f
∂θ
(x|θ2,Σ)‖‖∂T1
∂ηi
(η1,Λ)− ∂T1
∂ηi
(η2,Λ)‖
≤ L1‖θ1 − θ2‖α + L2‖η1 − η2‖α,
where L1, L2 are two positive constants from the α-Holder continuity and the boundedness of the
first derivative of f(x|θ,Σ) and T (η,Λ). Moreover, since T is Lipschitz continuous, it implies that
‖θ1 − θ2‖ . ‖η1 − η2‖. Therefore, the above inequality can be rewritten as
d1∑
l=1
∂f
∂θl
(x|θ1,Σ)∂
[
T1(η
1,Λ)
]
l
∂ηi
−
d1∑
l=1
∂f
∂θl
(x|θ2,Σ)∂
[
T1(η
2,Λ)
]
l
∂ηi
. ‖η1 − η2‖α.
With the similar argument, we get
∑
1≤u,v≤d2
∂f
∂Σuv
(x|θ1,Σ)∂
[
T2(η
1,Λ)
]
uv
∂ηi
−
∑
1≤u,v≤d2
∂f
∂Σuv
(x|θ2,Σ)∂
[
T2(η
2,Λ)
]
uv
∂ηi
. ‖η1 − η2‖α.
Thus, for any 1 ≤ i ≤ d1,∣∣∣∣ ∂∂ηi (g(x|η1,Λ)− g(x|η2,Λ))
∣∣∣∣ . ‖η1 − η2‖α.
As a consequence, for any γ1 ∈ Rd1 ,∣∣∣∣γT1 (∂g∂η (x|η1,Σ)− ∂g∂η (x|η2,Σ)
)∣∣∣∣ . ‖∂g∂η (x|η1,Σ)− ∂g∂η (x|η2,Σ)‖‖γ1‖ . ‖η1 − η2‖α‖γ1‖,
which means that condition (4) is satisfied by g(x|η,Λ). Likewise, we also can demonstrate that con-
dition (5) is satisfied by g(x|θ,Λ). Therefore, the conclusion of our corollary is achieved.
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PROOF OF THEOREM 3.3 (a) Assume that we have αj , βj , γj ∈ R as 1 ≤ j ≤ k, k ≥ 1 such
that:
k∑
j=1
αjf(x|θj, σj) + βj ∂f
∂θ
(x|θj , σj) + γj ∂f
∂σ
(x|θj , σj) = 0.
Multiply both sides of the above equation with exp(itx) and take the integral in R, we obtain the
following result:
k∑
j=1
[
(α′j + β
′
j(it))φ(σjt) + γ
′
jψ(σjt)
]
exp(itθj) = 0, (55)
where α′j = αj−
γj
σj
, β′j = βj , γ
′
j = −
γj
σj
, φ(t) =
∫
R
exp(itx)f(x)dx, andψ(t) =
∫
R
exp(itx)xf ′(x)dx.
By direct calculation, we obtain φ(t) = Γ(p+ it)Γ(q − it)
Γ(p)Γ(q)
. Additionally, from the property of
Gamma function and Euler’s reflection formula, as p, q are two positive integers, we have
Γ(p+ it)Γ(q − it) =

p−1∏
j=1
(p− j + it)
q−1∏
j=1
(q − j − it) πt
sinh(πt)
, if p, q ≥ 2
p−1∏
j=1
(p− j + it) πt
sinh(πt)
, if p ≥ 2, q = 1
q−1∏
j=1
(q − j − it) πt
sinh(πt)
, if p = 1, q ≥ 2
πt
sinh(πt)
, if p = q = 1
. (56)
From now, we only consider the case p, q ≥ 2 as other cases can be argued in the same way.
Denote
p−1∏
j=1
(p− j + it)
q−1∏
j=1
(q − j − it) =
p+q−2∑
u=0
aut
u
. It is clear that a0 =
p−1∏
j=1
(p − j)
q−1∏
j=1
(q − j) and
ap+q−2 = (−1)q−1.ip+q−2 6= 0.
From (56), the characteristic function φ(t) can be rewritten as
φ(t) =
2π exp(πt)(
p+q−2∑
u=0
aut
u+1)
Γ(p)Γ(q)(exp(2πt) − 1) . (57)
Additionally, since xf ′(x) and f ′(x) are integrable functions,
ψ(t) =
∫
R
exp(itx)xf ′(x)dx = −i ∂
∂t
∫
R
exp(itx)f ′(x)dx
 = −i ∂
∂t
(itφ(t)) = φ(t) + tφ′(t).
By direct computation, we obtain
ψ(t) =
2π(
p+q−2∑
u=0
au(u+ 2)t
u+1) exp(πt)
Γ(p)Γ(q)(exp(2πt)− 1) −
2π2(
p+q−2∑
u=0
aut
u+2)(exp(2πt) + 1) exp(πt)
Γ(p)Γ(q)(exp(πt)− 1)2 . (58)
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Combining (57) and (58), we can rewrite (55) as
k∑
j=1
(α′j + β
′
j(it))
(
p+q−2∑
u=0
auσ
u+1
j t
u+1) exp((πσj + θj)t)
(exp(2πσjt)− 1) +
γ′j(
p+q−2∑
u=0
au(u+ 2)σ
u+1
j t
u+1) exp((πσj + iθj)t)
(exp(2πσjt)− 1) −
γ′jπ(
p+q−2∑
u=0
auσ
u+2
j t
u+2)(exp(2πσjt) + 1) exp((πσj + iθj)t)
Γ(p)Γ(q)(exp(πθjt)− 1)2 = 0.
Denote t′ = πt, θ′j =
θj
π
, β
′′
j =
β′j
π
, a
(j)
u =
auσ
u+1
j
πu+1
, b
(j)
u =
au(u+ 2)σ
u+1
j
πu+1
, and c(j)u =
auσ
u+2
j
πu+2
for all 1 ≤ j ≤ k, 0 ≤ u ≤ p + q − 2 and multiply both sides of the above equation with
k∏
j=1
(exp(2σjt)− 1)2, we can rewrite it as
k∑
j=1
((α′j + β
′′
j (it
′))(
p+q−2∑
u=0
a(j)u (t
′)u+1) +
γ′j(
p+q−2∑
u=0
b(j)u (t
′)u+1)) exp((σj + iθ
′
j)t
′)(exp(2σjt
′)− 1)
∏
l 6=j
(exp(2σlt
′)− 1)2 −
πγ′j(
p+q−2∑
u=0
c(j)u (t
′)u+2) exp((σj + iθ
′
j)t
′)(exp(2σjt
′) + 1)
∏
l 6=j
(exp(2σlt
′)− 1)2 = 0. (59)
Without loss of generality, we assume that σ1 ≤ σ2 ≤ ... ≤ σk. Note that, we can view
exp(t′σj)(exp(2σjt
′)− 1) ∏
l 6=j
(exp(2σlt
′)− 1)2 as
mj∑
u=1
d
(j)
u exp(t′e
(j)
u ) where e(j)1 < e
(j)
2 < ... < e
(j)
mj
are just the combinations of σ1, σ2, ..., σk and mj ≥ 1 for all 1 ≤ j ≤ k. Similarly, we can write
exp(t′σj)(exp(2σjt
′) + 1)
∏
l 6=j
(exp(2σlt
′)− 1)2 as
nj∑
u=1
k
(j)
u exp(t′h
(j)
u ), where h(j)1 < ... < h
(j)
nj and
nj ≥ 1 for all 1 ≤ j ≤ k.
Direct calculation yields e(j)mj = h
(j)
nj = 4
∑
l 6=j
σl + 3σj and e
(j)
mj = h
(j)
nj = 1 for all 1 ≤ j ≤ k.
From the assumption, it is straightforward that e(1)m1 ≥ e(2)m2 ≥ ... ≥ e(k)mk . Additionally, by denot-
ing (α′j + β
′′
j (it
′))(
p+q−2∑
u=0
a
(j)
u (t′)u+1) + γ′j(
p+q−2∑
u=0
b
(j)
u (t′)u+1) =
p+q−1∑
u=0
f
(j)
u (t′)u+1, we obtain f (j)0 =
α′ja
(j)
0 + γ
′
jb
(j)
0 and f
(j)
p+q−1 = iβ
′′
j a
(j)
p+q−2 for all 1 ≤ j ≤ k.
By applying the Laplace transformation in both sides of equation (59), we get:
k∑
j=1
p+q−1∑
u=0
f (j)u
mj∑
u1=1
d
(j)
u1 (u+ 1)!
(s− z(j)u1 )u+2
−
p+q−2∑
u=0
γ′jπc
(j)
u
nj∑
u1=1
k
(j)
u1 (u+ 2)!
(s− w(j)u1 )u+3
= 0 as Res(s) > e(1)m1 . (60)
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where z(j)u1 = iθ′j + e
(j)
u1 as 1 ≤ u1 ≤ mj and w(j)u1 = iθ′j + h(j)u1 as 1 ≤ u1 ≤ nj .
Multiplying both sides of equation (60) with (s − z(1)m1)p+q+1 and letting s → z(1)m1 , as e(j)u1 < e(1)m1
for all (u1, j) 6= (m1, 1) and h(j)u1 < h(1)n1 = e(1)m1 for all (u1, j) 6= (n1, 1), we obtain |f (1)p+q−1d(1)m1 −
γ′1πc
(1)
p+q−2k
(1)
n1 | = 0. Since d(1)m1 = k(1)n1 = 1, f (1)p+q−1 = iβ
′′
1 a
(1)
p+q−2, c
(1)
p+q−2 =
σ1
π
a
(1)
p+q−2, and
a
(1)
p+q−2 =
ap+q−2σ
p+q−1
1
πp+q−1
6= 0, it implies that |iβ′′1 − γ′1σ1| = 0 or equivalently β
′′
1 = γ
′
1 = 0.
Likewise, multiplying both sides of (60) with (s − z(1)m1)p+q and let s → z(1)m1 , as γ′1 = 0, we obtain
f
(1)
p+q−2 = 0. Continue this fashion until we multiply both sides of (60) with (s− z(1)m1) and let s→ z(1)m1
to get f (1)0 = 0 or equivalently α′1a
(1)
0 = 0. As a
(1)
0 = σ1
p−1∏
j=1
(p − j)
q−1∏
j=1
(q − j)/π 6= 0, it implies
that α′1 = 0. Overall, we achieve α′1 = β
′′
1 = γ
′
1 = 0. Repeat the same argument until we achieve
α′j = β
′′
j = γ
′
j = 0 for all 1 ≤ j ≤ k or equivalently αj = βj = γj = 0.
(b) Assume that we can find αj , βj , γj .ηj ∈ R such that
k∑
j=1
αjf(x|θj, σj , λj) + βj ∂f
∂θ
(x|θj , σj , λj) + γj ∂f
∂σ
(x|θj , σj , λj) + ηj ∂f
∂λ
(x|θj , σj , λj) = 0. (61)
Applying the moment generating function to both sides of equation (61), we obtain
k∑
j=1
(α′j + β
′
jt+ γ
′
jtψ(λj − σjt) + η′jψ(λj − σjt)) exp(θ′jt)Γ(λj − σjt) = 0 as t < min
1≤j≤k
{
λj
σj
}
, (62)
where α′j =
αj − ηjψ(λj)
Γ(λj)
, β′j =
βj + γj log(λj) + ηjσjλ
−1
j
Γ(λj)
, γ′j = −
γj
Γ(λj)
, η′j =
ηj
Γ(λj)
, and
θ′j = θj + log(λj)σj as ψ is di-gamma function.
Without loss of generality, we assume that σ1 ≤ σ2 ≤ . . . ≤ σk. We choose i to be minimum
index such that σi = σk. Denote i1 ∈ [i, k] as the index such that θ′i1 = min
i≤i≤k
{θ′i}. Denote I ={
i ∈ [i, k] : θ′i = θ′i1
}
. From the formation of θ′j , it implies that λi are pairwise different as i ∈ I .
Choose i2 ∈ I such that λi2 = max
i∈I
λi, i.e λi2 > λi for all i ∈ I . Divide both sides of equation (62) by
tΓ(1− σi2t)ψ(1 − σi2t) exp(θ′i2t), we get that as t <
1
σk
α′i2
tψ(λi2 − σi2t)
+
β′i2
ψ(λi2 − σi2t)
+ γ′i2 +
η′i2
t
+
∑
j 6=i2
α′jΓ(λj − σjt) exp(θ′jt)
tΓ(λi2 − σi2t)ψ(λi2 − σi2t) exp(θ′i2t)
+
βjΓ(λj − σjt) exp(θ′jt)
Γ(λi2 − σi2t)ψ(λi2 − σi2t) exp(θ′i2t)
+
γ′j exp(θ
′
jt)Γ(λj − σjt)ψ(λj − σjt)
exp(θ′i2t)Γ(λi2 − σi2t)ψ(λi2 − σi2t)
+
η′j exp(θ
′
jt)Γ(λj − σjt)ψ(λj − σjt)
t exp(θ′i2t)Γ(λi2 − σi2t)ψ(λi2 − σi2t)
= 0. (63)
Note that lim
t→−∞
ψ(λj − σjt)/ψ(λi2 − σi2t) = 1 for all 1 ≤ j ≤ k. Additionally, when j ∈ I and j 6=
i2, as λj < λi2 , we see that Γ(λj −σjt)/Γ(λi2 −σi2t)→ 0 as t→ −∞ and exp((θ′j − θ′i2)(t)) = 1. It
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implies that exp(θ′jt)Γ(λj−σjt)/ exp(θ′i2t)Γ(λi2−σi2t)→ 0 as t→ −∞. Sinceψ(λi2−σi2t)→ +∞
as t→ −∞, if we let t→ −∞, we obtain
∑
j∈I\i2
α′jΓ(λj − σjt) exp(θ′jt)
tΓ(λi2 − σi2t)ψ(λi2 − σi2t) exp(θ′i2t)
+
βjΓ(λj − σjt) exp(θ′jt)
Γ(λi2 − σi2t)ψ(λi2 − σi2t) exp(θ′i2t)
+
γ′j exp(θ
′
jt)Γ(λj − σjt)ψ(λj − σjt)
exp(θ′i2t)Γ(λi2 − σi2t)ψ(λi2 − σi2t)
+
η′j exp(θ
′
jt)Γ(λj − σjt)ψ(λj − σjt)
t exp(θ′i2t)Γ(λi2 − σi2t)ψ(λi2 − σi2t)
→ 0. (64)
Additionally, as j ≥ i and j /∈ I , we have σj = σi2 and θ′j > θ′i2 . Therefore, we obtain exp((θ′j −
θ′i2)t)Γ(λj − σjt)/Γ(λi2 − σi2t)→ 0 as t→ −∞. As a consequence, if we let t→ −∞, then∑
j /∈I,j≥i
α′jΓ(λj − σjt) exp(θ′jt)
tΓ(λi2 − σi2t)ψ(λi2 − σi2t) exp(θ′i2t)
+
βjΓ(λj − σjt) exp(θ′jt)
Γ(λi2 − σi2t)ψ(λi2 − σi2t) exp(θ′i2t)
+
γ′j exp(θ
′
jt)Γ(λj − σjt)ψ(λj − σjt)
exp(θ′i2t)Γ(λi2 − σi2t)ψ(λi2 − σi2t)
+
η′j exp(θ
′
jt)Γ(λj − σjt)ψ(λj − σjt)
t exp(θ′i2t)Γ(λi2 − σi2t)ψ(λi2 − σi2t)
→ 0. (65)
Now, as j < i, we have σj < σi2 . Therefore, as Γ(λj − σjt)/Γ(λi2 − σi2t) ∼ (−t)(σi2−σj)t when
t < 0, we get exp((θ′j − θ′i2)t)Γ(λj − σjt)/Γ(λi2 − σi2t)→ 0 as t→ −∞. As a consequence, if we
let t→ −∞, then
∑
j<i
α′jΓ(λj − σjt) exp(θ′jt)
tΓ(λi2 − σi2t)ψ(λi2 − σi2t) exp(θ′i2t)
+
βjΓ(λj − σjt) exp(θ′jt)
Γ(λi2 − σi2t)ψ(λi2 − σi2t) exp(θ′i2t)
+
γ′j exp(θ
′
jt)Γ(λj − σjt)ψ(λj − σjt)
exp(θ′i2t)Γ(λi2 − σi2t)ψ(λi2 − σi2t)
+
η′j exp(θ
′
jt)Γ(λj − σjt)ψ(λj − σjt)
t exp(θ′i2t)Γ(λi2 − σi2t)ψ(λi2 − σi2t)
→ 0. (66)
Combining (64), (65), and (66), by letting t→ −∞ in (63), we get γ′i2 = 0. With this result, we divide
both sides of (63) by t exp(θ′i2t)Γ(λi2 − σi2t), we obtain that as t→ −∞
α′i2
t
+ β′i2 +
η′i2ψ(λi2 − σi2t)
t
+
∑
j 6=i2
α′jΓ(λj − σjt) exp(θ′jt)
tΓ(λi2 − σi2t) exp(θ′i2t)
+
βjΓ(λj − σjt) exp(θ′jt)
Γ(λi2 − σi2t) exp(θ′i2t)
+
γ′j exp(θ
′
jt)Γ(λj − σjt)ψ(λj − σjt)
exp(θ′i2t)Γ(λi2 − σi2t)
+
η′j exp(θ
′
jt)Γ(λj − σjt)ψ(λj − σjt)
t exp(θ′i2t)Γ(λi2 − σi2t)
= 0.
Using the same argument with the notice that exp((θ′j−θ′i1)t)ψ(λj−σjt)Γ(λj−σjt)/Γ(λi2−σi2t)→ 0
as t→ −∞ for all j 6= i1 and ψ(λi2 − σi2t)/t → 0 as t→ −∞, we obtain β′i2 = 0. Continue in this
fashion, we divide both sides of (63) by ψ(λi2−σi2t) exp(θ′i2t)Γ(λi2−σi2t) and exp(θ′i2t)Γ(λi2−σi2t)
respectively and by letting t → −∞, we get α′i2 = η′i2 = 0. Applying this argument to the remained
indices i, we achieve α′j = β′j = γ′j = η′j = 0 for 1 ≤ j ≤ k or equivalently αj = βj = γj = ηj = 0
for 1 ≤ j ≤ k.
(c) Assume that we can find αj , βj , γj ∈ R such that
k∑
j=1
αjfX(x|νj , λj) + βj ∂fX
∂ν
(x|νj , λj) + γj ∂fX
∂λ
(x|νj , λj) = 0.
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It implies that by the transformation Y = log(X), we still have:
k∑
j=1
αjfY (y|νj , λj) + βj ∂fY
∂ν
(y|νj , λj) + γj ∂fY
∂λ
(y|νj , λj) = 0. (67)
where fY (y) is the density function of Y .
Applying the moment generating function to both sides of (67), we obtain
k∑
j=1
αjλ
t
jΓ(
t
νj
+ 1)− βjtλ
t
j
ν2j
Γ(
t
νj
+ 1)ψ(
t
νj
+ 1) + γjtλ
t−1
j Γ(
t
νj
+ 1) = 0 as t > − min
1≤i≤k
{νi}. (68)
Without loss of generality, assume that ν1 ≤ ν2 ≤ . . . ≤ νk. Denote i as the minimum index such that
νi = ν1 and i1 is index such that λi1 = min1≤i≤i1
{λi}, which implies that λi1 < λi for all 1 ≤ i ≤ i.
Using the same argument as that of generalized gumbel density function case, we firstly divide both
sides of (68) by tΓ(t/νi1 + 1)ψ(t/νj + 1) and let t→ +∞, we obtain βi1 = 0. Then, with this result,
we divide both sides of (68) by tΓ(t/νj + 1) and let t → +∞, we get γi1 = 0. Finally, divide both
sides of (68) by Γ(t/νj +1) and let t→ +∞, we achieve αi1 = 0. Repeat the same argument until we
obtain αi = βi = γi = 0 for all 1 ≤ i ≤ k.
(d) The idea of this proof is based on main theorem of Kent [1983]. Assume that we can find αj, βj , γj ∈
R such that
k∑
j=1
αjf(x|µj, κj) + βj ∂f
∂µ
(x|µj , κj) + γj ∂f
∂κ
(x|µj , κj) = 0.
We can rewrite the above equation as
k∑
j=1
[
α′j + β
′
j sin(x− µj) + γ′j cos(x− µj)
]
exp(κj cos(x− µj)) = 0 for all x ∈ [0, 2π). (69)
where C(κ) = 1
2πI0(k)
, α′j = C(κj)αj + C
′(κj)γj , β
′
j = −C(κj)βj , and γ′j = C(κj)γj for all
1 ≤ j ≤ k.
Since the functions exp(κj(x−µj)), cos(x−µj) exp(κj(x−µj)), and sin(x−µj) exp(κj(x−µj))
are analytic functions of x, we can extend equation(69) to the whole range x ∈ C. Denote x = y + iz,
where y, z ∈ R. Direct calculation yields cos(x− µj) = cos(y − µj) cosh(z)− i sin(y − µj) sinh(z),
sin(x− µj) = sin(y − µj) cosh(z) + i cos(y − µj) sinh(z), and
exp(κj cos(x− µj)) = exp(κj [cos(y − µj) cosh(z)− i sin(y − µj) sinh(z)]).
Therefore, we can rewrite equation (69) as for all y, z ∈ R
k∑
j=1
{
α′j +
[
β′j cos(y − µj) + γ′j sin(y − µj)
]
cosh(z)− i [β′j sin(y − µj)− γ′j cos(y − µj)] sinh(z)}
exp (κj [cos(y − µj) cosh(z)− i sin(y − µj) sinh(z)]) = 0. (70)
As (µj, κj) are pairwise different as 1 ≤ j ≤ k, we can choose at least one y∗ ∈ [0, 2π) such that
mj = κj cos(y
∗ − µj) are pairwise different as 1 ≤ j ≤ k and cos(y∗ − µj), sin(y∗ − µj) are all
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different from 0 for all 1 ≤ j ≤ k. Without loss of generality, we assume that m1 < m2 < . . . < mk.
Multiply both sides of (70) with exp(−mk + iκk sin(y∗ − µk) sinh(z)), we obtain
α′k +
[
β′k cos(y
∗ − µk) + γ′k sin(y∗ − µk)
]
cosh(z)− i(β′k sin(y∗ − µk) − γ′k cos(y∗ − µk)) sinh(z)|
=
k−1∑
j=1
|α′j +
[
β′j cos(y
∗ − µj) + γ′j sin(y∗ − µj)
]
cosh(z) −
i
[
β′j sin(y
∗ − µj)− γ′j cos(y∗ − µj)
]
sinh(z)| × exp((mj −mk) cosh(z)).
Noted that as mj < mk for all 1 ≤ j ≤ k − 1,
lim
z→∞
cosh(z) exp((mj −mk) cosh(z)) = lim
z→∞
sinh(z) exp((mj −mk) cosh(z)) = 0.
Therefore, by letting z →∞ in both sides of the above equation, we obtain
|α′k +
[
β′k cos(y
∗ − µk) + γ′k sin(y∗ − µk)
]
cosh(z)− i(β′k sin(y∗ − µk)−
γ′k cos(y
∗ − µk)) sinh(z)| → 0.
It implies that α′k = 0, β′k cos(y∗−µk)+γ′k sin(y∗−µk) = 0, and β′k sin(y∗−µk)−γ′k cos(y∗−µk) = 0.
These equations imply α′k = β′k = γ′k = 0. Repeat the same argument for the remained α′j , β′j , γ′j as
1 ≤ j ≤ k − 1, we eventually achieve α′j = γ′j = γ′j = 0 for all 1 ≤ j ≤ k or equivalently
αj = βj = γj = 0 for all 1 ≤ j ≤ k.
PROOF OF THEOREM 3.4 (Continue) Part (a) was proved in Appendix I. The following is the
proof for the remaining parts.
(b) Consider that for given k ≥ 1 and k different pairs (θ1,Σ1), ..., (θk,Σk), where θj ∈ Rd, Σj ∈ S++d
for all 1 ≤ j ≤ k, we can find αj ∈ R, βj ∈ Rd, and symmetric matrices γj ∈ Rd×d such that:
k∑
j=1
αjf(x|θj,Σj) + βTj
∂f
∂θ
(x|θj ,Σj) + tr( ∂f
∂Σ
(x|θj ,Σj)Tγj) = 0. (71)
Multiply both sides with exp(itTx) and take the integral in Rd, we get:
k∑
j=1
∫
Rd
exp(itTx)
[
αjf(x|θj,Σj) + βTj
∂f
∂θ
(x|θj,Σj) + tr( ∂f
∂Σ
(x|θj,Σj)Tγj)
]
dx = 0. (72)
Notice that∫
Rd
exp(itTx)f(x|θj,Σj)dx = exp(itT θj)
∫
Rd
exp(i(Σ
1/2
j t)
Tx)
1
(ν + ‖x‖2)(ν+d)/2 dx.
∫
Rd
exp(itTx)βTj
∂f
∂θ
(x|θj ,Σj)dx = C(ν + d)
2
∫
Rd
exp(i(Σ
1/2
j t)
Tx)βTj Σ
−1/2
j x
(ν + ‖x‖2)(ν+d+2)/2 dx.
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and ∫
Rd
exp(itTx) tr(
∂f
∂Σ
(x|θj,Σj)Tγj)dx = −C
2
tr(Σ−1j γj) exp(it
T θj)×
×
∫
Rd
exp(itT θj)
exp(i(Σ
1/2
j t)
Tx)
(ν + ‖x‖2)(ν+d)/2 dx+
C(ν + d)
2
exp(itT θj)
∫
Rd
exp(i(Σ
1/2
j t)
Tx) tr(Σ
−1/2
j xx
TΣ
−1/2
j γj)
(ν + ‖x‖2)(ν+d+2)/2 dx.
From the property of trace of matrix, tr(Σ−1/2j xxTΣ
−1/2
j )γj) = x
TΣ
−1/2
j γjΣ
−1/2
j x. Equation (72)
can be rewritten as
k∑
j=1
∫
Rd
(
α′j exp(i(Σ
1/2
j t)
Tx)
(ν + ‖x‖2)(ν+d)/2 +
exp(i(Σ
1/2
j t)
Tx)(β′j)
Tx
(ν + ‖x‖2)(ν+d+2)/2 +
exp(i(Σ
1/2
j t)
Tx)xTMjx
(ν + ‖x‖2)(ν+d+2)/2
)
dx
×
× exp(itT θj) = 0, (73)
where α′j = αj −
tr(Σ−1j γj)
2
, β′j =
(ν + d)
2
Σ−1/2βj , and Mj =
ν + d
2
Σ
−1/2
j γjΣ
−1/2
j .
To simplify the left hand side of equation (73), it is sufficient to calculate the following quantities
A =
∫
Rd
exp(itTx)
(ν + ‖x‖2)(ν+d)/2 dx,B =
∫
Rd
exp(itTx)(β′)Tx
(ν + ‖x‖2)(ν+d+2)/2 dx, and C =
∫
Rd
exp(itTx)xTMx
(ν + ‖x‖2)(ν+d+2)/2 dx,
where β′ ∈ Rd and M = (Mij) ∈ Rd×d.
In fact, using orthogonal transformation x = O.z, where O ∈ Rd×d and its first column to be
(
t1
‖t‖ , ...,
td
‖t‖)
T
, then it is not hard to verify that exp(itTx) = exp(i‖t‖z1), ‖x‖2 = ‖z‖2, and
dx = |det(O)|dz = dz, then we obtain the following results:
A =
∫
Rd
exp(i‖t‖z1)
(ν + ‖z‖2)(ν+d)/2 dz
=
∫
R
exp(i‖t‖z1)
∫
R
...
∫
R
1
(ν + ‖z‖2)(ν+d)/2 dzddzd−1...dz1
= C1A1(‖t‖),
where C1 =
d∏
j=2
∫
R
1
(1 + z2)(ν+j)/2
dz and A1(t′) =
∫
R
exp(i|t′|z)
(v + z2)(ν+1)/2
dz for any t′ ∈ R.
Hence, for all 1 ≤ j ≤ k ∫
Rd
exp(i(Σ
1/2
j t)
Tx)
(ν + ‖x‖2)(ν+d)/2 dx = C1A1(‖Σ
1/2
j t‖). (74)
Turning to B:
B =
d∑
j=1
β′j
∫
Rd
exp(itTx)xj
(ν + ‖x‖2)(ν+d+2)/2 dx =
d∑
j=1
β′j
∫
Rd
exp(i‖t‖z1)(
d∑
l=1
Ojlzl)
(ν + ‖z‖2)(ν+d+2)/2 dz. (75)
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When j 6= 1, since zj
(ν + ‖z‖2)(ν+d+2)/2 is an integrable odd function,
∫
Rd
exp(i‖t‖z1)zj
(ν + ‖z‖2)(ν+d+2)/2 dz = 0.
Simultaneously, using the same argument as (74), we get∫
Rd
exp(i‖t‖z1)z1
(ν + ‖z‖2)(ν+d+2)/2 dz = C2A2(‖t‖),
where C2 =
d∏
j=2
∫
R
1
(1 + z2)(ν+2+j)/2
dz and A2(t′) =
∫
R
exp(i|t′|z)z
(ν + z2)(ν+3)/2
dz for any t′ ∈ R.
Therefore, we can rewrite (75) as
B =
 d∑
j=1
Oj1β
′
j
∫
Rd
exp(ittz1)z1
(ν + ‖z‖2)(ν+d+2)/2 dz =
 d∑
j=1
Oj1β
′
j
C2A2(‖t‖)
=
C2(β
′)T tA2(‖t‖)
‖t‖ .
It demonstrates that for all 1 ≤ j ≤ k∫
Rd
exp(i(Σ
1/2
j t)
Tx)(β′j)
Tx
(ν + ‖x‖2)(ν+d+2)/2 dx =
C2(β
′
j)
TΣ
1/2
j tA2(‖Σ1/2j t‖)
‖t‖ . (76)
Turning to C:
C =
d∑
j=1
Mjj
∫
Rd
exp(itTx)x2j
(ν + ‖x‖2)(ν+d+2)/2 dx+ 2
∑
j<l
Mjl
∫
Rd
exp(itTx)xjxl
(ν + ‖x‖2)(ν+d+2)/2 dx. (77)
Notice that, for each 1 ≤ j ≤ d:
∫
Rd
exp(itTx)x2j
(ν + ‖x‖2)(ν+d+2)/2 dx =
∫
Rd
exp(i‖t‖z1)(
d∑
l=1
Ojlzl)
2)2
(ν + ‖z‖2)(ν+d+2)/2 dz
=
d∑
l=1
O2jl
∫
Rd
exp(i‖t‖z1)z2l
(ν + ‖z‖2)(ν+d+2)/2 dz +
2
∑
u<v
OjuOjv
∫
Rd
exp(i‖t‖z1)zuzv
(ν + ‖z‖2)(ν+d+2)/2 dz.
As u < v, then one of u,v will differ from 1. It follows that
∫
Rd
exp(i‖t‖z1)zuzv
(ν + ‖z‖2)(ν+d+2)/2 dz = 0. Addition-
ally, as l 6= 1, we see that∫
Rd
exp(i‖t‖z1)z2l
(ν + ‖z‖2)(ν+d+2)/2 dz =
∫
Rd
exp(i‖t‖z1)z22
(ν + ‖z‖2)(ν+d+2)/2 dz = C3A1(‖t‖).
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where C3 =
∫
R
z2
(1 + z2)(ν+4)/2
dz
k∏
j=3
∫
R
1
(1 + z2)(ν+2+j)/2
dz.
Similarly,
∫
Rd
exp(i‖t‖z1)z21
(ν + ‖z‖2)(ν+d+2)/2 dz = C2A3(‖t‖), whereA3(t
′) =
∫
R
exp(i|t′|z)z2
(ν + z2)(ν+3)/2
dz for any t′ ∈
R.
Therefore, ∫
R
exp(itTx)x2j
(ν + ‖x‖2)(ν+d+2)/2 dx = C2O
2
j1A3(‖t‖) +C3(1−O2j1)A1(‖t‖).
As a consequence,
d∑
j=1
Mjj
∫
Rd
exp(itT y)x2j
(ν + ‖x‖2)(ν+d+2)/2 dx = C2(
d∑
j=1
MjjO
2
j1)A3(‖t‖) +
C3(
d∑
j=1
Mjj(1−O2j1))A1(‖t‖) . (78)
Simultaneously, as j 6= l∫
Rd
exp(itTx)xjxl
(ν + ‖x‖2)(ν+d+2)/2 dx =
d∑
u=1
OjuOlu
∫
Rd
exp(i|t‖z1)z2u
(ν + ‖z‖2)(ν+d+2)/2 dz =
C2Oj1Ol1A3(‖t‖) + C3(
d∑
u=2
OjuOlu)A1(‖t‖) = Oj1Ol1(C2A3(‖t‖)− C3A1(‖t‖)). (79)
Combining (78) and (79), we can rewrite (77) as:
C = C3(
d∑
j=1
Mjj)A1(‖t‖) + (
∑
jl
MjlOj1Ol1)(C2A3(‖t‖) − C3A1(‖t‖))
= C3(
d∑
j=1
Mjj)A1(‖t‖) + 1‖t‖2 (
∑
j,l
Mjltjtl)(C2A3(‖t‖) −C3A1(‖t‖)).
Thus, for all 1 ≤ j ≤ d∫
Rd
exp(i(Σ
1/2
j t)
Tx)xTMjx
(ν + ‖x‖2)(ν+d+2)/2 dx =
1
‖Σ1/2j t‖2
(
∑
u,v
M juv[Σ
1/2
j t]u[Σ
1/2
j t]v)×
×(C2A3(‖Σ1/2j t‖)−C3A1(‖Σ1/2j t‖)) + C3(
d∑
l=1
M jll)A1(‖Σ1/2j t‖), (80)
where M juv indicates the element at u-th row and v-th column of Mj and [Σ1/2j t]u simply means the
u-th component of Σ1/2j t.
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As a consequence, by combining (74),(76), and (80), we can rewrite (73) as:
k∑
j=1
[α′jA1(‖Σ1/2j t‖) + C2
(Σ
1/2
j t)
Tβ′j
‖Σ1/2j t‖
A2(‖Σ1/2j t‖) +C3(
d∑
l=1
M jll)A1(‖Σ1/2j t‖) +(∑
u,v
M juv
[Σ
1/2
j t]u[Σ
1/2
j t]v
‖Σ1/2j t‖2
)
(C2A3(‖Σ1/2j t‖)− C3A1(‖Σ1/2j t‖))] exp(itT θj) = 0. (81)
Define t = t1t′, where t1 ∈ R and t′ ∈ Rd. By using the same argument as that of multivariate
generalized Gaussian distribution, we can find D to be the finite union of conics and hyperplanes
such that as t′ /∈ D, ((t′)T θ1, (t′)TΣ1t′), ...((t′)T θk, (t′)TΣkt′) are pairwise distinct. By denoting
θ′j = (t
′)T θj , σj = (t
′)TΣjt
′
, we can rewrite (81) as:
k∑
j=1
[α′jA1(σj |t1|) +C2
t1(Σ
1/2
j t
′)Tβ′j
|t1|σj A2(σj |t1|) + C3(
d∑
l=1
M jll)A1(σj |t1|) +
(
∑
u,v
M juv
[Σ
1/2
j t
′]u[Σ
1/2
j t
′]v
σ2j
)(C2A3(σj|t1|)− C3A1(σj|t1|)] exp(iθ′jt1) = 0.
Since A2(σj |t1|) = (i|t1|)A1(σj |t1|), the above equation can be rewritten as:
k∑
j=1
[(α′j + C3(
d∑
l=1
M jll)− C3(
∑
u,v
M juv
[Σ
1/2
j t
′]u[Σ
1/2
j t
′]v
σ2j
))A1(σj |t1|) +
C2(it1)
(Σ
1/2
j t
′)Tβ′j
σj
A1(σj|t1|) + C2(
∑
u,v
M juv
[Σ
1/2
j t
′]u[Σ
1/2
j t
′]v
σ2j
)A3(σj |t1|)] exp(iθ′jt1) = 0. (82)
As ν is odd number, we assume ν = 2l− 1. By applying Lemma 7.3 (stated and proved in the sequel),
we obtain for any m ∈ N that
+∞∫
−∞
exp(i|t1|z)
(z2 + ν)m
dz =
2π exp(−|t1|
√
2l − 1)
(2
√
2l − 1)2m−1
 m∑
j=1
(
2m− 1− j
m− j
)
(2|t1|
√
2l − 1)j−1
(j − 1)!
 .
It means that we can write
A1(t1) = C4 exp(−|t1|
√
2l − 1)
l−1∑
u=0
au|t1|u,
where C4 =
2π
(2
√
2l − 1)2m−1 , au =
(
2l − u− 2
l − u− 1
)
(2
√
2l − 1)u
u!
.
Simultaneously, as A3(t1) = A1(t1)− ν
∫
R
exp(i|t1|z)
(ν + z2)(ν+3)/2
dz, we can write
A3(t1) = C4 exp(−|t1|
√
2l − 1)
l∑
u=0
bu|t1|u,
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where bu =
[(
2l − u− 2
l − u− 1
)
− 1
4
(
2l − u
l − u
)]
(2
√
2l − 1)u
u!
as 0 ≤ u ≤ l−1, and bl = −1
4
(2
√
2l − 1)l
l!
.
It is not hard to notice that a0, al−1, bl 6= 0.
Now, for all t1 ∈ R, equation (82) can be rewritten as:
k∑
j=1
[(
α
′′
j + β
′′
j (it1)
) l−1∑
u=0
auσ
u
j |t1|u + γ
′′
j
l∑
u=0
buσ
u
j |t1|u
]
exp(itθ′j − σj
√
2l − 1|t1|) = 0,
where α′′j = α′j + C3(
d∑
l=1
M jll) − C3(
∑
u,v
M juv
[Σ
1/2
j t
′]u[Σ
1/2
j t
′]v
σ2j
), β
′′
j = C2
(Σ
1/2
j t
′)Tβ′j
σj
, and γ′′j =
C2(
∑
u,v
M juv
[Σ
1/2
j t
′]u[Σ
1/2
j t
′]v
σ2j
).
The above equation yields that for all t1 ≥ 0
k∑
j=1
[(
α
′′
j + β
′′
j (it1)
) l−1∑
u=0
auσ
u
j t
u
1 + γ
′′
j
l∑
u=0
buσ
u
j t
u
1
]
exp(it1θ
′
j − σj
√
2l − 1t1) = 0. (83)
Using the Laplace transformation on both sides of (83) and denoting cj = σj
√
2l − 1− iθ′j as 1 ≤ j ≤
k, we obtain that as Re(s) > max
1≤j≤k
{−σj√2l − 1}
k∑
j=1
α
′′
j
l−1∑
u=0
u!auσ
u
j
(s+ cj)u+1
+ iβ
′′
j
l∑
u=1
u!au−1σ
u−1
j
(s+ cj)u+1
+ γ
′′
j
l∑
u=0
u!buσ
u
j
(s+ cj)u+1
= 0. (84)
Without loss of generality, we assume that σ1 ≤ σ2 ≤ ... ≤ σk. It demonstrates that−σ1
√
2l − 1 =
max
1≤j≤k
{−σj√2l − 1}. Denote a(j)u = auσuj and b(j)u = buσuj for all u. By multiplying both sides of
(84) with (s + c1)l+1, as Re(s) > −σ1
√
2l − 1 and s → −c1, we obtain |iβ′′1 l!a(1)l−1 + γ
′′
1 bll!b
(1)
l | = 0
or equivalently β′′1 = γ
′′
1 = 0 since a
(1)
l−1, b
(1)
l 6= 0. Likewise, multiply both sides of (84) with (s+ c1)l
and using the same argument, as s→ −c1, we obtain α′′1 = 0. Overall, we obtain α
′′
1 = β
′′
1 = γ
′′
1 = 0.
Continue this fashion until we get α′′j = β
′′
j = γ
′′
j = 0 for all 1 ≤ j ≤ k or equivalently αj = βj =
γj = 0 for all 1 ≤ j ≤ k.
As a consequence, for all 1 ≤ j ≤ k, we have
α′j + C3(
d∑
l=1
M jll)− C3(
∑
u,v
M juv
[Σ
1/2
j t
′]u[Σ
1/2
j t
′]v
σ2j
) = 0,
(Σ
1/2
j t
′)Tβ′j
σj
= 0,
and
∑
u,v
M juv
[Σ
1/2
j t
′]u[Σ
1/2
j t
′]v
σ2j
= 0.
Since
∑
u,v
M juv[Σ
1/2
j t
′]u[Σ
1/2
j t
′]v = (t
′)TΣ
1/2
j MjΣ
1/2
j t
′ = (t′)T γjt
′
, it is equivalent that
α′j + C3(
d∑
l=1
M jll) = 0, (t
′)TΣ
1/2
j β
′
j = 0, and (t′)Tγjt′ = 0.
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With the same argument as the last paragraph of part (a) of Theorem 3.4, we readily obtain that
α′j = 0, β
′
j = 0 ∈ Rd, and γj = 0 ∈ Rd×d. From the formation of α′j , β′j , it follows that αj = 0,
βj = 0 ∈ Rd, and γj = 0 ∈ Rd×d for all 1 ≤ j ≤ k.
(c) Assume that we can find αi ∈ R, βi ∈ Rd, ηi ∈ Rd, and γi ∈ Rd×d symmetric matrices such that:
k∑
i=1
αif(x|θi,Σi, λi) + βTi
∂f
∂θ
(x|θi,Σi, λi) + tr(( ∂f
∂Σ
(x|θi,Σi, λi))T γi) + ηTi
∂f
∂λ
(x|θi,Σi, λi) = 0. (85)
where θi ∈ Rd, Σi ∈ S++d , and λi ∈ Rd,+.
From the formation of f , we have f = fY ∗fZ , where fY (x|θ,Σ) = 1|Σ|1/2 g((x−θ)
TΣ−1(x−θ)),
g(x) = Cν/(ν+x)
(ν+d)/2
,Cν = Γ(
ν + d
2
)νν/2/Γ(
ν
2
)πd/2, fZ(x|λ′) =
d∏
i=1
(λ′i)
bi
Γ(bi)
xbi−1i exp(−λ′ixi).1{xi>0}
where b1, . . . , bk ∈ N are fixed number and λ′ ∈ Rd,+.
Denote φZ(t|λ) =
∫
Rd
exp(itTx)fZ(x|λ)dx. Multiplying both sides of (85) with exp(itTx) and take
the integral in Rd , we have following results:
k∑
j=1
αj
∫
Rd
exp(itTx)f(x|θj,Σj , λj) =
k∑
j=1
αjσZ(t|λj)
∫
Rd
exp(itTx)fY (x|θj ,Σj)dx.
k∑
j=1
∫
Rd
exp(itTx)βT
∂f
∂θ
(x|θj ,Σj, λj)dx =
k∑
j=1
σZ(t|λj)
∫
Rd
exp(itTx)βTj
∂fY
∂θ
(x|θj,Σj)dx.
d∑
j=1
∫
Rd
exp(itTx) tr((
∂f
∂Σ
(x|θj ,Σj, λj)T γj)dx =
d∑
j=1
σZ(t|λj)
∫
Rd
exp(itTx) tr((
∂fY
∂Σ
(x|θj ,Σj))Tγj)dx.
d∑
j=1
∫
Rd
exp(itTx)ηTj
∂f
∂λ
(x|θj ,Σj, λj)dx =
d∑
j=1
∫
Rd
exp(itTx)fY (x|θj ,Σj)dx×
×
∫
Rd
exp(itTx)ηTj
∂fZ
∂λ
(x|λj)dx.
Therefore, under this transformation, equation (85) can be rewritten as
k∑
j=1
σZ(t|λj)(αj
∫
Rd
exp(itTx)fY (x|θj,Σj)dx +
∫
Rd
exp(itTx)βTj
∂fY
∂θ
(x|θj,Σj)dx+
∫
Rd
exp(itTx) tr((
∂fY
∂Σ
(x|θj ,Σj))T γj)dx) +
∫
Rd
exp(itTx)fY (x|θj ,Σj)dx
∫
Rd
exp(itTx)ηTj
∂fZ
∂λ
(x|λj)dx = 0. (86)
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Using (81), we have∫
Rd
exp(itTx)fY (x|θj ,Σj)dx = CνC1 exp(itT θjA1(||Σ1/2j t||))
and
k∑
j=1
∫
Rd
(
αjfY (x|θj,Σj) + βTj
∂fY
∂θ
(x|θj ,Σj) + exp(itTx) tr((∂fY
∂Σ
(x|θj ,Σj))T γj)
)
exp(itTx)dx =
k∑
j=1
Cν
[(
α′j +C3 tr(Mj)−
C3t
T tTγjt
tTΣjt
+
iC2(Σ
1/2
j t)
Tβ′j
ν + 1
)
A1(||Σ1/2t||)
]
exp(itT θj) +[
C2t
Tγjt
tTΣjt
A3(||Σ1/2j t||)
]
exp(itT θj).
where A1(t′) =
∫
R
exp(i|t′|z)
(v + z2)(ν+1)/2
dz, A3(t
′) =
∫
R
exp(i|t′|z)z2
(ν + z2)(ν+3)/2
dz for any t′ ∈ R, and α′j = αj −
tr(Σ−1j γj)
2
, β′j =
ν + d
2
Σ−1/2βj , and Mj =
ν + d
2
Σ
−1/2
j γjΣ
−1/2
j .
Denote fZl(xl|λ′l) =
(λ′l)
bl
Γ(bl)
xbl−1l exp(−λ′lxl).1{xl>0} and φZl(t|λ′l) =
∫
R
exp(itxl)fZl(xl|λ′l)dxl as
λ′l ∈ R, we obtain
φZ(t|λj) =
d∏
l=1
φZl(xl|λlj) =
d∏
l=1
(λlj)
bl
(λlj − it)bl
,
where λj = (λ1j , . . . , λdj ).
Additionally, by denoting ηj = (η1j , . . . , ηdj )∫
Rd
exp(itTx)ηTj
∂fZ
∂λ
(x|λj)dx =
d∑
l=1
ηlj
∏
u 6=l
φZu(tu|λuj )
∫
R
exp(itlxl)
∂fZl
∂λ′l
(x|λlj)dxl
=
d∑
l=1
ηlj
∏
u 6=l
φZu(tu|λuj )
∂φZl
∂λl
(tl|λlj)
= −i
d∑
l=1
ηlj
βl(λ
l
j)
bl−1tl
blj − itl)bl+1
∏
u 6=l
(λuj )
bu
(λuj − itu)bu
.
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Multiplying both sides of equation (86) with
k∏
j=1
d∏
u=1
(λuj − itu)bu+1, we obtain:
k∑
j=1
[(
ν ′j −
C3t
T tTγjt
tTΣjt
+
iC2(Σ
1/2
j t)
Tβ′j
ν + 1
)
A1(||Σ1/2t||) + C2t
Tγjt
tTΣjt
A3(||Σ1/2j t||)
]
×
exp(itT θj)
d∏
u=1
(λuj )
bu(λuj − itu)
∏
l 6=j
d∏
u=1
(λul − itu)bu+1 − iC1 exp(itT θj)A1(||Σ1/2j t||) × d∑
l=1
ηljbl(λ
l
j)
bl−1
∏
u 6=l
(λuj )
butl
∏
u 6=l
(λuj − itu)
∏
l 6=j
d∏
u=1
(λul − itu)bu+1 = 0, (87)
where ν ′j = α′j + C3(
d∑
l=1
M jll). Using the same argument as that of multivariate generalized Gaus-
sian distribution, we can find set D being the union of finite hyperplanes and cones such that as
t′ /∈ D, ((t′)T θ1, (t′)TΣ1t′), . . . , ((t′)T θk, (t′)TΣkt′) are pairwise different. Denote t = t1t′, where
t1 ∈ R and t′ /∈ D and θ′j = (t′)T θj , σ2j = (t′)TΣjt′. For all t1 ≥ 0, using the result from mul-
tivariate Student’s t-distribution, we can denote A1(t1) = C ′1 exp(−t1
√
ν)
l1−1∑
u=0
aut
u
1 and A3(t1) =
C ′1 exp(−t1
√
ν)
l1∑
u=0
but
u
1 , where ν = 2l1 − 1 and a0, al1−1, b0, bl1 6= 0.
Define
(
l1−1∑
u=0
aut
u
1
)
d∏
u=1
(λuj )
bu(λuj − it′ut1)
∏
l 6=j
d∏
u=1
(λul − it′ut1)bu+1 =
m1∑
u=0
cjutu1 , where m1 = l1 +
d− 2 + (d+
d∑
u=1
bu)(k − 1). Additionally, we define
m1+1∑
u=0
djut
u
1 :=
(
l1∑
u=0
but
u
1
)
d∏
u=1
(λuj )
bu(λuj − it′ut1)
∏
l 6=j
d∏
u=1
(λul − it′ut1)bu+1
and
m1+1∑
u=1
ejut
u
1 :=
(
l1−1∑
u=0
aut
u
1
) d∑
l=1
ηljbl(λ
l
j)
bl−1
∏
u 6=l
(λuj )
but′lt1
∏
u 6=l
(λuj − it′ut1)
∏
l 6=j
d∏
u=1
(λul − it′ut1)bu+1.
Equation (87) can be rewritten as
k∑
j=1
[
(α
′′
j + β
′′
j (it1))
m1∑
u=0
cjut
u
1 + γ
′′
j
m1+1∑
u=0
djut
u
1 − iC1
m1+1∑
u=1
ejut
u
1
]
exp(iθ′jt1 − σj
√
ν) = 0, (88)
where α′′j = α′j + C3 tr(Mj)−
C3(t
′)Tγjt
′
σ2j
, β
′′
j =
(Σ
1/2
j t
′)Tβ′j
ν + 1
, and γ′′j =
C2(t
′)T γjt
′
σ2j
.
Without loss of generality, we assume σ1 ≤ σ2 ≤ . . . ≤ σk. Denote hj = σj
√
ν − iθ′j and apply
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Laplace transformation to (88), we obtain that as Re(s) > −σ1
√
ν
k∑
j=1
α
′′
j
m1∑
u=0
cjuu!
(s+ hj)u+1
+ iβ
′′
j
m1+1∑
u=1
cju−1u!
(s+ hj)u+1
+ γ
′′
j
m1+1∑
u=0
djuu!
(s+ hj)u+1
−
iC1
m1∑
u=1
ejuu!
(s+ hj)u+1
= 0. (89)
Using the same argument as that of multivariate Student’s t-distribution, by multiplying both sides of
equation (89) with (s + h1)m1+2 and let s→ −h1, we obtain |iβ′′1 c1m1 + γ
′′
1 d
1
m1+1| = 0. Since
c1m1 = (−i)
(d+
d∑
u=0
bu)(k−1)+d
al1−1
d∏
u=1
(λ
′′
1)
bu(t′u)
(bu+1)(k−1)+1
and
d1m1 = (−i)
(d+
d∑
u=0
bu)(k−1)+d
bl1
d∏
u=1
(λ
′′
1)
bu(t′u)
(bu+1)(k−1)+1,
the equation |iβ′′1 c1m1 + γ
′′
1d
1
m1+1| = 0 is equivalent to |iβ
′′
1 al1−1 + γ
′′
1 bl1 | = 0, which yields that
β
′′
1 al1−1 = γ
′′
1 bl1 = 0. As al1−1, bl1 6= 0, we obtain β
′′
1 = γ
′′
1 = 0.
With this result, we multiply two sides of (89) with (s + h1)m1+1 and let s → −h1, we obtain
|a′′1c1m1 − iC1e1m1 | = 0. Then, we multiply both sides of (89) with (s + h1)m1 and let s → −h1, we
get |α′′1c1m1−1(m1 − 1)! − iC1e1m1−1(m1 − 1)!| = 0. Repeat this argument until we obtain |α
′′
1c
1
0| = 0
and |α′′1c11 − iC1e11| = 0, which implies that α
′′
1 = 0 as c
1
0 = a0
k∏
l=1
d∏
u=1
(λul )
bu+1 6= 0 and e11 = 0.
From the formation of e11, it yields that
a0
 d∑
l=1
ηl1t
′
lbl(λ
l
1)
bl−1
∏
u 6=l
(λu1 )
bu+1
∏
l 6=1
d∏
u=1
(λul )
bu+1 = 0.
As a0 6= 0, it implies that
d∑
l=1
ηl1t
′
lbl(λ
l
1)
bl−1
∏
u 6=l
(λu1)
bu+1 = 0.
Denote ηl1bl(λl1)bl−1
∏
u 6=l
(λu1 )
bu+1 = ψl1 for all 1 ≤ l ≤ d then we have
d∑
l=1
ψl1t
′
l = 0. If there is
any ψl1 6= 0, by choosing t′ to lie outside that hyperplane, we will not get the equality
d∑
l=1
ψl1t
′
l = 0.
Therefore, ψl1 = 0 for all 1 ≤ l ≤ d, which implies that ηl1 = 0 for all 1 ≤ l ≤ d or equivalently
η1 = 0. Repeating the above argument until we obtain α
′′
j = β
′′
j = γ
′′
j = 0 ∈ R and ηj = 0 ∈ Rd
for all 1 ≤ j ≤ k. From the formation of α′′j , β
′′
j , γ
′′
j , using the same argument as that of multivari-
ate Student’s t-distribution, by choosing t′ appropriately, we will have αj = 0, βj = 0 ∈ Rd, and
γj = 0 ∈ Rd×d for all 1 ≤ j ≤ k.
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(d) Assume that we can find αj ∈ R,βj ∈ Rd, symmetric matrices γj ∈ Rd×d,ηj ∈ Rd, and τj ∈ Rd
such that
k∑
j=1
αjf(x|θj,Σj , aj , bj) + βTj
∂f
∂θ
(x|θj ,Σj, aj , bj) + tr( ∂f
∂Σ
(x|θj ,Σj, aj , bj)T γj) +
ηTj
∂f
∂a
(x|θj,Σj , aj , bj) + τTj
∂f
∂b
(x|θj ,Σj, aj , bj) = 0. (90)
Denote Z =
d∏
j=1
Zj , where Zj ∼ Gamma(aj , bj). Let φZj (tj |aj , bj) to be the moment generating
function of Zj , then φZj(tj |aj , bj) = bajj /(bj − aj)aj as tj < bj . Therefore, the moment generating
function φZ(t|a, b) of Z is
d∏
j=1
b
aj
j
(bj − tj)aj as tj < bj for all 1 ≤ j ≤ d.
Multiply both sides of (90) with exp(tTx) and take the integral in Rd, using the same argument as
that of multivariate generalized Gaussian case, we obtain that as ti < min
1≤j≤k
{
bij
}
for all 1 ≤ i ≤ k
k∑
j=1
(
αj + β
T
j t+
tTγjt
2
+
d∑
l=1
ηlj log
(
blj
blj − tl
)
−
d∑
l=1
τ lj
aljtl
blj(b
l
j − tl)
)
×
× exp(tT θj + 1
2
tTΣjt)
d∏
i=1
(bij)
aij
(bij − ti)a
i
j
= 0.
Multiply both sides of the above equation with
k∏
u=1
d∏
i=1
(biu − ti)a
i
u+1, we can rewrite it as
k∑
j=1
(
(αj + β
T
j t+
tTγjt
2
+
d∑
l=1
ηlj log
(
blj
blj − tl
))
d∏
i=1
(bij − ti) −
−
d∑
l=1
τ lja
l
jtl
∏
u 6=l
(buj − tu)) exp(tT θj +
1
2
tTΣjt)
d∏
i=1
(bij)
aij
∏
u 6=j
d∏
i=1
(biu − ti)a
i
u+1 = 0. (91)
Put t = t1t′ as t1 ∈ R and t′ ∈ Rd,+. We can find set D, which is the finite union of hyperplanes and
cones such that as t′ /∈ D and t′ ∈ Rd,+, we get that ((t′)T θ1, (t′)TΣ1t′), . . . , ((t′)T θk, (t′)TΣkt′)
are pairwise different. Therefore as ti < min
1≤j≤k
{
bij
}
for all 1 ≤ i ≤ k, we get t1 < t∗ =
min
1≤j≤k,1≤i≤d
{
bij
t′i
}
. Denote θ′j = tT θj and σ2j = tTΣjt, as t1 < t∗, we can rewrite (91) as follows
k∑
j=1
(
αj + t1β
T
j t
′ + t21
(t′)Tγjt
′
2
+
d∑
l=1
ηlj log
(
blj
blj − t′lt1
))
d∏
i=1
(bij − t′it1) −
d∑
l=1
τ lja
l
jt
′
lt1
∏
u 6=l
(buj − t′ut1)) exp(θ′jt1 +
σ2j t
2
2
)
d∏
i=1
(bij)
aij
∏
u 6=j
d∏
i=1
(biu − t′it1)a
i
u+1 = 0. (92)
Without loss of generality, we assume that σ1 ≤ σ2 ≤ . . . ≤ σk. By using the same argument as
that of multivariate generalized Gaussian distribution in Theorem (3.4), we denote i to be minimum
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index such that σi = σk and ik as the index such that θ′ik = min
i≤j≤k
{
θ′j
}
. Multiply both sides of (89)
with exp(−θ′ikt1−
σ2ikt
2
1
2
) and let t1 → −∞, using the convergence argument of generalized Gaussian
case, we eventually obtain as t1 → −∞(
αik + t1β
T
ik
t′ + t21
(t′)Tγikt
′
2
+
d∑
l=1
ηlik log
(
blj
blik − t′lt1
))
d∏
i=1
(biik − t′it1) −
d∑
l=1
τ lika
l
ik
t′lt1
∏
u 6=l
(buik − t′ut1))
d∏
i=1
(biik)
aiik
∏
u 6=ik
d∏
i=1
(biu − t′it1)a
i
u+1 → 0.
Since
d∏
i=1
(biik)
aiik
∏
u 6=ik
d∏
i=1
(biu − t′it1)a
i
u+1 → +∞ as t1 → −∞, the above result implies that as t1 →
−∞,
B(t1) =
(
αik + t1β
T
ik
t′ + t21
(t′)T γikt
′
2
+
d∑
l=1
ηlik log
(
blj
blik − t′lt1
))
×
×
d∏
i=1
(biik − t′it1)−
d∑
l=1
τ lika
l
ik
t′lt1
∏
u 6=l
(buik − t′ut1) → 0. (93)
Note that the highest degree in terms of t1 in B(t1) is d + 2 and its corresponding coefficient is
(−1)d
d∏
i=1
t′i
(t′)T γikt
′
2
. As B(t1) → 0 as t1 → −∞, it implies that (t′)Tγik t′ = 0, which yields that
γik = 0 under appropriate choice of t′. Similarly, the coefficient of t
d+1
1 in B(t1) is (−1)d
d∏
i=1
t′iβ
T
ik
t′.
Therefore, βTik t
′ = 0, which implies that βik = 0. With these results, from (93), we see that(
d∑
l=1
ηlik log(b
l
ik
− t′lt1)
)
d∏
i=1
(bik − t′it1)→ 0 as t1 → −∞.
It follows that ηlik = 0 for all 1 ≤ l ≤ d. Now, the coefficient of t01 in B(t1) is αik
d∏
i=1
biik ; therefore,
it implies that αik = 0. Last but not least, the coefficient of t1 now is −
d∑
l=1
τ lika
l
ik
t′l
∏
u 6=l
buik . Thus, we
have
d∑
l=1
τ lika
l
ik
t′l
∏
u 6=l
buik = 0. By an appropriate choice of t
′
, we obtain τ lik = 0 for all 1 ≤ l ≤ d.
Repeat the above argument until we get αi = 0, βi = ηi = τi = 0 ∈ Rd, and γi = 0 ∈ Rd×d, which
yields the conclusion of our theorem.
Lemma 7.3. For any m ∈ N, we have
+∞∫
−∞
exp(itx)
(x2 + 1)m
dx =
2π exp(−|t|)
22m−1
 m∑
j=1
(
2m− 1− j
m− j
)
(2|t|)j−1
(j − 1)!
 . (94)
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Proof. Assume that t > 0 and for any R > 0, we define CR = IR ∪ ΓR, where ΓR is the upper half
of the circle |z| = R and IR = {z ∈ C : |Re(z)| ≤ R and Im(z) = 0}. Now, we have the following
formula: ∮
CR
exp(itz)
(z2 + 1)m
dz =
∮
IR
exp(itz)
(z2 + 1)m
dz +
∮
ΓR
exp(itz)
(z2 + 1)m
dz.
Notice that
∮
IR
exp(itz)
(z2 + 1)m
dz =
R∫
−R
exp(itx)
(x2 + 1)m
dx, therefore
∮
CR
exp(itz)
(z2 + 1)m
dz =
R∫
−R
exp(itx)
(x2 + 1)m
dx+
∮
ΓR
exp(itz)
(z2 + 1)m
dz.
Regarding the term
∮
IR
exp(itz)
(z2 + 1)m
dz, from residue’s theorem, we have
∮
IR
exp(itz)
(z2 + 1)m
dz = 2πi.Res
z=i
(
exp(itz)
(z2 + 1)m
)
=
2πi
(m− 1)! limz→i
dm−1
dzm−1
exp(itz)
(z + i)m
.
By direct calculations, we obtain
lim
z→i
dm−1
dzm−1
exp(itz)
(z + i)m
=
exp(−t)
i
m∑
j=1
(2m− j − 1)!
22m−j
(
m− 1
j − 1
)
tj−1.
Thus, it yields that∮
IR
exp(itz)
(z2 + 1)m
dz =
2π exp(−t)
(m− 1)!
m∑
j=1
(2m− j − 1)!
22m−j
(
m− 1
j − 1
)
tj−1
=
2π exp(−t)
22m−1
 m∑
j=1
(
2m− 1− j
m− j
)
(2t)j−1
(j − 1)!
 .
Additionally,
∣∣∣∣∣∣∣
∮
ΓR
exp(itz)
(z2 + 1)m
dz
∣∣∣∣∣∣∣ ≤
∮
ΓR
1
|(z2 + 1)m| |dz| =
πR
(R2 + 1)m
→ 0 as R→∞.
As a consequence, as t > 0, by letting R→∞, we get:
+∞∫
−∞
exp(itx)
(x2 + 1)m
dx =
2π exp(−t)
22m−1
 m∑
j=1
(
2m− 1− j
m− j
)
(2t)j−1
(j − 1)!
 .
For the case t < 0, notice that
∞∫
−∞
itx
(x2 + 1)m
dx =
∞∫
−∞
exp(−itx)
(x2 + 1)m
dx, we achieve
+∞∫
−∞
exp(itx)
(x2 + 1)m
dx =
2π exp(t)
22m−1
 m∑
j=1
(
2m− 1− j
m− j
)
(−2t)j−1
(j − 1)!
 .
The lemma is proved completely.
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PROOF OF THEOREM 4.1 (Continue) We present here the proof for general d ≥ 1. This proof
is similar to the case d = 1, with extra care for handling matrix-variate parameters. For any sequence
Gn ∈ Ok,c0(Θ × Ω) → G0 in Wr, we can denote Gn =
k0∑
i=1
si∑
j=1
pnijδ(θnij ,Σnij) where (p
n
ij, θ
n
ij ,Σ
n
ij) →
(p0i , θ
0
i ,Σ
0
i ) for all 1 ≤ i ≤ k0 and 1 ≤ j ≤ si ≤ k − k0 + 1. Let N be any positive integer. For any
r ≥ 1 and for each x ∈ R, by means of Taylor expansion up to any N order, we obtain
pGn(x)− pG0(x) =
k0∑
i=1
si∑
j=1
pnij(f(x|θnij,Σnij)− f(x|θ0i ,Σ0i )) +
k0+m∑
i=1
(pni. − p0i )f(x|θ0i ,Σ0i )
= A1(x) +
k0∑
i=1
si∑
j=1
pnij
N∑
|α|=1
(∆θnij)
α1(∆Σnij)
α2D
|α|f(x|θ0i ,Σ0i )
α!
+R1(x),(95)
where pni. =
si∑
j=1
pnij , A1(x) =
k0∑
i=1
(pni. − p0i )f(x|θ0i ,Σ0i ), ∆θnij = θnij − θ0i , ∆Σnij = Σnij − Σ0i for
all 1 ≤ i ≤ k0, 1 ≤ j ≤ si, and R1(x) ≤ O(
k0∑
i=1
si∑
j=1
p
(n)
i,j (|∆θnij|N+δ + |∆Σnij|N+δ). Additionally,
α = (α1, α2), where α1 = (α11, . . . , α1d) ∈ Nd, α2 = (α2uv)uv ∈ Nd×d, |α| =
d∑
i=1
α1i+
∑
1≤u,v≤d
α2uv, and
α! =
d∏
i=1
α1i !
∏
1≤u,v≤d
α2uv!. Moreover, (∆θnij)α1 =
d∏
l=1
(∆θnij)
α1l
l and (∆Σnij)α2 =
∏
1≤u,v≤d
(∆Σnij)
α2uv
uv
where (.)l denotes the l-th component and (.)uv denotes the element in u-th row and v-th column.
Finally, D|α|f(x|θ0i ,Σ0i ) =
∂|α|f
∂θα1∂Σα2
=
∂|α|f
d∏
l=1
∂θ
α1l
l
∏
1≤u,v≤d
∂Σ
α2uv
uv
(x|θ0i ,Σ0i ).
From Lemma 7.1, we have the identity ∂
2f
∂θ2
(x|θ,Σ) = 2 ∂f
∂Σ
(x|θ,Σ) for all θ ∈ Rd and Σ ∈ S++d .
Therefore, for any α = (α1, α2), we can check that
∂|α|f
∂θα1∂Σα2
=
1
2|α2|
∂|β|f
θβ
, (96)
where βl = α1l +
d∑
j=1
α2lj +
d∑
j=1
α2jl for all 1 ≤ l ≤ d, which means |β| = |α1| + 2|α2|. This equality
means that we can convert all the derivatives involving Σ to the derivatives only respect to θ. Therefore,
we can rewrite (95) as follows:
pGn(x)− pG0(x) =
k0∑
i=1
si∑
j=1
pnij
∑
|β|≥1
(∆θnij)
α1(∆Σnij)
α2
2|α2|α1!α2!
∂|β|f
θβ
(x|θ0i ,Σ0i )
+ A1(x) +R1(x)
:= A1(x) +B1(x) +R1(x), (97)
where β is defined as in equation 96.
Now, we proceed to proving part (a) of the theorem. From the hypothesis for r, we have non-
trivial solutions (x∗i , a∗i , b∗i )
k−k0+1
i=1 for equation (8) when r = r − 1. We choose the sequence of
probability measures Gn =
k∑
i=1
pni δ(θni ,Σni ) as (θ
n
i )1 = (θ
0
1)1 + a
∗
i /n, (θ
n
i )j = (θ
0
1)j for 2 ≤ j ≤ d,
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(Σni )11 = (Σ
0
1)11 + 2b
∗
i /n
2
, (Σni )uv = (Σ
0
1)uv for (u, v) 6= (1, 1), pni = p01(x∗i )2/
k−k0+1∑
j=1
(x∗j )
2 when
1 ≤ i ≤ k − k0 + 1, and θni = θ0i−k+k0 , Σni = Σ0i−k+k0, pni = p0i−k+k0 when k − k0 + 2 ≤ i ≤ k. As
n is sufficiently large, we still guarantee that Σni are positive definite matrices as 1 ≤ i ≤ k − k0 + 1.
We can check that W r1 (Gn, G0) =
(
k−k0+1∑
i=1
pn1i
( |a∗i |
n
+
|b∗i |
n2
))r
> 0 for all r ≥ 1. Additionally,
under this construction, s1 = k − k0 + 1, si = 1 for all 2 ≤ i ≤ k0, (∆θn1j)l = (∆Σn1j)uv = 0
for all 1 ≤ j ≤ s1, 2 ≤ l ≤ d and (u, v) 6= (1, 1), ∆θnij = 0 ∈ Rd, ∆Σnij = 0 ∈ Rd×d for all
k − k0 + 2 ≤ i ≤ k and 1 ≤ j ≤ si. Now, by choosing N = r in 20, we obtain A1(x) = 0 and
sup
x∈Rd
|R1(x)|/W rr (Gn, G0)→ 0. Moreover, we can rewrite B1(x) in (97) as follows
B1(x) =
k−k0+1∑
i=1
pn1i
r−1∑
γ=1
∑
α1
1
,α2
11
(∆θn1i)
α11(∆Σn1i)
α211
2α
2
11α1!α211!
∂γf
∂θγ1
(x|θ01,Σ01)
+
k−k0+1∑
i=1
pn1i
∑
γ≥r
∑
α1
1
,α2
11
(∆θn1i)
α1
1(∆Σn1i)
α2
11
2α
2
11α11!α
2
11!
∂αf
∂θγ1
(x|θ01 ,Σ01)
:=
r−1∑
γ=1
Bγ,n
∂γf
∂θ1
γ (x|θ01,Σ01) +
∑
γ≥r
Cγ,n
∂γf
∂θ1
γ (x|θ01,Σ01).
where γ = α11 + 2α211. From the formation of Gn, for each 1 ≤ γ ≤ r − 1,
Bγ,n =
1
Cnγ
k−k0+1∑
i=1
(x∗i )
2
∑
α1
1
+2α2
11
=α
(a∗i )
α1
1(b∗i )
α2
11
α11!α
2
11!
= 0,
where C =
k−k0+1∑
i=1
(x∗i )
2
. As a consequence, Bγ,n/W rr (Gn, G0) = 0 for all 1 ≤ γ ≤ r− 1. Similarly,
for each γ ≥ r,
Cγ,n/W
r
r (Gn, G0) = An
2r−γ/
(
k−k0+1∑
i=1
p01i(n|a∗i |+ |b∗i |)
)r
→ 0,
where A =
∑
α1
1
+2α2
11
=γ
α1
1
+α2
11
≤r−1
(a∗i )
α1
1(b∗i )
α2
11
α11!α
2
11!
and the last result is due to r < r. From now, it is straightfor-
ward to extend this argument to address the Hellinger distance of mixture densities in the same way as
the proof for the case d = 1.
We now turn to part (b). It suffices to show that (21) holds. Assume by contrary that it does not hold.
Follow the same argument as that of Theorem 3.2, we can find a sequence Gn =
k0∑
i=1
si∑
j=1
pnijδ(θnij ,Σnij) ∈
Ok,c0(Θ × Ω) → G0 in Wr as n → ∞ and Gn have exactly k∗ support points where k0 ≤ k∗ ≤ k.
Additionally, (pnij , θnij,Σnij)→ (p0i , θ0i ,Σ0i ) for all 1 ≤ i ≤ k0 and 1 ≤ j ≤ si ≤ k − k0 + 1. Denote
d(Gn, G0) =
k0∑
i=1
si∑
j=1
pnij(|∆θnij|r + |∆Σnij|r) +
k0∑
i=1
|pni. − p0i |,
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As we point out in the proof of Theorem 3.2, the assumption (pGn(x) − pG0(x))/W rr (Gn, G0) → 0
for all x ∈ R leads to (pGn(x) − pG0(x))/d(Gn, G0)→ 0 for all x ∈ R. Now, by combining this fact
with (20) and choosing N = r, we obtain
(A1(x) +B1(x) +R1(x))/d(Gn, G0)→ 0. (98)
Now, A1(x)/d(Gn, G0), B1/d(Gn, G0) are just the linear combination of elements of ∂
|β|f
∂θβ
(x|θ,Σ)
where β is defined in equation (96), i.e βl = α1l +
d∑
j=1
α2lj+
d∑
j=1
α2jl for all 1 ≤ l ≤ d, |β| = |α1|+2|α2|,
and |α1| + |α2| ≤ r. Therefore, it implies that 0 ≤ |β| ≤ 2r, which is the range of all possible
values of |β|. Denote Eβ(θ,Σ) to be the corresponding coefficient of ∂
|β|f
∂θβ
(x|θ,Σ). Assume that
Eβ(θ
0
i ,Σ
0
i ) → 0 for all 1 ≤ i ≤ k0 and 0 ≤ |β| ≤ 2r as n → ∞. Using the result from (20), the
specific formula for Eβ(θ0i ,Σ0i ) as |β| ≥ 1 is
Eβ(θ
0
i ,Σ
0
i ) =
 si∑
j=1
pnij
∑
α1,α2
(∆θnij)
α1(∆Σnij)
α2
2|α2|α1!α2!
 /d(Gn, G0).
where α1, α2 satisfies α1l +
d∑
j=1
α2lj +
d∑
j=1
α2jl = βl for all 1 ≤ l ≤ d.
By taking the summation of all |E0(θ0i ,Σ0i )|, i.e β = 0, we get
k0∑
i=1
|pni. − p0i |/d(Gn, G0) →
0 as n→∞. As a consequence, we get
k0∑
i=1
si∑
j=1
pnij(||∆θnij ||r + ||∆Σnij||r)/d(Gn, G0)→ 1 as n→∞.
As ||.|| and ||.||r are equivalent, the above result also implies that
k0∑
i=1
si∑
j=1
pnij(||∆θnij ||rr + ||∆Σnij||rr)/d(Gn, G0) 6→ 0 as n→∞.
Therefore, we can find an index 1 ≤ i∗ ≤ d such that
si∗∑
j=1
pni∗j(||∆θni∗j ||rr + ||∆Σni∗j ||rr)/d(Gn, G0) 6→ 0. (99)
Without loss of generality, we assume i∗ = 1. There are two cases regarding the above result:
Case 1: There exists 1 ≤ u∗ ≤ d and such that Un =
s1∑
j=1
pn1j(|(∆θ1j)u∗ |r + |(∆Σn1j)u∗u∗ |r)/d(Gn, G0) 6→
0. Without loss of generality, we assume u∗ = 1. With this result, for any |β| ≥ 1, we obtain
Fβ(θ
0
1,Σ
0
1) =
Eβ(θ
0
1,Σ
0
1)
Un
=
si∑
j=1
pn1j
∑
α1,α2
(∆θn1j)
α1(∆Σn1j)
α2
2|α2|α1!α2!
s1∑
j=1
p1j(|(∆θ1j)1|r + |(∆Σn1j)11|r)
→ 0.
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Now, we choose α1l = 0 for all 2 ≤ l ≤ d and α2uv = 0 for all (u, v) 6= (1, 1), then |β| = α11 + 2α211.
Therefore,
H|β|(θ
0
1,Σ
0
1) =
si∑
j=1
pn1j
∑
α1
1
,α2
11
(∆θn1j)
α1
1
1 (∆Σ
n
1j)
α2
11
11
2α
2
11α11!α
2
11!
s1∑
j=1
p1j(|(∆θ1j)1|r + |(∆Σn1j)11|r)
→ 0, (100)
where α11 + 2α211 = |β| and 1 ≤ |β| ≤ 2r.
Denote pn = max
1≤j≤s1
{
pn1j
}
,Mn = max
{|(∆θn11)1|, . . . , |(∆θn1s1)1)|, |(∆Σn11)11|1/2, . . . , |(∆Σn1s1)11|1/2}.
Since 0 < pn1j/pn ≤ 1 for all 1 ≤ j ≤ s1, we define limn→∞ p
n
1j/pn = c
2
j for all 1 ≤ j ≤ si∗ . Similarly,
define lim
n→∞
(∆θn1j)1/Mn = aj and limn→∞ (∆Σ
n
1j)11/M
2
n = 2bj for all 1 ≤ j ≤ s1.Since pn1j ≥ c0
for all 1 ≤ j ≤ s1, all of x2j differ from 0 and at least one of them equals to 1. Likewise, at least
one element of (aj, bj)s1j=1 equal to -1 or 1. Now, for 1 ≤ |β| ≤ r, divide both the numerator and
denominator of H|β|(θ01,Σ01) by M
|β|
n and let n → ∞, we obtain the following system of polynomial
equations
s1∑
j=1
∑
α1
1
+2α2
11
=|β|
c2ja
α1
1
j b
α2
11
j
α11!α
2
11!
= 0 for all 1 ≤ |β| ≤ r.
As 2 ≤ s1 ≤ k− k0+1, the hardest scenario is when s1 = k− k0+1. However, from the hypothesis,
as s1 = k−k0+1, the above system of polynomial equations does not have non-trivial solution, which
is a contradiction.
Case 2: There exists 1 ≤ u∗ 6= v∗ ≤ d such that Vn =
s1∑
j=1
pn1j|(∆Σn1j)u∗v∗ |r/d(Gn, G0) 6→ 0.
Without loss of generality, we assume u∗ = 1, v∗ = 2. With this result, for any |β| ≥ 1, we obtain
F ′β(θ
0
1,Σ
0
1) =
Eβ(θ
0
i ,Σ
0
i )
Vn
=
si∑
j=1
pn1j
∑
α1,α2
(∆θn1j)
α1(∆Σn1j)
α2
2|α2|α1!α2!
s1∑
j=1
pn1j |(∆Σn1j)12|r
→ 0.
By choosing α1 = 0 ∈ Nd, α2uv = 0 for all (u, v) 6∈ {(1, 2), (2, 1)}, then |β| = α212 + α221. Therefore,
H ′|β|(θ
0
1,Σ
0
1) =
s1∑
j=1
pn1j
∑
α2
12
,α2
21
(∆Σn1j)
α2
12
+α2
21
12
2|β|α212!α
2
21!
s1∑
j=1
pn1j |(∆Σn1j)12|r
→ 0.
Denote p′n = max
1≤j≤s1
{
pn1j
}
, M
′
n = max
1≤j≤s1
{
|(∆Σn1j)12|
}
. Then, we have pn1j/p′n → (c
′
j)
2 > 0 and
(∆Σn1j)12/M
′
n = dj for all 1 ≤ j ≤ s1. Again, we have at least one of dj differs from 0. Now, by
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dividing both the numerator and denominator of H ′2(θ01,Σ01) by (M
′
n)
2 and letting n →∞, we obtain
s1∑
j=1
(c′j)
2d2j = 0. This equation implies dj = 0 for all 1 ≤ j ≤ d, which is a contradiction.
Therefore, at least one of the coefficients Eβ(θ0i ,Σ0i ) does not converge to 0 as n → ∞. Now,
we denote mn to the maximum of the absolute values of Eβ(θ0i ,Σ0i ) where β is defined as in equation
(96), 1 ≤ i ≤ k0 and let dn = 1/mn. As mn 6→ 0 as n → ∞, dn is uniformly bounded above for all
n. As dn|Eβ(θ0i , σ0i )| ≤ 1, we denote dnEβ(θ0i ,Σ0i ) → τiβ where at least one of τiβ differs from 0.
Combining these notations with (98) we get that for all x ∈ Rd,
pGn(x)− pG0(x)
d(Gn, G0)
→
k0∑
i=1
∑
β
τiβ
∂|β|f
∂θβ
(x|θ0i ,Σ0i ) = 0.
Using the technique we have in the proof of part (a) of Theorem 3.4, it is sufficient to demonstrate the
above equation as d = 1. However, from the result when d = 1, we have already known that τiβ = 0
for all 1 ≤ i ≤ k0, 0 ≤ |β| ≤ 2r, which is a contradiction. Therefore, the assertion of our theorem
follows immediately.
PROOF OF PROPOSITION 4.3 (Continue) The case k − k0 = 1 was shown in Appendix I.
Here we consider the case k − k0 = 2. As in the argument of case when k − k0 = 1, we can find
i∗ ∈ {1, 2, . . . , k0 +m} where 0 ≤ m ≤ 2 such that
F ′α(θ
0
i∗ , v
0
i∗) =
si∗∑
j=1
pni∗j(|∆θni∗j|6 + |∆vni∗j |6)
si∗∑
j=1
pni∗j |∆θni∗j|6
Fα(θ
0
i∗ , v
0
i∗)
=
si∗∑
j=1
pni∗j
∑
n1,n2
(∆θni∗j)
n1(∆vni∗j)
n2
n1!n2!
si∗∑
j=1
pni∗j |∆θni∗j |6
→ 0, (101)
where n1 + 2n2 = α and 1 ≤ α ≤ 6. As i∗ ∈ {1, 2, . . . , k0 +m}, we have i∗ ∈ {1, . . . , k0} or
i∗ ∈ {k0 + 1, . . . , k0 +m}. Firstly, we assume that i∗ ∈ {1, . . . , k0}. Without loss of generality, let
i∗ = 1. Since s1 ≤ k − k0 + 1 = 3, there are two possibilities.
Case 1. If s1 ≤ 2, then since
s1∑
j=1
pn1j|∆θn1j |6 .
s1∑
j=1
pn1j |∆θn1j|4, we also obtain
si∗∑
j=1
pni∗j
∑
n1,n2
(∆θni∗j)
n1(∆vni∗j)
n2
n1!n2!
/
si∗∑
j=1
pni∗j|∆θni∗j |4 → 0,
which we easily get the contradiction by means of the argument of Case k − k0 = 1.
Case 2. If s1 = 3, we assume WLOG that pn11|∆θn11| ≤ pn12|∆θn12| ≤ pn13|∆θn13| for all n. With
the same argument as that of Case k − k0 = 1, we can get ∆θn11,∆θn12,∆θn13 6= 0 for all n. Denote
a1 := p
n
11∆θ
n
11/p
n
13∆
n
13 ∈ [−1, 1], a2 := pn12∆θn12/pn13∆n13 ∈ [−1, 1]. By dividing both the numerator
and denominator of F ′1(θ01, v01) by pn13∆θn13 and letting n→∞, we obtain a1 + a2 = −1. We have the
following cases regarding pn11/pn13, pn12/pn13:
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Case 2.1: If both pn11/pn13, pn12/pn13 →∞ then ∆θn11/∆θn13, ∆θn12/∆θn13 → 0. Since ∆θn11,∆θn12,∆θn13 6=
0, we denote ∆vn1i = hni (∆θn1i)2 for all 1 ≤ i ≤ 3. By dividing the numerator and denominator of
F ′i (θ
0
1, v
0
1) by pn13(∆θn13)i for all 2 ≤ i ≤ 6, we obtain
Kn,1 =
1
2
+ hn3 +
2∑
i=1
hni
pn1i(∆θ
n
1i)
2
pn13(∆θ
n
13)
2
→ 0,
Kn,2 =
1
3!
+ hn3 +
2∑
i=1
(
1
3!
+ hni
)
pn1i(∆θ
n
1i)
3
pn13(∆θ
n
13)
3
→ 0,
Kn,3 =
1
4!
+
hn3
2
+
(hn3 )
2
2
+
2∑
i=1
(
1
4!
+
hni
2
+
(hni )
2
2
)
pn1i(∆θ
n
1i)
4
pn13(∆θ
n
13)
4
→ 0,
Kn,4 =
1
5!
+
hn3
6
+
(hn3 )
2
2
+
2∑
i=1
(
1
5!
+
hni
6
+
(hni )
2
2
)
pn1i(∆θ
n
1i)
5
pn13(∆θ
n
13)
5
→ 0,
Kn,5 =
1
6!
+
hn3
4!
+
(hn3 )
2
4
+
(hn3 )
3
6
+
2∑
i=1
(
1
6!
+
hni
4!
+
(hni )
2
4
+
(hni )
3
6
)
pn1i(∆θ
n
1i)
6
pn13(∆θ
n
13)
6
→ 0.
If |hn1 |, |hn2 |,|hn3 | → ∞ then Kn,3 > 1/4! as n is sufficiently large, which is a contradiction. Therefore,
at least one of them is finite. If either |hn1 | or hn2 | 6→ ∞, then we reduce to the case when s1 = 2,
which eventually leads to a contradiction. Therefore, |hn1 |, |hn2 | → ∞ and |hn3 | 6→ ∞. Now, Kn,3
implies that (hni )2
pn1i(∆θ
n
1i)
4
pn13(∆θ
n
13)
4
6→ ∞ for all 1 ≤ i ≤ 2. As pn1i/pn13 →∞ for all 1 ≤ i ≤ 2, we obtain
hni
(∆θn1i)
2
(∆θn13)
2
→ 0. Combining these results with Kn,4 and Kn,5, we obtain 1
5!
+
hn3
6
+
(hn3 )
2
2
→ 0
and 1
6!
+
hn3
4!
+
(hn3 )
2
4
+
(hn3 )
3
6
→ 0, which cannot happen. As a consequence, both pn11/pn13 and
pn12/p
n
13 →∞ cannot hold.
Case 2.2: Exactly one of pn11/pn13, pn12/pn13 → ∞. If pn11/pn13 → ∞ and pn12/pn13 6→ ∞. It implies
that ∆θn11/∆θn13 → 0. Denote pn12/pn13 → c. If c > 0 then as pn12∆θn12/pn13∆θn13 → a2, ∆θn12/∆θn13 →
a2/c. From the previous case 3.1, we know that at least one of |hn1 |, |hn2 |, hn3 | will not converge to ∞.
If |hn1 | 6→ ∞, then Kn,3 implies that
1
4!
+
hn3
2
+
(hn3 )
2
2
+
(
hn2
2
+
(hn2 )
2
2
)
pn12(∆θ
n
12)
4
pn13(∆θ
n
13)
4
→ 0,
which means that at least one of |hn2 |, |hn3 | 6→ ∞. As
∣∣∣∣ pn12(∆θn1i)jpn13(∆θn13)j
∣∣∣∣ 6→ ∞ for all 1 ≤ j ≤ 6, we have
both |hn2 |, |hn3 | 6→ ∞. Denote hn2 → h2 and hn3 → h3. Now, Kn,1,Kn,2,Kn,3, and Kn,4 yield the
88
following system of polynomial equations
1
2
+ h3 +
(
1
2
+ h2
)
a22
c
= 0,
1
3!
+ h3 +
(
1
3!
+ h2
)
a32
c2
= 0,
1
4!
+
h3
2
+
h23
2
+
(
1
4!
+
h2
2
+
h22
2
)
a42
c3
= 0,
1
5!
+
h3
6
+
h23
2
+
(
1
5!
+
h3
6
+
h23
2
)
a52
c4
= 0.
By converting the above equations into polynomial equations and using Groebner bases, we obtain
that the bases contains an equation in terms of c with all positive coefficient,which does not admit
any solution since c > 0. Therefore, the above system of polynomial equations does not admit any
real solutions (h2, h3, c, a2) where c > 0. Therefore, the assumption |hn1 | 6→ ∞ does not hold. As a
consequence, |hn1 | → ∞.
Now, if |hn2 | 6→ ∞ then Kn,3 demonstrates that |hn3 | 6→ ∞. Hence, Kn,1 yields
∣∣∣∣hn1 pn11(∆θn11)2pn13(∆θn13)2
∣∣∣∣ 6→
∞. As ∆θn11/∆θn13 → 0 and pn11/pn13 →∞, we achieve hn1 (∆θn11)i/pn13(∆θn13)i → 0 for all 3 ≤ i ≤ 6,
(hn1 )
2pn11(∆θ
n
11)
i/pn13(∆θ
n
13)
i → 0 for all 4 ≤ i ≤ 6, and (hn1 )3pn11(∆θn11)6/pn13(∆θn13)6 → 0. With
these results, by denoting hn2 → h2 and hn3 → h3, Kn,3,Kn,4,Kn,5,Kn,6 yield the following system
of polynomial equations
1
2
+ h3 +
(
1
2
+ h2
)
a22
c
= 0,
1
3!
+ h3 +
(
1
3!
+ h2
)
a32
c2
= 0,
1
4!
+
h3
2
+
h23
2
+
(
1
4!
+
h2
2
+
h22
2
)
a42
c3
= 0,
1
5!
+
h3
6
+
h23
2
+
(
1
5!
+
h3
6
+
h23
2
)
a52
c4
= 0,
1
6!
+
h3
4!
+
h23
4
+
h33
6
+
(
1
6!
+
h2
4!
+
h22
4
+
h32
6
)
a62
c5
= 0.
We can check again that Groebner bases contains a polynomial of c with all positive coefficients.
Therefore, the possibility that hn2 is finite does not hold. As a consequence, |hn2 | → ∞. However, as
both |hn1 |, |hn2 | → ∞, we get |hn3 | → ∞, which is a contradiction. Therefore, c > 0 cannot happen. It
implies that pn12/pn13 → c = 0.
If a2 6= 0 then ∆θn13/∆θn12 → 0. Since pn11/pn12, pn13/pn12 →∞, pn11∆θn11/pn12∆θn12, pn13∆θn13/pn12∆θn12
are finite, with the same argument as that of Case 3.1, we get the contradiction. Thus, a2 = 0. How-
ever, as
∣∣∣∣pn11∆θn11pn13∆θn13
∣∣∣∣ ≤ ∣∣∣∣pn12∆θn12pn13∆θn13
∣∣∣∣, it implies that pn11∆θn11/pn13∆θn13 → 0. It follows that a1 + a2 = 0,
which is a contradiction to the fact that a1 + a2 = 1. Overall, the possibility that pn11/pn13 → ∞ and
pn12/p
n
13 6→ ∞ cannot happen.
As a consequence, pn11/pn13 6→ ∞ and pn12/pn13 →∞. Using the same argument as before, eventu-
ally, we get to the case when pn11/pn13 → 0 and a1 = 0. If ∆θn11/∆θn13 is finite then pn11(∆θn11)j/pn13(∆θn13)j →
0 for all 1 ≤ j ≤ 6. As we also have pn12(∆θn12)j/pn13(∆θn13)j → 0 for all 1 ≤ j ≤ 6, Kn,1,Kn,2,Kn,3,Kn,4
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demonstrate that |hn1 |, |hn2 | → ∞. However, it also implies that |hn3 | → ∞, which is a contradiction.
Therefore,
∣∣∣∣∆θn11∆θn13
∣∣∣∣→∞.
If hn2 is finite then at least one of hn1 and hn3 is finite. First, we assume that hn1 is finite. Now,
if pn11(∆θn11)2/pn13(∆θn13)2 6→ 0 then pn11(θn11)j/pn13(θn13)j becomes infinite for all j ≥ 3. Consider
Kn,2 − Kn,1, we achieve 1
3!
+ hn1 → 0.Similarly, consider Kn,4 − Kn,3 +
1
3
Kn,2, we obtain
1
5!
+
hn1
6
+
(hn1 )
2
2
→ 0, which contradicts to 1
3!
+ hn1 → 0. Therefore, pn11(∆θn11)2/pn13(∆θn13)2 → 0.
From Kn,1, it shows that hn3 +
1
2
→ 0. Combining this result with Kn,2,Kn,3,Kn,4,Kn,5, we obtain
pn11(∆θ
n
11)
j/pn13(∆θ
n
13)
j are finite for all 2 ≤ j ≤ 6. However, as ∆θn11/∆θn13 is infinite, we obtain
pn11(θ
n
11)
2/pn13(θ
n
13)
3 → 0. Combining it with Kn,2,we obtain hn3 +
1
3!
→ 0, which contradicts hn3 +
1/2→ 0. As a consequence, hn1 is not finite, which also implies that hn3 is finite.
However, it means that pn11(∆θn11)j/pn13(∆θn13)j → 0 for all 2 ≤ j ≤ 6. If hn1
pn11(∆θ
n
11)
2
pn13(∆θ
n
13)
2
6→
0 then Kn,2 cannot happen as ∆θn11/∆θn13 is infinite. Hence, hn1
pn11(∆θ
n
11)
2
pn13(∆θ
n
13)
2
→ 0, which implies
hn3 + 1/2 → 0. From Kn,4, since hn1 is infinite, we achieve (hn1 )2
pn11(∆θ
n
11)
4
pn13(∆θ
n
13)
4
is finite. It also means
that hn1
pn11(∆θ
n
11)
3
pn13(∆θ
n
13)
3
→ 0. Combining this result with Kn,2, we achieve hn3 +
1
3!
→ 0, which contradicts
hn3 + 1/2 → 0. Thus, the possibility that hn2 is finite does not hold. Therefore, |hn2 | → ∞. Using
the same line of argument as before, we also obtain hn1 , hn3 are infinite, which is a contradiction. As a
consequence, case 3.2 cannot hold.
Case 2.3: At least one of pn11/pn13 and pn12/pn13 → 0 and they are both finite. As a1 + a2 = −1, it
means that at least one of a1, a2 is different from 0. Without loss of generality, we assume a1 6= 0. It
implies that pn12∆θn12/pn11∆θn11 → a2/a1 6=∞ and pn13∆θn13/pn11∆θn11 → 1/a1 6=∞. Since pn11/pn13 is
finite, pn13/pn11 6→ 0. Additionally, if a2 = 0 then pn13∆θn13/pn12∆θn12 → ∞ and pn11∆θn11/pn12∆θn12 →
∞, which is a contradiction to pn11|∆θn11| ≤ pn12|∆θn12|. Therefore, a2 6= 0.
If pn12/pn11 6→ {0,∞} then by dividing the numerator and denominator of F ′α(θ01, v01) by pn11(∆θn11)α
for all 1 ≤ α ≤ 6 and letting n→∞, we achieve the scaling system of polynomial equations (8) when
r = 6, which we have already known that it does not have any soltution.
If pn12/pn11 → ∞ then we can argue in the same way as that of Case 3.2 by dividing both the
numerator and denominator of F ′α(θ01, v01) by pn11(∆θn11)α for all 1 ≤ α ≤ 6 to get the contradiction.
If pn12/pn11 → 0 then it implies that pn11/pn12 → ∞ and pn13/pn12 → ∞. Now, we also have
pn13∆θ
n
13/p
n
12∆θ
n
12 → 1/a2 6= ∞ and pn11∆θn11/pn12∆θn12 → a1/a2 6= ∞. Therefore, we can argue
in the same way as that of Case 3.1 by dividing both the numerator and denominator of F ′α(θ01, v01) by
pn12(∆θ
n
11)
α to get the contradiction. Therefore, case 3.3 cannot happen.
Case 2.4: Both pn11/pn13, pn12/pn13 6→ {0,∞}. By diving both the numerator and denominator of
F ′α(θ1, v1) by pn13(∆θn13)α for all 1 ≤ α ≤ 6, we achieve the scaling system of polynomial equations
(8) when r = 6, which does not admit any solution.
As a consequence, i∗ 6∈ {1, . . . , k0}. Therefore, i∗ ∈ {k0 + 1, . . . , k0 +m}. However, since
m ≤ 2, with the observation that when k0 + 1 ≤ i ≤ k0 +m, each support point (θ0i , v0i ) only has
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at most 2 points converge to, we can use the same argument as that of Case 1 to get the contradiction.
Overall, we get the conclusion of our theorem.
PROOF OF THEOREM 4.6. (a) As we have seen the proof of part (b) in Theorem 4.5, condition
m0jm
0
i > 0 plays an important role to get the inequality in (52) to yield a contradiction. If this condition
does not hold, then it is possible that
s2−1∑
j=s1
pnjm
0
j(∆m
n
j )
2/
s2−1∑
j=s1
pnj (∆m
n
j )
2 → 0. Therefore, we need a
special treatment for this situation. For the simplicity of our argument later, we first consider the case
k∗ = 1 to illustrate why W ss may not be the best lower bound in general. All the notations in this proof
are the same as those of part (b) of the proof of Theorem 4.5. Going back to Equation (51), we divide
our argument into two cases:
Case 1: If cousin set Is1 is conformant, i.e, m0i share the same sign for all i ∈ Is1 . Then, we can
proceed the proof in the same fashion as the part following Equation (52) in part (b) of the proof of
Theorem 4.5.
Case 2: If cousin set Is1 is not conformant, from the assumption of part (a) of Theorem 4.6 and
k∗ = 1, we should have |Is1 | = 1. So, s2 = s1 + 2. From Case 2 of part (b) of Theorem 4.5, we have
∆pni /dnew(p
n
i∗ , θ
n
i∗ , v
n
i∗ ,m
n
i∗), p
n
i ∆v
n
i /dnew(p
n
i∗ , θ
n
i∗ , v
n
i∗ ,m
n
i∗), p
n
i (∆θ
n
i )
2/dnew(p
n
i∗ , θ
n
i∗ , v
n
i∗ ,m
n
i∗),
pni (v
n
i )
2/dnew(p
n
i∗ , θ
n
i∗ , v
n
i∗ ,m
n
i∗) → 0 for all s1 ≤ i ≤ s2 − 1. Combining these results with the
assumption that βn2i → 0, we obtain
s2−1∑
j=s1
pnj∆m
n
j /dnew(p
n
i∗ , θ
n
i∗ , v
n
i∗ ,m
n
i∗)→ 0.
Since Un =
s2−1∑
j=s1
pnj (∆m
n
j )
2/dnew(p
n
i∗ , θ
n
i∗ , v
n
i∗ ,m
n
i∗) 6→ 0, we get
Zn :=
s2−1∑
j=s1
pnj∆m
n
j /
s2−1∑
j=s1
pnj (∆m
n
j )
2 → 0.
Without loss of generality, we assume |∆mns1+1| ≥ |∆mns1 | for infinitely many n, which to avoid
notational cluttering we also assume it holds for all n. Denote ∆mns1/∆m
n
s1+1 → a. Divide both the
numerator and denominator of Zn by ∆mns1 and let n → ∞, we obtain p0s1 + p0s1+1a = 0. Similarly,
from (51), by dividing both the numerator and denominator of Vn/Un for (∆mns1)2, we obtain p0s1 +
p0s1+1a
2 = 0. Therefore, we achieve a system of equations
p0s1 + p
0
s1+1a = 0,
p0s1m
0
s1 + p
0
s1+1m
0
s1+1a
2 = 0.
This is actually equation (12) when k∗ = 1 and r = 2. Solving the first equation, we obtain
a = −p0s1/p0s1+1. However, by substituting this result to the second equation, we get p0s1m0s1+1 +
p0s1+1m
0
s1 = 0. We have the following two small cases:
Case 2.1: Assume we have p0s1m0s1 + p0s1+1m
0
s1 6= 0, then it means the system of equation does not
have any solution. Hence, in this case, the lower bound of V (pG, pG0) is still W 22 (G,G0).
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Case 2.2: Assume we have p0s1m
0
s1+1
+ p0s1+1m
0
s1 = 0 . We have two important steps:
Step 1- Construction to show that V (pG, pG0) cannot be lower bounded by W r1 as r < s = 3:
We construct Gn such that both Zn and Un/Vn can go to 0. We choose Gn =
si∑
i=1
pni δ(θni ,vni ,mni ) such
that (pni , θni , vni ) = (p0i , θ0i , v0i ) for all 1 ≤ i ≤ k0, mni = m0i for all i 6∈ {s1, s1 + 1}. Choose ∆mns1 =
−p0s1+1/(p0s1n) and ∆mns1+1 = 1/n, then we can check that
s1+1∑
j=s1
pnj∆m
n
j =
s1+1∑
j=s1
pnjm
0
j (∆m
n
j )
2 = 0.
Additionally, for any 1 ≤ r < s = 3, W r1 (Gn, G0) = (p0s1 + p0s1+1)r/nr. By means of Taylor
expansion up to third order, we can check that sup
x∈R
|pGn(x)− pG0(x)|/W r1 (Gn, G0) → 0 as n → ∞
for all x ∈ R. With this choice of Gn, we also have
V (pGn , pG0)/W
r
1 (Gn, G0) .
∫
(−δ,δ)
|pGn(x)− pG0(x)|dx/W r1 (Gn, G0)→ 0,
where δ is sufficiently large constant. Therefore, we achieve that for any 1 ≤ r < 3
lim
ǫ→0
inf
G∈Ok(Θ×Ω)
{
V (pG, pG0)
W r1 (G,G0)
:W1(G,G0) ≤ ǫ
}
= 0.
Step 2 - We show that V (pG, pG0) & W 33 (G,G0): In fact, it is sufficient to demonstrate that
lim
ǫ→0
inf
G∈Ok(Θ×Ω)
{
V (pG, pG0)
W 33 (G,G0)
: W3(G,G0) ≤ ǫ
}
> 0.
Now, by assuming the contrary and carrying out the same argument as the proof of part (b) of Theorem
4.5 with Taylor expansion go up to third order, we can see that Case 1 and Case 3 of part (b) still
applicable to the third order, i.e yield the contradiction, because they are not affected by the non-
conformant conditions. Now, Case 2 will yield us the following results
s2−1∑
j=s1
pnj∆m
n
j /
s2−1∑
j=s1
pnj |∆mnj |3 → 0,
s2−1∑
j=s1
pnjm
0
j (∆m
n
j )
2/
s2−1∑
j=s1
pnj |∆mnj |3 → 0,
s2−1∑
j=s1
pnj (∆m
n
j )
3/
s2−1∑
j=s1
pnj |∆mnj |3 → 0,
s2−1∑
j=s1
pnj (m
0
j )
2(∆mnj )
3/
s2−1∑
j=s1
pnj |∆mnj |3 → 0.
Remind that s2 = s1 + 2 and ∆mns1/∆m
n
s1+1 → a. By dividing both the numetor and denominator
of first above result by ∆mns1 , second above result by (∆m
n
s1)
2
, and third and fourth above result by
(∆mns1)
3
, we obtain the following system of equations
p0s1 + p
0
s1+1a = 0,
p0s1m
0
s1 + p
0
s1+1m
0
s1+1a
2 = 0,
p0s1 + p
0
s1+1a
3 = 0,
p0s1(m
0
s1)
2 + p0s1+1(m
0
s1+1)
2a3 = 0.
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As (p0s1 ,m
0
s1) 6= (p0s1+1,−ms01+1), the above system of equations does not admit any solution, which
is a contradiction. Therefore, our assertion follows immediately.
General argument for k∗: Now, for general case of k∗, we argue exactly the same way as that of
Step 2 of Case 2.2. More specifically, by carrying out Taylor expansion up to s-th order and using the
same argument as the proof of part (b) of Theorem 4.5, Case 1 and Case 3 under W ss still yield the
contradiction. As a consequence, we only need to deal with Case 2. In fact, it leads to the following
results:
s2−1∑
j=s1
pnj (m
0
j)
u(∆mnj )
v/
s2+1∑
j=s1
pnj |∆mnj |s → 0, (102)
for any v ≤ s, u ≤ v are all odd numbers when v is even or 0 ≤ u ≤ v are all even numbers when
v is odd. Notice that, now s2 − s1 ≤ k∗ + 1. Without loss of generality, we assume |∆mns1 | =
max
s1≤j≤s2−1
|∆mnj |. Denote ∆mnl /∆mns1 → xl for all s1 + 1 ≤ l ≤ s2 − 1. and xs1 = 1. Then by
dividing both the numerator and denominator of
s2+1∑
j=s1
pnj (m
0
j)
u(∆mnj )
v/
s2+1∑
j=s1
pnj |∆mnj |s by (∆mns1)v
and let n→∞, we achieve the following system of polynomial equations
s2−1∑
j=s1
p0j (m
0
j)
uxvj = 0,
for all 1 ≤ v ≤ s, u ≤ v are all odd numbers when v is even or 0 ≤ u ≤ v are all even numbers
when v is odd. Since s2 − s1 ≤ k∗ + 1, the hardest case will be when s2 − s1 = k∗ + 1. In this case,
the above system of equations becomes system (12). From the hypothesis, we have already known that
with that value of s, the above system of equations does not have any highly non-trivial solution, which
is a contradiction. Therefore, the assertion of our theorem follows immediately.
(b) Without loss of generality, we assume that (p01,m01) = (p02,−m02). Now, we proceed to choose
sequence Gn as that of Step 1 of Case 2.2 where s1 is replaced by 1. Then we can check that
2∑
j=1
pnj (m
0
j )
u(∆mnj )
v = 0 for all odd number u ≤ v when v is even number or for all even num-
ber 0 ≤ u ≤ v when v is odd number. Therefore, for any r ≥ 1, by carrying out Taylor expansion
up to [r] + 1-th order, we can check that sup
x∈R
|pGn(x)− pG0(x)|/W r1 (Gn, G0) → 0, thereby leading
to V (pGn , pG0)/W
r
1 (Gn, G0) → 0. As a consequence, we obtain the conclusion of part (b) of our
theorem.
Remark: As we can see from the case k∗ = 1, W 33 is a lower bound of V (pG, pG0) under the
condition (S.3), but it is not the best lower bound. More specifically, under the scenario of Case 2.1,
W 22 is the best lower bound of V (pG, pG0)(also h(pG, pG0)) while under the scenario of Case 2.2, W 33
is the best lower bound of V (pG, pG0)( also h(pG, pG0)). It suggests the minimax optimal convergence
rate n−1/4 under W2 distance in Case 2.1 or n−1/6 under W3 distance in Case 2.2. As k∗ is bigger,
such as k∗ = 2, the minimax optimal convergence rate can be n−1/8 under W4 or n−1/10 under W5 or
so on. These rates just reflect how broad convergence rate behaviors of skew-Gaussian are.
Supplementary arguments for the proof of Theorem 4.5 Here, we give additional arguments and
detailed calculations for the proof of Theorem 4.5, which are presented in Appendix I.
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Detailed formulae of An,2(x):
d(Gn, G0)α
n
1ji =
2∆pnj
σ0j
− p
n
j∆v
n
j
(σ0j )
3
− p
n
j (∆θ
n
j )
2
(σ0j )
3
+
3pnj (∆v
n
j )
2
4(σ0j )
5
,
d(Gn, G0)α
n
2ji =
2pnj∆θ
n
j
(σ0j )
3
− 6p
n
j∆θ
n
j∆v
n
j
(σ0j )
5
,
d(Gn, G0)α
n
3ji =
pnj∆v
n
j
(σ0j )
5
+
pnj (∆θ
n
j )
2
(σ0j )
5
− 3p
n
j (∆v
n
j )
2
2(σ0j )
7
,
d(Gn, G0)α
n
4ji =
2pnj∆θ
n
j∆v
n
j
(σ0j )
7
,
d(Gn, G0)α
n
5ji =
pnj (∆v
n
j )
2
4(σ0j )
9
,
d(Gn, G0)β
n
1i =
si+1−1∑
j=si
−p
n
jm
0
j∆θ
n
j
π(σ0j )
2
+
2pnjm
0
j∆θ
n
j∆v
n
j
π(σ0j )
4
− 2p
n
j∆θ
n
j∆m
n
j
π(σ0j )
2
,
d(Gn, G0)β
n
2i =
si+1−1∑
j=si
−p
n
jm
0
j∆v
n
j
2π(σ0j )
4
− p
n
j ((m
0
j )
3 + 2m0j)(∆θ
n
j )
2
2π(σ0j )
4
+
pnj∆m
n
j
π(σ0j )
2
+
5pnjm
0
j(∆v
n
j )
2
8π(σ0i )
6
− p
n
j∆m
n
j∆v
n
j
π(σ0j )
4
,
d(Gn, G0)β
n
3i =
si+1−1∑
j=si
pnj (2(m
0
j )
2 + 2)∆mnj∆θ
n
j
π(σ0j )
4
− p
n
j ((m
0
j )
3 + 2m0j )∆θ
n
j∆v
n
j
2π(σ0j )
6
,
d(Gn, G0)β
)
4i =
si+1−1∑
j=si
−p
n
j ((m
0
j )
3 + 2m0j)(∆v
n
j )
2
8π(σ0i )
8
− p
n
jm
0
j(∆m
n
j )
2
2π(σ0j )
4
+
pnj ((m
0
j )
2 + 1)∆mnj∆v
n
j
π(σ0j )
6
.
Detailed formulae of An,1(x):
d(Gn, G0)γ
n
1j = −
pnj∆v
n
j
2
√
2π(σ0j )
3
− p
n
j (∆θ
n
j )
2
2
√
2π(σ0j )
3
+
3pnj (∆v
n
j )
2
8
√
2π(σ0j )
5
− 2p
n
j∆θ
n
j∆m
n
j
π(σ0j )
2
+
∆pnj√
2πσ0j
,
d(Gn, G0)γ
n
2j =
pnj∆θ
n
j√
2π(σ0j )
3
+
pnj∆m
n
j
π(σ0j )
2
− 3p
n
j∆θ
n
j∆v
n
j√
2π(σ0j )
5
− p
n
j∆v
n
j∆m
n
j
π(σ0j )
4
,
d(Gn, G0)γ
n
3j =
pnj∆v
n
j
2
√
2π(σ0j )
5
+
pnj (∆θ
n
j )
2
2
√
2π(σ0j )
5
− 6p
n
j (∆v
n
j )
2
8
√
2π(σ0j )
7
+
2pnj∆θ
n
j∆m
n
j
π(σ0j )
4
,
d(Gn, G0)γ
n
4j =
pnj∆θ
n
j∆v
n
j√
2π(σ0j )
7
+
pnj∆v
n
j∆m
n
j
π(σ0j )
6
,
d(Gn, G0)γ
n
5j =
pnj (∆v
n
j )
2
8
√
2π(σ0j )
9
.
Additional arguments for Step 1.1: We divide this step into three further cases:
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Case 1.1.1: If θni∗ = θ0i∗ for infinitely n, which without loss of generality, we can assume θni∗ = θ0i∗
for all n, then as Cn3 , Cn5 → 0 as n → ∞, we achieve pni∗∆vni∗/d(pni∗ , θni∗ , vni∗ ,mni∗) → 0 as n → ∞.
Combining this result with Cn1 , we get ∆pni∗/d(pni∗ , θni∗ , vni∗ ,mni∗) → 0 as n → ∞. With these results,
Cn2 yields that pni∗∆mni∗/d(pni∗ , θni∗ , vni∗ ,mni∗) → 0 as n → ∞. As a consequence, by summing these
terms up, we obtain
1 . (|∆pni∗ |+ |∆θni∗ |+ |∆vni∗ |+ |∆mni∗ |) /d(pni∗ , θni∗ , vni∗ ,mni∗)→ 0,
which is a contradiction.
Case 1.1.2: If vni∗ = v0i∗ for infinitely n, then we also can assume it holds for all n. From Cn2 and Cn3 ,
we have pni∗(∆θni∗)2/d(pni∗ , θni∗ , vni∗ ,mni∗) → 0. Therefore, pni∗∆θni∗∆mni∗/d(pni∗ , θni∗ , vni∗ ,mni∗) → 0.
Combining these results with Cn1 , we get ∆pni∗/d(pni∗ , θni∗ , vni∗ ,mni∗) → 0 as n → ∞. Additionally, by
taking square of Cn2 , we obtain pni∗(∆mni∗)2/d(pni∗ , θni∗ , vni∗ ,mni∗) → 0 as n→∞. These results imply
that d(pni∗ , θni∗ , vni∗ ,mni∗)/d(pni∗ , θni∗ , vni∗ ,mni∗)→ 0 as n→∞, which is a contradiction.
Case 1.1.3: If mni∗ = m0i∗ for infinitely n, then we can assume that it holds for all n. Combining
Cn2 and Cn4 , we obtain pni∗∆θni∗/d(pni∗ , θni∗ , (vni∗)2,mni∗) → 0 as n → ∞. Combining this result with
Cn3 and Cn1 , we achieve pni∗∆vni∗/d(pni∗ , θni∗ , vni∗ ,mni∗) → 0 and ∆pni∗/d(pni∗ , θni∗ , (vni∗)2,mni∗) → 0 as
n→∞. This leads to a contradiction as well.
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