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Clebsch-Gordan coefficients of discrete groups in subgroup bases
Gaoli Chen1
Institute for Fundamental Theory, Department of Physics, University of Florida, Gainesville, Florida 32611,
USAa)
We express each Clebsch-Gordan (CG) coefficient of a discrete group as a product of a CG coefficient of its
subgroup and a factor, which we call an embedding factor. With an appropriate definition, such factors are
fixed up to phase ambiguities. Particularly, they are invariant under basis transformations of irreducible rep-
resentations of both the group and its subgroup. We then impose on the embedding factors constraints, which
relate them to their counterparts under complex conjugate and therefore restrict the phases of embedding
factors. In some cases, the phase ambiguities are reduced to sign ambiguities. We describe the procedure of
obtaining embedding factors and then calculate CG coefficients of the group PSL2 (7) in terms of embedding
factors of its subgroups S4 and T7.
I. INTRODUCTION
Discrete subgroups of SU(3) are widely used in flavor
model building in particle physics, where one needs to
study the mathematical properties of the selected group,
e.g, its Clebsch-Gordan (CG) coefficients, which deter-
mine how fields are coupled in the model.
For some continuous groups, CG coefficients are usu-
ally expressed in terms of those of their subgroups. For
example, SU(3) CG coefficients can be factored into
SU(2) CG coefficients and so-called isoscalar factors8.
With the notations of Ref. [8], the SU(3) CG coeffi-
cients for the tensor product µ1⊗µ2 = µ3⊕ · · · , with µi
being irreducible representations (irreps), can be written
as(
µ1 µ2 µ3
ν1 ν2 ν3
)
= CI1I2I3I1zI2zI3z
(
µ1 µ2
I1Y1 I2Y2
∣∣∣∣∣ µ3I3Y3
)
, (1)
Such expressions are convenient because the number of
isoscalar factors is smaller than the number of SU(3) CG
coefficients.
In this paper, we discuss the relation between CG coef-
ficients of a discrete group and those of its subgroup. To
our knowledge, a general study of this idea for discrete
groups has not been done in the literature.
For a discrete group G with subgroup H , we want to
find a set of factors that relate CG coefficients of G and
H , denoted as M (G) and M (H),
M
(G)
AB = EAM (H)B , (2)
where B is a collection of indices to specify the subgroup
CG coefficients and A a collection of indices carrying the
information of how irreps of H are embedded in irreps of
G. In analogy to the isoscalar factors, we call the coeffi-
cients in E the embedding factors. Since CG coefficients
are basis-dependent, Eq. (2) is also basis-dependent.
Then one may ask the following questions: 1) how can
we define E independent of bases? 2) are the coefficients
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in E unique for all CG coefficients M (H) in all bases? To
answer these questions, we show that embedding factors
E can be defined in a way that is invariant under basis
transformations of irreps of G and H . It implies that
there does exist a set of embedding factors for all bases
of irreps of G and H . This does not exhaust all the ambi-
guities of the embedding factors because the coefficients
of E still have phase ambiguities, which stem from those
of the subgroup CG coefficients.
We analyze the phase ambiguities of the embedding
factors and propose a way to reduce them, with some
ambiguities remained to be eliminated by other conven-
tions. The advantage of our convention is that it only
depends on general properties of groups and irreps, and
hence it can apply to any groups. We impose on embed-
ding factors constraints which require that a contraction
of two irreps, in the form (X⊗Y)
Z
, behaves the same
as the corresponding irrep Z under the action of com-
plex conjugate. Such constraints lead to the following
consequences:
• Case I: If all of X, Y, and Z are real or pseudo-
real irreps, the overall phase of embedding factors
is fixed up to a sign factor. In particular, if the
irreps can be decomposed into real or pseudoreal
subgroup irreps, then the corresponding embedding
factors are real numbers fixed up to sign factors.
• Case II: If Z is real or pseudoreal and X is complex
conjugate of Y, the overall phase of embedding fac-
tors is also fixed up to a sign factor.
• Case III: In other cases, the embedding factors for
X⊗Y → Z and X¯⊗Y¯→ Z¯ are complex conjugate
to each other. Here, X¯ represents conjugate of X
if it is complex, or X itself otherwise. This state-
ment looks trivial and one may think that CG coef-
ficients always have such a property. But actually
such relation not always holds for CG coefficients
(See Proposition 2 of Section IV). This is another
advantage of embedding factors compared with CG
coefficients.
We introduce a procedure to calculate the embedding
factors. The calculation involves complicated cyclotomic
numbers, which are polynomials of roots of unity e2pii/n,
2and hence it is difficult to obtain simplified results. We
therefore implement an algorithm to perform arithmetic
calculations of cyclotomic numbers.
We apply our technique to the group PSL2 (7) and its
subgroups, the groups S4 and T7, and obtain representa-
tion matrices of PSL2 (7) in its subgroup bases, in which
subgroup elements are block diagonal matrices. For both
subgroups, we acquire complete lists of embedding fac-
tors of the group PSL2 (7). We also find the embedding
factors for S4 and its subgroup A4. We automate much
of the procedure in the Mathematica code in Ref. [5],
which can be easily adjusted for calculating embedding
factors of other discrete groups.
The complete list of PSL2 (7) CG coefficients and the
presentation matrices of PSL2 (7) in S4 basis are new
results, which could be helpful for flavor model build-
ing based on PSL2 (7), or studying connections among
PSL2 (7) models1,6, T7 models3,4,13,18,21,22, and S4 mod-
els (for a review of S4 models, see Ref. [2]). A subgroup
tree of SU (3) discrete subgroups can be found in Ref.
[23]. For systematic analysis of discrete groups used in
flavor model buildings, see Refs. [17 and 19].
The remainder of the paper is organized as follows.
In Section II, we analyze the ambiguities of CG coeffi-
cients. In Section III, we define the embedding factors
and then show that they are basis independent but still
have phase ambiguities. In Section IV, phase conventions
are introduce to reduce the phases ambiguities of embed-
ding factors. In Section V, we describe the procedure
of calculating the embedding factors. The procedure is
then applied to the group PSL2 (7) and its subgroups
S4 and T7. Specifically, in Section VI, the representa-
tion matrices of the PSL2 (7) group are obtained in its
subgroup bases. In Section VII, we calculate embedding
factors of the tensor product 6 ⊗ 6 → 6 of the group
PSL2 (7) as an example. The group theory properties of
relevant groups are given in Appendix A. In Appendix
B, we describe the algorithm for arithmetic calculations
of cyclotomic numbers. Appendix C and D list complete
sets of CG coefficients of PSL2 (7) in S4 and T7 bases.
Conventions
Some of the conventions used in the main text are as
follows. G represents a discrete group and H is its sub-
group. The boldface and capitalized letters X, Y, and Z
are irreps of the group G and X , Y , Z are corresponding
vectors in Hilbert spaces of these irreps. The boldface
and lowercase letters x, y, z are irreps of the subgroup
H , and x, y, z are corresponding vectors in Hilbert space
of these irreps. Contraction of irreps of G are denoted as
[X ⊗ Y ]Z , which means a contraction of X and Y to Z.
Similarly,
{
x⊗ y}
z
represents a contraction of H irreps.
The letters i, j, k label a single component of a vector
while a, b, c label an irrep of the subgroup. For example,
xi means the i-th component of x while xa is a vector of
the irreps xa. A matrix realization (representation ma-
trix) of group element g in X irrep is denoted as ρX (g).
Representation matrices are always unitary in this paper.
II. CLEBSCH-GORDAN COEFFICIENTS AND THEIR
AMBIGUITIES
The tensor product of two irreps of a group is in general
reducible. Let G be a discrete group with irreps X, Y,
Z, and X , Y , Z be vectors of the corresponding Hilbert
spaces on which the group elements act. If Z is contained
in the tensor product X⊗Y, then given X and Y , there
exist a Z and a set of coefficients M
(XY→Z)
kα such that,
for all g ∈ G,
(ρZ (g)Z)k =
∑
α
M
(XY→Z)
kα (ρX (g)X ⊗ ρY (g)Y )α ,
(3)
where ρZ is a matrix realization of irrep Z and elements
of the tensor product (ρX (g)X ⊗ ρY (g)Y ), a column
vector with dimension (dimX × dim Y ), are of the form
(ρX (g)X)i (ρY (g)Y )j . The coefficients M
(XY→Z)
kα are
the Clebsch-Gordan coefficients. Note that CG coeffi-
cients can also be defined as a unitary transformation
between the tensor products of group elements and the
direct sum of their irreps, e.g, Ref. [26]. In this paper, it
is more convenient to define CG coefficients with vector
spaces. In the remainder of this paper, we may suppress
the superscript (XY → Z) if there is no chance of confu-
sion.
If Z and M (XY→Z) satisfy eq. (3), then for any
nonzero c-number λ, λZ and λM (XY→Z) also satisfy the
equation. So it is then conventional to impose on CG
coefficients, in addition to orthogonality, normalization
constraints, which give rise to unitary CG coefficients
∑
α
M∗kαMlα = δkl. (4)
There are, however, other ambiguities. Firstly, CG
coefficients are basis-dependent. Under basis transfor-
mations
X → X ′ = UXX, ρX (g)→ UXρX (g)U−1X , (5a)
and similarly for Y and Z, eqs. (3) and (4) are invariant
if the matrices M simultaneously transform as
M →M ′ = UZM
(
U−1X ⊗ U−1Y
)
. (5b)
We shall call this basis ambiguity in the remainder of the
paper. The second ambiguity is phase ambiguity, mean-
ing that eqs. (3) and (4) are invariant under the trans-
formation M → eiθM , Z → eiθZ. The last ambiguity
exists when there are nontrivial multiplicities in a tensor
product, i.e., X ⊗Y → Z(1) ⊕ · · · ⊕ Z(µ) , then a linear
combination of the CG coefficients λ1M
(1)+· · ·+λnM (µ)
with
∑
i λ
∗
i λi = 1 is also a set of unitary CG coefficients.
3III. EMBEDDING FACTORS
Let H be a subgroup of G and assume that the irreps
X, Y, Z can be decomposed into irreps of H as
X =
⊕
a
xa, Y =
⊕
b
yb, Z =
⊕
c
zc, (6)
where xa, yb, zc are irreps of H . For the contraction
X⊗Y → Z, we can write
PZ→cZ =
∑
a,b
E(XY→Z)c,ab {(PX→aX)⊗ (PY→bY )}zc , (7)
where PX→a is a matrix of dimension dimxa × dimX
to project the xa components from X and E(XY→Z)c,ab are
the embedding factors. The projection matrices act like
similarity transformations on H elements between repre-
sentation X and xa, i.e.,
(PX→a)ik [ρX (h)]kl
(
P †X→b
)
lj
= δab [ρxa (h)]ij , ∀h ∈ H.
(8)
In analogy to eq. (3), the coefficients E(XY→Z)c,ab should
actually satisfy a stronger constraint
PZ→cρZ (g)Z =
∑
a,b
E(XY→Z)c,ab {(PX→aρX (g)X)⊗ (PY→bρY (g)Y )}zc , ∀g ∈ G, (9)
which reduces to eq. (7) when g = e.
In the following, we may write E(XY→Z)c,ab simply as Ec,ab
for convenience. The orthonormalization constraints (4)
now become ∑
ab
E∗c,abEd,ab = δcd. (10)
We remark that the rhs of each equations of (6) may
contain duplicated irreps. Such a case can be avoided
by choosing a large enough subgroup H . Therefore, for
simplicify, we only consider the case that no irrep is con-
tained twice in an irrep of the large group.
Proposition 1. The coefficients E(XY→Z)c,ab defined as eq.
(9) are invariant under basis transformations of irreps of
both the group and its subgroup.
Proof. Under a basis transformation of the group G,
the vector X , projection matrix PX→a, and matrices
ρX (g) transform as X
′ = UXX , P ′X→a = PX→aU
−1
X ,
and ρ′X (g) = UXρX (g)U
−1
X respectively. It follows that
(PX→aρX (g)X) is invariant, so are (PY→bρY (g)Y ) and
(PZ→cρZ (g)Z) . Hence, both sides of eq. (9) are invari-
ant under the transformation.
Now consider basis transformations of the subgroup
irreps. For simplicity, we can now fix projection matri-
ces to special forms, since we can always perform basis
transformations to bring projection matrices to desired
forms without changingMc,ab coefficients. So we choose
bases such that elements of H are block diagonal matri-
ces, which means that the projection matrices have the
form
PX→a =
(
O1 · · · Oa−1 P (u)X→a Oa+1 · · ·
)
, (11)
where P
(u)
X→a is a unitary matrix of dimension dimxa ×
dimxa and Ob are zero matrices of dimension dimxa ×
dimxb. For basis transformations of H
(xa, yb, zc)→ (x′a, y′b, z′c) = (Uaxa, Ubyb, Uczc) , (12a)
the subgroup contraction {xa ⊗ yb}zc should transform
as
zc = {xa ⊗ yb}zc → z′c = {Uaxa ⊗ Ubyb}
′
z′c
, (12b)
where we have used the primed brackets to indicate the
new CG coefficients in the new basis. It then implies
{Uaxa ⊗ Ubyb}′z′c = Uc {xa ⊗ yb}zc . (13)
Under these transformations, ρX (g)X transforms as
ρX (g)X → UXρX (g)X, (14)
where
UX =
⊕
xa in X
(
P
(u)
X→a
)−1
UaP
(u)
X→a. (15)
Since PX→a is in the form of (11), it is easy to see that
PX→aUX = UaPX→a. (16)
(14) and (16) imply that PX→aρX (g)X transforms as
PX→aρX (g)X → UaPX→aρX (g)X.
Now consider the both sides of eq. (9) under the basis
transformations. The lhs becomes UcPZ→cρZ (g)Z and
4the rhs becomes
rhs =
∑
a,b
Ec,ab {UaPX→aρX (g)X ⊗ UbPY→bρY (g)Y }′z′c
= Uc
∑
a,b
Ec,ab {PX→aρX (g)X ⊗ PY→bρY (g)Y }zc
= UcPZ→cρZ (g)Z = lhs,
where we have used eq. (13) in the second equality. Eq.
(9) is therefore invariant under the basis transformations
(12).
We have showed that embedding factors are indepen-
dent of bases of both the group and its subgroup. There
are, however, still ambiguities in embedding factors due
to phase ambiguities of the projection matrices and sub-
group CG coefficients. Consider the U (1) transforma-
tions on projection matrices and subgroup CG coeffi-
cients 1
PX→a → eiθ
(X)
a PX→a, (17){
xa ⊗ yb
}
zc
→ eiφ(ab→c){xa ⊗ yb}zc . (18)
Under these U (1) transformations, the embedding fac-
tors transform as
E(XY→Z)c,ab → e
i
(
θ(X)a +θ
(Y )
b
−θ(Z)c +φ(ab→c)
)
E(XY→Z)c,ab . (19)
We see that there are in general four phase ambiguities
for each embedding factor. They can be removed or re-
duced by appropriate phase conventions, which are usu-
ally basis-dependent. For example, for SU (2) CG co-
efficients, it is conventional to choose a particular CG
coefficient to be real and positive. In the following sec-
tion, we introduce a basis-independent convention, which
can reduce the number of U (1) ambiguities and, in some
cases, reduce the ambiguities to Z2 ambiguities, i.e., am-
biguities of sign factors.
IV. REDUCING PHASE AMBIGUITIES
To introduce the convention, we first discuss real and
complex representations. A real or pseudoreal represen-
tation is a representation whose complex conjugate is
equivalent to itself while a complex representation is a
representation that is inequivalent to its complex conju-
gate. So we can define the complex conjugate of a real
(or pseudoreal) representation to be itself. Now if ρX is a
1 According to (8), projection matrices can also transformation as
PX→a → PX→aρX
(
g′
)
,
where g′ is an element of center of G. But we can see that it is
equivalent to replacing g with g′g in eq. (9) and hence does not
change embedding factors.
matrix realization of X and ρ
X¯
the one of X¯, then there
exists a unitary matrix ΓX such that
ΓXρX (g)
∗
Γ†X = ρX¯ (g) , ∀g ∈ G. (20)
When X is complex, we can always choose ρ
X¯
(g) =
ρX (g)
∗
so that ΓX can be the identity matrix. When
X is real or pseudoreal, then ρ
X¯
is identical to ρX and
ΓX is in general a nontrivial unitary matrix depending on
the basis of the representation. For real X, ΓX is sym-
metric; for pseudoreal X, ΓX is antisymmetric
25. The
unitarity of ΓX then implies that ΓXΓ
∗
X = ±1, where +
is for real X and − for pseudoreal X.
Eq. (20) implies that ΓXX
∗ should transform as a
vector in the representation space of X¯. We therefore
can define a vector X¯ to be
X¯ ≡ ΓXX∗. (21)
With such a definition, it is natural to impose the follow-
ing constraints
ΓZ ([X ⊗ Y ]Z)∗ =
[
X¯ ⊗ Y¯ ]
Z¯
, (22a)
Γc
({
xa ⊗ yb
}
zc
)∗
=
{
x¯a ⊗ y¯b
}
z¯c
, (22b)
where the matrix ΓZ transforms Z
∗ to Z¯, and Γc trans-
forms z∗c to z¯c. The constraints (22a) and (22b) imply
that the contractions [X ⊗ Y ]Z and
{
xa ⊗ yb
}
zc
should
behave the same as Z and zc under the complex conju-
gate operation. It is also natural to impose similar con-
straints on subgroup irreps embedded in a large group
irrep, meaning that Γc should transform the complex
conjugate of zc components of Z to z¯c components of
Z¯,
Γc (PZ→cZ)
∗ = PZ¯→c¯Z¯ = PZ¯→c¯ΓZZ
∗,
from which it follows that
ΓcP
∗
Z→c = PZ¯→c¯ΓZ . (22c)
These constraints lead to the following consequences.
Proposition 2. The CG coefficients M (xayb→za) and
M (x¯ay¯b→z¯c) are related by
M (x¯ay¯b→z¯c) = Γc
(
M (xayb→za)
)∗ (
Γ−1a ⊗ Γ−1b
)
. (23)
Proof. The CG coefficients M (xayb→za) and M (x¯ay¯b→z¯c)
are defined as
zc = M
(xayb→za) (xa ⊗ yb) , z¯c = M (x¯ay¯b→z¯c) (x¯a ⊗ y¯b) .
The constraint (22b) then implies
ΓcM
(xayb→za)∗ (x∗a ⊗ y∗b ) = M (x¯ay¯b→z¯c) (x¯a ⊗ y¯b)
= M (x¯ay¯b→z¯c) (Γa ⊗ Γb) (x∗a ⊗ y∗b ) ,
where we used x¯a = Γxx
∗
a and y¯b = Γby
∗
b in the second
equality. Comparing the coefficients of both sides yields
eq. (23).
5We see that the relation between M (xayb→zc) and
M (x¯ay¯b→z¯c) depends on basis of irreps. M (x¯ay¯b→z¯c) is in
general not simply the complex conjugate of M (xayb→zc)
unless that Γa,b,c matrices are all identity matrices. The
matrix Γa is the identity matrix in two cases: 1) xa is
complex; 2) xa is real (not pseudoreal) irrep and is in a
basis that the matrices of its generators are all real. The
latter implies that, if all the three irreps are real, there
exist bases that the CG coefficients M (xayb→zc) are all
real. The overall phase of M (xayb→zc) is fixed up to a
sign factor in two cases: i) xa, yb, zc are all real or pseu-
doreal irreps; ii) za is real or pseudoreal and xa is the
complex conjugate of yb. In these two cases, the phase
φ(ab→c) in eq. (19) can only be 0 or pi.
Proposition 3. When Γa and ΓX are fixed, the phase
ambiguity of the projection matrix PX→a, denoted as θ
(X)
a
in eq. (17), are constrained by
eiθ
(X¯)
a¯ = e−iθ
(X)
a .
Proof. This follows directly from (22c).
If both X and xa are real or pseudoreal, we have θ
(X)
a
is fixed to 0 or pi and the U (1) ambiguity is reduced to
a Z2 ambiguity; if any of the irreps is complex, we have
θ
(X¯)
a¯ = −θ(X)a , which implies that two U (1) ambiguities
are reduced to one U (1) ambiguity.
Proposition 4. The embedding factors E(XY→Z)c,ab and
E(X¯Y¯→Z¯)
c¯,a¯b¯
satisfy
E(X¯Y¯→Z¯)
c¯,a¯b¯
=
(
E(XY→Z)c,ab
)∗
. (24)
Proof. The coefficients E(XY→Z)c,ab and E
(X¯Y¯→Z¯)
c¯,a¯b¯
are de-
fined as
PZ→cZ =
∑
a,b
E(XY→Z)c,ab
{
PX→aX ⊗ PY→bY
}
zc
, (25)
PZ¯→c¯Z¯ =
∑
a,b
E(X¯Y¯→Z¯)
c¯,a¯b¯
{
PX¯→a¯X¯ ⊗ PY¯→b¯Y¯
}
z¯c
. (26)
Applying eq. (22b) to eq. (26) yields
PZ¯→c¯Z¯ =
∑
a,b
E(X¯Y¯→Z¯)
c¯,a¯b¯
Γc
({
PX→aX ⊗ PY→bY
}
zc
)∗
.
(27)
On the other hand, we can also write PZ¯→c¯Z¯ as, using
eqs. (22c) and (25),
PZ¯→c¯Z¯ = PZ¯→c¯ΓZZ
∗ = ΓcP ∗Z→cZ
∗
=
∑
a,b
(
M(XY→Z)c,ab
)∗
Γc
({
PX→aX ⊗ PY→bY
}
zc
)∗
(28)
Comparing rhs of eqs. (27) and (28) gives rise to eq.
(24)
Note that eq. (24) holds only when the CG coeffi-
cients of the subgroup obey the constraint (22b). The
constraint (24) on Ec,ab is much simpler than the con-
straint (23) on M . It is basis-independent and E(X¯Y¯→Z¯)
is simply the complex conjugate of E(XY→Z). The over-
all phase of E(XY→Z) is fixed up to a sign factor when
[X ⊗ Y ]Z and
[
X¯ ⊗ Y¯ ]
Z¯
represent the same contraction,
which occurs in the following two cases:
• Case I: all of X, Y, and Z are real or pseudoreal.
Particularly, if subgroup irreps zc, xa, yb are also
real or pseudo real, then the coefficient E(XY→Z)c,ab is
a real number and fixed up to a sign factor.
• Case II: Z is real or pseudoreal and X = Y¯ are
complex.
For contractions of more than two vectors, we have sim-
ilar constraints as (22a). Consider a contraction of three
vectors [X ⊗ [V ⊗W ]Y ]Z and its counterpart under com-
plex conjugate
[
X¯ ⊗ [V¯ ⊗ W¯ ]
Y¯
]
Z¯
. The relation between
these two is
ΓZ
(
[X ⊗ [V ⊗W ]Y ]Z
)∗
=
[
X¯ ⊗ [V¯ ⊗ W¯ ]
Y¯
]
Z¯
. (29)
It can be shown as follows:
lhs = ΓZM
(XY→Z)∗ (X∗ ⊗ ([V ⊗W ]Y )∗)
= ΓZM
(XY→Z)∗ (Γ−1X ⊗ Γ−1Y ) (X¯ ⊗ ([V¯ ⊗ W¯ ]Y¯ ))
= M(X¯Y¯→Z¯)
(
X¯ ⊗ ([V¯ ⊗ W¯ ]
Y¯
))
=
[
X¯ ⊗ [V¯ ⊗ W¯ ]
Y¯
]
Z¯
where in the third equality we used eq. (23). We can
generalize eq. (29) to contractions of arbitrary number
of vectors
ΓZ ([X ⊗ Y ⊗ · · · ⊗W ]Z)∗ =
[
X¯ ⊗ Y¯ ⊗ · · · ⊗ W¯ ]
Z¯
,
where the rhs is the complex conjugate counterpart of
the term inside the round parentheses of the lhs and
we have suppressed all the nesting structures and inter-
mediate irreps. When Z is the trivial singlet represen-
tation, ΓZ is the one-dimensional identity matrix and[
X¯ ⊗ Y¯ ⊗ · · · ⊗ W¯ ]
Z¯
is a c-number complex conjugate
to [X ⊗ Y ⊗ · · · ⊗W ]Z . Particularly, if the contraction
[X ⊗ Y ⊗ · · · ⊗W ]1, with 1 being the trivial singlet, is
invariant under complex conjugate operation of irreps,
i.e. [X ⊗ Y ⊗ · · · ⊗W ]1 =
[
X¯ ⊗ Y¯ ⊗ · · · ⊗ W¯ ]
1
, then
the contraction is a real number.
A. Remarks
The above property has an implication in flavor physics
models with discrete flavor symmetries. To make the La-
grangian Hermitian, one needs to add its complex con-
jugate to for each term of the Lagrangian. For example,
6if a term like λ [X ⊗ [V ⊗W ]X¯ ]1 is contained in the La-
grangian, then a counterpart term λ∗
[
X¯ ⊗ [V¯ ⊗ W¯ ]
X
]
1
is presumably contained in the Lagrangian as well. How-
ever, for general CG coefficients, [X ⊗ [V ⊗W ]X¯ ]1 and[
X¯ ⊗ [V¯ ⊗ W¯ ]
X
]
1
are not necessary complex conjugate
to each other. Therefore, the coupling constant λ in gen-
eral has to be a complex number with certain phase to
make the Lagrangian real. With the embedding factors
defined under constraints (22), the coefficient λ can al-
ways be a real number.
One should not confuse the Γ matrices with the
unitary matrix U of generalized charge-parity (CP)
transformations7,9–11,14,24,
φi
CP−→ Uiφ∗i . (30)
UiρRi (g)∗ U−1i = ρRi (u (g)) , ∀g ∈ G, ∀i, (31)
where u is an automorphism of the group. For a phys-
ical CP transformation, u should be class-inverting and
involutory. If such an automorphism exists, a model em-
ploying the group G as flavor symmetry can be invariant
under transformation (30). The matrices Ui are in gen-
eral different with the Γ matrices defined as (20). In fact,
under the transformation like X → ΓXX∗, we have
X → X¯, X¯ →
{
−X pseudoreal X
X compex or real X
(32)
The Lagrangian is not invariant under (32) if it contains
contractions with odd number of pseudoreal irreps. But
there exist groups with pseudoreal irreps admitting a CP
symmetry. For example, the group Q8, which has one
2-dimensional pseudoreal irrep, admits a CP symmetry7.
On the other hand, even if a group does not have pseu-
doreal irreps, the transformation X → ΓXX∗ is not nec-
essary a CP transformation, since the class-inverting in-
volutory automorphism for such a transformation might
not exist. For example, the group T7, of which all irreps
are complex except the real trivial singlet, does not ad-
mit a physical CP transformation7 but the Lagrangian is
invariant under the transformation X → ΓXX∗.
V. PROCEDURE TO CALCULATE EMBEDDING
FACTORS
In this section, we will describe the procedure to calcu-
late embedding factors. First, we remark that there are
some existing methods to calculate CG coefficients, for
example, the Mathematica package Discrete15, which im-
plements the algorithm of Ref. [26], and the method in-
troduced by Ref. [19]. These methods work well for low-
dimensional irreps and groups with small order. How-
ever, when it comes to CG coefficients of large discrete
group or those involving high-dimensional irreps, they
are usually not effective2. Furthermore, our goal is to
calculate the embedding factors, we therefore introduce
the following procedure.
The step zero is to find representation matrices and
CG coefficients of its subgroup. Here, we assume that
the subgroup are relatively small and its representation
matrices and CG coefficients are known or easy to find.
Moreover, the CG coefficients of the subgroup should sat-
isfy eq. (23).
• Step I
Find representation matrices of G in the subgroup basis.
For simplicity, we choose a basis that projection matri-
ces are in the simplest form, meaning that P
(u)
X→j in (11)
are identity matrices3. One can first find the represen-
tation matrices of low-dimensional irreps then build the
high-dimensional irreps from tensor products. Usually
the low-dimensional representation matrices, in a certain
basis, are already known in the literature or can be ob-
tained from the GAP12. We therefore focus on finding
a similarity transformation that transforms the matrices
to the desired basis.
To find the similarity transformation, we need to diag-
onalize the representation matrices, see Section VI. En-
tries of these matrices are usually cyclotomic numbers,
which are polynomials of n-th roots of unity for certain
fixed n. It is difficult to find the eigenvectors of these
matrices directly by Mathematica. We developed a al-
gorithm to perform arithmetic operation of cyclotomic
numbers. The details are discussed in Appendix B. With
the algorithm, we can find the eigenvector of a matrix
for a given eigenvalue, which, for low-dimensional irreps,
usually can be calculated directly by Mathematica.
• Step II
Write down the most general expression of a contrac-
tion [X ⊗ Y ]Z in terms of subgroup contractions, as eq.
(7), with undetermined embedding factors Ec,ab and then
setup equations for these coefficients. With eq. (7), we
obtain the expression of Z in terms of Ec,ab and bilinear
forms of X and Y . We then substitute the expression
2 We do not know the order of groups or the dimension of irreps,
beyond which these methods become ineffective. Based on our
testing, for the group PSL2 (7) of order 168, the Discrete package
did not give any result for the calculation of CG coefficients of
two six-dimensional irreps, even after days of computation. The
method of Ref. [19] requires diagonalization of representation
matrices by Mathematica, which, based on our testing, failed to
give any result for the six-dimensional representation matrices of
the group PSL2 (7).
3 There is a special case that the projection matrix cannot be in
the trivial form. This occurs when two irreps of the group are
identified to the same irrep of the subgroup. For example, for
the PSL2 (7) group, both 3 and 3¯ are identified to the 32 of S4.
If we choose P
(u)
3→32
to be a identify matrix, then P
(u)
3¯→32
cannot
be identity matrix simultaneously. The key point here is to make
projection matrices as simple as possible.
7of Z into eq. (9) with g being generators of G. If a
generator is a member of the subgroup, then eq. (9) is
automatically satisfied. So we only need to substitute g
with generators that are in the subgroup. By matching
of the coefficients of bilinear forms of X and Y , we ob-
tain homogeneous equations with respect to the unknown
variables Ec,ab. In this way, the number of equations we
obtained are usually much more than the number of un-
known variables. Many of the equations are dependent
on others and hence redundant.
Alternatively, instead of matching coefficients of bilin-
ear forms, we can generate the equations by replacing X
and Y with some constant vectors{
X = V (p), Y = W (p)
}
, p = 1, 2, · · · , (33)
with each p corresponding to one set of inputs. There are
different choices of the constant vectors V (p) and W (p).
A simple choice is that each vector has only one nonzero
component, i.e.,
V
(p)
k = δk,ip , W
(p)
k = δk,jp , (34)
where {ip} and {jp} are two sets of appropriately chosen
positive integers. In this way, we can reduce the num-
ber of equations. Of course, we need to choose enough
number of ip and jp and there could still be redundant
equations and some of the equations are trivially 0 = 0.
If X ⊗ Y → Z has multiplicity µZ , then there will be
at most Nc−µZ independent equations, where Nc is the
number of the unknown variables Mc,ab.
• Step III
The third step is to solve for the unknown variables Ec,ab.
In the solution of the homogeneous linear equations,
there will be µZ free variables and the other Nc − µZ
variables be expressed as linear combinations of these
free variables. In principle, we could solve these linear
equations using standard methods. However, as the coef-
ficients of these linear equations are cyclotomic numbers,
which come from the matrices of group generators, the
exact solutions are usually involved. If we use Mathe-
matica to solve the equations directly, it usually cannot
simplify the solution to appropriate forms.
There are two ways to solve the issue. The first way
is to use the calculation technique of cyclotomic num-
bers. We can use the Gaussian elimination algorithm
with arithmetic operation of cyclotomic numbers to solve
the equations. To be efficient, the Gaussian elimination
procedure should apply to a set of independent equa-
tions, which can be found by converting the coefficients
of equations to floating numbers and apply regular Gaus-
sian elimination algorithm with certain error tolerance.
The second way to solve the issue is to use a Mathe-
matica programming trick. Instead of solving the equa-
tions directly, we convert all the coefficients to floating
numbers and solve the equation numerically. We then
convert the float numbers back into exact numbers us-
ing the Mathematica function RootApproximant16. Be-
cause of numerical instability, the dependency relations
of the equations are broken when the coefficients are con-
verted to float numbers. Hence, it is crucial to pick out
the maximal set of independent equations before solving
the equations. Again, this can be done by the Gaussian
elimination algorithm with an appropriate error toler-
ance. The method is less rigorous comparing to the first
one. But we found it very effective in the calculation of
PSL2 (7) CG coefficients.
• Step IV
The last step is to solve the constraint (24) and orthonor-
malize the embedding factors. The constraint (24) simply
means that the embedding factors of [X ⊗ Y ]Z are com-
plex conjugate of those of
[
X¯ ⊗ Y¯ ]
Z¯
. Thus, care should
be taken when [X ⊗ Y ]Z is invariant under the complex
conjugate transformation of irreps, i.e., the Case I and
II of section III. The constraint under these two cases
can be solved as follows. Let {EA} be the sets of free
parameters in the solution of step III, where A denotes
subscripts of the form (c, ab), then the constraint (24) is
translated into equations of the form∑
A
αAEA =
∑
A
βAE∗A, (35)
where {αA} and {βA} are constant c-numbers. These
equations can be solved by expressing EA in terms of
real and imaginary parts, i.e., EA = E(r)A + iE(i)A . Finally,
if µZ > 1, we can use the Gram–Schmidt process to
build µZ sets of orthonormal embedding factors.
We have shown the procedure to find embedding fac-
tors. Let us now count the number of degrees of freedom
(DOF) of embedding factors. There are µZ free com-
plex coefficients Ec,ab after solving the homogeneous lin-
ear equations in step III. For Case I and II, the constraint
(24) generates µZ independent equations as (35), which
reduce the µZ complex DOF to µZ real DOF. The nor-
malization condition reduces one more real DOF. There-
fore, there are µZ sets of independent embedding factors
with µZ − 1 real DOF. For other cases, the constraint
(24) relates embedding factors of [X ⊗ Y ]Z to those of[
X¯ ⊗ Y¯ ]
Z¯
. Then there are 2µZ sets of embedding fac-
tors with µZ complex DOF. Again, the normalization
condition reduces one more real DOF. The 2µZ sets of
embedding factors therefore have 2µZ − 1 real DOF.
In the following sections, we will demonstrate the
above procedure with the group PSL2 (7) and its sub-
groups S4„ and T7. We automate much of the procedures
in Mathematica package files, which can be found in Ref.
[5]. We note that the source code can be adapted for
different groups.
VI. REPRESENTATION MATRICES OF PSL2 (7)
In this section, we will find representation matrices of
PSL2 (7) in its subgroup bases. To begin with, let us first
8give a brief introduction of the group and its subgroups.
Much of the group theories can be found in Appendix A.
PSL2 (7), the largest discrete subgroup of SU (3) of
order 168, is the projective special linear group of (2× 2)
matrices over F7, the finite Galois field of seven elements.
The generators of the group are defined as〈
A,B|A2 = B3 = (AB)7 = [A,B]4 = e
〉
,
where [A,B] ≡ A−1B−1AB. It has six irreps20: the
complex 3 and its conjugate, 3¯, as well as four reals,
1,6,7, and 8. Two of its subgroups are S4, generated by
a4 = b2 = (ab)
3
= e. (36)
and T7, generated by
c7 = d3 = 1, d−1cd = c4. (37)
The S4 and T7 generators can be expressed in terms of
PSL2 (7) generators as
a = [A,B] , b =
(
AB2 (AB)
2
)2
, (38)
and
c = AB, d = AB
(
AB2
)2
(AB)
2 (
AB2
)2
. (39)
We note that these expression are not unique and they
can be found by GAP12. An example GAP code to find
such relations can be found in Ref. [5].
In the following subsection, we will choose bases of
PSL2 (7) irreps so that the projection matrices PX→a
are in the form of eq. (11) with P
(u)
X→a being identity ma-
trices, except for a special case that we will see shortly. In
such bases, the subgroup irreps are contained in PSL2 (7)
irreps following their orders in the embedding relations
shown as table A.4. For example, irreps of the subgroup
T7 are embedded in the 6 irrep as 6 = 3 ⊕ 3¯, then the
first three components of a sextet form a T7 triplet and
the last three components form a T7 anti-triplet.
We will first find the representation matrices in the S4
basis and then the T7 basis. For both subgroups, we will
first seek for the representation matrices of 3 and 3¯, then
build high-dimensional irreps from the tensor product of
low-dimensional irreps. We will denote contractions of
PSL2 (7) by square brackets and those of S4 and T7 by
curly brackets.
A. In the S4 basis
To find representation matrices of PSL2 (7) in the S4
basis, we first need to find representation matrices of S4,
which usually can be obtained from the literature or the
GAP, and then the CG coefficients of S4. But since S4
has the subgroup A4, which is also a group popular in
model building of flavor physics, we seek for a matrix
realization of S4 in A4 basis. A4 has only one non-singlet
irrep, 3, whose matrix realization is given as eq. (A.2).
The procedures to find S4 representation matrices in A4
basis are similar to what we will talk in this section but
the calculation is kind of trivial. So we simply give the
results in Appendix A and focus on finding representation
matrices of PSL2 (7).
Although we require the projection matrices to be the
simplest form, there are still ambiguities in the repre-
sentation matrices of PSL2 (7) because of the phase am-
biguity of subgroup representation spaces. For complex
representations x and x¯, if x and x¯ are vectors in their
representation spaces satisfying Γxx
∗ = x¯, then eiθx and
e−iθx¯ are also vectors of the representation spaces and
satisfy the same constraint; for real or pseudoreal rep-
resentation x, the phase ambiguity becomes a sign am-
biguity. Since S4 is an ambivalent group, whose irreps
all are real or pseudoreal, the vectors of S4 representa-
tion spaces have sign ambiguities. It then implies that,
consulting the embedding of S4 irreps in PSL2 (7) irreps
as table A.4, representation matrices of PSL2 (7) irreps
6, 7, and 8 are fixed up to similarity transformation of
diagonal sign-factor matrices,
O[R] → S [R]O[R]
(
S [R]
)†
, O = A, B, R = 6, 7, 8,
(40)
where
S [6] = diag (±1,±I2,±I3) ,
S [7] = diag (±1,±I3,±I3) ,
S [8] = diag (±I2,±I3,±I3) ,
with In being the n×n identity matrix. Since the triplet
and anti-triplet decomposition are 3 = 32 and 3¯ = 32,
their representation matrices are fixed because a simi-
larity transformation of the above form does not change
the matrices. Under above transformations, the embed-
ding factors transform as eq. (19) with φ(ab→c) = 0 and
θ
(X,Y,Z)
a,b,c = 0 or pi. In the following results, the S matrices
are chosen to be identity matrices for simplicity.
1. The triplet representation
Representation matrices of PSL2 (7) generators al-
ready exist in the literature. We will use the existing
results and transform them to the S4 basis. In Ref. [20]
the representation matrices of PSL2 (7) in triplet irrep
are
A˜[3] =
i√
7

η2 − η5 η − η6 η4 − η3η − η6 η4 − η3 η2 − η5
η4 − η3 η2 − η5 η − η6

 , η = exp (i2pi/7)
(41a)
B˜[3] =
i√
7

η3 − η6 η3 − η η − 1η2 − 1 η6 − η5 η6 − η2
η5 − η4 η4 − 1 η5 − η3

 . (41b)
9Since 3 of PSL2 (7) is identified to 32 of S4, the S4 gen-
erators a and b in 32 irrep can be generated by A˜
[3] and
B˜[3]. Using eq. (38), we have
a˜ =
i√
7

 η5 − η η5 − η3 η3 − η2η6 − η4 η3 − η2 η3 − η6
η6 − η5 η5 − η η6 − η4

 ,
b˜ = −1
7

η6 − η2 η − η6 η3 − η2η6 − η4 η5 − η4 η2 − η5
η4 − η3 η5 − η η3 − η


2
.
We now want to find a unitary matrix U that simulta-
neously transforms a˜ to a[32] and b˜ to b[32], where a[32]
and b[32] are given as eqs. (A.6),
U †a˜U = a[32], (42a)
U †b˜U = b[32]. (42b)
The matrix U can be found as follows. Since a˜ and a[32]
have the same eigenvalues {1, i,−i}, there exist unitary
matrices U1 and U2 such that
U †1 a˜U1 = U
†
2a
[32]U2 = diag (1, i,−i) . (43)
Now the matrix U can be written as
U = U1

eiθ1 eiθ2
eiθ3

U †2 . (44)
Substituting above into eq. (42b), we can solve for θ2
and θ3 in terms of θ1 and determine the matrix U up to
an irrelevant overall phase. To diagonalize a˜, we can use
the algorithm of cyclotomic number calculation to find
its eigenvectors.
Alternatively, an easier way to find U is using the A4
generators s = a2 and t = ab. In the desired basis,
t = diag
(
1, ω, ω2
)
is diagonal and, in the basis of (41), t˜
has a simple form
t˜ = a˜b˜ =

 0 η4 00 0 η
η2 0 0

 .
Replacing a˜ and a[32] with t˜ and t in eq. (43) and re-
peating the calculation, we find that U2 is the identity
matrix and
U1 =

 1 1 1η3 ωη3 ω2η3
η2 ω2η2 ωη2

 , ω = exp(i2pi
3
)
. (45a)
Requiring that U transforms s˜ = a˜2 to the matrix s of
eq. (A.2), we obtain
ei(θ2−θ1) =
1
28
[(
−9−
√
3i
)
η5 − 2
(
9 +
√
3i
)
η4
]
+
1
28
[(
−6 + 4i
√
3
)
η3 +
(
6− 4i
√
3
)
η2
]
+
1
28
[(
−3 + 9i
√
3
)
η +
√
3i− 5
]
, (45b)
ei(θ3−θ1) =
1
28
[(
−9 +
√
3i
)
η5 − 2
(
9−
√
3i
)
η4
]
+
1
28
[(
−6− 4i
√
3
)
η3 +
(
6 + 4i
√
3
)
η2
]
+
1
28
[(
−3− 9i
√
3
)
η −
√
3i− 5
]
. (45c)
Substituting eqs. (45) and U2 = I into eq. (44), we
obtain the matrix U in a complicated expression. For-
tunately, applying the unitary transformation with U to
A˜[3] and B˜[3] , we get simple expressions of A and B in
the desired basis
A[3] =

 − 13 23ω 23ω22
3ω
2 − 13 23ω
2
3ω
2
3ω
2 − 13

 , (46a)
B[3] =


2
3 −
i(
√
3+
√
7)
6 ω
2b¯27
i(
√
3−
√
7)
6 ωb¯
2
7
i(
√
7−√3)
6 ωb
2
7 − 13 1+
√
21
6 ω
2
i(
√
3+
√
7)
6 ω
2b27
1−√21
6 ω − 13

 ,
(46b)
where b7 and b¯7 are pure phases
b7 =
η + η2 + η4√
2
=
−1 + i√7
2
√
2
, b¯7 = b
∗
7. (47)
The 3¯ matrix realization is the complex conjugate of 3.
However, the projection matrix P3¯→32 is not the identity
matrix but equals the matrix Γ32 ,
P3¯→32 = Γ32 =

1 0 00 0 1
0 1 0

 .
It can be explained as follows. If 32 were a complex
representation, there would exist its complex conjugate
3¯2. The decomposition of 3 of PSL2 (7) to S4 irreps
would be 3 = 32, 3¯ = 3¯2 and both of the projection
matrices be the identity matrix. But now 32 and 3¯2 are
equivalent and related by a similarity transformation Γ32 .
Therefore 32 and 3¯ should also be related by the same
similarity transformation, and hence, P3¯→32 = Γ32 .
2. Sextet, Octet, and Septet Representations
We now build representation matrices of high-
dimensional irreps with those of 3 and 3¯. The gener-
ators in 6 irrep can be obtained from the tensor product
10
3⊗ 3→ 6 . The decompositions of PSL2 (7) irreps into
S4 irreps
6 = 10 ⊕ 2⊕ 31, 3 = 32, (48)
and the tensor product of S4 irreps
32 ⊗ 32 → 10 ⊕ 2⊕ 31
determine the PSL2 (7) contraction [3⊗ 3]6 to be
[3⊗ 3]
6
=

e
iθ1
{
32 ⊗ 32
}
10
eiθ2
{
33 ⊗ 32
}
2
eiθ3
{
32 ⊗ 32
}
31

 , (49)
where the phases are to be determined. The generators
of 6 can be extracted from the equations
O[6]6 =
[
O[3]3⊗O[3]3
]
6
, O = A,B.
We then obtain matrices A[6] and B[6] with unknown
phases θi. The phases θi can be determined by the con-
straints
Γ6O
[6]∗Γ†
6
= O[6], O = A,B, (50)
where Γ6 can be determined by eq. (22c) with the pro-
jection matrices in the simplest form. It turns out that
Γ6 = (1)⊕ Γ(S4)2 ⊕ Γ(S4)31
with Γ(S4) given as eq. (A.7). With above constraints, we
find that eiθ2 = −ib¯27eiθ1 and eiθ3 = ib¯7eiθ1 with θ1 being
a free unphysical phase. Choosing θ1 = 0, we obtain the
contraction
[3⊗ 3]
6
=


{
32 ⊗ 32
}
1
−ib¯27
{
33 ⊗ 32
}
2
ib¯7
{
32 ⊗ 32
}
31

 ,
and the generators
A[6] =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 − 13 2ω3 2ω
2
3
0 0 0 2ω
2
3 − 13 2ω3
0 0 0 2ω3
2ω2
3 − 13


,
B[6] =

− 16 −
√
7ω
6 −
√
7ω2
6
√
7
6
√
7ω
6
√
7ω2
6
−
√
7
6
ω
3
ω2
3 − 2ω
2
3 − 16 −ω
2
3 − 13
−
√
7
6
ω
3
ω2
3 − 2ω3 − 16 − 13 −ω3√
7
6 −ω6 − 23 −ω
2
6 − 23 16 ω6 ω
2
6√
7
6 −ω
2
3 −ω3 16 −ω3 2ω
2
3√
7
6 −ω
2
3 −ω3 16 2ω3 −ω
2
3


.
The representation matrices of 8 can be calculated
with the tensor product 3 ⊗ 3¯ → 8 and the embedding
relations
8 = 2⊕ 31 ⊕ 32, 3 = 32, 3¯ = 32.
Since the complex conjugate of 3 ⊗ 3¯ → 8 is itself, the
overall phase of the CG coefficients is fixed. By a little
algebra, we find that
[3⊗ 3¯]
8
=


{
32 ⊗ 32
}
2{
32 ⊗ 32
}
31
i
{
32 ⊗ 32
}
32

 .
The generator A[8] has a simple form
A[8] =


1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 − 13 2ω3 2ω
2
3 0 0 0
0 0 2ω
2
3 − 13 2ω3 0 0 0
0 0 2ω3
2ω2
3 − 13 0 0 0
0 0 0 0 0 − 13 2ω3 2ω
2
3
0 0 0 0 0 2ω
2
3 − 13 2ω3
0 0 0 0 0 2ω3
2ω2
3 − 13


.
The generator B[8] is given by
11
B[8] =


−ω4 −ω
2
4 − iω
2√
6
i(3ω2−1)
4
√
6
2i−√3ω2
4
√
6
0 − 14
√
7
2ω
1
4
√
7
2ω
2
−ω4 −ω
2
4
iω√
6
− 2i+
√
3ω
4
√
6
i(1−3ω)
4
√
6
0 14
√
7
2ω − 14
√
7
2ω
2
− i√
6
i√
6
1
6
ω
6
ω2
6
√
7
6
√
7ω
6
√
7ω2
6
i(3ω2−1)
4
√
6
i(1−3ω)
4
√
6
1
6
13ω
24 − 5ω
2
24
√
7ω
6
i
√
3ω2+1
24/
√
7
3ω+1
24/
√
7
i(3ω2−1)
4
√
6
i(1−3ω)
4
√
6
1
6 − 5ω24 13ω
2
24
√
7ω2
6
3ω2+1
24/
√
7
1−i√3ω
24/
√
7
0 0 −
√
7
6 −
√
7
6 ω
2 −
√
7ω
6 − 12 − iω
2
2
√
3
iω
2
√
3
1
4
√
7
2ω − 14
√
7
2ω
2 −
√
7
6 − i
√
3ω2+1
24/
√
7
i
√
3ω−1
24/
√
7
− iω
2
√
3
3
√
3ω2+i
8
√
3
−ω28
− 14
√
7
2ω
1
4
√
7
2ω
2 −
√
7
6 − i
√
3ω2+1
24/
√
7
i
√
3ω−1
24/
√
7
iω2
2
√
3
−ω8 3
√
3ω−i
8
√
3


.
Finally, let us consider the 7 irrep. We can obtain the 7 irrep from 3⊗6→ 7. However, unlike the 6 case, in which
the contraction [3⊗ 3]
6
is determined up to phases solely by embedding relations and subgroup tensor products, the
absolute values of the embedding factors of [3⊗ 6]
7
cannot be determined now. Instead, we have to first determine the
embedding factors of [3⊗ 6]
3¯
and [3⊗ 6]
8
, and then obtain those of [3⊗ 6]
7
by orthogonality. By a straightforward
calculation, we obtain
P3¯→32 [3⊗ 6]3¯ =
1√
6
{
32 ⊗ 10
}
32
− ib¯
2
7√
3
{
32 ⊗ 2
}
32
+
ib¯7√
2
{
32 ⊗ 31
}
32
,
[3⊗ 6]
8
=


{
32 ⊗ 32
}
2
−
√
2
3b7
{
32 ⊗ 2
}
31
+ 1√
3
{
32 ⊗ 31
}
31
2b¯7
7
{
32 ⊗ 10
}
32
−
√
2i
3 b7
{
32 ⊗ 2
}
32
+ i√
3
{
32 ⊗ 31
}
32

 ,
up to overall phases. The orthogonality of embedding factors determines [3⊗ 6]
7
to be
[3⊗ 6]
7
=


eiθ1
{
32 ⊗ 31
}
11
eiθ2
(
1√
3
{
32 ⊗ 2
}
31
+
√
2
3 b¯7
{
32 ⊗ 31
}
31
)
eiθ3
(
i
3
√
7
2b7
{
32 ⊗ 10
}
32
− 2i3 b¯37
{
32 ⊗ 2
}
32
− i√
6
{
32 ⊗ 31
}
32
)

 ,
with θi being unknown phases. Applying a constraint in analogy to (50) with Γ7 = (1) ⊕ Γ31 ⊕ Γ32 , we arrive at
ei(θ2−θ1) = b¯37 and e
i(θ3−θ1) = −ib¯27, which then give rise to
A[7] =


1 0 0 0 0 0 0
0 − 13 2ω3 2ω
2
3 0 0 0
0 2ω
2
3 − 13 2ω3 0 0 0
0 2ω3
2ω2
3 − 13 0 0 0
0 0 0 0 − 13 2ω3 2ω
2
3
0 0 0 0 2ω
2
3 − 13 2ω3
0 0 0 0 2ω3
2ω2
3 − 13


,
B[7] =


0 − ib¯37√
3
iωb¯37
2
√
3
iω2 b¯37
2
√
3
0 − iωb¯272
iω2 b¯27
2
− ib37√
3
− 13 −ω3 −ω
2
3
ib7
3
iωb7
3
iω2b7
3
ib37
2
√
3
− 13 −ω3 −ω
2
3
ib7ω
2
3 +
b7
2
√
3
iω2b7
3
ib7
3
ib37
2
√
3
− 13 −ω3 −ω
2
3
iωb7
3 − b72√3
ib7
3
iωb7
3
0 ib¯73
ib¯7
3 +
ωb¯7
2
√
3
ib¯7
3 − ω
2b¯7
2
√
3
0 − iω
2
√
3
iω2
2
√
3
− ib272 ib¯73 iω
2b¯7
3
iωb¯7
3 − i2√3 −
iω√
3
0
ib27
2
ib¯7
3
iω2b¯7
3
iωb¯7
3
i
2
√
3
0 iω
2√
3


.
B. In the T7 basis
We now find the representation matrices of PSL2 (7)
in the T7 basis. In fact, Ref. [20] has built representation
matrices of PSL2 (7) with those of T7. Our calculation is
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similar to the one of Ref. [20] but with slightly different
bases. We will take care of the phase ambiguities of the
matrices which is not covered in Ref. [20].
Since all the T7 irreps are complex except the trivial
singlet, according to the same arguments leading to eq.
(40), the representation matrices of PSL2 (7) irreps have
phase ambiguities. We can obtain new representation
matrices by performing similarity transformations with
diagonal pure phase matrices,
O[R] → U [R]O[R]
(
U [R]
)†
, O = A, B
where
U [6] = diag (eiθ6I3, e−iθ6I3) ,
U [7] = diag (±1, eiθ7I3, e−iθ7I3) ,
U [8] = diag (eiθ81 , e−iθ81 , eiθ83I3, e−iθ83I3) .
Under these transformations, the embedding factors
change according to eq. (19) with φ(ab→c) = 0 and
θ
(X,Y,Z)
a,b,c being the angles in the U matrices. In the follow-
ing, we will set all the U matrices to be identity matrix
for simplicity.
The triplet representation is given by eq. (41), in which
the T7 generator c = AB is a diagonal matrix
(AB)[3] = diag
(
η, η2, η4
) ≡ P [3].
Since 3 and 3¯ are the only two non-singlet irreps of T7,
and in all singlets irreps, AB are diagonal matrices in all
PSL2 (7) irreps in the T7 basis
(AB)
[6]
= diag
(
P [3], P¯ [3]
)
,
(AB)
[7]
= diag
(
1,P [3], P¯ [3]
)
,
(AB)
[8]
= diag
(
I2,P [3], P¯ [3]
)
,
where P¯ [3] = (P [3])†. Given since A2 = e, the matrices
of B can be expressed as
B[R] = A[R] (AB)[R] , R = 3, 3¯, 6, 7, 8.
We therefore only need to find the matrices of A in the
following.
The 6 irrep can be extract from the tensor product
3 ⊗ 3 → 6. Repeating the calculation for the S4 case,
up to a similarity transformation of U [6], we obtain the
matrix of A
A[6] =
2
7
( R1 √2R2√
2R2 R1
)
, (51a)
where R1,2 are real 3× 3 symmetric matrices
R1 =

1− c2 1− c1 1− c31− c1 1− c3 1− c2
1− c3 1− c2 1− c1

 , (51b)
R2 =

c1 − c3 c3 − c2 c2 − c1c3 − c2 c2 − c1 c1 − c3
c2 − c1 c1 − c3 c3 − c2

 (51c)
with ck = cos
2kpi
7 .
Similarly, the 8 irrep can be obtained from the tensor
product 3⊗ 3¯→ 8,
A[8] =
2
7

C1 C2 C2C†2 R3 R1
C†2 R1 R3

 , (52a)
where C1 and C2 are complex matrices
C1 = 1
2
(
0 ω
ω2 0
)
+ i
√
3
(
0 c2 − c3ω2
−c2 + c3ω 0
)
, (52b)
C2 = i
2
(−ω2 −1 −ω
ω 1 ω2
)
+
√
3
(
c2ω − c3 c2ω2 − c3ω c2 − ω2c3
c2ω
2 − c3 c2ω − c3ω2 (c2 − ωc3)
)
, (52c)
and R3 is a real 3× 3 symmetric matrix
R3 =

c2 − c1 c1 − c3 c3 − c2c1 − c3 c3 − c2 c2 − c1
c3 − c2 c2 − c1 c1 − c3

 . (52d)
Note that R3 can be obtained by applying the cyclic
permutation c1 → c2 → c3 → c1 on R2.
The 7 irrep can be extracted from the tensor product
3⊗ 6 → 3¯ ⊕ 8⊕ 7. We first find the embedding factors
of 3⊗ 6→ 3¯ and 3⊗ 6→ 8, then embedding factors of
3⊗ 6→ 7 are fixed up to phases. The generator A[7] is
A[7] =
2
7


− 12
√
2
√
2
√
2
√
2
√
2
√
2√
2 2c1 + c2 c1 + 2c3 2c2 + c3 2c2 + 1 2c1 + 1 2c3 + 1√
2 c1 + 2c3 2c2 + c3 2c1 + c2 2c1 + 1 2c3 + 1 2c2 + 1√
2 2c2 + c3 2c1 + c2 c1 + 2c3 2c3 + 1 2c2 + 1 2c1 + 1√
2 2c2 + 1 2c1 + 1 2c3 + 1 2c1 + c2 c1 + 2c3 2c2 + c3√
2 2c1 + 1 2c3 + 1 2c2 + 1 c1 + 2c3 2c2 + c3 2c1 + c2√
2 2c3 + 1 2c2 + 1 2c1 + 1 2c2 + c3 2c1 + c2 c1 + 2c3


.
To conclude this section, let us discuss the relation between our bases with those of Ref. [20]. The triplet
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and anti-triplet are the same. For the sextet, octet and
septet irreps, the similarity transformations between our
bases and those of Ref. [20] are
O˜[R] = U [R]O[R]U [R]
†
, R = 6, 7, 8, O = A, B,
where O˜ denotes the generators in the basis of Ref. [20]
and the U matrices are
U [6] =


0 1 0 0 0 0
0 0 1 0 0 0
1 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0

 ,
U [7] =


1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 1
0 0 0 1 0 0 0
0 0 0 0 0 1 0
0 0 0 0 1 0 0


,
U [8] =
1√
2


0 0 1 0 0 1 0 0
0 0 i 0 0 −i 0 0
1−ω√
3
1−ω2√
3
0 0 0 0 0 0
0 0 0 0 1 0 0 1
0 0 0 0 −i 0 0 i
0 0 0 1 0 0 1 0
0 0 0 i 0 0 −i 0
−ω2 −ω 0 0 0 0 0 0


.
VII. PSL2 (7) EMBEDDING FACTORS
With the generator matrices, we can now find the em-
bedding factors of PSL2 (7). To demonstrate the proce-
dure, we will take the tensor product 6⊗6→ 6(1)s ⊕6(2)s as
an example. Here the superscripts (1) and (2) indicates
the multiplicity of irreps in the tensor product and the
subscript s (a) indicates the symmetric (antisymmetric)
part.
We first consider the embedding factors for PSL2 (7)
and the S4 subgroup. Using the embedding relation
6 = 10 ⊕ 2 ⊕ 31, we can write down the most general
expression of the [6⊗ 6]
6s
built out of S4 contractions,
10 = E1,11
{
10 ⊗ 10
}
10
+ E1,22
{
2⊗ 2}
10
+ E1,33
{
31 ⊗ 31
}
10
, (53a)
2 =
E2,12√
2
({
10 ⊗ 2
}
2
+
{
2⊗ 10
}
2
)
+ E2,22
{
2⊗ 2}
2
+ E2,33
{
31 ⊗ 31
}
2
, (53b)
31 =
E3,13√
2
({
10 ⊗ 31
}
31
+
{
31 ⊗ 10
}
31
)
+
E3,23√
2
({
2⊗ 31
}
31
+
{
31 ⊗ 2
}
31
)
+ E3,33
{
31 ⊗ 31
}
31
, (53c)
where Ec,ab are embedding factors to be determined. In
the above expressions, the notation
{
x ⊗ y}
z
denotes
the contraction of two S4 irreps, where x components is
embedded in the first 6 and y embedded in the second
6.
Since 6 ⊗ 6 → 6s has multiplicity 2 and there are
nine unknowns, we can setup seven homogeneous linear
equations by feeding values into X , Y , and g of eq. (9).
To do this, we choose g to be the generatorB andX , Y to
be constant vectors, whose only one nonzero components
are specified by integer lists {ip} and {jp}, see eqs. (33)
and (34). It turns out that choosing {ip} = {1, 3} and
{jp} = {1, 4} for X and Y is enough to generate the
equations. By solving these equations, we express all
coefficients in terms of E1,11 and M1,22,
E1,33 = −E1,11√
3
− 2E1,22√
3
, E2,12 = E1,22, (54a)
E2,22 = −2E1,11√
7
− 3E1,22√
14
, (54b)
E2,33 = E1,22√
42
− 4E1,11√
21
, (54c)
E3,13 = −
√
2
3
E1,11 − 2E1,22
3
, (54d)
E3,23 = 1
3
√
2
7
E1,22 − 8E1,11
3
√
7
, (54e)
E3,33 =
√
2
21
E1,11 + 5E1,22√
21
. (54f)
Since all the irreps of S4 are real, the constraints Ec,ab =
Ec¯,a¯b¯ are satisfied if E1,11 and E1,22 are real. To build two
orthonormal sets of embedding factors, we consider the
embedding factors of the 10 component. We need to find
two orthonormal vectors {E1,11, E1,22, E1,33} correspond-
ing to two independent solutions. By the Gram–Schmidt
process, we find the solutions (E1,11, E1,22) =
(√
3
2 , 0
)
and
(E1,11, E1,22) =
(
− 1
2
√
3
,
√
2
3
)
can generate such two vec-
tors. Substituting the two solutions into (54) and (53),
we obtain the embedding factors of 6 ⊗ 6 → 6(1)s ⊕ 6(2)s
shown in Appendix C.
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The calculation of embedding factors in T7 basis is sim-
ilar. According to the decomposition 6 = 3⊕3¯ and tensor
products of T7, [6⊗ 6]6s can be written as
3 = E3,33
{
3⊗ 3}
3
+ E3,3¯3¯
{
3¯⊗ 3¯}
3s
+
E3,33¯√
2
({
3⊗ 3¯}
3
+
{
3¯⊗ 3}
3
)
,
3¯ = E3¯,33
{
3⊗ 3}
3¯s
+ E3¯,3¯3¯
{
3¯s ⊗ 3¯
}
3¯
+
E3¯,33¯√
2
({
3⊗ 3¯}
3¯
+
{
3¯⊗ 3}
3¯
)
,
where the curly brackets denote T7 contractions. The ho-
mogeneous linear equations can be generated in the same
way as S4 case with input {ip} = {1, 3} and {jp} = {2, 4}
and generator A. Solving the linear equations yields
E3,3¯3¯ = −
√
2E3,33 −
E3,3¯3¯√
2
,
E3¯,33 = −E3,33 − E3,3¯3¯,
E3¯,3¯3¯ =
√
2E3,33, E3¯,3¯3¯ =
1√
2
E3,3¯3¯.
Now the constraints Ec,ab = Ec¯,a¯b¯ can be solved by ex-
pressing E3,33 and E3,3¯3¯ in terms of real and imaginary
parts. It turns out that the solution is E3,3¯3¯ = E∗3,33.
The Gram–Schmidt process then give rise to two sets of
independent embedding factors shown in Appendix D.
VIII. CONCLUSION
We have introduced the embedding factors, which ex-
press CG coefficients of a discrete group in terms of CG
coefficients of its subgroup. embedding factors are fixed
up to phase ambiguities and invariant under basis trans-
formations of irreps of the group and the subgroup. Their
phase ambiguities are reduced by a phase convention de-
fined as (22). Particularly, the phase ambiguities are re-
duced to sign ambiguities in the Case I and II of Section
IV. We also obtained complete sets of embedding factors
of the group PSL2 (7) in the bases of its subgroup S4
and T7.
The work can be extended in several directions. One
direction is to apply the method to other discrete groups.
To give a few examples, the group Σ (360φ) of order 1080
has subgroups Σ (60) ≃ A5 of order 60 and Σ (36φ) of
order 108; the group Σ (216φ) of order 648 has the sub-
group tree Σ (216φ) ⊃ Σ (72φ) ⊃ Σ (36φ), where Σ (72φ)
is of order 216 and Σ (36φ) of order 108. More subgroup
examples can be found in Ref. [23].
Another possible direction is to simplify the procedure
to find embedding factors. As we have shown, embedding
factors are basis independent and fixed up to possible
phases. It seems unnecessary to find representation ma-
trices of the group and subgroups in order to calculate
these coefficients, at least for their absolute values. A
natural guess is that embedding factors have something
A4 C1 4C
[3]
2 3C
[2]
4 4C
[3]
3
1 1 1 1 1
1
′ 1 ω 1 ω2
1¯
′ 1 ω2 1 ω
3 3 0 −1 0
Table A.1. Character table of A4, where ω = exp (2pii/3).
to do with the coset structure of the group. The proce-
dure to calculate these coefficients would be much sim-
pler if there exists a method to determine them without
knowing the representation matrices and CG coefficients
of subgroups.
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Appendix A: Group Theory
1. The A4 group
The A4 group is generated by two elements s and t
which fulfill
s2 = t3 = (st)
3
= e. (A.1)
The group has four irreps: one trivial singlet representa-
tion 1, two nontrivial singlets 1′ and 1¯′ that are complex
conjugate to each other, and one triplet 3. The character
table of A4 is shown as table A.1. The 3 representation
of the group can be written as
s =
1
3

−1 2 22 −1 2
2 2 −1

 , t =

1 ω
ω2

 , ω = e2pii/3.
(A.2)
Let x, y be two triplets, s′ and s¯′ be 1′ and 1¯′ respec-
tively. The the CG coefficients of A4 in (A.2) represen-
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S4 C1 6C
[2]
2 3C
[2]
3 8C
[3]
4 6C
[4]
5
10 1 1 1 1 1
11 1 -1 1 1 -1
2 2 0 2 -1 0
31 3 1 -1 0 1
32 3 -1 -1 0 1
Table A.2. Character table of S4
tation are
(x⊗ y)
1
=
1√
3
(x1y1 + x2y3 + x3y2) ,
(x⊗ y)
1′
=
1√
3
(x3y3 + x1y2 + x2y1) ,
(x⊗ y)
1¯′
=
1√
3
(x2y2 + x1y3 + x3y1) ,
(x⊗ y)
3s
=
1√
6

2x1y1 − x2y3 − x3y22x3y3 − x1y2 − x2y1
2x2y2 − x1y3 − x3y1

 ,
(x⊗ y)
3a
=
1√
6

x2y3 − x3y2x1y2 − x2y1
x1y3 − x3y1

 ,
(x⊗ s′)
3
= s′

x3x1
x2

 , (x⊗ s′′)3 = s′′

x2x3
x1

 .
The subscript s and a in above expressions denote sym-
metric and antisymmetric parts of tensor products re-
spectively. The rest CG coefficients of A4 are trivial.
2. The S4 group
The S4 group is generated by two elements a and b
which fulfill
a4 = b2 = (ab)
3
= e. (A.3)
As A4 is a subgroup of S4, s and t in (A.1) can be ex-
pressed as
s = a2, t = ab. (A.4)
S4 has five irreps: one trivial singlet 1, one nontrivial
singlet 11, one doublet 2, and two triplets 31 and 32.
The character table of S4 is shown as table A.2. The
irreps of S4 can be decomposed into irreps of A4:
11 = 1, 2 = 1
′ ⊕ 1¯′,
31 = 3, 32 = 3.
The non-singlet irreps of S4 can be expressed as
2 : a =
(
0 1
1 0
)
, b =
(
0 ω2
ω 0
)
, (A.5)
31 : a
[31] =
1
3

 −1 2ω
2 2ω
2ω2 2ω −1
2ω −1 2ω2

 , (A.6a)
b[31] =
1
3

 −1 2ω
2 2ω
2ω 2 −ω2
2ω2 −ω 2

 , (A.6b)
a[32] = −a[31], b[32] = −b[31]. (A.6c)
Their Γ matrices, see eq. (20) for the definition, are
Γ2 =
(
0 1
1 0
)
, Γ31 = Γ32 =

1 0 00 0 1
0 1 0

 . (A.7)
We remark that the matrices of (A.5) and (A.6) are in
the A4 basis, meaning that, in the 2 = 1
′ ⊕ 1¯′ repre-
sentation (A.5), A4 elements are diagonal matrices, and
in the 31 = 3 and 32 = 3 representations, A4 elements
are generated by the same matrices as the ones in (A.2).
To obtain these matrices, we use GAP to obtain an arbi-
trary matrix realization of S4 and then perform similarity
transformations to transform them to the desired bases.
The procedures are described in Section VI.
Using the CG coefficients of A4, we obtain the CG co-
efficients of two triplets of S4. In the following CG coeffi-
cients, x and y are triplets, z = (s′
z
, s¯′
z
) and w = (s′
w
, s¯′
w
)
are doublets, where s′ and s¯′ are nontrivial singlets of A4,
and s is a trivial singlet of S4 and A4.
• 31 ⊗ 31 → (10 + 2+ 31)s + 32a:{
x⊗ y}
10
= (x⊗ y)
10{
x⊗ y}
2
=
(
(x⊗ y)
1′
(x⊗ y)
1¯′
)
{
x⊗ y}
31
= (x⊗ y)
3s{
x⊗ y}
32
= i (x⊗ y)
3a
• 32 ⊗ 32 → (10 + 2+ 31)s + 32a:{
x⊗ y}
10
= (x⊗ y)
10{
x⊗ y}
2
=
(
(x⊗ y)
1′
(x⊗ y)
1¯′
)
{
x⊗ y}
31
= (x⊗ y)
3s{
x⊗ y}
32
= i (x⊗ y)
3a
16
• 31 ⊗ 32 → 11 + 2+ 31 + 32:{
x⊗ y}
11
= (x⊗ y)
1
{
x⊗ y}
2
=
(
i (x⊗ y)
1′
−i (x⊗ y)
1¯′
)
{
x⊗ y}
31
= i (x⊗ y)
3a{
x⊗ y}
32
= (x⊗ y)
3s
• 31 ⊗ 2→ 31 + 32:{
x⊗ z}
31
=
1√
2
(x⊗ s′
z
)
3
+
1√
2
(x⊗ s¯′
z
)
3
{
x⊗ z}
32
=
i√
2
(x⊗ s′z)3 −
i√
2
(x⊗ s¯′z)3
• 32 ⊗ 2→ 31 + 32:
{
x⊗ z}
31
=
i√
2
(x⊗ s′z)3 −
i√
2
(x⊗ s¯′z)3
{
x⊗ z}
32
=
1√
2
(x⊗ s′z)3 +
1√
2
(x⊗ s¯′z)3
• 2⊗ 2→ (10 + 2)s + 11a:{
z⊗w}
10
=
1√
2
(s′z ⊗ s¯′w)1 +
1√
2
(¯s′z ⊗ s′w)1
{
z⊗w}
11
=
i√
2
(s′
z
⊗ s¯′
w
)
1
− i√
2
(¯s′
z
⊗ s′
w
)
1
{
z⊗w}
2
=
(
(¯s′
z
⊗ s¯′
w
)
1′
(s′
z
⊗ s′
w
)
1¯′
)
• 2⊗ 11 → 2:
{
z⊗ s}
2
=
(
i (s′z ⊗ s)1′
−i (¯s′
z
⊗ s)
1¯′
)
.
Note that the above CG coefficients in A4 basis satisfy
the constraints of eqs. (22).
3. The T7 group
The Frobenius group of order 21 is the smallest finite
non-Abelian subgroup of SU (3). It contains elements of
order three and seven, with the presentation〈
c, d
∣∣c7 = d3 = 1, d−1cd = c4〉 . (A.8)
Its irreps are, a real singlet, one complex triplet 3, a
complex singlet, 1′, and their inequivalent conjugates, 3¯,
and 1¯′. Their Kronecker products are
1′ ⊗ 1′ = 1¯′, 1′ ⊗ 1¯′ = 1
3⊗ 1′ = 3, 3⊗ 1¯′ = 3
3⊗ 3 = (3+ 3¯)s + 3¯a, 3⊗ 3¯ = 1+ 1′ + 1¯′ + 3+ 3¯.
T7 C1 7C
[3]
2 7C
[2]
3 3C
[7]
4 3C
[7]
5
1 1 1 1 1 1
1
′ 1 ω ω2 1 1
1¯
′ 1 ω2 ω 1 1
31 3 0 0 b7 b¯7
32 3 -1 -1 b¯7 b7
Table A.3. Character table of T7
PSL2 (7) ⊃ S4
3 = 32
3¯ = 32
6 = 1+ 2+ 31
7 = 11 + 31 + 32
8 = 2+ 31 + 32
PSL2 (7) ⊃ T7
3 = 3
3¯ = 3¯
6 = 3+ 3¯
7 = 1+ 3+ 3¯
8 = 1′ + 1¯′ + 3+ 3¯
Table A.4. Embedding of S4 and T7 in PSL2 (7).
The character table of T7 is shown as table A.3.
The CG coefficients of T7 are as follows18.
{
1′ ⊗ 3¯}
3
=

 |1
′〉 |1〉
ω |1′〉 |2〉
ω2 |1′〉 |3〉

 , {3⊗ 3}
3
=

|3〉 |3
′〉
|1〉 |1′〉
|2〉 |2′〉


{
3⊗ 3}
3¯s
=


1√
2
(|3〉 |2′〉+ |2〉 |3′〉)
1√
2
(|1〉 |3′〉+ |3〉 |1′〉)
1√
2
(|2〉 |1′〉+ |1〉 |2′〉)

 ,
{
3⊗ 3}
3¯s
=


1√
2
(|3〉 |2′〉 − |2〉 |3′〉)
1√
2
(|1〉 |3′〉 − |3〉 |1′〉)
1√
2
(|2〉 |1′〉 − |1〉 |2′〉)

 ,
{
3⊗ 3¯}
3
=

|2〉 |1¯〉|3〉 |2¯〉
|1〉 |3¯〉

 , {3⊗ 3¯}
3¯
=

|1〉 |2¯〉|2〉 |3¯〉
|3〉 |1¯〉

 ,
{
3⊗ 3¯}
1′
=
1√
3
(|1〉 |1¯〉+ ω2 |2〉 |2¯〉+ ω |3〉 |3¯〉) ,
{
3⊗ 3¯}
1′
=
1√
3
(|1〉 |1¯〉+ ω |2〉 |2¯〉+ ω2 |3〉 |3¯〉) .
Since irreps of T7 are complex except the trivial singlet,
the rest CG coefficients can be obtained by taking com-
plex conjugate of above CG coefficients.
4. The PSL2 (7) group
PSL2 (7) irreps can be decomposed into S4 irreps as
Table A.4.
The tensor products of PSL2 (7) are as table A.5.
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PSL2 (7) Tensor Products
3⊗ 3 = 3¯a + 6s
3⊗ 3¯ = 1+ 8
3⊗ 6 = 3¯+ 7+ 8
3¯⊗ 6 = 3+ 7+ 8
3⊗ 7 = 6+ 7+ 8
3¯⊗ 7 = 6+ 7+ 8
3⊗ 8 = 3+ 6+ 7+ 8
3¯⊗ 8 = 3¯+ 6+ 7+ 8
6⊗ 6 = (1+ 6+ 6+ 8)
s
+ (7+ 8)
a
6⊗ 7 = 3+ 3¯+ 6+ 7+ 7+ 8+ 8
6⊗ 8 = 3+ 3¯+ 6+ 6+ 7+ 7+ 8+ 8
7⊗ 7 = (1+ 6+ 6+ 7+ 8)
s
+ (3+ 3¯+ 7+ 8)
a
7⊗ 8 = 3+ 3¯+ 6+ 6+ 7+ 7+ 8+ 8+ 8
8⊗ 8 = (1+ 6+ 6+ 7+ 8+ 8)
s
+ (3+ 3¯+ 7+ 7+ 8)
a
Table A.5. Tensor products of PSL2 (7).
Appendix B: Cyclotomic Numbers
Cyclotomic numbers are elements of the cyclotomic
field. The nth cyclotomic field contains all nth roots of
unity and the numbers which can be expressed as a poly-
nomials of nth roots of unity with rational coefficients.
The general form of an element in the field is
f =
n−1∑
k=0
qk exp (2kpii/n) , qk ∈ Q. (B.1)
Discrete group characters are usually cyclotomic numbers
for fixed n. We therefore need to perform arithmetic
operators over cyclotomic numbers in order to calculate
CG coefficients of discrete groups. Here we introduce the
algorithm we used for calculations involving cyclotomic
numbers.
Cyclotomic fields are closed in the arithmetic of addi-
tion, multiplication, and division. The addition and mul-
tiplication operators are trivially the operators of polyno-
mials. So we only need to discuss the division. If we can
find the reciprocal of a cyclotomic number (B.1), then
the division operator becomes a multiplication operator
and the problem is solved.
Let us now consider how to find reciprocal of (B.1).
For convenience, we now write exp (2pii/n) as rn. Let
g =
∑
pkr
k
n be the reciprocal of f . Collecting r
k
n terms
in the product of f and g, we have
0 =
∑
i
q[k]−ipi, k > 0, [k] = k, or n+ k, (B.2a)
1 = q0p0 +
∑
i
qn−ipi. (B.2b)
We therefore have n linear equations for n unknown vari-
ables pk. It seems enough to solve the equations. How-
ever, these equations are in general not independent and
therefore have no solution. The root cause is that the
expression (B.1) is not unique.
One of the ambiguities comes from that rkn are not
independent, e.g,
n−1∑
k=0
rkn = 0.
We can always eliminate rn−1n from the expression (B.1).
Is it the only dependent relation among rkn? The answer
is no. If n has a factor 1 < p < n, then
n/p∑
k=0
rkpn = 0 (B.3)
is also a dependent relation. If n has s positive factors
(not including n itself), we can setup s equations in the
form of (B.3) and solve for rk1n , · · · , rksn in terms of the
remaining n− s nth root of unities. By doing this, there
are at most n−s terms in (B.1) and the number of equa-
tions in (B.2) is n − s. It turns out that, after doing
this, the equations are always solvable and has only one
solution.
Appendix C: CG Coefficients of PSL2 (7) in S4 Basis
The notations used in this appendix are as follows. If
X, Y, Z are decomposed to subgroup irreps as
X =
⊕
xa, Y =
⊕
yb, Z =
⊕
zc
then the CG coefficients for X ⊗Y → Z will be written
as a list of expressions of the form
zc =
∑
a,b
Ec,ab
{
xa ⊗ yb
}
zc
, (C.1)
where Ec,ab are embedding factors and
{
xa ⊗ yb
}
zc
are
contractions of subgroup irreps. Note that, for each term{
xa ⊗ yb
}
zc
on the rhs of eq. (C.1), the first subgroup
irrep xa always comes from X and second subgroup irrep
yb always comes from Y.
In the following, b7 is a pure phase complex constant
b7 =
η + η2 + η4√
2
=
−1 + i√7
2
√
2
, η = e2pii/7.
3⊗ 3→ 6s + 3¯a
• 3⊗ 3→ 3¯a:
32 =
{
32 ⊗ 32
}
32
• 3⊗ 3→ 6s:
10 =
{
32 ⊗ 32
}
10
2 = − i
b27
{
32 ⊗ 32
}
2
31 =
i
b7
{
32 ⊗ 32
}
31
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3⊗ 3¯→ 1+ 8
• 3⊗ 3¯→ 1:
10 =
{
32 ⊗ 32
}
10
• 3⊗ 3¯→ 8:
2 =
{
32 ⊗ 32
}
2
31 =
{
32 ⊗ 32
}
31
32 = i
{
32 ⊗ 32
}
32
3⊗ 6→ 3¯+ 7+ 8
• 3⊗ 6→ 3¯:
32 =
1√
6
{
32 ⊗ 10
}
32
− i√
3b27
{
32 ⊗ 2
}
32
+
i√
2b7
{
32 ⊗ 31
}
32
• 3⊗ 6→ 7:
11 =
{
32 ⊗ 31
}
11
31 =
1√
3b37
{
32 ⊗ 2
}
31
+
√
2
3
b47
{
32 ⊗ 31
}
31
32 =
√
7
2
3b7
{
32 ⊗ 10
}
32
+
2
3b57
{
32 ⊗ 2
}
32
− 1√
6b27
{
32 ⊗ 31
}
32
• 3⊗ 6→ 8:
2 =
{
32 ⊗ 31
}
2
31 = −
√
2
3
b7
{
32 ⊗ 2
}
31
+
1√
3
{
32 ⊗ 31
}
31
32 =
2
3b7
{
32 ⊗ 10
}
32
− 1
3
i
√
2b7
{
32 ⊗ 2
}
32
+
i√
3
{
32 ⊗ 31
}
32
3⊗ 7→ 6+ 7+ 8
• 3⊗ 7→ 6:
10 =
{
32 ⊗ 32
}
10
2 = −
√
3
7
b27
{
32 ⊗ 31
}
2
+
2√
7b47
{
32 ⊗ 32
}
2
31 =
√
2
7
b7
{
32 ⊗ 11
}
31
− 2√
7b37
{
32 ⊗ 31
}
31
− 1√
7b7
{
32 ⊗ 32
}
31
• 3⊗ 7→ 7:
11 =
{
32 ⊗ 31
}
11
31 = − 1√
3
{
32 ⊗ 11
}
31
− 1√
3b7
{
32 ⊗ 31
}
31
− 1√
3b7
{
32 ⊗ 32
}
31
32 =
1√
3b7
{
32 ⊗ 31
}
32
+
√
2
3
b27
{
32 ⊗ 32
}
32
• 3⊗ 7→ 8:
2 =
2√
7
{
32 ⊗ 31
}
2
+
√
3
7
b27
{
32 ⊗ 32
}
2
31 =
2
√
2
21
b47
{
32 ⊗ 11
}
31
+
√
2
21
b7
{
32 ⊗ 31
}
31
+
13
√
7 + 7i
28
√
3
{
32 ⊗ 32
}
31
32 =
√
2
3
b7
{
32 ⊗ 31
}
32
− 1√
3b27
{
32 ⊗ 32
}
32
3⊗ 8→ 3+ 6+ 7+ 8
• 3⊗ 8→ 3:
32 =
1
2
{
32 ⊗ 2
}
32
+
√
3
2
2
{
32 ⊗ 31
}
32
− 1
2
i
√
3
2
{
32 ⊗ 32
}
32
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• 3⊗ 8→ 6:
10 =
{
32 ⊗ 32
}
10
2 =
1
2
√
3b27
{
32 ⊗ 31
}
2
− 1
2
ib27
{
32 ⊗ 32
}
2
31 = − b7√
2
{
32 ⊗ 2
}
31
− b7
2
{
32 ⊗ 31
}
31
+
ib7
2
{
32 ⊗ 32
}
31
• 3⊗ 8→ 7:
11 =
{
32 ⊗ 31
}
11
31 = − b
4
7√
3
{
32 ⊗ 2
}
31
− b
3
7
2
√
3
{
32 ⊗ 31
}
31
+
1
2
√
7
3
b37
{
32 ⊗ 32
}
31
32 =
b27
2
{
32 ⊗ 2
}
32
+
i
(
5
√
7 + i
)
8
√
6
{
32 ⊗ 31
}
32
+
1
2
√
7
6
b27
{
32 ⊗ 32
}
32
• 3⊗ 8→ 8:
2 =
1
2
{
32 ⊗ 31
}
2
+
i
√
3
2
{
32 ⊗ 32
}
2
31 =
1√
6
{
32 ⊗ 2
}
31
−
√
2
3
b37
{
32 ⊗ 31
}
31
+
ib7√
6
{
32 ⊗ 32
}
31
32 = − i√
2
{
32 ⊗ 2
}
32
− ib7√
6
{
32 ⊗ 31
}
32
− b
2
7√
3
{
32 ⊗ 32
}
32
6⊗ 6→ (1+ 6(1) + 6(2) + 8)
s
+ (7+ 8)a
• 6⊗ 6→ 1s:
10 =
1√
6
{
10 ⊗ 10
}
10
+
1√
3
{
2⊗ 2}
10
+
1√
2
{
31 ⊗ 31
}
10
• 6⊗ 6→ 6(1)s :
10 =
√
3
2
{
10 ⊗ 10
}
10
− 1
2
{
31 ⊗ 31
}
10
2 = −
√
3
7
{
2⊗ 2}
2
− 2√
7
{
31 ⊗ 31
}
2
31 = − 1
2
√
3
({
10 ⊗ 31
}
31
+
{
31 ⊗ 10
}
31
)
− 2
√
2
21
({
2⊗ 31
}
31
+
{
31 ⊗ 2
}
31
)
+
1√
14
{
31 ⊗ 31
}
31
• 6⊗ 6→ 6(2)s :
10 = − 1
2
√
3
{
10 ⊗ 10
}
10
+
√
2
3
{
2⊗ 2}
10
− 1
2
{
31 ⊗ 31
}
10
2 =
1√
3
({
10 ⊗ 2
}
2
+
{
2⊗ 10
}
2
)
− 2√
21
{
2⊗ 2}
2
+
1√
7
{
31 ⊗ 31
}
2
31 = − 1
2
√
3
({
10 ⊗ 31
}
31
+
{
31 ⊗ 10
}
31
)
+
√
2
21
({
2⊗ 31
}
31
+
{
31 ⊗ 2
}
31
)
+
3√
14
{
31 ⊗ 31
}
31
• 6⊗ 6→ 8s:
2 =
1√
6
({
10 ⊗ 2
}
2
+
{
2⊗ 10
}
2
)
+ 2
√
2
21
{
2⊗ 2}
2
−
√
2
7
{
31 ⊗ 31
}
2
31 =
1√
3
({
10 ⊗ 31
}
31
+
{
31 ⊗ 10
}
31
)
− 1√
42
({
2⊗ 31
}
31
+
{
31 ⊗ 2
}
31
)
+
√
2
7
{
31 ⊗ 31
}
31
32 = − 1√
2
({
2⊗ 31
}
32
+
{
31 ⊗ 2
}
32
)
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• 6⊗ 6→ 7a:
11 =
{
2⊗ 2}
11
31 =
√
7
2
3
({
10 ⊗ 31
}
31
− {31 ⊗ 10}
31
)
+
1
3
({
2⊗ 31
}
31
− {31 ⊗ 2}
31
)
32 =
1√
3
({
2⊗ 31
}
32
− {31 ⊗ 2}
32
)
− 1√
3
{
31 ⊗ 31
}
32
• 6⊗ 6→ 8a:
2 =
1√
2
({
10 ⊗ 2
}
2
− {2⊗ 10}
2
)
31 = −1
3
({
10 ⊗ 31
}
31
− {31 ⊗ 10}
31
)
+
√
7
2
3
({
2⊗ 31
}
31
− {31 ⊗ 2}
31
)
32 = − 1√
6
({
2⊗ 31
}
32
− {31 ⊗ 2}
32
)
−
√
2
3
{
31 ⊗ 31
}
32
6⊗ 7→ 3+ 3¯+ 6+ 7(1) + 7(2) + 8(1) + 8(2)
• 6⊗ 7→ 3:
32 =
1√
6
{
10 ⊗ 32
}
32
+
b27√
7
{
2⊗ 31
}
32
+
2b47√
21
{
2⊗ 32
}
32
+
1√
7b7
{
31 ⊗ 11
}
32
+
√
2
7
b37
{
31 ⊗ 31
}
32
− b7√
14
{
31 ⊗ 32
}
32
• 6⊗ 7→ 3¯:
32 =
1√
6
{
10 ⊗ 32
}
32
+
1√
7b27
{
2⊗ 31
}
32
+
2√
21b47
{
2⊗ 32
}
32
+
b7√
7
{
31 ⊗ 11
}
32
+
√
2
7
b37
{
31 ⊗ 31
}
32
− 1√
14b7
{
31 ⊗ 32
}
32
• 6⊗ 7→ 6:
10 =
{
31 ⊗ 31
}
10
2 = −
√
3
7
{
2⊗ 11
}
2
+
1√
7
{
31 ⊗ 31
}
2
−
√
3
7
{
31 ⊗ 32
}
2
31 = − 1√
3
{
10 ⊗ 31
}
31
−
√
2
21
{
2⊗ 31
}
31
−
√
2
7
{
2⊗ 32
}
31
−
√
2
7
{
31 ⊗ 32
}
31
• 6⊗ 7→ 7(1):
11 =
{
10 ⊗ 11
}
11
31 = −1
6
{
10 ⊗ 31
}
31
+
√
7
2
6
{
2⊗ 31
}
31
+
√
7
6
2
{
2⊗ 32
}
31
+
√
7
6
2
{
31 ⊗ 31
}
31
−
√
7
6
2
{
31 ⊗ 32
}
31
32 = −1
6
{
10 ⊗ 32
}
32
+
√
7
6
2
{
2⊗ 31
}
32
+
√
7
2
6
{
2⊗ 32
}
32
+
√
7
6
2
{
31 ⊗ 31
}
32
−
√
7
6
2
{
31 ⊗ 32
}
32
• 6⊗ 7→ 7(2):
11 =
{
31 ⊗ 32
}
11
31 = −
√
7
6
{
10 ⊗ 31
}
31
+
7
6
√
2
{
2⊗ 31
}
31
− 1
2
√
6
{
2⊗ 32
}
31
− 1
2
√
6
{
31 ⊗ 31
}
31
+
1
2
√
6
{
31 ⊗ 32
}
31
32 =
√
7
6
{
10 ⊗ 32
}
32
− 1
2
√
6
{
2⊗ 31
}
32
− 1
6
√
2
{
2⊗ 32
}
32
+
1√
3
{
31 ⊗ 11
}
32
− 1
2
√
6
{
31 ⊗ 31
}
32
−
√
3
2
2
{
31 ⊗ 32
}
32
21
• 6⊗ 7→ 8(1):
2 =
1√
2
{
2⊗ 11
}
2
− 1√
2
{
31 ⊗ 32
}
2
31 =
1√
6
{
2⊗ 32
}
31
−
√
2
3
{
31 ⊗ 31
}
31
− 1√
6
{
31 ⊗ 32
}
31
32 = −2
3
{
10 ⊗ 32
}
32
− 2
√
2
21
{
2⊗ 31
}
32
− 1
3
√
14
{
2⊗ 32
}
32
+
1√
21
{
31 ⊗ 11
}
32
+
√
2
21
{
31 ⊗ 31
}
32
− 1√
42
{
31 ⊗ 32
}
32
• 6⊗ 7→ 8(2):
2 =
1√
14
{
2⊗ 11
}
2
+
√
6
7
{
31 ⊗ 31
}
2
+
1√
14
{
31 ⊗ 32
}
2
31 =
2
3
{
10 ⊗ 31
}
31
+
2
√
2
7
3
{
2⊗ 31
}
31
−
√
3
14
{
2⊗ 32
}
31
−
√
3
14
{
31 ⊗ 32
}
31
32 = − 1√
2
{
2⊗ 32
}
32
− 1√
3
{
31 ⊗ 11
}
32
− 1√
6
{
31 ⊗ 32
}
32
6⊗8→ 3+3¯+6(1)+6(2)+7(1)+7(2)+8(1)+8(2)
• 6⊗ 8→ 3:
32 =
1√
6
{
10 ⊗ 32
}
32
− 1
2b27
{
2⊗ 31
}
32
+
i
2
√
3b27
{
2⊗ 32
}
32
− 1
2b7
{
31 ⊗ 2
}
32
+
1
2
√
2b7
{
31 ⊗ 31
}
32
− i
2
√
2b7
{
31 ⊗ 32
}
32
• 6⊗ 8→ 3¯:
32 =
1√
6
{
10 ⊗ 32
}
32
− b
2
7
2
{
2⊗ 31
}
32
− ib
2
7
2
√
3
{
2⊗ 32
}
32
− b7
2
{
31 ⊗ 2
}
32
+
b7
2
√
2
{
31 ⊗ 31
}
32
+
ib7
2
√
2
{
31 ⊗ 32
}
32
• 6⊗ 8→ 6(1):
10 =
{
2⊗ 2}
10
2 = − 1
2
√
2
{
10 ⊗ 2
}
2
+
1√
14
{
2⊗ 2}
2
+
3
√
3
7
4
{
31 ⊗ 31
}
2
+
3
4
{
31 ⊗ 32
}
2
31 =
1
2
{
10 ⊗ 31
}
31
−
√
2
7
{
2⊗ 31
}
31
− 1
2
√
7
{
31 ⊗ 2
}
31
+
√
3
14
2
{
31 ⊗ 31
}
31
−
√
3
2
2
{
31 ⊗ 32
}
31
• 6⊗ 8→ 6(2):
10 =
{
31 ⊗ 31
}
10
2 =
√
3
2
2
{
10 ⊗ 2
}
2
+
√
3
14
{
2⊗ 2}
2
− 5
4
√
7
{
31 ⊗ 31
}
2
+
√
3
4
{
31 ⊗ 32
}
2
31 =
1
2
√
3
{
10 ⊗ 31
}
31
+
1√
42
{
2⊗ 31
}
31
− 1√
2
{
2⊗ 32
}
31
−
√
3
7
2
{
31 ⊗ 2
}
31
+
3
2
√
14
{
31 ⊗ 31
}
31
+
1
2
√
2
{
31 ⊗ 32
}
31
• 6⊗ 8→ 7(1):
11 =
{
2⊗ 2}
11
31 =
√
7
12
{
10 ⊗ 31
}
31
+
1
6
√
2
{
2⊗ 31
}
31
−
√
7
6
2
{
2⊗ 32
}
31
+
1
4
{
31 ⊗ 2
}
31
− 7
4
√
6
{
31 ⊗ 31
}
31
−
√
7
6
4
{
31 ⊗ 32
}
31
32 = − 7
12
{
10 ⊗ 32
}
32
+
1
2
√
6
{
2⊗ 31
}
32
−
√
7
2
6
{
2⊗ 32
}
32
+
√
3
4
{
31 ⊗ 2
}
32
+
5
4
√
6
{
31 ⊗ 31
}
32
−
√
7
6
4
{
31 ⊗ 32
}
32
22
• 6⊗ 8→ 7(2):
11 =
{
31 ⊗ 32
}
11
31 = − 7
12
{
10 ⊗ 31
}
31
−
√
7
2
6
{
2⊗ 31
}
31
− 1
2
√
6
{
2⊗ 32
}
31
−
√
7
4
{
31 ⊗ 2
}
31
−
√
7
6
4
{
31 ⊗ 31
}
31
− 1
4
√
6
{
31 ⊗ 32
}
31
32 = −
√
7
12
{
10 ⊗ 32
}
32
+
√
7
6
2
{
2⊗ 31
}
32
+
5
6
√
2
{
2⊗ 32
}
32
+
√
7
3
4
{
31 ⊗ 2
}
32
−
√
7
6
4
{
31 ⊗ 31
}
32
+
√
3
2
4
{
31 ⊗ 32
}
32
• 6⊗ 8→ 8(1):
2 =
1
2
{
10 ⊗ 2
}
2
− 2√
7
{
2⊗ 2}
2
+
√
3
14
2
{
31 ⊗ 31
}
2
+
1
2
√
2
{
31 ⊗ 32
}
2
31 =
1
6
{
10 ⊗ 31
}
31
−
4
√
2
7
3
{
2⊗ 31
}
31
+
1
2
√
7
{
31 ⊗ 2
}
31
−
√
3
14
2
{
31 ⊗ 31
}
31
+
√
3
2
2
{
31 ⊗ 32
}
31
32 = −1
2
{
10 ⊗ 32
}
32
− 1
2
√
3
{
31 ⊗ 2
}
32
−
√
3
2
2
{
31 ⊗ 31
}
32
−
√
7
6
2
{
31 ⊗ 32
}
32
• 6⊗ 8→ 8(2):
2 = −1
2
{
10 ⊗ 2
}
2
− 1√
7
{
2⊗ 2}
2
−
3
√
3
14
2
{
31 ⊗ 31
}
2
+
1
2
√
2
{
31 ⊗ 32
}
2
31 =
1
2
{
10 ⊗ 31
}
31
+
1√
14
{
2⊗ 31
}
31
+
1√
6
{
2⊗ 32
}
31
− 3
2
√
7
{
31 ⊗ 2
}
31
− 5
2
√
42
{
31 ⊗ 31
}
31
+
1
2
√
6
{
31 ⊗ 32
}
31
32 = −1
6
{
10 ⊗ 32
}
32
+
1√
6
{
2⊗ 31
}
32
−
√
7
2
3
{
2⊗ 32
}
32
− 1
2
√
3
{
31 ⊗ 2
}
32
− 1
2
√
6
{
31 ⊗ 31
}
32
+
√
7
6
2
{
31 ⊗ 32
}
32
7 ⊗ 7 → (1+ 6(1) + 6(2) + 7+ 8)
s
+
(3+ 3¯+ 7+ 8)a
• 7⊗ 7→ 1s:
10 =
1√
7
{
11 ⊗ 11
}
10
+
√
3
7
{
31 ⊗ 31
}
10
+
√
3
7
{
32 ⊗ 32
}
10
• 7⊗ 7→ 6(1)s :
10 =
√
3
2
{
11 ⊗ 11
}
10
− 1
2
{
32 ⊗ 32
}
10
2 = −
√
3
7
{
31 ⊗ 32
}
2
−
√
3
7
{
32 ⊗ 31
}
2
+
1√
7
{
32 ⊗ 32
}
2
31 = − 1
2
√
7
({
11 ⊗ 32
}
31
+
{
32 ⊗ 11
}
31
)
+
√
2
7
{
31 ⊗ 31
}
31
+
√
2
7
{
31 ⊗ 32
}
31
−
√
2
7
{
32 ⊗ 31
}
31
− 1√
14
{
32 ⊗ 32
}
31
• 7⊗ 7→ 6(2)s :
10 = −
√
3
7
2
{
11 ⊗ 11
}
10
+
2√
7
{
31 ⊗ 31
}
10
− 3
2
√
7
{
32 ⊗ 32
}
10
2 = −{31 ⊗ 31}
2
23
31 = −1
2
({
11 ⊗ 32
}
31
+
{
32 ⊗ 11
}
31
)
+
1√
2
{
32 ⊗ 32
}
31
• 7⊗ 7→ 7s:
11 =
1√
2
{
31 ⊗ 32
}
11
+
1√
2
{
32 ⊗ 31
}
11
31 =
1√
6
({
11 ⊗ 32
}
31
+
{
32 ⊗ 11
}
31
)
+
1√
3
{
31 ⊗ 31
}
31
+
1√
3
{
32 ⊗ 32
}
31
32 =
1√
6
({
11 ⊗ 31
}
32
+
{
31 ⊗ 11
}
32
)
+
1√
3
{
31 ⊗ 32
}
32
+
1√
3
{
32 ⊗ 31
}
32
• 7⊗ 7→ 8s:
2 =
1√
14
{
31 ⊗ 32
}
2
+
1√
14
{
32 ⊗ 31
}
2
+
√
6
7
{
32 ⊗ 32
}
2
31 =
1√
21
({
11 ⊗ 32
}
31
+
{
32 ⊗ 11
}
31
)
− 2
√
2
21
{
31 ⊗ 31
}
31
+
√
3
14
{
31 ⊗ 32
}
31
−
√
3
14
{
32 ⊗ 31
}
31
+
√
2
21
{
32 ⊗ 32
}
31
32 = − 1√
3
({
11 ⊗ 31
}
32
+
{
31 ⊗ 11
}
32
)
+
1√
6
{
31 ⊗ 32
}
32
+
1√
6
{
32 ⊗ 31
}
32
• 7⊗ 7→ 3a:
32 =
1√
7
({
11 ⊗ 31
}
32
− {31 ⊗ 11}
32
)
+
b7√
7
{
31 ⊗ 31
}
32
− b7√
7
{
31 ⊗ 32
}
32
+
b7√
7
{
32 ⊗ 31
}
32
−
√
2
7
b27
{
32 ⊗ 32
}
32
• 7⊗ 7→ 3¯a:
32 =
1√
7
({
11 ⊗ 31
}
32
− {31 ⊗ 11}
32
)
+
1√
7b7
{
31 ⊗ 31
}
32
− 1√
7b7
{
31 ⊗ 32
}
32
+
1√
7b7
{
32 ⊗ 31
}
32
−
√
2
7
b27
{
32 ⊗ 32
}
32
• 7⊗ 7→ 7a:
11 =
1√
2
{
31 ⊗ 32
}
11
− 1√
2
{
32 ⊗ 31
}
11
31 = − 1√
6
({
11 ⊗ 32
}
31
− {32 ⊗ 11}
31
)
+
1√
3
{
31 ⊗ 32
}
31
+
1√
3
{
32 ⊗ 31
}
31
32 =
1√
6
({
11 ⊗ 31
}
32
− {31 ⊗ 11}
32
)
+
1√
3
{
31 ⊗ 31
}
32
− 1√
3
{
32 ⊗ 32
}
32
• 7⊗ 7→ 8a:
2 =
1√
2
{
31 ⊗ 32
}
2
− 1√
2
{
32 ⊗ 31
}
2
31 = − 1√
3
({
11 ⊗ 32
}
31
− {32 ⊗ 11}
31
)
− 1√
6
{
31 ⊗ 32
}
31
− 1√
6
{
32 ⊗ 31
}
31
32 = − 1√
21
({
11 ⊗ 31
}
32
− {31 ⊗ 11}
32
)
+ 2
√
2
21
{
31 ⊗ 31
}
32
+
√
3
14
{
31 ⊗ 32
}
32
−
√
3
14
{
32 ⊗ 31
}
32
+
√
2
21
{
32 ⊗ 32
}
32
7⊗8→ 3+ 3¯+6(1)+6(2)+7(1)+7(2)+8(1)+
8
(2) + 8(3)
• 7⊗ 8→ 3:
32 =
1√
7
{
11 ⊗ 31
}
32
− 1√
7b47
{
31 ⊗ 2
}
32
+
1
2
√
7b37
{
31 ⊗ 31
}
32
+
1
2b37
{
31 ⊗ 32
}
32
+
√
3
7
2b27
{
32 ⊗ 2
}
32
−
√
7 + 35i
56
√
2
{
32 ⊗ 31
}
32
− 1
2
√
2b27
{
32 ⊗ 32
}
32
• 7⊗ 8→ 3¯:
32 =
1√
7
{
11 ⊗ 31
}
32
− b
4
7√
7
{
31 ⊗ 2
}
32
+
b37
2
√
7
{
31 ⊗ 31
}
32
+
b37
2
{
31 ⊗ 32
}
32
+
1
2
√
3
7
b27
{
32 ⊗ 2
}
32
−
√
7− 35i
56
√
2
{
32 ⊗ 31
}
32
− b
2
7
2
√
2
{
32 ⊗ 32
}
32
24
• 7⊗ 8→ 6(1):
10 =
{
31 ⊗ 31
}
10
2 = −
√
3
14
2
{
11 ⊗ 2
}
2
+
1√
7
{
31 ⊗ 31
}
2
+
3
√
3
7
4
{
32 ⊗ 31
}
2
− 3
4
{
32 ⊗ 32
}
2
31 = −1
2
{
11 ⊗ 32
}
31
+
√
3
7
{
31 ⊗ 2
}
31
− 1
2
√
7
{
32 ⊗ 2
}
31
− 3
2
√
14
{
32 ⊗ 31
}
31
− 1
2
√
2
{
32 ⊗ 32
}
31
• 7⊗ 8→ 6(2):
10 =
{
32 ⊗ 32
}
10
2 =
√
3
2
2
{
11 ⊗ 2
}
2
−
√
3
7
{
31 ⊗ 32
}
2
+
√
3
4
{
32 ⊗ 31
}
2
+
1
4
√
7
{
32 ⊗ 32
}
2
31 = − 1
2
√
7
{
11 ⊗ 32
}
31
+
1√
2
{
31 ⊗ 31
}
31
− 1√
14
{
31 ⊗ 32
}
31
− 1
2
{
32 ⊗ 2
}
31
+
1
2
√
2
{
32 ⊗ 31
}
31
+
1
2
√
14
{
32 ⊗ 32
}
31
• 7⊗ 8→ 7(1):
11 =
{
31 ⊗ 32
}
11
31 =
√
3
4
{
11 ⊗ 32
}
31
+
√
7
6
2
{
31 ⊗ 31
}
31
− 1
2
√
6
{
31 ⊗ 32
}
31
+
√
7
3
4
{
32 ⊗ 2
}
31
−
√
7
6
4
{
32 ⊗ 31
}
31
− 5
4
√
6
{
32 ⊗ 32
}
31
32 = −
√
7
3
4
{
11 ⊗ 31
}
32
+
√
7
6
2
{
31 ⊗ 31
}
32
− 1
2
√
6
{
31 ⊗ 32
}
32
−
√
7
4
{
32 ⊗ 2
}
32
−
√
7
6
4
{
32 ⊗ 31
}
32
− 1
4
√
6
{
32 ⊗ 32
}
32
• 7⊗ 8→ 7(2):
11 =
{
32 ⊗ 31
}
11
31 = −
√
7
3
4
{
11 ⊗ 32
}
31
− 1
2
√
6
{
31 ⊗ 31
}
31
−
√
7
6
2
{
31 ⊗ 32
}
31
+
√
3
4
{
32 ⊗ 2
}
31
+
5
4
√
6
{
32 ⊗ 31
}
31
−
√
7
6
4
{
32 ⊗ 32
}
31
32 = −
√
3
4
{
11 ⊗ 31
}
32
− 1√
3
{
31 ⊗ 2
}
32
+
1
2
√
6
{
31 ⊗ 31
}
32
+
√
7
6
2
{
31 ⊗ 32
}
32
+
1
4
{
32 ⊗ 2
}
32
+
1
4
√
6
{
32 ⊗ 31
}
32
−
√
7
6
4
{
32 ⊗ 32
}
32
• 7⊗ 8→ 8(1):
2 =
3
4
√
2
{
11 ⊗ 2
}
2
− 5
8
{
32 ⊗ 31
}
2
−
√
21
8
{
32 ⊗ 32
}
2
31 = −
√
7
6
4
{
11 ⊗ 32
}
31
+
1
2
√
3
{
31 ⊗ 31
}
31
+
√
7
3
2
{
31 ⊗ 32
}
31
+
√
3
2
4
{
32 ⊗ 2
}
31
+
5
8
√
3
{
32 ⊗ 31
}
31
−
√
7
3
8
{
32 ⊗ 32
}
31
32 = −
3
√
3
14
4
{
11 ⊗ 31
}
32
+ 2
√
2
21
{
31 ⊗ 2
}
32
+
1
2
√
21
{
31 ⊗ 31
}
32
+
1
2
√
3
{
31 ⊗ 32
}
32
− 1
4
√
14
{
32 ⊗ 2
}
32
+
23
8
√
21
{
32 ⊗ 31
}
32
+
1
8
√
3
{
32 ⊗ 32
}
32
• 7⊗ 8→ 8(2):
2 =
1
4
√
7
{
11 ⊗ 2
}
2
+
√
6
7
{
31 ⊗ 31
}
2
− 3
4
√
14
{
32 ⊗ 31
}
2
+
√
3
2
4
{
32 ⊗ 32
}
2
25
31 = −
√
3
4
{
11 ⊗ 32
}
31
− 2√
7
{
31 ⊗ 2
}
31
−
√
3
7
4
{
32 ⊗ 2
}
31
−
3
√
3
14
4
{
32 ⊗ 31
}
31
−
√
3
2
4
{
32 ⊗ 32
}
31
32 =
√
3
4
{
11 ⊗ 31
}
32
− 1
4
{
32 ⊗ 2
}
32
+
√
3
2
4
{
32 ⊗ 31
}
32
−
√
21
2
4
{
32 ⊗ 32
}
32
• 7⊗ 8→ 8(3):
2 =
3
4
√
2
{
11 ⊗ 2
}
2
+
2√
7
{
31 ⊗ 32
}
2
+
3
8
{
32 ⊗ 31
}
2
+
√
3
7
8
{
32 ⊗ 32
}
2
31 =
3
√
3
14
4
{
11 ⊗ 32
}
31
− 1
2
√
3
{
31 ⊗ 31
}
31
+
1
2
√
21
{
31 ⊗ 32
}
31
− 5
4
√
6
{
32 ⊗ 2
}
31
+
5
8
√
3
{
32 ⊗ 31
}
31
− 23
8
√
21
{
32 ⊗ 32
}
31
32 =
√
7
6
4
{
11 ⊗ 31
}
32
+
√
7
3
2
{
31 ⊗ 31
}
32
− 1
2
√
3
{
31 ⊗ 32
}
32
+
√
7
2
4
{
32 ⊗ 2
}
32
+
√
7
3
8
{
32 ⊗ 31
}
32
+
1
8
√
3
{
32 ⊗ 32
}
32
8 ⊗ 8 → (1+ 6(1) + 6(2) + 7+ 8(1) + 8(2))
s
+(
3+ 3¯+ 7(1) + 7(2) + 8
)
a
• 8⊗ 8→ 1s:
10 =
1
2
{
2⊗ 2}
10
+
√
3
2
2
{
31 ⊗ 31
}
10
+
√
3
2
2
{
32 ⊗ 32
}
10
• 8⊗ 8→ 6(1)s :
10 =
√
3
5
{
2⊗ 2}
10
−
√
2
5
{
32 ⊗ 32
}
10
2 = −
√
15
14
2
{
2⊗ 2}
2
− 27
4
√
70
{
31 ⊗ 31
}
2
+
√
3
10
4
{
31 ⊗ 32
}
2
+
√
3
10
4
{
32 ⊗ 31
}
2
+
√
7
10
4
{
32 ⊗ 32
}
2
31 =
3
√
3
70
2
({
2⊗ 31
}
31
+
{
31 ⊗ 2
}
31
)
− 1
2
√
10
({
2⊗ 32
}
31
+
{
32 ⊗ 2
}
31
)
− 1
2
√
35
{
31 ⊗ 31
}
31
− 1√
5
{
31 ⊗ 32
}
31
+
1√
5
{
32 ⊗ 31
}
31
−
√
7
5
2
{
32 ⊗ 32
}
31
• 8⊗ 8→ 6(2)s :
10 = −
√
3
5
2
{
2⊗ 2}
10
+
√
5
2
2
{
31 ⊗ 31
}
10
− 3
2
√
10
{
32 ⊗ 32
}
10
2 = −
√
15
14
2
{
2⊗ 2}
2
+
1
4
√
70
{
31 ⊗ 31
}
2
−
3
√
3
10
4
{
31 ⊗ 32
}
2
−
3
√
3
10
4
{
32 ⊗ 31
}
2
−
3
√
7
10
4
{
32 ⊗ 32
}
2
31 = −
√
6
35
({
2⊗ 31
}
31
+
{
31 ⊗ 2
}
31
)
− 1√
10
({
2⊗ 32
}
31
+
{
32 ⊗ 2
}
31
)
− 9
4
√
35
{
31 ⊗ 31
}
31
− 3
4
√
5
{
31 ⊗ 32
}
31
+
3
4
√
5
{
32 ⊗ 31
}
31
+
√
7
5
4
{
32 ⊗ 32
}
31
• 8⊗ 8→ 7s:
11 =
1√
2
{
31 ⊗ 32
}
11
+
1√
2
{
32 ⊗ 31
}
11
26
31 = − 1√
6
({
2⊗ 32
}
31
+
{
32 ⊗ 2
}
31
)
−
√
7
3
4
{
31 ⊗ 31
}
31
+
√
3
4
{
31 ⊗ 32
}
31
−
√
3
4
{
32 ⊗ 31
}
31
−
√
7
3
4
{
32 ⊗ 32
}
31
32 = −
√
7
6
2
({
2⊗ 31
}
32
+
{
31 ⊗ 2
}
32
)
+
1
2
√
2
({
2⊗ 32
}
32
+
{
32 ⊗ 2
}
32
)
− 1
2
√
3
{
31 ⊗ 32
}
32
− 1
2
√
3
{
32 ⊗ 31
}
32
• 8⊗ 8→ 8(1)s :
2 =
√
2
5
{
2⊗ 2}
2
−
√
3
10
{
31 ⊗ 31
}
2
−
√
3
10
{
32 ⊗ 32
}
2
31 = − 1√
5
({
2⊗ 31
}
31
+
{
31 ⊗ 2
}
31
)
+
√
3
10
{
31 ⊗ 31
}
31
−
√
3
10
{
32 ⊗ 32
}
31
32 = − 1√
5
({
2⊗ 32
}
32
+
{
32 ⊗ 2
}
32
)
−
√
3
10
{
31 ⊗ 32
}
32
−
√
3
10
{
32 ⊗ 31
}
32
• 8⊗ 8→ 8(2)s :
2 = − 3
2
√
35
{
2⊗ 2}
2
+
3
√
3
35
4
{
31 ⊗ 31
}
2
+
√
5
4
{
31 ⊗ 32
}
2
+
√
5
4
{
32 ⊗ 31
}
2
−
√
21
5
4
{
32 ⊗ 32
}
2
31 =
3
2
√
70
({
2⊗ 31
}
31
+
{
31 ⊗ 2
}
31
)
−
√
5
6
2
({
2⊗ 32
}
31
+
{
32 ⊗ 2
}
31
)
+
13
2
√
105
{
31 ⊗ 31
}
31
+
√
7
15
2
{
32 ⊗ 32
}
31
32 = −
√
5
6
2
({
2⊗ 31
}
32
+
{
31 ⊗ 2
}
32
)
−
√
7
10
2
({
2⊗ 32
}
32
+
{
32 ⊗ 2
}
32
)
+
√
7
15
2
{
31 ⊗ 32
}
32
+
√
7
15
2
{
32 ⊗ 31
}
32
• 8⊗ 8→ 3a:
32 =
1
4
({
2⊗ 31
}
32
− {31 ⊗ 2}
32
)
+
i
√
3
4
({
2⊗ 32
}
32
− {32 ⊗ 2}
32
)
− 1
2b37
{
31 ⊗ 31
}
32
+
i
4b7
{
31 ⊗ 32
}
32
− i
4b7
{
32 ⊗ 31
}
32
− 1
2
√
2b27
{
32 ⊗ 32
}
32
• 8⊗ 8→ 3¯a:
32 =
1
4
({
2⊗ 31
}
32
− {31 ⊗ 2}
32
)
− i
√
3
4
({
2⊗ 32
}
32
− {32 ⊗ 2}
32
)
− b
3
7
2
{
31 ⊗ 31
}
32
− ib7
4
{
31 ⊗ 32
}
32
+
ib7
4
{
32 ⊗ 31
}
32
− b
2
7
2
√
2
{
32 ⊗ 32
}
32
• 8⊗ 8→ 7(1)a :
11 =
{
2⊗ 2}
11
31 = − 1
8
√
2
({
2⊗ 31
}
31
− {31 ⊗ 2}
31
)
+
√
21
2
8
({
2⊗ 32
}
31
− {32 ⊗ 2}
31
)
+
√
21
8
{
31 ⊗ 32
}
31
+
√
21
8
{
32 ⊗ 31
}
31
32 = −
√
3
2
8
({
2⊗ 31
}
32
− {31 ⊗ 2}
32
)
+
√
7
2
8
({
2⊗ 32
}
32
− {32 ⊗ 2}
32
)
+
√
3
4
{
31 ⊗ 31
}
32
+
√
21
8
{
31 ⊗ 32
}
32
−
√
21
8
{
32 ⊗ 31
}
32
27
• 8⊗ 8→ 7(2)a :
11 =
1√
2
{
31 ⊗ 32
}
11
− 1√
2
{
32 ⊗ 31
}
11
31 = −
3
√
7
2
8
({
2⊗ 31
}
31
− {31 ⊗ 2}
31
)
− 1
8
√
6
({
2⊗ 32
}
31
− {32 ⊗ 2}
31
)
− 1
8
√
3
{
31 ⊗ 32
}
31
− 1
8
√
3
{
32 ⊗ 31
}
31
32 = −
√
7
6
8
({
2⊗ 31
}
32
− {31 ⊗ 2}
32
)
− 3
8
√
2
({
2⊗ 32
}
32
− {32 ⊗ 2}
32
)
−
√
7
3
4
{
31 ⊗ 31
}
32
+
√
3
8
{
31 ⊗ 32
}
32
−
√
3
8
{
32 ⊗ 31
}
32
−
√
7
3
2
{
32 ⊗ 32
}
32
• 8⊗ 8→ 8a:
2 =
1√
2
{
31 ⊗ 32
}
2
− 1√
2
{
32 ⊗ 31
}
2
31 =
1√
3
({
2⊗ 32
}
31
− {32 ⊗ 2}
31
)
− 1√
6
{
31 ⊗ 32
}
31
− 1√
6
{
32 ⊗ 31
}
31
32 = − 1√
3
({
2⊗ 31
}
32
− {31 ⊗ 2}
32
)
− 1√
6
{
31 ⊗ 31
}
32
+
1√
6
{
32 ⊗ 32
}
32
Appendix D: CG Coefficients of PSL2 (7) in T7 Basis
The notations used in this appendix are the same as
those of Appendix C. Two constant angles will be used
in the following results
α = arctan
√
3
2
, β = arctan
(
3
√
3 + 2
√
6
)
.
3⊗ 3→ 6s + 3¯a
• 3⊗ 3→ 3¯a:
3¯ =
{
3⊗ 3}
3¯a
• 3⊗ 3→ 6s:
3 =
{
3⊗ 3}
3
3¯ =
{
3⊗ 3}
3¯s
3⊗ 3¯→ 1+ 8
• 3⊗ 3¯→ 1:
1 =
{
3⊗ 3¯}
1
• 3⊗ 3¯→ 8:
1′ =
{
3⊗ 3¯}
1′
1¯′ =
{
3⊗ 3¯}
1¯′
3 =
{
3⊗ 3¯}
3
3¯ =
{
3⊗ 3¯}
3¯
3⊗ 6→ 3¯+ 7+ 8
• 3⊗ 6→ 3¯:
3¯ =
1√
2
{
3⊗ 3}
3¯s
+
1√
2
{
3⊗ 3¯}
3¯
• 3⊗ 6→ 7:
1 =
{
3⊗ 3¯}
1
3 =
1√
3
{
3⊗ 3}
3
+
√
2
3
{
3⊗ 3¯}
3
3¯ = − 1√
6
{
3⊗ 3}
3¯s
+
√
2
3
{
3⊗ 3}
3¯a
+
1√
6
{
3⊗ 3¯}
3¯
• 3⊗ 6→ 8:
1′ =
{
3⊗ 3¯}
1′
1¯′ = −{3⊗ 3¯}
1¯′
3 = i
√
2
3
{
3⊗ 3}
3
− i√
3
{
3⊗ 3¯}
3
3¯ = − i√
3
{
3⊗ 3}
3¯s
− i√
3
{
3⊗ 3}
3¯a
+
i√
3
{
3⊗ 3¯}
3¯
28
3⊗ 7→ 6+ 7+ 8
• 3⊗ 7→ 6:
3 =
√
2
7
{
3⊗ 1}
3
+
1√
7
{
3⊗ 3}
3
+
2√
7
{
3⊗ 3¯}
3
3¯ = − 1√
7
{
3⊗ 3}
3¯s
− 2√
7
{
3⊗ 3}
3¯a
+
√
2
7
{
3⊗ 3¯}
3¯
• 3⊗ 7→ 7:
1 =
{
3⊗ 3¯}
1
3 = − 1√
3
{
3⊗ 1}
3
+
√
2
3
{
3⊗ 3}
3
3¯ = − 1√
3
{
3⊗ 3}
3¯a
−
√
2
3
{
3⊗ 3¯}
3¯
• 3⊗ 7→ 8:
1′ =
{
3⊗ 3¯}
1′
1¯′ = −e2iα{3⊗ 3¯}
1¯′
3 = −2i
√
2
21
eiα
{
3⊗ 1}
3
− 2ie
iα
√
21
{
3⊗ 3}
3
+ i
√
3
7
eiα
{
3⊗ 3¯}
3
3¯ = −i
√
6
7
eiα
{
3⊗ 3}
3¯s
+ i
√
2
21
eiα
{
3⊗ 3}
3¯a
− ie
iα
√
21
{
3⊗ 3¯}
3¯
3⊗ 8→ 3+ 6+ 7+ 8
• 3⊗ 8→ 3:
3 =
1
2
√
2
{
3⊗ 1′}
3
+
1
2
√
2
{
3⊗ 1¯′}
3
+
√
3
2
2
{
3⊗ 3}
3
+
√
3
2
2
{
3⊗ 3¯}
3
• 3⊗ 8→ 6:
3 =
1
2
{
3⊗ 1′}
3
− 1
2
{
3⊗ 1¯′}
3
− i
2
{
3⊗ 3}
3
+
i
2
{
3⊗ 3¯}
3
3¯ =
i
2
{
3⊗ 3}
3¯s
− i
2
{
3⊗ 3}
3¯a
− i√
2
{
3⊗ 3¯}
3¯
• 3⊗ 8→ 7:
1 =
{
3⊗ 3¯}
1
3 = −1
2
i
√
7
6
eiα
{
3⊗ 1′}
3
+
1
2
i
√
7
6
e−iα
{
3⊗ 1¯′}
3
+
1
2
√
6
{
3⊗ 3}
3
−
√
3
2
2
{
3⊗ 3¯}
3
3¯ =
√
3
2
{
3⊗ 3}
3¯s
+
1
2
√
3
{
3⊗ 3}
3¯a
+
1√
6
{
3⊗ 3¯}
3¯
• 3⊗ 8→ 8:
1′ =
{
3⊗ 3¯}
1′
1¯′ = −ω2{3⊗ 3¯}
1¯′
3 =
ω2√
3
{
3⊗ 1′}
3
− 1√
3
{
3⊗ 1¯′}
3
− iω√
3
{
3⊗ 3}
3
3¯ = −i
√
2
3
ω
{
3⊗ 3}
3¯a
+
iω√
3
{
3⊗ 3¯}
3¯
6⊗ 6→ (1+ 6(1) + 6(2) + 8)
s
+ (7+ 8)a
• 6⊗ 6→ 1s:
1 =
1√
2
({
3⊗ 3¯}
1
+
{
3¯⊗ 3}
1
)
• 6⊗ 6→ 6(1)s :
3 =
√
1
14
(
3−
√
2
){
3⊗ 3}
3
+
√
1
14
(
3−
√
2
) ({
3⊗ 3¯}
3
+
{
3¯⊗ 3}
3
)
−
√
1
14
(
5 + 3
√
2
){
3¯⊗ 3¯}
3s
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3¯ = −
√
1
14
(
5 + 3
√
2
){
3⊗ 3}
3¯s
+
√
1
14
(
3−
√
2
) ({
3⊗ 3¯}
3¯
+
{
3¯⊗ 3}
3¯
)
+
√
1
14
(
3−
√
2
){
3¯⊗ 3¯}
3¯
• 6⊗ 6→ 6(2)s :
3 = i
√
1
14
(
3 +
√
2
){
3⊗ 3}
3
− i
√
1
14
(
3 +
√
2
) ({
3⊗ 3¯}
3
+
{
3¯⊗ 3}
3
)
− i
√
1
14
(
5− 3
√
2
){
3¯⊗ 3¯}
3s
3¯ = i
√
1
14
(
5− 3
√
2
){
3⊗ 3}
3¯s
+ i
√
1
14
(
3 +
√
2
) ({
3⊗ 3¯}
3¯
+
{
3¯⊗ 3}
3¯
)
− i
√
1
14
(
3 +
√
2
){
3¯⊗ 3¯}
3¯
• 6⊗ 6→ 8s:
1′ =
e−iα√
2
({
3⊗ 3¯}
1′
+
{
3¯⊗ 3}
1′
)
1¯′ =
eiα√
2
({
3⊗ 3¯}
1¯′
+
{
3¯⊗ 3}
1¯′
)
3 = − 2√
7
{
3⊗ 3}
3
− 1√
14
({
3⊗ 3¯}
3
+
{
3¯⊗ 3}
3
)
−
√
2
7
{
3¯⊗ 3¯}
3s
3¯ = −
√
2
7
{
3⊗ 3}
3¯s
− 1√
14
({
3⊗ 3¯}
3¯
+
{
3¯⊗ 3}
3¯
)
− 2√
7
{
3¯⊗ 3¯}
3¯
• 6⊗ 6→ 7a:
1 =
i√
2
({
3⊗ 3¯}
1
− {3¯⊗ 3}
1
)
3 = − i√
3
({
3⊗ 3¯}
3
− {3¯⊗ 3}
3
)
− i√
3
{
3¯⊗ 3¯}
3a
3¯ =
i√
3
{
3⊗ 3}
3¯a
− i√
3
({
3⊗ 3¯}
3¯
− {3¯⊗ 3}
3¯
)
• 6⊗ 6→ 8a:
1′ =
1√
2
({
3⊗ 3¯}
1′
− {3¯⊗ 3}
1′
)
1¯′ = − 1√
2
({
3⊗ 3¯}
1¯′
− {3¯⊗ 3}
1¯′
)
3 =
i√
6
({
3⊗ 3¯}
3
− {3¯⊗ 3}
3
)
− i
√
2
3
{
3¯⊗ 3¯}
3a
3¯ = i
√
2
3
{
3⊗ 3}
3¯a
+
i√
6
({
3⊗ 3¯}
3¯
− {3¯⊗ 3}
3¯
)
6⊗ 7→ 3+ 3¯+ 6+ 7(1) + 7(2) + 8(1) + 8(2)
• 6⊗ 7→ 3:
3 =
1√
7
{
3⊗ 1}
3
+
√
2
7
{
3⊗ 3}
3
+
1√
14
{
3⊗ 3¯}
3
+
1√
7
{
3¯⊗ 3}
3
− 1√
14
{
3¯⊗ 3¯}
3s
+
√
2
7
{
3¯⊗ 3¯}
3a
• 6⊗ 7→ 3¯:
3¯ =
1√
14
{
3⊗ 3}
3¯s
−
√
2
7
{
3⊗ 3}
3¯a
− 1√
7
{
3⊗ 3¯}
3¯
− 1√
7
{
3¯⊗ 1}
3¯
− 1√
14
{
3¯⊗ 3}
3¯
−
√
2
7
{
3¯⊗ 3¯}
3¯
• 6⊗ 7→ 6:
3 =
i√
7
{
3⊗ 1}
3
− i
√
2
7
{
3⊗ 3}
3
− i
√
2
7
{
3⊗ 3¯}
3
+ i
√
2
7
{
3¯⊗ 3¯}
3a
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3¯ = −i
√
2
7
{
3⊗ 3}
3¯a
− i√
7
{
3¯⊗ 1}
3¯
+ i
√
2
7
{
3¯⊗ 3}
3¯
+ i
√
2
7
{
3¯⊗ 3¯}
3¯
• 6⊗ 7→ 7(1):
1 =
1√
2
{
3⊗ 3¯}
1
+
1√
2
{
3¯⊗ 3}
1
3 =
1√
6
{
3⊗ 1}
3
− 1√
6
{
3⊗ 3}
3
+
1
6
(√
3 +
√
6
){
3⊗ 3¯}
3
− 1√
6
{
3¯⊗ 3}
3
+
1
6
(√
3−
√
6
){
3¯⊗ 3¯}
3s
3¯ =
1
6
(√
3−
√
6
){
3⊗ 3}
3¯s
− 1√
6
{
3⊗ 3¯}
3¯
+
1√
6
{
3¯⊗ 1}
3¯
+
1
6
(√
3 +
√
6
){
3¯⊗ 3}
3¯
− 1√
6
{
3¯⊗ 3¯}
3¯
• 6⊗ 7→ 7(2):
1 =
i√
2
{
3⊗ 3¯}
1
− i√
2
{
3¯⊗ 3}
1
3 =
i√
6
{
3⊗ 1}
3
+
i√
6
{
3⊗ 3}
3
− i
(√
2− 1)
2
√
3
{
3⊗ 3¯}
3
− i√
6
{
3¯⊗ 3}
3
+
1
6
i
(√
3 +
√
6
){
3¯⊗ 3¯}
3s
3¯ = −1
6
i
(√
3 +
√
6
){
3⊗ 3}
3¯s
+
i√
6
{
3⊗ 3¯}
3¯
− i√
6
{
3¯⊗ 1}
3¯
+
i
(√
2− 1)
2
√
3
{
3¯⊗ 3}
3¯
− i√
6
{
3¯⊗ 3¯}
3¯
• 6⊗ 7→ 8(1):
1′ = − iωe
2iβ−iα
√
2
{
3⊗ 3¯}
1′
− iωe
2iβ−iα
√
2
{
3¯⊗ 3}
1′
1¯′ =
iω2eiα−2iβ√
2
{
3⊗ 3¯}
1¯′
+
iω2eiα−2iβ√
2
{
3¯⊗ 3}
1¯′
3 =
2√
21
{
3⊗ 1}
3
+
1√
21
{
3⊗ 3}
3
− 2 +
√
2
2
√
21
{
3⊗ 3¯}
3
+
2− 3√2
2
√
21
{
3¯⊗ 3}
3
− 4 +
√
2
2
√
21
{
3¯⊗ 3¯}
3s
−
√
3
14
{
3¯⊗ 3¯}
3a
3¯ = −4 +
√
2
2
√
21
{
3⊗ 3}
3¯s
−
√
3
14
{
3⊗ 3}
3¯a
+
2− 3√2
2
√
21
{
3⊗ 3¯}
3¯
+
2√
21
{
3¯⊗ 1}
3¯
− 2 +
√
2
2
√
21
{
3¯⊗ 3}
3¯
+
1√
21
{
3¯⊗ 3¯}
3¯
• 6⊗ 7→ 8(2):
1′ = −ω
2eiα−2iβ√
2
{
3⊗ 3¯}
1′
+
ω2eiα−2iβ√
2
{
3¯⊗ 3}
1′
1¯′ =
ωe2iβ−iα√
2
{
3⊗ 3¯}
1¯′
− ωe
2iβ−iα
√
2
{
3¯⊗ 3}
1¯′
3 = − 2i√
21
{
3⊗ 1}
3
+
i√
21
{
3⊗ 3}
3
+
i
(√
2− 2)
2
√
21
{
3⊗ 3¯}
3
− i
(
2 + 3
√
2
)
2
√
21
{
3¯⊗ 3}
3
+
i
(√
2− 4)
2
√
21
{
3¯⊗ 3¯}
3s
+ i
√
3
14
{
3¯⊗ 3¯}
3a
3¯ = − i
(√
2− 4)
2
√
21
{
3⊗ 3}
3¯s
− i
√
3
14
{
3⊗ 3}
3¯a
+
i
(
2 + 3
√
2
)
2
√
21
{
3⊗ 3¯}
3¯
+
2i√
21
{
3¯⊗ 1}
3¯
− i
(√
2− 2)
2
√
21
{
3¯⊗ 3}
3¯
− i√
21
{
3¯⊗ 3¯}
3¯
6⊗8→ 3+3¯+6(1)+6(2)+7(1)+7(2)+8(1)+8(2)
• 6⊗ 8→ 3:
3 =
1
2
√
2
{
3⊗ 1′}
3
− 1
2
√
2
{
3⊗ 1¯′}
3
+
i
2
√
2
{
3⊗ 3}
3
− i
2
√
2
{
3⊗ 3¯}
3
− i
2
{
3¯⊗ 3}
3
+
i
2
√
2
{
3¯⊗ 3¯}
3s
+
i
2
√
2
{
3¯⊗ 3¯}
3a
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• 6⊗ 8→ 3¯:
3¯ =
1
2
√
2
{
3⊗ 3}
3¯s
+
1
2
√
2
{
3⊗ 3}
3¯a
− 1
2
{
3⊗ 3¯}
3¯
− i
2
√
2
{
3¯⊗ 1′}
3¯
+
i
2
√
2
{
3¯⊗ 1¯′}
3¯
− 1
2
√
2
{
3¯⊗ 3}
3¯
+
1
2
√
2
{
3¯⊗ 3¯}
3¯
• 6⊗ 8→ 6(1):
3 = − e
iα
2
√
2
{
3⊗ 1′}
3
− e
−iα
2
√
2
{
3⊗ 1¯′}
3
+
√
3
14
2
{
3⊗ 3}
3
+
√
3
14
2
{
3⊗ 3¯}
3
+
√
3
7
{
3¯⊗ 3}
3
+
√
3
14
{
3¯⊗ 3¯}
3s
3¯ =
√
3
14
{
3⊗ 3}
3¯s
+
√
3
7
{
3⊗ 3¯}
3¯
− e
iα
2
√
2
{
3¯⊗ 1′}
3¯
− e
−iα
2
√
2
{
3¯⊗ 1¯′}
3¯
+
√
3
14
2
{
3¯⊗ 3}
3¯
+
√
3
14
2
{
3¯⊗ 3¯}
3¯
• 6⊗ 8→ 6(2):
3 = − 1
2
√
2
{
3⊗ 1′}
3
+
1
2
√
2
{
3⊗ 1¯′}
3
+
i
2
√
2
{
3⊗ 3}
3
+
i
2
√
2
{
3⊗ 3¯}
3
+
i√
2
{
3¯⊗ 3¯}
3a
3¯ = − i√
2
{
3⊗ 3}
3¯a
+
1
2
√
2
{
3¯⊗ 1′}
3¯
− 1
2
√
2
{
3¯⊗ 1¯′}
3¯
− i
2
√
2
{
3¯⊗ 3}
3¯
− i
2
√
2
{
3¯⊗ 3¯}
3¯
• 6⊗ 8→ 7(1):
1 =
1√
2
{
3⊗ 3¯}
1
+
1√
2
{
3¯⊗ 3}
1
3 =
i
√
7ω2
4
√
3
eiα−2iβ
{
3⊗ 1′}
3
− i
√
7ω
4
√
3
e2iβ−iα
{
3⊗ 1¯′}
3
+
√
2− 3
4
√
3
{
3⊗ 3}
3
− 1 +
√
2
4
√
3
{
3⊗ 3¯}
3
+
1
2
√
6
{
3¯⊗ 3}
3
− 1 + 2
√
2
4
√
3
{
3¯⊗ 3¯}
3s
+
√
3
4
{
3¯⊗ 3¯}
3a
3¯ = −1 + 2
√
2
4
√
3
{
3⊗ 3}
3¯s
+
√
3
4
{
3⊗ 3}
3¯a
+
1
2
√
6
{
3⊗ 3¯}
3¯
+
1
4
i
√
7
3
ω2eiα−2iβ
{
3¯⊗ 1′}
3¯
− 1
4
i
√
7
3
ωe2iβ−iα
{
3¯⊗ 1¯′}
3¯
− 1 +
√
2
4
√
3
{
3¯⊗ 3}
3¯
+
√
2− 3
4
√
3
{
3¯⊗ 3¯}
3¯
• 6⊗ 8→ 7(2):
1 =
i√
2
{
3⊗ 3¯}
1
− i√
2
{
3¯⊗ 3}
1
3 = −
√
7ω2
4
√
3
e2iβ−iα
{
3⊗ 1′}
3
+
√
7ω2
4
√
3
eiα−2iβ
{
3⊗ 1¯′}
3
− i
(
3 +
√
2
)
4
√
3
{
3⊗ 3}
3
+
i
(√
2− 1)
4
√
3
{
3⊗ 3¯}
3
+
i
2
√
6
{
3¯⊗ 3}
3
+
1
12
i
(
2
√
6−
√
3
){
3¯⊗ 3¯}
3s
+
i
√
3
4
{
3¯⊗ 3¯}
3a
3¯ = − i
(
2
√
2− 1)
4
√
3
{
3⊗ 3}
3¯s
− i
√
3
4
{
3⊗ 3}
3¯a
− i
2
√
6
{
3⊗ 3¯}
3¯
+
1
4
√
7
3
ωe2iβ−iα
{
3¯⊗ 1′}
3¯
− 1
4
√
7
3
ω2eiα−2iβ
{
3¯⊗ 1¯′}
3¯
− i
(√
2− 1)
4
√
3
{
3¯⊗ 3}
3¯
+
i
(
3 +
√
2
)
4
√
3
{
3¯⊗ 3¯}
3¯
• 6⊗ 8→ 8(1):
1′ = − ie
−iβ
√
2
{
3⊗ 3¯}
1′
− ie
−iβ
√
2
{
3¯⊗ 3}
1′
1¯′ =
ieiβ√
2
{
3⊗ 3¯}
1¯′
+
ieiβ√
2
{
3¯⊗ 3}
1¯′
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3 =
ieiβ√
6
{
3⊗ 1′}
3
− ie
−iβ
√
6
{
3⊗ 1¯′}
3
−
√
5 + 3
√
2
42
{
3⊗ 3}
3
+
√
6− 2√2
21
{
3⊗ 3¯}
3
−
√
5 + 3
√
2
42
{
3¯⊗ 3}
3
+
√
3−√2
21
{
3¯⊗ 3¯}
3s
3¯ =
√
3−√2
21
{
3⊗ 3}
3¯s
−
√
5 + 3
√
2
42
{
3⊗ 3¯}
3¯
+
ieiβ√
6
{
3¯⊗ 1′}
3¯
− ie
−iβ
√
6
{
3¯⊗ 1¯′}
3¯
+
√
6− 2√2
21
{
3¯⊗ 3}
3¯
−
√
5 + 3
√
2
42
{
3¯⊗ 3¯}
3¯
• 6⊗ 8→ 8(2):
1′ =
ωeiβ−iα√
2
{
3⊗ 3¯}
1′
− ωe
iβ−iα
√
2
{
3¯⊗ 3}
1′
1¯′ = −ω
2eiα−iβ√
2
{
3⊗ 3¯}
1¯′
+
ω2eiα−iβ√
2
{
3¯⊗ 3}
1¯′
3 = −ω
2eiα−iβ√
6
{
3⊗ 1′}
3
+
ωeiβ−iα√
6
{
3⊗ 1¯′}
3
+ i
√
5− 3√2
42
{
3⊗ 3}
3
+ i
√
6 + 2
√
2
21
{
3⊗ 3¯}
3
− i
√
5− 3√2
42
{
3¯⊗ 3}
3
− i
√
3 +
√
2
21
{
3¯⊗ 3¯}
3s
3¯ = i
√
3 +
√
2
21
{
3⊗ 3}
3¯s
+ i
√
5− 3√2
42
{
3⊗ 3¯}
3¯
+
ω2eiα−iβ√
6
{
3¯⊗ 1′}
3¯
− ωe
iβ−iα
√
6
{
3¯⊗ 1¯′}
3¯
− i
√
6 + 2
√
2
21
{
3¯⊗ 3}
3¯
− i
√
5− 3√2
42
{
3¯⊗ 3¯}
3¯
7 ⊗ 7 → (1+ 6(1) + 6(2) + 7+ 8)
s
+
(3+ 3¯+ 7+ 8)a
• 7⊗ 7→ 1s:
1 =
1√
7
{
1⊗ 1}
1
+
√
3
7
({
3⊗ 3¯}
1
+
{
3¯⊗ 3}
1
)
• 7⊗ 7→ 6(1)s :
3 =
1√
7
({
1⊗ 3}
3
+
{
3⊗ 1}
3
)
+
1
14
(
2
√
7 +
√
14
){
3⊗ 3}
3
− 1√
7
({
3⊗ 3¯}
3
+
{
3¯⊗ 3}
3
)
+
1
14
(√
14− 2
√
7
){
3¯⊗ 3¯}
3s
3¯ =
1√
7
({
1⊗ 3¯}
3¯
+
{
3¯⊗ 1}
3¯
)
+
1
14
(√
14− 2
√
7
){
3⊗ 3}
3¯s
− 1√
7
({
3⊗ 3¯}
3¯
+
{
3¯⊗ 3}
3¯
)
+
1
14
(
2
√
7 +
√
14
){
3¯⊗ 3¯}
3¯
• 7⊗ 7→ 6(2)s :
3 =
i√
7
({
1⊗ 3}
3
+
{
3⊗ 1}
3
)
+
i
(√
2− 2)
2
√
7
{
3⊗ 3}
3
+
i√
7
({
3⊗ 3¯}
3
+
{
3¯⊗ 3}
3
)
− 1
14
i
(
2
√
7 +
√
14
){
3¯⊗ 3¯}
3s
3¯ = − i√
7
({
1⊗ 3¯}
3¯
+
{
3¯⊗ 1}
3¯
)
+
1
14
i
(
2
√
7 +
√
14
){
3⊗ 3}
3¯s
− i√
7
({
3⊗ 3¯}
3¯
+
{
3¯⊗ 3}
3¯
)
− 1
14
i
(√
14− 2
√
7
){
3¯⊗ 3¯}
3¯
• 7⊗ 7→ 7s:
1 =
√
6
7
{
1⊗ 1}
1
− 1√
14
({
3⊗ 3¯}
1
+
{
3¯⊗ 3}
1
)
3 = − 1√
42
({
1⊗ 3}
3
+
{
3⊗ 1}
3
)
− 2√
21
{
3⊗ 3}
3
− 2√
21
({
3⊗ 3¯}
3
+
{
3¯⊗ 3}
3
)
− 2
√
2
21
{
3¯⊗ 3¯}
3s
33
3¯ = − 1√
42
({
1⊗ 3¯}
3¯
+
{
3¯⊗ 1}
3¯
)
− 2
√
2
21
{
3⊗ 3}
3¯s
− 2√
21
({
3⊗ 3¯}
3¯
+
{
3¯⊗ 3}
3¯
)
− 2√
21
{
3¯⊗ 3¯}
3¯
• 7⊗ 7→ 8s:
1′ =
ie−iα√
2
({
3⊗ 3¯}
1′
+
{
3¯⊗ 3}
1′
)
1¯′ = − ie
iα
√
2
({
3⊗ 3¯}
1¯′
+
{
3¯⊗ 3}
1¯′
)
3 = − 2√
21
({
1⊗ 3}
3
+
{
3⊗ 1}
3
)
+ 2
√
2
21
{
3⊗ 3}
3
+
1√
42
({
3⊗ 3¯}
3
+
{
3¯⊗ 3}
3
)
− 2√
21
{
3¯⊗ 3¯}
3s
3¯ = − 2√
21
({
1⊗ 3¯}
3¯
+
{
3¯⊗ 1}
3¯
)
− 2√
21
{
3⊗ 3}
3¯s
+
1√
42
({
3⊗ 3¯}
3¯
+
{
3¯⊗ 3}
3¯
)
+ 2
√
2
21
{
3¯⊗ 3¯}
3¯
• 7⊗ 7→ 3a:
3 =
1√
7
({
1⊗ 3}
3
− {3⊗ 1}
3
)
+
√
2
7
({
3⊗ 3¯}
3
− {3¯⊗ 3}
3
)
+
1√
7
{
3¯⊗ 3¯}
3a
• 7⊗ 7→ 3¯a:
3¯ =
1√
7
({
1⊗ 3¯}
3¯
− {3¯⊗ 1}
3¯
)
+
1√
7
{
3⊗ 3}
3¯a
−
√
2
7
({
3⊗ 3¯}
3¯
− {3¯⊗ 3}
3¯
)
• 7⊗ 7→ 7a:
1 =
i√
2
({
3⊗ 3¯}
1
− {3¯⊗ 3}
1
)
3 =
i√
6
({
1⊗ 3}
3
− {3⊗ 1}
3
)
− i
√
2
3
{
3¯⊗ 3¯}
3a
3¯ = − i√
6
({
1⊗ 3¯}
3¯
− {3¯⊗ 1}
3¯
)
+ i
√
2
3
{
3⊗ 3}
3¯a
• 7⊗ 7→ 8a:
1′ =
eiα√
2
({
3⊗ 3¯}
1′
− {3¯⊗ 3}
1′
)
1¯′ = −e
−iα
√
2
({
3⊗ 3¯}
1¯′
− {3¯⊗ 3}
1¯′
)
3 =
2i√
21
({
1⊗ 3}
3
− {3⊗ 1}
3
)
− i
√
3
14
({
3⊗ 3¯}
3
− {3¯⊗ 3}
3
)
+
2i√
21
{
3¯⊗ 3¯}
3a
3¯ = − 2i√
21
({
1⊗ 3¯}
3¯
− {3¯⊗ 1}
3¯
)
− 2i√
21
{
3⊗ 3}
3¯a
− i
√
3
14
({
3⊗ 3¯}
3¯
− {3¯⊗ 3}
3¯
)
7⊗8→ 3+ 3¯+6(1)+6(2)+7(1)+7(2)+8(1)+
8
(2) + 8(3)
• 7⊗ 8→ 3:
3 =
1√
7
{
1⊗ 3}
3
− ie
iα
2
√
2
{
3⊗ 1′}
3
+
ie−iα
2
√
2
{
3⊗ 1¯′}
3
− 3
2
√
14
{
3⊗ 3}
3
+
1
2
√
14
{
3⊗ 3¯}
3
+
1√
14
{
3¯⊗ 3}
3
+
3
2
√
7
{
3¯⊗ 3¯}
3s
− 1
2
√
7
{
3¯⊗ 3¯}
3a
34
• 7⊗ 8→ 3¯:
3¯ =
1√
7
{
1⊗ 3¯}
3¯
+
3
2
√
7
{
3⊗ 3}
3¯s
− 1
2
√
7
{
3⊗ 3}
3¯a
+
1√
14
{
3⊗ 3¯}
3¯
− ie
iα
2
√
2
{
3¯⊗ 1′}
3¯
+
ie−iα
2
√
2
{
3¯⊗ 1¯′}
3¯
+
1
2
√
14
{
3¯⊗ 3}
3¯
− 3
2
√
14
{
3¯⊗ 3¯}
3¯
• 7⊗ 8→ 6(1):
3 =
1√
7
{
1⊗ 3}
3
+
iω2eiα−2iβ
2
√
2
{
3⊗ 1′}
3
− iωe
2iβ−iα
2
√
2
{
3⊗ 1¯′}
3
− 2 +
√
2
4
√
7
{
3⊗ 3}
3
− 3
√
2− 2
4
√
7
{
3⊗ 3¯}
3
+
1
2
√
7
{
3¯⊗ 3}
3
− 4 +
√
2
4
√
7
{
3¯⊗ 3¯}
3s
− 3
2
√
14
{
3¯⊗ 3¯}
3a
3¯ =
1√
7
{
1⊗ 3¯}
3¯
− 4 +
√
2
4
√
7
{
3⊗ 3}
3¯s
− 3
2
√
14
{
3⊗ 3}
3¯a
+
1
2
√
7
{
3⊗ 3¯}
3¯
+
iω2eiα−2iβ
2
√
2
{
3¯⊗ 1′}
3¯
− iωe
2iβ−iα
2
√
2
{
3¯⊗ 1¯′}
3¯
− 3
√
2− 2
4
√
7
{
3¯⊗ 3}
3¯
− 2 +
√
2
4
√
7
{
3¯⊗ 3¯}
3¯
• 7⊗ 8→ 6(2):
3 =
i√
7
{
1⊗ 3}
3
− ωe
2iβ−iα
2
√
2
{
3⊗ 1′}
3
+
ω2eiα−2iβ
2
√
2
{
3⊗ 1¯′}
3
− i
(√
2− 2)
4
√
7
{
3⊗ 3}
3
− i
(
2 + 3
√
2
)
4
√
7
{
3⊗ 3¯}
3
− i
2
√
7
{
3¯⊗ 3}
3
+
i
(√
2− 4)
4
√
7
{
3¯⊗ 3¯}
3s
+
3i
2
√
14
{
3¯⊗ 3¯}
3a
3¯ = − i√
7
{
1⊗ 3¯}
3¯
− i
(√
2− 4)
4
√
7
{
3⊗ 3}
3¯s
− 3i
2
√
14
{
3⊗ 3}
3¯a
+
i
2
√
7
{
3⊗ 3¯}
3¯
+
ωe2iβ−iα
2
√
2
{
3¯⊗ 1′}
3¯
− ω
2eiα−2iβ
2
√
2
{
3¯⊗ 1¯′}
3¯
+
i
(
2 + 3
√
2
)
4
√
7
{
3¯⊗ 3}
3¯
+
i
(√
2− 2)
4
√
7
{
3¯⊗ 3¯}
3¯
• 7⊗ 8→ 7(1):
1 =
1√
2
{
3⊗ 3¯}
1
+
1√
2
{
3¯⊗ 3}
1
3 =
1√
6
{
1⊗ 3}
3
+
1
4
i
√
7
3
eiα
{
3⊗ 1′}
3
− 1
4
i
√
7
3
e−iα
{
3⊗ 1¯′}
3
− 1
4
√
3
{
3⊗ 3}
3
− 1
4
√
3
{
3⊗ 3¯}
3
− 1√
3
{
3¯⊗ 3}
3
+
1√
6
{
3¯⊗ 3¯}
3s
3¯ =
1√
6
{
1⊗ 3¯}
3¯
+
1√
6
{
3⊗ 3}
3¯s
− 1√
3
{
3⊗ 3¯}
3¯
+
1
4
i
√
7
3
eiα
{
3¯⊗ 1′}
3¯
− 1
4
i
√
7
3
e−iα
{
3¯⊗ 1¯′}
3¯
− 1
4
√
3
{
3¯⊗ 3}
3¯
− 1
4
√
3
{
3¯⊗ 3¯}
3¯
• 7⊗ 8→ 7(2):
1 =
i√
2
{
3⊗ 3¯}
1
− i√
2
{
3¯⊗ 3}
1
3 =
i√
6
{
1⊗ 3}
3
+
1
4
√
7
3
e−iα
{
3⊗ 1′}
3
− 1
4
√
7
3
eiα
{
3⊗ 1¯′}
3
+
i
√
3
4
{
3⊗ 3}
3
+
i
√
3
4
{
3⊗ 3¯}
3
+
i√
6
{
3¯⊗ 3¯}
3a
3¯ = − i√
6
{
1⊗ 3¯}
3¯
− i√
6
{
3⊗ 3}
3¯a
− 1
4
√
7
3
e−iα
{
3¯⊗ 1′}
3¯
+
1
4
√
7
3
eiα
{
3¯⊗ 1¯′}
3¯
− i
√
3
4
{
3¯⊗ 3}
3¯
− i
√
3
4
{
3¯⊗ 3¯}
3¯
• 7⊗ 8→ 8(1):
1′ =
3
√
3− 4i√
91
{
1⊗ 1′}
1′
− 2
√
6
91
{
3⊗ 3¯}
1′
− 2
√
6
91
{
3¯⊗ 3}
1′
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1¯′ =
3
√
3 + 4i√
91
{
1⊗ 1¯′}
1¯′
− 2
√
6
91
{
3⊗ 3¯}
1¯′
− 2
√
6
91
{
3¯⊗ 3}
1¯′
3 = −
√
3
91
{
1⊗ 3}
3
+ 2
√
2
91
ω2
{
3⊗ 1′}
3
+ 2
√
2
91
ω
{
3⊗ 1¯′}
3
+ 2
√
6
91
{
3⊗ 3}
3
− 2
√
6
91
{
3⊗ 3¯}
3
+ 2
√
3
91
{
3¯⊗ 3¯}
3s
− 2
√
3
91
{
3¯⊗ 3¯}
3a
3¯ = −
√
3
91
{
1⊗ 3¯}
3¯
+ 2
√
3
91
{
3⊗ 3}
3¯s
− 2
√
3
91
{
3⊗ 3}
3¯a
+ 2
√
2
91
ω2
{
3¯⊗ 1′}
3¯
+ 2
√
2
91
ω
{
3¯⊗ 1¯′}
3¯
− 2
√
6
91
{
3¯⊗ 3}
3¯
+ 2
√
6
91
{
3¯⊗ 3¯}
3¯
• 7⊗ 8→ 8(2):
1′ = −4
√
3
91
ω2
{
1⊗ 1′}
1′
−
√
3− 13i
2
√
182
{
3⊗ 3¯}
1′
−
√
3− 13i
2
√
182
{
3¯⊗ 3}
1′
1¯′ = −4
√
3
91
ω
{
1⊗ 1¯′}
1¯′
−
√
3 + 13i
2
√
182
{
3⊗ 3¯}
1¯′
−
√
3 + 13i
2
√
182
{
3¯⊗ 3}
1¯′
3 = − 2√
273
{
1⊗ 3}
3
+
i
(
5
√
3 + 21i
)
6
√
182
{
3⊗ 1′}
3
− i
(
5
√
3− 21i)
6
√
182
{
3⊗ 1¯′}
3
− 5√
546
{
3⊗ 3}
3
− 4
√
2
273
{
3⊗ 3¯}
3
+
√
13
42
{
3¯⊗ 3}
3
+
4√
273
{
3¯⊗ 3¯}
3s
+ 3
√
3
91
{
3¯⊗ 3¯}
3a
3¯ = − 2√
273
{
1⊗ 3¯}
3¯
+
4√
273
{
3⊗ 3}
3¯s
+ 3
√
3
91
{
3⊗ 3}
3¯a
+
√
13
42
{
3⊗ 3¯}
3¯
+
i
(
5
√
3 + 21i
)
6
√
182
{
3¯⊗ 1′}
3¯
− i
(
5
√
3− 21i)
6
√
182
{
3¯⊗ 1¯′}
3¯
− 4
√
2
273
{
3¯⊗ 3}
3¯
− 5√
546
{
3¯⊗ 3¯}
3¯
• 7⊗ 8→ 8(3):
1′ = −e
−iαω2√
2
{
3⊗ 3¯}
1′
+
e−iαω2√
2
{
3¯⊗ 3}
1′
1¯′ =
eiαω√
2
{
3⊗ 3¯}
1¯′
− e
iαω√
2
{
3¯⊗ 3}
1¯′
3 = − 2i√
21
{
1⊗ 3}
3
− e
iαω√
6
{
3⊗ 1′}
3
+
e−iαω2√
6
{
3⊗ 1¯′}
3
− i
√
3
14
{
3⊗ 3}
3
− i
√
3
14
{
3¯⊗ 3}
3
+
i√
21
{
3¯⊗ 3¯}
3a
3¯ =
2i√
21
{
1⊗ 3¯}
3¯
− i√
21
{
3⊗ 3}
3¯a
+ i
√
3
14
{
3⊗ 3¯}
3¯
+
eiαω√
6
{
3¯⊗ 1′}
3¯
− e
−iαω2√
6
{
3¯⊗ 1¯′}
3¯
+ i
√
3
14
{
3¯⊗ 3¯}
3¯
8 ⊗ 8 → (1+ 6(1) + 6(2) + 7+ 8(1) + 8(2))
s
+(
3 + 3¯+ 7(1) + 7(2) + 8
)
a
• 8⊗ 8→ 1s:
1 =
1
2
√
2
({
1′ ⊗ 1¯′}
1
+
{
1¯′ ⊗ 1′}
1
)
+
√
3
2
2
({
3⊗ 3¯}
1
+
{
3¯⊗ 3}
1
)
• 8⊗ 8→ 6(1)s :
3 =
ieiβ
2
√
2
({
1′ ⊗ 3}
3
+
{
3⊗ 1′}
3
)
− ie
−iβ
2
√
2
({
1¯′ ⊗ 3}
3
+
{
3⊗ 1¯′}
3
)
+
√
1
14
(
3−
√
2
){
3⊗ 3}
3
− 1
2
√
1
14
(
5 + 3
√
2
) ({
3⊗ 3¯}
3
+
{
3¯⊗ 3}
3
)
+
1
2
√
1
7
(
3−
√
2
){
3¯⊗ 3¯}
3s
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3¯ =
ieiβ
2
√
2
({
1′ ⊗ 3¯}
3¯
+
{
3¯⊗ 1′}
3¯
)
− ie
−iβ
2
√
2
({
1¯′ ⊗ 3¯}
3¯
+
{
3¯⊗ 1¯′}
3¯
)
+
1
2
√
1
7
(
3−
√
2
){
3⊗ 3}
3¯s
− 1
2
√
1
14
(
5 + 3
√
2
) ({
3⊗ 3¯}
3¯
+
{
3¯⊗ 3}
3¯
)
+
√
1
14
(
3−
√
2
){
3¯⊗ 3¯}
3¯
• 8⊗ 8→ 6(2)s :
3 = −ω
2eiα−iβ
2
√
2
({
1′ ⊗ 3}
3
+
{
3⊗ 1′}
3
)
+
ωeiβ−iα
2
√
2
({
1¯′ ⊗ 3}
3
+
{
3⊗ 1¯′}
3
)
+ i
√
1
14
(
3 +
√
2
){
3⊗ 3}
3
+
1
2
i
√
1
14
(
5− 3
√
2
) ({
3⊗ 3¯}
3
+
{
3¯⊗ 3}
3
)
+
1
2
i
√
1
7
(
3 +
√
2
){
3¯⊗ 3¯}
3s
3¯ =
ω2eiα−iβ
2
√
2
({
1′ ⊗ 3¯}
3¯
+
{
3¯⊗ 1′}
3¯
)
− ωe
iβ−iα
2
√
2
({
1¯′ ⊗ 3¯}
3¯
+
{
3¯⊗ 1¯′}
3¯
)
− 1
2
i
√
1
7
(
3 +
√
2
){
3⊗ 3}
3¯s
− 1
2
i
√
1
14
(
5− 3
√
2
) ({
3⊗ 3¯}
3¯
+
{
3¯⊗ 3}
3¯
)
− i
√
1
14
(
3 +
√
2
){
3¯⊗ 3¯}
3¯
• 8⊗ 8→ 7s:
1 =
√
3
2
2
({
1′ ⊗ 1¯′}
1
+
{
1¯′ ⊗ 1′}
1
)
− 1
2
√
2
({
3⊗ 3¯}
1
+
{
3¯⊗ 3}
1
)
3 =
iω
2
√
3
({
1′ ⊗ 3}
3
+
{
3⊗ 1′}
3
)
− iω
2
2
√
3
({
1¯′ ⊗ 3}
3
+
{
3⊗ 1¯′}
3
)
− 1√
3
{
3⊗ 3}
3
+
1
2
√
3
({
3⊗ 3¯}
3
+
{
3¯⊗ 3}
3
)
+
1√
6
{
3¯⊗ 3¯}
3s
3¯ =
iω
2
√
3
({
1′ ⊗ 3¯}
3¯
+
{
3¯⊗ 1′}
3¯
)
− iω
2
2
√
3
({
1¯′ ⊗ 3¯}
3¯
+
{
3¯⊗ 1¯′}
3¯
)
+
1√
6
{
3⊗ 3}
3¯s
+
1
2
√
3
({
3⊗ 3¯}
3¯
+
{
3¯⊗ 3}
3¯
)
− 1√
3
{
3¯⊗ 3¯}
3¯
• 8⊗ 8→ 8(1)s :
1′ = − ω
2
√
3
{
1¯′ ⊗ 1¯′}
1′
− i√
3
({
3⊗ 3¯}
1′
+
{
3¯⊗ 3}
1′
)
1¯′ = − ω√
3
{
1′ ⊗ 1′}
1¯′
+
i√
3
({
3⊗ 3¯}
1¯′
+
{
3¯⊗ 3}
1¯′
)
3 =
i
3
({
1′ ⊗ 3}
3
+
{
3⊗ 1′}
3
)
− i
3
({
1¯′ ⊗ 3}
3
+
{
3⊗ 1¯′}
3
)
+
1
3
{
3⊗ 3}
3
+
1
3
({
3⊗ 3¯}
3
+
{
3¯⊗ 3}
3
)
+
√
2
3
{
3¯⊗ 3¯}
3s
3¯ =
i
3
({
1′ ⊗ 3¯}
3¯
+
{
3¯⊗ 1′}
3¯
)
− i
3
({
1¯′ ⊗ 3¯}
3¯
+
{
3¯⊗ 1¯′}
3¯
)
+
√
2
3
{
3⊗ 3}
3¯s
+
1
3
({
3⊗ 3¯}
3¯
+
{
3¯⊗ 3}
3¯
)
+
1
3
{
3¯⊗ 3¯}
3¯
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• 8⊗ 8→ 8(2)s :
1′ =
√
2
3
e−iα
{
1¯′ ⊗ 1¯′}
1′
− ie
−iαω√
6
({
3⊗ 3¯}
1′
+
{
3¯⊗ 3}
1′
)
1¯′ =
√
2
3
eiα
{
1′ ⊗ 1′}
1¯′
+
ieiαω2√
6
({
3⊗ 3¯}
1¯′
+
{
3¯⊗ 3}
1¯′
)
3 =
ieiαω2
3
√
2
({
1′ ⊗ 3}
3
+
{
3⊗ 1′}
3
)
− ie
−iαω
3
√
2
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1¯′ ⊗ 3}
3
+
{
3⊗ 1¯′}
3
)
−
2
√
2
7
3
{
3⊗ 3}
3
−
2
√
2
7
3
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3⊗ 3¯}
3
+
{
3¯⊗ 3}
3
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+
5
3
√
7
{
3¯⊗ 3¯}
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3¯ =
ieiαω2
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√
2
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1′ ⊗ 3¯}
3¯
+
{
3¯⊗ 1′}
3¯
)
− ie
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√
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3¯
+
{
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5
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√
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√
2
7
3
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3⊗ 3¯}
3¯
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2
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2
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{
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3¯
• 8⊗ 8→ 3a:
3 =
1
2
√
2
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1′ ⊗ 3}
3
− {3⊗ 1′}
3
)
− ω
2
√
2
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1¯′ ⊗ 3}
3
− {3⊗ 1¯′}
3
)
+
iω2
2
√
2
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3⊗ 3¯}
3
− {3¯⊗ 3}
3
)
− iω
2
2
{
3¯⊗ 3¯}
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• 8⊗ 8→ 3¯a:
3¯ =
1
2
√
2
({
1′ ⊗ 3¯}
3¯
− {3¯⊗ 1′}
3¯
)
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√
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3¯
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− iω
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2
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3¯a
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2
√
2
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3⊗ 3¯}
3¯
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3¯
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• 8⊗ 8→ 7(1)a :
1 =
i√
2
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1′ ⊗ 1¯′}
1
− {1¯′ ⊗ 1′}
1
)
3 =
ω
4
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1′ ⊗ 3}
3
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3
)
+
ω2
4
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1¯′ ⊗ 3}
3
− {3⊗ 1¯′}
3
)
+
√
3
4
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3⊗ 3¯}
3
− {3¯⊗ 3}
3
)
+
√
3
2
2
{
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ω
4
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)
+
ω2
4
({
1¯′ ⊗ 3¯}
3¯
− {3¯⊗ 1¯′}
3¯
)
+
√
3
2
2
{
3⊗ 3}
3¯a
−
√
3
4
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3⊗ 3¯}
3¯
− {3¯⊗ 3}
3¯
)
• 8⊗ 8→ 7(2)a :
1 =
i√
2
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3⊗ 3¯}
1
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1
)
3 = −1
4
√
7
3
eiαω
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1′ ⊗ 3}
3
− {3⊗ 1′}
3
)
+
1
4
√
7
3
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1¯′ ⊗ 3}
3
− {3⊗ 1¯′}
3
)
+
i
√
3
4
({
3⊗ 3¯}
3
− {3¯⊗ 3}
3
)
− i
2
√
6
{
3¯⊗ 3¯}
3a
38
3¯ =
1
4
√
7
3
eiαω
({
1′ ⊗ 3¯}
3¯
− {3¯⊗ 1′}
3¯
)
− 1
4
√
7
3
e−iαω2
({
1¯′ ⊗ 3¯}
3¯
− {3¯⊗ 1¯′}
3¯
)
+
i
2
√
6
{
3⊗ 3}
3¯a
+
i
√
3
4
({
3⊗ 3¯}
3¯
− {3¯⊗ 3}
3¯
)
• 8⊗ 8→ 8a:
1′ = − ω√
2
({
3⊗ 3¯}
1′
− {3¯⊗ 3}
1′
)
1¯′ =
ω2√
2
({
3⊗ 3¯}
1¯′
− {3¯⊗ 3}
1¯′
)
3 =
ω2√
6
({
1′ ⊗ 3}
3
− {3⊗ 1′}
3
)
− ω√
6
({
1¯′ ⊗ 3}
3
− {3⊗ 1¯′}
3
)
− i√
3
{
3¯⊗ 3¯}
3a
3¯ = − ω
2
√
6
({
1′ ⊗ 3¯}
3¯
− {3¯⊗ 1′}
3¯
)
+
ω√
6
({
1¯′ ⊗ 3¯}
3¯
− {3¯⊗ 1¯′}
3¯
)
+
i√
3
{
3⊗ 3}
3¯a
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