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Abstract
In this work, we aim at quantitatively assess-
ing the creativity of linguistic combinations in
terms of semantic distance, using synaesthetic
metaphors (e.g. bitter voice) as a case study.
We created an evaluation dataset containing
examples of synaesthesia that are actually oc-
curring in corpora and automatically gener-
ated synaesthetic metaphors, together with a
control set of non-synaesthetic adjective-noun
combinations. Then, we tested on the dataset
three quantitative models of linguistic creativ-
ity that have been proposed in the NLP and in
the cognitive science literature, and we com-
pared their performance in discriminating be-
tween creative and non-creative, directional
and non-directional synaesthetic metaphors,
and between synaesthetic metaphors and non-
synaesthetic phrases.
1 Introduction
According to classical definitions, linguistic synaes-
thesia is a type of metaphor in which an experience
related to a sensory modality (e.g. touch, hearing,
etc.) is described through lexical means that are
typically associated to a different sensory modality
(Strik Lievers, 2015; Huang and Xiong, 2019). This
figure is often discussed in studies on poetic and
more generally literary texts (Ullmann, 1957; Shen
and Cohen, 1998; Bretones-Callejas, 2001). On the
one hand, synaesthesia has played an important role
for literary poetics since the 19th century: see for
instance the key role played by intersensory experi-
ences in the works of symbolist poets such as Baude-
laire and Rimbaud. On the other hand, research on
Figure 1: An example illustration of the directionality
of synaesthetic transfers, graphically represented by the
arrows that connect the senses (the image is taken from
Werning et al., 2006), with the arrows indicating the di-
rectionality of the transfers. The details of intersensory
connections may change depending on the specific lan-
guage and on the specific study, but some common fea-
tures are: a) transfers generally go from lower senses
(touch, taste, smell) to the higher ones (sound and vision,
which is sometimes identified with color, and sometimes
divided between dimension and color); b) touch is the
most common source and hearing the most common tar-
get; c) transfers between sound and vision are bidirec-
tional.
synaesthesia as a clinical condition (Ramachandran
and Hubbard, 2001; Simner and Hubbard, 2013)
started a new trend of cognitively-inspired studies,
putting the phenomenon in relation with the devel-
opment of creative skills in the individuals.
More recent contributions focused instead on
synaesthetic metaphors in ordinary language, on the
basis of corpus-based analysis (see, for example, the
studies of Marotta, 2012 on Italian; of Strik Lievers,
2015 on English and Italian; and of Jo, 2017; 2018
on Korean). A common point of agreement among
most scholars is the observation that - both in liter-
ary and in ordinary language - synaesthetic transfers
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are directional (among others, Ullmann, 1957, Shen
and Cohen, 1998; for a critical discussion of this no-
tion, see Strik Lievers, 2015; Winter, 2019a). That
is, the synaesthetic transfers typically go from the
”lower” senses (touch, smell and taste), which are
the most common sources, to the ”higher” senses
(sight and sound), which are the most common tar-
gets (see Figure 1). For example, a synaesthetic
metaphor like sweet silence is much more likely to
occur than silent sweetness (Shen and Cohen, 1998).
In the present work, we adopt a different perspec-
tive on synaesthesia, since we are interested in the
general notion of linguistic creativity and its quan-
titative assessment, as proposed in the recent cog-
nitive science literature (Heinen and Johnson, 2017;
Kenett, 2018a). 1 According to this view, the cre-
ativity of linguistic combinations can be seen as a
function of semantic distance: the most creative
combinations are those linking together concepts
whose representations are far apart in the seman-
tic memory space (Kenett, 2018a). Metaphors fit
well this definition, as they typically link together
concepts belonging to different conceptual domains
(Lakoff and Johnson, 1980), and we believe this is
the also the case for synaesthetic associations. 2 The
first research question of our study is the following:
can models of semantic distance distinguish between
synaesthetic metaphors and non-synaesthetic usages
of sensory lexical items? Secondly, are they able to
detect different degrees of creativity in synaesthesia?
And finally, is semantic distance related to the direc-
tional tendency that has been observed by previous
studies in synaesthesia? In other words, can the rar-
ity of some transfer types be explained by higher dis-
tances between concepts in the semantic memory?
Our paper is organized as follows. The compu-
tational models of creativity and semantic distance
are briefly reviewed in Section 2, together with the
literature on the creation of the sensory lexicon that
we will use for querying synaesthetic metaphors in
corpora. In Section 3, we present our procedure for
generating a dataset including synaesthetic expres-
sions with different degrees of creativity, and we de-
1For an overview of the different theories of linguistic cre-
ativity, see Veale (2012) and Jones (2016).
2Interestingly, conventional and creative metaphorical asso-
ciations have been shown to activate different brain regions dur-
ing sentence processing (Ahrens et al., 2007).
scribe the parameters of our experimental settings.
In Section 4 we report the results of our experiments
which are summarized and discussed in Section 5.
2 Related Work
2.1 Computational Models of Creativity
The traditional associative theory of creativity is
probably due to Mednick (Mednick, 1962), accord-
ing to which the notion involves the connection of
remote, or weakly-related concepts. A common
feature unifying this theory to modern research is
the importance of the structure of human seman-
tic memory in defining the distance between con-
cepts (Kenett, 2018a). In the classic Spreading Acti-
vation Model (Collins and Loftus, 1975), the con-
cepts in memory are organized in a network, and
their proximity depends on their semantic similar-
ity: concepts sharing many semantic properties will
be connected by many links. Once a node in the
network graph is activated, the activation spreads to
all the direct neighbors, then decaying over time and
space. In this model, semantic distance can be seen
as the length of the shortest path connecting two
concepts. This idea has been inspirational for some
recent computational studies, which proposed to for-
malize the notion of semantic distance as the path
length in a semantic network, and to conceive cre-
ative associations as new connections between dis-
tant nodes (Kenett, 2018b).
The most popular model for representing seman-
tic distance in cognitive psychology is probably
Latent Semantic Analysis (Landauer and Dumais,
1997). LSA models represent lexical items as vec-
tors in a high-dimensional semantic space, on the ba-
sis of their distributional behavior in corpora. Vec-
tors that are close correspond to semantically sim-
ilar words, and the cosine between their angles is
the most common similarity metric. LSA is a tech-
nique widely used also in the research field known
as Distributional Semantics (see Lenci, 2008 for an
overview), and such distributional models have been
recently proposed, among the other things, to mea-
sure the semantic distance between the concepts in-
volved in visual and linguistic metaphors (Bolog-
nesi and Aina, 2019) and to account for the nov-
elty and appropriateness of human noun-verb asso-
ciations (Heinen and Johnson, 2017).
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Figure 2: A schematic illustration from Collins and Lof-
tus (1975) of the semantic memory structure. In the net-
work graph, the shorter the line connecting the concepts,
the higher their semantic relatedness.
A third metric that can be used to assess creativ-
ity, here adopted with this goal for the first time,
is thematic fit (McRae and Matsuki, 2009; Lenci,
2011). Thematic fit can be described as the degree
of compatibility, based on our event knowledge, be-
tween a verb and a given argument, but the notion
can also be extended to adjective-noun combinations
to measure the typicality of a given attribute for an
entity (see the model of semantic anomaly for at-
tributive adjective-noun pairs by Vecchi et al., 2011).
In distributional models, the concept is often oper-
ationalized by means of prototypes: given a noun
like sound, a representation of its typical attribute
is built by averaging the vectors of the most typi-
cal co-occurring adjectives (e.g. pleasant, nice, an-
noying, loud etc.) and measuring the similarity be-
tween this prototype and a new, candidate attribute
(e.g. sweet). Thus, for a synaesthetic combination
like sweet sound, the degree of creativity will be an
inverse function of the similarity between sweet and
the typical adjectival modifiers of sound.
Figure 3: An illustration of a thematic fit model taken
from Lenci, 2017 (oral presentation in Barcelona). In this
case, the thematic fit for potential objects of to eat would
be measured as their similarity with the prototype vector
of the patient of the verb (in red).
2.2 Sensory Lexica for the Identification of
Synaesthesic Metaphors
Two important requirements for building our evalu-
ation dataset for synaesthesia are:
1. a methodology for automatically extracting
synaesthetic metaphor candidates from cor-
pora;
2. a list of words associated to different senses and
annotated for part-of-speech, typically nouns
and adjectives since noun phrases with an ad-
jectival modifier are the most common form of
synaesthesia 3 .
Adjective-noun combinations are the form of
synaesthetic metaphor on which we will be focus-
ing in the current study. As for the methodology,
we adopt the dependency-based search proposed by
Strik Lievers and Huang, 2016: given a parsed cor-
pus, we look for all the adjective-noun phrases in
which the adjective and the noun are typically asso-
ciated with different sensory modalities.
Concerning the sensory lexicon, the first resource
made available were probably the norms collected
by Lynott and Connell (Lynott and Connell, 2009;
Lynott and Connell, 2013), in which the association
between words and sensory modality were gener-
ated on the basis of human ratings. An interesting
3For a systematic study on the distribution of lexical cate-
gories across different sensory modalities in the English sensory
lexicon, see Strik Lievers and Winter, 2018.
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feature of these datasets, respectively including 423
adjectives and 400 nouns, is that they also provide
ratings reflecting to what extent each word tends to
be associated with a single sensory modality. 4
Another important resource is the sensory lex-
icon that has been built in a semi-automatic way
by Tekiroglu et al., 2014, by using a list of words
extracted from WordNet and expanded by means
of NPMI association scores (Bouma, 2009). In
terms of size, Sensicon is by far the biggest sen-
sory dataset currently available, with associations
for more that 22,000 words. However, being a
large semi-automatically built resources, association
scores have not been manually checked, and there-
fore it contains noisy data.
Finally, a wordlist annotated with sense associa-
tions was manually compiled by Strik Lievers, 2015,
for a corpus-study on synaesthetic metaphors. Since
the item selection was more controlled, we chose to
use this wordlist as a reference for extracting a list of
synaesthetic metaphors from corpora. However, for
the purposes of our evalution we also wanted to gen-
erate a second list of creative synaesthetic metaphors
that are unlikely to be found in corpora. For this
task, we decided to rely on Lynott and Connell’s
dataset, which comes with ”monoesthesia” scores:
the idea is that, the stronger the association of a word
with a single sense, the less likely it will be that it
enters into a synaesthetic association.
3 Experiments
3.1 Dataset Creation
The first step for us was to extract a first set of
synaesthetic metaphor candidates from a parsed cor-
pus: we chose the British National Corpus, since it is
a balanced corpus containing a wide variety of tex-
tual genres (Leech, 1992). As we said, we only took
into account adjective-noun phrases, and we used as
a seed set the nouns and the adjectives manually an-
notated by Strik Lievers, 2015. The set includes 119
nouns (13 for smell, 22 for taste, 5 for touch, 59
for hearing, 20 for sight) and 190 adjectives (10 for
4We recently became aware that Lynott and colleagues have
released a new and bigger sensory norms dataset on Psyarxiv in
May 2019 (Lynott et al., 2019), including almost 40,000 words:
it was unfortunately too late to use it for the present studies, but
it will certainly be an important resource for future works.
smell, 28 for taste, 43 for touch, 30 for hearing, 79
for sight).
Source / Target Sight Sound Taste Smell Touch
Sight - 272 16 13 23
Sound 22 - 3 1 -
Taste 20 89 - 233 1
Smell - - - - -
Touch 174 476 98 130 -
Table 1: Summary of the transfers types for the candidate
synaesthetic metaphors from the BNC. For each cell, the
sense in the row is the source, while the sense in the col-
umn is the target. In bold, the transfers that contradict the
directionality principle of the classical sense hierarchies.
As a result of the extraction, we obtained 1571
occurrences of synaesthetic combinations from the
BNC (after manually filtering out some noise,
mainly due to metonymic expressions such as black
music). The different types of transfer between
senses are shown in Table 1: at a glance, it is clear
that they mostly follow the principle of directionality
of classical sense hierarchies, with some exceptions
(in most cases, adjective-noun phrases with sight as
the source sensory modality). As for the total num-
ber of synaesthetic types, we found 471 of them:
we call this set SYN. That is, the SYN set includes
types of synaesthetic metaphors that occur in the
British National Corpus. Secondly, we generated
two other sets of phrases, to be used for comparison
with our newly-found synaesthetic metaphors:
• control collocations: for all words in the
synaesthetic expressions of the SYN set, we
aimed at extracting a common collocate. This
means that, for nouns, we generated new
adjective-noun phrases by combining nouns
with their most typical adjectival modifiers
(e.g. for colour: bright colour, dark colour,
etc.). For adjectives, we did the same by com-
bining them with the nouns that they typically
modify (e.g. for bitter: bitter disappointment,
bitter taste, etc.);
• new synaesthetic metaphors: in order to cre-
ate new, creative synaesthetic metaphors, we
adopted the view that the more creative lexi-
cal associations are those linking concepts that
are very distant. Thus, in the case of synaes-
thesia, they are more likely to involve concepts
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that typically do not co-occur with more than
one sense. By using the word-sense association
scores of the datasets by Lynott and Connell,
we randomly combined adjectives and nouns
with very high degrees of monoestheticity (i.e.
a score quantifying the tendency of being asso-
ciated with a single sense only).
For the control collocations, the typical collo-
cates have been extracted on the basis of Positive
Local Mutual Information (PLMI) (Evert, 2004),
measured from the co-occurrences of adjectives and
nouns in the Wacky corpus (Baroni et al., 2009).
This metric can be seen as a slightly modified ver-
sion of the more common PMI (Church and Hanks,
1990), less biased towards rare events.
Given an adjective adj and a noun n, the PLMI
is computed as follows:
LMI(adj, n) = log
(
fadj,n ∗ C
fadj ∗ fn
)
∗ fadj,n (1)
PLMI(adj, n) = max(LMI(adj, n), 0) (2)
where fadj and fn are the respective frequencies
of adj and n, fadj,n is the frequency of their joint
co-occurrence, and C the number of observed word
pairs in the corpus. In other words, the PLMI
measures the statistical association between adjec-
tives and nouns by comparing their observed co-
occurrence with the expected co-occurrence under
the assumption of statistical independence between
the two. Each adjective and noun of the Strik Liev-
ers list has been combined with the top PLMI-
scoring word for the other POS, to create exam-
ples of the usage of those words in ”standard”, non-
figurative expressions. Notice that this methodol-
ogy does not guarantee that collocates will be re-
trieved for all words appearing in the synaesthetic
metaphors, as some of them might be rare in Wacky
and/or might not have collocates with enough statis-
tical association strength. Out of the 156 different
words composing the expressions in SYN, we could
retrieve collocates only for 132 of them to form the
adjective-noun phrases of the CONTROL set.
Finally, for the set of the new synaesthetic
metaphors, we adopted the following procedure: for
each adjective or noun in the set SYN, we generated
a new combination with a word of the other category
included in the data by Lynott and Connell, provided
that it has a monoestheticity score equal or superior
to 6.5 Then, we randomly sampled 471 of these ex-
pressions, in order to have a set of the same size of
SYN. We refer to this new set as NEW SYN.
3.2 Models and Experimental Settings
The three models of creativity that we will test in
this study are Latent Semantic Analysis, Thematic
Fit and shortest path length. All of them have been
trained on the Wacky corpus (Baroni et al., 2009)
The models represent as targets all the words in-
cluded in our datasets. As contexts for the target
words, we use the 30,000 more frequent words in the
Wacky corpus (only considering nouns, verbs and
adjectives).
We trained LSA models in two different versions:
an unweighted version, and a version where co-
occurrences between targets and contexts have been
weighted via Positive Pointwise Mutual Information
(PPMI).
PMI(adj, n) = log
(
fadj,n ∗ C
fadj ∗ fn
)
(3)
PPMI(adj, n) = max(PMI(adj, n), 0) (4)
We refer to these two versions of the model as LSA
and LSA PPMI . For both of them, we reduced
the word-context matrix by setting the parameter of
the SVD components to 300 (the only difference
being that, with LSA PPMI , the frequencies are
weighted before the dimensionality reduction step).
The thematic fit models use dependency-based
contexts: that is, each dimension of the seman-
tic space is a combination of 1) one of the 30,000
words; and 2) a syntactic dependency relation
linking the word with the target (for example,
ADJ MOD:loud might be a context for the target
5The threshold was empirically selected: with a higher
threshold, the number of candidate words for creating new com-
binations was too small.
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noise). We trained two different thematic fit models:
one assigning a score to an adjective-noun phrase by
measuring the similarity between the adjective and
the prototype of the noun modifiers; and the other
measuring the similarity between the noun and the
prototype of the nouns modified by the adjective.
We call these models TFIT ADJ and TFIT N .
For building these prototypes, we averaged the
vectors of the 10 most strongly PLMI-associated
collocates for each relation (that is, the 10 adjectives
with the highest PLMI association score as modi-
fiers of the noun, and the 10 nouns having the high-
est PLMI association score with the adjective as a
modifier). In case one of the top nouns or adjectives
had been previously used for generating the CON-
TROL set, it was excluded from the list for generat-
ing the prototype.
As for the shortest path length model (PATH),
we use the same PPMI matrix of the weighted
LSA model to generate an undirected graph. In
this graph, the nodes correspond to the target words.
Two words are linked by an edge if they co-occur
and their PPMI score is >= 0. The weight for
each edge is equal to 1 divided by the PPMI score
for the two words, which means, edges connecting
strongly associated words will have a lower travel-
ing cost. In order to compute the scores for this
model, for each adjective-noun phrase in our dataset
we computed the shortest path length between the
adjective and the noun in the graph, by using the
classical Dijkstra algorithm (Dijkstra, 1959).
The output of each model will be a score of the
semantic similarity between the two words in the
adjective-noun phrase. As we explained in the intro-
ductory section, the more creative combinations are
those linking together more distant concepts. Thus,
the scores of the model have to be read as inverse
indexes of creativity: the more two items are simi-
lar, the lower their semantic distance. If a model is
doing well, we expect the scores to pattern in the fol-
lowing way: 1) the CONTROL items get the highest
scores; 2) the NEW SYN ones get the lowest scores
and 3) SYN items score in the middle.
4 Results
A quick check of the Spearman correlations be-
tween the different metrics reveals that they are
weakly correlated, the only exceptions being LSA
and LSA PPMI , with ρ = 0.48 (as expected, as
they are just different versions of the same metric),
and LSA PPMI and TFIT N , with ρ = 0.37.
After computing the scores for all the four mod-
els, we ran statistical tests to see how good are the
models in discriminating between the different ex-
perimental conditions. According to the Kruskal-
Wallis test, all models can find a highly signifi-
cant difference between conditions (for all of them,
p < 0.001): the boxplots for TFIT ADJ and
LSA PPMI are shown, as an example, in Figures
4 and 5.
We came then to the post-hoc tests: for the
Wilcoxon rank sum test, again all models find
a significant difference between CONTROL and
NEW SYN (for all of them, p < 0.001), between
CONTROL and SYN (p < 0.01), and between SYN
and NEW SYN (p < 0.01). This is an interesting
result: we expected the models to be able to eas-
ily discriminate between CONTROL and the other
two conditions, but given the rarity of synaesthetic
metaphors, it is surprising that they also manage to
distinguish between those that were actually found
in the BNC and the automatically generated ones.
We should recall here that the latter ones were gen-
erated in order to be more ”creative”, by combining
the words of the SYN set with words i) of a different
sensory modality and ii) that are typically not asso-
ciated with words of a different sensory modality.
From this point of view, all models did a good job
in recognizing different levels of creativity between
the two sets of synaesthetic combinations.
Interestingly, there was a partial exception in
our results: the simple TFIT N model only
found a marginally significant difference between
NEW SYN and SYN (W = 70619 , p < 0.05),
while the difference for the TFIT ADJ was much
larger (W = 14368, p < 0.001). Thus, the model
based on the similarity between the actual and the
prototypical modifier of the noun seems to have a
higher discriminative power.
To address the last question of our exploratory
study, i.e. whether semantic distance is related to
directionality observed in the literature on synaes-
thetic metaphors, we assigned a class to each of the
expressions in the SYN and in the NEW SYN set,
depending on the type of synaesthetic transfer: we
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Figure 4: Cosine similarity scores assigned by
TFIT ADJ to the items in the three conditions.
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Figure 5: Cosine similarity scores assigned by
LSA PPMI to the items in the three conditions.
assigned a positive label to those expressions that
are coherent with the directionality (e.g. pairs with
a taste adjective and a sight noun) and a negative
label to those that are not (e.g. pairs with a sound
adjective and a smell noun). In total, we had 834
coherent and 108 non-coherent transfers. Again, we
test our models in their ability of discriminating be-
tween the conditions, in order to check if semantic
distance metrics confirm that transfers not respect-
ing the common directionality are more creative. In
this case, semantic distance scores assigned to the
pairs with a negative label should be significantly
higher (i.e. lower cosines for the distributional mod-
els, longer paths for the PATH one).
It turns out that most models are not able to
make the distinction: for the Wilcoxon rank sum
test, PATH (W = 40450, p > 0.05) and LSA
(W = 45644, p > 0.05) failed to find a sig-
nificant difference between directional and non-
directional combinations. At a closer inspection, we
found that a highly significant difference is found by
LSA PPMI (W = 53937, p < 0.001), but not
in the expected direction: the cosines for the non-
directional combinations are significantly higher, in-
stead of being lower. On the other hand, thematic
fit models struggle for the low coverage: out of
the 108 items in the non-coherent set, only 40 take
non-zero values for TFIT ADJ and only 60 for
TFIT N . By running the Wilcoxon test on the re-
maining phrases, both models fail to find a signif-
icant difference (p > 0.1). It should be noticed
that we used a classical version of the thematic fit
model, based on dependencies (Baroni and Lenci,
2010), which suffers by definition of more sparsity.
If two vectors do not share any dependency-based
context, their similarity will be zero, and from this
point of view, the result could make sense, since the
adjective-noun combinations of the non-coherent
phrases are extremely unlikely. Actually, by tak-
ing into account also the phrases with a similarity
score of zero, both TFIT ADJ and TFIT N as-
sign significantly lower scores to the non-coherent
combinations (p < 0.01 for both of them).
5 Conclusion
In this study, we tested three models of seman-
tic distance to assess the creativity of linguistic
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combinations, taking over the task of distinguish-
ing between synaesthetic metaphors and control
expressions, and between the former and some
automatically-generated, more creative synaesthetic
combinations. We found that all models are able
to find significant differences and to properly dis-
tinguish between the conditions.
Then, we also tested our models on the task of
distinguishing between those combinations that are
consistent with the directionality tendency (from the
lower to the higher senses) observed in the studies on
synaesthesia, and those that are not. We found that
this task is much more difficult: thematic fit models
might be the closest to identify this distinction, as
their similarity assessment is based on the direction
of the dependency relation between the adjective
and the noun. Thus, they could implicitly incorpo-
rate some notion of the directionality of synaesthetic
metaphors (i.e. what are the typical source and target
domains). On the other hand, they suffer from data
sparsity: most of the non-coherent phrases of our
dataset got assigned a similarity score of zero, and
we found a significant difference between the two
conditions only by including these latter phrases.
To the best of our knowledge, this is the first study
in computational modeling on the topic of linguis-
tic synaesthesia, and the first trying to account for
its combinatory patterns in terms of semantic dis-
tance. In a recent contribution, Jo (2018) pointed
out that there was almost no connection between
the corpus- and the cognitive science-oriented per-
spectives of research on the phenomenon. We be-
lieve that the notion of semantic distance, seen as
a possible factor influencing the likelihood of sen-
sory words combinations as observed in natural lan-
guage corpora, could provide a link between these
two trends of studies. On the one hand, the notion
has been proposed by the modern research in cogni-
tive science, but on the other hand it can be modeled
in a straightforward way by means of corpus-based
models of meaning.
Some promising models for our future tests in-
clude a thematic fit model based on dense spaces,
in order to overcome the sparsity problem, or short-
est path length models based on directed graphs,
which should also be better at modeling the direc-
tionality of synaesthetic metaphors. Another possi-
ble direction is repeating the experiments with other
languages for which large-scale modality exclusivity
norms have been made available, such as Mandarin
Chinese (Chen et al., 2019) and Italian (Morucci et
al., 2019).
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