Abstract Hydrological models contain parameters, values of which cannot be directly measured in the field, and hence need to be meaningfully inferred through calibration against historical records. Although much progress has been made in the model inference literature, relatively little is known about the effects of transforming calibration data (or error residual) on the identifiability of model parameters and reliability of model predictions. Such effects are analyzed herein using two hydrological models and three watersheds. Our results depict that calibration data transformations significantly influence parameter and predictive uncertainty estimates. Those transformations that distort the temporal distribution of calibration data, such as flow duration curve, normal quantile transform, and Fourier transform, considerably deteriorate the identifiability of model parameters derived in a formal Bayesian framework with a residual-based likelihood function. Other transformations, such as wavelet, BoxCox and square root, while demonstrating some merits in identifying specific model parameters, would not consistently improve predictive capability of hydrological models in a single objective inverse problem. Multi-objective optimization schemes, however, may present a more rigorous -018-1908-6 Highlights • Data transformations are used for accentuating impacts of specific portions of hydrograph in model inference • Transformations which distort temporal distribution of data, might obstruct parameter identifiability and disrupt predictive capability of models • Data transformations are most constructive in a multi-objective inference framework • Data transformations might be more helpful for evaluation and analysis of model behavior than model inference Electronic supplementary material The online version of this article (https://doi.org/10.1007/s11269-018-1908-6) contains supplementary material, which is available to authorized users. 
Introduction and Scope
Rainfall-Runoff (RR) models are simplified representations of complex bio-geophysical processes in a watershed (Zhang and Zhao 2012, Tasdighi et al. 2017) . Parameters of conceptual RR models are neither directly measurable in the field, nor can be analytically derived; instead they need to be tuned to optimally fit model simulations to measured data (Yapo et al. 1996 , Reshma et al. 2015 . There is an extensive body of literature on optimization, parameter estimation, and uncertainty analysis methods for hydrological models, but input, structural and measurement errors overburden the identifiability of unbiased parameter distributions. The probabilistic properties of such errors cannot be explicitly represented in a likelihood/objective function (Sadegh et al. 2015) ; instead some simplifying assumptions are adopted for practical purposes. To satisfy these assumptions, a common practice is to transform simulated and observed data, or error residual time series prior to evaluating the objective function. Data transformations are also employed to efficiently extract desired information from data, and to highlight different aspects of model behavior in a given domain (Bennett et al. 2013) .
Signature-based analysis proposed by Gupta et al. (2008) suggests hydrological models should be calibrated against historical data presented in a Bcontext^rather than their original (raw) format. They argue that Bdata^is not identical to Binformation^. BInformation^is one's understanding of the data presented through a filter of a Bcontext^. The appropriate Bcontextŷ ields most relevant information of the observations, which has Bclear and compelling diagnostic power^to reconcile a model with measurements . This has been postulated as a potentially beneficial approach to calibrate models, and to ensure models are able to mimic key characteristics of the hydrological system of interest.
This paper aims to evaluate if data transformations can help better understand hydrological behavior of watersheds, and consequently improve information extraction from available calibration data in a Bayesian framework. In this study, a range of commonly used transformations with widespread applications in hydrological modeling have been scrutinized, including square root, BoxCox, flow duration curve and normal quantile transformations, as well as spectral and wavelet spectral analysis. For each transformation, the posterior parameter distributions of hydrological models are estimated using Markov Chain Monte Carlo (MCMC) simulation within a Bayesian framework. Posterior model parameter and prediction distributions are then employed to assess the applicability of each data transformation. The contribution of this study lies in comprehensive analysis of different data transformations that are increasingly used in hydrological studies, and disentangling the complex influences of such transformations in extracting information from the data. Overall, our results show while some transformations might offer promise to improve model parameter identifiability and predictive capability, a multi-objective framework is necessary to harness all available independent pieces of information obtained from different transformations as suggested by Yilmaz et al. (2008) . Moreover, some data transformations, such as flow duration curve, normal quantile, and Fourier transform leave detrimental imprints on the inverse modeling results in a formal Bayesian context.
Materials and Methods

Bayesian Inference
Bayes' theorem estimates posterior probability of a hypothesis, p θ;D À Á , through multiplication of prior probability, p(θ), likelihood value, L θjD À Á , and inverse of evidence, pD À Á (Bae et al. 2017) ,
in which, θ andD signify model parameters and observations, respectively. Evidence, pD À Á , is a constant value, and can be conveniently factorized,
It is a common practice to assume a uniform prior distribution for model parameters,p(θ), in the absence of any useful information (Sadegh et al. 2015) . Likelihood function L θjD À Á characterizes the distance between model simulations and observations. A simple likelihood function that assumes error residuals are uncorrelated, homoscedastic, Gaussian distributed with zero mean is probably most widely used in the field of hydrology and environmental science (Sadegh et al. 2017) ; and is formulated as,
whereσ signifies measurement error, n denotes length of observational data, andd t and d t θ ð Þ represent observed and simulated streamflow, respectively, at time t.
Analytical solution to the Bayes' equation is not always warranted. Hence, a numerical solution is often required to estimate the posterior distribution of model parameters given the observed data. Markov Chain Monte Carlo (MCMC) simulation has emerged as a powerful statistical tool to sample from high dimensional, multimodal, and complex distributions (Andrieu and Thoms 2008) , and can be readily applied to solve the Bayes' rule. In this paper, we employ the state-of-the-art hybrid-evolution MCMC algorithm of Sadegh et al. 2017 (Algorithm 1).
Data Transformations
In principle, there are infinite data transformations. In this paper, we restrict our attention to six commonly used class of transformations in the field of hydrology.
Square Root Transformation
Square root transformation is a simple square root of the discharge data, which helps decrease the dominant effects of peak events in the calibration process (denoted by SQRT hereafter).
Flow Duration Curve Transformation
Flow duration curve (FDC) is a cumulative distribution function that depicts the relationship between magnitude of a certain flow event and its frequency. The FDC transformation exhibits the percentage of time that discharge equals or exceeds a particular value, and associates each discharge value to an exceedance probability (Vogel and Fennessey, 1994) . According to Vogel and Fennessey (1994) , BFDC provides a simple, yet comprehensive, graphical view of the overall historical variability associated with stream-flow in a river basin^. FDCs are widely used for planning purposes (Searcy 1959; Gordon et al. 1992) . However, removing temporal order of events can be regarded as a potential drawback of this transformation. For more information refer to Supplementary Information (SI).
Normal Quantile Transformation
Normal Quantile Transform (NQT), also referred to as Inverse Normal Score, is a strong statistical method to alter the form of a cumulative distribution, p(D ≤ d t ), in the field of hydrology (Hosking and Wallis 1988) . NQT is usually denoted as (Montanari and Brath, 2004) :
in which NP(t) is the modified Gaussian distribution, p(D ≤ d t ) is the marginal cumulative distribution of variable d t , and Q −1 represents inverse of the standard normal distribution.
BoxCox Transformation
BoxCox transformation is a strong tool to eliminate the heteroscedasticity of data and stabilize the variance of a time series (Thyer et al. 2002) . Heteroscedastic model residuals are prevalent in hydrological modeling. To solve this problem, and to alleviate the assumption of Gaussianity, it is assumed that there is a BoxCox transformation with an unknown parameter λ that generates a set of more likely normally distributed values with N constant variances. BoxCox transformation is defined, for positive values, as (Box and Cox 1964) ,
Our investigation showed that choice of λ = 0.3 is proper to stabilize the total error variance and reduce heteroscedasticity, confirming previous studies of Misirli et al. (2003); and Vrugt et al. (2006) . Note that λ = 0 and λ = 0.5 simplify BoxCox transformation to Log and scaled SQRT transformations.
Spectral Analysis
One can adjust model parameters so that spectral properties of model simulations fit spectral properties of measurements, instead of fitting in the temporal domain (Pauwels and De Lannoy 2011) . It is specifically useful in the case of scarce data or ungauged basins, as spectral properties of a process can be obtained through analyzing scarce, old and non-overlapping data. Spectral properties can be computed through Fourier transform, F(d t ), of time series of observations and simulations. In case of constant time step measurements and no missing data, one can use a Fast Fourier Transform (FFT) to decompose a time series to its spectral components. In our study, we use FFT to change the time domain into frequency domain. Fourier amplitude of a variable is estimated through FFT, which is in turn defined as,
in which, X k is the Fourier amplitude of the kth harmonic wave. To keep at least two samples for each wavelength, highest harmonic (k) in this formula is chosen to be less than n 2 (Quets et al. 2010) , n being length of measurement data.
Wavelet Spectral Analysis
Wavelet analysis provides time-localized power spectra for each frequency/scale (Lane 2007) , as opposed to spectral analysis which yields a power spectrum for each frequency and loses timelocalization. Wavelet transform is able to decompose a signal into scaled and translated versions of a mother wavelet, which are defined in a three-dimensional space: time, scale/frequency and power (Lafrenière and Sharp 2003) . Continuous wavelet transformation of a discrete time series, d t , with respect to a pre-specified wavelet function g(t) is defined as (Torrence and Compo 1998):
where, g * represents a complex conjugate of wavelet function g, and s, t and δt denote scale, time and measurement resolution, respectively. The so-called convolution (equation 7) should be repeated n times for each scale, where n is the dimension of the time series. Two forms of wavelets namely Morlet (Morl) wavelet (complex) (Lafrenière and Sharp 2003; Labat et al. 2005) and Mexican Hat (MexH) wavelet (real) (Lane 2007) are most commonly used in hydrological studies, and will be utilized in this study. More information is provide in SI.
Rainfall-Runoff Models
HyMod
HyMod is a five-parameter parsimonious conceptual RR model, developed by Boyle (2001) . This model consists of a nonlinear soil-moisture storage compartment and two parallel series of linear reservoirs, constituting five storage compartments. Forcing for this model include mean areal precipitation and potential evapotranspiration, and its outputs are simulated streamflow and evapotranspiration. For the sake of brevity, we refrain from explaining the model in more details and refer interested readers to Gharari et al. (2013) for more information. A schematic representation of HyMod is provided in Figure S1 (SI), and a short description of its parameters along with their feasible ranges are provided in Table S1 (SI).
GR4J
Perrin (2000) introduced GR4J as a parsimonious RR model with a great flexibility to simulate a wide range of watersheds' responses to mean areal precipitation and potential evapotranspiration forcing. GR4J consists of two storage compartments and a few transfer functions that are governed by a total of four tunable parameters and two fixed scalars. For a schematic representation of the GR4J model see Figure S1 (SI), and for a detailed description refer to Perrin et al. (2003) . Table S1 (SI) provides a short description of the GR4J parameters along with their feasible ranges.
Snow Module
A snow module is used in this study to classify precipitation into snow and rainfall based on observed temperature, before driving RR models. Precipitation accumulates as snow, if mean daily temperature is less than a freezing threshold, T 0 , and passes as rainfall when temperature is above the freezing threshold (T 0 = 0 degree Celsius, in this study). Snow melts based on a tunable degree-day factor parameter, and cumulative sum of snowmelt and rainfall drives the RR model(s). For more details regarding the snow module, refer to AghaKouchak and Habib (2010).
Case Studies
We analyze three watersheds from the MOPEX dataset with different hydrological behavior, including French Broad river catchment near Newport, Tennessee, U.S. (USGS ID: 03455000), Skykomish river catchment near Gold Bar, Washington, U.S. (USGS ID: 12,134,500), and Rogue river at Raygold near Central Point, Oregon, U.S. (USGS ID: 14,359,000). Historical data consists of daily mean areal precipitation (mm/day), potential evapotranspiration (mm/day), maximum and minimum daily temperature (°C) and streamflow (m 3 /s). Table S2 (SI) presents a concise description of these watersheds' hydrological characteristics. We calibrate GR4J and HyMod RR models against five years of observed data (01/ 01/1949-12/31/1953) from each watershed, and evaluate the calibrated models against five years of out-of-sample independent observations (01/01/1954-12/31/1958).
Bayesian inference was repeated for each model and watershed with all the aforementioned data transformations. In a quest for sufficient hydrological signatures, we transform observed and simulated streamflow data prior to likelihood evaluation. We also evaluate the performance of each transformation for synthetic data. Synthetic data are generated with known randomly selected parameter sets for each model and each watershed, and are in turn corrupted with a red noise (random error series drawn from a Gaussian distribution centered at zero with a variance of 20% of original flow values) to represent real-world errors. Similar periods to that of the real-world observations are used for Bayesian analysis of the synthetic data.
Results and Discussion
We here present results of numerical simulation of French Broad, Skykomish, and Rogue river basins with GR4J and HyMod models. Posterior distribution of model parameters for each watershed is inferred using a state-of-the-art hybrid-evolution MCMC algorithm with 35,000 function evaluations with 5 chains, through calibration against synthetic and real-world observed data. Last 20% draws of Markov chains, satisfying theR convergence criterion (Gelman and Rubin 1992) were used to construct the posterior distributions, which are in turn used for predictive analysis.
Synthetic Case Studies
We generate synthetic streamflow record for a predefined set of model parameters, and for a given observed series of forcing. The Btrue^model structure and parameters are, hence, at hand for such experiments. Figure 1 depicts posterior distribution of maximum capacity of the production store parameter (S1 max ) of GR4J calibrated against synthetic data of French Broad river catchment. The Btrue^parameter value is portrayed in each plot with a red square. Each plot shows the results of one data transformation, as described in the title. Most conspicuous is the distorted posterior distributions Fig. 1 Posterior distribution of first parameter (S1 max , maximum capacity of the production store) of the GR4J model, inferred through MCMC simulation with different transformations of synthetic data from the French Broad river catchment. Red square on top of each plot shows the Btrue^parameter value used to generate the synthetic data. Each plot represents results of a data transformation, as described in the plot's title of S1 max in cases of FDC and FFT transformations. Indeed, FDC's results show multimodality in posterior S1 max parameter distribution, and FFT derived parameters are limited to a few samples. We attribute this behavior to the impact of FFT transformation in distorting the information content of data, which in turn is manifested in rejecting almost all the proposed samples. It is also noticeable in Fig. 1 that the posterior distributions of S1 max parameter derived with no transformation (None), as well as BoxCox, SQRT and NQT transformations encompass Btruep arameter value (red square). It is interesting that the mode of distribution, which represents the parameter with highest likelihood, coincides with the true parameter value using NQT transformation. This is a desired behavior, but further investigation of the results of NQT transformation reveals that the overall influence of this transformation is disruptive on the calibration results. We will revisit this issue later. SQRT transformation and original data are both able to nicely recover the Btrue^posterior distribution of this parameter, with the most likely parameter (mode) closely positioned around the Btrue^parameter value. Posterior distributions derived by both wavelet transformations (MexH and Morl), on the contrary, fail to encompass the Btrue^parameter value. It is noteworthy, however, that posterior distributions of these transformations are very tight, partially explaining why wavelet analysis did not recover the Btrue^parameter value. Indeed, both wavelet transformations, in the employed format, significantly reduce the variance of the posterior parameter distribution for all watersheds and both models. Figure 2 presents the residence time of quick flow reservoir (R q ) parameter of the HyMod model, calibrated against synthetic data from the Skykomish river catchment. Results of the original data (no transformation), as well as BoxCox and SQRT transformations nicely converge to the Btrue^parameter value, with distribution mode coinciding with the Btrue^parameter. NQT transformation also returns a desirable posterior distribution (in contrary to the overall influence of the NQT transformation on model inference), whereas FDC and FFT transformations distort the parameter distributions. Expectedly, MexH transformation derives a tight distribution without encompassing the Btruep arameter value. Morl transformation, however, shows a surprising behavior in yielding a bimodal posterior distribution with its mode coinciding with the Btrue^parameter value. Figure 3 shows the marginal distribution of the residence time of slow flow reservoir (R s ) parameter of the HYMOD model calibrated against synthetic data from the Rogue river basin. SQRT transformation helps identify the Btrue^parameter value of R s , while mode of posterior distribution of R s derived with the original data and other transformations do not coincide with the Btrue^parameter value. Note that while the posterior distribution of R s derived with original data, as well as with the BoxCox transformation, covers the Btrue^parameter value (red square), the most likely parameter (mode) marginally diverges from the target. In addition, NQT-derived posterior parameter distribution only covers the Btrue^parameter value in its tail, and FFT-derived parameter Each plot represents results of a data transformation, as described in the plot's title distribution is haphazardly scattered over the entire prior range. Wavelet transformations (MexH and Morl) reduce the scatter of the posterior parameter distribution to the extent that it would not cover the target, while FDC greatly distorts the inferred parameter value. R s governs baseflow generation in HyMod, impact of which is accentuated using the SQRT transformation. /s for the original data in the calibration period. Coverage of synthetic observed streamflow in 95% predictive uncertainty ranges is also poor for both transformations. FDC and FFT's total predictive uncertainty ranges cover 87.02% and 90.42% of observations, whereas the original data results cover 93.54% of observed data. Note, however, that the total predictive uncertainty ranges for these two transformations are also marginally smaller than that of the original data.
MexH and Morl transformations return comparable results in terms of best and mean RMSE in both calibration and evaluation periods to that of the original data. This moderates the concerns regarding the posterior parameter distribution of the wavelet transformed data not coinciding with the Btrue^parameter values seen in Figs. 1, 2 and 3. However, in terms of predictive uncertainty ranges due to parameter uncertainties, both wavelet transformations return much tighter uncertainty ranges compared to the original data results (2.97 [2.97] m Table 1 Parameter and total predictive uncertainty spread (PUS and TPUS, respectively, m 3 /s) of 95% streamflow prediction ranges, and associated coverage of observation points, as well as best and mean RMSE (m /s), however, conclusively manifest the disruptive impact of NQT transformation on Bayesian inference. Finally, SQRT and BoxCox transformations show a rather similar behavior to that of the original data in terms of predictive uncertainty ranges, and coverage of observed data within the 95% uncertainty range. Figure 4 presents the convergence speed of MCMC simulation of HyMod model for realworld data from the Rogue river catchment in terms of minimum RMSE in a moving window of 50 Markov chain samples. This figure reveals that MCMC simulation with original data (black solid line) converges to its stable state faster than any transformation-based analysis. Figure 4 also confirms our previous findings that FDC and FFT transformations distort information extraction from calibration data, and leave the model performance significantly inferior to that of the original data. FDC transformation shows an erratic behavior in its convergence when calibration is repeated several times (results not shown herein). This behavior can be interpreted by time disaggregation property of FDC that prompts a substantial loss of information. Recent literature has shown a lot of interest in using FDC as one important Fig. 4 Evolution of moving minimum RMSE values derived from MCMC samples for the HyMod model analyzing the Rogue river catchment. Minimum RMSE in a sliding window of 50 Markov chain samples is presented in this figure, which is a proxy for the convergence speed of MCMC simulation. We only present, in this figure, the first 10,000 iterations of the total 35,000 iterations used for inference, as Markov chains reach their stable state in this range hydrological signature for model inference and analysis purposes (Westerberg et al. 2011; Sadegh et al. 2016 ), but our results show that FDC is inadequate as main descriptor of hydrological behavior of watersheds. Moreover, FFT transformation also degrades model performance in the time domain, which we attribute to the loss of information associated with temporal disaggregation of the data.
Real-World Case Studies
Poor performance of NQT transformation is most conspicuous in Fig. 4 , in which RMSE decreases to around 50 m /s derived from model inference with the original data. Such behavior is explained by distortion of information content of calibration data through NQT transformation, which shadows parameter identifiability and degrades model performance. The SQRT and BoxCox transformations, in agreement with the results of synthetic analyses, both expectedly converge to a slightly higher RMSE than that of the original data. Table 2 details the model performance for the GR4J model calibrated against real-world historical data from the Rogue river catchment. Expectedly, inferred model realization with original data outperforms all data transformation runs in terms of best and mean posterior RMSE in the calibration and evaluation periods, with one exception in the evaluation period in which MexH results marginally outperform the original data in terms of both best and mean posterior RMSE. This is a rather interesting result showing the consistency of model performance derived from MexH analysis over the calibration and evaluation periods. Indeed, wavelet analysis shows a great promise to improve model inference practice, compared to other data transformations. However, given the results of synthetic analysis (Figs. 1, 2 and 3) , in which posterior parameter distributions from the wavelet transformation analysis do not encapsulate the Btrue^parameter value, we suggest retaining a level of caution in employing wavelet transformed data as sole source of information for model data synthesis. It is also noticed in the calibration period that SQRT and BoxCox results are marginally superior to that of original data in covering a higher percentage of observation data in the 95% parameter predictive uncertainty ranges (10.24% and 10.13% for SQRT and BoxCox, respectively, versus 5.37% for the original data). Moreover, SQRT's results are superior to that of BoxCox, since a higher rate of coverage (10.24% for SQRT versus 10.13% BoxCox) is obtained in a smaller predictive uncertainty spread (7.84 m 3 /s vs 9.13 m 3 /s). The superiority of SQRT and BoxCox transformations over original data, however, does not hold in the evaluation period, as results of the original data analysis outperform their transformed counterparts in coverage of observed streamflow in the 95% parameter predictive uncertainty range (8.38% for the original data, versus 7.17% for SQRT and 5.31% for BoxCox). FDC, FFT and NQT transformations, as expected, consistently deteriorate model performance in terms of predictive uncertainty ranges and associated coverage of observational data, as well as best and mean posterior RMSE.
To sum up, the choice of data transformation requires much attention. Data manipulation may not significantly help extract information from the data, and the major influencing source of information for the calibration remains the original (raw) data. SQRT and BoxCox might improve model predictive performance in the calibration period, but this superiority does not extend to the evaluation period. Wavelet transformations reduce posterior parameter uncertainty ranges at the expense of not encapsulating the Btrue^parameter value (as in synthetic studies). FDC and NQT lose important pieces of information during the data manipulation process, returning significantly inferior results than that of the original data. Some data transformations, in a single-objective formal Bayesian context, introduce parameter multimodality, and distort the marginal posterior parameter distributions. We suggest using data transformations within a multi-objective calibration framework that can separately capture and retain different pieces of information for model analysis (see also Yilmaz et al. 2008) . Finally, some data transformations might suggest more potential for model evaluation and analysis, than model calibration.
Conclusions
In this paper, we analyzed the impacts of data transformations on the posterior parameter distributions and predictive capability of rainfall-runoff models. Two relatively simple hydrological models and three catchments were used to illustrate our results. Our analysis shows that calibrating a hydrological model in time domain, depending on the calibration framework, is generally superior to the spectral or wavelet spectral domains. Our results also convincingly demonstrate that transformations that disaggregate the temporal order of the calibration data are not recommended within a single-objective formal Bayesian framework, as they deteriorate model performance. One such transformation is FDC, which is finding increasing use in hydrological modeling as a hydrological signature. Sole use of this hydrological signature is not productive. Square root and BoxCox transformations can help solve the parameter identifiability problem, especially those parameters that hold low sensitivity in a quadratic objective function. It is most productive to use data transformations in a multi-objective optimization framework (as in Yilmaz et al. 2008 ) that can extract and retain multiple pieces of information. Finally, some data transformations might suggest more potential for model evaluation and analysis, rather than calibration. Results of this study reveal that care should be taken in using data transformation in an adhoc and single-objective framework.
