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Abstract
A measurement of the rate for the “wrong-sign” decay D0 → K+pi−pi+pi− relative to that for
the “right-sign” decay D0 → K−pi+pi+pi− is presented. Using 791 fb−1 of data collected with the
Belle detector, we obtain a branching fraction ratio of Rws = [0.324± 0.008(stat.)± 0.007(sys.)]%.
Multiplying this ratio by the world average value for the branching fraction B(D0 → K−pi+pi+pi−)
gives a branching fraction B(D0 → K+pi−pi+pi−) = (2.61 ± 0.06+0.09−0.08)× 10−4.
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Studies of mixing in neutral meson systems have had an important impact on the devel-
opment of the Standard Model. Historically, mixing was first observed in the K0-K 0 sys-
tem [1], then later in the B0-B 0 system [2], and most recently in the B0s -B
0
s [3] and
D0-D 0 [4–6] systems. Mixing in the D0-D 0 system is strongly suppressed due to Cabibbo-
Kobayashi-Maskawa (CKM) [7] matrix elements and the GIM mechanism [8]. It has been
measured using several methods [9], one of which compares the time-dependence of “wrong-
sign” D0 → K+π−(X) decays to that of “right-sign” D0 → K−π+(X) decays [5, 6, 10–12].
Wrong-sign decays can occur either via a doubly Cabibbo-suppressed (DCS) amplitude such
as D0 → K+π−(X) or via D0 mixing to D 0, followed by a Cabibbo-favored (CF) decay such
as D 0 → K+π−(X).
In this report we present a measurement for the rate of the wrong-sign (WS) decay
D0 → K+π−π+π− relative to that of the right-sign (RS) decay D0 → K−π+π+π− using a
data sample of 791 fb−1 [13]. Assuming negligible CP violation, the ratio of decay rates can
be expressed as [14]
Rws ≡
Γ(D0 → K+π−π+π−)
Γ(D0 → K−π+π+π−)
= RD + αy
′
√
RD +
1
2
(x′2 + y′2) , (1)
where RD is the squared magnitude of the ratio of the DCS to CF amplitudes, α is a suppres-
sion factor that accounts for strong-phase variation over the phase space (0 ≤ α ≤ 1) [11],
and x′ and y′ are the mixing parameters x ≡ ∆m/Γ and y ≡ ∆Γ/2Γ rotated by the ef-
fective strong phase difference δ between DCS and CF amplitudes: x′ = x cos δ + y sin δ
and y′ = y cos δ − x sin δ. The parameters x and y depend only on the mass differ-
ence (∆M) and decay width difference (∆Γ) between the D0-D 0 mass eigenstates, and
the mean decay width (Γ). The Belle collaboration has previously measured Rws =
[0.320 ± 0.018(stat.)+0.018−0.013(sys.)]% [15]. The measurement presented here supersedes this
previous result. We use an improved reconstruction code that has a higher reconstruc-
tion efficiency for low momentum tracks. The data used in this analysis corresponds to an
integrated luminosity of 791 fb−1 collected at or near the Υ(4S) resonance.
The data sample was collected by the Belle detector [16] located at the KEKB
asymmetric-energy e+e− collider [17]. The Belle detector is a large-solid-angle magnetic
spectrometer consisting of a silicon vertex detector (SVD), a 50-layer central drift chamber
(CDC), an array of aerogel threshold Cherenkov counters (ACC), a barrel-like arrangement of
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time-of-flight scintillation counters (TOF), and an electromagnetic calorimeter (ECL) based
on CsI(Tl) crystals. These detector elements are located inside a superconducting solenoid
coil that provides a 1.5 T magnetic field. Muon identification is provided by an array of
resistive plate chambers (KLM) interspersed with iron shielding that is used as the magnetic
flux return. For charged hadron identification, a likelihood ratio LK ≡ L(K)/(L(K)+L(π))
is formed based on dE/dx measured in the CDC and the response of the ACC and TOF.
Charged kaons are identified using a likelihood requirement that is about 86% efficient for
K± and has a π± misidentification rate of about 8%.
We reconstruct the decay D∗±→D0π±s , D0 →K±π∓π+π−, in which the charge of the
low-momentum (or “slow”) pion π±s identifies the flavor of the neutral D candidate. For
each event, the D0 → K±π∓π+π− candidate is formed from combinations of four charged
tracks. We require that the likelihood ratio LK be greater than 0.7 for kaons and less than
0.4 for pions. All track candidates are required to have a distance-of-closest-approach of less
than 5.0 cm along the z axis. In the transverse r-φ plane, we require a distance-of-closest-
approach of less than 2.0 cm for pion candidates and less than 1.0 cm for kaon candidates.
To suppress backgrounds from semileptonic decays, we reject tracks satisfying electron or
muon identification criteria based on information from the ECL and KLM detectors. This
veto has an efficiency of 95% for signal events and reduces the number of electron (muon)
background events by 93% (95%). We require that each track used to reconstruct the D0
have at least two SVD hits in both the r-φ and z coordinates. We retain events having a
Kπππ invariant mass (MK3pi) satisfying 1.81 GeV/c
2< MK3pi < 1.92 GeV/c
2.
For D0 → K+π−π+π−, when the momenta of a daughter kaon and pion are similar, their
masses can be exchanged without a significant effect upon MK3pi. This misidentification
leads to “feed-through” background from RS D0 → K−π+π+π− decays in the WS sample.
To suppress this background, we recalculateMK3pi of WS candidates after swapping the kaon
and pion mass assignments and reject events in which |MK3pi(swapped)−mD0 | < 20 GeV/c2.
From Monte Carlo (MC) simulation, we find that this veto has a signal efficiency of 92%
while rejecting 94% of this background.
To suppress backgrounds from the singly Cabibbo-suppressed decay D0 → K0SK+π−
followed by K0S → π+π−, we veto events in which either of the π+π− daughter combinations
has an invariant mass within 20 MeV/c2 (3.3σ in resolution) of the K0S mass. This veto has
an efficiency of 97% for signal events and reduces the number of K0S background events in
6
Monte Carlo by 90%.
To suppress background from random combinations of tracks, the daughter tracks from
the D0 candidate are required to originate from a common vertex. To reconstruct the D∗
candidate, we perform a vertex fit that constrains the D0 and the πs candidate to the
interaction point (IP) of the beams. The resolution on the mass difference Q ≡ MpisK3pi −
MK3pi−mpi is significantly improved by this requirement. We require that the χ2 probability
for each vertex fit be greater than 0.1% and that Q < 10 MeV/c2. To eliminate D mesons
produced in BB events, we require that the momentum of the D∗ candidate be greater than
2.5 GeV/c in the center-of-mass (CM) frame. After all selection requirements, the fraction
of events containing multiple candidates is 8.6%. For these events, we select the candidate
that minimizes the sum of χ2 values divided by the sum of degrees of freedom (d.o.f.), where
each sum extends over both vertex fits.
We measure RS and WS signal yields by performing a two-dimensional binned maximum
likelihood fit to the MK3pi and Q distributions. The signal and background probability den-
sity functions (PDFs) are determined from MC samples having sizes four times that of the
data set. Background PDF shapes are determined separately for RS and WS distributions
and fixed in the fit. The backgrounds are divided into four categories: (1) “random πs,” in
which a CF D0 → K−π+π+π− decay is correctly reconstructed but is subsequently com-
bined with a random slow pion having the WS charge; (2) “broken charm,” in which a true
D∗+ → D0π+s decay is combined with a misreconstructed D0; (3) “combinatoric,” consisting
of remaining backgrounds from e+e− → cc¯ production; and (4) “uds,” consisting of com-
binatorial backgrounds from continuum e+e− → uu¯, dd¯, ss¯ production. As no significant
correlations are found between MK3pi and Q for the signal or backgrounds, we model each
PDF as the product of one-dimensional functions. Background PDF shapes are parametrized
in Q using a threshold function of the form Q1/2 + aQ3/2 for the random πs, combinatoric,
and uds components, and a broad Gaussian for the broken charm component. For MK3pi a
second-order Chebyshev polynomial is used for the combinatoric and uds components, and
an ARGUS function [18] is used for the broken charm component. The random πs back-
ground is parametrized inMK3pi using the same shape as used for the signal (see below). We
compare data and MC events in the sideband regions |Q− 5.865 MeV/c2| > 2.0 MeV/c2
for numerous kinematic distributions and find good agreement. These distributions include
the D∗ momentum, the χ2 value of the vertex fits, particle identification likelihoods, the
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cosine of the angle between the D0 and each of its daughter particles, and the momentum
of each final state particle. The background normalizations are floated in the fit.
The RS signal PDF is parametrized in MK3pi as the sum of one Gaussian and two bi-
furcated Gaussians with a common mean, and in Q as the sum of a bifurcated Student’s
t-distribution and a bifurcated Gaussian with common mean. For both distributions, the rel-
ative fraction between the single Gaussian and the remaining function(s) is fixed to the value
obtained from the MC while all other parameters are floated in the fit. The RS signal PDF
is used also for the WS signal PDF. Since the WS and RS samples are fitted simultaneously,
the ratio of WS to RS signal yields is extracted directly from the fit. We obtain a RS yield
of 990594± 1901 events and a “raw” ratio of WS to RS yields of R′ws = (0.339± 0.008)%.
This value must be corrected for the ratio of overall efficiencies of RS and WS decays. Pro-
jections of the fit are shown in Fig. 1. The fitted RS yield and R′ws value correspond to
a WS yield of 3358 ± 79 events. The goodness of fit is satisfactory: for WS (RS) decays,
χ2/d.o.f. = 1.17 (1.89) for MK3pi and 0.90 (1.43) for Q.
As D0 → K+π−π+π− and D0 → K−π+π+π− decays proceed largely through interme-
diate resonances, RS and WS events are expected to have different distributions across the
phase space. If the detector acceptance and reconstruction efficiencies vary over phase space,
the overall efficiencies for RS and WS decays will differ from each other. The ratio of these
efficiencies is needed to correct R′ws.
To obtain the ratio of efficiencies, we divide RS and WS events into 576 bins in a five-
dimensional phase space. These dimensions consist of the invariant mass combinations for
K±π±, K±π∓1 , K
±π∓2 , π
±π∓1 , and π
±π∓2 , where π1 and π2 label the pions with same sign
charge, and |ppi1| > |ppi2|. The binning is chosen to correspond to the structure present
in these variables. The efficiency for each bin (ǫi) is obtained using MC. We estimate
background in the data for bin i by multiplying the total background yield (Nbkg) by the
fraction of background events in that bin (fi) as obtained from MC simulation. The total
background yield is determined from a two-dimensional fit to the MK3pi-Q distribution of
data. The total signal yield is calculated as
N ′(Kπππ) =
576∑
i=1
Ni −Nbkg · fi
ǫi
, (2)
where Ni is the number of candidate events in bin i. The reconstruction efficiency for either
8
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FIG. 1: Fit projections for MK3pi (left) and Q (right). The top (bottom) row shows D
0 →
K−pi+pi+pi− (D0 → K+pi−pi+pi−) candidates. Events plotted for MK3pi are required to lie in the
signal region for Q, and vice versa. The peaking dashed curves show the signal PDF (cyan); the
non-peaking dashed curves show broken charm and uds backgrounds (red); the dash-dotted curves
include combinatoric backgrounds (green); and the dotted curves include random pis backgrounds
(blue). The fit residuals (No − Np)/
√
No are plotted below each fit projection, where No (Np) is
the observed (predicted) event yield.
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D0 → K+π−π+π− or D0 → K−π+π+π− decays is calculated as
ǫ(Kπππ) =
1
N ′
576∑
i=1
(Ni −Nbkg · fi) , (3)
and thus
Rws = R
′
ws ·
ǫ(K−π+π+π−)
ǫ(K+π−π+π−)
=
N ′(K+π−π+π−)
N ′(K−π+π+π−)
. (4)
Only events located within a signal region |mK3pi − mD0 | < 0.01 GeV and |Q − Q0| <
0.002 GeV/c2 are used to detemine the efficiency correction. The efficiency-corrected yields
are N ′(K+π−π+π−) = 37297 ± 881 and N ′(K−π+π+π−) = (1.151 ± 0.002) × 107; thus
Rws = (0.324± 0.008)%.
We consider various sources of systematic uncertainty as listed in Table I. Since we
measure the ratio of topologically similar RS and WS decays, many systematic uncertainties
cancel.
To determine the systematic uncertainty associated with the ratio of efficiencies, we prop-
agate the statistical errors for ǫi and fi via a Monte Carlo method as follows. We generate
values for ǫi and fi in all 576 bins. These values are sampled from Gaussian distributions
having mean values equal to the nominal parameter values and standard deviations equal
to their uncertainties. We then recalculate Rws using these sampled values. We repeat this
procedure 105 times and plot the resulting distribution of Rws. The RMS of this distribution
(±0.0041) is taken as the systematic error associated with the efficiency correction.
To estimate the contribution associated with event selection criteria, we vary each selec-
tion criterion over a suitable range and remeasure Rws for each variation. The identification
likelihood ratio LK is varied over the range 0.5–0.9 for kaon candidates and 0.1–0.5 for
pion candidates. The momentum requirement for D∗ candidates is varied over the range
2.3–2.7 GeV/c. For each selection criterion, the largest positive and negative deviation
of Rws from the nominal value is taken as the systematic error. The error due to multi-
ple candidates is obtained by removing all events containing multiple candidates (8.6% of
events) and refitting for Rws; the deviation observed is taken as the error. To determine the
uncertainty associated with background PDF shapes (which are taken from MC and differ
for RS and WS events), we vary the parameters of each background PDF by ±1σ, where σ
corresponds to the statistical error from the fit to MC. For each variation, the data is refit
and the deviation of Rws from the nominal value is recorded. The uncertainty due to a
given background PDF is taken as the sum in quadrature of all deviations observed when
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varying the individual parameters. The systematic error due to uncertainty in the signal
PDF is negligibly small. To check for possible bias in our fit results, we repeat the fit for
Monte Carlo samples (each corresponding to the size of the data set) having different values
of Rws. Comparing the fit results for Rws with the true values shows no visible fit bias. The
total systematic error is taken to be the sum in quadrature of all individual contributions.
Our final result is
Rws = (0.324± 0.008± 0.007)%. (5)
Multiplying this value by the well-measured RS branching fraction B(D0 → K−π+π+π−) =
(8.07 +0.21−0.19)% [21] gives a WS branching fraction
B(D0→K+π−π+π−) = (2.61± 0.06 +0.09−0.08)×10−4. (6)
By combining our measurement of Rws with world average values [19] for x and y, and
recent measurements [20] of α and δ, we extract RD from Eq. 1. We use a MC method to
propagate the errors for the parameters and obtain RD = (0.327
+0.019
−0.016)%.
TABLE I: Summary of systematic errors for Rws. The total systematic error is obtained by
summing all contributions in quadrature.
Source +∆R (%) −∆R (%)
Kaon ID 0.0008 0.0006
Pion ID 0.0003 0.0024
D∗ Momentum 0.0029 0.0037
Multiple Candidates 0.0024 0.0024
uds 0.0012 0.0002
Combinatoric 0.0034 0.0025
Slow pi 0.0009 0.0003
Broken 0.0010 0.0008
Efficiency Correction 0.0041 0.0041
Sum 0.0069 0.0070
In summary, we have measured the wrong-sign ratio Rws = Γ(D
0 →
K+π−π+π−)/Γ(D0 → K−π+π+π−) using e+e− data collected at or near the Υ(4S) res-
onance. After correcting for differences in reconstruction efficiencies between RS and WS
11
events, we obtain Rws = (0.324 ± 0.008 ± 0.007)%, where the first uncertainty is statisti-
cal and the second is systematic. This is the most precise measurement of Rws to date.
Using a MC method to extract RD from Eq. 1, we obtain RD = (0.327
+0.019
−0.016)%. Multi-
plying Rws by the branching fraction for D
0 → K−π+π+π− gives B(D0→K+π−π+π−) =
(2.61 ± 0.06 +0.09−0.08)×10−4. This result is substantially more precise than the current PDG
value of (2.61 +0.21−0.19)×10−4 [21].
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