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Abstract 
Moment estimators are constructed for a mixture of two binomial distri-
butions having parameters (n,p(l)) and (nJp(2 )) with p(l) < p(2 ) and n > 3 and 
mixing parameter cx(O< CX< 1). The solution given is 
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Because of their coMplexity, it has not been possible to determine expectations 
or variances of the above estimators. 
It is noted that it is possible to construct many such moment estimators. 
A 11better" moment estimator would be one that is a function of the minimal 
sufficient statistic 
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Let Y1, ••• , Ym be independent and identically distributed chance 
variables having distribution 
w~ere 0 < ~ < 1, 0 < p(l) < p( 2 ) < 11 and n ~ 3 is integral. Equation 
(1) is a mixture of the t'·ro binomial distributions with mixing parameter ~. 
The problem is to estimate p(l)' p( 2 )' and ~. As is the case in most mixture 
problems (cf (2], and (3], p. 300) the only standard estimation procedure 
yielding equations that are at all tractable is the method of moments. Moment;. 
estimators for these parameters were given in (1]. The solution there was 
based on the following construction: 
Define the chance variable 
U. = "number of Y. 's taking on the value j" J 1 . 
for 0 ~ j ~ n. Let 
(n)[ j ( )n-j ( ) j ( n-j] pi = j ~p(l) l-p(l) + l-~ p(2) l-p(2)) 
Then the joint distribution of uo, ••• , un is 
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As in [1], define 
(2) 
k 
F E (k)( n )-1 k j= g j+g pj+g 
' g=O 
(for 0 ~ k ~ n, 0 ~ j ~ n - k).· 
Then 
corresponding sample quantities, fk J' are defined by substituting in 
. AI 1 . 
the maximum likelihood estimates pj =- U. • +g· m J+g 
The 
(2) 
Moment estimators for the three parameters ~, p(l)' and p( 2 )' can now 
be constructed by solving a chosen set of at least three functions Fk . for 
,J 
these three parameters and substituting fk,j's for Fk,j's in the solutions. 
In [1] the simultaneous ~quations used were F 1 1, F 2 2, F 4 4, and 
. n- 1 n- , n- 1 
Fn-8, 8• A more judicious choice of Fk,j's will yield much more satisfactory 
estimators. · 
In particular, estimators can be constructed on the basis of only three 
of the Fk j's. For example, consider F 1 1, F 2 2, and F 3 3• For brevity, 1 n- , n- 1 n- 1 
denote the functions Fn-k,k simply by Fk. The construction is as follows: 
First, the equations 
(3) 
(4) 
(5) 
are 
Now 
so 
Fl = a,p(l)+(l-a,)p(2) 
F2 = a.p( 1 ) t- ( l-~ )p( 2 ) 
F3 = a.pr 1 )+( l-a. )pf 2) 
solved for the three parameters as follows: Note that 
F2-F~ = a.(l-a.}(p(l)-p(2) )2 
F3-FlF2 = a.(l-a.)(prl)-P(l)p(2)-p(l)P(2)+pr2)) 
= a,(l-a.)(p(l)+p(2))(p(l)-p(2))2 
= (p(l)+p(2))(F2-F~) 
Thus · 
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F3- FlF2 . 
p(l)+p(2) = -F-;-:~- =A, say. 
2 1 
Now solve (3) and (4) for~ to obtain 
~ = Fl--p(2) , 
p(l fP( 2) 
which, when substi·tuted in ( 4) yields 
Fl-?r2) 
F = -·-· ~ (p2 . -p2 )+p2 
2 p < 1 rp c 2 ) c 1 > c 2 ) c 2 ) 
= (Fl~p(2) )A + P(2) 
so that the result is the ~uadratic equation 
(6) P(2 )-Ap( 2 )+F1A-F2=0 
Solution of equations (3), (4), and (5) for p(l) instead of p( 2 ) yields 
equation ( 6) with p(l) replacing p( 2 ). The restriction that p(l) q;:( 2 ) thus 
results in the unique solution 
(7 ) _ 1,, -J., ·2 4A'li' 4F )1/2 p(l) 1p(2)- 2.H.i'2\.r\- rul+ 2 • 
Estimators can now be defined by substituting f'_ • 1 s for Fk . 1 s. Hri te K,J ,J 
f 11 r2 , f3' and a for the sample quanJities (corresponding to F1 , ••• ,A, 
respectively) obtained by this substitution. This yields the moment 
estim9.tors 
"' p(, ' 
.!.) 
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(Note that the definition of the estimators when a2 -4af1+4f2< 0 or · 
(a2 -4af1+4f2 ) >min (a1 2-a) is arbitrary. In some cases one may wish 
to use instead, e.g., (~(l)' ~( 2 )' !) = (1, o, 0).) 
It has not been possible to compute expectations or variances of 
th:ese estimators. There is empirical evidence, however, that the esti-
mators of equation (8) are considerably 1~etter11 than those of reference 
[1]. 
Now some refinements can be made in these estimators. The only 
possibly justification (at this point, at least) for using moment estimators 
here is that 
Efk,j = Fk,j' all k1 j. 
It is no t true 1 however 1 that 
Efk,jfkJj'= Fk,jFkjj' • 
Unbiased estimators of such products, though, can easily be computed. In 
particular, since 
u E~ = pj, j = o, ..• ,n, 
it is easily seen that 
and 
m 1 n 
- [fl2. - I: j2U.] = gl 1' say 
m-1 m2n2 j=l J 1 
are unbiased estimators of F1F2 and F~, respectively. One can now look 
at the 11refined11 estimators obtained by replacing f1f2 by 1.1,2 , etc., in 
(8), Other similar 11 refinements 11 are possible. 
A more rewarding pursuit would be to compute at least approximate 
variances for the estimators of equation (8) and determine the efficiency 
of these estimators relative to, e.g., the maximum likelihood estimators. 
Because of the complexity of these estimators it has not been possible to make 
such comparisons. (Two remarks are in order. Firstly, the method of moments 
is known generally to be inefficient. There is no reason to believe that 
this case will be an exception. Note, however, that for n=3 1 the moment 
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est-ima-tors of equation (8) satisfy the maximum liltelihood equations~ ,(c f. (l] 
so that the moment estimators are efficient for n = 3.) As previouslY no;~ed, 
hovrever, we are almost alllays faced with a situation, when dealing with mixtures; 
wherein the only standard estimation procedure yielding equations that are at 
all tractable is the method of moments. ([3], p. 300). 
In such a situation it may be desirable to at least derive a moment 
estimator which is in some sense noptimal" among all possi'klle moment esti-
mators. (Note that many sets of three or more equations such as (3), (4) 
and (5) could be solved for p(l)' p( 2 ) and~. For example a derivation very 
similar· to that given above will yield a solution ~o F1, F2 8Jld F4.) 
In this connection it will be desirable to at least have an estimator 
which is a function of the sufficient statistic. This should be a minimal 
requirement for optimality. 
Now a sufficient statistic for this problem is the vector (U ,.~.,u ). 
· o n 
For we'have 
(9) 
where 
Py Y (yl'''''Y,m) 
l''''' m 
= 11 
i=l 
n 
= 1( 
j=O 
uj = number of y1 's equaling j. 
Thus Py y depends on Y1, ••• ,Y only through U , ••• ,u 1 so by the Neyman 1 , ••• , m m o n 
Factorization Theorem (U , ••• ,U ) = U~ say, is sufficient. In fact, it is 
o n 
clear from equation (9) that U is a minimal sufficient statistic. No further 
reduction is possible, 
Now the requirement that the estimators be functions of U is equivalent to 
the requirement that they be functions Of U1 ,o••JUn since U0~-(Ul+ooo+Un)• 
In other words, (u1 , ••• ,un) is sufficient. This in turn implies that 
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n n n 
u* = ( ~ jU ~ j 2 U •••• ~ j~.) is sufficient; for u* is a set of n in-j=l j' i=l j' ' j=l J 
dependent linear equations in u1, • • • ·, un (sa that kno·..ri.ng u x- ls equ.iv:a!J,en:F 
to knowing u1,••••,Un). Note that 
·.:· 
. . : . . . 
m m 
= ( ~ Y1, ••• , E ~) i=l 1=1 l. 
so. that, in terms of the original chance variables, the vector (LYi 1 ••• ,EY{) 
is a sufficient statistic. 
Thus a "good11 estimator should be a function of the first n sample moments 
abo~t. o. This can be achieve, for example, by solving the equations 
'· ' " 
F1, ••• ,Fn and substituting f11 •• o 1 fn in the solution. No attempt has been 
made ~?c~erive an estimator which is a function of the entire set f 1, ••• ,fn. 
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