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Functional Imaging Through Dark State Dynamics 
 
Evangelos Gatzogiannis 
  Fluorescence spectroscopy and microscopy have enabled tremendous progress in 
biochemistry, biology, and materials science.  By combining the exquisite sensitivity of 
fluorescence with the chemical functionality of thousands of molecular fluorophores, 
fluorescence techniques have pushed the limits of sensitivity down to the single molecule level 
and molecular specificity down to specific proteins in vivo. Traditionally, most work in 
spectroscopy and in confocal microscopy has measured the distributions of fluorescence 
intensities in time, space, or both.  However, whenever a fluorophore or chromophore is excited, 
there are, inevitably, other channels through which energy is funneled into dark states.  These 
channels are always present and can sometimes be quite significant or even dominant.  Dark 
states possess different degrees and sets of environmental sensitivities.  Harnessing some of the 
information available from these dark states, with their enhanced environmental sensitivity, is the 
key motivation of the work in this thesis.  This work involves new experiments, insights and 
experimental techniques in functional imaging through dark state dynamics.  In this work we 
take advantage of the population dynamics of dark states generated by trans-cis isomerization 
and excursions to the triplet state to garner micro-environment information from changes to the 
ensemble fluorescence signal. 
 Significant information can also be gained through measuring the fluorescence lifetime as 
many important physical-chemical phenomena occur during this time, even though it may seem 
short (~ few nanoseconds).  In addition, the techniques used to measure fluorescence lifetimes 
can also be used to measure the dynamics of relatively long-lived transient dark states.  By 
sensing changes to the fluorescence induced by population shifts into and out-of the dark state(s) 
from the fluorescent bright state, it is possible to record dark states’ dynamics indirectly by 
monitoring the much brighter fluorescence signal. Using the bright fluorescence signal for 
sensitive dark-state micro-environmental monitoring offers several advantages, including, 
submicron spatial resolution and good speed (less than 60s per frame), and, ideally, with further 
improvements, even faster detection in tissue or live cells with better resolution.  Chapter 1 is a 
basic introduction to some of these concepts and the motivation of this work. 
 This dissertation focuses on some different and novel approaches to fluorescence lifetime 
spectroscopy and imaging techniques.  In chapter 2 we demonstrate that the lifetime and 
dynamics of transient dark states can be probed using a technique called FAPA (Fluorescence 
Anomalous Phase Advance).  By exciting fluorophores with sinusoidally-modulated light at 
frequencies comparable to the inverse of the transient dark states’ lifetimes (hundreds of 
kilohertz or 1-10 µs-1) a distortion of the emitted fluorescence was observed whereby the emitted 
fluorescence is phase shifted such that it appears as if it has come ahead of the excitation light.  
This positive phase shift is easily measured and is a single, fast reporter on dark states’ dynamics 
and populations. 
 In addition to verifying the observed FAPA phenomenon and performing further 
spectroscopy experiments, the FAPA effect was shown to exhibit a sufficient spatio-temporal 
sensitivity so that it can serve as a new imaging technique. In chapter 3 we present FAPA 
imaging as a technique could report on the spatial variations of dark states’ dynamics with good 
speed, potentially offering new insights into local micro-environmental conditions, considering 
the greater sensitivity of dark states to oxygen, known chemical quenchers, magnetic fields, and 
their longer persistence compared to the fluorescent state.  The electronics and technology 
behind FAPA is very robust and well-established; therefore, it should be possible to 
commercialize this effect as an add-on to current commercial confocal or other microscope 
systems. 
 A new class of molecular rotors have been recently developed, and when combined with 
fluorescence lifetime imaging, they have been used to measure the local viscosity within the cell.  
The local viscosity can strongly affect key biochemical processes, such as protein function and, 
in addition, changes in local viscosity have been linked to disease.  However, distributions of 
fluorphores have not been well-controlled.  In Chapter 4 we present a basic introduction to FLIM 
microscopy including the construction a relatively inexpensive home-built frequency-domain 
fluorescence lifetime imaging confocal microscope. In Chapter 5 we present our work on using 
gene-specific TMP-tagging technology, and report the first-ever genetically-encoded 
fluorescence lifetime imaging study of a molecular rotor, Cy3, in vivo, that was used to map the 
local micro-environment of two specific proteins: a nuclear protein, H2B-eDHFR, and plasma 
membrane-localized eDHFR.  The work was possible because of the rich photophysics of Cy3, 
including its significant non-radiative pathways and dark state dynamics.  When excited to the 
fluorescent state, Cy3 photoisomerizes on the excited potential surface from its ground trans 
state to a dark twist isomer, from which it can relax back to the ground state through a conical 
intersection without emission of a photon. Borrowing from the techniques and insights of 
fluorescence lifetime spectroscopy and imaging, new techniques and further insights into 
chemical micro-environmental mapping have been gained and are discussed further, along with 
some background information in this dissertation. 
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1.1 Background and history 
 Fluorescence spectroscopy and microscopic imaging based on fluorescence intensity 
measurements are established tools that have enabled fundamental progress in chemistry, 
biophysics, biology, medicine, materials science and many other fields over the last century [1].  
Over the last four decades great progress has been made in fluorescence lifetime measurements, 
first in cuvette experiments and, more recently, in fluorescence lifetime imaging microscopy 
(FLIM) [2].  At the same time a large investment of resources in instrumentation, chemical 
synthesis, and theory has led to a more fundamental understanding of key phenomena in cell 
biology, biophysics, medicine, and in materials science through fluorescence intensity-based 
measurements.  Critical biochemical processes in cells have been observed by following the 
fluorescence intensity of a wide array of fluorophores, including in in vivo experiments, from 
tissue imaging down to single-molecule measurements, using a wide variety of microscopy 
techniques such as: wide-field, confocal, two-photon, and, increasingly, super-resolution 
microscopy [3-7].   
 In fluorescence lifetime measurements a molecule is typically excited by either a laser or 
an incoherent source, such as an LED, or an arc lamp.  It is also possible to excite a molecule by 
Förster resonance energy transfer (FRET) or by a chemical reaction.  Laser sources are used in 
this work and in most modern fluorescence lifetime imaging experiments. Cost is no longer a 




in certain cases, and judicious use of off-the-shelf commercial electronics can also be used to 
lower the cost of a FLIM microscope system [8-9].  
 After excitation to the first excited singlet manifold, which consists of many vibrational 
and rotational sublevels, a molecule relaxes very quickly (10-15 to 10-12 s) to the lowest 
vibrational level in the first excited state [10].  Although the molecule spends a short time, no 
more than a few nanoseconds, typically, in the first excited state, it is constantly interacting at a 
very close and intense level with its environment.  For many years spectroscopists have used 
time-domain measurements to directly record the fluorescence decay of molecules in excited 
states, and from there, piece together information on molecular energetics and environmental 
interactions [11]. The fluorescence intensity is related to the rate of radiative transitions from the 
ground vibrational level of the first excited singlet state, S1, to the vibrational-rotational levels of 
the electronic ground singlet state S0.  There are three major parameters that characterize 
molecular fluorescence: 1) the absorption and fluorescence spectra, 2) the fluorophore absorption 
and emission physical parameters (cross-section, quantum yield, etc.) and 3) the fluorescence 
lifetime.  The absorption and emission spectra of a fluorophore, the molar absorption coefficient 
and quantum yield, which are related to the more fundamental molecular absorption cross-
section and quantum-mechanical properties, and last, the fluorescence lifetime, are key 
parameters relevant to any spectroscopic or imaging application relying on molecular 
fluorescence intensity and/or lifetime [1].   
 Fraunhofer’s measurement of the emission of the sodium D line within 1nm of today’s 
value, in 1821, marked the beginning of fluorescence spectroscopy and its eventual imaging 




phosphorescence lifetime using spinning-slit wheels with half milli-second temporal resolution, 
it wasn’t until the discovery of the optical Kerr effect that techniques were developed to rapidly 
excite molecules and monitor transient chemical phenomena [13].  Shortly after the development 
of fast-switching Kerr cells, a full frequency-domain lifetime measurement method, similar to a  
large part of the work in this thesis, was developed by E. Gaviola, in 1926 [14]. 
 Any discussion on fluorescence begins with Einstein’s description of the spontaneous 
emission rate.  His simple and pioneering work led to more complete descriptions of 
fluorescence, the development of the laser, and, eventually, to modern developments in atom 
optics.  Every fluorophore has an intrinsic rate of fluorescence, which is the probability per unit 
time at which a molecule in complete isolation from other molecules and with no other 
competing energy-loss pathways will radiate and emit a photon from the lowest level of the first 
singlet excited state to the electronic ground state.  The inverse of the spontaneous emission rate 
is the intrinsic fluorescence lifetime- this is the longest time, on average, that the molecule can 
spend in the first excited state since there are no competing energy-loss pathways.  
1.2 Basic theoretical background 
 In Einstein’s formulation the natural or intrinsic lifetime of the fluorophore is described 
the following relation: 
 = 	 = 	 1 = 	8ℎ  
Where A10 and , represent the fluorescence rate in units of [s-1], h is Plank’s constant,  the 
emission/absorption wavelength and  the Einstein absorption coefficient, which connects the 




energy density in the excitation light source and the number of atoms in the initial state [15].  
The factor  is related to the black-body radiation theory. For a simple discussion of the above 
relationship and its application to lasers please refer to [16].  
 Beginning with Einstein’s equation for the fluorescence probability as a function of the 
excitation probability, and then replacing Einstein’s coefficients with more easily-measured 
experimental variables, one obtains: 
1 =  	3.47 		× 	10
 ℊℊ	 
 Where  is the mean life, or fluorescence lifetime, and  the easily-measured and widely 
available molar extinction coefficient.  The factors ℊ and ℊ are the spin multiplicity of the 
lower (typically the ground state) and the upper (typically the first excited state), which usually is 
ℊ
ℊ
= 1 for the S1-S0 transitions common in fluorescence.  The factor  	 is the integrated 
absorption intensity and 	 is the wavelength in wavenumbers.  The above equation describes the 
intrinsic lifetime and does not take into account any environmental interactions. 
 There is an important problem with Einstein’s description, however. Although Einstein’s 
description of the fluorescence rate, the inverse of which is the lifetime, is simple and elegant, it 
only applies to atomic and laser transitions.  The absorption and spontaneous emission 
wavelengths are the same for certain atomic transitions in a dilute gas, where the Einstein 
formulation, despite its simplicity, is actually satisfactory in many cases.  Invariably, in 
molecular systems, there needs to be an accounting for environmental interactions and affects.  
 Further developments in the theoretical foundations of fluorescence, including the 




interactions, even if it was only a phenomenological addition to existing treatments [17].  In fact, 
the Strickler-Berg equation can yield surprisingly good results for the fluorescence lifetime of 
dyes like Fluorescein and Rhodamine-B in water and methanol.  The intrinsic fluorescence rate 
is dependent on the quantum-mechanical overlap between the wave functions of the first excited 
singlet manifold and the ground singlet manifold.  Molecular motion of the irradiated molecule 
and of its immediate environment affects the absorption and fluorescence rates.  A change in the 
nuclear positions can change the overlap between the electronic wavefunctions, which affects the 
spontaneous emission rate.  In most cases the Born-Oppenheimer approximation is assumed, 
whereby the change in the nuclear positions is neglected compared to the much faster electron 
motion.  In the Born-Oppenheimer approximation there is no hysteresis and the far less massive 
electrons adapt instantaneously to any change in nuclear configuration [18-20].  In the quantum-
mechanical description of the Franck-Condon theory, the rate of spontaneous transition is 
proportional to the complex square of the overlap integral between the electronic-vibrational 
wavefunctions of the two states making a transition. 
 = 		∗
 
From which the lifetime can be obtained according to: 
 = 4.1460	 × 10	(||	) 
Evaluation of the integral D requires detailed knowledge of electronic-vibrational wavefunctions 
for the ground state and excited state manifolds, in addition to the molecular geometry for the 




one.  This treatment is more fundamental, but, once again is usually more valid for dilute gases 
and other systems where wavefunctions can easily be calculated and determined. 
 In the Franck-Condon principle an electronic transition is favored when there are no 
simultaneous changes in nuclear positions, this is a Franck-Condon state and the transition is 
called a vertical transition.  The Franck-Condon quantum formulation takes into account several 
approximations, firstly, the Born-Oppenheimer approximation in which the electronic dipole 
transition and vibrational overlap integrals are separated and multiplied.  In addition the spin-
overlap integral is also separated and multiplied to the electronic dipole and vibrational overlap 
integrals. It must be noted, however, that intersystem crossing, which is spin-forbidden in the 
simplest quantum mechanical picture, must take into account the relativistic speeds of the 
electron motion and move beyond the Born-Oppenheimer approximation to account for the 
populating of dark triplet states from the first excited singlet state [20]. 
 The spontaneous emission rate is also related to an important relation that plays a large 
role in laser spectroscopy, the time-energy uncertainty relation, derived from the Heisenberg 
position-momentum uncertain relation, which itself is based on the Cauchy-Schwarz theorem 
[21].  In this relation, 
∆E∆τ = ∆Eτf = ħ 
 This simple and elegant relationship, describes, for example, the essential physics of 
short laser pulses (10-15-10-12s), which necessarily have a broad spectrum (~100 nm to 1nm and 
less).  This relationship also indicates that the fluorescence lifetime is related to the spectral 
width of the emitted light.  Most fluorophores have fairly broad emission spectra, and hence 




example of the opposite case, arise from active inner core electrons that are well-shielded from 
the environment, and as a result have very long-lived fluorescence lifetimes and correspondingly 
narrow emission spectra profiles [22].    
 In the full quantum-mechanical picture of fluorescence that has emerged over the last 
forty years, fluorescence is the result of the coupling of both the excited and ground states to 
fluctuations in the zero-point level of the photon modes of the vacuum radiation field [23].  In 
most cases the density of the photon modes of the vacuum radiation field is the same except in 
the growing field of plasmonics [24] where the density of photon modes can be greatly increased 
when a molecular fluorophore is close to a metal surface with high curvature, sharp edges, or 
specially engineered features.   
 Of all the descriptions of fluorescence provided so far we decided to use a simple kinetic 
model with three electronic levels: a ground, an excited state, and a stable triplet state.  
Appropriate rate constants for all processes, such as the excitation rate, fluorescence rate, 
intersystem crossing rate, and triplet relaxation rate were chosen and an all-numerical iterative 
approach was used as there is no analytical solution for the population dynamics of a three-level 
system in which all levels are dynamically interacting with each other.  More details on our 
approach are presented in the next chapter on the FAPA simulations. 
 Fluorescence emission has captivated the interest of theorists and experimentalists for 
over a century, however, in all of the cases above, from Einstein’s spontaneous emission theory 
to the present day vacuum radiation field theories, the fluorescence lifetime that can be 
calculated from these theories reflects the lifetime of the “naked” fluorophore and doesn’t 




interactions with other molecules or the environment.  Over the last century various 
phenomenological approximations, assumptions, and other treatments to account for solvent 
interactions, molecular and intramolecular processes have all been proposed and used to one 
degree or another, however, it is the experimentally measured lifetime that can only begin to 
reveal the hidden richness of the underlying phenomena affecting the molecule(s) of interest in 
its brief time in the excited state.  In approaching biochemical interactions and biomedical 
applications we are not only interested in the intrinsic fluorescence rate, kf, but in extracting a 
whole set of much richer information coming from the effect of the environment, intramolecular 
processes, and of excursions into dark states, on the fluorescence rate. 
 When excited to the first excited state, a molecule remains in this state for a short time, 
typically from hundreds of picoseconds to as long as 10ns for most fluorophores.  The quantum 
mechanical event that leads to excitation occurs on the order of (10-15 to 10-16 s) and is beyond 
the scope of this book and involves, in the case of two-photon excitation, the existence of very 
short-lived virtual levels [23].  When excited to the manifold of states in the first excited S1 state 
we always assume a molecule is in the ground vibrational level in first excited electronic state 
since vibrational relaxation from higher levels occurs very rapidly (10-14 to 10-12 s).   
 A molecule, after excitation, spends only a fairly short amount of time in the excited 
electronic state, no more than 10ns in most cases. Even though a few nanoseconds is a short 
amount of time, it is actually quite significant when compared to several key molecular 
processes.  An excited molecule in the first singlet state is highly energetic and undergoes a large 
variety of processes, and transformations including: electronic configuration changes, molecular 




matrix molecules in its immediate vicinity, de-excitation, electron-transfer, chemical reactions, 
etc.  Energy is also lost to competing non-radiative pathways, which inevitably leads to a 
decrease in the fluorescence lifetime.  Below we describe several key energy-loss mechanisms, 
which are always divided into two categories: intramolecular and environmental.  Non-radiative 
decay pathways can only lead to energy loss via internal molecular or external processes.  Non-
radiative decay pathways, isomerization, rotations, and energy loss to excited molecular 
vibrational states represent pathways where energy losses to internal molecular changes occur.  
Energy losses to the environment are the other major group of non-radiative decay pathways and 
appear for example in FRET [26], and other mechanisms.   
1.3 Competing Energy Loss Mechanisms and Effect on Fluorescence 
 There are several major pathways through which energy is lost from the excited state, 
both internally and externally. All energy-loss mechanisms are affected by the environment, 
either directly or indirectly. In all cases where non-radiative decay pathways are present, energy 
is lost and the lifetime is shortened, sometimes significantly so. The lifetime has been described 
as a kinetic parameter and in all cases where the internal molecular changes or external coupling 
to the environment, the lifetime is shortened, when these non-radiative changes become large, 
the limit below is approached: 
 = 	 lim→ 1 + 	 = 0 
Where  is the fluorescence rate and  is the rate of energy loss from all competing non-
radiative energy loss mechanisms [2]. In fact, one of the fluorophores used in the genetically-




when its viscosity-sensitive, non-radiative, energy-loss pathway due to an internal molecular 
isomerization, with rate , is significantly reduced in viscous media, the lifetime, , increases 
[27]. Several key energy-loss processes, relevant to both the FAPA and FLIM experiments, are 
listed below [1-2, 29].  
1. Spontaneous emission and radiation of a fluorescence photon.  This is the intrinsic rate of 
fluorescence which can be calculated from theory, kf,int. This rate, however, is never 
measured in an actual experiment, since the excited fluorophore inevitably interacts with 
its environment and other molecules.  We measure a lifetime that encodes a richer set of 
information about other energy loss mechanisms, intramolecular phenomena, and the 
microenvironment.  In a lifetime measurement, kf, the measured rate of fluorescence, is 
measured by recording the inverse of this parameter, the measured lifetime, which is the 
average amount of time the molecule spends in the first excited state.  An elegant and 
simple way to think of the fluorescence rate is of the rate constant of the following 
elementary chemical equation [20]: 
 →	 + ℎ	 
2. Intersystem crossing into the triplet state and other dark transient states, kisc.  Intersystem 
crossing into the “dark” triplet state and other dark transient states is common to most 
fluorophores.  The intersystem crossing rate is typically much smaller than the 
fluorescence (spontaneous emission) rate, but the triplet state is much longer-lived than 
the fluorescent state (103 – 106 fold, or µs-ms versus 0.1-10 ns). Therefore even though a 
small percentage of the population ends up in the triplet state upon each excitation-




state.  Furthermore, the triplet state is a gateway to even more long-lived transient dark 
states. Probing the population and dynamics of these long-lived states was the primary 
motivation for the FAPA experiments in chapter 2. 
3. Non-radiative relaxation processes.  These non-radiative interactions usually involve 
radiation loss to the environment without emission of a photon, knr. 
4. Reactions and molecular processes on the excited state.  Photo-isomerization, charge 
transfer, and other processes represent an additional energy loss mechanism from the first 
excited state, but more so for specific molecular species.  Cy3 is a well-known dye with a 
short fluorescence lifetime, high intersystem crossing, but also a strong photo-induced 
isomerization and subsequent non-radiative decay back to the ground state without 
emission of a photon [27].  This energy-loss pathway in Cy3 is sensitive to the viscosity 
of the chemical micro-environment and is used in chapter 3 as a microviscosity sensor. 
5. Energy transfer to another molecule in the ground state, ket.  This is the basis for FRET 
and a primary application of fluorescence lifetime techniques. 
6. Other processes, including, collisional quenching, kq, and photo-destruction of the 
molecule, kpd. 
It is important to note that processes 2-6 all affect the lifetime of process 1. Processes 2-6 
are key processes in the FAPA and FLIM viscosity-mapping experiments and affect virtually all 
fluorescence experiments.  Process 2 is key to the FAPA phenomenon, and process 4 has opened 
up a whole new field of molecular rotors and molecular rotor-based viscosity mapping and 
imaging.  Process 5 is key to the primary use of FLIM today, which is in eliminating artifacts and 




The inverse of the intrinsic fluorescence rate is the longest possible fluorescence lifetime 
that can be measured. 
τf,in = 1/kf,in 
This intrinsic lifetime is never actually measured as processes 1-6 and others compete 
successfully with fluorescence emission, shortening the fluorescence lifetime. 
 This brief and very elementary introduction to fluorescence, for which there are many 
excellent references providing much more detail, has laid the foundation for the key point below.   
Fluorescence can be thought of as a chemical process with several important kinetic rates, each 
of which draws population out of the first excited state.  Each of the kinetic rates reports on a 
specific molecular state, configuration or environmental interaction.  The total rate of energy loss 
from the first excited singlet state S1 to the ground singlet state S0 can be described by the 




The rates ki are each or some of the excited-state decay processes described above.  The rate of 
process 1 described previously, or fluorescence, kf or k1 is the intrinsic rate of fluorescence, 
which is never measured in an actual experiment because of other processes k2..kn.  The lifetime 
measured in fluorescence lifetime measurements is the inverse sum of the rates of energy loss 
from the S1 fluorescent excited state. 
1  = 		

 
From the equation above it is easy to see that the measured fluorescence lifetime depends 




fluorescence lifetime becomes shorter for each additional pathway affecting the fluorescent state. 
The parameter   is the fluorescence lifetime we measure and represents the total overall rate at 
which the fluorescent S1 state loses energy.  In principle we could measure other parameters, but 
for many technical reasons fluorescence is one of the best, most sensitive parameters available to 
us.  A specific energy-loss process, such as intersystem crossing, can be studied through 
fluorescence. To measure a specific process we simply observe the change of the lifetime under 
certain controlled, specific conditions that affect the process-of-interest certain process. From 
there we can assess its overall effect.   
 
 




The cartoon above in Figure 1. summarizes many of the key phenomena occurring when a 
chemical fluorophore or photosensitizer (used in photodynamic therapy) is excited.  Primary 
excitation to from the ground singlet state S0, where most population resides in the lowest energy 
level due to room-temperature thermodynamics, to the first excited singlet manifold, S1, is 
illustrated by the blue upward-pointing arrow.   Energy is quickly lost via non-radiative 
relaxation (~ picoseconds) to the ground vibrational level of the first excited state (red squiggly 
line in all levels).  Non-radiative decay from the vibrational levels (represented as black lines) is 
indicated by red squiggly arrows.  Fluorescence, with rate kf, is represented by the green 
downward-pointing arrow from S1. Intersystem crossing to the lowest triplet state T1 is spin-
forbidden but occurs at vastly slower rates when further approximations are taken into account, 
such as relativistic corrections, specifically spin-orbit coupling.  Spin-orbit coupling is facilitated 
by heavier atoms, such as Iodine.   Magnetic-fields are also known to affect the intersystem 
crossing rate [28-30].  Intersystem crossing is different than an internal conversion process in 
that the internal conversion requires a spin re-orientation whereas an internal conversion process 
occurs in the same electronic level or in levels with the same spin.  Most of the T1 population 
forms from intersystem crossing from S1.  The T1 population usually deactivates via radiationless 
decay, phosphorescence, and through decay into other long-lived transient states and various 
chemical reactions.  The triplet state is significantly longer-lived than the singlet state and is 
highly reactive.  In air-saturated solutions and in biological systems, especially, the triplet state 
reacts readily with molecular oxygen, which in its ground state is a spin-triplet system with two 
unpaired electrons in two π* orbitals, to generate highly-reactive singlet oxygen [31-32], as 




   The final and key point is that fluorescence lifetime measurements do not measure the 
intrinsic fluorescence rate and lifetime.  Encoded in the experimentally-measured fluorescence 
lifetime is the inverse sum of all of the rates of many different molecular energy-loss pathways 
that report on the molecular dynamics and on environmental effects.  The fact that the measured 
fluorescence lifetime reports on several molecular processes that are very dependent on 
molecular configuration and the environment experienced by the molecules-of-interest is a key 
reason for performing fluorescence lifetime measurements and the primary motivation for all of 
the work in this thesis.  Harnessing the physico-chemical and environmental sensitivity of the 
fluorescence lifetime for measuring spatial distributions of physio-chemical parameters in live 
cells and in tissues is an exciting new application of FLIM that could provide new understanding 
and insight into biomedicine and also in materials science.  Ironically, we measure fluorescence 
lifetimes in order to measure parameters related to molecular events and the chemical micro-
environment that aren’t fluorescence and are come from excursions to dark states that compete 
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Fluorescence Anomalous Phase Advance (FAPA) 
2.1 Introduction 
           Fluorescence spectroscopy is one of the most widely used spectroscopic tools. Time-
domain lifetime measurements and frequency-domain lifetime measurements are two 
complementary approaches to study the temporal dynamics of a fluorescent system [1]. The 
fluorescence lifetime is a richer parameter than the fluorescence intensity in many cases, 
reporting on molecular dynamics and on the chemical microenvironment.  Pioneering work and 
great progress has been made since Gaviola’s [2] first frequency-domain lifetime instrument and 
measurements in 1926, and since one of the first modern reports of a frequency-domain phase 
fluorometer in 1969 [3] and beyond on fluorescence lifetime measurements of bulk solutions in 
cuvette-type measurements [4, 5].  Important biological insights and new instrumentation were 
developed in parallel over three decades.   
 In most chemical fluorophores an excited molecule has an energy pathway from the 
primary (lowest energy) excited singlet state to the triplet state through intersystem crossing.  
The triplet lifetime is sensitive to the presence of triplet quenchers, such as triplet oxygen, a 
common triplet quencher.  In the absence of triplet quenchers the dark triplet state can be quite 
long-lived.  Interconversion between the triplet state and the ground singlet state is spin-
forbidden since it requires a spin-flip along with energy decay.  Quantum mechanical transitions 
between states of different spin is forbidden in first-order quantum theory.  Dark states are 
ubiquitous in organic fluorophores; however there is a relative lack of work in harnessing their 




 An attempt was made to observe the effect of dark states’ on the fluorescence of certain 
well-known molecular fluorophores.  Since the fluorescence lifetime measurement is sensitive to 
intersystem crossing, and indirectly, the population of the dark state, a fluorescence lifetime 
approach was used.  Initially, bulk experiments using droplets, either in air or in sealed imaging 
chambers, were performed.  Later work focused on assessing whether imaging could be 
performed with acceptable spatio-temporal sensitivity.  A frequency-domain fluorescence 
lifetime approach was used since it allowed for spectroscopic measurements with lower-cost 
commercially available equipment. 
  While the time-domain fluorescence lifetime measurement records the time-resolved 
fluorescence decay function under a pulsed (femtosecond or picosecond) light source, the 
frequency-domain technique, commonly referred to as phase fluorometry, uses a sinusoidally 
modulated light source to excite the fluorophores. When the modulation frequency becomes 
comparable to the intrinsic time scale of the fluorescence lifetime, the resulting fluorescence 
signal trace, which is also modulated sinusoidally in time, will display a relative phase lag and a 
reduction in modulation amplitude, compared to the excitation light sine wave. Both the 
fluorescence phase lag and the reduced modulation amplitude can be utilized to extract 
information about the fluorophore’s excited state lifetime in phase fluorometry. Since a variety 
of physical-chemical properties and processes, such as local viscosity, ion strength, solvent 
properties, oxygen concentration, molecular binding, quenching and energy transfer, can affect 
the excited state lifetime of fluorophores,  fluorescence lifetime spectroscopy and microscopy 




2.2 Observation of the FAPA effect 
2.2.1  Positive phase advance 
Here we report an interesting spectroscopy phenomenon. Our experimental setup, as 
shown in Figure 2, is a laser sample-scanning confocal fluorescence microscope configured for 
frequency-domain (from 100kHz to 5 MHz) phase fluorometry (more experimental details are 
provided later in this chapter in section 2.4). We have observed that the absolute phase difference 
between the emitted fluorescence trace and the sinusoidally modulated excitation 445nm laser at 
400 kHz is, surprisingly, positive for flavin adenine dinucleotide (FAD), Rhodamine 6G (Rh6G) 
and fluorescein isothiocyanate (FITC).  As shown in Figure 3A, Rh6G exhibits a slightly positive 
(<1°) phase, FITC shows a moderately positive phase around 3°, and the phase of FAD is 
significantly in advance of the laser by almost 10°. Moreover, the phase advance is found to be a 
photo-induced effect. As shown in Figure 3B, the magnitude of the positive phase shift of FAD 
increases as the power of the 445nm excitation laser is increased. An excitation wavelength of 
445nm is chosen because it is resonant with an absorption peak of FAD. Phosphorescence is not 
detectable for these molecules which are in air-saturated aqueous solutions at room temperature 
because of the faster process of non-radiative quenching by triplet molecular oxygen than 
radiative phosphorescence.  
Such a positive absolute phase appears as if fluorescence is emitted “ahead” of the 
sinusoidal excitation source. This effect is opposite to the conventional fluorescence lifetime 
picture that fluorescence emission should always lag behind the modulated excitation source, 
regardless whether the decay kinetics from the excited state is single-exponential or multi-
exponential [1]. Moreover, the observed power dependence in Figure 1(C) is also inconsistent 




fluorescence lifetime delay should be independent of the excitation power [1]. Therefore, we call 
our observation frequency-domain fluorescence anomalous phase advance (FAPA). 
 
 
Figure 2. Schematic of the experimental FAPA apparatus. 
  The intensity of the excitation laser at 445nm is sinusoidally modulated by an acousto-optic 
modulator (AOM) at a frequency range between 50 kHz and 2 MHz.  A portion of the modulated 
laser is detected and used as the reference, while a PMT is used to detect the back-emitted 
fluorescence in a confocal mode. A dual-phase lock-in amplifier is used to compute the phase 







Figure 3.  Positive and power-dependent phase advance from the FAPA effect. 
(A) The positive phase relation of fluorescence signals generated by FAD, FITC and Rh6G with 
respect to the modulated excitation laser operating at a 400 kHz modulation frequency. An 
average power of 0.6 mW was used at the laser focus, corresponding to an intensity of 600 
kW/cm2. (B) The phase advance of FAD fluorescence as a function of excitation power under a 
400 kHz modulation frequency. The phase signal increases with the excitation power, which 
indicates that FAPA is a photo-induced effect.  
To account for the observed FAPA effect, we decided to investigate the consequence of 
the existence of a long-lived dark state D (whose fluorescence emission is extremely weak), 
based on the clue that the triplet state quantum yield of FAD (around 10% [14]) or FITC (around 
3%) is known to be higher than that of Rh6G (less than 1%) in aqueous solutions. Dark states of 
fluorescent systems have recently attracted considerable interest because of their important roles 
in many areas including super-resolution fluorescence imaging [15-16], fluorescence 




[23], semiconductor nanoparticles [24-26], transient state sensing [27, 28], and triplet-state 
relaxation microscopy [29, 30].  
2.2.2 Simulations 
To gain theoretical understanding, we first simulated the photo-dynamic transition 
process of fluorescent molecules for a three-state system consisting of a ground state G, an 
excited state E, and a dark state D, as shown in Figure 4, under sinusoidally-modulated laser 
excitation. The simulation results at a modulation frequency of 500 kHz are presented in Figure 
5. In the first case, which mimics the situation of Rh6G, the intersystem crossing rate from the 
excited state E to the dark state D is simply set to be zero, and the resulting fluorescence trace is 
seen to travel almost exactly in phase with the laser with an undetectable phase shift. This is 
expected from the conventional picture of fluorescence lifetime phase fluorometry with a 
modulation frequency (500kHz) being about 1000 times slower than the fluorescence lifetime 
(~4 ns) used in our simulation. The second case is set to mimic our experiment on FAD: the 
fluorescence lifetime is set to 4 ns, dark state relaxation rate set to 2 µs-1, triplet state quantum 
yield set to 10%, and the excitation rate is set to 12 µs-1 which is close to our experiment in 
which a 445nm laser of 600 kW/cm2 is resonant with FAD’s absorption peak with an extinction 
coefficient of ~104 M-1cm-1. As shown by the red trace in Figure 5, the FAPA effect becomes 
evident: the simulated phase advance of 10.5° is close to our experimental measurement of 9.5° 
on FAD. We also note that, unlike in fluorescence lifetime phase fluorometry, the phase shift in 
FAPA is not exhibited by the entire fluorescence trace but instead only by the top of fluorescence 
trace which is asymmetrically distorted from the symmetric sinusoidal waveform of the 






Figure 4.  Three-level quantum scheme for modeling the FAPA effect. 
A three-state quantum system of fluorophores consisting of a ground state G, an excited state E, 
and a dark state D. Photophyiscal parameters used in our simulations are: kGE = 12 µs-1 
(excitation rate) at the peak of the sine wave excitation, fluorescence emission rate kEG= 250 µs-1 
(this is also the inverse of the fluorescence lifetime, which can be determined very accurately), 
intersystem crossing rate kED = 24 µs-1 (typically close to ~10% for FAD) and a  dark state 
relaxation rate kDG = 2 µs-1(this is usually the slowest rate, since it also requires a spin-flip, but 
isn’t assisted by the rich manifold of states coming off of the excited singlet state). We assume the 
Dark state consists primarily of the T1 triplet state, but it may also be a gateway to other, long-





Figure 5.  Fluorescence traces with and without FAPA.  
Simulated time-dependent fluorescence signal traces (after normalization) in the absence of any 
dark states (green curve) and in the presence of a dark state (red curve) under a sinusoidally 
modulated laser excitation at 500 kHz (black curve). Unlike the green trace which is exactly in 
phase with the driving laser excitation, the red trace appears ahead (its peak arrives earlier in 
time) of the excitation laser by about 10.5°, which is the exact signature of the FAPA effect.  
2.2.3 Modulation frequency dependence 
 We then investigate the modulation frequency dependence of the FAPA effect of FAD 
through both experiment and simulation. When the modulation frequency is varying from 100 
kHz to 2MHz, we observed  in our experiments that there is a consistent and pronounced peak in 
the 300-500 kHz range, as shown in Figure 6 (A). Meanwhile, based on the simulated 
fluorescence trace, the resulting phase difference between the fluorescence and the laser can be 




is shown in Figure 6 (B), also indicates the existence of a frequency peak with its exact location 
depending on the corresponding photophysical parameters. Both the experiment and the 
simulation show that the FAPA effect is pronounced only within a range of modulation 
frequencies.  
 
Figure 6. Experimental and theoretical FAPA modulation frequency dependence. 
(A) Experimental FAPA response of FAD fluorescence under sinusoidally-modulated 445nm 
laser excitation with modulation frequencies from 100kHz – 2 MHz.  A peak intensity of 600 
kW/cm2 was used at the laser focus.  A peak at ~400kHz is evident.  (B) Numerical simulation of 
the modulation frequency response of the FAPA effect.  Parameters were identical to those used 
in the three-state model in Figure 4. 
  The non-monotonic frequency response of the FAPA effect can be attributed to the 
modulation frequency being resonant with the intrinsic time scale of the dark state relaxation. On 
one hand, when the modulation frequency is too fast, the fraction of the population trapped in the 




a quasi-static limit. On the other hand, when the modulation frequency is too slow, the dark state 
population can essentially reach equilibrium with the excitation laser at any moment during the 
modulation cycle, which can be considered as a quasi-equilibrium limit. Thus the FAPA effect 
requires not only a pronounced dark state population but also its appropriate dynamics, this is 
illustrated in Figure 7.  
The physical origin of the FAPA effect can be understood as follows. When the 
modulation frequency of the excitation light is chosen to be resonant with the intrinsic time scale 
of the dark state relaxation, fluorophores can be driven into or out of long-lived dark states with a 
non-vanishing rate at any moment of the modulation cycle. Mechanistically, the rising half of the 
sine laser cycle not only generates fluorescence but also moves population into the dark state 
which needs some finite time (similar to the laser modulation period) to return back to the 
excitation-emission cycle. As a result of dark state hysteresis, the falling half of the sine laser 
cycle will excite relatively less population from the ground state and thus less fluorescence signal 
compared to the rising half the laser cycle. Such an imbalance eventually will skew the resulting 
fluorescence waveform and manifest itself as an apparent phase advance.  
 




Simulated time-dependent dark state populations (red) at 10 kHz (A), 500 kHz (B), and 10 MHz 
(C) laser modulation frequencies. Compared with the slow (A) and fast (C) limits where the 
population has time to “settle” and where the modulation is too fast, only the intermediate 
modulation frequency (B) creates a dark state population with both a sufficient modulation depth 
and an appreciable phase shift. 
         
2.3 Chemical sensitivity of the FAPA effect 
  The triplet state is often regarded as the gateway to various subsequent radical dark 
states formed through charge transfer from or to the environment [20, 22, 31]. Therefore, we 
next explore the consequence of promoting and suppressing triplet state population on the FAPA 
effect.  A series of chemical species such as heavy-atom iodide, mercaptoethanol, and nitroxide 
radical were used. 
         Due to the strong spin-orbit coupling arising from the heavy atom effect [16, 32], 
potassium iodide (KI) is known to accelerate otherwise forbidden and slow transitions between 
singlet and triplet states in both directions, from the excited singlet states to the lowest triplet 
state and from the lowest triplet state back to the ground electronic manifold. As shown in Figure 
4(A), adding KI into the FAD solution not only considerably decreases the absolute FAPA signal 
size but also shifts the modulation frequency peak from the original 400kHz to 500kHz-1.5MHz 
with increasing KI concentration. Based on the frequency response of the FAPA effect as 
understood in Figure 3, this “blue” shift in the peak of the modulation frequency implies that KI 




triplet state population trapping and therefore consistently account for the observed weaker 
FAPA effect of FAD upon adding KI.  
 Interestingly, the addition of KI is found to have an opposite effect on Rh6G solution. As 
shown in Figure 8(B), addition of KI results in a noticeable increase in the FAPA phase. We 
attribute this to the dominant effect of KI in accelerating the intersystem crossing rate from 
excited singlet states to the lowest triplet state and thus enhancing final triplet state buildup. 
Similar effect of KI on triplet state population in Rh6G has been previously observed using 
fluorescence correlation spectroscopy [32, 33]. 
We then test the effect of two other chemicals, beta-mercaptoethanol (BME) and 4-
hydroxy-2,2,6,6-tetramethylpiperidine 1-oxyl (TEMPO), respectively. Addition of BME to FAD 
solution is found to significantly suppress the FAPA effect, as observed in Figure 8 (C).  This is 
consistent with the fact that BME has commonly been used as a triplet state quencher in in vitro 
single-molecule spectroscopy and imaging [13, 34]. Being a stable free nitroxide radical, 
TEMPO can efficiently quench the triplet states of many molecules such as ketones and aromatic 
hydrocarbons [35]. As shown in Figure 8 (D), addition of 1mM TEMPO to FAD is found to 
decrease the FAPA signal and concurrently to shift the frequency peak by over 200 kHz towards 
higher frequencies, indicative of a shortening in triplet state lifetime. Addition of a higher 
amount of TEMPO, such as 20mM, completely quenches the FAPA signal. Taken together, all 
the tests of KI, BME and TEMPO support that the FAPA effect can indeed probe photophysical 





Figure 8. Chemical sensitivity of the FAPA effect. 
(A) FAPA curves of FAD without added KI (black) and with 1mM and 20mM of KI.  There is a 
pronounced decrease in the FAPA phase and a shift of the peak by more than 200 kHz with 
addition of 1 mM KI.  The addition of 20 mM KI decreases the FAPA phase even more and shifts 
the peak further to higher frequencies. This response is consistent with both a decrease in the 
dark state population and lifetime, respectively. (B) Response of the FAPA phase of Rh6G with 
added KI.  There is a progressive increase in the FAPA phase with added KI, interpreted as the 




driven by the strong spin-orbital coupling of KI. (C) FAPA frequency response for FAD without 
and with 2% BME (v/v).  The decrease in the FAPA phase is due to a reduction of the dark state 
population upon addition of BME, which is a known triplet quencher. (D) FAPA frequency 
response for FAD with added TEMPO.  As a stable free radical, TEMPO is known to quench the 
triplet state.  Addition of 1mM TEMPO to FAD decreases the phase and shifts the peak towards 
higher frequencies.  Addition of 20mM TEMPO essentially eliminates the FAPA effect and 
brings the absolute phase down to that of the excitation laser. In (A)-(D), a peak intensity of 600 
kW/cm2 of the 455nm laser is used at the focus.   
2.4 Additional experiments, simulations, and simulation details 
 A further set of experiments and simulations were performed to confirm, indeed, that the 
FAPA region in indeed, a unique subset of frequencies within the larger context of frequency-
domain lifetime methods.  Specifically, the positive phase shift region should indeed disappear 
and a phase lag, or negative phase, emerges as the modulation frequency is increased 
progressively above 1-2 MHz.  To verify this we performed further modulation frequency 
experiments to 3MHz and beyond on FAD, and our two classical dyes, R6G and FITC.  The 
main limitation was a particularly low-noise and stable pre-amplifier (Experimental Section), 
which begins to lose gain and roll off at frequencies close to and >5 MHz.  At higher modulation 
frequencies (> 2 MHz) of the excitation laser source, the FAPA effect should gradually vanish 
and the fluorescence trace should assume a negative phase (delay) with respect to the excitation 
laser because of fluorescence lifetime.  To test this, we performed modulation frequency 
dependence experiments from 0.1 to 3 MHz on FAD, Rh6G, and FITC, in order to capture a 
more complete picture. The FAD numerical parameters used for the simulations in Figure 10B 




excitation, fluorescence emission rate, kEG= 250 µs-1 , intersystem crossing rate kED = 24 µs-1 and 
a dark state relaxation rate of kDG = 2 µs-1, as were used in the earlier simulations at lower 
modulation frequencies in the heart of the FAPA region. Refer to Figure 4 for guidance on the 
subscripts, where G is the ground state, E the first excited singlet state, and D the dark state.  In 
our case, however, the triplet state is the primary dark state. 
To depict the dynamic population distribution of fluorescent molecules in a three 
electronic level (ground state, excited state and dark state), a scheme as in Figure 4 is used.  
When excited by a sinusoidally modulated laser, we used the following system of ordinary 
differential equations: 
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where NG(t), NE(t), ND(t) are the time-dependent probability of a fluorescent molecule in the 
ground state, first singlet state and the dark state, respectively, at a certain time t. When the 
excitation laser was sinusoidally modulated, the rate constant for the excitation process was 
1))(sin(2GE +tk piω , while EGk , EDk , DGk  are rate constants for the other three processes shown 
in the diagram above.       
 Solving the system of differential equations leads to the final second-order ordinary 
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As far as we know, there is no closed-form analytical solution to the above equation, (equation 
5). At best, one might be able to express the solution as a power series, which would not be 
particularly appealing to us.  As a result, we decided to perform direct numerical simulations 
based on the system of differential equations (1-4). 
 
 
Figure 9.  FAPA response at higher frequencies from 1-3MHz. 
(a) Experimental and (b) simulated modulation frequency dependence to 3 MHz and beyond.  (a) 
For FAD, Rh6G, and FITC the positive, FAPA phase regime does, indeed, turnover to a negative 
phase, or standard phase lag as expected from phase fluorometry.  At a frequency around 2.7 
MHz the phase of FAD turns negative, while doing so at 1.5 and 1.2 MHz for FITC and Rh6G, 
respectively.  As the modulation frequency increases the negative phase turnover indicates that 




fluorometry picture. (b) Simulation of FAD frequency response to >3 MHz, there is a non-
monotonic response followed by a decrease in the FAPA effect and eventually a turnover to 
negative phase (as in conventional phase fluorometry), as in experiments. 
 
Figure 10. FAPA simulation from 0-100 MHz. 
Simulation of the modulation frequency response of FAD from 0-100 MHz. There is a gradual 
decrease in the phase until the phase is significantly behind the excitation laser by ~ 90 degrees, 
as expected from conventional phase fluorometry.  
We note that several fluorescence techniques have been developed to study dark states.  
Fluorescence correlation spectroscopy (FCS) has been proven to be a powerful technique for this 




approach whereas FCS is a time-domain single-molecule technique. Thus, the acquisition of the 
FAPA signal, which can be achieved at a millisecond timescale, would be much faster than the 
building up of an autocorrelation function in FCS, which normally requires 10~100 seconds. 
Most recently, Widengren and coworkers have developed interesting schemes to analyze how the 
time-averaged fluorescence intensity changes under different laser modulation sequences such as 
varying pulse widths and heights [27, 30]. In comparison, FAPA is fundamentally a phase 
fluorometric approach, which could quickly produce a single parameter readout thanks to the 
phase-sensitive detection capability of the dual-phase lock-in amplifier.   
It is important to note that the FAPA effect, in a physical sense, isn’t just a phase shift.  
The lock-in amplifier “sees” the average of several thousand cycles (~1ms time constant for ~102 
kHz modulation cycle) and registers the skewed fluorescence curve as having a positive phase 
when compared to the laser reference.  The presence of dark state population being dynamically 
driven in and out of the dark state on the order of the modulation cycle distorts and skews the 
fluorescence in ways that it isn’t a simple, clean, “copy” of the modulation trace, just shifted 
ahead of the excitation with a positive phase.  The fluorescence response is skewed ahead of the 
laser because of rapid build up in the dark state and the fact that when the laser cycle turns over 
from its peak, the laser “sees” less population to excite to the bright state due to dark state 
trapping.  A very high-end oscilloscope and spectrum analyzer can be used to further analyze 
these effects.  We note that the FAPA region is a small region when compared to the overall 
fluorescence lifetime picture that has presumably been overlooked the last 50 or so years!  FAPA 




We note that the FAPA effect is more than just a phase shift, although that is what the 
lock-in amplifier computes and registers it.  Further work could use high-end oscilloscopes and 
spectrum analyzers to record the higher harmonics and a fuller picture of the FAPA response.  In 
fact, these techniques could be used for super-resolution and for teasing out even more physical 
information about dark states, their dynamics, and properties. 
The experiments were all configured around a home-built confocal microscope consisting 
of an Olympus IX71 body.  Several objectives were tried including the Olympus 20X 0.75 NA 
air UplanSApo, the 60x 1.2 NA water UplanSApo, and a 100X, 1.3 N.A. Olympus oil lens, all 
were satisfactory for FAPA, especially a 100X 1.45 NA oil UPlasApo on loan, however, overall, 
the 60x 1.2NA water was a great lens for FAPA, and from the authors prior experience, for 
Raman, CARS, Stimulated Raman, two-photon, and other nonlinear techniques.  The P.M.T. was 
simply mounted at the Olympus microscope side-port image plane on a high-end Newport XYZ 
stage for careful control of the PMT position.  Because our human eye is sensitive to changes, 
one helpful trick was to modulate the laser, say at ~300kHz and then use a solution of fluorescein 
to “see” the confocal fluorescence, which is also modulated, after the pinhole, on the PMT.  
Then, once the fluorescence is seen, the PMT can be carefully adjusted to find the confocal 
position.  We also note, once you get better at finding the confocal position, you notice that the 
FAPA effect, itself, is sensitive to the confocal pinhole alignment and could also be used as a 
check for finding the optimal PMT position.  This is easiest with a high-FAPA fluorophore such 
as FAD.  One unfortunate fact is that diode lasers such as the Coherent Cube lasers can be 
directly modulated with analog control, but only up to ~350kHz, right near the edge of peak 
FAPA response. AOMs and/or EOMs or other modulators must be used, in this case, we used an 




spatial filter in free space, with a ~15µM pinhole and a tight focus.  A tight focal spot of ~50µM 
is best for the AOM used in our work.  A ~50mm achromat was used to tightly focus the incident 
laser onto the AOM.  It is also important to expand the beam, but only once, if possible, with the 
AOM in the center of the beam-expanding telescope, if the mode is of sufficient quality.  Using 
two telescopes isn’t advised as it becomes harder to align and can introduce optical aberrations.  
The confocal pinhole alignment is critical.  Fortunately Thor Labs sells a dark cube appropriate 
for Hamamatsu side-on PMTs that can be bolted onto an appropriately high-end three-
dimensional manual stage for PMT positioning.  Use a black-and-white analog monitor, that can 
be inexpensive (~$100) and purchased from security systems vendors, to look at the quality of 
the diffraction pattern and “lobes” produced by the laser beam at the water/glass or air/glass 
interface at the bottom and top of a coverslip, also ensure the beam is centered.  Use high-end 
laser-grade dichroic beampslitters in the microscope filter turret, such as from Semrock or 
Chroma and verify that the mode looks good after the dichroic.  Minimize RF cable distances, 
use high-end cables, and minimize the use of RF “tees,” and splitters.  Shield the PMT power 
supply and gain control in a nice, aluminum RF-shielded box, such as those from Pomona.  Try 
to use the modulated laser itself as a reference.  Also, in FAPA and lifetime measurements, 
carefully determine the laser “zero” where your sample will be.  Use a reflective solution, or a 
water drop without the long-pass fluorescence filter before the PMT, where your sample would 
be, to find the phase due to the instrument optics and electronics.  This has to be done with the 




2.5 Potential application to imaging 
 
 
Figure 11. First FAPA image. 
 Images based on fluorescence intensity (A) and fluorescence phase (B) from a sample 
made of 20µM FAD solution (at right side) and 20µM FAD + 20mM KI solution (at left side) of 




100 pixels with a pixel dwell time of 3 ms. A peak intensity of 600 kW/cm2 of 455nm laser 
sinusoidally modulated at 400 kHz was at the focus and a time constant of 3 ms was used for the 
lock-in amplifier. The coverslip gives a near-zero fluorescence intensity which results in phase 
overflow at the lock-in amplifier.  While the addition of 20 mM KI into FAD increases the time-
averaged fluorescence intensity as seen in (A), it significantly reduces the FAPA effect as shown 
by the much lower phase in (B). 
Finally, as shown in Figure 9, we demonstrate the possibility of microscopic imaging 
with the FAPA effect as a contrast mechanism, to emphasize that FAPA signal could serve as a 
fast and straightforward reporter on dark states dynamics which are otherwise difficult to probe. 
We believe that FAPA-based microscopy is interesting because dark states can sense local 
environments differently than fluorescent excited singlet states. For example, the fluorescence 
intensity (Figure 9(a)) and phase (Figure 9(b)) images display opposite contrasts between FAD 
and FAD/KI solutions. Besides, it is known that physicochemical properties such as the magnetic 
field [36] or the oxygen concentration [37] have much stronger interactions with dark states than 
with fluorescent bright states. The present report lays a spectroscopy foundation for dark state 
sensing and imaging in biological samples, considering the universal abundance of endogenous 
flavin proteins inside cells and tissues. 
2.6 Construction of the FAPA apparatus 
 The frequency-domain phase fluorometry experimental setup is shown in Figure 1(A). A 
445nm diode laser (Cube 445-50, Coherent) is used as the excitation source on a home-built 
confocal microscope. The output of the laser is intensity modulated by an acousto-optic 




AFG3102) provides a sinusoidal RF waveform to the AOM driver which imparts an intensity 
modulation with a high modulation depth (>90%) to the undiffracted zeroth-order laser beam. 
Adjustable modulation frequencies from 50 kHz to 2 MHz are used in this study. The modulated 
beam is spatially filtered, expanded, collimated and sent into an inverted microscope body 
(Olympus IX71). A laser dichroic mirror (FF458, Semrock) reflects the excitation light into a 
water immersion objective lens (Olympus UPlanSApo, 60x, 1.2NA). The same objective collects 
the epi-fluorescence signal which is directed to the microscope’s primary image plane. A 50µm 
pinhole in front of the photomultiplier tube (PMT, Hamamatsu R9110) ensures confocality and 
defines the sample probe volume. A fluorescence filter was used in front of the PMT to reject the 
fundamental laser light.  
The PMT signal is first amplified by a wide-bandwidth (up to 5 MHz) preamplifier 
(C7950, Hamamatsu) and is then sent to a dual-phase RF lock-in amplifier (SR844, Stanford 
Research Systems) with 50 Ω termination without any further electronic processing. A portion of 
the modulated laser light is reflected onto a photodiode (DET36A, ThorLabs) which provides the 
reference signal to the lock-in. The phase difference between the fluorescence signal and the 
reference, θ, is directly calculated by the lock-in amplifier and recorded. The fundamental laser 
light reflected from a sample coverslip was set as the absolute phase zero for all consequent 
measurements. To acquire images, the sample is moved by a closed-loop piezo stage (P-
545.2R7, Physik Instrumente) in a raster pattern. A home-written LabVIEW program is used to 
control the stage scanning and to form images via a data acquisition card (PCI-6259, National 




 FAD, Rh6G, FITC, KI, BME and TEMPO were obtained from commercial sources 
(Sigma Aldrich) with highest purity and used without further purification. FAD was dissolved in 
100mM phosphate buffered saline (pH 7.4) and diluted to 20µM concentration. Rh6G was 
prepared as a 1mM stock solution in DMSO and diluted in ultrapure water to 1µM. FITC was 
prepared in 100mM TRIS buffer (pH 8.0) and diluted to 2 µM. All samples were sealed in 
imaging spacers (Grace Biolabs) between two glass coverslips. 
 The simulations were performed with Matlab using a time step (i.e., the time interval to 
update the probabilities) of 0.1 ns which is much smaller than any of the transition rate constants.  
Based on the simulated fluorescence trace, both the in-phase (X) and out-of-phase (Y) 
components (relative to the excitation can be computed and the phase difference is: 
)arctan( XY≡θ
 
This method of computing the phase analogous to what our commercial lock-in amplifier does in 
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Chapter 3  
FAPA Imaging and Transmission-Mode FAPA Spectroscopy 
3.1 Introduction 
 Fluorescence, in use in many forms of microscopy, such as in widefield fluorescence 
imaging, confocal laser scanning microscopy, two photon microscopy, TIRF, single molecule 
imaging, super-resolution microscopy, and in other microscopic imaging techniques has become 
an indispensable tool for imaging of biological samples and materials [1-6].  Fluorescence 
microscopy benefits from high sensitivity, good spatial resolution, and high molecular 
specificity.  Fluorescence microscopy relies exclusively on the spatial mapping of the intensity of 
the fluorescence of the bright first excited singlet (S1) state of when excited from the ground 
singlet state (S0) by coherent or incoherent radiation.  There has also been rapid growth and 
development in fluorescence lifetime imaging microscopy, which provides additional and 
complementary information to fluorescence intensity imaging.  However, every time a 
fluorescence experiment is performed a portion of the population in the photocycle is shifted into 
dark states, even though these states are not addressed in the overwhelming majority of 
microscopy experiments.   
Dark states are ubiquitous to nearly all fluorophores, the triplet state (T1) being the most 
common.  The triplet state is a gateway to other dark states, such as photo-oxidized, photo-
isomerized and other states.  A key property of the triplet state is its significantly longer lifetime 
compared to the first excited state, typically on the order of a few microseconds to as long as a 




only a few nanoseconds (ns) long.  Because of this longer persistence the triplet state holds 
promise as a sensitive reporter of the local microenvironment.   
Every fluorophore, even fluorophores optimized for fluorescence imaging and detection, 
have non-vanishing intersystem crossing rates to the triplet state.  Considerable efforts have been 
put into minimizing the intersystem crossing rate, and today’s “good” dyes, marked by high 
photostability and brightness, have intersystem crossing rates around 1% or less.  Quantum dot 
photoblinking stimulated interest in dark states, otherwise excellent investigation of the dark 
state has been undertaken, the amount of work is very limited [7, 8]. Dark states have been 
avoided as an active area of investigation, and instead treated as merely a problem that 
complicates fluorescence imaging and detections as they are relatively difficult to probe, reduce 
fluorescence intensity. Considerable efforts have been put into using combinations of known 
triplet quenchers [9, 10] to minimize photo-blinking and triplet state population.  
Recent developments in super-resolution imaging have brought renewed interest into 
dark states. Several techniques such as photo-activated localization microscopy (PALM), 
stochastic optical reconstruction microscopy (PALM), ground state depletion imaging 
microscopy (GSDIM) [12, 13] and others use photo-switching into and out of dark states as a 
basis for super-resolution imaging.  In addition, fundamental studies on photobleaching of single 
fluorophores and semiconductor nanoparticles, and photoswitchable fluorescent proteins have 
contributed to increasing interest in dark states [14, 15]. 
FCS is a powerful technique to investigate dark state population and dynamics but is 
essentially a single-point tool that requires the building up of a correlation curve on the order of 




could potentially be of use.  In a previous report we presented a spectroscopic foundation for 
what we called the fluorescence anomalous phase advance (FAPA) effect [16].  In brief, FAPA 
is a phase fluorometry lifetime measurement technique in which a laser is sinusoidally 
modulated at frequencies that are in the range of the inverse of the dark state lifetime(s) 
(~100kHz – 1MHz).  What is novel about the FAPA effect is that the fluorescence signal appears 
as if it has come “ahead” of the excitation laser.  This effect results from an asymmetric 
distortion of the fluorescence signal as a result of the dynamic population and depopulation of 
the dark state within a laser cycle as the laser modulation frequency approaches “resonance” with 
that of the inverse of the dark state lifetime.  Through various tests such as power dependence, 
frequency response, and the effect of known chemical quenchers and promoters of the triplet 
state on the FAPA signal, we confirmed that the FAPA effect is indeed a sensitive reporter on 
dark state dynamics [16].   
In this chapter the FAPA effect is presented as a potentially useful imaging technique of 
the spatial variance of dark state population and dynamics.  The FAPA signal can serve as a fast 
and direct reporter of the spatial variation of dark state dynamics since the FAPA signal is a 
simple and direct reporter that consists of a single parameter directly recorded from the phase 
output of a lock-in amplifier.  An AOM driven by simple sinusoidal waveforms and a 
commercially available lock-in amplifier are all that is required to adapt a laser-scanning or 
stage-scanning confocal instrument into a FAPA capable microscope.  
 Although fluorophores with larger intersystem crossing rates give more pronounced 
FAPA effects, even dyes with relatively low intersystem crossing (~1%) give observed FAPA 




Based on our previous spectroscopy measurements, we observed that FAD has a FAPA 
phase shift close to 10° at a modulation frequency of 400kHz, whereas FITC has a phase of ~ 3° 
and Rh6G has a phase of ~1°, similar to their intersystem crossing rates of ~10%, 3%, and 1%, 
respectively.  
To demonstrate the imaging capabilities of FAPA, including its ability to report dark state 
dynamics, our first images consisted of a home-made imaging chamber.  A number 0 (~100uM) 
thick glass coverslip slide was bonded by UV epoxy between 
 As a first experiment we injected a solution of 20 µM FAD into a ~1% agarose gel 
embedded with bright, commercially available 1µM fluorescent polystyrene microspheres 
(Invitrogen, Yellow-Green).  The microspheres are filled with a very bright dye optimized for 
traditional intensity imaging and flow cytometry, as a result they possess high photostability and 
should have low levels of intersystem crossing and photoswitching, and therefore a far lower 
FAPA phase than that of FAD.  As presented in Fig 1., using our home-built sample-scanning 
confocal microscope adapted for FAPA imaging, the intensity image is as expected, the very 
bright fluorescent microspheres appear on a weaker background of FAD fluorescence.  However, 
in the FAPA image the significantly higher phase shift of FAD appears as a larger signal and the 
bright beads are essentially dark due to their very low intersystem crossing. 
Recently another technique, TRAST imaging, has been proposed to monitor dark state 
dynamics [17]. In TRAST imaging, a laser is modulated either directly by an AOM or virtually 
by changing the scan speed on a laser scanning confocal.  In the laser-scanning confocal case an 
image is taken a fast rate (faster than the triplet relaxation time) and at a slow rate (longer than 




ratio image between the slow and fast scan is used to form an image reporting on differences in 
dark state populations.  Similarly, intensity modulated lasers of different frequencies but similar 
duty cycle are used to perform TRAST imaging, also by taking a ratio image, although non-
uniform illumination and other effects must be carefully taken into consideration.  This is 
different than FAPA, where the lock-in amplifier directly computes the FAPA phase shift from 
the bright fluorescence trace over thousands of cycles on the order of milliseconds.  There is no 
need to devise complicated excitation schemes or take ratio images; the single-number FAPA 
phase shift is used to build up the image, pixel by pixel. One number per pixel is used to form the 
image and images can easily be obtained with lock-in time constants on the order of ~1ms per 
pixel. The lock-in provides both the intensity and FAPA image simultaneously; therefore FAPA 
can easily be used to provide a simultaneous, in parallel, imaging capability with more 
information. 
A molecule in an electronically excited fluorescent state (usually the first excited state 
due to rapid (ps) decay down to this state) has many different independent pathways in which 
energy can be lost.  Each pathway is independent, has its own rate, is environmentally sensitive 
and competes with the other rates, such as fluorescence.   It is important to note that each 
pathway, such as fluorescence, photo-isomerization, intersystem crossing, etc. is sensitive to the 
environment in its own, particular way and this environmental sensitivity is different from the 
other pathways.  The measured lifetime (which is the inverse of the fluorescence rate) is the sum 
of all the measured de-excitation rates.  Each de-excitation pathway, with its unique, 
environmentally-sensitive rate of decay, competes with fluorescence and all rates independently 
decay in parallel.    It is important to note that within the measured fluorescence lifetime all rates 




solely on the rate of fluorescence but on all the rates of decay from all the pathways of de-
excitation that affect the fluorescence rate. 
3.2 FAPA imaging 
 
Figure 12.  FAPA fluorescent microsphere image. 
In this figure scans were taken, at 50 and 5 µM-sized field-of-views of commercial, ~3µm 
diameter, dye-filled fluorescent microspheres loaded at ~1% v/v in a ~10µM solution of FAD-
infused agarose gel.  This was the first test of FAPA as a potential imaging technique.  For each 
frame (a-d), the leftmost channel is the fluorescence intensity channel, where the bead is bright 
as it should be for these commercial beads, which are specially engineered for fluorescence 
brightness.  The frame on the right for (a-d) is the phase image. As expected, the FAD-rich 
agarose gel is brighter (has a significantly more positive phase) and the beads, which are loaded 
with, presumably, a “good” dye with lower intersystem crossing, are darker and hence have a 





Figure 13. Schistosomiasis of lung confocal and FAPA image. 
In the schistosomiasis of lung sample above, the phase image (right) provides a richer contrast 
and has differences in intensity that are more localized that that of the intensity image. 
 




In the stained section of vaginal tissue confocal image above, a similar contrast is observed 
between the fluorescence intensity image (left) and phase image (right).  Specifically the phase 
image highlights specific features, interfaces and bodies. 
 
Figure 15.  Net FAPA lung cancer image.  
In the lung cancer intensity (left) and corrected phase (right) the intensity and phase highlight 
different features and display different contrast.  It is important to correct the phase for the 
instrument response.  The positive FAPA phase advance observed in the phase image above is 
with respect to the laser and indicates the magnitude of the FAPA phase advance at each pixel.  
Only the small, cancerous bodies display a positive FAPA phase advance. 
 Considering the widespread presence of FAD in cells and tissues, in addition to its 
demonstrated importance in metabolism and use as a metabolic monitor [18, 19].  FAPA 
imaging, in particular its sensitivity to FAD due to the high intersystem crossing rate in FAD and 
and subsequently, its greater sensitivity to the dark-state-dynamics of FAD, may report on local 




factors such as oxygen concentration, the presence of specific ions, magnetic fields, and other 
factors.  FAPA could complement existing fluorescence lifetime-based approaches for the 
monitoring of the intrinsic fluorescence of FAD for metabolic monitoring and determination of 
the metabolic state in healthy and pathological tissues [20].  Under certain conditions FAPA 
imaging of FAD may compliment or add additional insight to fluorescence lifetime 
measurements of pathological tissue sections.  For example, considering the significance of 
hypoxia in cancer [21] and the fact that molecular oxygen, which is a highly efficient triplet 
quencher since it is in the triplet state in its ground state and present at a high level of ~5mM in 
tissue, the relative lack of oxygen may lead to significantly higher FAPA phase signals in 
cancerous tissue marked by hypoxia and in hypoxic regions.  
 Considering the fact that triplet imaging has already been demonstrated for monitoring 
oxygen consumption of a contracting smooth muscle cell [19], and that fluorescence lifetime 
imaging of FAD and NAD(H) techniques have been used to study cancer in stained tissue 
sections and in vivo  [22, 23], FAPA may have potential use in tissue imaging.  We have already 
demonstrated that FAPA is suitable for high-resolution imaging of a variety of basic samples 
from small fluorescent microspheres in agarose to stained tissue sections.  Using FAPA’s known 
sensitivity to FAD, FAPA could complement the existing body of work on metabolic monitoring 
and cancerous/pathological tissue imaging, and maybe lead to new insights.  We have already 
performed preliminary experiments on fresh sections of mouse liver and brain and have 
confirmed that there is observable FAD fluorescence with modest 445nm excitation power, 
suitable for FAPA work with proper care.  We leave it to future investigators that would like to 





3.3 FAPA Transmission Experiments 
In certain cases fluorescence may be difficult to detect or undetectable because of the 
predominance of non-radiative decay processes over fluorescence.  Other factors may also favor 
a transmission geometry over a confocal fluorescence configuration, for example, such as when 
examining very thin sections, or studying samples with chromophores that are non-fluorescent or 
very weakly fluorescent.  In fact, out of the vast numbers of chromophores in nature (absorb 
light), only a very small percentage are fluorophores, that emit light when excited by light. 
Rose Bengal is a classic dye with a very high non-radiative decay rate (close to ~98% of 
the energy in the first excited state is lost) in aqueous solution.  Rose Bengal has been used for 
tissue engineering and has had its dark state dynamics harnessed for enhancing fluorescence 
brightness and fluorescence imaging sensitivity in a technique called SAFIRe microscopy [24, 
25]. Fluorescence is very weak and short-lived and somewhat difficult to detect.  In that case, 
Rose Bengal is an ideal dye to test FAPA in a transmission geometry on.  
In brief, a thin layer of Rose Bengal, FAD, and RH6G were sandwiched between two 1.5 
coverslips in a ~120 micron double-sided imaging spacer tape. A high NA water lens, 60x 
1.2NA water, Olympus, UPlanSApo and a high-NA (1.4 NA) oil condenser was used to 
collected as much of the incident laser light and focus onto a large-area photodiode (Thor Labs 
PD 36A). This photodiode responds well at the lower frequencies (50kHz – 1MHz) used in 
FAPA imaging and spectroscopy and has a variable gain (which may distort the signal and isn’t 
recommended at higher modulation frequencies).  The experimental configuration is illustrated 





Figure 16.  Schematic of the experimental configuration for transmission FAPA measurements. 
As expected from their intersystem crossing rates in aqueous solution of (~98%, ~10%, 
and ~1%), Rose Bengal, FAD and Rh6G display the following trend: Rose Bengal, most positive 
phase, FAD an intermediate positive phase, and Rh6G the smallest, but, nevertheless, consistent 








Figure 17.  FAPA signals from Rh6G and Rose Bengal in transmission. 
FAPA phase advance of Rh6G and Rose Bengal, compared to the laser phase over 10 averages 
at 100ms and at a 500kHz sinusoidal modulation frequency.  Rose Bengal, as expected displays 
the largest positive phase advance.  Improvements can be made in signal collection and the 
author expects a larger phase advance in transmission mode to eventually be found for Rose 
Bengal, with its known large intersystem crossing rate. 
Additional experiments confirm that FAPA in transmission mode can sense the reduction 
of the dark state population and dynamics of FAD with addition of 20mM and 50mM KI, 
demonstrated by reduction of a small, positive phase advance for FAD to a negative phase (phase 
lag), with addition of 20mM and 50mM KI.  All measurements were at 500kHz.  This data (not 
shown) was simply a preliminary test.  The author leaves it to future workers to continue FAPA 
transmission-mode experiments, noting that condenser alignment and capturing as much of the 





  Environmental tests were also performed.  From this simple experiment the FAPA 
effect was observed and confirmed in transmission, which could potentially be useful in studying 
non-fluorescent chromophores or other species with very weak or vanishing fluorescence.  
Recently there has been a surge of interest in sensitive methods (down to the single molecule 
level) to study non-fluorescent chromophores or weakly fluorescent fluorophores, including: 
direct absorption [26], photothermal imaging, [27, 28] ground state depletion techniques [29], 
and stimulated emission [30].  This work may pave the way towards imaging of DNA bases, 
heme proteins, and a wide variety of non- or weakly-fluorescent small-molecules important in 
biology, or other important biomolecules that are too small to label.  Similarly, the FAPA effect 
could potentially be used for imaging the dark state dynamics of non-fluorescent chromophores 
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Home-Made Frequency-Domain FLIM Microscope 
4.1 Introduction and Overview 
 Fluorescence lifetime imaging microscopy (FLIM) is a new microscopic imaging method 
that has developed very rapidly over the last twenty years.  FLIM is a rapidly developing field 
with a growing number of applications in cell biology, biophysics, materials science and 
biomedicine [1, 2].  The fluorescence lifetime is a reporter on the local environment because of 
its dependence on environmentally-dependent relaxation pathways that affect the fluorescence 
rate, the inverse of which is the fluorescence lifetime.  Unlike intensity measurements, the 
fluorescence lifetime is relatively independent from factors such as the fluorophore 
concentration, excitation wavelength, and excitation intensity.  The relative independence of the 
fluorescence lifetime from experimental parameters that can greatly affect the fluorescence 
intensity is an inherent benefit of fluorescence lifetime imaging that is useful for quantitative 
imaging studies and also as a control.  In tissue and other complex material samples the 
fluorophore concentration isn’t well-controlled, can be very heterogeneous and the local micro-
environment can be very diverse.  In many cases scientists are very interested in studying 
molecular interactions, molecular properties, and molecular behavior in small regions in 
materials, cells, and tissue where the fluorophore concentrations can’t be well controlled or are 
unknown.  Of further interest are what effects, if any, can radically different environments have 
on bio-molecular function.  The independence of the fluorescence lifetimes on the local 





 As stated in the introduction, fluorescence competes with non-fluorescent energy-loss 
channels such as photo-isomerization and subsequent non-radiative decay, intersystem crossing, 
internal conversion, and other pathways that are influenced by the environment.  The energy-loss 
pathways can sometimes be very sensitive to the local environment.   Harnessing the ability of 
specific fluorophores that are very sensitive to certain environmental parameters such as 
viscosity, polarity, hydrophobic environment, etc., and then using those fluorophores to serve as 
sensors of the nanoscale environment surrounding them would be of potential use.  A careful 
consideration of the fluorophore properties must be undertaken for successful micro-
environmental FLIM measurements.  The fluorophore must possess good optical properties for 
FLIM (acceptable quantum yield, absorption cross section, compatibility with available light 
sources, etc). More importantly, the fluorophore must possess a specific, environmentally-
sensitive energy-loss process or set of processes that directly affects the fluorescence lifetime. 
Furthermore, it would be of benefit to have a method to target the chosen, environmentally-
sensitive fluorophore to specific cellular organelles or key biochemical processes. This is the 
primary motivation of the FLIM microscopy work in this thesis.  After a brief discussion of 
frequency domain FLIM theory, instrumentation and our experimental apparatus, the work on 
genetically-encoded fluorescence lifetime sensing of local micro-environments will be presented 
in Chapter 5.   
 There are two approaches for fluorescence lifetime measurement: frequency-domain and 
time domain.  There are many excellent references spanning several decades on the newer 
(compared to frequency domain methods) time-domain approach to fluorescence lifetime 
measurements [3], so only a brief discussion will be presented here.   A complete frequency 




and there are also many excellent references providing the history, experimental methods, and 
scientific applications of frequency-domain fluorescence lifetime spectroscopy and imaging [2, 
4, 5, 6].  For an excellent and highly technical early reference with insights that apply to any 
modern frequency domain lifetime measurement, refer to [7].  Frequency, or harmonic, 
techniques have provided precise measurements of fluorescence lifetimes starting from one-
dimensional cuvette-type experiments to wide-field microscopy over 50 years.  A frequency-
domain approach was used in the measurements here due to compatibility with existing 
instrumentation from the FAPA project.  A very brief description of historical developments in 
frequency domain fluorescence lifetime measurement instrumentation will be followed with a 
description of the apparatus used in this work.  Also, a very short description of confocal 
microscopy with the adaptation of our unique lifetime measurement approach to a home-made 
confocal scanning microscope will also be presented. 
 A sample may consist of fluorophore(s) with multiple lifetimes.  A short-pulse is treated 
as a delta function impulse.  In reality, there is no pure delta function pulse source.  However, 
since the development of the mode-locked Ti:Sapphire laser in 1991 [8], commercial ultrafast 
solid-state sources, while still expensive (~$100k+, although far more affordable sources at 
lower powers and, especially, at telecom wavelengths, are now available) [9], have become fairly 
robust sources of ~100fs pulses from ~780-1080 nm with high average powers (>1W).  
Compared to typical fluorescence lifetimes (~ few 10-9 s) a 100fs (10-13 s) ultrashort laser pulse 
can be treated as a delta function impulse excitation source.  More recently, visible picosecond 
(10-12s) solid-state pulsed lasers in the blue have been developed for FLIM applications 
(picoQuant); these sources are significantly less expensive, low footprint, and commercially 




  It is also noted, that ultrafast, mode-locked pulse sources, in addition to their tunability, 
two-photon tissue imaging capabilities, and their time-resolved fluorescence lifetime imaging 
capabilities, can also be used for frequency domain measurements.  High-repetition rate ultrafast 
pulse mode-locked laser sources contain  a wide distribution of excitation modulation 
frequencies in their pulse trains, up to very high levels in the GHz region, a fact the author has 
previously used for tightly synchronizing two ultrafast mode-locked pulse trains for CARS 
microscopy at the fundamental frequency, f = 76MHz and at high harmonics in the GHz region. 
4.2 Basic Theoretical Foundations 
 Starting with the most general scenario of a sample consisting of multiple lifetime 
components, the fluorescence after excitation with a delta function-like short pulse can described 
a series of several exponentially decaying lifetime components. 
 = 	 ! 	
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 In this very intuitive picture the fluorescence response is simply a sum of several 
exponentially decaying lifetime components τi with a fractional amplitude for each lifetime 
component, τi , determined by the simple relation ai = ci × ɛi × (1/τi*), where ai is the fractional 
amplitude (similar to a percentage), ɛi the extinction coefficient, and τi* the intrinsic, or natural 
lifetime of the fluorophore, which is independent of the environment, determined from first 
principles, and is not measured in an actual experiment [2].  
 In a frequency-domain measurement a sample is typically excited with sinusoidally-
modulated light.  Starting from the fundamental description of the excitation light and then 




be extracted is then presented.  Sinusoidal modulation at frequencies comparable to the inverse 
of the lifetime(s) of interest has been and is still by far the most commonly used method to 
measure fluorescence lifetime(s) in phase fluorometry.  In principle, however, any periodic 
waveform can be used.  In addition, the commonly available Ti:Sapphire sources have 
frequencies typically around 76 MHz (or a pulse every ~12.6 ns, enough time for all but the very 
longest-lifetime chemical fluorophores to relax down from the first excited state).   Harmonics of 
the ultrafast laser sources have also been successfully used in phase fluorometry , in addition to 
pump-probe techniques using  two short-pulse lasers (~100ps, and ~10ps) to measure the 
fluorescence lifetime [11, 12]. 
 The modulated laser light, either from a high repetition-rate ultrafast laser pulse train or a 
repeating wave from a modulated CW laser source with a frequency, f, and period, T, can be 
represented as a Fourier series: 





Each frequency component, ω, is described by. 
", = 	 1& "(#)%##  
The description of "# as a series of frequency components '  oscillating with phase ( and a 
DC average component ", is the most general description of the excitation light source, whether 




directly-modulated LED or other source.  E0 is essentially an average of the modulated excitation 
light over long times and is constant, since the high-frequency oscillation averages out.  Each 
component is a simple electromagnetic field amplitude oscillating at a specific frequency,'	, 
with a corresponding phase, (. Typically the excitation frequency, ', is chosen to provide a 
significant phase delay depending on the lifetime(s) of interest.  Although modulation 
frequencies from 10 MHz to 100 MHz will work with almost all fluorophores, the phase lag may 
be small at lower frequencies for shorter-lifetime fluorophores.  At around 50MHz, the 
modulation frequency used for most lifetime measurements in this work, the phase shifts are 
acceptable, (>10°) for most of the fluorophores used.  ", The Fourier series is an infinite series 
that includes the fundamental excitation frequency, this is the frequency, for example, at which 
we tell the function generator to generate an excitation sine wave (ω = 2π/T) that drives the 
AOM transducer, which then imparts a modulation to the light through scattering off of a 
travelling acoustic wave in the AOM crystal.    Ideally, we use a pure sinusoidal modulation of 
the excitation intensity for phase fluorometry.  Modern instruments such as a fast arbitrary 
waveform generator driving an electro-optic modulator can generate sinusoidal waveforms at 
close to 100% modulation depth and over broad frequencies and at up to 200MHz.  Acousto-
optic modulators and direct driving of laser diodes can generate square pulses and other arbitrary 
forms.  Arbitrary waveforms, especially steep rectangular waveforms, will have many terms in 
their Fourier series representation at overtones of the fundamental driving frequency (' = nω, 
|n| > 1, where n = 1 is the fundamental driving frequency).   
 The fluorescence response after excitation by sinusoidally-modulated light, arbitrary 









After describing this relation in more detail, I would like to highlight key features of E(t) and 
F(t) that are of importance both to this work and potential future work in optical microscopy.  
The fluorescence trace F(t) has a magnitude that is typically reduced by a parameter, Q, which is 
essentially a correction factor accounting for microscope and instrumentation losses, Q is always 
less than unity (Q < 1).  Briefly, an objective lens, even a high-NA objective lens, typically 
collects no more than approximately 34% of the isotropically-emitted fluorescence.  Further 
losses due to optical elements in the microscope, dichroic filters, bandpass filters and  other 
optical elements (for example, even the best, modern filters have >90% transmission in the 
passband, but still lose  ~10% of the precious signal), and finally, the quantum efficiency of the 
detector (also >90% over specific spectral ranges for the best EMCCD chips, but far less for 
faster PMTs, around ~10-20%) lead to a loss of around 90% of the signal, reflected in a Q of 
approximately (0.1 to 0.2), or, at best only 10-20% of the emitted fluorescence photons are 
detected.  Losses at the microscope objective and detector are by far the biggest sources of loss, 
overall. Q can also account for other experimental factors depending on the system optics, 
electronics, and losses.   F0 is connected to the excitation amplitude and the fractional amplitude 
of the n lifetime component(s) present in the sample of interest. 
) = " ∙- ∙ 
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The fluorescence signal, F(t), above oscillates at the drive frequency, ω1, but also at higher 




instrumentation according to (& − (.  This last relation is important in our experiments.  F(t) 
represents the fluorescence that is collected at each pixel and is the basis for our FLIM 
experiments and subsequent determination of the fluorescence lifetime.  The measured phase lag 
from the excitation is represented as: 
.' = 	.( −. 
Where () is the measured phase of the fluorescence, collected pixel-by-pixel in an imaging 
application.  The phase due to the instrumentation from the electronics and optics, (typically 
measured by reflection, which is nearly instantaneous, off of a reflective surface, a very short 
lifetime reference, or a well-known lifetime reference), is,(& indicating its dependence on the 
excitation field E(t).  Typically this instrumental phase,(& is determined by measuring the phase 
of the excitation light E(t) with as little of the instrumental setup changed, as possible.  In our 
case it was necessary to remove a bandpass filter right before the PMT, however, due to the fast 
speed of light and the relatively thin filter (few mm); the phase delay due to one filter should be 
negligible.  The phase, (, is the phase difference due to the sample, but the absolute phase due 
to the instrument, (& must be known in order to measure the phase lag () from the fluorescence 
at each frequency.  However, we are only interested in this work in the phase lag,(, at the 
fundamental frequency, n=1, and not in any of the overtones, and will no longer use the 
subscript, n, or 1.  The phase depends on the modulation frequency and lifetime as 
. = 	  /(0	 ∙ 	) 
The phase lifetime can be determined from the phase lag from. 




It is important to note that ' = 2πf, where f is the actual excitation frequency and ' is the 
angular modulation frequency.  In the previous equation, we must note the difference between 
the angular excitation frequency and the actual excitation frequency, f, to properly calculate the 
phase lifetime at each pixel. 
 Another, simpler, less formal, description is as follows, from an excellent earlier review 
by Enrico Gratton, borrowing on the derivation and initial description by Dushinsky [5].  In this 
picture, the foundation is excitation by infinitely short pulses of light.  Whether from 
sinusoidally-modulated CW lasers or femtosecond pulsed lasers, or other sources, every light 
pulse or repeating modulation can be described as a series of infinite pulses.  Any modulated 
excitation can be treated as the sum of a series of infinitely short pulses and the fluorescence 
decay as a sum of the resulting exponentially-decay fluorescence excited by each corresponding 
short pulse.  Elegantly explained by Enrico Gratton, a pioneering leader in frequency domain 
lifetime imaging and spectroscopy, and borrowing from Dushinsky’s earlier work, each 
individual decay from the infinite series of infinitely-short excitation pulses is described by the 
following simple equation [5]: 
5 	= 	 -*%/+ 
for times t >> 0, long after the initial excitation pulse and 
5 = 	 -%()/+	 
for the short pulse at t >> ti.  Fluorescence is thus a superposition of the emission from an infinite 
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 The function a(x – t) describes the intensity of the excitation pulse over the short interval 
at time x-t.  Fluorescence is always convoluted with the shape of the excitation pulse, a fact that 
becomes very important in the time-resolved approach to fluorescence lifetime measurement 
where a deconvolution must be applied to each sample measurement taking account the temporal 
response of the instrumentation.  For the sinusoidally-modulated excitation light used in phase 
fluorometry and in this work, the function a(x – t) is replaced by: 
-6 − # = 	 "71 +89:;'6 − #< 
Evaluating the integral for F(t) with the above expression for the function a(x – t) yields, after 
routine and simple mathematical evaluation, the following relation: 
)# = 	 "71 +8=>9'# − 	(< 
In the above description there are two terms, a constant term consisting of the excitation DC 
component multiplied by the lifetime and a modulated term consisting of a de-modulation 
parameter M, where  
8 = 	8=>9( = 	 (1 + 	')/ 
Due to the short, but finite, lifetime, especially when faster and faster modulation is applied to 
the sample, the resulting fluorescence F(t) will be de-modulated, or its amplitude reduced 
compared to the excitation light E(t).  The lifetime, appearing as  in the equation above, can be 
extracted from this demodulation ratio, M.  This lifetime is called the modulation lifetime and is 




modulation of the fluorescence versus the lifetime determined form the measurement of the 
phase, then there is a multi-exponential decay and other, potentially more complex, dynamics at 
work. 
 In the relation for F(t) above the phase, (, is the phase lag of the fluorescence wave, F(t), 
compared to the excitation wave, which is dependent on the fluorescence lifetime according to 
the simple phase equation below: 
. =  /0 
Re-arranging the expression above provides an alternate method to determine the lifetime from 
the phase lag, or delay of the demodulated fluorescence from the excitation wave.  This lifetime 
is the phase lifetime.  This has been measured historically using optical delays, differences in 
cable lengths, oscilloscopes, and other tools.  A wide-bandwidth RF lock-in amplifier can be 
used to directly record the phase at MHz frequencies, which is the approach taken in this work. 
For easy-to-read modern reviews on frequency domain theory and on FLIM microscopy please 
refer to [13, 14]. 
4.3 Additional topics and opinions  
Although our primary emphasis was on determining the response at the fundamental 
excitation frequency and not on other higher harmonics, which we didn’t need, we note that the 
fluorescence signal, F(t), above, oscillates at the drive frequency, ω1, but also at higher 
overtones, ω = 2ω, 3ω …, etc, especially when it is distorted or driven by a waveform with many 
harmonics such as a rectangular pulse.  These higher-frequency overtones can be detected and 
can be of use.    Simple mathematical derivation can show that at the typical excitation powers 




greater than their fluorescence rates and saturate their fluorescence.  Although saturation can 
actually affect the image volume size [15] saturation affects and subsequent de-modulation and 
extraction of the higher-frequency components have been used for super-resolution microscopy 
[16, 17]. Using this new information, at lower powers than in other super-resolution techniques, 
such as in STED, super-resolution imaging can be performed by simple analysis of fluorescence 
harmonics. 
 Of particular interest to the author is using the FAPA effect for super-resolution imaging.  
Dynamic population and de-population of the dark triple state and other states accessed through 
the triplet state when exciting fluorophores at rates comparable to the triplet state relaxation rate 
distorts the phase and imparts a positive phase shift.  We have already used the positive phase 
shift to perform FAPA spectroscopy and imaging.  The distortion of the waveform has not been 
used, however, and its higher overtone frequencies, 2ω, 3ω, etc. could also be used for super 
resolution imaging.  
 The author would like to note that although the work in this thesis has relied on confocal 
microscopy, initially proposed in the 1950s [18] and then subsequently started to become 
available in the 1980s and 1990s.   Reducing the sample volume under interrogation, and out-of-
focus signal has benefited both the spectroscopy and imaging work in this thesis.  Both the 
spectroscopy setup and the microscopy setup was built by simply placing a PMT in a housing, 
and then mounting a 50µM pinhole right  in front of the housing.  The housing with the PMT and 
pinhole was placed on a solid manual translation stage close to the image plane at the side port of 
an inverted microscope and a commercial sample-scanning nanometric stage was mounted on the 




oscilloscope, it was easy to see the sinusoidally-modulated fluorescence from a dye (with 
appropriate filters) such as FITC or Rh6G and then optimize the confocal pinhole alignment in 
three dimensions.  Although confocal microscopy has been key to this work, the author believes 
in two promising new microscopy techniques.  I believe light sheet microscopy holds enormous 
promise for three dimensional sectioning with high speed and good diffraction-limited spatial 
resolution with far lower powers than in conventional laser scanning confocal, two photon, and 
other techniques currently in use [19].  The author also believes in the promise of super-
resolution microscopy using structured illumination, developed by the late Mats Gustafsson, 
which is faster than other techniques such as PALM or STORM, uses current technology, is 
inexpensive to implement, and although its resolution improvement isn’t as high as in PALM, 
STORM, or with STED, it more than makes up for in far lower powers, easy 3D sectioning, 
speed, simplicity, and cost [20]. 
 The author would like to note that phase-sensitive detection and laser modulation either 
by direct modulation of laser diodes, AOMs, or EOMs are all well-established technologies that 
have been in existence for decades.  It is entirely feasible that the FAPA technique could be 
easily integrated into novel super-resolution approaches and commercial systems. 
4.4 Additional experimental details of the FLIM microscope 
 A home-built FLIM microscope capability was configured by modulating the 532nm 
excitation laser at 50MHz with an acousto-optic modulator (3200-121, Crystal Technology) 
driven by a sine wave from an arbitrary function generator (AFG 3102, Tektronix). The 532 nm 
beam was focused by a 50mm achromatic lens into the AOM, which was centered in a 4X beam 




that the beam was well-collimated after the modulator and that the mode of the zeroth order 
diffracted beam was good, which is key to the microscopy measurements.  A dichroic filter 
(Di01-R532-25x35, Semrock) directed the sinusoidally-modulated excitation laser onto the 
sample and the same objective was used to collect the sinusoidally-modulated and phase-shifted 
fluorescence.    A high-NA water lens (60x 1.2NA UPlanSApo, Olympus) was used for all FLIM 
images. A Hamamatsu R9110 photomultiplier tube (PMT) was placed at the microscope side 
port primary image plane, with a 50µM pinhole serving as the confocal pinhole.  After passing 
through the microscope internal optics and a long-pass filter, the fluorescence was detected by 
the PMT.  The PMT electrical signal was pre-amplified by a wide-bandwidth (up to 50 MHz) 
pre-amplifier (C6438-01, Hamamatsu) and input directly into a dual-phase RF lock-in amplifier 
(SR844, Stanford Research Systems).   
 A phase fluorometric approach was used with sinusoidal modulation at 50 MHz and 
subsequent de-modulation and extraction of the phase lag using a dual-phase wide bandwidth 
lock-in amplifier. Both the in-phase (X) and out-of-phase component (Y) of the sinusoidally-
modulated fluorescence, relative to the excitation sine wave, are determined by the lock-in 
amplifier and the phase difference (lag) is computed and defined as: 
θ ≡ arctan(Y/X) 
The phase lag was measured for each pixel and recorded using home-written software in 
LabView that also moved the nanometric sample-scanning stage.  Pixel dwell times from 100 µS 
to 3ms were used. Pixel dwell times were set equal to the lock-in time constant.  A lock-in time 
constant of 1 ms gave the best results (26 seconds per frame at 100x100 pixels), and a 300 µS 
time constant provided satisfactory imaging at a significantly faster rate (6s per frame). Most 




to acquire. For imaging, depending on the specific protein that was transfected either 3 volts 
were sent to the nanometric sample scanning stage, which defined a total scan area of 21µm x 
21µm (typically used for imaging nuclei or areas within a cell) or 9-10 Volts for a total scan area 
of 63-70µm x 63-70 µm (typically used for whole cell images). 100x100 or 200x200 pixels 
defined the imaging area for most images, with each pixel corresponding to 210 nm or ~315 nm, 
below or comparable to the diffraction limit of the objective lens used.  Sample scanning using a 
high-end nanometric and piezoelectric Physik Instrumente PiNano was.  Our particular stage had 
a ~70x70µM scanning range, which is fairly small, however, this was made up by its faster 
motion.  A 70x70µM scan range was good enough for the FLIM microscopy work as our efforts 
were concentrated on the environment inside the nucleus and within the cell cytoplasm as 
opposed to multiple cells or tissue.  Initial images used reflection from a grid slide (Thor Labs) 
or confocal microscopy standard slides (Invitrogen Slide 1) as a standard for improving the 
imaging. Writing software consisting of step and triangle analog functions to drive the sample 
scanning stage was key to controlling the instrument.  A two channel analog-output for the X and 
Y motion of the stage and a two-channel analog-input for the magnitude and phase from the 
lock-in (which outputs in-phase X or magnitude R and phase, theta, as analog outputs) was used, 
which is fairly simple and routine with most LabView and National Instruments DAQ boards. 
  A modulation frequency of 50MHz was used for frequency domain fluorescence lifetime 
measurements.  This frequency was chosen because a) it is sufficient for frequency-domain 
phase fluorometry (~20ns per period) and b) it is an upper limit of performance for our AOM.  
At modulator driving frequencies above 50MHz there is a substantial decrease in modulation 
depth and a distortion of the laser output. Modulation depth and AOM stability are key 




fluorescence was compared to that of the excitation laser for all measurements. To determine the 
instrument response, the long-pass filter was removed from its position right before the confocal 
pinhole and an image was taken of the modulated laser reflection from the glass coverslip 
surface, a mirrored microscope slide, or by focusing on the bottom of the 8 well coverglass-
bottomed chambered cell slide.  Care must be taken with this approach, as the focus may alter 
the phase shift.  Focusing into a solution of a well-known dye like Rhodamine6G is more 
appropriate in some cases, as the distribution of phases is narrower and the solution presumably 
where the cells would be (minimizing optical phase shifts).  The reflection image serves as a 
measurement of all the delays due to system electronics and optics. The reflected laser image is 
then averaged to give an instrumental phase which must be subtracted from the phase lag from 
the sample.  The phase difference between the fluorescence phase due to the sample and from the 
instrument alone, without a sample, will give the sample’s phase lifetime according to the 
equation below.  After an image of the laser response, the long-pass filter is put back in and a 
phase is recorded for each pixel.  There is sufficient leak-through of the 532nm laser light 
through the dichroic that only the long-pass filter right before the PMT needs to be removed to 
measure the instrument response.  Several laser scans were taken at the beginning, middle, and 
end of an imaging session to verify that the lifetime values were fairly consistent.  The phase lag 
due to the sample is the phase recorded from the sample after subtracting the laser phase.  
Usually this is done by subtracting an average of points over a smooth laser image from the 
actual cell image. The fluorescence lifetime at each pixel was determined from the phase lag at 
each pixel according to the simple relation: 
     τφ = ω




where ω is the angular modulation frequency and ∆φ is the experimentally observed phase lag.  
The sample was scanned with a piezo-electronic nanometric sample scanner (Physik 
Instrumente, PI nano), although the viscosity and chemical micro-environment is measured with 
a spatial resolution limited by that of the diffraction-limited optics (~300nm). All imaging, 
instrumental control and analysis was controlled by home-written software using LabView 
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Genetically-Encoded Micro-Environment Mapping by Harnessing 
the Dark State Dynamics of a Molecular Rotor Probe 
5.1 Introduction and motivation  
A whole new technology has emerged over the past few years for genetically encoded 
chemical tagging of specific proteins of interest with functionalized dyes.  This new technology 
has great potential in imaging applications in fundamental bioscience and medical research.  As 
opposed to GFP and other genetically-encoded probes, this technique can make use of a broad 
palette of dyes with superior photophysics, and even more interestingly, with far greater 
environmental sensitivity to factors such as viscosity, which plays a role in disease, including 
diabetes, cancer, aging, and other pathologies.  In addition, other micro-environmental factors 
such as polarity, the presence of specific ions, and other local environmental factors could be 
assayed in live cells using fluorophores with existing or specially engineered sensitivities. 
 FAPA spectroscopy and microscopy required much lower modulation frequencies, ~102 
kHz versus 10-200 MHz used for fluorescence lifetime imaging, since dark states are much 
longer-lived (~1-10 µs).  It only took a small change in the experimental configuration to test the 
fluorescence lifetime of Cy3 in glycerol mixtures of various volume fractions of glycerol.  In the 
middle of the FAPA imaging experiments, the author made small changes by hooking up a fast 
pre-amplifier, changing the PMT socket from the trusty low-noise one used in the FAPA 
spectroscopy,  with its built-in pre-amplifier but with a responsivity up to 5MHz and slightly 
beyond (which was perfect for FAPA measurements), to a socket with just the high voltage 
amplifier, that was much more sensitive to the laser response and required more careful 




be more cautious about determining the actual “zero” phase that incorporates all the delays due 
to instrument optics and electronics.  The author suggests that it may be advantageous in some 
cases to use a very well-known and photostable dye like Rhodamine 6G and then using its phase 
as a baseline for the instrument response and for the determination of other lifetimes. 
 Nevertheless, these were minor technical changes done by the author.  More important 
was the beginning of an exploration into live cell protein micro-environment mapping with 
environment-sensitive probes.  After initial spectroscopic experiments demonstrating that Cy3 
does, indeed, display a viscosity sensitivity, confocal FLIM microscopy was used to map the 
fluorescence intensity and lifetime of TMP-Cy3 in live cells. The functionalized, cell permeable 
TMP-Cy3 enters the cell, and despite some minor degree of non-specific background staining, 
once in the cell, it finds the specific protein that has been labeled with an eDHFR domain 
through transfection, with which TMP-Cy3 binds, even within the nucleus. As mentioned in 
Chapter 4, one of the main advantages of FLIM is its insensitivity to concentration, as compared 
to regular fluorescence-based imaging.  This advantage of FLIM is useful for future quantitative 
micro-environment mapping.  We also believe additional, richer information is available from the 
lifetime data.  However, as is always the case, even though we thought that Cy3 was primarily a 
viscosity sensor, it is in fact sensitive to polarity and hydrophobic environments, also.  Therefore 
this work constitutes a first step towards protein-specific micro-environmental mapping in live 
cells.  The key to this work, in addition to the TMP-tagging technology developed by the Cornish 
group at Columbia University, is the rich photophysics of Cy3.  This dye, with several non-
radiative channels, and dark states that are readily accessed after photoexcitation include a 
twisted form and a cis photoiosomer.  Molecular rotation in the excited state is hindered by a 




states.  We harnessed the unique environment-sensitive photophysics of Cy3, which should be 
added to a special class of fluorophores that have been classified as molecular rotors, to perform 
genetically encoded environmental mapping.  Once again, although we use fluorescence, in 
particular, the fluorescence lifetime, to enable sensitive detection, dark states, in particular 
photoisomerization into dark cis and twist isomers of Cy3 are central to the functional imaging 
of local microenvironmental viscosity and molecular crowding.  We note that Cy3, which 
displays characteristics of a molecular rotor, isn’t a perfectly ideal viscosity probe, since it does 
display diffusion-mediated non-specific staining of mitochondria and other cellular structures. 
This could be improved by use of a better-behaved viscosity sensor combined with the 
genetically-specific TMP-tagging technology. 
5.2 Micro-Environment mapping by a molecular rotor probe 
 The micro-mechanical environment of proteins inside live cells and its effect on key 
biochemical processes are important yet unresolved issues in cell biology [1].  Intracellular 
viscosity plays an important role in biochemical processes such as signal transduction, nuclear 
envelope function, chromatin localization, ribonucleoprotein assembly and diffusion of reactive 
oxygen species [2-4].  Changes in viscosity at a sub-cellular level have been related to a number 
of diseases and pathologies [5].  Hence, the determination of local viscosities within the nucleus 
and other crucial cellular organelles in live cells is of considerable interest [2-13].  
 Experimentally, intracellular viscosity has been measured by tracking fluorophore 
diffusion, fluorescence correlation spectroscopy, and fluorescence recovery after photobleaching 
[6-9]. These methods, however, suffer from long acquisition times and an inability to report the 
spatial variation of micro-viscosities.  Recently, fluorescent molecular rotors have emerged as 




spatial distribution of micro-viscosities in a biological sample [10-13].  However, the current 
molecular rotor approach has low organelle specificity and does not allow for protein-specific 
micro-environment measurements because these exogenous fluorophores are not chemically 
bound to any biomolecules and their intracellular distributions can’t be specifically targeted [10-
13].  This missing protein-specific information, if obtainable, would greatly enhance our 
understanding of the dynamics and function of proteins inside cells.  On the other hand, the 
fluorescence properties (intensity or lifetime) of genetically encoded fluorescent proteins are, 
unfortunately, insensitive to the medium viscosity because of complete shielding and isolation of 
the chromophore from the surroundings by the protein β-barrels [14].  In the present study, we 
explored the emerging chemical tagging technology and developed a hybrid genetic-chemical 
eDHFR-TMP-Cy3 rotor tag to report protein-specific micro-viscosity by fluorescence lifetime 
imaging (FLIM). 
 The emerging chemical tagging technology has offered a route to selectively label a 
protein of interest in vivo with an organic fluorescent dye in a genetically encoded manner [15]. 
The TMP-tag, which is designed around the nano-molar affinity (and recent covalent) interaction 
between E. coli dihydrofolate reductase (eDHFR) and trimethoprim (TMP), stands out as one of 
the few tags that work inside living cells with a high labeling specificity and efficiency [16].  The 
DNA sequence that encodes the small size (18kDa) and monomeric eDHFR is genetically fused 
to a protein of interest first, and then a highly cell-permeable TMP-dye conjugate is introduced to 
recognize and bind the eDHFR fusion protein through simple incubation with live cells. By 
incorporating bright organic fluorophores such as Atto dyes, the TMP-tag has demonstrated its 




      We selected Cy3 as the conjugation probe because of its high molar extinction coefficient 
and, more importantly, its environment-sensitive fluorescence lifetime.  The photophysical 
properties of Cy3 have been well studied
 
[19-22].  As shown in Figure 18, after excitation to its 
singlet excited state, in addition to the radiative decay pathway generating fluorescence, Cy3 can 
also isomerize from the trans- to the cis- configuration through a torsional motion, bringing Cy3 
back to its ground state through a conical intersection without photon emission. As a result, the 






                                                              
(1) 
is the inverse sum of the radiative rate constant of spontaneous emission (ksp), the non-radiative 
decay rate knr. which is sensitive to the medium viscosity, η, and internal conversion, kic, which is 
~15% for Cy3
 
[23]. .In a low-viscosity environment such as in water, the non-radiative photo-
isomerization pathway of Cy3 is dominant (knr>>ksp) so that the resulting lifetime is rather short 






Figure 18. Energy diagram of Cy3 photophysics. 
 The molecular rotor Cy3 exhibits a viscosity-sensitive fluorescence lifetime, as described by Eq. 
(1). After excitation to the excited state, the double bond isomerizes from a trans- to a cis- 
configuration through a torsional motion progressing along a reaction coordinate θ on the 
excited state potential surface, bringing Cy3 back to its ground state through a conical 
intersection without photon emission. Constraints on the torsional motion by a viscous medium 
will hinder this competing nonradiative pathway, resulting in a longer fluorescence lifetime. 
 
 In contrast, a highly viscous medium will hinder the rate of torsional motion on the 






as explained by the classic Kramers theory on barrier crossing [24]. Therefore, in the limit of 
high viscosity, the fluorescence lifetime will approach a maximum of ~85% of the inverse of the 
radiative rate. This environmental sensitivity underlying the fluorescence lifetime of Cy3 has 
recently been harnessed as a novel fluorescent reporter to probe real-time protein binding onto 
DNA in in vitro single-molecule biophysics experiments [25-27].  The overall experimental 
scheme behind the TMP-Cy3 labeling strategy is as depicted below.  TMP-Cy3 enters the cell 
and binds to the eDHFR fusion protein labeling a targeted protein or organelle.  Although the 




bridge due to isomerization between the ground trans, the 90° twisted and 180° higher-energy 
ground cis isomer. 
 
Figure 19.  The labeling strategy of the genetically encoded molecular rotor.   
Cy3 conjugated to trimethoprim (TMP) can specifically bind to eDHFR fused to a target 
protein/organelle.  A hydrophobic sulfonate-free version of Cy3 was used to increase the cell-
permeability of the probe.  A long polyethylene glycol (PEG) linker was used as a spacer to 
minimize the influence of the protein on the nearby Cy3 probe. 
 
5.3 Synthesis of TMP-Cy3 
           We developed a viable TMP-Cy3 molecular rotor probe for live cell imaging (Figure 2). 
We synthesized a cell-permeable TMP-Cy3 conjugate by modularized conjugation of TMP-NH2 







Figure 20.  Synthesis of TMP-Cy3. 
 
 Anhydrous dimethylformamide was obtained from Aldrich, triethylamine was obtained 
from Fluka. TMP-PEG-NH2 (TFA salt) was reported previously [32]. Cy3 NHS ester was 
obtained from Lumiprobe, LLC. Nuclear magnetic resonance (NMR) spectra were recorded on a 
Bruker 400 (400MHz) Fourier Transform (FT) NMR spectrometer at the Columbia University 
Chemistry Department. 1H NMR spectra are tabulated in the following order: multiplicity (s, 
singlet; d, doublet; t, triplet; m, multiplet).  Electron spray ionization (ESI) MS were recorded on 
a JMS-LC mate mass spectrometer. 
 In a 5.0 mL vial TMP-PEG-NH2 (TFA salt) (1.0 mg, 1.4 µmol) and Cy3 NHS-ester (1.2 
mg, 2.0 µmol) were dissolved in 0.2 mL of anhydrous dimethylformamide (DMF). 
Triethylamine (TEA) (5.0 µL, 50.0 µmol) was added to the vial and the reaction was stirred 
overnight in dark at room temperature. The reaction mixture was concentrated to dryness, re-




gradient of solvent H2O (0.1% TFA) / CH3CN 80 / 20 to 40 / 60 over 40 min to give 1.6 mg 
TMP-Cy3 as a pink-brown solid (near quantitative) with a retention time of 24.6 min.  
  
 












 1H NMR (400 MHz, MeOD) δ ppm: 8.55 (t, J = 13.6 Hz, 1 H); 7.55 (d, J = 7.2 Hz, 2 H); 7.45 (m, 
2 H); 7.37-7.29 (m, 4 H); 7.22 (s, 1 H); 6.56 (s, 2 H); 6.45 (d, J = 13.6 Hz, 1 H); 6.43 (d, J = 13.6 Hz, 1 
H); 4.15 (t, J = 7.0 Hz, 2 H); 3.91 (t, J = 6.2 Hz, 2 H); 3.79 (s, 6 H); 3.69 (s, 3 H); 3.66 (s, 2 H); 3.62-3.60 
(m, 4 H); 3.57-3.54 (m, 4 H); 3.50 (t, J = 6.2 Hz, 2 H); 3.47 (t, J = 6.4 Hz, 2 H); 3.25 (t, J = 6.8 Hz, 2 H); 
3.22 (t, J = 6.8 Hz, 2 H); 2.25 (t, J = 7.2 Hz, 2 H); 2.21 (t, J = 7.2 Hz, 2 H); 1.88-1.68 (m, 12 H); 1.77 (s, 
12 H); 1.48 (m, 2 H).  MS (ESI+) m/z Calculated for C58H81O8N8+ [M]+: 1017.62, Found: 1017.93 
 









Figure 22.  Multi-Splitting in the NMR spectrum of TMP-Cy3 from 6-8.6ppm (top) and 1 to 2.5 
ppm (bottom). 
 
5.4 In vitro spectroscopy of TMP-Cy3 and eDHFR-TMP-Cy3  
 In order to minimize the influence of the eDHFR protein on the nearby Cy3 probe, a 
flexible polyethylene glycol (PEG) spacer was introduced between TMP and Cy3.  TMP-Cy3 
was tested as an environment sensor in vitro before its use in cellular experiments (Figure 23). 
Fluorescence intensity and lifetime measurements on TMP-Cy3 were carried out in 
glycerol/water solutions with different viscosities. All measurements were made on a home-built 
frequency-domain FLIM microscope.  The fluorescence lifetime of TMP-Cy3 increases from 0.2 
± 0.1 ns to 1.6 ± 0.2 ns with increasing glycerol volume fraction from 20% to 100%, consistent 
with a restriction of torsional motion and a hindered non-radiative decay. Moreover, the 




the potential perturbation effect of the protein on the nearby fluorophore. As shown in Figure 3 
(A) and (B), a minimal effect of the eDHFR binding on the lifetime and brightness of TMP-Cy3 
was observed, most likely attributed to the long PEG spacer designed between TMP and Cy3. 
Interactions between TMP-Cy3 and a variety of cytosol biomacromolecules were also 
investigated.  
 In addition, we verified the independence of the fluorescence lifetime from the 
fluorophore concentration (Figure 23C). This concentration independence of FLIM is an 
important advantage of the FLIM technique as it is relatively unaffected by the spatial variation 
of the fluorophore concentration in a sample.  This property is particularly useful for imaging, 
where the distribution of fluorophore concentrations isn’t well controlled or well-known, 
especially in the complex and crowded environment of the cell. Furthermore, as a control test, 
Rhodamine 6G, a common rigid non-rotor dye, is found to display a constant fluorescence 
lifetime with varying glycerol concentrations (Figure 23D), which underscores the necessity of 






Figure 23.  In vitro characterization of the TMP-Cy3 rotor probe.  
Fluorescence properties of TMP-Cy3 (a) and eDHFR-TMP-Cy3 fusion protein (b) are plotted as 
a function of glycerol volume fraction. A strong and monotonic dependence of Cy3 fluorescence 
lifetime on medium viscosity is demonstrated.  There seems to be a minimal effect of the fusion 
protein on Cy3 fluorescence.  (c) The TMP-Cy3 concentration does not affect the fluorescence 
lifetime of the probe in an 80% glycerol solution, as expected for a FLIM measurement.  (d) 
Rhodamine 6G, as expected, since it is not a molecular rotor, is not sensitive to an increase in the 
glycerol concentration from 0 to 100%. 
 As a further test of the effect of viscosity and molecular crowding on the lifetime and 
intensity of Cy3, both the lifetime and intensity were measured in various concentration solutions 




both the lifetime and intensity were seen, with values approaching that of a 40-60% glycerol 
solution as the concentration was increased from 200 to 400 mg/mL. 
 
Figure 24.  Fluorescence lifetime and intensity of TMP-Cy3 as a function of PEG concentration. 
 For use as a highly specific micro-environment sensorTMP-Cy3 should exhibit negligible 
fluorescence intensity changes in the presence of DNA, the protein bovine serum albumin and in 
solutions of different ionic strength. Indeed, this is the case, as confirmed by additional in vitro 
experiments of TMP-Cy3 in solutions of varying DNA, BSA, and NaCl concentration.  Further 
tests were made in solutions of various polarity, such as in aprotic polar solvents.  Indeed, Cy3 is 
not just sensitive to viscosity, but also to the polarity of the environment, although solvents such 
as Ethanol and DCM wouldn’t be found in a live cell.  However, hydrophobic domains, such as 
micelles similar to those formed by SDS, would conceivably be found by TMP-Cy3 diffusing 
within a live cell. 
 Two important concerns in the confocal intensity and FLIM mapping of intracellular 




etc…) and the effect of other parameters such as polarity of the environment on the fluorescence 
intensity and lifetime of Cy3.  TMP-Cy3 will diffuse in the cell and presumably encounter DNA, 
protein, and lipid.  Therefore, we performed fluorescence intensity measurements in several 
solutions of DNA, protein, and an amphiphilic detergent.  Solutions of 1µM TMP-Cy3 were 
prepared for all measurements and the absorption and fluorescence of Cy3 were recorded with a 
commercial plate reader (Tecan Infinite 200).  Error was calculated by comparing the differences 
between several measurements on similar samples in the same run.  All fluorescence intensities 
were normalized with respect to TMP-Cy3 in H2O, which was typically measured on the same 
run as the solutions in question.   
 Since initial experiments targeted a nuclear protein, H2B, we performed several assays of 
the effect of the presence of higher and higher concentrations of DNA in solution on the 
fluorescence intensity of TMP-Cy3 in solution.  Three solutions were prepared: pure H2O, 
150µg/mL DNA, and 300 µg/mL DNA.  As shown in Figure 25 below, there is no significant 
change in the fluorescence intensity upon addition of increasing amounts of DNA.  Therefore, 






Figure 25.  Fluorescence intensity of TMP-Cy3 as a function of DNA concentration.  
There is a very slight effect of added DNA on the fluorescence intensity of TMP-Cy3, 
fluorescence intensities were normalized with respect to 1 mW TMP-Cy3 in pure H2O. All 
measurements were at a biologically relevant 1µM concentration of TMP-Cy3. 
 
 Free TMP-Cy3 diffusing in the cell would conceivably interact with and potentially bind 
to protein.  In order to assess the effect of free protein on the fluorescence of TMP-Cy3 we added 
bovine serum albumin (BSA) to solutions as follows: pure H2O (0 mg/mL BSA), 5 mg/mL BSA 
and 10 mg/mL BSA.  As shown in Figure 26 below, there is a minimal effect of the protein BSA 





Figure 26.  Fluorescence intensity of TMP-Cy3 in solutions of BSA.   
There is a minimal effect of protein concentration on the fluorescence intensity with addition of 
the protein BS, normalized with respect to water, and all solutions at 1µM concentration. 
 
 Next, we added the amphiphilic detergent Sodium Dodecyl Sulfate (SDS) at 0 mg/mL, 
10mg/mL, and 20mg/mL.  Unlike DNA and BSA, SDS does have an effect on the fluorescence 
intensity of TMP-Cy3 as observed by an increase in the fluorescence intensity by ~50% between 
pure H2O (0 mg/mL SDS) and a 10 mg/mL solution of SDS.  Apparently there is a non-specific 
interaction between TMP-Cy3 and, presumably, the hydrophobic moiety of SDS or micelles 
generated by SDS.  Interestingly, there is no significant change in the fluorescence intensity of 
TMP-Cy3 in going from a 10 mg/mL to a 20 mg/mL solution of SDS.  The observed increase in 
TMP-Cy3 fluorescence intensity in a 10mg/mL solution of SDS may help explain the non-






Figure 27. Fluorescence intensity dependence with the addition of SDS. 
There is a significant increase in the fluorescence intensity of a 1µM TMP-Cy3 between pure 
H2O and 10mg/mL of added SDS detergent, but not at higher concentration. 
 We performed assays of the effect of ionic strength on TMP-Cy3 fluorescence in solution 
as shown in Figure 28 below; there is a minimal effect on the fluorescence intensity of TMP-Cy3 





Figure 28. Fluorescence intensity dependence on ionic strength. 
There is a minimal effect of ionic concentration, as determined by adding NaCl, on the 
fluorescence intensity of TMP-Cy3. 
 
 Although not present in the cell, we tested the fluorescence response of TMP-Cy3 in a 
variety of solvents as follows: DMSO, Ethanol, DCM, and in an assay of Dioxane/H2O  that 
varied from 0% Dioxane / 100% H2O, to 25%, 50%, 75% and finally 100% Dioxane / 0% H2O.                                                                                                                 
 In pure solvent solutions, such as in DMSO, ethanol, DCM, and in 100% Dioxane, there 
is a notable change in the fluorescence intensity of TMP-Cy3 with solvent.  The fluorescence 
intensity of TMP-Cy3 is reduced by more than 75% in pure DCM when compared to pure H2O. 
The fluorescence intensity of TMP-Cy3 in DMSO and ethanol is ~75% of that in pure H2O.  
There is a significant decrease in the fluorescence intensity of TMP-Cy3 in Dioxane, to only 





Figure 29.  Solvent dependence.  
The solvent does affect the fluorescence intensity of TMP-Cy3, when compared to a pure H2O 
solution (normalized to 1.0).  In this case reducing the fluorescence intensity by more than 50% 
(DCM) to less than 25% (Ethanol, EtOH). 
 In solutions of Dioxane/H2O going from 0% to 100% (0% Dioxane to 100% Dioxane) 
there is an  increase in the fluorescence intensity in going from 0% to 50% dioxane by a factor of 
about 30%, however in a 100% Dioxane solution the fluorescence intensity drops considerably, 
to <1% of that in pure H2O, as shown in Figure 30 below. Error bars for all charts were 





Figure 30.   Effect of dioxane on the fluorescence intensity. 
There is an increase in the fluorescence intensity of TMP-Cy3 with increasing dioxane 
percentage, by about 30% from 0% to 50%, followed by a slight decrease and then a dramatic 
decrease in 100% dioxane to less than 1% of the fluorescence intensity in pure water. 
5.5 Confocal and FLIM microscopy on live cells 
   Encouraged by the in vitro experiment, we then moved to cellular experiments to 
evaluate the ability of TMP-Cy3 to map local micro-environments. In order to target the 
molecular rotor to the histone proteins inside the cell nucleus, eDHFR was fused to histone H2B.  
 More specifically on the transfection strategy, eDHFR is fused to the C terminal of H2B 
[17].  For plasma-membrane localized eDHFR, the localization signal is at the N-terminal of 
DHFR [16]. As it was not necessary to have every H2B protein labeled, endogenous H2B was 
not knocked-down in any of these imaging studies or experiments.  Imaging was also performed 
on a commercial confocal to ensure that H2B-eDHFR-TMP-Cy3 cells were still undergoing 




extended shapes, and were probing their environment even when labeled with our genetically-
encoded H2B-eDHFR-TMP-Cy3 probe. 
 
 Alternatively, we probed the cytosol environment in the vicinity of the cell membrane by 
anchoring eDHFR with a plasma membrane localization signal (PMLS). We did not knock down 
any particular gene as it was necessary to probe only the vicinity of the membrane to get some 
sense of its microenvironment from confocal and FLIM images of TMP-Cy3 non-covalently 
interacting with eDHFR protein.  We transiently transfected HEK 293T cells with plasmids 
encoding H2B-eDHFR or PMLS-eDHFR fusion protein, then incubated the cells with our 
synthesized,  cell-permeable TMP-Cy3 for 10 min, and imaged them with our home-built 
frequency-domain FLIM microscope operated in a confocal sample-scanning mode (see Chapter 
4, section 4.4 for additional information) equipped with a temporally modulated 532 nm laser. 
Intensity images of cells expressing H2B-eDHFR exhibit minor degrees of non-specific binding 
of TMP-Cy3 in granular form. This could be attributed to the partitioning of Cy3 to lipid-rich 
organelles like mitochondria [28]. Nevertheless, oval-shaped nuclei were clearly observed, with 
distinct nucleoli (Figure 30a). Characteristic plasma membrane patterns were observed in cells 
expressing PMLS-eDHFR (Figure 30c). Therefore, this approach would be suitable for 
monitoring the nuclear and plasma membrane environment as non-specific signal was almost 





Figure 31. Live cell confocal and FLIM maps of H2B and PMLS labeled cells. 
 FLIM microscopy was used to image the distributions of local environments experienced 
by H2B within the cell nuclei or cytosol viscosities near the cell membrane with diffraction-
limited spatial resolution (~250 nm). FLIM imaging (Figure 30b) revealed that the nuclear 
viscosity is high, as measured by fluorescence lifetimes varying between that of a 50% glycerol 
solution (~1 ns) to considerably higher values in certain regions (>2.0 ns). Similar to the in vitro 
measurements, extremely high lifetime values (>2.2 ns) were occasionally observed at lipid-rich 
organelles presumably due to non-specific staining. The average lifetime over the two nuclei is 




heterogeneity in the distributions of the measured micro-environment, offering new information 
not available from the corresponding confocal intensity image. Such an observed heterogeneity 
might be related to the recently reported heterogeneous level of chromatin compaction detected 
by fluorescence anisotropy imaging of H2B-EGFP [29]. 
   It is important to note that the images in Figure 30a and Figure 30b result from 
genetically-encoded and genetically-specific imaging of H2B protein in the cell nucleus.  The 
image contrast is from locations in the nucleus, such as the brighter nucleoli, and from within the 
nucleoplasm, where H2B-eDHFR is being expressed; the cytoplasm is dark.  This picture is 
different from that of non-specific dye-labeled cells where there is a higher level of free dye in 
the cytoplasm and non-specific staining.  The small bright “spots” or blobs surrounding the 
edges of the nucleus are presumably mitochondria, where Cy3 and many other fluorophores non-
specifically bind to the large surface area of the mitochondrial outer membrane.  There is a 
degree of non-specific binding to mitochondria and liposomes, this is the case for many of the 
best fluorophores, also.   
 
 FLIM images were also captured for TMP-Cy3 labeled PMLS-eDHFR in the vicinity of 
cell membranes (Figure 30d). In this scenario, the average lifetime is typically 0.9 ± 0.2 ns, 
indicating a relatively less viscous and crowded area of cell cytoplasm when compared to the 
nucleus experienced by H2B.  In Figure 30c and Figure 3d the contrast results from TMP-Cy3 
labeling plasma-membrane localized eDHFR fusion protein.  The cytoplasm and nucleus should 
be dark as seen in Figures 30c and 30d. All of the images were thresholded above a very low 




protein/organelle specific FLIM technique should be useful for evaluating a wider variety of 
protein or organelle-specific cellular micro-environments.  We note that there are potentially 
other viscosity-sensitive dye/probes that can improve results.  Cy3 is primarily used for covalent 
labeling and does exhibit non-specific diffusion-mediated staining to mitochondria and other 
cellular organelles.  This could be improved by another viscosity-specific and viscosity-sensitive 
probe. 
      To summarize, we developed a hybrid genetic-chemical molecular rotor tag (eDHFR-TMP-
Cy3) capable of undergoing cis-trans isomerization, in order to measure protein-specific local 
environments in live cells using FLIM. According to in vitro experiments, the micro-
environments observed here could be mainly attributed to viscosity, along with consideration of 
hydrophobic interactions. Although we only demonstrated the utility of the TMP-tag, the same 
Cy3 rotor moiety can be readily applied to other chemical tag technologies such as the SNAP 
tag, CLIP tag and HaloTag [15, 30].  This methodology, with its good genetically encoded 
specificity, high spatial-temporal resolution and simple interpretation, could provide valuable 
mechanistic information about protein function in the complex and constantly changing cellular 
environment. For example, the observed heterogeneous micro-environment throughout the cell 
nucleus, together with the reported spatial-temporal heterogeneity of chromatin 
compaction/fluidity [29], could have broader implications in understanding chromatin 
condensation and transcription control within live cells [31].  
      Technically, the current application highlights a crucial advantage of chemical tags over the 
classic fluorescent proteins. While GFP chromophores are shielded tightly inside protein β-




with arbitrary open-structure biophysical probes that are exposed to their surroundings and hence 
can sense the local environment much more sensitively.  To our knowledge, this advantageous 
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 Labview Code for control of the microscope, snapshots of the wiring diagram.  All code 
was written in Labview 8.0. Top to bottom is left to right in the Labview Diagram. The file is 
available as a lossless .png for those interested in working with this or similar code. 




 Above is the block diagram for the stage scanning and electrical input of the PMT signal 
used in the imaging work.   
 Below is the block diagram for a program I wrote and used for calculating the lifetime at 
each pixel. 




And another program I wrote to collect a part of an image and do lifetime and intensity statistics 
is pictured below. 
 The front panel isn’t important, it is up to the user to make it satisfy their requirements.  
The block diagrams attached here constitute the “bones” of the Labview program and from these 
images someone could reconstitute the software used for the experiments and analysis in this 
work. Although Labview constantly releases new versions and these programs do use some 
higher-level, newer Labview functions, we expect that the Labview functions here will still be 
useable or easily adapted in new versions. 
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