INTRODUCTION.

Background.
There is a wealth of anecdotal and empirical evidence showing that a significant number of U.S. Army systems over the last decade have failed to demonstrate their established reliability requirements during operational testing. In light of the DSB report [6] , and the DoD RIWG report [5] , this problem is not unique to the Army, but is a phenomenon that has occurred throughout the DoD. In order to address this problem for Army systems, the ASA(ALT) established a reliability policy [1] to serve as a mechanism by which challenged programs may be identified early in the test and evaluation process (i.e., early in the Engineering Manufacturing and Development (EMD) phase of the Defense Acquisition Management Framework). Additionally the DoD has issued policy guidance directing all programs to have viable RG strategy as an integral part of design and development [12] . Figure 1 shows the applicable DoD and DA directives and guidelines that have been issued since December 2007 that are aimed at improving how DoD address reliability during design and development. It should be noted the Weapon Systems Acquisition Reform Act (WSARA) of 2009 [13] has placed increased emphasis on product reliability throughout the development process. Section 454 of the WSARA assigns specific responsibilities to Office of the Secretary of Defense (OSD) Director for Systems Engineering (DSE) and the Director for Development Test and Evaluation (DDTE) to evaluate Service Acquisition Executive (SAE) plans for ensuring the development of robust RAM implementation programs and requires OSD to report to Congress on the progress being made in the implementation of RAM improvements.
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Applicability.
The central theme throughout the new DoD and DA reliability initiatives is the need for development programs to have viable Reliability Program Plans (RPPs). Experience has shown time and again that development programs without viable RPPs will, more than likely, fail to meet reliability requirements. Failure to meet reliability goals requires additional time and resources to correct reliability deficiencies. A critical aspect of a reliability program is the establishment of periodic goals, or thresholds, that management can use to track the progress of a development effort and, if necessary, make periodic program adjustments, thereby avoiding lengthy and costly program delays. This paper goes over specific steps that have been identified as being critical pieces of a RPP. Section 2 discusses the procedures that have been developed for implementing the ASA(ALT) policy directives. Section 3 provides details on Design for Reliability (DFR) principles, RG management and methodology, contract language promoting reliability best practices, and methodology for assessing contractor reliability engineering processes. Figure 2 illustrates the five step implementation plan of the ASA(ALT) reliability policy [1] . The five steps include: (1) establishing the test threshold for the system; (2) documenting the threshold value; (3) developing the necessary reliability growth plans; (4) performing the threshold assessment and; (5) • Documentation: Currently developing an ATEC guide on this implementation plan and associated reliability growth planning processes.
POLICY IMPLEMENTATION STEPS
Implementing Policy during Design and Development.
• Reference: ASA(ALT) Memorandum, Dated 6 December 2007, Subject: Reliability of U.S. Army Materiel Systems.
• GEIA: Government Electronics and Information Technology Association. Establish test threshold value 1, 2, 6 Default value is 70% of requirement, and must be demonstrated with at least 50% statistical confidence.
Establish
Threshold to be approved as part of TEMP and incorporated in SDD contract, TEMP, and APB. Only done if threshold breached.
Figure 2. Implementation Plan.
The core elements of the five step process involve establishing the reliability test threshold value, creating the plan to achieve the reliability threshold, and evaluating the progress being made at achieving interim and final reliability goals. Sections 2.2 through 2.5 discuss the processes involved in each of the aforementioned steps.
Development of Reliability Test Threshold.
The intention of the reliability test threshold is to serve as an early warning mechanism to identify when programs are off track relative to reliability achievement. The RAM Subgroup of the Test and Evaluation (T&E) Working Integrated Product Team (T&E WIPT) is responsible for establishing the test threshold prior to the Milestone B decision point. The default value of the threshold is 70 percent of the Mean Time Between Failure (MTBF) requirement specified in the program's requirements document. The threshold value must be demonstrated with at least 50 percent statistical confidence by the end of the first full-up, system-level Development Test (DT) event in the EMD phase. The RAM Subgroup of the T&E WIPT must define the scheduled test phase that constitutes this DT event. Finally, the policy requires that the threshold value be approved as part of the Test and Evaluation Master Plan (TEMP), and recorded in the EMD contract, as well as the Acquisition Program Baseline (APB) at Milestone B.
Reliability Growth Planning.
Developing a detailed RG program for developmental items and associated RG planning curves are key elements of many development programs for complex systems. To do this, the RAM Subgroup typically conducts one or more working-level meetings to solidify the T&E resources needed to ensure that the test program has a reasonable chance of success in maturing the reliability of the system. The first aspect of RG planning includes identifying:
• The number of planned test phases throughout the entire test program; • The number of scheduled Corrective Action Periods (CAPs), and their planned duration in terms of calendar time; • The number of prototypes that will be placed under test in each phase; • The number of test hours per prototype per test phase;
• The initial, interim, and final reliability goals to be achieved. The RAM Subgroup will must work with the contractor to determine if assumed levels of average fix effectiveness and Management Strategy (MS) for growth planning are reasonable in the view of each of the vendors competing against the acquisition. Once these T&E details are established, they may be used to develop a RG planning curve. The value of RG planning curves is threefold:
• They portray the planned reliability achievement of an item as a function of test time, calendar time, and other program resources; • They serve as a baseline against which demonstrated reliability values may be compared; • They quantify the feasibility in the test program in achieving its interim and final reliability goals. Figure 3 below shows an example of a PM2 [8, 9] reliability growth planning curve for a current Army system. Construction and evaluation of proposed RG plans are facilitated by a wealth of RG planning methodology developed by AMSAA. An overview of RG, a discussion of the relevant literature available for RG planning, as well as a detailed RG planning example for a current Major Defense Acquisition Program (MDAP) is given in the ATEC implementation guide [2] . identifies various agencies to take specific actionsin the event of a threshold breach, and that this process only applies to preMilestone B programs that are JROC Interest. If the system successfully demonstrates the threshold value with at least 50 percent statistical confidence, the assessment results will be documented in an appropriate ATEC product, and reported to the relevant stakeholders, e.g., Program Management Office (PMO), ASA(ALT), AMSAA, Test and Evaluation Organization (TEO), TRADOC etc. • Evaluates PM's planning, and corrective action strategy.
Threshold Assessment and Breach Process.
• Projects reliability that would be achieved if PM's proposed corrective actions are applied.
• AST reports results to AEC/ATEC leadership and PM.
• ATEC CG provides results and recommendation to ASA(ALT) thru Army T&E Executive, with PEO coordination.
• Develops get-well plan.
• Identifies problem failure modes and develops corrective actions.
• Identifies programmatic impacts (e.g., cost, schedule, performance).
• Supports ATEC in review of PM's get-well plan.
• Potential member of Source Selection Board.
• Estimates Life Cycle Costs for current reliability maturity level.
• Assesses utility of the system given its current level of reliability maturity.
• Successful demo documented in Milestone C OER, or similar ATEC product. If the system fails to demonstrate the test threshold, the following organizations will take specific actions:
• PMO. The PMO is responsible for developing a getwell plan. The Program Manager (PM) must identify problem failure modes and potential corrective actions to mitigate the occurrence of those failure modes.
• ATEC/AEC. In the event of a threshold breach, ATEC will lead an In-Progress Review (IPR) to: (1) review the PMO's planning and corrective action strategy; (2) project the reliability that would be achieved if the PM's proposed corrective actions are implemented and; (3) assess the risk of the program not getting back on track.
• AMSAA. AMSAA is identified to support AEC in identifying ownership cost impacts of the system given its current limitations. AMSAA can also serve as a member of source selection boards with subject matter expertise in the area of reliability engineering.
• TRADOC. The policy calls on TRADOC to assess the utility of the system given its current level of reliability maturity.
Identification of Life Cycle Costs Impacts
In the event of a threshold breach, the Army is required to identify the ownership cost impacts on the program. The key players in performing this cost analysis include: (1) the AMSAA Resource Studies Branch; (2) the AEC-ILS Directorate and; (3) the PMO. While not discussed in detail herein due to space limitations, the Army is identifying reliability impacts on LLC via AMSAA's COnsumption, HOlding, Repair and Transportation (COHORT) cost model, e.g., see [10, 11] . All parties mentioned above must work together to establish the inputs that AMSAA will need to run the COHORT model. If the results from the AMSAA Scorecard evaluations (discussed in the next section) indicate high risk for one or more of the vendors, the RAM Subgroup should make advanced preparations in establishing the inputs for this LCC analysis.
RELIABILITY ENGINEERING ACTIVITIES
Design for Reliability.
During the early to mid 1980s, the U.S. automotive industry experienced an increase in warranty costs, and an erosion of its market share to Asian competitors. This was mainly a consequence of consumers demanding better product quality and reliability in their cars and trucks. To tackle these market pressures, as well as increasing Government mandates regulating automotive safety, fuel efficiency, and emissions control standards, manufacturers were faced with implementing companywide reliability improvement programs. These challenges resulted in the genesis of what is known as the Design for Reliability (DFR) process, e.g., see [14] .
The DFR process encompasses the management and reliability engineering activities executed during the design stage. Fundamentally the DFR process is used to identify and characterize failure modes at the lowest indenture levels possible before system-level prototyping. The intention and importance of this is to understand, quantify, and mitigate failure mechanisms within subsystems, components, circuit boards etc. in order to avoid compounding reliability deficiencies through the integration of immature subassemblies. The main elements of a DFR program are covered in the remainder of this section. This material will undoubtedly help the practitioner become familiar with and recognize some of the primary reliability best practices that should be included in an RPP. Figure 5 illustrates the DFR process given in [2] and identifies best practices that have proven to be invaluable for developing a reliable product. Note that this illustration and the associated activities by no means capture every management tool, engineering effort, or methodology within the DFR framework, nor are these actions specifically required by Army policy. These are simply the main reliability engineering efforts Materiel Developers and DoD vendors should have in their RPPs and execute early-on as part of a DFR program. The cycle begins with performing basic "Design Activities," and is followed by "Testing" (i.e., lower-level testing), "Tracking" (e.g., failures, failure modes, and design modifications), and "Assessment," or quantification of subsystem/component failure rates and reliabilities.
Figure 5. Design for Reliability Activities
Notice that the initial system reliability is located at the center of the cycle-diagram. The engineering activities noted in the figure are intended to design a specific targeted level of reliability into a product before system-level integration begins. Some systems may only require a DFR program to reach a given reliability requirement. More complex systems, however, may require both a DFR program, as well as a traditional RG program.
Reliability Growth Management and Methodology
Early prototypes of complex systems nearly always possess design and manufacturing deficiencies. To improve reliability and performance characteristics of developmental items, these initial weaknesses must be found, investigated, and eventually corrected. As a result, system prototypes are manufactured and subjected to a series of different tests, thereby exposing them to the envelope of stresses (e.g., mechanical, thermal, electrical, environmental, etc.) that the customer is likely to encounter in the operational environment. Once failure modes are identified, corrective actions are developed to mitigate (or sometimes eliminate) the occurrence of the failure modes. Such corrective actions, or fixes, undergo a rigorous review and approval process before they are applied to system prototypes. When the fixes are incorporated, the system typically returns to test in order to verify the redesign effort, as well as to uncover additional (remaining) failure modes. This process of eliminating initial design (or manufacturing) weaknesses in a system via failure mode discovery, analysis, and effective correction is generally what is meant by reliability growth. Reliability Growth Management procedures, such as those prescribed in Military Handbook 189 [15] , the AMSAA Reliability Growth Guide [16] , and Appendix C of the DoD Guide for Achieving RAM [17] consist of the application of planning, tracking, and projection methods. Naturally, reliability improvements gained during development are heavily dependent upon the effectiveness of corrective actions applied to system prototypes. A corrective action typically consists of a design change or alteration to hardware, software, or human factors aspects of a system. Some examples include: (1) hardware fixes; (2) software fixes and; (3) human factors improvements. Regardless of the type of corrective action, a major performance indicator of the growth process entails the rate at which reliability is improved. The rate of reliability improvement is dependent upon several factors including (but not limited to):
• The rate at which failure modes are discovered during testing.
• The turnaround time associated with:
− Root cause failure analysis. − Scoring of failure data via the users Failure Definition / Scoring Criteria (FD/SC). − Development of corrective actions. − Corrective action review and approval process. − Potential changes in manufacturing process. − Implementation of approved fixes.
• Management strategy (MS) or the fraction of the problem addressed.
• The effectiveness of corrective actions. Clearly, all of the above are dependent on timely management commitment to allocate and reallocate programmatic resources (e.g., test hours, calendar time, and money), as needed. For example, early planning in terms of schedule and budget is required to successfully plan and fund required testing, failure analysis, as well as the development and implementation of the corrective actions. As mentioned previously, the implementation guide [2] has a much more thorough discussion of reliability growth and the various procedures for accounting for reliability growth.
Reliability Language for DoD Acquisition Contracts.
The first step necessary for establishing robust RAM programs is to hold contractors accountable for pursuing reliability best practices. This may be achieved by having appropriate language incorporated into the Request for Proposal (RFP), as well as the EMD contract solicitation. The new GEIA STD-0009 [3] was specifically developed to assist in the development of reliability contract language. The standard addresses the following area of an RFP: Early-On Design for Reliability (DFR) Activities
