We prove the existence of local in time solution to Kolmogorov's two-equation model of turbulence in three dimensional domain with periodic boundary conditions. We apply Galerkin method for appropriate truncated problem. Next, we obtain estimates for a limit of approximate solutions to ensure that it satisfies the original problem.
Introduction
Firstly, we will provide a short introduction to turbulence modeling. We introduce an idea behind RANS (Reynolds Averaged Navier Stokes, see [9] , [6] , [7] , [8] ). and explain necessity of incorporating additional equations to model of turbulence. Next, we will introduce Kolmogorov's two equation model and it's connection to currently used turbulence models.
Turbulent flow is a fluid motion characterized by rapid changes in velocity and pressure of a fluid. These fluctuations cause difficulties mainly in finding solutions using numerical methods, which require dense mesh and very short time steps to properly reproduce turbulent flow. Additionally, turbulence appear to be self-similar and display chaotic behavior. This bolster a need for precise simulations.
The simplest idea that would decrease fluctuations of solutions is to consider average value of velocity and pressure. This is the case in RANS, where an average is taken with respect to the time. Now let us decompose the velocity v and pressure p:
v(x, t) = v(x, t) + v(x, t), p(x, t) = p(x, t) + p(x, t), where v, p are time-averaged values and v, p are fluctuations. Now we substitute the decomposed functions to Navier Stokes system and we get (see chapter 2 [9] for details) ∂v ∂t
The last term on the right hand side can be approximated by Boussinesq aproximation(see [9] )
where ν T = k ω , k tubulent kinetic energy, ω -dissipation rate. Finaly, we obtain
We see that to close the system we need to introduce additional equations for ω and k. For details see [7] and [9] . Nowadays, k−ε and k−ω are most commonly used models to calculate k and ω (see the turbulence models in [8] and [9] ). They bear strong resemblance to Kolmogorov turbulence model in dealing with diffusive terms and equation on kboth models employ squared matrix norm of symmetric gradient as a source term.
In 1941 A. N. Kolmogorov introduced following system of equations describing turbulent flow ( [2] , English translation in Appendix A [5] )
where v is a mean velocity, ω dissipation rate, b is 2/3 of mean kinetic energy, p -sum of mean pressure and b. Novelty of Kolmogorov formulation lies in no longer requiring prior knowledge of length scale (size of large eddies) -it can be calculated as
ω . Let us notice that proposed equation on velocity highly resembles equation which appeared in RANS. Additionally, the mentioned previously k−ε and k−ω systems provide similar equations for ω and b with addition of a source term in equation for ω.
Physical motivation of proposed system can be found in [1] and [5] . Mathematical analysis of difficulties in proving existence of solution of a system can also be found in [1] . Now, we would like to discus the known mathematical results related to Kolmogorov's two-equation model of turbulence. There are two recent results devoted to this problem: [1] and [3] (see also the announcement [4] ) and our result is inspired by them. In the first one, the Authors consider the system in a bounded C 1,1 domain with mixed boundary conditions for b and ω and stick-slip boundary condition for velocity v. In order to overcome the difficulties related with the last term on the right hand side of (3) the problem is reformulated and the quantity E := 1 2 |v| 2 + 2ν 0 κ 4 b is introduced. Then, the equation (3) is replaced by
and there is established the existence of global-in-time weak solution of the reformulated problem. It is also worth mentioning that in [1] the assumption related to the initial value of b admit vanishing of b 0 in some points of the domain. More precisely, the existence of weak solution is proved under the conditions b 0 ∈ L 1 , b 0 > 0 a.e. and ln b 0 ∈ L 1 . In the paper [3] the Authors consider the system (1)- (4) in periodic domain. It is proved the existence of global-in-time weak solution, but due to the presence of the strongly nonlinear term b ω |D(v)| 2 , the weak form of equation (3) have to be corrected by a positive measure µ, which is zero, provided weak solution is sufficiently regular. There are also obtained the estimates for ω and b (see (4.2) in [3] ). These observations are crucial in our reasoning presented below. Concerning the initial value of b, the Authors assume that b 0 is uniformly positive.
2 Notation and main result.
We shall consider the following problem
in Ω T with periodic boundary condition on ∂Ω and initial condition
Here ν 0 , κ 1 , . . . , κ 4 are positive constants. For simplicity, we assume further that they all except κ 2 are equal to one. The reason is that the constant κ 2 plays important role in the a priori estimates. We shall show the local-in-time existence of regular solution of problem (5)- (9) under some assumption imposed on the initial data. Namely, suppose that there exists positive numbers b min , ω min , ω max such that
on Ω and we set
(12) If m ∈ N, then by V m we denote the space of restrictions to Ω of the functions, which belong to the space
where
form a standard basis in R 3 . Next, we definė
We shall denote by · k,2 the norm in the Sobolev space, i.e.
Our the main result concerning the existence of local in time regular solutions is as follows.
and (10), (11) hold. Then there exists positive T and (v, ω, b) ∈ X (T ) 5 solution to (5)- (8) in Ω T . Furthermore, for each (x, t) ∈ Ω × [0, T ) the following estimates
hold.
In the next section we prove the above theorem by applying Galerkin method for an appropriate truncated problem. We obtain a priori estimate for the sequence of approximate solutions and by weak-compactness argument we get a solution of truncated problem. Finally, after proving some bounds for ω and b we deduce that obtained solution satisfies original system of equations.
Proof of the main result
Assume that w ∈V 1 div and z, q ∈ V 1 . If we multiply (5) by w, (6) by z and (7) by q and formally integrate by parts, then we get
where µ = b ω , D(v) denotes the symmetric part of ∇v and (·, ·) is inner product in L 2 (Ω). We shall show that for sufficiently small T there exists (v, ω, b) ∈ X (T ), which satisfy (18)- (20) for each t ∈ (0, T ) and (9) . To the end we apply Galerkin method. Hence, we need a basis of the spaces V 1 andV 1 div . Let {w i } i∈N be a system of eigenfunction of Stokes operator inV div , which forms complete and orthogonal iṅ V div and orthonormal in L 2 (Ω). Similarly, let {z i } i∈N is an complete and orthogonal. system in V 1 , which is orthonormal in L 2 (Ω) We shall find approximate solutions of (18)- (20) in the following form
We have to determine the coefficients
. In order to define an approximate problem we have to introduce a few auxiliary functions. For fixed t > 0 we denote by Ψ t = Ψ t (x) a smooth function such that
where b t min is defined by (12). We assume that the function Ψ t also satisfies
where, here and c 0 is a constant independent on x and t (see in the appendix for details (formula (97)). We also need smooth functions Φ t , ψ t and φ t such that
We assume that these functions additionally satisfy
for some constant c 0 (the construction of Φ t , ψ t and φ t are similar to the argument in the appendix).
An approximate solution will be find in the form (21), where the coefficients
are determined by the following truncated system
, where i ∈ {1, . . . , l} and we denote
Firstly, we note that µ l is positive and then, by standard ODE theory the system (30)-(32) has a local solution. Now we shall obtain an estimate independent on l.
Lemma 1. The approximate solution obtained above satisfies the following estimates
where µ t min is defined by (12). Proof. We multiply (30) by c l i , sum over i and we obtain 1 2
where we used (21). Applying the properties of functions Ψ t , Φ t and (12) we get
Similarly, we multiply (31) by e l i and we obtain 1 2
By the properties of φ t the right-hand side is non-positive thus, we obtain (35). Finally, after multiplying (32) by d l i we get 1 2
We note that ψ t (b l )φ t (ω l )b l ≥ 0 hence, we obtain
and the proof is finished.
We also need the higher order estimates.
Lemma 2. There exist positive t * and C * , which depend on b min , ω min , ω max , c 0 , |Ω|, v 0 2,2 , ω 0 2,2 and b 0 2,2 such that for each l ∈ N the following estimate
holds.
Proof. We multiply the equality (30) by λ 2 i c l i and sum over i
After integrating by parts we obtain
Thus, we get 1 2
We estimate the right-hand side
where C is a constant, which does not depend on solution. Proceeding analogously we obtain 1 2
Now, we multiply the equation (31) byλ 2 i e l i and we obtain
After integrating by parts we get
Thus, we may write 1 2
Finally, after multiplying (32) byλ
We deal with the terms on the left hand-side as earlier and for the right-hand side terms we get
Therefore, we obtain the inequality
We note that
Indeed, integrating by parts yield
where we applied the condition div v l = 0. After applying (12), (22), (24) and (33) we get µ
for each l thus, (39) together with (43) and (44) give
where C is a constant. Applying Gagliardo-Nirenberg interpolation inequality
and Sobolev embedding inequality we get
Again, by Gagliardo-Nirenberg inequality
and Hölder inequality we have
Thus, applying after the Young inequality with exponents (2, 6, 3) we get
where ε > 0. Applying the above inequality and (43) in (45) we obtain
Now, we proceed similarly with (41) and we obtain
where we applied (29). We repeat the reasoning leading to (48) and we obtain
Thus, the above inequality and (50) give
where we applied (28) and (29). Applying integrating by parts and Sobolev embedding theorem we get
Applying again the Gagliardo-Nirenberg inequality and Young inequality we get
From (47) we get
hence, from (52) we obtain the following estimate
We sum the inequalities (49), (51), (53) and we obtain
Now we shall estimate µ l in terms of ω l and b l . Firstly, we note that from (22) and (24) we have
Hence, by definition (33) we get
where c 1 depends only on ω min and b min . Thus, we obtain
Now, we have to estimate the derivatives of µ l . Direct calculation gives
Using (23) and (27) we may estimate the derivatives
where C = C(ω min , b min , c 0 , |Ω|, κ 2 ). If we take into account the estimates (34)-(36) then we have
where C is as above. Finally, applying (12) again we obtain
where C = C(ω min , b min , c 0 , |Ω|, κ 2 ). Therefore, there exist positive t * and C * , which depend on b min , ω min , ω max , c 0 , |Ω|, v 0 2,2 , ω 0 2,2 and b 0 2,2 such that
uniformly with respect to l ∈ N. Next, from (66) and (67) we get the bound
for some constant C * as above. It remains to show the estimate of time derivative of solution. By (30) we deduce that for each t ∈ (0, t * )
Having the estimate (38) from lemma 2 we may apply weak-compactness argument to the sequence of approximate solutions and we obtain a subsequence (still numerated by superscript l) weakly convergent in appropriate spaces. To be more precise, there exist v, ω and b such that v ∈ L 2 (0, t * ;V 
Proceeding as earlier, we get hence, we obtain
By (11) we get (87). We shall prove that
For this purpose we test the equation (81) (1 + ω max κ 2 t)
The second term of the left-hand side vanishes and the third is nonnegative. Thus, we get and by definition (12) we obtain
