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Abstract. We present a geometric and statistical approach to gait-
based human recognition. The novelty here is to consider observations of
gait, considered as planar silhouettes, to be cyclostationary processes on
a shape space of simple closed curves. Consequently, gait analysis reduces
to quantifying di®erences between underlying stochastic processes using
their observations. Individual shapes can be compared using geodesic
lengths, but the comparison of gait cycles requires tools for extraction,
interpolation, registration, and averaging of individual gait cycles before
comparisons. The main steps in our approach are: (i) o®-line extraction
of human silhouettes from IR video data, (ii) use of piecewise-geodesic
paths, connecting the observed shapes, to smoothly interpolate between
them, (iii) computation of an average gait cycle within class (i.e. asso-
ciated with a person) using Karcher means, (iv) registration of average
cycles using linear and nonlinear time scaling, (iv) comparisons of aver-
age cycles using geodesic lengths between the corresponding shapes. We
illustrate this approach on gait sequence obtained from infrared video
clips. Experimental results are presented for a data set of 26 subjects.
1 Introduction
Characterizing and recognizing human being from their images has become an
important science. A variety of features, including facial images, iris scans, ther-
mal pro¯les, and gait sequences, have been proposed for such biometric analysis.
In this paper we focus on the problem of analyzing videos of humans walking,
with a goal of recognizing them using an analysis of their gait. Gait analysis
closely relates to statistical analysis of shapes of objects. Assuming that one
focuses on silhouettes of human beings, as they are walking, gait analysis be-
comes the problem of analyzing sequences of shapes of closed curves. In this
sense gait analysis is an extension of shape analysis; shape analysis deals with
comparisons of individual shapes, while gait analysis deals with comparisons of
sequences of shapes. A gait sequence can be considered as a stochastic process
on the shape space, with ¯nite, noisy measurements. Therefore, gait analysis can
be considered as the science of analyzing stochastic processes on shape mani-
folds. Furthermore, considering the repetitive nature of a gait sequence, one can
restrict to the family of cyclo-stationary processes, i.e. processes whose statistics
repeat themselves periodically.2 David Kaziska and Anuj Srivastava
An an application of gait analysis, we will focus on infrared (IR) image se-
quences as the observed data. As an example, shown in Figure 1 is a example
of a IR video sequence obtained using an infrared camera. Depending on the
quality of infrared image detector, and ambient conditions such as temperature,
humidity, windchill, etc, the task of gait analysis using IR sequences is somewhat
more complicated than that using visual spectrum video sequences. Essentially,
the task of extracting shapes, or silhouettes, automatically becomes more di±-
cult in this application. However, in this paper we avoid that issue by working
with a good quality IR camera and known backgrounds. The main focus here is
on a statistical analysis of shape processes for gait analysis.
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Fig.1. A small portion of a sample IR sequence taken at 60 frames/second.
1.1 Challenges & Past Work
What are the di®erent components and issues associated with gait-based recogni-
tion of human beings? To develop a comprehensive system, one needs to develop
the following components:
1. Representation: First, one needs to choose a representation of human ap-
pearance in images that lends itself to gait analysis. The chosen representation
should highlight di®erences in walking styles between people, and should sup-
press the variations in walking style of a person. Also, a practical need is to be
able to extract these representations from video sequences fast, and in presence of
noise, clutter and partial obscuration. It is important to point out that very few
of the existing approaches utilize real-time, automated extraction of representa-
tions from video data. In other words, the focus in the recent literature is on the
methodology and not on issue of real-time extraction of features/representations.
Several representations have been suggested in the past: binary images or silhou-
ettes [4,2,8,9], width of silhouettes [4], shapes of con¯gurations of landmarks
[7], systems of articulate parts, etc. Each has its advantages and disadvantages.
A survey of di®erent ideas currently used in gait analysis is presented in [6].
2. Models: Once the representations are chosen, the next issue is to impose mod-
els for analyzing gait. Several papers have studied parametric dynamic models
or state equations for analyzing gait processes [7,1]. In the interest of com-
putational e±ciency, one would like to use parametric models while the non-
parametric models provide a broad generality to the approach. A more general
approach is to consider gaits as stochastic processes in a certain representationCyclostationary Processes on Shape Spaces for Gait-Based Recognition 3
space; then one needs a stochastic model to characterize these processes. As
noted earlier, a good model highlights interclass variability while suppressing
intra-class variability.
3. Classi¯cation: Given probability models governing the evolution of a gait
process, the process of human identi¯cation or classi¯cation is simply that of
hypothesis testing. Some papers reduce this problem to the choice of metric be-
tween gait representations, and using a distance-based classi¯er, e.g. the nearest
neighbor classi¯er, to perform recognition.
1.2 Our Approach
Our approach is to represent a human appearance using the shape of its bound-
ary. We consider this boundary as a closed curve in the image plane, and analyze
its shape during gait analysis. An important point here is that curves are con-
sidered in continuum and not as a collection of landmarks as is done in classical
shape analysis [3]. The shapes of all closed curves form a shape space S and
changing shapes associated with a walking human being form a stochastic pro-
cess on S. Furthermore, due to the periodicity of human walk the resulting
process becomes cyclostationary. Any two gait observations can be considered
as two sample paths on S, and our goal is to quantify di®erences between them.
We accomplish this using by comparing corresponding points on S along the two
paths; these points are actually shapes of two closed curves and to compare them
we use a geodesic path connecting them on S. In other words, geodesic lengths
quantify di®erence between individual silhouettes. In order to remove intra-class
variability, i.e. variability associated with di®erent gait observations of the same
human being, we compute average gait processes and use them for recognition,
rather than using single sample paths. Another important step is to register the
observed gait cycles using either linear or nonlinear time scaling before they can
be averaged. This often requires interpolating between observed shapes to ob-
tain the same number of shapes in all cycles. We form piecewise-geodesic paths
between observed shapes for this interpolation. The main strengths of this ap-
proach are:
1. It chooses the boundaries of human silhouettes to analyze gait; analysis
of curves is computationally faster and more immune to noise than
analysis of full images even if they are binary. Since curves are represented
as functions from R to R, we can use standard tools from wavelet analysis
for denoising extracted curves.
2. It is important to remove shape-preserving transformations { translation, ro-
tation, and scale { from representations of human appearances. This makes
gait analysis relatively immune to viewing angles, distance between the cam-
era and the subject, and camera motion. It is much easier to remove these
transformations for curves than for binary images.
3. Several papers have pointed out the use of gait cycles as the basic units for
comparisons. Modeling gaits as cyclostationary processes on a shape
space provides a formal, nonparametric framework for a quantitative
study of gaits. We make no assumptions about the human motion.4 David Kaziska and Anuj Srivastava
4. Computation of mean cycles, on an appropriate shape space, removes the
intra-class variability. Similarly, the use of geodesics on shape spaces
provides natural tools for: (i) interpolating between shapes during regis-
tration of gait cycles, and (ii) comparison of individual shapes during com-
parisons of cycles.
2 Experimental Setup & Data Generation
In our experiments described later we have used two IR cameras: (i) Raytheon
PalmIR Pro with a spectral range of 7-14 ¹m, using an uncooled BST, producing
images of 320 £ 240 pixels, and having a ¯eld of view of 36 £ 27±. (ii) FLIR
Systems' Thermovision A40V. It uses a focal plane array, made of uncooled
microbolometer and produces images and video of 320 £ 240 pixels. It has a
thermal sensitivity of 80mK at 30±C, a spectral range of 7.5 - 13 ¹m and a ¯eld
of view of 24 £ 10± at 0:3m. The ¯rst camera uses an older technology provides
noisy images with low sensitivity, while the second is a new generation with
higher thermal sensitivity and thus lower noise. Sample images from A40 are
shown in Figure 1 while those from PalmIR are shown in Figure 4.
We need to extract the boundaries of human silhouettes in the observed im-
ages for gait analysis. For PalmIR camera, with noisy images, the automated
methods have not been successful and we resorted to manual extraction of the
required curves. However, for the high contrast A40 camera, the process of auto-
mated boundary extraction works better and uses background subtraction and
simple ideas from motion estimation. Shown in Figure 2 is an illustration of the
automated extraction process. Figure 2(a) and (b) show the original IR image
with and without the subject. Panel (c) shows the di®erence image and panel
(d) shows the motion-based edge detection. In this case, this frame is simply
an absolute di®erence of two successive image frames. A convex combination of
images in (c) and (d) is used to extract the contour via thresholding, wavelet
smoothing, and level set extraction. The ¯nal curve is shown in the panel (j).
3 A Framework for Gait Analysis
Let S be the space of shapes de¯ned appropriately (to be de¯ned later). We
are interested in studying a stochastic process X(t) 2 S whose statistics repeat
themselves in time. More formally, we will focus on a family of cyclostationary
stochastic processes in S.
De¯nition 1 (Cylostationary). A stochastic process is called cyclostation-
ary with a period ¿ if the joint probability distribution of the random variables
X(t1);X(t2);:::;X(tn) is same as that of X(t1 + ¿);X(t2 + ¿);:::;X(tn + ¿),
for all t1;t2;:::;tn and for all n. In particular, the random quantities X(t) and
X(t + ¿) have the same probability distribution.
Therefore, in our notation we generally consider the time t to be modulo ¿ so
that t 2 [0;¿).Cyclostationary Processes on Shape Spaces for Gait-Based Recognition 5
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Fig.2. (a) Original frame, (b) background frame, (c) image after background subtrac-
tion, (d) edge estimation using motion, (e) composite image, (f) binary image after a
low threshold, (g) smoothed using a Gaussian ¯lter, (h) level sets using imcontour, (i)
direction functions of outermost level { before and after wavelet denoising, and (j) the
¯nal extracted shape.
In the context of gait analysis, we consider a full cycle as the period starting
from when legs and hands are all together to the time of return to a similar
state, as shown in Figure 5. The top row of this Figure shows the ¯rst half-cycle
where the left foot goes forward and the right foot catches up, and the bottom
row shows the second half-cycle where the right foot moves ¯rst. Occasionally,
one can assume that the duration of a half cycle is exactly half of the duration
of the full cycle. We will assume that gait sequence associated with a person is a
cyclostationary process on a shape space. The duration of a full cycle corresponds
to the period ¿ of the process. Like any cyclostationary process, it su±ces to
study a gait sequence within the period [0;¿].
Given two stochastic processes, our goal is to quantify di®erences between
them. Let X(t) and Y (t) be two gait processes on the shape space S, with
periods ¿x and ¿y, respectively, our goal is to develop a metric d(X;Y ), with
certain desired properties. A simple idea is to use the mean squared distance:
dp(X;Y ) = argmin
·2[0;¿y];Á
E
·µZ ¿x
0
d(X(t);Y (· + Á(t)))2dt
¶¸
; (1)
where:
{ E denotes the expected value.
{ d(¢;¢) denotes a metric de¯ned on an appropriate shape space.
{ Á denotes a smooth mapping between [0;¿x] and [0;¿y].
{ · denotes a possible relative time-shift in between the two observed gait
sequences.6 David Kaziska and Anuj Srivastava
Fig.3. Sequence of silhouettes extracted automatically as described in Figure 2.
Fig.4. Image sequence from PalmIR camera.
An alternate form is to use squared distance of the mean cycles:
dp(X;Y ) = argmin
·2[0;¿y];Á
µZ ¿x
0
d(E[X(t)];E[Y (· + Á(t))])2dt
¶
; (2)
where the expectations E[X(t) and E[Y (t)] are computed on the shape space S
in a suitable fashion. We choose this later quantity and use its discrete form:
dp(X;Y ) = argmin
·2[0;¿y];Á
Ã
T X
t=1
d(X(t);Y (· + Á(t)))2
!
; (3)
where X and Y are sample Karcher means of the processes X and Y at times
t = 1;:::;T. Next we specify our choices of X(t), S, d(¢;¢), Karcher mean, and
Á.
3.1 Analysis of Silhouette Boundaries
Consideration of gaits as realizations of stochastic processes on shape spaces
implies that gait analysis becomes an extension of statistical shape analysis,Cyclostationary Processes on Shape Spaces for Gait-Based Recognition 7
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Fig.5. Illustration of gait cycles. The sequence from legs together to right leg forward
to legs together is the ¯rst half-cycle. The sequence from legs-together to left leg forward
to legs together is the second half cycle.
where the tools for comparing individual shapes are extended to compare ordered
sequences of shapes.
For comparing shapes of planar curves, a recent emphasis has been on us-
ing functions, such as direction function or curvature function, for representing
curves, and add a closure condition to analyze shapes [citation removed]. One
extension is to allow for shapes to stretch and compress, in order for a better
matching of feature points. We start by introducing some notation. A param-
eterized curve in R2, denoted by ®, is represented by a pair of function (Á;µ)
such that at any point s 2 [0;2¼], we have ®0(s) = exp(Á(s))exp(jµ(s)), where
j =
p
¡1. Á is called the log-speed function and µ is called the direction function
of the curve ®. Notice that we are assuming that the length of ® is 2¼. Consider
the space C of all closed curves of length 2¼, and average direction ¼, in R2 given
by:
C = f(Á;µ)j
Z 2¼
0
eÁ(s)ejµ(s)ds = 0;
Z 2¼
0
eÁ(s)ds = 0;
Z 2¼
0
µeÁ(s)ds = ¼g :
Note that the variability generated by shape-preserving transformations (rota-
tion, translation, and scale) are already removed, but the variability resulting
from di®erent placements of origin on ®, and di®erent re-parameterizations of
[0;2¼] remain. The former variability results from the group action of S1, the
unit circle, and the latter results from the group action of D, the set of all auto-
morphisms f° : [0;2¼] 7! [0;2¼]g. Therefore, the shape space is de¯ned to be a
quotient space S = C=(S1 £ D).
An e±cient technique for quantifying shape di®erences is to compute a geodesic
path in S connecting the two shapes, and then use its length to quantify shape
di®erences. An integral part of this computation is to ¯nd an optimal matching
of points across shapes. That is, given two shapes (Á1;µ1) and (Á2;µ2), we are
interested in ¯nding a re-parametrization ° of (Á2;µ2) such that it minimizes the8 David Kaziska and Anuj Srivastava
matching cost:
R 2¼
0
¡
¸k(Á1(s);µ1(s)) ¡ (Á2(s);µ2(s)) ± °k2 + (1 ¡ ¸)j°0(s)j2¢
ds.
Shown in Figure 6 are some examples of this matching. Note that the matching
process works well whether the legs are apart or together, hands are visible or
not, etc. The computation of a geodesic is based on a shooting method, studied
Fig.6. Shape matching: each pair shows a ° that minimizes the matching cost between
the two shapes; the lines connect the matched points across the shapes.
in earlier papers [citation removed]. To illustrate this idea by example, shown
in Figure 7 are some examples of geodesic paths between shapes of human sil-
houettes. In each row, the shapes denote equally-spaced points along a geodesic
connecting the end shapes. For any two shapes (Á1;µ1) and (Á2;µ2), the length
of geodesic path between them forms a natural tool to compare them and is
denoted by d((Á1;µ1);(Á2;µ2)). Also, we will use the function ª(t) to denote the
geodesic path, so that ª(0) = (Á1;µ1) and ª(1) = (Á2;µ2).
Fig.7. Examples of geodesic paths between human shapes in S. In each row, the ¯rst
and the last shapes are given and the intermediate shapes depict points along geodesics
connecting these given shapes.Cyclostationary Processes on Shape Spaces for Gait-Based Recognition 9
3.2 Detection of Gait Cycles
We seek a technique by which gait cycles can be automatically detected from
ordered sequences of extracted shapes. We noticed that the silhouettes with the
arms and legs together are far away, in terms of geodesic distance, from the
points where the limbs are extended. To identify the beginning and end of cycles
in a sequence of observed shapes, we begin with a silhouette with the limbs
extended. Then we compute the geodesic distances from that ¯rst shape to all
the following shapes. Since the shapes with arms and legs together are far from
shapes with limbs extended, then the distance we compute show peaks at the
shapes with the limbs together. We detect the beginning and end of cycles by
looking for these peaks. An example is shown in Figure 8.
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Fig.8. Detection of gait cycles. Left: an ordered sequence of silhouettes. Right: a plot
of the geodesic distance from the ¯rst shape to each subsequent shape. The peaks at
shapes 5, 12, 18, and 25 correspond to the beginnings and ends of cycles.
3.3 Interpolation Between Observed Shapes
An important tool in our approach to gait recognition is the ability to interpolate
on S. In Eqn. 3, the evaluation of X(t) and Y (· + Á(t)) for the same t is an
issue as the two sequences may not have been observed at corresponding times.
One needs an ability to \¯ll in" shapes using the observed shapes. To estimate
a shape that occurs between any two observed shapes, we geodesics paths to
interpolate on the shape space S. We compute these interpolated points as ª(t)
for some t 2 (0;1). We illustrate by an example in Figure 9. The silhouettes in
the top row were obtained at eight uniformly-spaced points in time, which we
shall denote t = 0 to t = 7. To represent this gait cycle at six points in time, we
obtaim silhouettes at t = 0; 7
5; 14
5 ; 21
5 ; 28
5 ;7 via interpolation. For example, to get
a point at time t = 7
5, we compute the geodesic path ª from the shape at t = 1
to the shape at t = 2. Our estimate of the shape at t = 7
5 is given by ª(0:2).
The remaining shapes in the second row of Figure 9 are computed similarly.10 David Kaziska and Anuj Srivastava
Fig.9. Geodesic Interpolation. Top: a sequence of eight shapes. Bottom: interpolation
of this sequence to sampled uniformly at six points.
3.4 Registration of Gait Cycles
The next issue in comparison and recognition of gait is the registration of points
along any two cycles. In other words, given samples of shapes along two ob-
served walks, which shapes should be compared with each other. Even though
the shapes form an ordered sequence, there may be a time scaling, time warp-
ing, and/or time shifting between the two sequences. Shown in Figures 10 are
examples of observed gait cycles for two people. One cycle contains 10 shapes
while the other contains eight shapes. In order to compare these two sequences,
we need to register the two cycles. As earlier, let ¿x and ¿y be the periods of gait
sequences X and Y , and let Á : [0;¿x] 7! [0;¿y] be a map that is invertible, and
both Á and Á¡1 have piecewise continuous derivatives. Our goal is to ¯nd · and
Á that minimize energy given in Eqn. 1. Once the cycles have been detected, the
need to estimate · is no more. The problem of ¯nding Á is addressed as follows:
Person 1 Person 2
Fig.10. Observed gait cycles for two di®erent people. They need to be registered before
their comparison.
1. Nonlinear time scaling: Several authors have used the idea of using dy-
namic programming, often called dynamic time warping (DTW), earlier in
di®erent contexts. This solves for ^ Á = argminÁ
R ¿x
0 d(X(t);Y (Á(t)))2dt. We
need not repeat the algorithm here. An example of dynamic time warping is
given in Figure 11.Cyclostationary Processes on Shape Spaces for Gait-Based Recognition 11
2. Linear time scaling: Another idea to consider Á simply as a linear time
scaling, Á(t) = ¯dt, where ¯ > 0 is a scalar. In case the end points of
the two cycles are known, then ¯ is simply ¿y=¿x, otherwise both · and
¯ can be jointly estimated from the observed gait sequences according to:
(^ ·; ^ ¯) = argmin(·;¯)
R ¿x
0 d(X(t);Y (· + ¯t))2dt. An example of linear time
scaling is given in Figure 9.
Training Test - Before Registration
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
T est - After Registration optimal Á
Fig.11. Dynamic Time Warping. Top row: a sequence of ten silhouettes from a training
sequence. Middle: a test sequence to be registered to the training sequence. Bottom
row: the test sequence after registration and the plot shows the function Á, found by
dynamic programming, used in the registration.
3.5 Computation of Mean Gait Cycles
To utilize Eqn. 2 for comparing gait sequences, we need to estimate the mean
shape E[X(t)] for relevant times in a gait cycle. Assuming that we have mul-
tiple observations of a person's gait cycle, the task here is to ¯rst register the
shapes across cycles, as described above, and then to compute means of cor-
responding shapes across sequences. The mean shape E[X(t)] is de¯ned to be
the sample Karcher mean shape at time t as follows. Given a set of sample
shapes (Á1;µ1):::;(Án;µn) 2 S , the sample Karcher variance is a function of
(Á;µ) 2 S, and is given by V (Á;µ) =
Pn
k=1 d((Á;µ);(Ák;µk))2, where the metric
d denotes the metric on S denoting the shortest geodesic path between points.
The Karcher mean set of (Á1;µ1);:::;(Án;µn) 2 S is the set of minimizers of
V (µ). In earlier papers [citation removed], we provided an algorithm for compu-
tation of the sample Karcher mean. An example of calculation of a mean gait
cycle is shown in Figure 12.12 David Kaziska and Anuj Srivastava
Interpolated Cycle One Interpolated Cycle Two
Interpolated Cycle Three Mean Cycle
Fig.12. Computation of a mean cycle. The ¯rst three consist of gait cycles registered
using linear interpolation. The mean cycle is in the fourth set. Each shape in the fourth
row is the Karcher mean of the three corresponding shapes.
4 Experimental Results
Our experimental results are based on a collection of IR video clips of 26 people.
We collected at least two clips of each person, and formed disjoint training and
tests. We performed a gait matching experiment, following these steps:
{ For each of the training and test sequences we extracted three half-cycles,
performed registration using linear time scaling, then computed an average
gait cycle.
{ For each test sequence, we computed the metric in Eqn. 3 for each training
sequence and sought the nearest match.
The results are summarized in Table 1 under Method 1. Under the nearest
neighbor criterion, we obtain a successful match for 17 of the 26 test sequences.
For 21 of the 26 test sequences, the correct match in the training set was among
the top three choices. An example of a correct match is show in the top row of
Figure 13, while an incorrect match is shown in the bottom row.
Next we attempted matching using a simpler method, called the mean-shape
approach. Some of the methods in the literature suggest that gait recognition
can be achieved using merely a mean shape of the cycle, rather than using the
full cycle [5,9]. For each person in the training set, these methods compute a
single mean shape. Then for a test sequence, a single mean shape is computed
and then the best match in the training set is sought. Surprisingly, a decent
performance has been reported with this simpli¯ed method. With a slight varia-
tion, we computed two means for each gait sequence rather than a single mean.
We computed a mean for the person when the arms and legs are together and
a second mean of the silhouettes where the arms and legs are extended. Figure
14 shows a mean sequence of length six as we used in the previous method and
the two means for the same person that we computed for the present method. In
Table 1, results are summarized for this approach under mean-shape method. Fi-
nally, we also compute recognition performance using the landmark-based shape
analysis of boundary curves. Although the general approach here is same as ourCyclostationary Processes on Shape Spaces for Gait-Based Recognition 13
method, the choices of shape space S, geodesic length d(¢;¢), Karcher means, etc
are di®erent [3]. Recognition results based on this method are also reported in
Table 1.
Test Cycle Training Cycle for Best Match
Test Cycle Training Cycle for Same Person Training Cycle Selected (Incorrect)
Fig.13. Top: Example of a correct match. Bottom: An example of an incorrect match.
Mean Cycle of Length Six The Pair of Mean Shapes
Fig.14. Example of training sequence used in Method 2. Left is a mean cycle of six
shapes used in Method 1, right are the two mean shapes used in mean-shape approach.
5 Summary
In this work we present a novel framework for gait recognition, considering gait
as a cyclostationary process on a shape space of simple closed curves. Geometric
tools enable us to perform: (i) interpolation between shapes, (ii) registration of
gait cycles, (ii) averaging of gait cycles, and (iv) comparisons of gait cycles for
human recognition. An important note is that comparison of mean cycles, rather
than the cycles themselves, help suppress intra-class variability and improve the
classi¯cation performance.14 David Kaziska and Anuj Srivastava
i 1 2 3 4 5 6 7 8 9 10
Our Approach 17 20 21 21 21 22 22 23 24 24
Mean-Shape Approach 13 14 16 19 19 20 20 20 20 22
Landmark-Based Approach 10 11 14 17 19 19 20 20 21 22
Table 1. Recognition Performance. For each test cycle we see if the correct class is in
¯rst i classes, ranked according to the metric in Eqn. 3. This table shows the number
of test cycles, out of 26, for which that is the case, plotted against i.
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