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COLLISION OF EIGENVALUES FOR MATRIX-VALUED PROCESSES
ARTURO JARAMILLO AND DAVID NUALART
Abstract. We examine the probability that at least two eigenvalues of an Hermitian
matrix-valued Gaussian process, collide. In particular, we determine sharp conditions under
which such probability is zero. As an application, we show that the eigenvalues of a real
symmetric matrix-valued fractional Brownian motion of Hurst parameter H , collide when
H < 1/2 and don’t collide when H > 1
2
, while those of a complex Hermitian fractional
Brownian motion collide when H < 1
3
and don’t collide when H > 1
3
. Our approach is
based on the relation between hitting probabilities for Gaussian processes with the capacity
and Hausdorff dimension of measurable sets.
1. Introduction
For r ∈ N fixed, consider a centered Gaussian random field ξ = {ξ(t); t ∈ Rr+}, defined in
a probability space (Ω,F ,P), with covariance function given by
E
[
ξ(s)ξ(t)
]
= R(s, t),
for some non-negative definite function R : (Rr+)
2 → R. Let {ξi,j, ηi,j; i, j ∈ N}, be a family
of independent copies of ξ. For β ∈ {1, 2} and d ∈ N, with d ≥ 2 fixed, consider the
matrix-valued process Xβ = {Xβi,j(t); t ∈ Rr+, 1 ≤ i, j ≤ d}, defined by
Xβi,j(t) =


ξi,j(t) + i1{β=2}ηi,j(t) if i < j
(1{β=1}
√
2 + 1{β=2})ξi,i(t) + i1{β=2}ηi,i(t) if i = j
ξi,j(t)− i1{β=2}ηi,j(t) if j < i.
(1.1)
In accordance to the type of symmetry of Xβ(t), we will refer to X1 and X2 as the Gaussian
orthogonal ensemble process (GOE) and Gaussian unitary ensemble process (GUE), respec-
tively. Let Aβ be a fixed Hermitian deterministic matrix, such that Aβ has real entries in
the case β = 1, and complex entries in the case β = 2.
Consider the set of the ordered eigenvalues λβ1 (t) ≥ · · · ≥ λβd(t) of
Y β(t) := Aβ +Xβ(t). (1.2)
The purpose of this paper is to determine necessary and sufficient conditions under which,
with probability one, we have λβ1 (t) > · · · > λβd(t) for all t belonging to a suitable rectangle
of Rr+.
The matrix-valued process Y β was first studied by Dyson for β = r = 1, in the case where
ξ is a standard Brownian. In particular, he proved that the processes λ11, . . . , λ
1
d satisfy a
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system of stochastic differential equations with non-smooth diffusion coefficients, as well as
the non-collision property
P
[
λ1i (t) = λ
1
j(t) for some t > 0 and 1 ≤ i < j ≤ n
]
= 0. (1.3)
For a more recent treatment of these results, see [1, Section 4.3].
Afterwards, Nualart and Pe´rez-Abreu used Young’s theory of integration, to prove that in
the case where β = r = 1 and ξ is a Gaussian process with Ho¨lder continuous parths larger
than 1
2
, relation (1.3) holds. This result can be applied to the case where X1 is a fractional
Brownian matrix with Hurst parameter 1
2
< H < 1. Namely, when ξ = {ξ(t); t ≥ 0} is
centered Gaussian processes with covariance
R(s, t) =
1
2
(t2H + s2H − |t− s|2H). (1.4)
In this manuscript we prove, among other things, that the results presented in [9] are sharp,
in the sense that for H < 1/2, the eigenvalues λ11, . . . , λ
1
d collide with positive probability,
and with probability one if A1 = 0. We also give an alternative proof of the results obtained
by Nualart and Pe´rez-Abreu in [9]. In the Brownian motion case H = 1
2
, the method we
apply reduces to the one presented in Section 4.9 of the book [8] by Mckean. On the other
hand, we obtain the surprising results that for the fractional Hermitian matrix X2, the
eigenvalues λ21, . . . , λ
2
d do not collide when H >
1
3
and collide with positive probability (or
with probability one if A2 = 0), when H < 1
3
. The case H = 1
3
cannot be handled with the
techniques used in this paper and remains an open problem.
When ψ(s, t) is of the form (1.4) and β = 1, the non-collision property is of great interest,
since it is a necessary condition for characterizing (λ11, . . . , λ
1
d) as the unique solution of
a Young integral equation (in the case where H > 1
2
), or as an Itoˆ stochastic differential
equation (in the case H = 1
2
). We refer the reader to [1] and [10] for a proof of such
characterizations.
The goal of this manuscript is to investigate the probability of collision of the eigenvalues
λβ1 , . . . , λ
β
d , for ξ belonging to a class of processes that includes the complex Hermitian and
real symmmetric fractional Brownian motion of Hurst parameter H 6= 1
2
. The proofs of our
main results are based on estimations of hitting probabilities for Gaussian processes, as well
as some geometric properties of the set of degenerate matrices. This approach is different
from the methodology used in [9] and [1], where the process (λ11, . . . , λ
1
d) is studied by means
of stochastic integral techniques.
2. Main results
As mentioned before, the ideas presented in this manuscript rely heavily on the the hitting
probability estimations presented in [2]. In order to apply such results, we will assume that
the there exists a multiparameter index (H1, . . . , Hr) ∈ (0, 1)r, and an interval
I = [a, b] :=
r∏
j=1
[aj , bj] ⊂ Rr+, (2.1)
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with a = (a1, . . . , ar), b = (b1, . . . , br) ∈ Rr+ satisfying ai ≤ bi for 1 ≤ i ≤ r, such that the
following technical conditions hold:
(H1) There exist strictly positive and finite constants c2,1, c2,2 and c2,3 such that E [ξ(t)
2] ≥
c2,1 for all t ∈ I and
c2,2
r∑
j=1
|sj − tj|2Hj ≤ E
[
(ξ(s)− ξ(t))2] ≤ c2,3 r∑
j=1
|sj − tj|2Hj ,
for s, t ∈ I of the form s = (s1, . . . , sr) and t = (t1, . . . , tr).
(H2) There exists a constant c2,4 > 0 such that for all s = (s1, . . . , sr), t = (t1, . . . , tr) ∈ I,
Var [ξ(t) | ξ(s)] ≥ c2,4
r∑
j=1
|sj − tj |2Hj ,
where Var [ξ(t) | ξ(s)] denotes the conditional variance of ξ(t) given ξ(s).
The collection of random fields satisfying conditions (H1) and (H2) includes, among
others, the fractional Brownian sheet and the solutions to the stochastic heat equation driven
by space-time white noise. Our main results are Theorem 2.1 and Corollary 2.2 below. The
proofs will be presented in Section 5.
Theorem 2.1. Define Q :=
∑r
j=1
1
Hj
. Then, for β = 1, 2, we have the following results:
(i) If Q < β + 1,
P
[
λβi (t) = λ
β
j (t) for some t ∈ I and 1 ≤ i < j ≤ n
]
= 0. (2.2)
(ii) If Q > β + 1,
P
[
λβi (t) = λ
β
j (t) for some t ∈ I and 1 ≤ i < j ≤ n
]
> 0. (2.3)
In the case where ξ is a one-parameter fractional Brownian motion with Hurst parameter
H ∈ (0, 1), we prove a generalization of Theorem 2.1, where in addition to characterizing the
eigenvalue collision property in terms of H , for H 6= 1
2
, we provide conditions under which
such collision occurs instantly (see equation (2.6) below).
Corollary 2.2. If ξ = {ξ(t); t ≥ 0} is a fractional Brownian motion with Hurst parameter
0 < H < 1 and I = [a, b], where 0 < a < b. we have the following results:
(i) If 1
1+β
< H < 1,
P
[
λβi (t) = λ
β
j (t) for some t ∈ I and 1 ≤ i, j ≤ n
]
= 0. (2.4)
(ii) If 0 < H < 1
1+β
,
P
[
λβi (t) = λ
β
j (t) for some t ∈ I and 1 ≤ i, j ≤ n
]
> 0. (2.5)
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Moreover, if either Aβ = 0 or the spectrum of Aβ has cardinality d− 1, then
P
[
λβi (t) = λ
β
j (t) for some t > 0 and 1 ≤ i, j ≤ n
]
= 1. (2.6)
Remark 2.3. Combining Corollary 2.2 with [1, Section 4.3], we conclude that the condition
H ≥ 1
2
is necessary and sufficient for the non-collision property of real symmetric fractional
Brownian matrices. On the other hand, the critical value for the collision property for the
fractional GUE is H = 1
3
. Nevertheless, our proof of Corollary 2.2 is not valid for the critical
value H = 1
1+β
. Thus, if β = 2 and H = 1
3
, the non-collision property for λ21, . . . , λ
2
d is still
an open problem.
The rest of the paper is organized as follows. Section 3 contains the results from hitting
probabilities for Gaussian fields that we will use throughout the paper. In Section 4, we
describe some geometric properties of the set of degenerate Hermitian matrices of dimension
d; namely, the Hermitian matrices with at least one repeated eigenvalue. Finally, in Section
5 we prove Theorem 2.2 and Corollary 2.2.
3. Hitting probabilities
In this section we present some results on hitting probabilities for Gaussian fields and
their relation to the capacity and Hausdorff dimension of Borel sets. We will closely follow
the work by Bierme´, Lacaux and Xiao presented in [2], and we refer the interested reader to
[2, 12, 13] for a detailed treatment of the theory of hitting probabilities.
For n ∈ N, let W = {(W1(t), . . . ,Wn(t)); t ∈ Rr+} be an n-dimensional Gaussian field,
whose entries are independent copies of ξ. In the sequel, for every q > 0 and any Borel set
F ⊂ Rn, Hq(F ) will denote the q-dimensional Hausdorff measure of F and Cα(F ) will denote
the Bessel-Riesz capacity of order α of F , defined by
Cα(F ) :=
(
inf
µ∈P(F )
∫
Rn
∫
Rn
fα(‖x− y‖)µ(dx)µ(dy)
)−1
, (3.1)
where P(F ) is the family of probability measures supported in F and the function fα : R+ →
R+ is defined by
fα(r) :=


r−α if α > 0,
log
(
e
r∧1
)
if α = 0,
1 if α < 0.
(3.2)
Define as well the Hausdorff dimension dimH(F ), by
dimH(F ) := inf{q > 0 | Hq(F ) = 0}.
We refer the reader to [3, 4] for basic properties of the Hausdorff measure and capacity
of Borel sets. The following results, presented in [2, Theorem 2.1], will be used to prove
Theorem 2.1.
Theorem 3.1 (Bierme´, Lacaux and Xiao). Consider an interval I of the form (2.1). If
F ⊂ Rn is a Borel set, then there exist constants c1, c2 > 0, such that
c1Cn−Q(F ) ≤ P
[
W−1(F ) ∩ I 6= ∅] ≤ c2Hn−Q(F ),
where Q =
∑r
j=1
1
Hj
.
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As a consequence, we have the following result.
Corollary 3.2. Let F ⊂ Rn be a Borel set. Then
(1) If dimH(F ) < n−Q, the set W−1(F ) ∩ I is empty with probability one.
(2) If dimH(F ) > n−Q, the set W−1(F ) ∩ I is non-empty with positive probability.
4. Geometric properties of degenerate Hermitian matrices
Let S(d) and H(d) denote the set of real symmetric matrices and complex Hermitian
matrices, respectively. Define
nβ(d) :=
{
d(d+ 1)/2 if β = 1
d2 if β = 2.
In the sequel, we will identify a given element x ∈ Rn1(d) with the unique xˆ = {xˆi,j}1≤i,j≤d ∈
S(d) satisfying xˆi,j = x 1
2
i(1+2d−i)−d+j , for 1 ≤ i ≤ j ≤ d. In a similar way, we can identify an
element x ∈ Rn2(d) with the unique xˆ ∈ H(d) given by
xˆi,j =
{
x 1
2
i(1+2d−i)−d if i = j
x 1
2
i(1+2d−i)−d+j + ixn1(d)+ 12 i(2d−i−1)−d+j
if i < j.
We will denote by Φi(x) the i-th largest eigenvalue of xˆ. Notice that since (Φ1(x), . . .Φd(x))
are the ordered roots of the characteristic polynomial of xˆ, it follows that Φi(x) is continuous
over x for every 1 ≤ i ≤ d. Define the sets Hddeg and Sddeg by
Hddeg := {x ∈ Rn2(d) | Φi(x) = Φj(x), for some 1 ≤ i < j ≤ d}, (4.1)
Sddeg := {x ∈ Rn1(d) | Φi(x) = Φj(x), for some 1 ≤ i < j ≤ d}. (4.2)
After identifying the random matrix Y β(t) defined in (1.2) as a random vector with values
in Rnβ(d), we have that
{λ1i (t) = λ1j(t) for some t ∈ I and 1 ≤ i < j ≤ n} = {Y 1(t) ∈ Sddeg for some t ∈ I},
and
{λ2i (t) = λ2j (t) for some t ∈ I and 1 ≤ i < j ≤ n} = {Y 2(t) ∈ Hddeg for some t ∈ I}.
Thus, in order to prove Theorem 2.1, it suffices to study the hitting probability of Y 1(t) to
Sddeg and Y 2(t) to Hddeg. To this end, we will give a description of some geometric properties of
Sddeg and Hddeg and determine their Hausdorff dimension. The main results of this section are
Propositions 4.5, 4.6, 4.7 and 4.8 which, roughly speaking, state that there exist measurable
sets Sdin,Sdout ⊂ Rn1(d) and Hdin,Hdout ⊂ Rn2(d), satisfying
Sdin ⊂ Sddeg ⊂ Sdout and Hdin ⊂ Hddeg ⊂ Hdout,
as well as the following properties:
(1) Sdin and Hdin are manifolds of dimensions n1(d)− 2 and n2(d)− 3, respectively.
(2) Sdout is the image of a smooth function defined in an open subset of Rn1(d)−2 with
values in Rn1(d) and Hdin is the image of a smooth function defined in an open subset
of Rn2(d)−3 with values in Rn2(d).
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(3) For all x ∈ Sddeg satisfying Sp(x) = d− 1, there exists ε > 0 such that Sdin ∩Bε(x) =
Sddeg ∩ Bε(x). Similarly, for all x ∈ Hddeg satisfying Sp(x) = d− 1, there exists ε > 0
such that Hdin ∩ Bε(x) = Hddeg ∩Bε(x).
It is worth mentioning that the sets Sddeg and Hddeg can be described as the zeros of a mul-
tivariate polynomial (see Appendix A.4 in [1] for a proof of this fact) and their dimension
is well known in random matrix theory (see for instance [5]). However, for the purposes of
our application, we are not only interested in the description of Sddeg and Hddeg as the set
of zeros of a given polynomial, since these type of geometric objects may have corners and
self-intersections. Instead, we want to describe a large class of points around which Sddeg and
Hddeg are differentiable manifolds, as this property is vital for the proof of (2.6) in Corollary
2.2. For this reason, in the rest of the section we provide a self-contained description of the
differentiability properties of Sddeg and Hddeg.
We will require the following terminology from differential geometry. In the sequel, for
every n ∈ N, x ∈ Rn and δ > 0, we will denote by Bδ(x) the open ball of radius δ and center
x. In addition, we will say that an Rn-valued function, defined over an open subset of Rm
with m ∈ N, is smooth, if it is infinitely differentiable.
Definition 4.1. Let m,n ∈ N be such that m ≤ n. A set M ⊂ Rn is a smooth submanifold
of Rn, with dimension m, if for every x0 ∈ M , there exists ε > 0, an open neighborhood of
zero U ⊂ Rm and a smooth mapping
F : U →M,
satisfying F (0) = x0, as well as the following properties:
- F is a homeomorphism from U to M ∩Bε(x0).
- For every p ∈ U , the derivative of F at p, denoted by DFp, is an injective mapping.
If such mapping F exists, we call it a local chart for M covering x0.
If M is a smooth submanifold of Rn, we define its tangent plane at a given point x ∈M ,
denoted by TMx, as the set of vectors of the form α
′(0), where α : (−1, 1)→M is a smooth
curve satisfying α(0) = x.
Let M and N be smooth manifolds. We say that f : M → N is smooth if for every
x ∈ M and all charts F and G, covering x and f(x) respectively, the function G−1 ◦ f ◦ F
is smooth. In this case, we can define the derivative of f at a given point x ∈ M , as the
function Dfx : TMx → TNf(x), that maps every vector v ∈ TMx of the form v = α′(0), to
the vector Dfx(v) :=
d
dt
f(α(t))|t=0.
Let f : M → N be a smooth mapping between manifolds M,N ⊂ Rn. We say that a
point y ∈ N is a regular value for f , if for all x ∈ f−1{y}, the derivative Dfx : TMx → TNy
is surjective. The following result allows us to identify the level curves of a smooth function,
as smooth manifolds. Its proof can be found, for instance, in [11, Theorem 9.9].
Theorem 4.2 (Preimage theorem). Consider a smooth mapping f : M → N , where M
and N are smooth submanifolds of Rn of dimensions mM and mN respectively, with mN ≤
mM ≤ n. If y ∈ N is a regular value for f , then f−1{y} is a smooth submanifold of Rn of
dimension mM −mN .
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Along the paper we will denote by ‖ · ‖ the Euclidean norm on RN and by 〈·, ·〉 the
corresponding inner product. We will use the same notation for the norm and inner product
in CN .
For d, h ∈ N, let Rd×h denote the set of real matrices of dimensions d × h and let Id be
the identity element of Rd×d. For every integer 0 ≤ i ≤ d, we define the sets
O(d; i) := {A ∈ Rd×(d−i) : A∗A = Id−i}, (4.3)
where A∗ is the transpose of A. In the case where i = 0, the set O(d; i) is the orthogonal
group of dimension d, which will be denoted simply by O(d) := O(d; 0). Using the preimage
theorem, we can show that O(d; i) is a submanifold of Rd×(d−i) ∼= Rd(d−i), of dimension
d(d−1)−i(i−1)
2
. This result can be proved in the following manner: consider the mapping
f : Rd×(d−i) → S(d− i), defined by
f(X) := X∗X − Id−i.
Then, for every A ∈ f−1{0}, the derivative of f at A, denoted by DfA, satisfies
DfAB = A
∗B +B∗A, for every B ∈ Rd×(d−i). (4.4)
In particular, for every C ∈ S(d − i), the matrix B := 1
2
AC satisfies DfAB = C, so that
DfA is surjective for every A ∈ f−1{0}. Consequently, zero is a regular value for f , and by
the preimage theorem, O(d; i) = f−1{0} is a smooth submanifold of Rd×(d−i) of dimension
dim(Rd(d−i))− dim(S(d − i)) = d(d−1)−i(i−1)
2
.
Similarly, for d, h ∈ N we denote by Cd×h the set of complex matrices of dimensions d×h,
and define
U(d; i) := {A ∈ Cd×(d−i) : A∗A = Id−i}, (4.5)
where A∗ denotes the conjugate of the transpose of A. Proceeding as before, we can show that
U(d; i) is a smooth submanifold of Cd×(d−i) ∼= R2d(d−i), of dimension d2 − i2. In particular,
the unitary group U(d) := U(d; 0) has dimension d2.
In the sequel, for every A ∈ Cd×h, we will denote by A∗,j the j-th column of A, where
1 ≤ j ≤ h. Next we will show the following technical result.
Lemma 4.1. For every R ∈ U(d; 2), there exists γ > 0, such that the set
VRγ := {A ∈ U(d; 2) ∩Bγ(R) : 〈A∗,j, R∗,j〉 = | 〈A∗,j, R∗,j〉 | for 1 ≤ j ≤ d− 2}, (4.6)
is a (d2 − d− 2)-dimensional submanifold of U(d; 2) ∩Bγ(R).
Proof. Consider the manifold
T
d−2 := {(eiθ1, . . . , eiθd−2) ∈ Cd−2 : θi ∈ [−π/2, π/2)}.
We will prove that if γ > 0 is sufficiently small, the point ~1 := (1, . . . , 1) is a regular value
for the smooth function f : U(d; 2) ∩ Bγ(R)→ Td−2, defined by
f(A) := (| 〈A∗,1, R∗,1〉 |−1 〈A∗,1, R∗,1〉 , . . . , | 〈A∗,d−2, R∗,d−2〉 |−1 〈A∗,d−2, R∗,d−2〉). (4.7)
Notice that U(d; 2) is a (d2 − 4)-dimensional manifold. This implies, by Theorem 4.2, that
the set VRγ = f−1{~1} is a (d2 − d − 2)-dimensional manifold. To check that ~1 is a regular
value for f , notice that the tangent plane to Td−2 at ~1, consists of the the set of vectors
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η ∈ Cd−2 of the form η = (iη1, . . . , iηd−2), for ηi ∈ R. For such η, there exists δ > 0, such
that the mapping A : (−δ, δ)→ VRγ , given by
Ai,j(t) = e
iηjtRi,j,
is a curve inside of U(d; 2) ∩ Bγ(R), satisfying DfR( ddtf(A(t))
∣∣
t=0
) = η. This proves that ~1
is indeed a regular value of f . 
The next lemma is a refinement of the well-known continuity property for the eigenpro-
jections of real symmetric matrices. In the sequel, D(d) will denote the set of diagonal real
matrices of dimension d. In addition, for every A ∈ Cd×d, the set Sp(A) will denote the
spectrum of A and for λ ∈ Sp(A), EAλ will denote the eigenspace associated to λ. For every
w1, . . . wh ∈ Cd, with h ∈ N, we will denote by [w1, . . . , wh] the element of Cd×h, whose j-th
column is equal to wj for all 1 ≤ j ≤ h.
Lemma 4.3. Let A be a d× d real symmetric matrix, with |Sp(A)| = d− 1, such that
A = PDP ∗,
for some P ∈ O(d) and D ∈ D(d). Then, for every ε > 0 there exists δ > 0, such that for
all B ∈ Sddeg satisfying
max
1≤i,j≤d
|Ai,j −Bi,j | < δ, (4.8)
there exists a spectral decomposition of the form B = Q∆Q∗, where Q ∈ O(d) and ∆ ∈ D(d)
satisfy
max
1≤i,j≤d
|Qi,j − Pi,j| < ε (4.9)
and
max
1≤i≤d
|Di,i −∆i,i| < ε. (4.10)
Proof. The existence of a matrix ∆ satisfying (4.10) follows from the continuity of Φ, so it
suffices to prove (4.9). The idea for proving this relation is the following: first we express the
eigenprojections of the degenerate symmetric matrices lying within a small neighborhood U
around A, as matrix-valued Cauchy integrals. This representation allows us to prove that
the mapping that sends an element B ∈ U , to the eigenprojection of B over its i-th largest
eigenvalue, is continuous with respect to the entries of B. Finally, we will choose a set of
eigenvectors for B by applying the (continuous) eigenprojections of B to the eigenvectors of
A. The matrix Q, with columns given by the renormalization of such eigenvectors will then
satisfy (4.9).
The detailed proof is as follows. Define λi := Di,i for 1 ≤ i ≤ d, and assume without loss
of generality that λ1 ≤ · · · ≤ λd−1 = λd. Using the fact that |Sp(A)| = d− 1, we get
λ1 < λ2 < · · · < λd−2 < λd−1 = λd. (4.11)
For i = 1, . . . , d, let CiA ⊂ C\Sp(A) be any smooth closed curve around λi and denote by
IiA the closure of the interior of CiA. Assume that Cd−1A = CdA and that the diameter of CiA is
sufficiently small, so that I1A, . . . , Id−1A are disjoint. For δ > 0, define the set
Vδ := {B ∈ Sddeg | max
1≤i,j≤d
|Ai,j −Bi,j| < δ}.
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Using (4.11), as well as the continuity of Φ1, . . . ,Φd and the fact that Vδ ⊂ Sddeg, we can
easily show that there exists δ > 0, such that for all B ∈ Vδ,
Φ1(B) < Φ2(B) < · · · < Φd−2(B) < Φd−1(B) = Φd(B), (4.12)
and
Φi(B) ∈ IiA for all B ∈ Vδ and 1 ≤ i ≤ d. (4.13)
For such δ, define the mapping κiA : Vδ → S(d), by
κiA(B) :=
1
2πi
∫
Ci
A
(ξId −B)−1dξ. (4.14)
The matrix κiA(B) is the projection over the sum of the eigenspaces associated to eigenvalues
of B inside of IiA (see [6, page 200, Theorem 6]). Thus, using (4.12), (4.13) and the fact
that I1A, . . . , Id−1A are disjoint, we conclude that κiA(B) is the projection over EBΦi(B), for all
1 ≤ i ≤ d.
From (4.14), it follows that the mapping B 7→ κiA(B), defined on Vδ, is a continuous
function of the entries of B. Let v1, . . . , vd denote the columns of P and define
wj :=
κjA(B)v
j
‖κjA(B)vj‖
, (4.15)
for 1 ≤ j ≤ d− 1 and
wd :=
κdA(B)v
d
‖κdA(B)vd‖
− 〈κ
d
A(B)v
d, κd−1A (B)v
d−1〉
‖κdA(B)vd‖‖κd−1A (B)vd−1‖2
κd−1A (B)v
d−1. (4.16)
Since κjA(B) is the projection over E
B
Φi(B)
, for all 1 ≤ j ≤ d and B ∈ Vδ, we can easily check
that w1, . . . , wd are orthonormal eigenvectors for B. Thus, using the continuity of κjA and
the fact that κiA(A)v
j = vj for all 1 ≤ j ≤ d, we deduce that there exists δ′ > 0, such that
for all B ∈ Vδ′ , the vectors w1, . . . , wd given by (4.15) and (4.16), form an orthonormal base
of eigenvectors for B satisfying
max
1≤i,j≤d
∣∣vji − wji ∣∣ < ε,
where
vj = (vj1, . . . , v
j
d), and w
j = (wj1, . . . w
j
d).
Thus, the matrix Q = [w1, . . . , wd] satisfies B = Q∆Q∗ and (4.9), as required. 
The next result is the complex version of Lemma 4.3, where the sets S(d) and O(d) are
replaced by H(d) and U(d), respectively.
Lemma 4.4. Let A be a d× d complex Hermitian matrix, with |Sp(A)| = d− 1, such that
A = PDP ∗,
for some P ∈ U(d) and D ∈ D(d). Then, for every ε > 0, there exists δ > 0 such that for
all B ∈ Hddeg satisfying
max
1≤i,j≤d
|Ai,j −Bi,j | < δ,
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there exist a spectral decomposition of the form B = Q∆Q∗, where Q ∈ U(d) and ∆ ∈ D(d)
satisfy the relations
max
1≤i,j≤d
|Qi,j − Pi,j| < ε and max
1≤i≤d
|Di,i −∆i,i| < ε.
Proof. It follows from arguments similar to those used in the proof of Lemma 4.3. 
Define the function Λ : Rd−1 → D(d), that maps the vector β = (β1, . . . , βd−1) ∈ Rd−1, to
the matrix Λ(β) = {Λi,j(β); 1 ≤ i, j ≤ d}, given by
Λi,j(β) :=
{
δi,jβi if 1 ≤ i ≤ d− 2
δi,jβd−1 if i = d− 1, d. (4.17)
In the next proposition, we bound from above the set Sddeg.
Proposition 4.5. There exists a compactly supported smooth function Π : R
d(d−1)
2
−1 → Rd×d,
such that the mapping F : R
d(d−1)
2
−1 × Rd−1 → S(d), defined by
F (α, β) := Π(α)Λ(β)Π(α)∗, (4.18)
for α ∈ R d(d−1)2 −1 and β ∈ Rd−1, satisfies
Sddeg ⊂ Sdout := {x ∈ Rn1(d) : xˆ ∈ Im(F )}. (4.19)
Proof. For ε > 0, define the interval Jε := (−ε, ε) d(d−1)2 −1. First we reduce the problem,
to proving that there exist L ∈ N and smooth functions Π1, . . . ,ΠL : R d(d−1)2 −1 → Rd×d,
supported in Jε, such that the mappings F
l : Jε × Rd−1 → S(d), defined by
F l(α, β) := Πl(α)Λ(β)Πl(α)∗, (4.20)
for 1 ≤ l ≤ L, α ∈ Jε and β ∈ Rd−1, satisfy
Sddeg ⊂ {x ∈ Rn1(d) : xˆ ∈
L⋃
l=1
Im(F l)}. (4.21)
To show this reduction, notice that if (4.21) holds, then any smooth function Π, supported
in J3εL, satisfying
Π(x) := Πl(x− 3lε, 0, . . . , 0)) if x ∈ Bε(3lε, 0, . . . , 0) ⊂ R
d(d−1)
2
−1,
is such that the mapping (4.18) satisfies (4.19).
Therefore, it suffices to find Π1, . . . ,ΠL. The heuristics for constructing such functions is
the following: every matrix X ∈ Sddeg can be expressed in the form
X = PDP ∗,
with D ∈ D(d) and P ∈ O(d). Since X is degenerate, we have some flexibility for choosing
P , due to the fact that if X has eigenvalues µ1, . . . , µd, and µh = µh+1, then the eigenspaces
EXµj , with µj 6= µh, completely determine EXµh . This allows us to construct P by describing
only the eigenvectors associated to EXµj , with µj 6= µh. We can show that these spaces can be
locally embedded into the set O(d; 2), which has dimension d(d−1)
2
− 1. Then we extend such
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local embeddings to compactly supported Rd×d-valued functions, and apply a compactness
argument to obtain the existence of Π1, . . . ,ΠL.
The detailed construction is as follows. For each matrix R ∈ O(d; 2), we have that
R∗R = Id−2, and thus, the columns of R are orthonormal. As a consequence, by completing
{R∗,1, . . . , R∗,d−2} to an orthonormal basis of Rd, we can choose an element P ∈ O(d), such
that P∗,j = R∗,j for all 1 ≤ j ≤ d − 2. Since O(d; 2) is a smooth manifold of dimension
d(d−1)
2
− 1, we have that if γ > 0 is sufficiently small, the set O(d; 2) ∩ Bγ(R) can be
parametrized with a chart ϕ, defined on Jε, for some ε > 0. Namely, the mapping
ϕ : Jε → O(d; 2) ∩Bγ(R)
is a diffeomorphism satisfying ϕ(0) = R. Denote by ϕ∗,j the j-th column vector of ϕ.
By construction, every matrix S ∈ O(d; 2) of the form S = ϕ(α), with α ∈ Jε, satisfies
‖P∗,j − S∗,j‖ < γ for all 1 ≤ j ≤ d− 2, and thus, for γ sufficiently small,∣∣∣∣∣‖P∗,d−1 −
d−2∑
j=1
〈S∗,j, P∗,d−1〉S∗,j‖ − 1
∣∣∣∣∣
=
∣∣∣∣∣‖P∗,d−1 −
d−2∑
j=1
〈S∗,j, P∗,d−1〉S∗,j‖ − ‖P∗,d−1 −
d−2∑
j=1
〈P∗,j, P∗,d−1〉P∗,j‖
∣∣∣∣∣ < 12 .
As a consequence,
∥∥P∗,d−1 −∑d−2j=1 〈ϕ∗,j(α), P∗,j〉ϕ∗,j(α)∥∥ is bounded away from zero for all
α ∈ Jε, and hence, the mapping α 7→ ψ1(α), with
ψ1(α) :=
P∗,d−1 −
∑d−2
j=1 〈ϕ∗,j(α), P∗,d−1〉ϕ∗,j(α)∥∥P∗,d−1 −∑d−2j=1 〈ϕ∗,j(α), P∗,d−1〉ϕ∗,j(α)∥∥ (4.22)
is smooth. Proceeding similarly, we can show that for γ sufficiently small, the mapping
α 7→ ψ2(α), with
ψ2(α) :=
P∗,d − 〈ψ1(α), P∗,d〉ψ1(α)−
∑d−2
j=1 〈ϕ∗,j(α), P∗,d〉ϕ∗,j(α)∥∥P∗,d − 〈ψ1(α), P∗,d〉ψ1(α)−∑d−2j=1 〈ϕ∗,j(α), P∗,d〉ϕ∗,j(α)∥∥ (4.23)
is smooth as well. Let Π : R
d(d−1)
2
−1 → Rd×d be any smooth function, supported in Jε, such
that for all α ∈ Jε/2,
Π∗,j(α) :=


ϕ∗,j(α) if 1 ≤ j ≤ d− 2
ψ1(α) if j = d− 1
ψ2(α) if j = d.
(4.24)
By construction, Π has the property that
V RΠ := {[Π∗,1(α), . . . ,Π∗,d−2(α)] : α ∈ Jε/2} = ϕ(Jε/2), (4.25)
is an open subset of O(d; 2) containing R. Therefore, since O(d; 2) is compact and the
collection of sets {V RΠ : R ∈ O(d; 2)} is an open cover for O(d; 2), we deduce that there
exist L ∈ N and smooth Rd×d-valued functions Π1, . . . ,ΠL of the form (4.24), supported in
intervals of the form Jεl, with εl > 0, such that the sets
Vl = {[Πl∗,1(α), . . . ,Πl∗,d−2(α)] : α ∈ Jε/2},
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satisfy
O(d; 2) = V1 ∪ · · · ∪ VL. (4.26)
In the sequel, we will assume without loss of the generality that there exists ε > 0, such that
εl = ε for all l = 1, . . . , L.
By construction, the functions Π1, . . . ,ΠL are smooth and compactly supported, so it
suffices to show that
Sddeg ⊂
⋃
1≤l≤L
{x ∈ Rn1(d) : xˆ ∈ Im(F l)},
where F 1, . . . FL are defined by (4.20). To this end, take x ∈ Sdeg and let Q ∈ O(d) and
∆ ∈ D(d) be such that xˆ = Q∆Q∗. By permuting the diagonal of ∆ and the columns of
Q if necessary, we can assume that ∆d−1,d−1 = ∆d,d. Applying (4.26) to [Q∗,1, . . . , Q∗,d−2] ∈
O(d; 2), we deduce that there exist 1 ≤ l ≤ L and α ∈ Jε, such that [Q∗,1, . . . , Q∗,d−2] =
[Πl∗,1(α), . . . ,Π
l
∗,d−2(α)].
Let ∆ = Λ(β) for β ∈ Rd−1. To finish the proof, it suffices to show that xˆ = Πl(α)Λ(β)Πl(α)∗.
By construction,
{Πl∗,1(α), . . . ,Πl∗,d(α)} and {Q∗,1, . . . , Q∗,d}
are orthonormal bases of Rd satisfying
{Πl∗,1(α), . . . ,Πl∗,d−2(α)} = {Q∗,1, . . . , Q∗,d−2}.
Thus, span{Πl∗,d−1(α),Πl∗,d(α)} = span{Q∗,d−1, Q∗,d}. In particular, span{Πl∗,d−1(α),Πl∗,d(α)}
is contained in the eigenspace associated to ∆d−1,d−1, which implies that Π
l
∗,d−1(α),Π
l
∗,d(α)
are orthonormal eigenvectors of xˆ with eigenvalue ∆d−1,d−1. From here we conclude that
{Πl∗,1(α), . . . ,Πl∗,d(α)} is a basis of eigenvectors for xˆ, hence implying that
xˆ = Πl(α)Λ(β)Πl(α)∗,
as required. 
In the next proposition, we bound from above the set Hddeg.
Proposition 4.6. There exists a compactly supported smooth function Π˜ : Rd
2−d−2 → Cd×d,
such that the mapping F˜ : Rd
2−d−2 →H(d), defined by
F˜ (α, β) := Π˜(α)Λ(β)Π˜(α)∗, (4.27)
for α ∈ Rd2−d−2 and β ∈ Rd−1, satisfies
Hddeg ⊂ {x ∈ Rn2(d) : xˆ ∈ Im(F˜ )}. (4.28)
Proof. For ε > 0, set J˜ε := (−ε, ε)d2−d−2. Similarly to the proof of Proposition 4.5, it suffices
to show that there exist M ∈ N and smooth Cd×d-valued functions Π˜l, with 1 ≤ l ≤ M ,
supported in J˜ε, with ε > 0, such that the mappings F˜
l : J˜ε × Rd−1 →H(d), defined by
F˜ l(α, β) := Π˜l(α)Λ(β)Π˜l(α)∗, (4.29)
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satisfy
Hddeg ⊂Hdout := {x ∈ Rn2(d) : xˆ ∈
M⋃
l=1
Im(F˜ l)}. (4.30)
For each R ∈ U(d; 2), choose a unitary matrix P ∈ U(d), such that Pi,j = Ri,j for all
1 ≤ i ≤ d and 1 ≤ j ≤ d − 2. Using the fact that the set VRν , defined by (4.6), is a smooth
manifold of dimension d2 − d− 2 for ν sufficiently small, it follows that there exist ε, γ > 0,
and a smooth diffeomorphism ϕ˜ : J˜ε → VRγ , such that ϕ˜(0) = R. Moreover, as in the proof
of Proposition 4.5, if γ is sufficiently small, the mappings ψ˜1 and ψ˜2 defined as in (4.22)
and (4.23) (when ϕ is replaced by ϕ˜), are smooth. Let Π˜ : Rd
2−d−2 → Cd×d be any smooth
function, supported in J˜dε , such that for all α ∈ J˜ε/2,
Π˜∗,j(α) :=


ϕ˜∗,j(α) if 1 ≤ j ≤ d− 2
ψ˜1(α) if j = d− 1
ψ˜2(α) if j = d.
(4.31)
Define the function ζR : U(d; 2)∩Bγ(R)→ U(d; 2) by ζR(A) = {ζRi,j(A); 1 ≤ i ≤ d and 1 ≤
j ≤ d− 2}, where
ζR∗,j(A) := 〈A∗,j , R∗,j〉−1 | 〈A∗,j , R∗,j〉 |A∗,j ,
and the set
V R
Π˜,δ
:= {[Π˜∗,1(α), . . . , Π˜∗,d−2(α)] : α ∈ J˜δ} = ϕ˜(J˜δ),
for 0 < δ < ε. By the continuity of the inner product in Cd, there exists 0 < ε′ < ε/2, such
that
ζR(ϕ˜(J˜ε′)) ⊂ ϕ˜(J˜ε).
By construction, Π˜(0) = P and V R
Π˜,ε′
is an open subset of U(d; 2) containing R, such that
ζR(V R
Π˜,ε′
) ⊂ V R
Π˜,ε
.
Therefore, since U(d; 2) is compact and the collection {V R
Π˜,ε′
: R ∈ U(d; 2)} is an open cover
for U(d; 2), we deduce that there exist M ∈ N, ε′1, ε1, . . . , ε′M , εM > 0 and smooth Cd×d-
valued functions Π˜1, . . . , Π˜M , supported in intervals of the form J˜εl, with ε
′
l < εl/2, such
that the sets
V˜l := {[Π˜l∗,1(α), . . . , Π˜l∗,d−2(α)] : α ∈ J˜εl/2},
satisfy
U(d; 2) = V˜1 ∪ · · · ∪ V˜M , (4.32)
and the matrices Rl := [Π˜
l
∗,1(0), . . . , Π˜
l
∗,d−2(0)], with 1 ≤ l ≤ M , satisfy
ζRl(V R
Π˜l,ε′
l
) ⊂ V R
Π˜l,
εl
2
. (4.33)
In the sequel, we will assume without loss of the generality that there exist ε, ε′ > 0, such
that εl = ε and ε
′
l = ε
′ for all l = 1, . . . ,M .
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By construction, the functions Π˜1, . . . , Π˜M are smooth and supported in J˜ε, so it suffices
to show relation (4.30). To this end, take x ∈ Hddeg and let ∆ ∈ D(d), Q ∈ U(d) be such that
xˆ = Q∆Q∗. (4.34)
As in the proof of Proposition 4.5, we can assume that ∆d−1,d−1 = ∆d,d and thus there exists
β ∈ Rd−1 such that ∆ = Λ(β). Let B ∈ Cd×(d−2) be given by Bi,j = Qi,j, for 1 ≤ i ≤ d
and 1 ≤ j ≤ d − 2. By (4.32), there exists 1 ≤ l0 ≤ M , such that B ∈ Π˜l0(J˜ε′). Define
P := Π˜l0(0) and R ∈ Cd×(d−2) by Ri,j := Pi,j for all 1 ≤ i ≤ d and 1 ≤ j ≤ d − 2. Notice
that the decomposition (4.34) still holds if the columns of Q are multiplied by any complex
number of unit length. Moreover, by (4.33), ζR(B) belongs to V R
Π˜l0 ,
εl0
2
, and thus, since the
columns of [Q∗,1, . . . , Q∗,d−2] are scalar multiples of ζ
R(B), by replacing the first d−2 columns
of Q by those of the matrix ζR(B) in relation (4.34), we can assume that
[Q∗,1, . . . , Q∗,d−2] = [Π˜
l0
∗,1(α), . . . , Π˜
l0
∗,d−2(α)],
for some α ∈ J˜ε/2. To finish the proof, it suffices to show that xˆ = Π˜l0(α)Λ(β)Π˜l0(α)∗. By
construction,
{Q∗,1 = Π˜l0∗,1(α), . . . , Q∗,d−2 = Π˜l0∗,d−2(α), Π˜l0∗,d−1(α), Π˜l0∗,d(α)}
and
{Q∗,1, . . . , Q∗,d}
are orthonormal basis of Cd, and thus, span{Π˜l0∗,d−1(α), Π˜l0∗,d(α)} = span{Q∗,d−1, Q∗,d}. In
particular, span{Π˜l0∗,d−1(α), Π˜l0∗,d(α)} is contained in the eigenspace associated to ∆d−1,d−1 =
∆d,d, which implies that Π˜
l0
∗,d−1(α), Π˜
l0
∗,d(α) are orthonormal eigenvectors of xˆ with eigenvalue
Λd−1,d−1(β). From here we conclude that
{Π˜l0∗,1(α), . . . , Π˜l0∗,d(α)},
forms a base of eigenvectors for xˆ, hence implying that
xˆ = Π˜(α)Λ(β)Π˜(α)∗,
as required. The proof is now complete. 
The following result gives sufficient conditions for points x0 ∈ Sdeg to have a neighborhood
diffeomorphic to Rn1(d)−2.
Proposition 4.7. Let x0 ∈ Sddeg be such that |Sp(xˆ0)| = d−1. Then there exists γ > 0 such
that Sddeg ∩Bγ(x0) is an (n1(d)− 2)-dimensional manifold.
Proof. The ideas of the proof are similar to those used in Proposition 4.5, but in this case,
the compactness argument that leads to (4.26), is replaced by a localization argument for
the matrix of eigenvectors of xˆ0.
Let P ∈ O(d) and D ∈ D(d) be such that
xˆ0 = PDP
∗.
Since |Sp(xˆ0)| = d − 1, only one of the eigenvalues D1,1, . . . , Dd,d of xˆ0 is repeated. We
will assume without loss of generality that Dd−1,d−1 = Dd,d. Define Jε, for ε > 0, by
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Jε := (−ε, ε) d(d−1)2 −1, and let R ∈ O(d; 2) be the matrix R = {Ri,j; 1 ≤ i ≤ d, 1 ≤ j ≤ d−2},
with Ri,j = Pi,j for all 1 ≤ i ≤ d and 1 ≤ j ≤ d− 2. Since O(d; 2) is a manifold of dimension
d(d−1)
2
− 1, there exists γ > 0 and a smooth diffeomorphism
ϕ : Jε → O(d; 2) ∩ Bγ(R),
with ϕ(0) = R. Denote by ϕ∗,j the j-th column vector of ϕ. Proceeding as in the proof of
Proposition 4.5, we can show that if γ is sufficiently small, the functions ψ1 and ψ2 defined
in (4.22) and (4.23) are smooth. Define Π : Jε → O(d) by
Π∗,j(α) :=


ϕ∗,j(α) if 1 ≤ j ≤ d− 2
ψ1(α) if j = d− 1
ψ2(α) if j = d,
and F : Jε × Rd−1 → Sddeg by
F (α, β) := Π(α)Λ(β)Π(α)∗.
In order to show that Sddeg ∩Bγ(x0) is an (n1(d)− 2)-dimensional manifold, we will prove
that there exist open subsets U ⊂ Jε and V ⊂ Sddeg ∩ Bγ(xˆ0), such that the mapping
U × Rd−1 → V
(α, β) 7−→ F (α, β) (4.35)
is a diffeomorphism. To this end, define
r :=
1
2
min
µ,ν∈Sp(xˆ0)
µ6=ν
|µ− ν|. (4.36)
Notice that by Lemma 4.3, there exists δ > 0 satisfying that for all x ∈ Sddeg ∩Bδ(xˆ0), there
exist Q ∈ O(d) and ∆ ∈ D(d), such that xˆ = Q∆Q∗,
Q ∈ O(d) ∩ Bγ/2(P ), (4.37)
and
∆ ∈ D(d) ∩ Br(D). (4.38)
By (4.37), there exists α ∈ Jε such that ϕ(α) = [Q∗,1, . . . , Q∗,d−2]. As a consequence, since
{Π∗,1(α), . . . ,Π∗,d(α)} and {Q∗,1, . . . , Q∗,d}
are orthonormal bases of Rd satisfying
{Π∗,1(α), . . . ,Π∗,d−2(α)} = {Q∗,1, . . . , Q∗,d−2},
we have that span{Π∗,d−1(α),Π∗,d(α)} = span{Q∗,d−1, Q∗,d}. On the other hand, by (4.38),
we have that ∆1,1 < · · · < ∆d−1,d−1 = ∆d,d, and thus, we conclude that Π∗,d−1(α),Π∗,d(α)
are eigenvectors of xˆ with eigenvalue ∆d−1,d−1, hence implying that
{Π∗,1(α), . . . ,Π∗,d(α)}
is a basis of eigenvectors for xˆ and
xˆ = Π(α)Λ(β)Π(α)∗.
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From here it follows that if U ⊂ Rn1(d)−2 and V ⊂ Sddeg are given by V := Bδ(xˆ0) and
U := F−1(V ), the mapping (4.35) is onto. Therefore, in order to show that the mapping F
defined in (4.35) is a diffeomorphism, it suffices to show that the following conditions hold:
(i) The restriction of F to U is injective,
(ii) The function F−1 is continuous over V ,
(iii) DpF is injective for every p ∈ Jε × Rd−1.
Notice that condition (iii) implies that F is locally injective, which gives condition (i) for
δ > 0 sufficiently small. Hence, it suffices to show that F−1 is continuous andDpF is injective
for every p ∈ Jε × Rd−1. We split the proof of these claims into the following two steps:
Step 1. First we show that F−1 is continuous. Consider a sequence {yn}n≥1 ⊂ Sddeg ∩Bδ(xˆ0)
such that limn yn = y for some y ∈ Sddeg ∩ Bδ(xˆ0). Consider the elements (αn, βn), (α, β) ∈
Jε × Rd−1, defined by (αn, βn) = F−1(yn) and (α, β) := F−1(y), that satisfy
yn = Π(αn)Λ(βn)Π(αn)
and
y = Π(α)Λ(β)Π(α). (4.39)
Our aim is to show that limn αn = α and limn βn = β. Condition limn βn = β follows from
the continuity of Φ1, . . . ,Φd. To show that
lim
n
αn = α, (4.40)
we proceed as follows. By construction, for all n ∈ N, Π(αn) ∈ O(d) ∩ Bγ/2(P ), and
thus ϕ(αn) ∈ O(d; 2) ∩ Bγ/2(R). As a consequence, the sequence {αn}n≥1 is contained in
the compact set K := ϕ−1(O(d; 2) ∩ Bγ/2(R)). Therefore, it suffices to show that every
convergent subsequence {αmn}n≥1 ⊂ {αn}n≥1, satisfies limn αmn = α.
By taking limit as n→∞ in the relation ymn = Π(αmn)Λ(βmn)Π(αmn)∗, we get
y = Π(lim
n
αmn)Λ(β)Π(lim
n
αmn)
∗. (4.41)
Assume that Λ(β) = (µ1, . . . , µd) for some µ1, . . . , µd such that µd−1 = µd. Since K ⊂ Jε,
then limn αmn belongs to the domain of Π. Moreover, by (4.41), we have that
Π∗,j(lim
n
αmn) ∈ Eyˆµj for all 1 ≤ j ≤ d− 2. (4.42)
On the other hand, since Λ(β) ∈ Br(D), we have that µ1 > µ2 > · · · > µd−1, and conse-
quently, Eyˆµj is one-dimensional for 1 ≤ j ≤ d− 2. Therefore, using (4.42) as well as the fact
that |Π∗,j(limn αmn)| = 1 for all 1 ≤ j ≤ d, it follows that
Π∗,j(lim
n
αmn) ∈ {Π∗,j(α),−Π∗,j(α)}, (4.43)
for all 1 ≤ j ≤ d− 2. Since the image of Π∗,j is contained in B 1
2
(Π∗,j(α)), we conclude that
Π∗,j(limn αmn) = Π∗,j(α), which implies that ϕ(limn αmn) = ϕ(α). Therefore, using the fact
that ϕ is a diffeomorphism, we conclude that limn αmn = α, as required.
Step 2. Next we prove that DFp is injective for all p ∈ Jε. Consider an element (a, b) ∈
R
d(d−1)
2
−1 × Rd−1 satisfying DFxˆ0(a, b) = 0. Then, for ε > 0 sufficiently small, the curve
M : (−ε, ε) → Sdeg ∩ Bδ(xˆ0) given by M(t) := F (ta, tb), satisfies M(0) = xˆ0 and M˙(0) =
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DFxˆ0(a, b) = 0. Denote by v
1(t), . . . , vd(t) the columns of Π(ta) and define µi(t) := Λi,i(tb).
Then, we have
M(t)vi(t) = µi(t)v
i(t). (4.44)
By taking derivative with respect to t in (4.44), we get
M˙(t)vi(t) +M(t)v˙i(t) = µ˙i(t)v
i(t) + µi(t)v˙
i(t), for all 1 ≤ i ≤ d,
which, by the condition M˙(0) = 0, implies that
M(0)v˙i(0) = µ˙i(0)v
i(0) + µi(0)v˙
i(0), for all 1 ≤ i ≤ d. (4.45)
By taking the inner product with vj(0) in (4.45), for j 6= i, we get〈
vj(0), v˙i(0)
〉
(µj(0)− µi(0)) = 0.
In particular, since µd−1 = µd is the only repeated eigenvalue for xˆ0, we deduce that for
1 ≤ i, j ≤ d− 1 satisfying i 6= j, 〈
vj(0), v˙i(0)
〉
= 0. (4.46)
On the other hand, the condition ‖vi(t)‖2 = 1 implies that〈
v˙i(0), vi(0)
〉
= 0, (4.47)
which by (4.46) leads to v˙i(0) = 0 for all 1 ≤ i ≤ d − 1. Since the last two columns of Π
are smooth functions of the first d− 2 (see equations (4.22) and (4.23)), from the equations
v˙1(0) = · · · = v˙d−1(0) = 0, we conclude that d
dt
Π(ta)
∣∣
t=0
= 0. On the other hand, since Π is
a local chart for the manifold O(d; 2) around Π(0), the derivative Π˙(0) is injective, and thus
the equation d
dt
Π(ta)
∣∣
t=0
= 0 implies that a = 0.
Finally we prove that b = 0. By definition, M(t) = Π(αt)Λ(βt)Π(αt)∗, and hence
M˙(t) =
( d
dt
Π(αt)
)
Λ(βt)Π(αt)∗ +Π(αt)
d
dt
Λ(βt)Π(αt)∗ +Π(αt)Λ(βt)
( d
dt
Π(αt)
)
.
Since a = 0, by evaluating the previous identity at t = 0, we get
0 = Π(0)(Λ˙(0)β)Π(0)∗,
which implies that b = 0. From here we conclude that the only solution to DFx0(a, b) = 0 is
(a, b) = 0. This finishes the proof of the injectivity for DFx0 . The proof is now complete. 
The next result gives a sufficient condition for points x0 ∈ Hdeg to have a neighborhood
diffeomorphic to Rn2(d)−3.
Proposition 4.8. Let x0 ∈ Hdeg be such that |Sp(xˆ0)| = d − 1. Then, there exists γ > 0,
such that Hddeg ∩ Bγ(x0) is an (n2(d)− 3)-dimensional manifold.
Proof. Let P ∈ H(d) and D ∈ D(d) be such that
xˆ0 = PDP
∗.
Since |Sp(xˆ0)| = d − 1, only one of the eigenvalues D1,1, . . . , Dd,d of xˆ0 is repeated. We
will assume without loss of generality that Dd−1,d−1 = Dd,d. Define J˜ε, for ε > 0, by
J˜ε := (−ε, ε)d2−d−2, and let R ∈ U(d; 2) be the matrix R = {Ri,j ; 1 ≤ i ≤ d, 1 ≤ j ≤ d−2},
with Ri,j = Pi,j for all 1 ≤ i ≤ d and 1 ≤ j ≤ d−2. Using the fact that for ν > 0 sufficiently
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small the set VRν given by (4.6) is a manifold, we deduce that there exist ε, γ > 0 and a
diffeomorphism
ϕ˜ : J˜ε → VRγ ,
such that ϕ˜(0) = R. As in the proof of Proposition 4.7, we can construct a smooth function
Π : J˜ε → U(d) with entries Πi,j, such that Πi,j(α) = ϕ˜i,j(α) for all α ∈ J˜ε and 1 ≤ i ≤ d and
1 ≤ j ≤ d− 2.
Define F˜ : J˜ε × Rd−1 →Hddeg by
F˜ (α, β) := Π˜(α)Λ(β)Π˜(α)∗.
By Lemma 4.4, there exists δ > 0 such that for all x ∈ Hddeg ∩ Bδ(xˆ0), there exist Q ∈ U(d)
and ∆ ∈ D(d), satisfying
xˆ = Q∆Q∗, (4.48)
as well as
Q ∈ U(d) ∩ Bγ/2(P ) and ∆ ∈ D(d) ∩Br(∆),
where r is given by (4.36). Notice that relation (4.48) still holds if we multiply the j-th
column of Q, for 1 ≤ j ≤ d − 2, by 〈P∗,j, R∗,j〉/|〈P∗,j, R∗,j〉|, so we can assume without
loss of generality that [Q∗,1, . . . , Q∗,d−2] ∈ VRγ . In particular, there exists α ∈ J˜ε such that
ϕ˜(α) = [Q∗,1, . . . , Q∗,d−2]. Then, by proceeding as in the proof of Proposition 4.7, we can
show that
xˆ = Π˜(α)Λ(β)Π˜(α)∗
for some β ∈ Rd−1. As a consequence, if we define V˜ := Bδ(xˆ0) and U˜ := F−1(V˜ ), then the
mapping
U˜ × Rd−1 → V˜
(α, β) 7−→ F˜ (α, β) (4.49)
is onto. As in the proof of Proposition 4.7, provided that we show the conditions
(ii) F˜−1 is continuous over U˜
(iii) DF˜p is injective for every J˜ε,
then the mapping (4.49) is a diffeomorphism. The proof of the continuity of F˜−1 follows
ideas similar to those from the GOE case. The only argument that needs to be modified
is the proof of (4.40), since equation (4.43) is not necessarily true when β = 2. To fix this
problem, we replace equation (4.43) by
Π˜∗,i(lim
n
αmn) = ηΠ˜∗,i(α), for 1 ≤ i ≤ d− 2,
which holds for some η ∈ C with |η| = 1. Then, by using the fact that [Π∗,1(α), . . . ,Π∗,d−2(α)]
belongs to VRγ , we conclude that Π˜(limn αmn) = Π˜(α), which in turn implies that ϕ(limn αmn) =
ϕ(α). Then, since ϕ is a diffeomorphism we conclude that limn αmn = α, as required.
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The proof of the injectivity of DFp , for p ∈ J˜ε, follows the same arguments as in the GOE
case, with the exception that identity (4.47) must be replaced by
Re(
〈
v˙i(t), vi(t)
〉
) = 0. (4.50)
Then, since 〈vi(t), vi(0)〉 = | 〈vi(t), vi(0)〉 |, we conclude that 〈vi(t), vi(0)〉
Cd
is real. This
relation can be combined with (4.50), in order to get (4.47). The rest of the proof is analogous
to Proposition 4.7. 
5. Proof of the main results
This section is devoted to the proofs of Theorem 2.1 and Corollary 2.2.
Proof of Theorem 2.1. The cases β = 1 and β = 2 can be handled similarly, so it suffices to
prove the result for β = 1. First suppose that Q < 2. By Proposition 4.5, there exists an
infinitely differentiable mapping F : Rn1(d)−2 → S(d), such that Sddeg − A1 ⊂ Im(F ). As a
consequence,
P
[
λ1i (t) = λ
1
j(t) for some t ∈ I and 1 ≤ i < j ≤ d
]
= P
[
X1(t) ∈ Sddeg − A1 for some t ∈ I
]
≤ P [X1(t) ∈ Im(F ) for some t ∈ I] . (5.1)
Since the smooth mapping F is defined over Rn1(d)−2, it follows that the set Im(F ) has
Hausdorff dimension at most n1(d)− 2. Thus, since Q < 2, by Corollary 3.2,
P
[
X1(t) ∈ Im(F ) for some t ∈ I] = 0.
Therefore, by (5.1) we get that
P
[
λ1i (t) = λ
1
j(t) for some t ∈ I and 1 ≤ i < j ≤ n
]
= 0,
as required. To prove (2.3) in the caseQ > 2, choose any x0 ∈ Sddeg satisfying |Sp(xˆ0)| = d−1.
By Lemma 4.7, there exists δ > 0, such that Sddeg ∩Bδ(x0) is an n1(d)-dimensional manifold.
In particular, the Hausdorff dimension of Sddeg is at least n1(d)−2. The Hausdorff dimension
of the shifted manifold Sddeg − A2 is also larger than or equal to n1(d) − 2. Relation (2.3)
then follows by Corollary 3.2. This finishes the proof of Theorem 2.1. 
Proof of Corollary 2.2. The cases β = 1 and β = 2 can be handled similarly, so we will
assume without loss of generality that β = 1. Suppose that the process ξ is a one dimensional
fractional Brownian motion of Hurst parameter 0 < H < 1, with H 6= 1
2
. If H > 1
2
, relation
(2.4) follows from equation (2.2) in Theorem 2.1. Moreover, if H < 1
2
, then relation (2.5)
follows from equation (2.3). Therefore, it suffices to show relation (2.6) in the case where
H < 1
2
and A1 ∈ Sddeg satisfies either |Sp(A1)| = d − 1 or A1 = 0. The proof of this fact
will be done in two steps: first we prove that the probability of instant collision is strictly
positive, and then we prove that such probability is one.
Step 1. Our first goal is to prove that there exists δ′ > 0 such that for any 0 < T < 1,
P
[
λ1i (t) = λ
1
j (t) for some t ∈ (0, T ] and 1 ≤ i < j ≤ n
] ≥ δ′ > 0. (5.2)
We will split the proof of (5.2) into the cases A1 = 0 and |Sp(A1)| = d− 1.
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(i) Suppose |Sp(A1)| = d−1. Then A1 has exactly one repeated eigenvalue. We will assume
without loss of generality that Φd−1(A
1) = Φd(A
1). Fix T < 1. By the self-similarity of
X1(t), we can write
P
[
λ1i (t) = λ
1
j(t) for some t ∈ (0, T ] and 1 ≤ i < j ≤ n
]
= P
[
X1(t) ∈ (Sddeg − A1) for some t ∈ (0, T ] and 1 ≤ i < j ≤ n
]
= P
[
X1(s) ∈ T−H(Sddeg −A1) for some s ∈ (0, 1] and 1 ≤ i < j ≤ n
]
≥ P [X1(s) ∈ T−H(Sddeg − A1) for some s ∈ (1/2, 1] and 1 ≤ i < j ≤ n] .
(5.3)
By Theorem 3.1, there exists c1 > 0, such that
P
[
X(s) ∈ T−H(Sddeg −A1) for some s ∈ (1/2, 1] and 1 ≤ i < j ≤ n
]
≥ c1Cn1(d)− 1H (T
−H(Sddeg − A1)). (5.4)
Let G : (−1, 1)n1(d)−2 → Sddeg −A1 be a parametrization of the manifold Sddeg −A1 around
zero. Consider the probability measure mε(dx) := (2ε)
2−n1(d)
1[−ε,ε]n1(d)−2(x)dx and let νε(dx)
be the pullback measure of mε under the map x 7→ ε−1G(x). Define fα by (3.2). Since
νTH (dx) is a probability measure with support in T
−H(Sddeg −A1), we have
Cn1(d)− 1H (T
−H(Sddeg − A1)) ≥
(∫
T−H (Sd
deg
−A1)
fn1(d)− 1H
(‖u− v‖)νTH (du)νTH(dv)
)−1
≥
(
(2TH)2(2−n1(d))
∫
(−TH ,TH)2(n1(d)−2)
fn1(d)− 1H
(T−H‖G(x)−G(y)‖)dxdy
)−1
= 22(n1(d)−2)
(∫
(−1,1)2(n1(d)−2)
fn1(d)− 1H
(T−H‖G(THx)−G(THy)‖)dxdy
)−1
.
(5.5)
By the mean value theorem, there exists τ ∈ (0, 1), depending on T , such that the vector
v(τ) := τ(1 − x) + τy satisfies
T−H(G(THx)−G(THy)) = T−H d
dτ
G(TH(τ(1 − x) + τy)) = DGv(τ)[x− y]. (5.6)
Consider the mapping (w, v) 7→ ‖DGv[w]‖, defined over the compact set K := {(w, v) :
‖w‖ = 1, and v ∈ [−TH , TH ]n1(d)−2}. By the smoothness of G, this mapping has a
minimizer (w0, τ0). Moreover, since DGv is injective for v near zero, we have that δ :=
‖DGv0 [w0]‖ > 0. Using this observation as well as relation (5.6), we get that
T−H‖G(THx)−G(THy)‖ = ‖x− y‖‖DGv(τ)[‖x− y‖−1(x− y)]‖
≥ δ‖y − x‖.
Therefore, by (5.5), it follows that if n1(d) >
1
H
,
Cn1(d)− 1H (T
−H(Sddeg − A1)) ≥ (2δ)2(n1(d)−
1
H
)
(∫
(−1,1)2(n1(d)−2)
‖x− y‖ 1H−n1(d)dxdy
)−1
.
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The integral in the right-hand side is finite due to the condition 1
H
> 2, and thus, there
exists a constant δ′ > 0, such that
Cn1(d)− 1H (T
−H(Sddeg −A1)) ≥ δ′ > 0. (5.7)
By following a similar approach, we can show that (5.7) also holds for the case n1(d) =
1
H
,
while in the case n1(d) <
1
H
, identity (5.7) follows from the fact that fα = 1 for all α > 0.
Combining (5.3), (5.4) and (5.7), we conclude that there exists δ′ > 0 such that for all
T ∈ (0, 1), (5.2) holds.
(ii) Next we show that relation (5.2) holds as well in the case A = 0, if δ′ > 0 is sufficiently
small. Notice that if A = 0, by the self-similarity of ξ and the homogenity of the function
(Φ1, . . . ,Φd), we have
P
[
λ1i (t) = λ
1
j(t) for some t ∈ (0, T ] and 1 ≤ i < j ≤ n
]
= P
[
Φi(X
1(t)) = Φj(X
1(t)) for some t ∈ (0, T ] and 1 ≤ i < j ≤ n]
= P
[
Φi(T
HX1(t)) = Φj(T
HX1(t)) for some t ∈ (0, 1] and 1 ≤ i < j ≤ n]
= P
[
λ1i (t) = λ
1
j (t) for some t ∈ (0, 1] and 1 ≤ i < j ≤ n
]
≥ P [λ1i (t) = λ1j(t) for some t ∈ [1/2, 1] and 1 ≤ i < j ≤ n] .
Relation (5.2) for A = 0 then follows from Theorem 2.1.
Step 2. By taking T → 0 in the left hand side of (5.2), we get
P

 ⋂
T∈(0,1)
{λ1i (t) = λ1j(t) for some t ∈ (0, T ] and 1 ≤ i < j ≤ n}

 ≥ δ′ > 0. (5.8)
Finally, for i ≤ j, we write ξi,j as a Volterra process of the form ξi,j(t) =
∫ t
0
KH(s, t)dWi,j(t),
where the {Wi,j(t); t ≥ 0} are independent standard Brownian motions and
KH(s, t) := cH
((
t/s
)H− 1
2 (t− s)H− 12 − (H − 1/2)s 12−H
∫ t
s
uH−
3
2 (u− s)H− 12du
)
,
where cH := (2H)
− 1
2 (1− 2H) ∫ 1
0
(1− x)−2HxH− 12dx. We can easily check that⋂
T∈(0,1)
{λ1i (t) = λ1j (t) for some t ∈ (0, T ] and 1 ≤ i < j ≤ n}
belongs to the germ σ-algebra F0+ :=
⋂
s>0 σ{Wi,j(u); 0 < u ≤ s, 0 ≤ i ≤ j ≤ d}. Thus,
combining (5.8) with Blumenthal’s zero-one law, we conclude that
P

 ⋂
T∈(0,1)
{λ1i (t) = λ1j(t) for some t ∈ (0, T ] and 1 ≤ i < j ≤ n}

 = 1.
The proof is now complete. 
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