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Abstract—In factory automation, heterogeneous manufactur-
ing processes need to be coordinated over wireless networks to
achieve safety and efficiency. These wireless networks, however,
are inherently unreliable due to shadow fading induced by the
physical motion of the machinery. To assure both safety and effi-
ciency, this paper proposes a state-dependent channel model that
captures the interaction between the physical and communication
systems. By adopting this channel model, sufficient conditions on
the maximum allowable transmission interval are then derived to
ensure stochastic safety for a nonlinear physical system controlled
over a state-dependent wireless fading channel. Under these
sufficient conditions, the safety and efficiency co-design problem
is formulated as a constrained cooperative game, whose equilibria
represent optimal control and transmission power policies that
minimize a discounted joint-cost in an infinite horizon. This paper
shows that the equilibria of the constrained game are solutions
to a non-convex generalized geometric program, which are
approximated by solving two convex programs. The optimality
gap is quantified as a function of the size of the approximation
region in convex programs, and asymptotically converges to zero
by adopting a branch-bound algorithm. Simulation results of a
networked robotic arm and a forklift truck are presented to
verify the proposed co-design method.
Index Terms—Co-design method, shadow fading, stochastic
safety, factory automation, networked control system.
I. INTRODUCTION
A. Background and Motivation
FACTORY Automation Networks (FANs) are Cyber-Physical Systems (CPS) consisting of numerous hetero-
geneous manufacturing processes that coordinate with each
other by exchanging information over wireless networks [1]–
[3]. FANs have received considerable attention due to the rapid
development of wireless communication technologies, which
provides efficient and cost-effective service such as increased
mobility, easy scalability and maintenance for applications like
automated assembly systems in manufacturing factories [4]. In
many safety-critical applications, safety is always of primary
concern in FANs. However, building safe and efficient FANs
is challenging in two aspects. First, from a system modeling
standpoint, the heterogeneous nature of FANs requires a hybrid
framework that can capture system dynamics in different levels
as well as their mutual interactions. Assessing the performance
and safety of this “hybrid” system as a whole demands
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different modeling and analysis tools. Secondly, the wireless
network in FANs is inherently unreliable due to channel fading
[3], [5] or interference [6] caused by internal system states or
external environments, such as obstacles or physical motions
of machinery. The fading channel inevitably results in a severe
drop in the network’s quality of service (QoS) and thereby
introduces a great deal of stochastic uncertainties in FANs
that may cause serious safety issues. The objective of this
paper is to develop a co-design paradigm for communication
and control systems under which a certain level of safety and
efficiency can be achieved for FANs in the presence of shadow
fading.
Assuring safety for FANs often requires joint coordination
from heterogeneous systems which may have different objec-
tives. Such a coordination is necessary due to the interactions
among the heterogeneous systems. Such interactions exist in
many industrial applications, to name a few, manufacturing
systems with heavy facilities mills and cranes discussed in
[7], sensor network with moving robots [8] and indoor wireless
networks with moving human bodies [9]. One typical example
in FANs is an assembly process where an autonomous assem-
bly arm and a forklift truck collaborate to assemble products.
On the one hand, the control objective of an autonomous
assembly arm is to track a specified trajectory by exchanging
information between a physical plant and a remote controller
via wireless networks. On the other hand, the objective of
the forklift system is often related to accomplishing some
high-level tasks, such as transporting assembled products
from one workstation to another. These physically separated
systems, however, may have strong cyber-physical couplings.
The cyber-physical couplings in the systems of networked
assembly arm and forklift trucks comes from the fact that the
physical motion of forklift vehicle may lead to serious shadow
fading in the wireless network that is used by the assembly
arm, thereby significantly affecting the system stability and
performance. Thus, to ensure system safety for FANs, one
must explicitly examine such cyber-physical couplings in
communication channels.
The channel model that is used to characterize the shadow
fading in FANs, must be carefully examined. As a type of
channel fading, shadow fading is often characterized in terms
of the channel gain. Traditionally, the channel gains are mod-
eled either as independent identical distributed (i.i.d.) random
processes [6], [10]–[12] with assumed distributions such as
Rayleigh, Rician and Weibull or as Markov chains [13], [14].
These channel models are inadequate to characterize the cyber-
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2physical couplings in FANs due to the fact that the network
state is assumed to be independent from physical states in
either i.i.d. or Markov chain models. With such independency,
control and communication could be considered separately
through the application of a separation principle [10]. This
separation-principle, may be valid for networked system where
the network states are independent of physical dynamics, but
is clearly inappropriate for FANs where the channel state is
functionally dependent on the physical states. This dependency
of channel states on physical states motivates the development
of a new co-design paradigm under which the communication
and control policies are coordinated to achieve both system
safety and efficiency.
B. Related Work
The example of an assembly process as well as the research
work in [7]–[9], [15], [16] have demonstrated the importance
of considering the cyber-physical couplings between commu-
nication and control systems in assuring system safety and
efficiency for FANs. Similar conclusions have also been made
in prior work [17], [18] where the dependency of channel
states on physical states is used in the design of distributed
switching control strategy to assure vehicle safety in vehicular
networked systems. This paper expands the results in [18] to
show that both system safety and efficiency can be achieved
via a novel co-design framework. Other than these papers,
we are aware of no other work formally analyzing both the
system safety and efficiency in the presence of such cyber-
physical couplings. There is, however, a great deal of related
work on the co-design of communication and control systems
assuming the channel states are independent of physical states.
We will review these results and discuss their relationships to
the work in this paper.
From a communication perspective, the impact of channel
fading on the system performance can be mitigated by increas-
ing the transmission power. This observation motivates much
research on the design of optimal power strategy to achieve
various objectives in both communication [19], [20] and
control communities [8], [10], [21]. The objective of power
control in the communication community mainly focuses on
improving the communication reliability and performance in
an average or asymptotic sense. In [19], [20] and relevant
references therein, an adaptive power strategy combined with
adaptive data-rate strategies was developed to achieve Shannon
limit for fading channels. The optimal power strategy was
shown to be a function of the channel gain.
The objective of power control in the control community,
however, is more concerned with how the communication
quality affects the system stability and performance. As shown
in [22], [23], such impact is often related to the unstable modes
of the dynamics in physical systems and the QoS that could
be delivered by a given wireless network. The power control
strategy in networked control systems is often designed to
ensure a certain level of QoS under which the closed-loop
system is stable. In [8], [21], sufficient conditions on the
transmission power were established to ensure exponentially
bounded performance for state estimation of discrete linear
time-varying systems.
When considering a joint objective for the communication
and control systems, recent work in [10], [24]–[26] showed
that the certainty equivalence property holds for the optimal
control policy while the optimal communication policy was
adapted to the channel states and physical states. In particular,
[24] showed that the joint optimization of scheduling and
control can be separated into the subproblems of an optimal
regulator, estimator and scheduling. Similar ideas were applied
to a joint design of controller and routing redundancy over
a wireless network [25]. The work in [10] considered a co-
design problem for optimal control and transmission power
policies for a stochastic discrete linear system controlled over
a fading channel. Their results showed that the optimal control
policy was a standard LQR controller while the optimal power
policy was adapted to both channel and plant states. This
similar structure was also discovered in a joint design problem
for an optimal encoder and controller over noisy channels [26].
All of the above studies, however, were developed by
assuming a state-independent channel model. From a safety
standpoint, this state-independent channel model is often ob-
tained by assuming the worst impact that the physical state can
have on the network. As a result, the selected communication
policy (transmission power, data rate, or scheduling) may be
greater than necessary to assure the same level of performance
that can be obtained by using state-dependent channel model.
In other words, the conservativeness on the selection of state-
independent channel model may prevent the system as a whole
from achieving system efficiency.
C. Contribution
Motivated by the cyber-physical couplings in heterogeneous
industrial systems, this paper develops a co-design paradigm
to achieve both system safety and efficiency in the presence
of shadow fading. The heterogeneous industrial systems are
characterized by a nonlinear networked control system and
a Markov decision process, which can represent a variety
of realistic situations in industrial applications [7]–[9], [15],
[16]. Under this heterogeneous system framework, the first
contribution of this paper is the proposal of a novel state-
dependent fading channel model that captures the impact of
the physical states on the channel state. Furthermore, this
paper shows that the state-dependent channel model is a
Markov modulated Bernoulli process [27] that generalizes the
traditional i.i.d. Bernoulli channel model in two important
aspects: (1) the model parameters are not constants and are
stochastic processes due to their dependence on a randomly
changing environment; (2) the channel parameters can be
controlled by taking advantage of the cyber-physical couplings
between communication and control systems.
Under the state-dependent channel model, the safety issue is
examined in a stochastic setting by investigating the likelihood
of the system states entering a forbidden or unsafe region.
Thus, the second contribution of this paper is the sufficient
condition on the maximum allowable transmission interval
(MATI) under which the wireless networked system with state-
dependent fading channels is stochastically safe. We also show
that the MATI derived in this paper generalizes the well
3known results in [28] where the channel fading impact was
not considered. To the best of our knowledge, the sufficient
conditions presented in this paper are the first results on MATI
that guarantee the stochastic safety under the state-dependent
fading channels.
Under these safety conditions, the third contribution of
this paper is the proposal of a new co-design paradigm to
assure both safety and efficiency for FANs. In particular, we
show that this safety-efficiency co-design can be formulated
as a constrained two-player cooperative game. The equilibrium
points of the constrained cooperative game represent optimal
control and transmission power policies that minimize a dis-
counted joint-cost induced by power consumption and control
efforts in infinite horizon. The equilibrium of this constrained
cooperative game can be obtained by solving a non-convex
generalized geometric program (GGP) [29], [30]. To address
the non-convexity of the GGP, this paper approximates the
non-convex GGP with two relaxed convex GGPs that provide
upper and lower bounds on the optimal solution. These bounds
are shown to asymptotically approach the global optimum by
using a branch-bound algorithm.
This paper is organized as follows. Section II describes the
system model and problem formulation. Section III presents
the sufficient conditions to ensure stochastic safety. Under the
safety conditions, Section IV proposes a co-design paradigm
to assure both safety and efficiency. The optimal solutions
for the co-design problem are provided in Section IV-A. The
main results are demonstrated via simulations of a mechanical
robotic arm and a forklift truck in Sections V. Section VI
concludes the paper.
Notations. Throughout the paper the n-dimensional Eu-
clidean vector space is denoted by Rn and the non-negative
reals and integers are denoted as R≥0 and Z≥0, respectively.
The infinity norms of the vector x ∈ Rn and the matrix A
are denoted by |x| and ‖A‖ respectively. The right limit
value of a function f (t) at time t is denoted by f (t+).
Given a time interval [t1, t2) with t1, t2 > 0, the essential
supremum of a function f (t) over the time interval [t1, t2)
is denoted by | f (t)|[t1,t2) = esssupt∈[t1,t2) ‖ f (t)‖ where ‖ · ‖ is
the Euclidean norm. A function f (t) is essentially ultimately
bounded if ∃M > 0, | f (t)|L∞ = esssupt≥0 ‖ f (t)‖ ≤ M. A
function α(·) : R≥0 → R≥0 is a class K function if it is
continuous and strictly increasing, and α(0) = 0. A function
α(t) is a class K∞ function if it is in class K and radially
unbounded. A function β (·, ·) : R≥0×R≥0 → R≥0 is a class
K L function if β (·, t) is a class K∞ function for each
fixed t ∈ R≥0 and β (s, t)→ 0 for each s ∈ R≥0 as t → +∞.
The function β (·, ·) is said to be of class Exp-K L if there
exist K1,K2 > 0 such that β (s, t) = K1 exp(−K2t)s. A function
β (·, ·, ·) : R≥0 × R≥0 × R≥0 → R≥0 is said to be of class
K LL (β ∈ K LL ), if for each r ≥ 0, β (·, ·,r) ∈ K L
and β (·,r, ·) ∈K L .
II. SYSTEM MODEL: A HETEROGENEOUS SYSTEM
FRAMEWORK
Fig. 1 shows a heterogeneous system framework with two
subsystems. One is a networked control system (G ) that char-
acterizes a nonlinear physical system being controlled over a
Fig. 1: Heterogeneous System Framework: Networked Control
System and Markov Decision Process
wireless network. The other one is a Markov Decision Process
(MDP) (M ) that models stochastic high level dynamics of a
moving object in industrial systems.
The cyber-physical coupling within this heterogeneous
framework is due to the fact that the physical states (e.g.,
locations) of the moving object modeled by MDP’s states
may lead to shadow fading on the wireless channel that
is used by the networked control system. Such a coupling
has been shown to be critical for performance guarantee in
a variety of realistic situations in industrial applications, to
name a few, such as robotic arms and forklift trucks, heavy
facilities mills and cranes [7], sensor network with moving
robots [8], [16] and indoor wireless networks with moving
human bodies [9]. Under such industrial settings, the radio
channel characteristics are non-stationary and may experience
abrupt changes due to the motion of the moving object. Such
state-dependent property of these wireless communications in
industrial systems clearly invalidates the use of traditional co-
design frameworks, such as [10], [24], [31], that rely on the
assumption that the channel states are decoupled from the
physical states. The heterogeneous system framework depicted
in Fig. 1 is thus motivated by the co-design challenge under
state-dependent fading channels.
A. The G System Model
The dynamics of the G system are modeled as follows,
G :=

x˙p = fp(t,xp, uˆ,w)
y = gp(t,xp), Physical Plant
x˙c = fc(t,xc, yˆ)
u = gc(t,xc), Remote Controller.
where xp ∈ Rnx and y ∈ Rny are the physical states and mea-
surements, respectively. xc ∈ Rnc and u ∈ Rnu are the internal
state and output for the remote controller, respectively. w∈Rnw
is the external disturbance that is assumed to be essentially
ultimately bounded, i.e., ∃Mw > 0, |w|L∞ ≤ Mw. fp(·, ·, ·, ·) :
R≥0 ×Rnx ×Rnu ×Rnw → Rnx , gp(·, ·) : R≥0 ×Rnx → Rny ,
fc(·, ·, ·) : R≥0×Rnc ×Rnu → Rnc and gc(·, ·) : R≥0×Rnx →
Rnu are Lipschitz functions for the physical plant and re-
mote controller respectively. Without loss of generality, we
assume the origin is the unique equilibrium for system G , i.e.
fp(0,0,0,0) = 0nx , fc(0,0,0) = 0nc ,gp(0,0) = 0ny ,gc(0,0) =
0nu .
4Let {tk} denote an increasing sequence of time instants
where tk < tk+1 for all k ∈ Z≥0. Let Ωp = {pi}Mi=1 be a trans-
mission power set including M power levels where pi ∈ R≥0
is the power level. As shown in Figure 1, the measurement y
and controller output u are sampled and transmitted over an
unreliable communication channel with a selected power level
pk ∈Ωp at time instant tk. The wireless network is subject to
fading and randomly drops the sampled information at each
time instant. Let {γ(k)} denote a binary random process taking
value from {0,1}. The value of the process γ(k) at the kth
consecutive sampling instant indicates whether or not a packet
dropout has occurred. In particular,
γ(k) =
{
1 , packet successfully decoded without error
0 , packet is dropped.
Let yˆ(tk) and uˆ(tk) denote the estimates of the corresponding
variables at time instant tk. Note that we assume the time used
for communication and computing control action is negligible
compared to the sampling time interval and the network
condition is unchanged during this small time interval. The
estimation error induced by the communication during the
sampling time interval [tk, tk+1) is defined as ey(t)= y(t)− yˆ(tk)
and eu = u(t)− uˆ(tk). Let e(t) = [ey(t);eu(t)]T denote the
aggregated estimation error at time t. After the information
is successfully received, this aggregated estimation error will
be reset to zero. Let t+k denote the real time immediately after
the sampling instant, tk. The estimation error e(t+k ) will be
reset to zero immediately after each successful transmission.
So we may formally express e(t+k ) as e(t
+
k ) = (1− γ(k))e(tk).
Let x := [xp;xc] denote the aggregated state for the closed loop
system G , and then one has the following equivalent system
representation in terms of x and e,
Gˆ :=

x˙ = f (t,x,e,w)
e˙ = g(t,x,e,w),∀t ∈ (tk, tk+1)
e(t+k ) = (1− γ(k))e(tk), k ∈ N+.
(1)
where
f (t,x,e,w) :=
[
fp(t,xp,gc(t,xc)− eu(t),w)
fc(t,xc,gp(t,xp)− ep(t))
]
g(t,x,e,w) :=
[ ∂gp(xp,t)
∂xp fp(t,xp,gc(t,xc)− eu(t),w)+
∂gp(xp,t)
∂ t
∂gc(xc,t)
∂xc fc(t,xc,gp(t,xp)− eu(t))+
∂gc(xc,t)
∂ t
]
.
Note that we further assume that the functions gp(·, ·) and
gc(·, ·) are continuously differentiable and thus the function
g(·, ·, ·, ·) in (1) is well defined. Since the (set) stability of the
system Gˆ implies the (set) stability of the system G , we will
only discuss the stability of the system Gˆ in the remaining of
this paper.
B. The M System Model
The M system is modeled by an MDP process. An MDP
is defined by a five tuple M = {S,s0,A,P,c}, where
• S = {si}Ni=1 is the state space for the MDP.
• s0 ⊂ S is the set of initial states.
• A = {ai}Mai=1 is the action set.
• P : S×A× S→ [0,1] is the transition probability , i.e.
P(si,a,s j) = Pr{s j|a,si}.
• c : S×A→ R≥0 is the reward function.
Unlike system G that models low level physical dynamics,
the MDP process is used to model discrete-event decision
making processes managing high-level control objectives such
as transporting products from one location to another with
minimum time or energy. The state space S in the MDP
system corresponds to a finite number of partitioned regions
that the vehicle system, such as forklift trucks or cranes [7]
or robots [8], can operate by taking actions from an action set
A. The transition probability matrix P is used to model the
stochastic uncertainties caused by sensor or actuation noises
when the actions are physically implemented. The costs in the
MDP model are defined to characterize the high level control
objectives for the vehicle system. For instance, if the control
objective is to transport the products to a target region, then
small costs will be assigned in the minimization optimization
problem, to the situation when the vehicle is transitted to the
target region.
C. State Dependent Dropout Channel Model
As shown in Fig. 1, the wireless channel used by the
networked control system G is functionally dependent on the
state of the MDP system. This relationship corresponds to
the situation that vehicle’s physical positions directly lead to
shadow fading, thereby generating a great deal of stochastic
uncertainties in system G . Equation (1) shows that the stochas-
tic uncertainty in system Gˆ is governed by a binary random
process {γ(k)}, which characterizes the stochastic variations
in channel conditions.
The state-dependency in the shadow fading channel is cap-
tured by a novel State-Dependent Dropout Channel (SDDC)
model that is formally defined as follows.
Definition II.1. Given a binary random process {γ(k)}∞k=0, an
MDP system M = {S,s0,A,Pm,c} and a transmission power
set Ωp = {pi}Mi=1, the wireless channel is SDDC if
Pr{γ(k) = 1|s(k) = s, p(k) = p}= 1−θ(s, p),∀s ∈ S, p ∈Ωp.
(2)
where θ(s, p)∈ (0,1) is the outage probability [6] that mono-
tonically decreases with respect to the transmission power
level p.
Remark II.2. The definition of the SDDC is closely related
to the outage probability, which is a widely used performance
metric for fading channels [6]. It characterizes the likelihood
of the Signal-to-Noise Ratio (SNR) being below a specified
threshold γ0, i.e. Pr{SNR ≤ γ0}. The difference between the
SDDC model and traditional outage probability lies in the
state-dependent feature of (2) where the probability is defined
for each each MDP state (partitioned region). The probability
defined in (2) can be obtained by measuring the SNR for
each MDP state, see [7], [9] and reference therein for details
about the statistical methods. In practice, the transmitter can
estimate the probability by either directly using the visual
sensor to observe the positions of the controlled moving object,
5or using the estimation techniques discussed in [7], [15]. See
Example II.4 for more details about how to construct the
SDDC from the outage probability.
Remark II.3. The SDDC model in (2) relates the channel
state (packet dropout probability) to the MDP states and
transmission power levels. From a control standpoint, this
correlation enables that the channel conditions can be con-
trolled by designing different control and transmission power
strategies. By using such a freedom in the channel model, this
paper develops a co-design framework that coordinates con-
trol and communication strategies to achieve both safety and
efficiency for the entire heterogeneous system. The co-design
idea of using the state-dependent channel model distinguishes
our work from other results, such as [7]–[9], [16] where the
channel state is assumed a fixed and uncontrollable random
process.
Example II.4 (SDDC model with Raleigh fading). Channel
fading is often the result of the superimposition of signal
attenuation in both large (shadowing) and small scale levels
[6]. Let hk denote the small scale fading gain induced by multi-
path propagation at time instant tk. Suppose {hk}∞k=0 is an i.i.d
process that satisfies a Raleigh distribution with a scale pa-
rameter 1, i.e. hk ∼ Raleigh(1),∀k ∈ Z≥0. Let ψ(·) : S→ [0,1]
denote a shadow level function that characterizes the level of
shadowing effect on the channel gain for each MDP state,
i.e. 0 ≤ ψ(s) ≤ 1,∀s ∈ S. Thus, the state dependent channel
gain is hk(s) := ψ(s)hk, and for a given transmission power
level p and noise power N0, the SNR is phk(s)2/N0. With the
assumption that the small scale fading gain is conditionally
independent on shadowing state s ∈ S, for a given SNR
threshold γ0, one has
Pr{γ(k) = 1|s(k) = s, p(k) = p}
=Pr{ p(k)h
2
kψ(s(k))
2
N0
≥ γ0
∣∣∣s(k) = s, p(k) = p}
=
∫ ∞
γ0N0
p
ψ(s)e−ψ(s)xdx = e−
N0γ0ψ(s)
p .
Then, we have the explicit function form θ(s, p) = 1 −
e−
N0γ0ψ(s)
p for SDDC model.
The SDDC in (2) characterizes a cyber-physical coupling
between the networked control system G and the MDP system
M . In the presence of such coupling, the first objective of this
paper is to find conditions under which system G achieves
stochastic safety that is formally defined as belows.
Definition II.5 (Stochastic Safety). Consider the networked
control system Gˆ in (1) and the SDDC model in (2), let Ωs =
{x∈Rnx+nc ||x| ≤ r} with r≥ 0 denote a safe set for Gˆ system,
and x0 = x(0) denote the initial state of the networked control
system,
E1 The Gˆ system with w ≡ 0 is asymptotically safe in
expectation with respect to Ωs, if ∀x(0) ∈Ωs, there exists
a class K L function β (·, ·) such that
E
[|x(t)|]≤ β (|x0|, t), ∀t ∈ R≥0 (3)
and thereby limt→+∞E
[|x(t)|]= 0.
E2 The Gˆ system with |w(t)|L∞ ≤ Mw is asymptotically
bounded in expectation with respect to Ωs, if ∀x(0) ∈Ωs,
there exists a class K L function β (·, ·) and a class K
function κ(·) such that
E
[|x(t)|]≤ β (|x0|, t)+κ(Mw), ∀t ∈ R≥0 (4)
and limt→+∞E
[|x(t)|]= κ(Mw).
P1 The Gˆ system with w≡ 0 is almost surely asymptotically
safe with respect to Ωs, if ∀ε,τ > 0 and x0 ∈ Ωs, there
exists a class K LL function βε(·, ·, ·) such that
Pr
{
sup
t≥τ
|x(t)| ≥ ε+ r}≤ βε(|x0|,τ,r) (5)
and limτ→∞Pr
{
supt≥τ |x(t)| ≥ ε+ r
}
= 0.
P2 The Gˆ system with |w(t)|L∞ ≤Mw is stochastically safe
in probability with respect to Ωs, if ∀ε1 > 0, there exists
a class K L function β ε2(Mw,r) such that
lim
t→∞Pr
{|x(t)| ≥ ε1+ r}≤ β ε2(Mw,r). (6)
Remark II.6. The safety notions E1 and E2 are concerned
with system behavior on average (in the first moment) while
the safety notions P1 and P2 focus on the specification on
the sample path of the system. Note that these two types of
safety definitions specify both the system’s transient and steady
behavior. For systems without external disturbance, the safety
definition E1 requires that the first moment of the norm of
the system trajectories must asymptotically converge to the
origin if the initial states start within the safety set while
the almost sure asymptotic safety definition P1 is a stronger
safety notion than the definition E1 in the sense that it requires
almost all sample paths starting from the safety set Ωs stay
in the safe region with probability asymptotically going to
one. For systems with non-vanishing but ultimately bounded
disturbance, the definition E2 requires that the first moment
of the system trajectories is asymptotically bounded with its
bound depending on the magnitude of external disturbance.
The safety notion P2 basically means that the probability
of sample paths of the system leaving the safe region is
asymptotically bounded and the probability bound is a function
of the size of the external disturbance and safety region. These
safety notions are closely related to the concepts of stochastic
stability defined in [32], [33].
Under the safety conditions for system G , the second objec-
tive of this paper is to seek optimal control and communication
policies to achieve system efficiency for both system G and
M . A control policy for the MDP system M is an infinite
sequence pim = {um1 ,um2 , . . .} where umk is the decision made
at time instant k. The decision making umk is defined as
a probability distribution over the action set A given the
history information, i.e., umk = Pr{a|sk,ak−1, . . . ,s0},∀a ∈ A.
Similarly, a power policy for system G can be defined as
pi p = {up1 ,up2 , . . . ,} with upk = Pr{p|sk,ak−1, . . . ,s0}. The policy
is stationary if pim∞ = {um∞,um∞, . . .} (pi p∞ = {up∞,up∞, . . .}) with
um∞ = Pr{a|s} (up∞ = Pr{p|s}), ∀a ∈ A,s ∈ S and p ∈ Ωp. This
paper will focus on the stationary policy space.
With the definitions of control pim and communication pi p
6policies, the system efficiency is defined as a constrained
infinite horizon optimization problem as follows,
min
pi p,pim
Jα(s0,pim,pi p) = (1−α)
∞
∑
k=0
αkE{λcp(pk)+ c(sk,ak)}
s.t. Safety conditions assuring (3) or (4) or (5) or (6).
(7)
where cp(·) :Ωp→R≥0 is the power cost and c(·, ·) is the cost
defined in the MDP system. α ∈ (0,1) is the discounted factor
that provides a weight between short term rewards and rewards
that might be obtained in a more distance future. λ > 0 is a
parameter used to adjust the weight between communication
and control costs.
III. STOCHASTIC SAFETY
This section presents sufficient conditions to ensure stochas-
tic safety defined in Definition II.5 for the G system. The
following two assumptions are needed for the main results.
Assumption III.1. The system x˙= f (t,x,e,w) is input to state
stable (ISS) w.r.t. e and w, i.e. there exist a class K L
function β (·, ·), a class K function γ2(·) and a positive real
γ1 ∈ R≥0 such that |x(t− t0)| ≤ β (|x(t0)|, t− t0)+ γ1|e|[t0,t)+
γ2(|w|[t0,t)) and β (·, t) is a concave function for any fixed
t ∈R≥0. The system is exponential input to state stable (Exp-
ISS) w.r.t. e and w, if β (s, t) is a class Exp-K L function and
γ2(s) = γ2s is a linear function with γ2 > 0.
Assumption III.2. There exists a Lyapunov function W (·)
and w,w,L1,L2,L3 > 0 for the estimation error dynamics
e˙ = g(t,x,e,w) in system (1) such that
w|e| ≤W (e)≤ w|e|, (8)〈
∂W (e)
∂e
,g(t,x,e,w)
〉
≤ L1W (e)+L2|x|+L3|w|. (9)
Assumption III.2 basically requires that the estimation error
e is exponentially bounded and the couplings of x,w in the
error dynamics are linear. The following proposition shows
that for a given transmission time sequence {tk}∞k=0, the
estimation error e(tk) forms a stochastic jump process whose
jump size is θ(s, p) and depends on the MDP’s state s∈ S and
the transmission power level p ∈Ωp.
Proposition III.3. Consider a random dropout process {γ(k)}
associated with the channel’s SDDC model in (2) and let
{tk} denote the transmission time sequence. Let W (e) be a
Lyapunov function for the error dynamic system in (1), then
one has
E{W (e(t+k ))
∣∣∣s(k) = s, p(k) = p}= θ(s, p)W (e(tk)). (10)
where the conditional expectation operator E(·|·) is taken with
respect to the random process γ(k).
Proof: The proof is easily completed by combining
W (e(t+k )) = (1− γ(k))W (e(tk)) and the SDDC model in (2).
Under a state dependent shadow fading channel, the follow-
ing theorem presents a sufficient condition on the Maximum
Allowable Transmission Interval (MATI) under which the
system Gˆ achieves almost sure asymptotic safety. In particular,
we show that the MATI is a function of the control (pim∞ ) and
transmission power (pi p∞) policies.
Theorem III.4. Let Tk = tk+1−tk denote the transmission time
interval, Pm denote the transition matrix defined in (12) and
p ∈Ωp denote the transmission power level. Suppose the ISS
assumption in Assumption III.1 and Assumption III.2 hold, for
a given stationary control policy pim∞ and a given stationary
transmission power policy pi p∞, the Gˆ system with w = 0 is
asymptotically safe in expectation (asymptotically stable in
expectation) with respect to the origin, if Tk ∈ (0,τ∗] where
τ∗ =
1
L1
ln
L2γ1+L1w
L2γ1+wL1‖Pm(pim∞ ,pi p∞)diag(θ(s, p)‖
> 0 (11)
is the MATI. The system parameters L1, and L2 come from (8)
and (9) respectively and
diag(θ(s, p)) =

θ(s1, p1) · · · 0 · · · 0
...
. . .
...
. . .
...
0 · · · θ(si, p j) · · · 0
...
. . .
...
. . .
...
0 · · · 0 · · · θ(sN , pM)

Pm(pim∞ ,pi
p
∞) =

Pr(s1, p1|s1, p1) · · · Pr(s1, p1|sN , pM)
Pr(s1, p2|s1, p1) · · · Pr(s2, p1|sN , pM)
...
...
...
Pr(sN , pM|s1, p1) · · · Pr(sN , pM|sN , pM)

(12)
with Pr{si, pi|s j, p j}= ∑a∈A(s j)Pr{si|a,s j}Pr{a|s j}Pr{pi|si}.
Proof: The proof is provided in Appendix A.
Remark III.5. The MATI in (11) generalizes the result in [28].
In particular, one can see that the MATI in [28] is recovered
if the shadow fading is absent, i.e., θ(s, p) = 0,∀s∈ S, p∈Ωp.
Theorem III.6. Let the hypothesis in Theorem III.4 and the
Exp-ISS assumption in Assumption III.1 hold , then the system
G is almost surely asymptotically safe (P1 in Definition II.5)
with respect to the origin.
Proof: The proof is provided in Appendix A.
Theorem III.7. Suppose the MATI condition in (11) holds and
consider the system in (1) with |w|L∞ ≤Mw, then the system Gˆ
is asymptotically bounded in expectation (E2 in Definition II.5)
with respect to a bounded safe set Ωs = {x ∈ Rnx+nc ||x| ≤ r},
i.e., ∀x(0) ∈Ωs, there exists a class K L function β (·, ·) and
a class K function κ(·) such that
E
[|x(t)|]≤ β (|x0|, t)+κ(Mw), ∀t ∈ R≥0
and limt→+∞E
[|x(t)|]= κ(Mw).
Proof: The proof is provided in Appendix A.
Theorem III.8. Suppose the hypothesis in Theorem III.7
holds, then the system Gˆ is stochastically safe in probabil-
ity (P2 in Definition II.5) with respect to a bounded safe set
Ωs = {x ∈ Rnx+nc
∣∣|x| ≤ r}.
Proof: The result can be straightforwardly obtained by
7Markov inequality.
IV. SAFETY AND EFFICIENCY: A TWO-PLAYER
CONSTRAINED COOPERATIVE GAME
The system efficiency in this paper is defined as an optimiza-
tion problem where optimal transmission power and control
policies are sought to minimize a joint communication and
control cost in an infinite horizon. To assure both system
efficiency and safety, the control (pim) and communication (pi p)
policies must be carefully coordinated due to their tight cou-
plings as suggested by the safety condition in (11). This col-
laboration between communication and control systems can be
naturally formulated as a two-player constrained cooperative
game where the players’ strategy spaces are constrained and
coupled. The equilibrium of the game represents the optimal
transmission power and control policies to achieve both system
safety and efficiency.
Problem IV.1 (Two-player Constrained Cooperative Game).
Let cp(·) : Ωp → R≥0 denote the power cost and c(·, ·) : S×
A→ R≥0 denote the control cost for the MDP system, the
safety and efficiency problem is to find the optimal control
pim∗ and transmission power pi p∗ policies to the following two-
player constrained cooperative game,
min
pi p,pim
Jα(s0,pim,pi p)
s.t. ‖Pm(pim,pi p)diag(θ(s, p))‖ ≤ ξ (T ).
(13)
where α ∈ (0,1) and T is the transmission time interval and
ξ (T ) ∈ (0,1) is a monotonically decreasing function with
respect to T .
Remark IV.2. The inequality (13) is a safety constraint
reformulated by the sufficient condition (11). In order to see
how this safety constraint is derived from (11), let (pi p,pim)
denote the feasible policies such that T ≤ τ∗(pi p,pim). Thus
T ≤ 1
L1
ln
L2γ1+L1
L2γ1+L1‖Pm(pi p,pim)diag(θ(s, p))‖
.
By arranging the inequality, one has
‖Pm(pip,pim)diag(θ(s, p))‖ ≤ 1L1
[
e−L1T (L2γ1+L1)−L2γ1
]
︸ ︷︷ ︸
ξ (T )
.
Since T ≤ τ∗, one always has ξ (T )> 0. Thus, for any given
control pim and power pi p policies that satisfy the above
inequality, the sufficient condition in (11) assures system
safety.
Under the stationary policy space, we show that the two-
player constrained cooperative game Problem IV.1 can be
solved by solving the following constrained nonlinear opti-
mization problem.
Problem IV.3. Constrained Nonlinear Optimization Prob-
lem: Suppose the state S and action A spaces in the MDP
system M are finite sets, and transmission power set Ωp is
finite. Let up∞(p|s) = Pr{p|s} and δ (s,a) where p ∈ Ωp,s ∈ S
and a ∈ A, denote the decision variables to the following
nonlinear constrained optimization problem.
min
up∞(p|s),δ (s,a)
∑
(s,a)∈S×A(s)
(
λ ∑
p∈Ωp
cp(p)up∞(p|s)+ c(s,a)
)
δ (s,a)
(14a)
subject to
∑
s∈S
∑a∈A(s)Pr{s′|s,a}δ (s,a)
∑a∈A(s) δ (s,a)
∑
p∈Ωp
up∞(p|s′)θ(s, p)≤ ξ (T ),
(14b)
∑
a∈A(s)
δ (s,a) = D0(s)(1−α)+α ∑
s′∈S
∑
a′∈A(s′)
δ (s′,a′)Pr{s|s′,a′},
(14c)
∑
s
∑
a
δ (s,a) = 1, ∑
p∈Ωp
up∞(p|s) = 1,δ (s,a)≥ 0, up∞(p|s)≥ 0.
(14d)
The following Lemma shows that Problems IV.3 and IV.1
are equivalent in the sense that they have the same optimal
solutions and objectives.
Lemma IV.4. Let δ ∗ and up∗∞ denote the optimal solutions
to Problem IV.3, then the policies up
∗
∞ = pi p
∗
∞ and pim
∗
∞ (a|s) =
Pr{a|s} = δ ∗(s,a)∑a∈A(s) δ ∗(s,a) are the optimal solutions to Problem
IV.1.
Proof: The proof can be obtained by examining the
equivalence between Problem IV.3 and Problem IV.1 in terms
of objective function, decision variables and feasible set
imposed by the constraints. We have already shown that
the objective function in Problem IV.1 can be rewritten
as a function of the new decision variables {up(s,a)} and
{δ (s,a)} in Problem IV.3. According to the definition of
δ (s,a), one has Pr{a|s} = Pr{a,s}Pr{s} = δ (s,a)∑a∈A(s) δ (s,a) . Thus, the
decision variable δ (s,a) uniquely defines the control strategy
pim. The constraints in (14d) are introduced to enforce the
probability law (i.e. non-negativity and total probability being
1). The constraint in (14c) is a reformulation of the Markovian
dynamics for the MDP in terms of new decision variables
δ (s,a) and up(s,a) (see [34] for more details). Therefore, one
has established the equivalence and the proof is complete.
Remark IV.5. Problem IV.3 is a polynomial optimization
problem where the objective function and safety constraints
in (14b) are polynomial functions. The main challenge to
solve this polynomial optimization problem is the fact that
the safety constraints are non-convex. The presence of non-
convex constraint (14b) in the optimization problem is due
to the couplings between communication and control policies
in industrial settings with state-dependent fading wireless
channels.
A. Relaxed Generalized Geometrical Programming
Problem IV.3 falls into one type of non-convex optimization
problem, called Generalized Geometric Program (GGP) [30]
where the objective function and constraints are the difference
of two posynomials. A posynomial is a function such that
Gi(x1,x2, . . . ,xn) = ∑Lj=1 ai jx
bi j1
1 x
bi j2
2 . . .x
bi jn
n where al > 0,∀l
and bi j ∈ R.
8Let X = [δ (s1,a1),up∞(p1|s1), . . . ,δ (sN ,aM),up∞(p`|sN)]T de-
note the decision vector and ΩX ⊂RNM`×1+ denote the feasible
region for X . The constrained optimization Problem IV.3 can
be formulated as a GGP as follows,
minimize
X
G0(X) = G+0 (X)
subject to Gi(X) = G+i (X)−G−i (X)≤ 0, i = 1, . . . ,N
Glinear(X)≤ 0, X ∈ΩX
(15)
where G+i ,G
−
i , i = 1,2, . . . ,N are posynomials and Glinear are
linear functions. To see how safety constraints in (14b) can
be written as the difference of two posynomials, multiplying
both sides of (14b) by ∏s∈S∑a∈A(s) δ (s,a) leads to
∑
a∈A(s)
Pr{s′|a,s}δ (s,a) ∑
p∈Ωp
up∞(p|s′)θ(s, p) ∏
s˜6=s,s˜∈S
∑
a∈A(s)
δ (s˜,a)︸ ︷︷ ︸
G+i (X)
−ξ (T )∏
s∈S
∑
a∈A(s)
δ (s,a)︸ ︷︷ ︸
G−i (X)
≤ 0.
The above GGP can be further reformulated by introducing
an exponential transformation, X = exp(Z),
minimize
Z
G˜0(Z) = G˜+0 − G˜−0
subject to G˜i(Z) = G˜+i (Z)− G˜−i (Z)≤ 0, i = 1, . . . ,M
Glinear(Z)≤ 0, Z ∈ΩZ .
(16)
where ΩZ = log(ΩX )⊂RNM`×1, G−i =∑ j∈L−i ai j exp∑
n
l=1 bi jlzl
and G+i = ∑ j∈L+i ai j exp∑
n
l=1 bi jlzl .
Since exp(Z) is a convex function in terms of Z, G˜+i , G˜
−
i , i=
0,1, . . . ,N and Glinear are convex functions as well. However,
the function G˜+i (Z)− G˜−i (Z) in the safety constraint is gen-
erally not convex [30]. To address the non-convexity issues,
this paper approximates the second terms G˜−i in the non-
convex safety constraints using a linear function. The basic
idea is illustrated in Figure 2a using a simple exponential
function. In Figure 2a, the linear function shown by the solid
line upper approximates the exponential function while the
linear function shown by the dashed line approximates the
exponential function from below. These two functions can be
viewed as upper and lower bounds on the exponential function.
The following two subsections are devoted to demonstrate how
to construct the upper and lower linear functions for a general
multivariate exponential function G˜−i (Z) for a given domain.
1) Relaxed GGP with Linear Upper Bound: For a given
bounded domain ΩZ = {Z|Z ∈ [ZL,ZH ]} with ZL = [zL1 , . . . ,zLn ]
and ZH = [zH1 , . . . ,z
H
n ], one can construct a linear function such
that,
G˜−i (Z)≤ AiZ+Bi
Ai = ∑
j∈L−i
ai jAi j[bi j1, . . . ,bi jn], Bi = ∑
j∈L−i
ai jBi j (17)
Ai j =
exp(Y Hi j )− exp(Y Li j )
Y Hi j −Y Li j
, Bi j =
Y Hi j exp(Y
L
i j )−Y Li j exp(Y Hi j )
Y Hi j −Y Li j
Y Li j =
n
∑
l=1
min(bi jlzLl ,bi jlz
H
l ), Y
H
i j =
n
∑
l=1
max(bi jlzLl ,bi jlz
H
l )
(18)
By replacing G˜−i (Z) with AiZ+Bi,∀i= 0,1, . . . ,M in the trans-
formed GGP (16), one has the convex optimization problem
as follows,
minimize
Z
G˜U0 (Z) = G˜
+
0 (Z)
subject to G˜Ui (Z) = G˜
+
i (Z)− (AiZ+Bi)≤ 0, i = 1, . . . ,N
Glinear(Z)≤ 0, Z ∈ΩZ
(19)
Let δi j = Y Hi j −Y Li j denote the interval width associated with
term j in G˜−i and δi = max j∈L−i δi j denote the maximum
interval width over all terms in G˜−i . Let ∆i(Z) = AiZ +
Bi −G−i (Z) denote the gap between G˜−i and AiZ + Bi and
∆∗i =maxZ∈ΩZ ∆i(Z) denote the maximum gap. The following
lemma characterizes the explicit relationship between the
maximum gap ∆∗i and the size of the region of approximation
δi [30],
Lemma IV.6. Consider the transformed posynomial functions
G˜−i (Z) and its upper approximation AiZ+Bi with the region
of approximation ΩZ , then, for all Z ∈ΩZ , the maximum gap
∆∗i ,∀i= 1, . . . ,N defined over ΩZ is a function of δi as follows,
∆∗i ≤ ∑
j∈L−i
eY
L
i j
(
1−Θ(δi j)+Θ(δi j) log(Θ(δi j))
)
≤ |L−i |eY
L
i
(
1−Θ(δi)+Θi log(Θ(δi)
)
where eY
L
i =max j∈L−i e
Y Li j and Θ(δ ) = e
δ−1
δ . Furthermore, one
has ∆∗i ∼ O(δ 2i ).
Proof: The proof is included in Appendix A.
2) Relaxed GGP with Linear Lower Bound: Similar to
the case of upper bound,a lower bound for the transformed
monomial function G˜−i j(Z) can also be constructed as follows,
G˜−i (Z)≥ AiZ+BLi
BLi = ∑
j∈L−i
ai jAi j
(
1− log(Ai j)
)
(20)
By replacing G˜−i (Z) with AiZ +B
L
i ,∀i = 0,1, . . . ,M in the
transformed GGP (16), one has the following convex optimiza-
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Fig. 2: Lower and upper bounds by two relaxed convex GGPs
tion with linear lower bounds,
minimize
Z
G˜L0(Z) = G˜
+
0 (Z)− (A0Z+BL0)
subject to G˜Li (Z) = G˜
+
i (Z)− (AiZ+BLi )≤ 0, i = 1, . . . ,M
Glinear(Z)≤ 0, Z ∈ΩZ
(21)
The following lemma shows that the maximum gap of for
the lower bound case is the same as the upper bound case.
Lemma IV.7. Consider the GGP problem (16) and the relaxed
GGP (21) with lower bound linear function AiZ + BLi , i =
0,1, . . . ,M. Let ∆L∗i denote the maximum gap defined over the
domain ΩZ , then ∆L
∗
i = ∆∗i and ∆L
∗
i = O(δ 2i ) as δ → 0.
Proof: The proof is similar to the upper bound case and
is omitted here.
The following lemma shows that the optimal solutions to
the two convex optimizations in (19), (21) are lower and upper
bounds to the original non-convex problem in (16).
Lemma IV.8. Let ZH∗ ,Z∗ and ZL∗ denote the optimal solution
to the optimization problems in (19), (16) and (21) respec-
tively, the optimal objective functions then satisfy
G˜H0 (Z
H∗)≤ G˜0(Z∗)≤ G˜L0(ZL
∗
) (22)
and the solution ZL
∗
is a suboptimal solution to the non-convex
optimization problem in (16). Let ∆0 := G˜0(ZL
∗
)− G˜0(Z∗)
denote the gap between the suboptimal and optimal solutions,
this gap then has upper upper bound as ∆0 ≤ G˜L0(ZL
∗
)−
G˜H0 (Z
H∗).
Proof: Let C Hv , Cv and C
L
v denote the feasible sets that
are generated by the constraints in optimization problems (19),
(16) and (21) respectively. Since C Lv ⊂Cv ⊂C Hv and G˜H0 (Z)≤
G˜0(Z)≤ G˜L0(Z) hold for any Z ∈ΩZ , then one has G˜0(ZL
∗
)≤
G˜L0(Z
L∗). By the definition of Z∗ and C Lv ⊂Cv, one further has
G˜0(Z∗)≤ G˜0(ZL∗)≤ G˜L0(ZL
∗
). The same argument can also be
applied to prove G˜H0 (Z
H∗) ≤ G˜0(Z∗). By Inequality (22), the
final result holds.
B. Branch-Bound Algorithm
This section presents a Branch-Bound method under which
the lower and upper bounds of the non-convex GGP Problem
in (16) asymptotically approaches the optimal solutions.
1) Branch Procedure: The branch procedure involves par-
titioning the hyper-rectangular domain ΩZ into two small sub-
regions under which two convex optimization problems in
(21) and (19) are solved. Let Ωi, jZ = {Z ∈Rn|Z ∈ [ZL,i j,ZH,i j]}
denote the jth ( j = 1,2) sub-region at the ith stage, where
ZL,i j and ZH,i j represent the boundaries of the rectangular
constraint Ωi, jZ . For the sub-region Ω
i, j
Z , let Z
H∗,i j,ZL
∗,i j denote
the optimal solutions to the problems in (19) and (21). Then,
G˜0(ZH
∗,i j) and G˜0(ZL
∗,i j) are the corresponding lower bound
and upper bound on G˜0(Z∗). Clearly, the upper bound solu-
tions ZL
∗,i j are always feasible for the original GGP problem
while the lower bounds ZH
∗,i j are not necessarily feasible
solutions. In order to obtain tight bounds, the upper and lower
bounds are iteratively updated by
G˜UB0 =

min
{
G˜UB,i−10 , G˜
LB,i−1
0 ,{G˜0(ZL
∗,i j)} j=1,2
}
,
if G˜LB,i−1 is feasible
min
{
G˜UB,i−10 ,{G˜0(ZL
∗,i j)} j=1,2
}
, Otherwise
(23)
G˜LB,i0 =
{{
G˜LB,i−10 , G˜0(Z
H∗,i j)
}
, if G˜0(ZH
∗,i j)< G˜UB0 , j = 1,2
G˜LB,i−10 , Otherwise
(24)
The upper bound G˜UB0 in (23) is the minimum feasible
solutions up to stage i. The G˜LB,i0 is a set of all possible lower
bounds that could be used to approach the global optimum.
At each stage, the branch procedure selects the region that has
the minimum lower bounds, i.e.
(l, j) = arg min
0≤l≤i, j=1,2
G˜LB,i0 (25)
where (l, j) represents the index of the selected region. Thus,
the “best” lower bound up to stage i is
G˜LB0 = G˜0(Z
H∗,l j) (26)
The selected region is then partitioned into two smaller regions
Ωi+1, jZ , j = 1,2 by a bisection of the longest side of the hyper-
rectangular. Two convex optimization problems in (21) and
(19) are then constructed based on the new regions Ωi+1, jZ , j =
1,2. The lower bound set G˜LB,i0 is further updated by removing
current ”best” lower bound G˜0(ZH
∗,l j),
G˜LB,i0 ← G˜LB,i0 \ G˜0(ZH
∗,l j) (27)
This branch procedure repeats until the gap between the lower
and upper bounds is smaller than some specified threshold εc.
10
2) Bound Procedure: The bound procedure is to cut those
branches that have no feasible solutions or do not contain the
global optimum. The criteria to determine which branch can
be safely fathomed are based on the monotonicity analysis
for the structure of the constraint and objective functions in
the relaxed GGP formulation (21). To be specific, consider the
following lower bounds for the original G˜Ui (Z), ∀i= 0,1, . . . ,m
and ∀Z ∈Ω`, jZ
G˜Ui (Z)≥ G˜Ui G˜+i (Y L,` ji )− ∑
k∈L−i
aikA
` j
ik Y
H,` j
i −Bi. (28)
where Y L,` ji ,Y
H,` j
i and A
` j
ik are defined in (18) for the region
Ω`, jZ . Bi is defined in (17). A branch associated with the above
bounds can be removed if
• there exists any ` such that for any i ∈ [1,2, . . . ,m], j ∈
{1,2}, the bounds in (28) are positive
• there exists any ` such that G˜U0 ≥ G˜UB0
Remark IV.9. The first condition is used to test whether the
convex domain generated by the branch procedure contains
any feasible solutions, which is a necessary condition for
feasibility test. The second condition is used to eliminate
branches that do not contain the global optimum.
3) Sub-optimality and Distance to Global Optimality: Ob-
taining an exact global optimum for a non-convex optimization
problem is generally NP-hard [35], which means that “brute
force” type of searching algorithms are necessary to find
global solutions. Hence, it is reasonable to expect suboptimal
solutions but with certain performance guarantee. Here, the
performance refers to the explicit distance characterization
between optimal solutions and suboptimal solutions generated
by the branch-bound method. Specifically, we show that the
optimality gap can be predicted by measuring the maximum
size of the super-rectangular where the sub-optimal solutions
locate. This prediction gives rise to an upper bound on the
maximum number of stages needed in the Branch-Bound
algorithm to achieve the desired optimality gap.
Theorem IV.10. Consider the non-convex GGP problem in
(16), relaxed convex problems in (19) and (21) and the
Branch-Bound algorithm, let Z∗, ZH∗ and ZL∗ denote the
optimal solutions for the optimization problems (16), (19) and
(21) respectively, let δ := max1≤i≤m, j∈L−i(Y Hi j −Y Li j ) denote
the maximum size of the super-rectangular region, then the
suboptimal solutions ZH
∗
and ZL
∗
asymptotically converge to
optimal solution Z∗ as the maximum size δ → 0. Moreover,
if the constraint qualification ∃hi ∈ Rn,∇G˜i(Z∗)hi < 0,∀i =
1,2, . . . ,M holds at Z∗, then, one has
|ZH∗ −Z∗|= O(δ ) as δ → 0 (29)
|Z∗−ZL∗ |= O(δ ) as δ → 0 (30)
Furthermore, let DB denote the depth of a full binary tree
generated by the BB algorithm, then the maximum DB to
achieve a desired optimality gap δ ∗ is DB ∼ log2(
⌈
δ 0
δ ∗
⌉n
+1)
where δ 0 is the maximum size of the initial super-rectangular
region.
(a) Two Link Planar Elbow Arm
s1 s2
1−u1
u1
1−u2
u2
(b) The forklift truck: a two-state MDP
Fig. 3: Simulation example of networked robotic manipulator
and forklift truck
Proof: The proof is provided in Appendix A.
V. SIMULATION RESULTS
This section uses the example of a two-link planar elbow
arm and a forklift truck to demonstrate the effectiveness of
our co-design framework in assuring safety and efficiency
for factory automation systems. The almost sure safety is
demonstrated via Monte Carlo simulations using the sufficient
conditions in Theorem III.4. Under the safety constraint,
optimal results regarding the power management for robotic
arm system and decision making in forklift trucks are provided
to show the system’s efficiency as a whole and the necessity
of the co-design paradigm.
Consider the system dynamics of a nonlinear two-link
planar elbow arm as follows [36],[
(m1+m2)ga1 cosθ1+m2ga2 cos(θ1+θ2)
m2ga2 cos(θ1+θ2)
]
︸ ︷︷ ︸
G(q)
+
[
(m1+m2)a21+a2m2(a2+2a1 cosθ2) m2a2(a2+a1 cosθ2)
m2(a22+a1a2 cosθ2) m2a
2
2
]
︸ ︷︷ ︸
M(q)
[
θ¨1
θ¨2
]
=
[
τ1
τ2
]
−
[
−m2a1a2(2θ˙1θ˙2+ θ˙ 22 )sinθ2
m2a1a2θ˙1
2 sinθ2
]
︸ ︷︷ ︸
V (q,q˙)
where q= [θ1;θ2] are the angles for the upper and lower links
of the planar elbow arm as shown in Figure 3a and q˙, q¨ are
the corresponding angular velocities and accelerations. The
system inputs τi, i= 1,2 are the external torque forces that are
provided by either motors or hydraulic actuators [36]. These
forces τi, i = 1,2 are assumed to be generated by a remote
controller, which uses the angular information q, q˙ transmitted
through a wireless communication channel. With the received
angular information, the control objective of the robotic arm
is to track a predefined desired trajectory.
In the simulation, the length ai and mass weight mi, i= 1,2
for the upper and lower links are set to be m1 = 1,a1 = 2,m2 =
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(Power, State) s1 s2
pL 0.4 0.9
pH 0.1 0.4
TABLE I: Outage Probability θ(s, p) in SDDC (2)
0.1,a2 = 10. The desired angular trajectories are defined as
two sinusoidal signal: qd = [g1 sin(2pi fdt);g2 sin(2pi fdt)] with
desired amplitude g1 = g2 = .1 and frequency fd = .5s−1. The
control input F = [τ1;τ2] is computed by the following feed-
back linearization method [36], F = M(qˆ)(q¨d −K[qˆ−qd ; ˆ˙q−
q˙d ])+V (qˆ, ˆ˙q+G(qˆ)) where qˆ, ˆ˙q are the estimates of the angu-
lar information depending on the real time channel conditions
and K is the controller matrix gain K = [5,0,5,0;0,5,0,5].
The wireless communication channel used by the robotic
arm is subject to shadow fading which is directly related to
the physical position of the forklift truck. In the simulation,
the autonomous forklift system is modeled as a two state
MDP as shown in Figure 3b where s1 is the state representing
the good channel region while the state s2 characterizes the
region causing shadow fading. ui, i= 1,2 are control strategies
characterizing the probabilities of staying in state si given the
current state si, i.e. ui = Pr{“stay”|si}, i= 1,2. With this state-
dependent fading channel, the transmitter in the robotic arm
can select high power pH level or low power pL level, to
adjust the outage probability as shown in the channel model
(2). Table I shows the outage probabilities θ(s, p) for different
power levels and MDP states
A. Almost Sure Safety
The first simulation result is to show almost sure safety for
the two-link planar elbow arm system under the MATI in (11)
as well as to investigate the tightness of the MATI. A Monte
Carlo simulation method is used to generate 1000 sample paths
with each path being evolved over the same time interval from
0 to 8 seconds.
The transmission time interval T = 0.05 s is selected to be
smaller than the MATI bound τ∗ under the control strategy
u1 = 0.6,u2 = 0.4 and the power strategy Pr{pH |si, i= 1,2}=
1. Figure 4a shows the maximum value marked by the blue
line, and the minimum value marked by the blue line of the
tracking errors (ei, e˙i, i= 1,2) over the 1000 sample paths. One
can see from Figure 4a that the maximum and minimum values
of the tracking errors asymptotically converge to zero as time
increases. This is precisely the behavior that one would expect
if the system is almost surely asymptotically stable. These
results, therefore, seem to confirm our sufficient condition in
(11) for almost sure safety.
The tightness of the sufficient conditions is investigated
by comparing them against “necessary” bounds, which are
obtained by an exhaustive search method. This exhaustive
search method is to find a lower bound on the MATI such
that the system violates the almost sure safety property. The
procedure of this searching method starts with the sufficient
MATI τ∗ bound in (11), and then increases the value of τ∗
until the maximum and minimum value of the sample path fail
to converge to zero. The maximum value of τ that guarantees
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(a) Max. and Min. value of tracking error: ε = q−qd
(b) Sufficient Ts and necessary Tn bounds on MATI
Fig. 4: Almost surely convergence of tracking error on angular
states (Left Figure 4a); Comparison of sufficient and necessary
MATI bounds under power and control strategies Pr{pH |si, i=
1,2}= 1 and u1 = 0.2,0.4,0.6,0.8,1 (Right Figure 4b).
almost sure convergence in this search procedure would be the
heuristic ”necessary” bounds.
Figure 4b shows the comparison of the sufficient
MATI bounds (red stars) obtained by (11) and necessary
MATI bounds (blue squares) generated by the exhaus-
tive search method under different control strategies u1 =
0.2,0.4,0.6,0.8,1 and u2 = 1− u1. As shown in the plot,
the theoretical sufficient bounds are approximately 5 times
conservative than the heuristic necessary bounds. This per-
formance gap is reasonably close provided that the robotic
arm networked system is highly nonlinear. In fact, similar
conservativeness (around 6− 8 times) were also reported for
deterministic networked systems in [28]. Our results can apply
to a more general stochastic networked system but with similar
gaps.
Note that u1 represents the probability of staying in the
good channel region while u2 is the probability for the bad
channel region where shadow fading occurs. Figure 4b also
shows that the MATI increases when the probability of a good
channel increases. This observation matches precisely with the
argument that the control strategies from one system do have
strong impacts on the network reliability of other systems. This
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(Action, State) s1 s2
Stay 1.5 1.
Go .5 1
Power Level pH pL
Cost 2 .5
TABLE II: Control and Power Cost
finding motivates our co-design paradigm where the sufficient
bound derived in (11) is a safety constraint that both the
robotic arm system and the forklift system must satisfy, to
achieve system safety and efficiency.
B. Safety and Efficiency: A Co-design Paradigm
This section demonstrates the effectiveness of the co-design
paradigm by solving the constrained optimization problem in
(14). In particular, the simulations in this section consist of
two parts. The first part is to show that the optimal solutions
of the constrained optimization problem (14) can be achieved
asymptotically by solving relaxed convex GGPs using the
branch-bound algorithm. The second part of the simulation
is to show the necessity of our proposed co-design framework
to achieve both system safety and efficiency by comparing it
against the separation design framework proposed in [10].
In the simulation setup, the costs c(s,a) and cp(p) defined
in the constrained optimization problem (14) are shown in
Table II to simulate a nontrivial scenario where the forklift
truck is driven to the bad channel region s2 to achieve its best
interest. The co-design framework for the example of forklift
and robotic arm is formulated as follows,
Minimize
{xi}4i=1,{yi}4i=1
4
∑
i=1
cixi+2λ
2
∑
j=1
(y2 j−1cp(pH)
+ y2 jcp(pL))(x2 j−1+ x2 j) (31a)
subject to

(1−α)x1+ x2−αx4 = (1−α)δ0
x1+ x2+ x3+ x4 = 1,
y2 j−1+ y2 j = 1, j = 1,2
yi ≥ 0, xi ≥ 0, i = 1,2,3,4
(31b)

x1y1
x1+x2
θ(s1)+ x4y3x3+x4 θ(s2)≤ c(T )
x1y2
x1+x2
θ(s1)+ x4y4x3+x4 θ(s2)≤ c(T )
x2y1
x1+x2
θ(s1)+ x3y3x3+x4 θ(s2)≤ c(T )
x2y2
x1+x2
θ(s1)+ x3y4x3+x4 θ(s2)≤ c(T )
(31c)
where {xi} and {yi} represent the decision variables related
to the control and transmit power policies defined in
Problem IV.3 x1 := δ (s1,“Stay”),y1 := Pr{pH |s1},x2 :=
δ (s1,“Go”),y2 := Pr{pL|s1},x3 := δ (s2,“Stay”),y3 :=
Pr{pH |s2},x4 := δ (s2,“Go”),y4 := Pr{pL|s2}. The
inequalities (31c) are the safety constraints and
θ(si) = θ(si, pH) + θ(si, pL) is the dropout probability
at state si whose value is shown in Table I. As discussed
in Section IV, the parameter c(T ) is a function of the
transmission time interval T and system parameters in the
arm system (See Remark IV.2). Once T is selected, c(T ) is a
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Fig. 6: Optimal control (u2 := Pr{“Stay”|s2}) and power
policies (Pr{pH |s2}) at shadowing state s2 for different trans-
mission time intervals T = 0.01 : 0.001 : 0.03.
fixed value. ci is the system cost induced by the state in xi,
e.g. c2 = c(s1,“Go”) (See Table II). The other parameters in
the simulation are: δ0 = Pr{s(0) = s1} = 0.5, α = 0.8, and
λ = 1.
By using the GGP formulation and the branch-bound algo-
rithm discussed in Section IV-A, Figure 5 shows that the lower
bounds (blue dashed line) obtained by solving the relaxed
convex GGP problem asymptotically approaches the optimal
point (red dashed line) as the number of the iteration increases.
This result confirms the arguments made in Theorem IV.10
which state that the global optimal solution is asymptotically
achieved by the branch-bound algorithm.
The feasible region enclosed by the safety constraints (31c)
shows a tight coupling between the control policies, the
transmit power policies, and the transmission time interval
T . Figure 6 shows the changes of the optimal control and
power strategies as a function of the transmission time interval
T . In particular, the upper plot of Figure 6 shows that the
optimal control policies u2 := Pr{“Stay”|s2} (marked by red
stars) for the forklift truck to stay at shadowing state s2
monotonically decreases as the transmission time interval
T increases. The bottom plot of Figure 6 shows that the
optimal probabilities (marked by blue squares) of using high-
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level transmission power at bad channel region (Pr{pH |s2})
increase monotonically as the transmission time interval T
increases. These results imply that the overall system safety
and efficiency is obtained by active coordinations between
communication and control strategies.
Figure 7 shows the performance comparison between the
proposed co-design framework and the separation design
method under different transmission time intervals T (Figure
7a) and different fading levels (Figure 7b). In this separation
design framework, the control and communication polices are
designed separately to optimize their own individual interests.
In particular, the optimal control policies u∗i , i = 1,2 for the
forklift truck are obtained by solving a linear program that is
generated by eliminating the decision variables yi, i= 1,2,3,4
and safety constraint (31c) in the optimization problem (31)
and the optimal solutions are x∗1 = 0,x
∗
2 = 0.1,x
∗
3 = 0.9,x
∗
4 = 0.
Thus, the optimal control policies are u∗2 = 1,u
∗
1 = 0 with
the optimal cost 0.55. On the other hand, the optimal power
policies for the robotic arm system are obtained by solving a
linear programming problem as below that assumes the worst
case impact of the forklift truck system,
Minimize
{yi}4i=1
(0.2y1+1.8y3)cp(pH)+(0.2y2+1.8y4)cp(pL)
subject to

y1+ y2 = 1
y3+ y4 = 1
y1θ(s1)+ y3θ(s2)≤ c(T )
y2θ(s1)+ y4θ(s2)≤ c(T )
yi ≥ 0, i = 1,2,3,4
(32)
Note that the safe region generated by the constraints (32)
in the separation design problem is two times smaller than
that generated by the co-design framework (31c). Indeed, the
selected transmission time interval T in the co-design frame-
work must satisfy 4c(T )> θ(s1)+θ(s2) to assure that the safe
region is nonempty while the condition for the safe region to
be nonempty in separation design is 2c(T ) > θ(s1)+ θ(s2).
From the optimization’s standpoint, although the co-design
framework will for sure lead to better system performance
than the separation design method due to its larger safe region,
we are interested in investigating how the performance gap
evolves as a function of T and the outage probability θ(s2)
under the co-design and separation design framework. The
sensitivity analysis for these two frameworks is critical to
ensuring a robust system design.
Figure 7a shows the overall optimal performance (power
costs + system costs in MDP) achieved by the co-
design (marked by red dashed line) and separation de-
sign (marked by blue dashed line) methods under the trans-
mission time intervals T ranged from 0.001 sec to 0.006 sec.
As expected, the optimal costs generated by the co-design
method over the entire time interval are smaller than that
under the separation method. Moreover, the performance gap
between these two methods increases as the T increases from
0.001 sec to 0.006 sec. These results imply that the optimal
performance achieved by the co-design method is less sensitive
to the changes of T than that achieved by the separation design
method. It is worth noting that the constrained optimization
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Fig. 7: The comparison of the optimal performance achieved
by co-design and separation design frameworks under different
transmission time intervals T from 0.001 sec to 0.006 sec (Fig-
ure 7a) and shadow fading levels θ(s2, pH) = 0.1 : 0.1 :
0.5 (Figure 7b)
problem in (32) for the separation design method will be
infeasible if T is larger than 0.006 sec.
Figure 7b shows the optimal performance comparison under
different fading levels. In particular, the shadow fading level
is categorized by different outage probability at the shadow
state s2. The value of the outage probability θ(s2, pH) at state
s2 is selected from 0.1 to 0.5 to simulate different levels of
shadow fading. As shown in Figure 7b, the optimal costs
achieved by the co-design framework (marked by red dashed
line) are smaller than the those obtained by the separation
design method (marked by blue dashed line) under all fading
levels. Furthermore, the performance gap between these two
methods is enlarged as the outage probability θ(s2) in the
bad channel region s2 increases. In particular, the increase in
optimal costs under the co-design framework flattens out even
when the fading levels increases dramatically from 0.2 to 0.5.
This simulation result suggests that the co-design method is
more robust against the shadow fading than the separation
method, and is resilient to significant communication degra-
tions. The resilience of the co-design framework is particularly
important and useful in factory automation systems where
serious shadow fading is often present in wireless links.
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VI. CONCLUSION
This paper examines the safety and efficiency of FANs in
the presence of a shadow fading channel that varies as a
function of the physical states. Sufficient conditions on MATI
are presented to assure almost sure asymptotic stability without
external disturbance and stochastic stability in probability with
non-vanishing external disturbance. These safety conditions
are shown to be dependent on the transmission power and the
control policies. This observation motivates us to develop a co-
design paradigm to ensure system efficiency under the safety
constraint. The problem of safety-efficiency co-design is then
addressed by solving a two-player constrained cooperative
game. Furthermore, we show that the optimal solution to the
constraint cooperative game is equivalent to the solution of
a non-convex GGP problem. Two relaxed convex GGP were
formulated to provide upper and lower bounds on the optimal
solution. These bounds asymptotically converge to the global
optima by using a branch-bound algorithm. The simulation
results of a networked robotic arm and a forklift truck are
used to illustrate our findings.
Our current paper focuses on the safety guarantee for the
networked control system (G system) by co-designing efficient
power policies and motion planning policies. It is, however,
beyond the scope of this paper, if the objective of the co-design
problem also includes ensuring system performance more than
safety, e.g., optimal tracking control for the networked robotic
arms. It is an important and interesting topic that will be
pursued in our future work.
APPENDIX
Proof of Theorem III.4: The techniques used to prove
the main results are based on the small gain theorem [37]
and Markovian jump system theory [38]. One may view the
stochastic hybrid system (1) as two interconnected subsystems
(e and x) modulated with a stochastic jump process ({e(tk)}).
Let Ik := [tk, tk+1) denote the kth transmission time interval and
Tk := τk+1−τk,∀k ∈N+ denote the transmission time interval
for Ik. Consider the error dynamics over Ik and suppose
Assumption III.2 holds, one can use comparison principle to
bound the error trajectory as W (e(t)) ≤ eL1(t−tk)W (e(t+k )) +∫ t
tk
eL1(t−s)L2|x|ds. Then, one has
W (e(tk+1))≤ eL1(tk+1−tk)W (e(t+k ))+
∫ tk+1
tk
eL1(tk+1−s)L2|x|ds
≤ eL1TkW (e(t+k ))+L2|x|[tk,tk+1)
∫ tk+1
tk
eL1(tk+1−s)ds
= eL1TkW (e(t+k ))+
L2
L1
(eL1Tk −1)|x|[tk,tk+1) (33)
The second inequality holds because |x|[tk,tk+1) :=
suptk≤t<tk+1 |x| ≥ |x(τ)|,∀τ ∈ Ik. Note that the inequality
(33) holds for any given initial value e(t+k ). Moreover,
{e(t+k )} is a stochastic jump process that is governed by
stochastic variations on the fading channel. Since the fading
channel state in (2) depends on the probability measure of
MDP state s and power state p, let 1A denote the indicator
function that takes value 1 when sample value falls in set
A and takes value 0 otherwise, then define the operator
Wk+1(s, p)
def
= E{W (e(tk+1))1sk+1=s,pk+1=p} as the expectation
of the W (e(tk+1)) over the set {sk+1 = s, pk+1 = p}. Since
W (e)≥ 0,∀e ∈ Rn, one can take this expectation operator on
both sides of (33) without changing the sign,
Wk+1(s, p)
≤ eL1TkE{W (e(t+k ))1s,p}+
L2
L1
(eL1Tk −1)E{|x|[tk,tk+1)1s,p}
= eL1Tk ∑
s′∈S,p′∈Ωp
E{W (e(t+k ))1s′,p′}Pr{s, p|s′, p′}
+
L2
L1
(eL1Tk −1)|x|[tk,tk+1)E{1s,p} (34)
= eL1Tk ∑
s′∈S,p′∈Ωp
Wk(s′, p′)θ(s′, p′)Pr{s, p|s′, p′}
+
L2
L1
(eL1Tk −1)|x|[tk,tk+1)E{1s,p} (35)
The first Equality (34) holds due to the Markovian property of
the MDP and power processes. The second Equality (35) holds
as a result of Proposition III.3 and E{W (e(t+k ))1sk=s′,pk=p′}=
E{W (e(t+k ))|sk = s, pk = p′}Pr{sk = s′, pk = p′}. Let Wk :=
[Wk(s1, p1),Wk(s1, p2), . . . ,Wk(s|S|,|Ωp|)]
T , then
Wk+1 ≤eL1Tk Pmdiag(θ(s, p))Wk
+
L2
L1
(eL1Tk −1)|x|[tk,tk+1)[E{1s,p}] (36)
where
diag(θ(s, p)) :=

θ(s1, p1) · · · 0 · · · 0
...
. . .
...
. . .
...
0 · · · θ(si, p j) · · · 0
...
. . .
...
. . .
...
0 · · · 0 · · · θ(sN , pM)

Pm(pim∞ ,pi
p
∞) :=

Pr(s1, p1|s1, p1) · · · Pr(s1, p1|sN , pM)
Pr(s1, p2|s1, p1) · · · Pr(s2, p1|sN , pM)
...
...
...
Pr(sN , pM|s1, p1) · · · Pr(sN , pM|sN , pM)

and [E{1s,p}] := [E{1s1,p1}· · ·E{1si,p j}· · ·E{1s|S|,p|Ωp |}]T .
Since both sides of (36) are positive, taking the ∞-norm on
both sides of (36) leads to
|Wk+1|
≤ eL1Tk ‖Pmdiag(θ(s, p))‖︸ ︷︷ ︸
P∞
|Wk|
+
L2
L1
(eL1Tk −1)| [E{|x|[tk,tk+1)1s,p}]︸ ︷︷ ︸
X[k,k+1)
|
≤ L2
L1
(eL1T
∗ −1)
(
|X[k,k+1)|+ eL1T
∗
P∞|X[k−1,k)|+ · · ·
+
(
eL1T
∗
P∞
)k|X[0,1)|)+(eL1T ∗P∞)k+1|W0|
≤ L2
L1
(eL1T
∗ −1)
∞
∑
i=0
(
eL1T
∗
P∞
)i|X[0,k+1)|+(eL1T ∗P∞)k+1|W0|
=
L2
L1
eL1T
∗ −1
1− eL1T ∗P∞ |X[0,k+1)|+
(
eL1T
∗
P∞
)k+1|W0| (37)
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where T ∗ = max0≤i≤k Tk. Clearly, (37) shows that the W
system is input to state stable with respect to X[0,k+1] with
linear gain L2L1 (e
L1T ∗ −1) 1
1−eL1T∗P∞
if eL1T
∗
P∞ < 1.
Since w|e| ≤W (e)≤ w|e|, it is straightforward to conclude
that the error dynamic system is also input to state stable in
expectation as follows,
|Ek+1| ≤ L2L1w (e
L1T ∗ −1) 1
1− eL1T ∗P∞ |X[0,k+1)|
+
w
(
eL1T
∗
P∞
)k+1
w
|E0| (38)
where Ek+1 := [Ek+1(s1, p1), . . . ,Ek+1(s|S|, p|Ωp|)] with
Ek+1(si, p j) = E{|e(tk+1)|1si,p j}.
Similarly, let Xt(s, p) :=E{|x(t)|1s,p} denote the expectation
of |x(t)| over the set s, p. By Assumption III.1 and γ1(s) ≤
γ1s,∀s> 0, one has
Xt(s, p)≤ E{β (|x(t0)|, t− t0)1s,p}+ γ1E{|e|[t0,t)1s,p}
≤ β (E{|x(t0)|1s,p}, t− t0)+ γ1E{|e|[t0,t)1s,p}
= β (X0(s, p), t− t0)+ γ1E[t0,t)(s, p)
then similar to the derivation of (38), one has
|Xt | ≤ β (|X0|, t− t0)+ γ1|E[t0,t)| (39)
Consider the ISS characterizations of subsystem X in (39)
and subsystem E in (38), from the well-established small
gain theorem [39], the interconnected system X and E is
asymptotically stable if the small gain condition L2L1w (e
L1T ∗ −
1) 1
1−eL1T∗‖Pmdiag(θ(s,p))‖
γ1 < 1 holds. It is easy to show that
the small-gain condition leads to the sufficient condition in
(11). Since E{|x(t)|} ≤ |Xt |,∀t ≥ 0 and the subsystem X is
asymptotically stable, there exists a classK L function β (s, t)
such that E{|x(t)|} ≤ β (|x(0)|, t). The proof is complete.
Proof of Theorem III.6: Under the Exp-ISS assumption
in Assumption III.1, by following the same argument used
in proving Theorem III.4, one can show that the networked
control system G is exponentially stable in expectation with
respect to origin, i.e., there exists a class Exp-K L function
β (s, t) = K1 exp(−K2t)s such that ∀x(0) ∈ Ωs, E[|x(t)|] ≤
K1 exp(−K2t)|x(0)|,∀t ∈R≥0. Let τ ′ > τ ≥ 0 denote any time
instants such that τ ≤ t < τ ′ holds, then for any given ε > 0
and the safe set Ωs = {x∈Rnx+nc ||x| ≤ r} with r≥ 0, consider
the following probability bound
Pr{ sup
τ≤t<τ ′
|x(t)| ≥ ε+ r} ≤ Pr
{∫ τ ′
τ
|x(t)|dt ≥ ε+ r
}
(a)
≤ E
{∫ τ ′
τ
|x(t)|dt
}
/(ε+ r)
(b)
≤
∫ τ ′
τ
E{|x(t)|}dt/(ε+ r)
≤
∫ τ ′
τ
K1 exp(−K2t)|x(0)|dt/(ε+ r)
≤ K1|x(0)|
K2ε ′
[exp(−K2τ)− exp(−K2τ ′)]
where inequality (a) holds due to the Markov inequality
and inequality (b) holds by exchanging the expectation and
integration due to the measurability and boundedness of |x(t)|
over time interval [τ,τ ′). Let τ ′→+∞, then one has
Pr{sup
τ<t
|x(t)| ≥ ε+ r} ≤ K1|x(0)|
K2(ε+ r)
exp(−K2τ)≤ K1|x(0)|K2(ε+ r) .
Let ε ′ := K1|x(0)|K2(ε+r) , and then there exists a function δ (ε,ε
′,r) =
ε ′K2(ε+r)
K1
such that
Pr{sup
τ≤t
|x(t)| ≥ ε+ r} ≤ ε ′,∀|x(0)| ≤ δ (ε,ε ′,r).
Since τ ≥ 0 is arbitrarily chosen, by taking τ → +∞, the
networked system G is almost surely asymptotically stable
due to
lim
τ→∞Pr{supτ≤t |x(t)| ≥ ε+ r} ≤ limτ→∞
K1|x(0)|
K2(ε+ r)
exp(−K2τ) = 0.
The proof is complete.
Proof of Theorem III.7: Following the argument and no-
tation in the proof of Theorem III.4, similar to inequalities (38)
and (39) one has the interconnected systems with |w|L∞ ≤Mw
defined as follows
|Ek+1| ≤
w
(
eL1T
∗
P∞
)k+1
w
|E0|+ L2(e
L1T ∗ −1)
L1w(1− eL1T ∗P∞) |X[0,k+1)|
+
L3(eL1T
∗ −1)
L1w(1− eL1T ∗P∞) |[E{|w|[tk,tk+1)1s,p}]|
|Xt | ≤ β (|X0|, t− t0)+ γ1|E[t0,t)|+ |[E{γ2|w|[tk,tk+1)1s,p}]|
Since the small gain condition holds for any transmission time
interval T ∗ ≤ τ∗ where τ∗ is defined in (11), one can apply
the argument in [39] to conclude that the composite system
state Ck := [Ek,Xk] is input to state stable with respect to w,
i.e., there exists a class K L function β (·, ·) and a class K
function κ(·) such that |Ck| ≤ β (|C0|,kT ∗) + κ(Mw). Given
a safe set Ωs := {x ∈ Rn||x| ≤ r}, then for any ε > 0, the
stochastic safety in probability can be characterized as
Pr{|x(t)| ≥ r+ ε} ≤ E(|x(t)|)
r+ ε
≤ |S||Ωp||Ck|
r+ ε
≤ |S||Ωp|β (|C0|,kT
∗)+κ(Mw)
r+ ε
The first Inequality holds due to the Markov’s inequal-
ity. The second inequality holds because E(|x(t)|) =
∑s∈S,p∈Ωp Xt(s, p) ≤ |S||Ωp||Xt | and |Xt | ≤ |Ct |. One thus has
limt→∞Pr{|x(t)| ≥ r+ ε} ≤ |S||Ωp|κ(Mw)r+ε . The proof is com-
plete.
Proof of Lemma IV.6:
1) Proof of First Part: : Let ∆i = AiZ+Bi− G˜−i (Z) denote
the gap and ∆i j = Ai jZ+Bi j− G˜−i j(Z) denote the gap for each
term in G˜−i (Z) where Ai j := ai jAi j[bi j1, . . . ,bi jn],Bi j := ai jBi j
and G˜−i j(Z) := ai j exp∑
n
l=1 bi jlzl ,∀ j ∈ L−i . Since
Ai = ∑
j∈L−i
Ai j, Bi = ∑
j∈L−i
Bi j
G˜−i (Z) = ∑
j∈L−i
G˜−i j(Z), ∆i = ∑
j∈L−i
∆i j
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and ∆∗i := maxZ∈ΩZ ∆i = maxZ∈ΩZ (AiZ + Bi − G˜−i (Z)) ≤
∑ j∈L−i maxZ∈ΩZ ∆i j := ∑ j∈L−i ∆
∗
i j, one can evaluate the max-
imum gap between the posynomial function and its
linear approximation by examining the maximum gap
for each term in the posynomial function. Specifi-
cally, the maximum point in ∆i j can be obtained
by Z∗ = argmaxZ∈ΩZ ∆i j(Z) ⇔ ∂∆i j∂Z = 0. with
∂∆i j
∂Z =
Ai j − ∂ G˜
−
i j (Z)
∂Z ,
∂ G˜−i j (Z)
∂Z = ai j[bi j1,bi j2, . . . ,bi jn]e
∑ j∈L−i
bi jlzl and
Ai j := ai jAi j[bi j1, . . . ,bi jn]. Since ∑ j∈L−i bi jlz
∗
l = logAi j,∆
∗
i j =
ai j
(
Ai j(logAi j−1)+Bi j
)
with Ai j =
exp(Y Li j+δi j)−expY Li j
δi j
,Bi j =
(Y Li j+δi j)exp(Y
L
i j )−Y Li j exp(Y Li j+δi j)
δi j
, one has ∆∗i j = e
Y Li j
(
1 − Θi j +
Θi j log(Θi j)
)
with Θi j = e
δi j−1
δi j
. Because ∆∗i ≤∑ j∈L−i ∆
∗
i j, one
finally has
∆∗i ≤ ∑
j∈L−i
eY
L
i j
(
1−Θ(δi j)+Θ(δi j) log(Θ(δi j))
)
≤ |L−i |eY
L
i
(
1−Θ(δi)+Θi log(Θ(δi)
)
where eY
L
i = max j∈L−i e
Y Li j and Θ(δ ) = e
δ−1
δ . The second in-
equality holds because Θ(δ ) is a monotonically increasing
function with respect to any δ ∈R≥0 and Θ(δi j)≤Θ(δi) due
to δi = max j∈L−i δi j. The first part of the proof is complete.
2) Proof of Second Part: : Note that Θi j → 1⇔ δi j → 0
and the Taylor expansion of function log(Θi j) at Θi j = 1 is
log(Θi j) = (Θi j − 1)− 12 (Θi j − 1)2 + 13 (Θi j − 1)3 − ·· · , then
1−Θi j +Θi j log(Θi j) = (Θi j − 1)2 (1− 12Θi j)︸ ︷︷ ︸
>0 around Θi j=1
+Θi j(Θi j −
1)3 (
7
12
− 1
4
Θi j)︸ ︷︷ ︸
>0 around Θi j=1
+ · · · . Taking the Taylor expansion for func-
tion eδi j at point 0, one further has Θi j(δi j)− 1 = 12!δi j +
1
3!δ
2
i j + · · · . Thus, ∆∗i j ∼ O(δ 2i j). Since ∆∗i ≤ ∑ j∈L−i ∆
∗
i j, then
∆∗i ∼O(δ 2i ). The second part of the proof is complete.
Proof of Theorem IV.10: The proof is based on the
perturbation analysis for the non-convex optimization problem
[40]. Let the non-convex GGP problem in (16) denote the
unperturbed nominal optimization and the relaxed convex
problems (19) and (21) denote the perturbed optimization
defined as follows,
minimize
Z
G˜0(Z,u0)
subject to G˜i(Z,ui)≤ 0, i = 1, . . . ,M
Z ∈ΩZ
(40)
where ui = G˜si (Z) − G˜i(Z),s = H,L represents the pertur-
bation term and |ui| ≤ ∆∗i (δi) with ∆∗i defined in Lemma
IV.6. Let ν(u) denote the optimal value of the perturbed
optimization problem in (40) which is a function of u. By
Lemma IV.6 and IV.7, let Φ(δ ) = {u ∈ RM+1∣∣||u| ≤ ∆(δ )}
denote a compact set with δ = max0≤i≤M δi, the objective
is to show how optimal solutions Z∗(u) of the perturbed
optimization problem in (40) and optimal value ν(u) for any
u∈Φ(δ ) converge to the optimal solutions of the unperturbed
problem when δ → 0. First, it is easy to show that Z∗(0) =
limδ→0 Z∗(u) and ν(0) = limδ→0 ν(u) since δ → 0 =⇒ u→ 0
and G˜i(Z,ui),∀i = 0,1, . . . ,M is smooth with respect to both
Z and u. Furthermore, one knows that |u|= O(δ 2) as δ → 0
by Lemma IV.6. Thus, one can define the perturbation path,
along a direction d ∈ RM+1, in the parameter space Φ(δ )
as u(δ ) = u0 + δ 2d +O(δ 3). The vector d characterizes the
perturbation directions for the constraint functions and objec-
tive function in optimization problem in (40). For example,
d = [0,0, . . . , +1︸︷︷︸
i+1
, . . . ,M]T represents the positive perturbation
occurring at ith constraint function. Note that the branch
procedure defined in the branch-bound algorithm defines the
perturbation direction d. Let Z∗ denote the optimal solution for
the unperturbed problem and G˜0(Z∗,u0) denote the optimal
value. Let hi denote any feasible direction such that the
directional regularity DGi(Z∗,u0)(hi,di) < 0, i = 1,2, . . . ,M
holds (see Section 4.2 in [40]). Since u0 = 0 represents the
unperturbed problem, for any perturbed problem along the
path u(t) = δ 2d +O(δ 3), one has |Z∗(u)− Z∗| = O(δ ) by
Theorem 4.53 in [40]. It is easy to verify that the lower and
upper bounds ZH
∗
and ZL
∗
generated by the branch-bound
algorithm correspond to the cases Z∗(u) when perturbation
directions d are selected oppositely.
The branch-bound algorithm is a bisection method whose
data structure forms a binary tree. By (29) or (30), one can
define desired optimality gap as δ ∗, then for a given initial
gap δ0 > δ ∗, the maximum number of bisections Nb that are
needed to achieve δ ∗ for a n-dimensional variable Z is Nb =⌈
δ 0
δ ∗
⌉n
. Note that the relationship between binary tree depth
and the number of bisections is Nb = 2DB−1. One has DB =
log2(
⌈
δ 0
δ ∗
⌉n
+1). Since optimality gap satisfies (29) and (30),
one has the final conclusion and the proof is complete.
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