Abstract We examine the temporal means and variability of the semidiurnal internal tide energy fluxes in 1/258 global simulations of the Hybrid Coordinate Ocean Model (HYCOM) and in a global archive of 79 historical moorings. Low-frequency flows, a major cause of internal tide variability, have comparable kinetic energies at the mooring sites in model and observations. The computed root-mean-square (RMS) variability of the energy flux is large in both model and observations and correlates positively with the time-averaged flux magnitude. Outside of strong generation regions, the normalized RMS variability (the RMS variability divided by the mean) is nearly independent of the flux magnitudes in the model, and of order 23% or more in both the model and observations. The spatially averaged flux magnitudes in observations and the simulation agree to within a factor of about 1.4 and 2.4 for vertical mode-1 and mode-2, respectively. The difference in energy flux computed from the full-depth model output versus model output subsampled at mooring instrument depths is small. The global historical archive is supplemented with six high-vertical resolution moorings from the Internal Waves Across the Pacific (IWAP) experiment. The model fluxes agree more closely with the high-resolution IWAP fluxes than with the historical mooring fluxes. The high variability in internal tide energy fluxes implies that internal tide fluxes computed from short observational records should be regarded as realizations of a highly variable field, not as ''means'' that are indicative of conditions at the measurement sites over all time.
Introduction
This paper is about internal tide energy fluxes, and their temporal variability, in global models and a global archive of historical observations. Internal tides are one of the most important sources of energy for mixing the deep ocean [Munk and Wunsch, 1998; Wunsch and Ferrari, 2004; Ray, 2000, 2001] . The ocean tides are due to the differential gravitational pull of the Sun and Moon across the finite extent of the Earth. The ocean responds to these forces via oscillations in sea surface elevation along with corresponding horizontal tidal currents throughout the water column. Because the ocean is stratified, the flow of the barotropic tide over topographic features results in isopycnal displacements along with associated baroclinic currents. Such internal waves of tidal frequency are called internal tides. Internal tides propagate for thousands of kilometers across ocean basins [Dushaw et al., 1995; Ray and Mitchum, 1996, 1997; Mitchum and Chiswell, 2000; Zhao et al., 2010 Zhao et al., , 2016 Ray and Zaron, 2016] .
Though recognized as important tools for studying internal tides, global internal tide models [e.g., Arbic et al., 2004; Simmons et al., 2004; Hibiya et al., 2006; Simmons, 2008; Arbic et al., 2010; Simmons and Alford, 2012; M€ uller et al., 2012; M€ uller, 2013; M€ uller et al., 2014; Rocha et al., 2016] are computationally expensive and so are rarer than regional internal tide models. The Hybrid Coordinate Ocean Model (HYCOM) tidal simulations [e.g., Arbic et al., 2010 Arbic et al., , 2012 are used for operational purposes by the United States Navy and have To the best of our knowledge, the present study is the only one to compare internal tide energy fluxes in models and observations on a global scale (as opposed to comparisons done in specific regions). We note that Simmons and Alford [2012] compared the near-inertial wave (NIW) energy fluxes in a global model to NIW fluxes computed from moored and shipboard measurements of currents. The energy flux is a fundamental and important quantity in internal wave energetics because it identifies wave propagation, and because the divergence of the energy flux quantifies energy sources and sinks [Nash et al., 2005] . Because the energy flux is a higher-order quantity it may be more difficult to model correctly than, for instance, sea surface elevations. It is therefore necessary to investigate how well state-of-the-art global high-resolution internal tide models can simulate internal tide energy fluxes. In addition, previously published global observational study on internal tide energy fluxes did not quantitatively investigate the temporal variability in the fluxes. This quantification of internal tide temporal variability is a major effort in this new study. The presence of atmospheric forcing in our high-resolution model ensures a vigorous mesoscale eddy field [Hecht and Hasumi, 2008] , comparable to observations, and yields large variabilities in the internal tides [e.g., Shriver et al., 2014] . We will argue that, because of the large variabilities in both model and observations, the internal tide energy fluxes inferred from short (about a monthlong) observational records should be viewed as realizations of a highly variable field. Similar points have been made in regional studies [e.g., Kerry et al., 2016] , but ours is, to the best of our knowledge, the first to make this point using models and data sets on a global scale.
A significant focus in our global model-data comparisons is the temporal variability of the tidal energy fluxes. Shriver et al. [2014] examine the nonstationarity of the internal tide sea surface height (SSH) signature in HYCOM (see also Ray and Zaron [2011] , who studied internal tide SSH nonstationarity using along-track altimeter data). Shriver et al. [2014] show that, away from internal tide generation regions, the nonstationary internal tide can be comparable to or larger than the stationary internal tide. Here in contrast to Shriver et al. [2014] and Zaron and Egbert [2014] , we will discuss the temporal variability of bandpassed semidiurnal internal tide energy fluxes, rather than using harmonic analysis to draw out separate tidal constituents. We do not use harmonically analyzed fields here because our goal is to compare the energy fluxes from our
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global model to those derived from historical moored observations. Our analysis procedure is as close as possible to the approach used in the observations by , who used bandpassing as described further below.
We compare the HYCOM baroclinic tidal energy fluxes with the vertical mode-1 and mode-2 fluxes computed from 79 historical moorings by ; hereafter, AZ07. Historical moored records have a small number of instruments in the vertical direction. For instance, only 10 of the 79 locations have 10 or more mooring instruments in the water column; most have 4 or 5. AZ07 estimate the errors involved in computing the fluxes from different vertical samplings of mooring instruments following procedures outlined in Nash et al. [2005] . For the worst configuration of a four instrument mooring with a large gap at the top of the water column, errors can approach 100%. For more optimal distributions of mooring instruments, errors are Oð10220 %Þ. In five locations, AZ07 find that the vertical distribution of mooring instruments was only sufficient to resolve the first mode. Thus, we similarly exclude the mode-2 flux calculations from those five locations in our analysis. Motivated by the low vertical resolution in historical mooring records, we will separately compare fluxes (from one-yearlong 1/258 HYCOM output) to fluxes computed from six profiling moorings used in the Internal Waves Across the Pacific (IWAP) experiment Zhao et al., 2010] . The profiling moorings have very high-vertical resolution (2 m) but are of short duration (about 2 months or less). We will also compare results from model output that is vertically subsampled, to mimic the sparse vertical coverage of historical moorings, with fluxes computed from full-water-column model output.
In section 2, we give a brief description of the HYCOM simulations and observational data. Section 3 presents the methods used to perform vertical modal decompositions of the model output, describes the energy flux calculations, defines the metric of variability, and introduces some statistical measures we will use in our model-data comparisons. The main results are presented in section 4 and we give the conclusions in section 5.
The HYCOM Simulations and Observations
The simulations used in this study are performed with HYCOM [Bleck, 2002; Chassignet et al., 2009; Halliwell, 2004] , which is in use by the United States Navy as an operational model [Metzger et al., 2014] . The simulations are forced by the three largest semidiurnal tidal constituents (M 2 ; S 2 ; N 2 ) and the two largest diurnal tidal constituents (K 1 , O 1 ). Concurrent with the astronomical tidal forcing, the HYCOM simulations are forced by atmospheric fields from the Navy Global Environmental Model (NAVGEM) [Hogan et al., 2014] . The simulations employ tidal Self Attraction and Loading (SAL) [Hendershott, 1972; Ray, 1998 ] fields calculated from the data-assimilative TPXO8-atlas [Egbert and Erofeeva, 2002] and use the parameterized topographic wave drag scheme of Jayne and St Laurent [2001] . Because global models are not able to resolve the breaking of internal waves, Arbic et al. [2004 Arbic et al. [ , 2010 argue that a parameterized wave drag acting on the bottom flow is needed in global internal tide models, to represent the generation and breaking of unresolved high vertical modes by flow over topography. Consistent with this, Shriver et al. [2012] and Ansong et al. [2015] showed that the barotropic and low-mode baroclinic tides from simulations forced by tides and atmospheric fields compare more closely to satellite altimeter observations when a parameterized internal wave drag is applied to the bottom flow. In contrast to our previous HYCOM tide simulations [Arbic et al., 2010 Richman et al., 2012; Shriver et al., 2012 Shriver et al., , 2014 Timko et al., 2012 Timko et al., , 2013 Stammer et al., 2014; Buijsman et al., 2015 Buijsman et al., , 2016 M€ uller et al., 2015; Ansong et al., 2015] which were run in purely forward (non-data-assimilative) mode, the simulations used here incorporate an Augmented State Ensemble Kalman filter (ASEnKF) [Ngodock et al., 2016] to reduce barotropic tidal SSH errors. The M 2 sea surface elevation error, computed over grid points equatorward of 668 and having seafloor depths exceeding 1000 m, of the HYCOM ASEnKF simulations used here is 2.6 cm [Ngodock et al., 2016] . This error is substantially lower than errors reported in published studies of purely forward models [e.g., Stammer et al., 2014] but is still higher than the errors in state-of-the-art assimilative barotropic tide models. 
Methods
Vertical Mode Decomposition
To be consistent with AZ07, the HYCOM output is first bandpassed for the semidiurnal components with a fourth-order Butterworth filter having zero-phase response centered at the M 2 frequency between 1.55 and 2.42 cycles/d. As in the AZ07 treatment of the historical mooring data, we decompose the HYCOM bandpassed output into vertical modes. The vertical structure of internal tides in HYCOM can be decomposed into a linear combination of dynamical modes [Wunsch, 1975] 
where u5ðu; vÞ is the horizontal velocity and g is the isopycnal displacement, m is an index of vertical mode number, z is the vertical coordinate, t is time, M is the total number of vertical modes employed, and U m ðzÞ and v m ðzÞ are the vertical structure functions of the mth baroclinic mode of velocity and displacement fields, respectively. Note that the velocity decomposition also includes the barotropic mode, m 5 0. The linear dynamical modes are calculated from the buoyancy frequency, N(z), and satisfy the following equations [Wunsch, 1975; Gill, 1982; Wunsch and Stammer, 1997] d dz
with boundary conditions dU m ðzÞ dz 50; z50; 2H
and 
where H is the water depth, f is the Coriolis frequency, x is the M 2 internal tide frequency, and k 2 m represents the eigenvalue of the mth vertical mode. The vertical eigenfunctions U m ðzÞ and v m ðzÞ are orthonormal such that [Flierl, 1978; Gill, 1982] 1 (1) via a least square regression method for the barotropic mode and the first two baroclinic modes.
Energy and Energy Flux Calculations
For each vertical mode, the depth-integrated horizontal kinetic energy, HKE, and the available potential energy, APE, are computed by
where < > denotes a time average and q is water density.
To calculate the model energy flux for each vertical mode, we first interpolate the HYCOM output to equally spaced z-levels and then compute the depth-integrated baroclinic energy flux, F, following the method presented in previous studies [Kunze et al., 2002; Nash et al., 2005; Zhao et al., 2010] , viz.,
where p 0 is the baroclinic pressure anomaly. The baroclinic pressure anomaly is calculated for each vertical mode m as
where p m is the mean defined as
A second approach for computing energy fluxes from layered model variables is given in Appendix A, along with a comparison of the resulting fluxes with those used in our primary method given above. Because historical moored instrument records generally lack salinity measurements, AZ07 computed energy fluxes using temperature anomalies as a proxy for density anomalies. The AZ07 vertical displacements were computed via the relation gðz i ; tÞ5Tðz i ; tÞ=T z ðz i Þ, where Tðz i ; tÞ is the bandpassed temperature measured at , or where T increases toward the seafloor, were removed from their calculations. The AZ07 approach would be problematic in HYCOM, because HYCOM generally has very thick isopycnal layers in the deep ocean, resulting in negligible abyssal temperature variability in HYCOM fields that employ interpolation to equally spaced depth levels. Therefore, we compute the HYCOM vertical displacements directly from the model layer thicknesses instead of the temperature fields.
Energy Flux Variability Calculations
To compute the temporal variability in both the HYCOM and observed baroclinic energy fluxes, we divide our time series into 50% overlapping 30 day windows. The variance in the fluxes is then computed by adapting the approach used in Shriver et al. [2014] for a scalar variable to a vector quantity. We define
where n is the number of overlapping windows, F is the magnitude and / is the direction (angle; measured from due East) of the baroclinic energy fluxes, and the overbar denotes an average computed over all n windows. Explicitly,
and Fe
where s is the length of data in a window (30 3 24 5 720 h). The square root of (13) is referred to as the ''total variability.'' To investigate the individual contributions to the variability by the magnitude and the direction of fluxes, equation (13) is rewritten as [Shriver et al., 2014] 
The square root of the first term on the right-hand side, referred to as the ''magnitude-only'' variability, captures the contribution to the variability due solely to the time-varying magnitudes of the energy fluxes. The square root of the second term, referred to as the ''magnitude-weighted direction'' variability, is due solely to the time-variability in the directions, weighted by the magnitude of the fluxes. The variability due solely to the directions may be estimated by replacing F j with F in the second term and is denoted as the ''direction-only'' variability. As in Shriver et al. [2014] , the normalized RMS variability (NRMS), the RMS variability divided by the mean ( F ), is used as a normalized metric for variability.
Regression Analysis
In our HYCOM-mooring comparison, we use statistical measures to quantify the spatial variability in the baroclinic energy fluxes. We especially rely on regression and correlation analysis [see Emery and Thomson, 1997, chapter 3] . The linear regression between modeled and observed magnitudes of energy fluxes, F5jFj, is given by F mod 5A Á F obs ; where the subscripts mod and obs refer to model and observations, respectively. A is the regression coefficient (the slope of the regression line) given by
where N is the total number of locations. A minimizes the square of the difference between the modeled and observed energy fluxes. The correlation coefficient R determines how well the observed and modeled energy fluxes covary in space. It is related to the regression coefficient by
where variables with overbars denote spatial mean values. 
Finally, the angle between the time-averaged modeled and observed flux vector at each location, / b , is also used to assess the skill of HYCOM with regard to the direction of energy flux. The fraction of locations with / b 608 is computed and is denoted by c dir .
Results
We present the energy fluxes obtained after performing vertical mode decompositions on the model output. The model energy flux is computed in two ways: (1) on the full-depth model data (referred to as ''full-column'') and (2) on model output subsampled at the mooring instrument depths (referred to as ''subsampled''). The subsampling is done to determine the impact of the sparse vertical sampling in the historical records on the tidal energy flux estimates made from them. Two Southern Ocean locations at which the mean magnitude of energy flux in HYCOM is less than 10 24 kW/m have been removed from the analysis.
In a separate analysis to be presented in section 4.4, we compare the semidiurnal energy fluxes from 1/258 HYCOM to those derived from the IWAP experiment Zhao et al., 2010] . In this case, the HYCOM output is bandpassed using a fourth-order Butterworth filter with zero-phase response centered at the M 2 frequency between 1.73 and 2.13 cycles/d, consistent with Zhao et al. [2010] . As in Zhao et al. [2010] , the HYCOM output is solved for the first five baroclinic modes before computing the energy fluxes from the first two modes. Note that ''fluxes'' in the text means time-averaged fluxes unless stated otherwise.
Tidal Fluxes, Conversion Rates, and Modal Energy Density
Before comparing fluxes in HYCOM and observations at the mooring locations, we present global maps of baroclinic energy fluxes and barotropic to baroclinic conversion rates from 1/12.58 HYCOM. Due to the large size of three-dimensional hourly model output data sets ($12 TB per model month), the global maps were made from just one month of 1/12.58 HYCOM output. The global maps, computed from the total baroclinic signals (i.e., without performing a vertical mode decomposition), demonstrate a rich and complex spatial variability. Figure 2a , the map of magnitudes of vertically integrated baroclinic energy fluxes, reveals the beam-like structures of internal tides [e.g., Simmons et al., 2004] . As in previous studies [Egbert and Ray, 2003; Simmons et al., 2004; Niwa and Hibiya, 2011; Buijsman et al., 2016] , the map of conversion rates (Figure 2b ) reveals concentrated activity at hotspots such as mid-ocean ridges and shelf slopes. In particular, we find high conversion rates in the Western Pacific, the Mid-Pacific Ocean around Hawaii and the Tuamotu archipelago, the Drake Passage and Scotia Sea, along the Mid-Atlantic Ridge, and around Madagascar.
We next calculate the amount of baroclinic energy in the first two vertical modes and the fraction of baroclinic energy in mode-2. Figure 3 shows that the mode-1 waves are more energetic than mode-2 waves in most locations. On average, about 64% of the energy resides in mode-1 with about 36% in mode-2. We note here that the ratio of mode-1 to mode-2 energy flux (F 1 =F 2 ) is generally much larger than the corresponding ratio in energy (E 1 =E 2 ) because the mode-1 phase speed (c 1 ) is greater than that of mode-2 (c 2 ). The ratio c 1 =c 2 at the mooring locations range from 1.2 to 2.4 with a mean of about 2.0 over all locations.
Variability of Energy Flux
The temporal variability of the internal tides is primarily due to the presence of mesoscale eddies [e.g., Zaron and Egbert, 2014; Ponte and Klein, 2015] . To investigate the energy levels in the modeled and observed mesoscale eddy fields, we compute the RMS of low-frequency eddy kinetic energy (EKE) using 2 day low-pass horizontal velocity time series at 51 mooring locations (Figure 4 ) at which unfiltered velocity fields from our historical archives are easily available. The spatially averaged RMS EKE in 1/12.58 HYCOM
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(HYCOM12) agrees to within a factor of about 2.4 of the average in the observations whereas 1/258 HYCOM (HYCOM25) agrees to within a factor of about 1.6. In both HYCOM12 and HYCOM25, the EKE is generally higher than in the observations (especially in HYCOM12) at these mooring locations. This is likely due to the small sample size used in the calculations here. Thoppil et al. [2011] find that the EKE in a HYCOM12 simulation is deficient compared to the EKE in a global drifter database, and by increasing the resolution to 1/258, the EKE increased to values consistent with observations. In general, we see that our HYCOM25 simulation is performing reasonably well with regards to the energy levels in the lowfrequency field. Because the mesoscale eddies can decohere the internal tides, the scatter in Figure 4b can affect our modeldata comparison of energy fluxes as discussed further in the paper. The rest of this paper uses results from our 1/258 HYCOM simulations. (15) and associated discussion). There is a large temporal variability in both observed and HYCOM fluxes. Figure 6 displays a location, at latitude 35.558 North and longitude 142.668 East, where the mean magnitude of the fluxes in HYCOM and observations match more closely but where there is still large variability about the mean. Below, we attempt to quantify these variabilities before doing a detailed comparison of model and observations. The RMS total, magnitude-only, and magnitude-weighted direction variabilities in the mode-1 fluxes, computed using equations (13) and (15) from 50% overlapping 30 day windows in 1/258 HYCOM and observations, are shown for all locations in Figures 7a and 7b . The locations have been sorted by flux magnitude (for each data set) in descending order, before plotting. The direction-only variability has similar values to the magnitude-weighted direction variability and is not plotted for the sake of clarity (see Table 1 , which also gives mode-2 values). Figures 7a and 7b show that in both 1/258 HYCOM and the observations the RMS variability generally decreases with decreasing mean magnitude of the fluxes. At many locations, especially in the observations, the total RMS variability is greater than the mean magnitude of the flux. The globally averaged flux magnitude and the total RMS variability in HYCOM are 0.35 and 0:25 kW=m, respectively, and the Figure 5a ) and direction-only (in Figure  5b) variabilities computed over all locations (see equations (13)- (15)).
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corresponding values for the observations are 0.44 and 0:5 kW=m (Table 1) . Thus, the global mean RMS variability in the observations is higher than in HYCOM by a factor of about 2. In both HYCOM and observations, the contribution to the total RMS variability from the magnitude-only variability and magnitude-weighted direction variability are almost equal with the magnitudeonly variability being a slightly larger contributor.
Following Shriver et al. [2014] , we compute the normalized RMS variability (NRMS) as discussed in section 3. Figure 7c shows that the total NRMS in HYCOM remains nearly independent of location. However, in the observations (Figure 7d ), locations with smaller fluxes tend to have larger NRMS. A likely reason for this discrepancy is that almost all the HYCOM locations analyzed in this study are outside of strong generation regions as discussed further below. The global mean values of NRMS (Table 1) 
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NRMS in mode-1 over all locations in HYCOM is about 23% while that of the observations is about 58%. Table 1 also shows that the mode-1 RMS and NRMS variabilities from the subsampled results are always larger than the full-column results, and always lie closer to the observed values. This implies that some of the disagreements between HYCOM and observation are due to the sparse vertical distribution of mooring instruments. Figure 8 is the counterpart of Figure 7 but for mode-2 and shows that the mode-2 fluxes are generally weaker in both HYCOM and the observations. The overall decrease in RMS variability with decreasing strength of flux is similar to what we find in the mode-1 case. We see that in almost all locations, the total RMS variability is greater than the mean magnitude of energy flux. As in the mode-1 fluxes, the magnitudeonly variability is a slightly more important contributor to the total RMS variability. We find here that the NRMS in HYCOM and observations (Figures 8c and 8d) show that variability appears to be roughly independent of the strength of the flux, especially in HYCOM. a Results are shown for modes 1 and 2, and for both full-column and vertically subsampled (in parentheses) output. Furthermore, the magnitude-only, magnitude-weighted direction, direction-only, and total variabilities are given. 1 also indicates that the mode-2 waves are more variable than the mode-1 waves. The normalized RMS variability in both HYCOM and the observations is large. However, the globally averaged NRMS values in the observations are consistently larger than in HYCOM. As in the mode-1 case, the subsampled mode-2 RMS variabilities are always larger and closer to the observed values. However, this is not always the case for the subsampled mode-2 NRMS values.
Comparison of Mean Flux Magnitudes and Direction
The results discussed above demonstrate that there are large temporal variabilities in the energy fluxes in both 1/258 HYCOM and the observations. One of the main sources of the large variabilities and complex spatial patterns of the internal tides is the presence of a vigorous mesoscale eddy field in the ocean. We thus expect some discrepancies between the modeled and observed energy fluxes. We next present the results of various statistical measures to roughly quantify the spatial correlation between the mean values of the fluxes in the model and in the observations. For the analysis in this section, the data are not divided into windows. Averages are computed using equal lengths of time series in both data sets. We note that in the observations each chunk of data will occur over different months of the year depending on location, whereas in the model the same months are always used. Thus, the model-data comparison in this section is unfortunately biased by seasonal sampling as described above. AZ07 find that, for the semidiurnal band, the energy flux does not display a strong dependence on season at the mooring locations, consistent with the quasi-constant forcing of the tides. For the sake of conciseness, we do not repeat calculations of seasonal dependence here.
Figures 9 (left) and 10a compare, in scatterplots and in global maps respectively, the average mode-1 energy fluxes from the nearest neighbor grid location in 1/258 HYCOM to the semidiurnal mode-1 fluxes computed from moored observations. We see considerable scatter in the magnitude of the flux ( Figure  9a ). This is not so surprising considering the large temporal and complex spatial variability in both the model and observations. The regression and correlation coefficients A and R, and the c values, are shown in Table 2 , for both full-column and subsampled cases. The A, R, and c values range from 0.68 to 0.96, demonstrating that the model is doing reasonably well in predicting the spatial patterns of mode-1 fluxes. The coefficient of determination, R 2 50:77, indicates that about 77% of the variance can be explained by the linear relationship between the modeled and observed mode-1 flux magnitudes. A scatterplot of the mode-1 full-column versus subsampled HYCOM results is given in Figure 9c , showing minor differences between them. Figure 9e plots the angle between the HYCOM and observed energy fluxes, as well as the magnitude of the HYCOM fluxes, at each location. The locations have been sorted by HYCOM flux magnitudes in descending order. In the case of the mode-1 waves, the disagreement between the HYCOM and observed flux directions appears to be largest at locations with smaller energy fluxes; likely due to the fact that the direction of a vector becomes meaningless when the magnitude becomes very small. The fraction of locations where the angle between the HYCOM and observed fluxes is less than 608 is about 70% (Figure 9e and Table 2 ). At three mooring locations inside the regions marked as hotspots in HYCOM, the mode-1 fluxes agree much more closely to the observations (Table 3) . We see that, apart from one location (28.088N, 207.928E) in which the mean flux magnitude differ greatly, the maximum difference in angle between the mode-1 fluxes in HYCOM and observations is about 158. There are no apparent differences between the full-column versus the subsampled results at the three hotspot locations (Table 3) .
Figures 9 (right) and 10b display similar results for the mode-2 fluxes. The statistical measures for the mode-2 fluxes are also given in Table 2 . As expected from Figure 3 , the mode-2 flux magnitudes are almost always smaller than the mode-1 flux magnitudes, in both HYCOM and the observations. There is greater scatter in the mode-2 case than in the mode-1 case resulting in lower values of the correlation coefficient. The globally averaged magnitude of the modeled mode-2 flux agrees with the observations to within a factor of about 2.4. Similar to the mode-1 case, there is some difference between the full-column versus subsampled results though we find a wider spread about the one-to-one line in this case (Figure 9d ).
The agreement with the observed direction of propagation is poorer in the mode-2 case. The discrepancy with the direction of propagation for mode-2 is large even at the three hotspot locations (see Table 3 ). Again, the poorer agreement in flux direction in the mode-2 case may be due to the large variabilities in both model and observations, arising from the action of mesoscale eddies. Figure 11a indicates that the mode-1 energy fluxes from 1/258 HYCOM compare well with fluxes derived from six profiling moorings from the IWAP experiment. There is a close correspondence in the magnitude of the fluxes and, apart from location MP3 where the angle between the mode-1 fluxes from the two data sets is about 508, the flux directions agree to within 308 or less (Figure 11c , Table 4 ). The mode-2 fluxes compare reasonably well but not as well as mode-1 (Table 4) . Some of the largest disagreements in the mode-2 case occur at locations MP4, where the flux magnitudes differ, and MP5, where the flux directions differ greatly. As described in Zhao et al. [2010] , locations MP1, MP2, MP3, and MP6 sampled their full range between 40 and 50 days, while MP4 and MP5 have spatial or temporal data gaps due to instrument failure. Thus, the data gaps in MP4 and MP5 affect our model-data comparison. Overall, HYCOM is performing reasonably well against the IWAP data considering the large interference from multiple waves in this region as emphasized by Zhao et al. [2010] . In contrast to a single propagating wave with constant energy flux and a constant ratio of horizontal kinetic to horizontal potential energy (HKE/HPE), the nonmonotonicity of energy flux from MP1 to MP6 (Figure 11 ) as well as nonmonotonicity of HKE/HPE (not shown) is indicative of wave interference (see also Zhao et al. [2010] , where several other factors pointing to interference are described). 
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Comparison of 1/258 HYCOM to IWAP Data
Summary and Conclusions
Internal tide energy flux is a fundamental and important quantity in internal wave energetics because it identifies wave propagation, and because the divergence of the energy flux quantifies energy sources and sinks [Nash et al., 2005] . It is important to compare the internal tide energy fluxes in global high-resolution models used for operational and predictive purposes, such as HYCOM, to diverse observational data sets. Previous HYCOM versus observational internal tide and wave comparisons have focused on sea surface elevations, currents, and kinetic energy. However, attaining reasonably accurate internal tide elevations in a global model does not guarantee that the model will have accurate energy fluxes. This is because the energy flux is a higher-order quantity involving the product of velocity and pressure, which may therefore be more difficult to model. In this paper, for the first time, we compare the internal tide energy fluxes from a global simulation (of 1/258 HYCOM) to a global observational data set. In addition, we compute the variabilities in the energy fluxes in both model and observations, showing large variabilities in both data sets. The computation of internal tide flux variabilities in a global-scale observational data set is another new feature of this work. The presence of a vigorous mesoscale eddy field in the model, comparable in strength (16)- (18) and associated text). c dir is the fraction of locations at which the angle between the observed and modeled flux vectors / b 608. Results are shown for both mode-1 and mode-2, and for both full-column and vertically subsampled data (see text for explanation).
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to observations (as depicted in Figure 4b ), is an important source of large variabilities in the internal tide energy fluxes. We argue that, because of the large variabilities in both model and observations, the internal tide energy fluxes inferred from short (about a monthlong) observational records should be viewed as realizations of a highly variable field, rather than indicators of tidal energy fluxes over all time. A similar point has been made in Kerry et al. [2016] using regional models.
We compared the vertical mode-1 and mode-2 baroclinic tidal energy fluxes from global 1/258 HYCOM simulations to fluxes derived from a global archive of historical mooring records and to Zhao et al., 2010] . Computations are done from the full-depth model output as well as from model output subsampled at the historical mooring depths. The subsampling is done to determine the effect of sparse vertical sampling on the energy flux estimates. We also computed the RMS variability in both the 1/258 HYCOM and observational energy fluxes using 50% overlapping 30 day data windows. In addition, various statistical measures were computed to help quantity the spatial correlation of the two data sets. In the case of the mode-1 fluxes, we find the following:
1. The spatially averaged total RMS variability about the mean is larger in the observations than in HYCOM by a factor of about 2. The normalized RMS variability (NRMS), computed as in Shriver et al. [2014] , is roughly independent of location in HYCOM but is less so in the observations. This implies that, outside of the regions marked as hotspots in HYCOM [Shriver et al., 2014 ], variability appears roughly independent of the magnitude of the energy flux at the mooring locations. The spatial mean values of NRMS in HYCOM and the observations is around 1.31 and 1.74, respectively. 2. Though there is considerable scatter in the data, HYCOM displays reasonably high skill in correlating the geographical patterns of the flux magnitude. The correlation coefficient R is about 0.88. Spatial averages of fluxes computed from HYCOM and the observational time series agree to within a factor of about 1.4 (Table 2 ). 3. Computing fluxes from model output vertically subsampled at the mooring depths partly explains the discrepancy between modeled and observed fluxes. For all locations, the statistical measures employed here show that the vertically subsampled results agree only slightly better with the observations than the full-column results. 4. The number of nearest neighbor locations where the angle between the observed and modeled flux vectors lies within 608 is about 70%. The relatively poor agreement between modeled and observed flux directions is likely due to the complex and strong spatial and temporal variability in both model and observations.
In the case of the mode-2 fluxes, we find the following:
1. The total RMS variability is greater than the mean magnitude flux in almost all locations in both HYCOM and the observations. The mode-2 fluxes show higher globally averaged NRMS values than the mode-1 fluxes and are also roughly independent of location, especially in HYCOM. 2. The spatially averaged 1/258 HYCOM flux magnitudes agree to within a factor of about 2.4 of the observations. The correlation is poorer in the mode-2 case than the mode-1 case, for both the magnitude and the direction of energy flux. We attribute this disagreement, in part, to the fact that the mode-2 fluxes are weaker and are more likely to be contaminated and/or modulated by other motions [see also Zaron and Egbert, 2014] .
The mode-1 energy fluxes derived from six profiling moorings (with very high-vertical resolution) deployed in the IWAP experiment agree quite well with 1/258 HYCOM (Figure 11a ). Apart from one location where the angle between the mode-1 fluxes in the two data sets is about 508, the remaining locations have directions that agree to within 308 or less. Furthermore, the mean flux magnitudes correlate reasonably well. The mode-2 fluxes in HYCOM and IWAP agree less well than the mode-1 fluxes, likely caused by some of the aforementioned factors. 
