Sistema recomanador per a grups d’usuaris by Junquero Trabado, Vanesa
  
Títol: Group Recommendation System.  
 Sistema recomanador per a grups d’usuaris 
Volum: 1 
Alumne: Vanesa Junquero Trabado 
 
Director/Ponent: Josep Larriba Pey 














































En  primer  lloc,  m’agradaria  expressar  el  meu  agraïment  a  totes  aquelles 




ajudat  quan  ha  calgut  en  la  realització  d’aquest  projecte  i  per  haver‐me  donat 
l’oportunitat d’incorporar‐me a DAMA‐UPC que m’ha aportat molt durant aquests 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Introducció   L’objectiu  d’aquest  capítol  és  fer  una  petita  introducció  sobre  les  motivacions  i origen d’aquest projecte, així com també definir alguns conceptes necessaris per a la  seva  comprensió.  D’altra  banda,  també  s’explica  breument  com  està estructurada la memòria i què abasta el seu contingut.  





recomanacions a un sol usuari gràcies a pàgines web com Amazon o eBay, aquest projecte vol estudiar un cas particular d’aquests algorismes:  les recomanacions a grups  d’usuaris.  La  necessitat  d’aquest  tipus  de  tècniques  neix  de  diferents escenaris: una pel·lícula que es vol recomanar a un grup d’amics, escollir un destí per a les vacances d’una família o recomanar un bon restaurant per a un dinar de negocis. Intuïtivament, els productes que es poden recomanar a un sol usuari seran una  mica  diferents  a  aquells  que  es  podrien  recomanar  a  un  grup  d’usuaris. L’algorisme  que  aquí  s’implementa  reprodueix  l’algorisme  que  es  descriu  en l’article  “Group  Recommendation:  Semantics  and  Efficiency”    [10]  (referir‐se  a l’apèndix  B  per  veure  l’article).  Nosaltres  emprem  en  aquesta  implementació  la tecnologia DEX, desenvolupada pel grup DAMA‐UPC i que més endavant es descriu. Aquest  algorisme genera  recomanacions  a  grups d’usuaris de  forma eficient  i  no només  té  en  compte  les  puntuacions  que  els  usuaris  han  fet  als  productes  sinó també els desacords que hi ha entre els usuaris d’un mateix grup.        Com  recomanar  a  un  grup  d’usuaris  és  encara  un  problema  obert. Intuïtivament,  els productes que es  recomanaran a un  sol usuari  seran una mica diferents als que es recomanaran a un grup d’usuaris. Els usuaris que pertanyen a un mateix  grup  no  tenen  perquè  tenir  els  mateixos  gustos  i,  per  tant,  l’objectiu d’aquest  recomanador serà generar  recomanacions que puguin satisfer el màxim possible  a  tots  els usuaris. Així,  aquest projecte  es  centra  en  explicar  l’algorisme que s’ha implementat i els experiments que s’han dut a terme per fer una valoració del mateix.  







• Implementar  l’algorisme  de  recomanació  descrit  en  l’article  Group 
Recommendation: Semantics and Efficiency usant la tecnologia DEX: 
o Implementar el sistema. 
o Reproduir els entorns experimentals pels experiments d’avaluació  i rendiment. 
 
• Estudiar maneres  de millorar  la  qualitat  de  les  recomanacions  del  nostre sistema: 
o Estudiar  com  es  poden  aplicar  experts  en  el  nostre  sistema  de recomanació. 










o Escriure un document ben estructurat,  clar  i  concís de  la  feina que s’ha dut a terme. 
o Fer  una  presentació  ben  estructurada  i  entenedora  sobre  aquest projecte.   









 Aquest capítol  té per objectiu posar en context el projecte  i explicar breument  la tecnologia amb la qual s’ha desenvolupat. A més a més, s’enumeren i es descriuen els principals algorismes de recomanació que es fan servir actualment. 
 
2.1 Contextualització   Durant  les  últimes  dècades,  gràcies  al  desenvolupament  d’Internet,  el comerç electrònic s’ha revelat com una excel·lent alternativa per  incrementar  les vendes i arribar als usuaris de forma més fàcil  i còmode. En aquest àmbit resulta d’especial  interès  la  personalització  dels  productes  ofertats  a  cada  usuari, destacant  l’ús  dels  sistemes  de  recomanació.  Aquest  tipus  de  sistemes  s’han utilitzat  en  diferents  websites  d’Internet  perquè  els  usuaris  puguin  trobar productes  adequats  a  les  seves  necessitats  de  manera  simple  i  ràpida.  Aquest projecte  té  per  objectiu  aportar  un  sistema  de  recomanació  que  sigui  capaç  de trobar  productes  que  puguin  satisfer  el  màxim  possible  a  un  conjunt  d’usuaris.  Donat  que  dins  d’un  grup  poden  haver‐hi  usuaris  amb  gustos molt  diferents,  el recomanador  intentarà  buscar  la  millor  alternativa  per  a  tot  el  grup.  Per aconseguir això, el  recomanador ha de  tenir en compte com de d’acord estan els usuaris  amb  un  producte  i  com  de  desacord  estan  els  usuaris  amb  el  mateix producte.   D’altra banda, i donat que la informació de què disposem està en forma de graf,  es vol buscar  la manera d’extreure el màxim d’informació possible d’aquest graf per tal de millorar la qualitat de la recomanació. Això és, per exemple, com els usuaris estan relacionats entre ells o si algun d’ells es pot considerar un expert en algun tema.   Per  assolir  aquest  darrer  objectiu,  disposem  d’una  eina  anomenada  DEX, desenvolupada  pel  grup  DAMA‐UPC  que  permet  manipular  grans  quantitats  de dades de forma fàcil i eficient.   






2.2.1.1 Descripció    Els  sistemes  recomanadors  col·laboratius  tracten de  predir  la  utilitat  dels ítems per a un determinat usuari bastant‐se en les puntuacions que altres usuaris han donat prèviament al conjunt d'ítems. Més formalment, la utilitat u(c,s) de l’ítem 
s per l’usuari c s’estima calculant les utilitats u(cj,s) assignades a l’ítem s per aquells usuaris cj ∈ C els quals són “similars” a l’usuari c. Per exemple, en un recomanador de pel·lícules, per tal de recomanar pel·lícules a l’usuari c, el sistema col·laboratiu tracta de trobar altres usuaris que tinguin gustos semblants en quant a pel·lícules en aquest usuari c. Llavors, només les pel·lícules que més han agradat en aquests usuaris seran recomanades.   Els  primers  sistemes  recomanadors  col·laboratius  automatitzats  van  ser GroupLens [2], Video Recommender  [3] i Ringo  [4]. Altres exemples més coneguts són: el recomanador de  llibres Amazon, el sistema PHOAKS que ajuda a  la gent a trobar  informació  rellevant  a  la WWW  i  el  sistema  Jester que  recomana bromes.     Aquest sistema es classifica es dues categories:  
•     Algorismes basats en la memòria o heurístics:   











Figura 6 Mitjana del rating d’un usuari en un algorisme heurístic  El  cas  més  trivial  és  quan  la  funció  d’agregació  es  calcula  com  la mitjana tal i com es pot veure en la figura 2. El cas més comú, però, és el de  la  figura  3,  on  tenim  una  suma  amb  pesos.  La  similaritat  entre  dos usuaris es mesura com si fos una distància i és utilitzada com un pes, és a dir,  com  més  similars  siguin  dos  usuaris  més  pes  tindrà  el  seu  rating alhora  de  fer  la  predicció.  Diferents  recomanadors  poden  utilitzar  les seves pròpies mesures de similaritat sempre  i quan es normalitzin amb el factor k. Un inconvenient que presenta aquesta fórmula és que no té en compte el  fet que diferents usuaris poden utilitzar  les escales de  forma diferent. La  figura 4  resol  aquesta  limitació  ja que en  lloc d’utilitzar els valors absoluts dels ratings utilitza les desviacions respecte de la mitjana del rating de l’usuari corresponent.     
Càlcul de les similaritats entre usuaris  Existeixen  diverses  aproximacions  per  calcular  la  similaritat  entre dos usuaris, les dues més comuns són aquelles que calculen la correlació i el cosinus entre dos usuaris. Si tenim Sxy, conjunt de tots els ítems que han  valorat  dos  usuaris  x  i  y,  que  es  pot  calcular,  per  exemple,  com  la intersecció dels dos conjunts Sx i Sy. El coeficient de correlació de Pearson es calcula com:  
 






           Figura 8 Similaritat entre dos usuaris segons cosinus      Els diferents recomanadors utilitzen diferents estratègies per tal de calcular  el  més  eficient  possible  les  similaritats  entre  els  usuaris  i  els ratings  que  la  xarxa  no  té.  Una  estratègia  que  s’utilitza  sovint  és precalcular  tots  els  parells  de  similaritats  (incloent  el  conjunt  Sxy)  i recalcular‐los cada cert temps (ja que la xarxa no canvia dràsticament en un curt període de temps). Així, quan l’usuari demana una recomanació, els ratings poder ser calcular de forma eficient utilitzant  les similaritats que s’han calcular prèviament.   Existeixen diverses millores per als algorismes basats en la memòria. Una d’elles és  l’anomenada “El vot per defecte”. S’ha observat que quan els  usuaris  tenen  poques  valoracions  aquest  tipus  d’algorismes  no funcionen bé, doncs treballen amb la intersecció d’ítems, és a dir, amb els ítems  que  els  dos  usuaris  han  valorat.  El  problema  prové  del  fet  que aquesta intersecció conté poques observacions i, per tant, la predicció és poc  acurada.  S’ha  demostrat  empíricament  que  aquests  algorismes milloren la predicció dels ratings quan s’assumeix algun valor per defecte per aquells ratings que falten.   Una  altra  estratègia  és  utilitzar  els  algorismes  que  s’han  presentat anteriorment  no  per  calcular  la  similaritat  entre  usuaris  si  no  per calcular la similaritat entre ítems. Aquesta idea s’ha aplicat especialment en els algorismes de tipus top‐N.  
•     Algorismes  basats  en  el  model  (model  based):  Aquest  model  utilitza  la col·lecció de ratings per aprendre un model, que després serà utilitzat per fer les prediccions. Per exemple, una manera de calcular els ratings és:    









• Problema de l’usuari nou: Per tal de poder donar recomanacions acurades, el sistema ha d’aprendre, en primer lloc, les preferències de l’usuari a partir de  les  valoracions que ha donat. Quan  l’usuari  és  nou  en  el  sistema no  té valoracions  o  en  té  molt  poques.  Per  tal  d’adreçar  aquest  problema, s'utilitza  el  sistema  de  recomanació  híbrid,  que  combina  les  tècniques basades  en  el  contingut  i  col·laboratives.  Una  alternativa  és  explorar  els millors  ítems  perquè  l’usuari  valori.  Algunes  estratègies  per  dur  a  terme això  es  basen  en  la  popularitat  de  l’ítem,  l’entropia  de  l’ítem  (mesura  la impredictibilitat),  personalització  de  l’usuari,  i  combinacions  d’aquestes estratègies.  
• Problema  de  l’ítem  nou:  Nous  ítems  són  afegits  regularment  al  sistema recomanador.  Els  sistemes  col·laboratius  només  es  basen  en  les preferències dels usuaris per fer les recomanacions. Per tant, fins que l’ítem no hagi estat valorat per un número suficient d’usuaris, el recomanador no podrà ser capaç de  recomanar‐lo. Aquest problema  també pot  ser adreçat usant els sistemes híbrids descrits més endavant.  





baixa  qualitat.  Una  manera  de  solucionar  aquest  problema  és  utilitzar  el perfil de l’usuari per calcular la similaritat. Això és, dos usuaris podrien ser considerats similars no només si han valorat les pel·lícules de forma similar si no  també  si  ells pertanyen al mateix  segment demogràfic. Per  exemple, utilitza el gènere, l’edat, el codi postal, l’educació i l’ocupació dels usuaris.  
2.2.2 Algorismes basats en el contingut  
2.2.2.1 Descripció    En els mètodes basats en el contingut, la utilitat u(c,s) d’un ítem s per a un usuari c es calcula utilitzant les utilitats u(c,si) que l’usuari c ha assignat als ítems si 
∈  S que són  “similars” a  l’ítem s. Per exemple, en un recomanador de pel·lícules, per  tal  de  recomanar  una  pel·lícula  a  l’usuari  c,  l’algorisme  tractarà  d’entendre quines són les similituds que hi ha entre les pel·lícules que l’usuari c ha valorat més alt  en  el  passat  (actors  específics,  directors,  gèneres,  argument,  etc.).  Llavors, només les pel·lícules que han obtingut una alta similaritat seran recomanades.    Aquest model està basat en les tècniques de recuperació de la informació i del  filtratge de  la  informació. Aquestes  tècniques han millorat molt  recentment  i molts  dels  models  actuals  de  recomanació  basats  en  el  contingut  se  centren  en recomanar ítems basant‐se en la informació textual que contenen, com documents, pàgines web (URLs), etc. Aquesta millora prové de la utilització de perfils d’usuari que contenen  informació sobre els gustos dels usuaris, preferències  i necessitats. Aquests  perfils  es  poden  obtenir  bé  explícitament,  a  través  de  qüestionaris,  bé implícitament a través del seu comportament al llarg del temps.    Més  formalment,  suposem  que  Content(s)  és  el  perfil  d’un  ítem,  per exemple,  un  conjunt  d’atributs  que  caracteritzen  aquest  ítem  s.  Normalment  es calcula  extraient  un  conjunt  de  característiques  de  l’ítem  s  (el  seu  contingut)  i s'utilitza  per  determinar  si  és  apropiat  o  no  en  un  algorisme  de  recomanació. Aquest contingut normalment és expressat amb paraules clau. Per exemple, en un conegut recomanador de pàgines Web, representa el contingut d’una pàgina Web amb  les  100  paraules  més  importants.  Un  altre  recomanador  de  documents, representa els documents amb les 128 paraules més informatives. La importància (o com d’informativa) és una paraula clau kj en un document dj és determinat amb alguna mesura de pes wij que pot ser definida de diverses maneres.    Una  de  les  mesures  més  conegudes  per  especificar  aquests  pesos  en  les tècniques  de  Recuperació  de  la  Informació  és  la  mesura  terme 






Figura 10 Fórmula del Terme Freqüència de Documents  On el màxim es calcula sobre  les  freqüències  fz,j de  totes  les paraules clau kz que apareixen  en  el  document  dj.  El  problema,  però,  és  que  si  les  paraules  clau apareixen  en  molts  documents,  no  són  gaire  útils  alhora  de  diferenciar  un document  rellevant  d’un  altre  que  no  ho  és.  Per  aquest  motiu,  és  freqüent combinar  l’anterior mesura amb  la mesura  inversa de  freqüències de documents (IDFi):    
Figura 11 Mesura inversa de Freqüències de Documents  Finalment, el pes de la paraula clau es calcula com segueix:    
Figura 12 Pes de la paraula clau  i per tant, el contingut del document es defineix com:    
Figura 13 Fórmula del contingut del document    Tal  i  com  s’ha  explicat  anteriorment,  els  sistemes  basats  en  el  contingut recomanen  ítems  similars  a  aquells  que  van  agradar  a  l’usuari  en  el  passat.  En particular,  els  diferents  candidats  són  comparats  amb  els  ítems  que  l’usuari  va valorar prèviament i aquells que millor s’ajustin són recomanats. Més formalment, considerem que PerfilBasatEnElContingut(c) és el perfil de l’usuari c que conté els seus  gustos  i  preferències.  Aquests  perfils  s’han  obtingut  analitzant  el  contingut dels ítems que prèviament ha vist i ha valorat l’usuari i normalment són construïts utilitzant  tècniques  d’anàlisi  de  paraules  clau  de  mètodes  de  Recuperació  de  la Informació. Per exemple, PerfilBasatEnElContingut(c) pot ser definit com un vector de  pesos  (wc1,...,wck),  on  cada  pes  wci  és  la  importància  de  la  paraula  clau  ki  de l’usuari c. La funció d’utilitat u(c,s) es defineix normalment com:    






Figura 15 Funció d’utilitat usant funció de similaritat  on K és el número total de paraules clau que hi ha en el sistema.    Per  exemple,  si  l’usuari  c  llegeix molts  articles  online  sobre  el  tema de  la bioinformàtica,  llavors  el  recomanador  basat  en  el  contingut  serà  capaç  de recomanar  altres  articles  de  bioinformàtica  a  l’usuari  c.  Això  serà  així  perquè aquests  articles  tindran  molts  termes  relacionats  amb  la  bioinformàtica  (per exemple, “genoma”, seqüència”, “proteïnes”) que articles d’altres temes i, per tant, el  PerfilBasatEnElContingut(c),  definit  com  el  vector    ,  representarà  aquests termes ki  amb pesos wic més alts.  Com a  conseqüència,  un  sistema  recomanador que  utilitzi  el  cosinus  o  una  altra mesura  de  similaritat  semblant  assignarà  una utilitat  u(c,s)  més  gran  a  aquells  articles  s  que  tenen  alts  pesos  en  termes  de bioinformàtica en    i menor utilitat en aquells on els  termes de bioinformàtica tenen un pes més baix.    Més  allà  dels  heurístics  tradicionals  que  estan  basats  bàsicament  en mètodes  de  recuperació  de  la  informació,  altres  tècniques  utilitzades  en  els sistemes  recomanadors  basats  en  el  contingut  són  els  classificadors  Bayesians  i diverses  tècniques  d’aprenentatge  automàtic,  com  el  clustering,  els  arbres  de decisió  i  les  xarxes  neuronals  artificials.  Aquestes  tècniques  difereixen  de  les tècniques de Recuperació de la Informació en què les primeres en lloc de basar‐se en heurístics  alhora de  fer  les  prediccions utilitzen un model  après de  les  dades utilitzant  tècniques  d’aprenentatge  estadístic    i  tècniques  d’aprenentatge automàtic.  Per  exemple,  si  tenim  un  conjunt  de  pàgines  Web  que  poden  ser valorades  com  a  “rellevant”  o  “irrellevant”  per  l’usuari,  es  pot  utilitzar  el  que s’anomena classificador Bayesià ingenu per classificar les pàgines Web que no han estat valorades. Més específicament, el classificador Bayesià és utilitzat per estimar la  probabilitat  de  que  una  certa  pàgina  pj  pertanyi  a  una  certa  classe  Ci  (per exemple,  rellevant  o  irrellevant)  donat  un  conjunt  de  paraules  clau  k1,j,...,kn,j  en aquesta pàgina:    
Figura 16 Probabilitat de què una certa pàgina pertanyi a una certa classe    Cal  notar  que  aquesta  fórmula  assumeix  que  les  paraules  clau  són independents i, per tant, la probabilitat anterior és proporcional a:    
Figura 17 Probabilitat de què una certa pàgina pertanyi a una certa classe tenint en compte 







•     Anàlisi de contingut  limitat: Les  tècniques basades en el contingut estan limitades per les característiques que estan associades explícitament amb els objectes que aquests sistemes recomanen. Per tant, per tal de tenir un conjunt  suficient  de  característiques,  el  contingut  ha  de  ser  o  bé  en  un format  que  pugui  ser  parsejat  de  forma  automàtica  o  aquestes característiques  s’han  de  poder  assignar  als  ítems  de  forma  manual. Mentre  que  les  tècniques  de  Recuperació  de  la  Informació  treballen  bé alhora  d’extreure  característiques  o  atributs  dels  documents  de  text,  en altres  dominis  té  problemes  amb  l‘extracció  automàtica  de característiques. Per exemple, els mètodes d’extracció automàtica aplicats a  continguts multimèdia,  ja  siguin  imatges,  àudio  i  vídeo,  són molt més costoses. Un altre problema és que si dos ítems estan representats per el mateix conjunt de característiques, aquests són indistingibles. Així, donat que els documents de text són representats normalment per les paraules clau més  importants  que  contenen,  un  sistema basat  en  el  contingut no podria  diferenciar  un  article  ben  escrit  d’un  que  no  ho  està  si  aquests contenen els mateixos termes.  
•     Super  especialització:  Quan  el  sistema  només  pot  recomanar  ítems  que tenen  una  puntuació  alta  respecte  del  perfil  d’un  usuari,  només  es recomanaran aquells ítem que són molt similars a aquell que l’usuari ja ha valorat. Per exemple, una persona que no té experiència en la cuina grega no rebrà la recomanació ni del millor restaurant grec de la ciutat. Aquest problema és adreçat  introduint algun paràmetre d’arbitrarietat. A més a més, aquest problema no només afecta als ítems que són diferents a tots aquells  que  l’usuari  ha  vist,  si  no  també,  amb  aquells  que  també  són massa  similars  a  aquells  ítems  que  l’usuari  ja  ha  vist.  Per  exemple,  un recomanador  de  notícies,    filtraria  no  només  aquelles  que  són  massa diferents  respecte  de  les  preferències  de  l’usuari,  si  no  també,  aquelles que són molt similars a  les que  l’usuari  ja ha vist abans. En conclusió,  la diversitat  en  un  sistema  recomanador  també  és  una  característica desitjable. Idealment, a l’usuari se li han de recomanar un rang d’opcions i no  un  conjunt  d’alternatives  homogènies.  Per  exemple,  no  és  una  bona idea recomanar un conjunt de pel·lícules totes de Woody Allen perquè a l’usuari li hagi agradat una d’aquest director. 







•    Incorporant  algunes  característiques  del  basat  en  el  contingut  al col·laboratiu. 
•    Incorporant  algunes  característiques  del  col·laboratiu  en  el  basat  en  el contingut. 
•    Construint  un  model  unificat  que  incorpori  les  característiques  del col·laboratiu i del basat en el contingut.  
2.2.3.1 Combinació dels dos mètodes de forma separada     Una manera de construir un sistema recomanador híbrid és implementar el col·laboratiu i el basat en el contingut de forma separada. Llavors, podem tenir dos escenaris  diferents:  primer,  podem  combinar  els  ratings  predits  dels  diferents recomanadors  en  una  sola  recomanació  usant  o  bé  una  recomanació  lineal  dels ratings  o  bé  a  través  de  votació.  D’altra  banda,  podem  utilitzar  en  qualsevol moment un dels sistemes recomanadors de  forma individual, escollint aquell que donaria  la  “millor”  recomanació  en  funció  d’alguna  mètrica  de  “qualitat”.  Per exemple,  el  sistema DailyLearner   [5]  selecciona el  sistema recomanador que pot donar  la  recomanació  amb  un  nivell  de  fiabilitat  més  alt,  mentre  que  un  altre sistema  utilitzat  en  el  comerç  electrònic  agafa  aquell  que  doni  una  recomanació que sigui més consistent amb les valoracions que l’usuari ha fet en el passat.  
2.2.3.2 Afegint característiques dels sistemes basats en el contingut als 






contingut     El més comú en aquesta categoria és utilitzar alguna tècnica de reducció de dimensionalitat en un grup de perfils basats en el contingut. Per exemple, utilitzar un índex semàntic [6] per crear un esquema de la col·lecció de perfils d’usuaris, on els  perfils  d’usuaris  es  representen  com  a  vectors.  Això  dóna  lloc  a  una millora respecte de l’eficiència que si només utilitzéssim un sistema de continguts pur.  
2.2.3.4 Desenvolupant un únic model de recomanació unificat    Existeixen  diverses  aproximacions  per  tal  de  construir  aquest  model unificat.  Una  d’elles  és  combinar  els  dos  mètodes  basant‐se  en  una  anàlisi probabilístic  de  la  semàntica. Una  altra  aproximació  utilitza models  de  regressió Bayesians. Consisteix en agafar els atributs dels usuaris, que constitueixen una part del perfil dels usuaris, agafar els atributs dels ítems, que constitueixen una part del perfil dels ítems, i les seves interaccions per estimar el rating d’un ítem.    Els  sistemes híbrids  també  es poden millorar utilitzant  tècniques basades en el coneixement per tal de millorar la precisió de la recomanació i per solucionar algunes  limitacions com el problema del nou usuari o del nou  ítem dels sistemes recomanadors  tradicionals.  Per  exemple,  un  sistema  recomanador  basat  en  el coneixement és Entrée, que utilitza un domini de coneixement sobre restaurants, cuines  i menjars  (per exemple, que el marisc no és menjar vegetarià) per  fer  les recomanacions  als  seus  usuaris.  El  principal  inconvenient  d’aquest  sistema  és  la necessitat d’algun mecanisme que pugui obtenir  aquest  coneixement. Tanmateix, sistemes  recomanadors  basats  en  el  coneixement,  s’han  desenvolupat  per aplicacions  on  el  seu  coneixement  està  fàcilment  disponible  en  alguna  forma estructurada i llegible per màquines com podria ser una ontologia.     S’han  dut  a  terme  diversos  experiments  que  demostren  que  els  sistemes híbrids donen millors recomanacions que un col·laboratiu o model de continguts pur.  













 Tal  i  com  s’ha  vist  en  el  capítol  anterior,  s’ha  portat  a  terme  un  estudi  extensiu sobre  els  sistemes  de  recomanació  per  a  un  sol  usuari  degut  al  seu  gran  ús  en pàgines web com Amazon o Netflix (recomanador de pel·lícules). Com recomanar a un  grup  d’usuaris  que  poden  o  no  compartir  els  gustos  és  encara  un  problema obert.  La  necessitat  d’un  recomanador  per  a  grups  d’usuaris  neix  de  molts  i diferents escenaris tals com recomanar una pel·lícula a un grup d’amics o un viatge a  una  família.  Intuïtivament,  els  ítems  que  es  recomanaran,  definim  ítem  com qualsevol producte que s’estigui recomanant, a un sol usuari i a un grup d’usuaris seran  una mica  diferents,  ja  que  en  el  cas  on  hi  ha  més  d’un  usuari  s’intentarà satisfer  el  màxim  possible  a  tots  ells.  L’objectiu  d’aquest  capítol  és  explicar  la implementació d’un sistema que genera recomanacions a grups d’usuaris de forma eficient  i  que  té  en  compte  tant  les  preferències  que  tenen  en  comú  com  les diferències en els gustos dels usuaris dins del grup.  





L’estratègia  que  segueixen  els  mètodes  existents  és  fer  el  promig  de  les rellevàncies individuals de cada membre del grup per generar recomanacions a tot el  grup.  En  particular,  aquests  mètodes  es  poden  classificar  en  dues  categories: agregació  de  preferències,  el  qual  agrega  els  ratings  en  un  únic  usuari  virtual  i genera recomanacions per aquest usuari i  l’agregació de puntuacions, que calcula les recomanacions individuals de cada membre del grup i els combina per generar una única llista per tot el grup, on cada puntuació és una agregació a partir de les recomanacions  individuals.  L’últim  grup  ha  demostrat  ser  el  més  eficient  i  per aquest motiu s’ha escollit per fer el nostre sistema.   S’han proposat dos mètodes d’agregació de puntuacions: el promig i el Least 
Misery. L’objectiu del primer és maximitzar el promig de les puntuacions d’un ítem que  han  donat  els  components  del  grup.  L’objectiu  del  segon,  és  maximitzar  la puntuació mínima que ha rebut l’ítem. Intuïtivament, en el primer cas, calculant el promig de les puntuacions pot resultar que a alguns membres del grup la pel·lícula recomanada  els  hi  agrada  molt  i  que  en  els  altres  membres  del  grup  no  els  hi agradi  gens.  Tanmateix,  en  el  segon mètode,  si  es  recomana  la  pel·lícula  que  ha obtingut  la puntuació més baixa,  s’espera que a  tots els membres del grup els hi agradi excepte a un.   L’objectiu d’aquest projecte és incorporar les diferències existents entre les valoracions  que  els  diferents  usuaris  del  grup  han  donat  sobre  un  ítem. Específicament, introduïm el concepte de funció de consens, que consisteix en una funció formada per dos components, rellevància  i desacord. Per cada ítem que és candidat  a  ser  recomanat  es  calcula  el  seu  valor  mitjançant  aquesta  funció  de consens,  que  serà  una  suma  ponderada  dels  dos  components.  La  rellevància  es calcula  a  través  d’un  dels  dos mètodes  esmentats  anteriorment:  promig  o  Least 





identificar‐los.   Representar  les  dades  en  forma  de  graf  té  l’avantatge  que  permet  inferir informació addicional que d’una altra manera no podríem obtenir. Per exemple, les relacions entre usuaris, entre productes... Per saber en més detall en què consisteix aquesta tecnologia referir‐se a l’apèndix A.   
3.2 Algorismes llindar (Threshold algorithms)  
3.2.1 Introducció    En  les  bases  de  dades  d’avui  en  dia  s’emmagatzemen  gran  quantitat  de dades, des d’enters  i strings a dades multimèdia (com imatges, vídeo i àudio). Un dels problemes de les dades multimèdia és que poden tenir atributs que poden ser inherentment confusos. Per exemple, no diem que una imatge és o bé vermella o bé no vermella. En lloc d’això, hi ha una escala de vermells que pot anar des de 0 (no conté res de vermell) fins a 1 (és completament vermell).    Una  solució  per  tractar  aquest  tipus  de  dades  és  utilitzar  una  funció d’agregació t. Si x1,...,xm (cadascun en l'interval [0,1]) són els graus d’un objecte R que conté m atributs, llavors t(x1,...,xm) és el grau total de l’objecte R.     Una de les funcions d’agregació més populars és el mínim o Least Misery. Si un  objecte  R  té  valor  x1  de  l’atribut  A1  i  x2  de  l’atribut  A2  llavors  el  valor  de  la conjunció A1 ∪ A2 és min(x1,x2). Una altra funció d’agregació també popular és  la mitjana.    Es diu que una funció d’agregació t és monotònica si t(x1,...,xm) ≤ t(x’1,...,x’m) sempre i quan xi ≤ x’i per cada i. És a dir, si per cada atribut, el valor de l’objecte R’ és al menys tant alt com el valor de l’objecte R,  llavors el valor total de R’ serà al menys tant alt com el de R.    Les  consultes  en  una  base  de  dades  multimèdia  (BDM)  són  generalment diferents  que  en  una  base  de  dades  tradicional  (com  per  exemple  una  base  de dades relacional). Donada una consulta en una base de dades tradicional, hi ha un conjunt de  respostes desordenades1. D’altra banda,  en un  sistema multimèdia,  la resposta a una consulta es pot pensar com una llista ordenada en funció dels valors dels  seus  atributs.  Típicament,  l’usuari  estarà  interessat  en  trobar  les  top  k 
respostes,  on  k  és  un  paràmetre  donat  que  pot  ser  1,  10  o  100.  Això  vol  dir  que volem obtenir els k objectes amb els valors més grans per aquesta consulta.      Model de dades: Assumim que cada base de dades consisteix en un conjunt 
                                                           
1  En una base de dades relacional, el resultat d’una consulta es pot ordenar per 
temes de presentació de resultats, segons algun criteri com pot ser el salari, però 






finit d’objectes. El número d’objectes es representarà amb la lletra N. Cada objecte té  un  atribut  que  representarà  el  valor  de  dit  objecte.  Per  exemple,  en  el  cas  de tenir  una  base  de  dades  amb  pel·lícules,  els  objectes  són  les  pel·lícules  i  cada pel·lícula té un atribut que és la puntuació que un usuari determinat li ha donat a la pel·lícula.    La  base  de  dades  és  pensada  com  un  conjunt  de  llistes  ordenades L1,...,Lm, cadascuna de longitud N (hi ha una entrada a cada llista per cadascun dels N  objectes).  Ens  referirem  a  la  llista  i  com  Li.  Cada  entrada  de  Li  és  de  la  forma (R,xi), on xi és el  i‐èssim camp de R. Cada  llista Li està ordenada descendentment per el valor de xi.     Model  d’accés  a  les  dades:  Es  consideren  dues  maneres  d’accedir  a  les dades.  La primera  forma d’accés  és un  accés  seqüencial.  Consisteix  en obtenir  el valor d’un objecte d’una de les llistes ordenades de forma seqüencial començant el recorregut  de  la  llista  pel  primer  objecte.  Per  entendre  millor  el  funcionament d’aquests accessos considerem una base de dades que conté imatges. Cada imatge conté diversos  atributs que  corresponen  a  les  característiques que pot  tenir  una imatge  com  poden  ser  el  color  i  la  textura.  L’objectiu  del  sistema  és  poder recuperar  les  imatges  en  funció  d’aquestes  característiques.  Per  tant,  tenim  un conjunt de llistes, on cadascuna conté objectes (les imatges) i, per exemple, volem recuperar aquelles imatges que compleixen la igualtat: Color=”vermell”. El sistema accedirà al primer objecte de la primera llista, mirarà de quin color és la imatge i, si és de color vermell, el guardarà en el conjunt de sortida. A continuació, accedirà al primer objecte de la segona llista, mirarà de quin color és la imatge, i si és de color vermell,  el  guardarà  en  el  conjunt  de  sortida.  I  així  successivament  fins  que  el sistema acabi de recórrer tots els objectes de totes les llistes. Finalment, el sistema retornarà  un  conjunt  d’objectes,  el  color  dels  quals  estarà  dins  de  l’escala  dels vermells,  i  estaran  ordenats  en  funció  d’aquest  color.  Una  alternativa  a  aquest mètode, és demanar els top k objectes ordenats, en funció del seu color, en lloc de demanar‐los  tots, que és el cas que s’aplica en aquest projecte. En ambdós casos, això correspon amb el que abans ens hem referit com a accessos seqüencials.    Existeix una altra manera en la què es pot accedir a  les dades. Si el nostre objectiu és preguntar el color d’un objecte en concret, el sistema accedirà a la llista que conté l’objecte, buscarà aquest objecte, accedirà a l’atribut color i el retornarà. Això correspon amb el què abans ens hem referit com a accés random. La principal diferència  entre  els  dos  accessos  és  que  l’accés  seqüencial  accedeix  de  forma seqüencial  als objectes  en  l’ordre amb el qual  li  van venint  (per  exemple, Round Robin  o  si  la  llista  està  ordenada  li  vindran  en  funció  del  criteri  d’ordenació)  i l’accés random accedeix directament a l’objecte que l’interessa.    Per  avaluar  el  nostre  sistema  el  que  fem  és  aplicar  la  següent  fórmula:          





groc  vermell  verd o4, vermell  o5,  blau  o6, vermell  Accés seqüencial: accedim primer al primer objecte de la primera llista, tal i com es mostra  en  la  figura  següent.  Com que  l’objecte o1 és de  color  groc,  no el guardem  al  conjunt  de  sortida.  A  continuació  accedim  al  primer  objecte  de  la segona llista i com que és de color vermell, el guardem al conjunt de sortida. I així successivament fins que hem explorat tots els objectes de tots les llistes:  
Iteració 1          o1,  groc  o2, vermell  o3,  verd o4, vermell  o5,  blau  o6, vermell  Conjunt de sortida:   <buit>     
Iteració 3          o1,  groc  o2, vermell  o3,  verd o4, vermell  o5,  blau  o6, vermell  Conjunt de sortida:   o2,   
Iteració 2 
       o1,  groc  o2, vermell  o3,  verd o4, vermell  o5,  blau  o6, vermell  Conjunt de sortida:   o2,    
Iteració 4        o1,  groc  o2, vermell  o3,  verd o4, vermell  o5,  blau  o6, vermell  Conjunt de sortida:   o2, o4  
Iteració 5     
Iteració 6 




Figura 18 Exemple d’accés seqüencial 






    Accés random: en aquest cas volem saber de quin color és l’objecte o5. Per accés random, accediríem directament a l’objecte o5, consultaríem el valor del seu atribut i el retornaríem:    o1,  groc  o2, vermell  o3,  verd o4, vermell  o5,  blau  o6, vermell   Resultat de la consulta:      
Figura 19 Exemple d’accés random   
3.2.2 Algorismes    L’algorisme  trivial  per  obtenir  les  top  k  respostes  és  el  que  mira  cada entrada  de  cada  una  de  les  m  llistes  ordenades,  calcula  el  valor  total  de  cada objecte utilitzant una funció d’agregació, i retorna els k objectes amb els valors més alts. Aquest algorisme té un cost lineal en funció del tamany de la base de dades i, per tant, no és eficient quan tenim bases de dades grans.  Existeix un altre algorisme, anomenat algorisme de Fagin  (FA), que sovint funciona molt millor que l’algorisme que s’acaba de descriure. En el cas de que els objectes  en  les  llistes  són  probabilísticament  independents,  FA  troba  els  top  k objectes,  en  una  base  de  dades  amb  N  objectes  en  total,  amb  un  cost  de                    O(N(m‐1)/mk1/m).  Aquest  és  l’algorisme  sobre  el  qual  treballa  el  nostre  sistema  de recomanació.  






2. Per cada llista Li, considerem el valor xi de l’últim objecte visitat per accés seqüencial. Definim el valor llindar r com t(x1,...,xm). Tan aviat com al menys k  objectes  s’han  visitat,  el  valor  dels  quals  es  al  menys  igual  a  r,  llavors aturem l’execució. 3. Si Y és el conjunt obtingut de k objectes que s’han vist amb els valors més alts, la sortida serà el conjunt ordenat  {(R,t(R)) | R ∈ Y}.    Si  la funció d’agregació t és monotònica,  llavors TA troba correctament les top  k  respostes.  Si  es  vol  consultar  la  demostració  d’aquest  teorema  referir‐se  a l’article Group Recommendation: Semantics and Efficiency.  En quant a  l’espai que requereix aquest algorisme, el TA només requereix vectors  que  tinguin  mida  k,  on  k  és  el  número  dels  top  k  objectes  que  volem calcular. Per tant, el  tamany d’aquest vector és  independent al  tamany de  la base de dades. Això té un impacte en el cost temporal de  l’algorisme: per cada objecte que es visita per accés seqüencial, si no el tenim guardat en el vector dels top k, el TA ha de fer m‐1 accessos random (on m és el número de llistes), per tal de trobar el valor de l’objecte en les altres llistes. Això pot passar encara que aquest objecte s’hagi visitat abans per accés seqüencial o random en alguna de les altres llistes, ja que només estem guardant els top k i, per tant, si el seu valor és inferior al k‐èssim no entrarà en la taula.    A continuació es mostra el pseudocodi de l’algorisme de Fagin:  
 
Figura 20 Pseudocodi de l’algorisme de Fagin  





l’algorisme llindar: la materialització total, que utilitza totes les llistes de desacord; la materialització  parcial,  que  utilitza  algunes  de  les  llistes  de  desacord;  i  el  que només utilitza llistes de rellevància.  
3.3.1 Recomanació de grup  L’objectiu d’aquest apartat és formalitzar el problema de la recomanació de grup i descriure la seva implementació. Les estratègies implementades són les que s’han implementat en l’article [10].  Definim U com el conjunt d’usuaris i I com el conjunt de ítems (pel·lícules, destinacions de viatges, restaurants, etc.) que hi ha en el sistema. Cada usuari u pot haver  valorat  un  ítem  i  en  el  rang  de  0  a  5,  que  es  defineix  com  rating(u,i)  o 
rellevància(u,i). Aquesta rellevància pot venir de dues fonts: la primera, si l’usuari ja havia valorat l’ítem, la rellevància és aquesta valoració. Si no és el cas, el sistema fa  una  predicció  d’aquesta  rellevància  utilitzant  una  de  les  estratègies  de recomanació individual que s’ha descrit en el capítol anterior.  L’objectiu d’una recomanació de grup és calcular una puntuació per a cada ítem que reflecteixi els interessos i les preferències de tots els membres del grup i minimitzi  els  possibles  desacords  que  poden  haver‐hi  entre  ells.  En  general,  els membres  d’un  grup  no  tenen  perquè  tenir  els  mateixos  gustos  ni  les  mateixes preferències  i,  per  tant,  una  funció  de  consens  ha  d’estar  ben  dissenyada. Intuïtivament, hi ha dos aspectes que s’han de tenir en compte alhora de dissenyar aquesta funció: primer, la puntuació ha de reflectir el grau en el què els membres del  grup  prefereixen  l’ítem.  Quants  més  membres  del  grup  prefereixin  un  ítem, més  alta  serà  la  seva  puntuació.  Segon,  la  puntuació  ha  de  reflectir  quant  en desacord estan els membres del grup entre ells. Per tant, com menys desacord hi hagi  entre  els  membres  del  grup,  més  alta  serà  la  puntuació.  Anomenem  a  la primera part rellevància i a la segona part desacord.  Definició de rellevància: La rellevància d’un ítem i per a un grup G, rel(G,i), és  l’agregació (unir d’alguna manera  la puntuació de cada usuari del grup en una sola puntuació de manera que aquesta reflecteixi la satisfacció de l’ítem al grup) de cada rellevància(u,i) on u ∈ G. Considerem dues estratègies d’agregació:  
1) 
€ 
Promig : rel(G,i) = 1G rellevancia(u,i)u∈G
∑  
 Figura 21 Rellevància d’un ítem calculada com a mitjana de rellevàncies   2)  





actuen com un veto.    Definició de desacord: El desacord d’un grup G sobre un ítem i, definit com dis(G,i),  reflecteix  el  grau  de  consens  en  quant  a  les  rellevàncies  de  i  entre  els membres  del  grup.  Considerem  els  dos  mètodes  següents  per  calcular  aquest desacord:   1) Mitjana de parells de desacord:  
€ 
dis(G,i) = 2G G −1( )
rellevancia(u,i) − rellevancia(v,i)( ), on u ≠ v i u,v ∈ G
u,v∈G
∑  
Figura 23 Fórmula de la mitjana de desacords entre tots els parells d’usuaris  2) Variança:  
 
Figura 24 Variança dels desacords entre tots els parells d’usuaris    on promig, és la mitjana de totes les rellevàncies individuals de l’ítem.    El  primer  mètode  calcula  la  mitjana  de  diferències  de  tots  els  parells  de rellevàncies de l’ítem entre tots els membres del grup. El segon mètode calcula la variança  de  les  rellevàncies  de  l’ítem  entre  tots  els  membres  del  grup. Intuïtivament, com més a prop estiguin les rellevàncies de i dels usuaris u i v, més baix serà el seu desacord per a aquest ítem.     Finalment, es combina la rellevància i el desacord d’un ítem en la funció de consens:    
Figura 25 Funció de consens  on w1+w2 = 1.0 i cadascun expressa la importància relativa de la rellevància i el desacord en la puntuació total recomanada.  





3.4.3 Aplicabilitat dels algorismes llindar top­k    Molts dels millors algorismes per calcular top‐k ítems pertanyen a la família dels  algorismes  llindar.  Donada  una  funció  que  calcula  el  valor  d’un  ítem  per agregació  de  puntuacions  que  provenen  d‘objectes  individuals,  els  algorismes llindar  tenen  com  a  entrada  llistes  ordenades  d’ítems.  Aquesta  funció  pot  ser  la suma  de  diversos  factors,  cadascun  d’aquests  factors  és  un  component  (en  el nostre  cas  tindrem un component que  calcula  la  rellevància dels  ítems  i un altre que calcula el desacord dels ítems).  Les llistes són escanejades utilitzant accessos seqüencials  o  random,  i  el  càlcul  es  pot  acabar  abans  utilitzant  condicions d’aturada basades en valors llindar. El fet de poder aturar abans l’execució només és  possible  si  la  funció  és  monotònica,  és  a  dir,  si  un  component  c,  és  l’únic component en la funció que calcula el valor recomanat i si els ítems i1 i i2 difereixen en les seves puntuacions i el valor total de i1 és més gran o igual que el valor total de i2,, llavors el valor de i1 no és menor que el valor de i2 en el component c.    Recordem que  la nostra  funció de consens és una suma ponderada de dos components, la rellevància del grup i el desacord del grup. La funció de consens és monotònica ja que si dos ítems tenen el mateix valor de desacord, l’ítem que tingui una major rellevància tindrà al menys la mateixa puntuació de grup, i vice versa.      En  quant  als  dos  components  de  la  funció  de  consens,  també  s’ha  de demostrar  que  són monotòniques.  És  obvi  que  les  dues  funcions  que  calculen  la rellevància d’un ítem ho són. Si tots els membres del grup excepte u, puntuen els ítems i1 i i2 el mateix, i1 tindrà al menys la mateixa rellevància de grup que i2 si u puntua i1 no menys que i2. Això és igual de vàlid tant en la mitjana com en el Least‐Misery.  El  segon  component  no  és  tan  obvi  que  sigui  monotònic.  Per  veure  la demostració  de  què  efectivament  si  que  compleix  aquesta  propietat,  referir‐se  a l’article de l’apèndix.  
3.4.4 Descripció dels algorismes de recomanació 





desacord. En aquesta variant l’anomenem Materialització total (FM). A continuació es descriu una altra variant anomenada Materialització parcial (PM), que té com a entrada  totes  les  llistes  de  rellevància  i  algunes  llistes  de  desacord.  El  criteri escollit  per  seleccionar  aquestes  llistes  és  bàsicament  la  utilitat  de  les mateixes. Finalment,  l’últim algorisme  implementat  (RO) és el que només utilitza  les  llistes de rellevància i cap llista de desacord.   
3.4.4.1 Materialització total    Donat un grup G,  l’objectiu és calcular els k millors  ítems que retorna una funció de consens F. Es descriuen diversos algorismes per fer això, cadascun dels quals es basa en una variant del problema TA.     Comencem descrivint el primer algorisme, que té com a entrada les llistes de  rellevància  de  cada  usuari  del  grup  G  i  totes  les  llistes  de  desacord  per  cada parell  d’usuaris  del  grup.  Les  llistes  de  rellevància  (IL)  estan  ordenades decreixentment  per  ordre  de  rellevància  i  les  llistes  de  desacord  (DL)  estan ordenades  creixentment per ordre de desacord. Aquest  algorisme  rep  el  nom de materialització total.    Cada IL s’obté utilitzant una estratègia de recomanació individual. Cada DL es  genera  per  cada  parell  d’usuaris  del  grup  i  guarda  la  diferència  entre  les puntuacions per tots els ítems en les seves respectives llistes de rellevància.    El  nostre  algorisme  fa  accessos  seqüencials  (SA)  en  cada  llista  d’entrada (rellevància  i  desacord,  aquestes  últimes  en  el  cas  que  les  hàgim materialitzat)  i per  Round  Robin  (és  a  dir,  accedeix  a  la  primera  que  està  en  primer  lloc). L’algorisme utilitza dues funcions, CalculaValorExacte  la qual calcula el valor de l’ítem  actual,  i  CalculaValorMax  que  calcula  el  nou  llindar  a  cada  iteració.  La primera funció fa accessos random (RA) en les altres llistes de rellevància per tal de  calcular  el  valor  d’un  ítem  utilitzant  la  funció  de  consens  F.  La  principal diferència entre la materialització total i l’algorisme llindar és que els SA es fan tant en les IL com en les DL, però els RA només es fan en les IL (donat que els desacords es poden calcular a partir de les rellevàncies). De fet les DL no són necessàries per calcular  el  resultat  final,  només  les  tenim  per  poder  calcular  el  valor  llindar (utilitzant la rutina CalculaValorMax) i, per tant, acabar abans l’execució.      CalculaValorMax  calcula  un  nou  valor  llindar  a  cada  iteració.  El  seu objectiu  és  proporcionar  un  valor  que  serà  el  que  com  a màxim  un  ítem  que  el sistema  encara  no  ha  visitat  podrà  tenir.  Per  tant,  si  ru  és  la  última  rellevància llegida en  la  llista  ILu per tot u  Î G,  i Du,v  l’últim valor de desacord  llegit a  la  llista DLu,v per tot u,v  Î G, llavors els valor llindar es calcula com:  
€ 







Figura 27 Pseudocodi de l’estratègia Materialització Total  
3.4.4.1.1 Exemple Materialització total  A  continuació  es  mostra  un  exemple  de  com  funciona  l’algorisme.  És  un exemple molt gràfic en el qual es veuen els accessos seqüencial i random i de com es  calculen  els  valors  exactes  i  llindar.  Tenim  un  grup  amb  tres  usuaris  i materialitzem  les  seves  tres  llistes  de  rellevància  IL  i  les  seves  tres  llistes  de desacord DL. El que volem calcular és el top 1, és a dir, l’ítem amb el valor més alt. Comencem mostrant la primera iteració de l’algorisme:  
ILu1  ILu2  ILu3  DLu1,u2  DLu1,u3  DLu2,u3 i1,4  i2,4      i3,3  i4,0  i4,1  i4,1 i3,4  i4,4  i1,3  i3,2  i3,1  i1,1 i4,4  i1,2  i4,3  i2,2  i2,1  i3,1 i2,2  i3,2  i2,3  i1,2  i1,2  i2,1 
Figura 28 Iteració 1 utilitzant la tècnica de la Materialització total 
 
 L’algorisme de recomanació fa el primer accés seqüencial al primer element de  la primera llista (quadre amb el marc més fosc). Per tant, accedeix a  l’ítem 1 i calcula el seu valor exacte, doncs estem en la primera iteració i, per tant, la pila que guarda  els  top‐k  ítems  està  buida.  En  aquest  cas  suposem  que  la  pila  no  està acotada i que guardem tots els elements que explorem. Per tal de calcular el valor exacte  de  l’ítem  fem  accessos  random  a  la  resta  de  lliste  per  buscar  el  valor  de l’ítem 1 en elles (són els quadres de color verd). Un cop calculat el valor el guardem a la pila que quedarà com segueix:   i1, 1.33 






ILu1  ILu2  ILu3  DLu1,u2  DLu1,u3  DLu2,u3 i1,4  i2,4      i3,3  i4,0  i4,1  i4,1 i3,4  i4,4  i1,3  i3,2  i3,1  i1,1 i4,4  i1,2  i4,3  i2,2  i2,1  i3,1 i2,2  i3,2  i2,3  i1,2  i1,2  i2,1 











tenint en compte que els valors estan normalitzats.    A  continuació es mostra  la  següent  iteració,  en  la qual  tornem a accedir a l’ítem 4, però en aquest cas, com que tenim el seu valor emmagatzemat a la pila no fa falta que el tornem a calcular:    ILu1  ILu2  ILu3  DLu1,u2  DLu1,u3  DLu2,u3 i1,4  i2,4      i3,3  i4,0  i4,1  i4,1 i3,4  i4,4  i1,3  i3,2  i3,1  i1,1 i4,4  i1,2  i3,3  i2,2  i2,1  i3,1 i2,2  i3,2  i2,3  i1,2  i1,2  i2,1 
Figura 34 Iteració 2 utilitzant la tècnica de la Materialització total  La pila serà la mateixa i el nou valor llindar serà igual a 1,66.    Finalment,  es  mostra  la  següent  iteració  que  és  la  última  ja  que  el  valor llindar és igual al valor del primer ítem de la pila:   ILu1  ILu2  ILu3  DLu1,u2  DLu1,u3  DLu2,u3 i1,4  i2,4      i3,3  i4,0  i4,1  i4,1 i3,4  i4,4  i1,3  i3,2  i3,1  i1,1 i4,4  i1,2  i3,3  i2,2  i2,1  i3,1 i2,2  i3,2  i2,3  i1,2  i1,2  i2,1 
Figura 35 Iteració 3 utilitzant la tècnica de la Materialització total 
   
                        
Figura 36 Estat de la pila a la iteració 3 utilitzant la tècnica de la Materialització total 
   Intuïtivament,  un  pot  pensar  que  quantes  més  DL  es  materialitzin,  més acurat  serà  el  valor  llindar  i,  per  tant,  l’algorisme  acabarà  més  ràpid.  Però  no sempre és el cas. El rendiment total de l’algorisme és un equilibri entre el número total  d’ítems  diferents  que  s’han  de  processar  abans  de  trobar  els  top‐k  ítems, anomenat DIP,  i el número d’accessos seqüencials, que resulten de la proliferació de les llistes de desacord. Considerem el cas d’un grup format per tres usuaris. Ens preguntem en quin cas utilitzant dues  llistes de desacord, DL1  i DL2, el rendiment de l’algorisme és pitjor que si només en tenim una, DL1. Si cap dels top ítems de la llista  DL2  està  en  la  sortida  final,  cada  SA  que  es  faci  sobre  DL2  serà  una 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sobrecàrrega addicional que no aportarà res. Això pot ser encara pitjor si els  top ítems de DL1 i DL2 són diferents. En ambdós casos, si DL2 no permet acotar el valor llindar,  el número de SA’s usant DL1  i DL2  serà molt més gran que el número de SA’s on només tenim DL1.    La tècnica que es descriu a continuació, la materialització parcial, planteja la següent qüestió: quines llistes de desacord s’han de materialitzar?    
3.4.4.2 Materialització parcial   Donat  un  conjunt  de  n  usuaris,  materialitzar  totes  les  combinacions         n(n‐1)/2 de  llistes de desacord pot  ser prohibitiu  en aplicacions on el número n d’usuaris és gran o en aplicacions on el número de grups és gran. En aquests casos, és més pràctic materialitzar només un subconjunt petit però efectiu de  llistes de desacord durant el preprocés.   





 Donat  que  és  un  problema  bastant  complex  s’han  proposat  diverses simplificacions  que  faran  que  el  problema  es  pugui  tractar  més  fàcilment. Finalment,  es  demostrarà  q  tot  i  fent  aquestes  simplificacions,  la  solució  que  es proposa al problema és extensible al cas real que estem tractant.  
3.4.4.2.2 Simplificació al problema: llistes simples    Assumim que cada grup d’usuaris G només tindrà exactament dos usuaris i, per tant, el càlcul de la probabilitat de que dos usuaris estiguin en el mateix grup serà  més  fàcil  de  calcular.  A  continuació  es  calcularà  el  subconjunt  M,  que recordem és un subconjunt de S que conté tots els parells d’usuaris que es poden formar.  Una  vegada  que  tenim  M  materialitzem  les  llistes  de  desacord corresponents. Més endavant es demostrarà que aquestes llistes es poden utilitzar per respondre qualsevol consulta de qualsevol altre grup, encara que aquest tingui més de dos usuaris.     Aquesta  assumpció  simplifica  molt  el  càlcul  de  M,  que  es  descriu  a continuació. Recordem que S és el conjunt de tots els parells d’usuaris del sistema. Per cada parell d’usuaris u i v, es materialitza de forma temporal  la seva llista de desacord DL(u,v),  i es calcula el temps d’execució utilitzant la llista: tDL(u,v)({u,v}). A continuació  es  calcula  el  temps d’execució  sense utilitzar  aquesta  llista:  t0((u,v)). Per tant executem l’algorisme top‐k dues vegades, una amb la llista de desacord, i una sense aquesta llista, respectivament2.    Un cop fet això, s’eliminen de S aquells parells d’usuaris {u,v} on tDL(u,v)({u,v} 




                                                           
2  Aquests números s’han obtingut amb un valor de k fixat. Per exemple, en un 





reduir  aquest  cost.  En  quant  al  cost  espacial,  només  es  requereix  m  vegades  el tamany  d’una  llista  de  desacord,  ja  que  quan  estem  examinant  totes  les  parelles d’usuaris,  podem  mantenir  les  llistes  de  desacord  de  només  les  top‐m  parelles d’usuaris actuals més prometedores.    Aquest procediment de materialització de  les  llistes de desacord assumeix que  els  grups  d’usuaris  que  s’han  format  només  contenen dos  usuaris.  Però  una vegada s’han calculat aquestes llistes, per qualsevol grup d’usuaris al qual es vulgui fer una recomanació, independentment del seu tamany, es poden obtenir aquestes llistes  en  temps  d’execució.  Considerem  un  grup  qualsevol  G.  Quan  executem l’algorisme  top‐k  de  recomanació  per  aquest  grup,  utilitzarem  les  llistes  de rellevància ILu (per tot u ∈ G) així com totes les llistes de desacord DL(u,v) (per tot u,v ∈ G) que s’han materialitzat en M durant el preprocés.  
3.4.4.2.3 Evitar examinar tots els parells d’usuaris    En una base de dades gran, és normal  i molt probable que dos usuaris no pertanyin mai al mateix grup. Per tal d’evitar examinar tots els parells d’usuaris del sistema  i,  per  tant,  estalviar  costos  en  el  preprocés,  volem  identificar  només aquells parells d’usuaris que  tenen un mínim de probabilitat de pertànyer en un mateix grup, i només considerar aquestes parelles en l’algorisme anterior.    Si  disposem  d’un  log  de  grups  d’usuaris  que  s’han  format  en  el  passat, llavors  es  pot  analitzar  aquest  log  per  treure  informació  dels  grups  que  s’han format en el passat. Per exemple, considerem G1, ..., Gr un log de r grups d’usuaris. Llavors per qualsevol parell d’usuaris (u,v), es pot calcular:    





3.4.5 Només llistes de rellevància    La última variant és la que només utilitza llistes de rellevància i cap de les llistes de desacord està disponible. Aquesta  tècnica  té  l’avantatge que consumeix menys espai. Tal i com s’ha apuntat abans, el fet q les llistes de desacord no s’hagin materialitzat  no  té  cap  impacte  sobre  la  funció  CalculaValorExacte,  ja  que  les diferències  entre  puntuacions  es  poden  calcular  a  través  de  les  llistes  de rellevància. Tanmateix, té un impacte sobre com es calcula el valor llindar, ja que al no  tenir  aquestes  llistes,  aquest  valor  serà  una mica menys  acurat.  Això  és  així, perquè estem suposant que el desacord entre els usuaris és 0 per cada  ítem que encara  no  s’ha  visitat.  Per  tant,  el  valor  llindar  només  prové  dels  últims  valors llegits a les llistes de rellevància: 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3.4.5.1 Exemple utilitzant només llistes de rellevància   A  continuació  es  mostra  la  primera  iteració  quan  s’aplica  l’estratègia descrita anteriorment:    ILu1  ILu2  ILu3 i1,4  i2,4      i3,3 i3,4  i4,4  i1,3 i4,4  i1,2  i3,3 i2,2  i3,2  i2,3 
Figura 41 Iteració 1 amb l’algorisme que només utilitza llistes de rellevància 
 







  ILu1  ILu2  ILu3 i1,4  i2,4      i3,3 i3,4  i4,4  i1,3 i4,4  i1,2  i3,3 i2,2  i3,2  i2,3 










Figura 44 Estat de la pila en la iteració 5 usant la tècnica Només Llistes de Rellevància  En la següent iteració tornaríem a accedir a l’ítem 1 i donat que ja hem calculat el seu valor i aquest està emmagatzemat a la pila, no es torna a calcular.   ILu1  ILu2  ILu3 i1,4  i2,4  i3,3 i3,4  i4,4  i1,3 i4,4  i1,2  i3,3 i2,2  i3,2  i2,3 
Figura 45 Iteració 6 de la tècnica RO    En la següent iteració visitem l’ítem 4, i igual que passava en el cas anterior, no s’ha de repetir cap càlcul:  ILu1  ILu2  ILu3 i1,4  i2,4  i3,3 i3,4  i4,4  i1,3 i4,4  i1,2  i3,3 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Figura 46 Iteració 7 de la tècnica RO  Finalment, en la següent iteració, el valor llindar calculat és igual al valor del top‐k ítem i, per tant, l’execució de l’algorisme s’atura:   ILu1  ILu2  ILu3 i1,4  i2,4  i3,3 i3,4  i4,4  i1,3 i4,4  i1,2  i3,3 i2,2  i3,2  i2,3 




































 Un cop descrit el nostre algorisme de recomanació per a grups d’usuaris ens preguntem  si  hi  ha  alguna  manera  de  millorar  la  qualitat  de  les  nostres recomanacions. La primera pregunta que ens plantegem és si existeix algun usuari en la base de dades que tingui molt coneixement en un tema en concret i que, per tant,  les  seves  recomanacions  siguin  de  més  qualitat  que  les  recomanacions d’altres usuaris que no siguin  tan entesos. Per exemple, considerem un usuari u1 que ha vist moltes comèdies. Podríem afirmar que aquest usuari és més expert en comèdies que un altre usuari u2 que només n’ha vist una o dues d’aquest gènere. Per tant, és lògic pensar que la recomanació de l’usuari u1 és més fiable que la de l’usuari u2.    D’altra  banda,  també  podríem  pensar  que  hi  ha  usuaris  que  introdueixen soroll  en  la  recomanació.  Per  exemple,  és  normal  trobar  usuaris  en  la  base  de dades que tendeixen a valorar les pel·lícules amb els valors extrems de l’escala de puntuació,  reflectint  que  li  ha  encantat  o  que  ha  odiat  aquella  pel·lícula.  Ens preguntem  si  eliminant  aquests  tipus  d’usuaris  reduiríem  el  soroll  en  el  valor recomanat i, per tant, milloraríem aquest valor.   
4.1 Utilització d’experts  
4.1.1 Introducció    Direm que un  individu es considera expert quan té un coneixement elevat sobre  una  matèria  determinada.  Per  exemple,  si  una  persona  és  aficionada  a  la lectura i ha llegit molts llibres sobre un gènere determinat, posem llibres històrics, podríem considerar a aquesta persona com una experta en llibres històrics.    Alhora  de  fer  recomanacions,  és  lògic  pensar  que  els  experts  ens  poden ajudar alhora de recomanar productes.  Imaginem el cas d’una agència de viatges. Un  client  està  molt  interessat  en  visitar  els  països  d’orient.  Qui  millor  que  una persona que hagi viatjat molt per aquests països per recomanar‐li al client el millor itinerari possible.     Per  tant,  en aquest  capítol  veurem com es poden aplicar els  experts en el nostre  sistema  de  recomanació.  Cal  dir,  però,  que  no  es  mira  la  qualitat  dels experts i que això ho deixem com a treball futur. 





combinant d’alguna manera les seves valoracions en la funció de consens podríem millorar qualitat de la recomanació.   En el nostre cas, considerem que un usuari és expert quan ha valorat molts ítems  semblants  entre  ells.  Per  exemple,  en  el  cas  d’una  base  de  dades  on tinguéssim  videojocs,  un  usuari  que  hagués  valorat  molts  jocs  d’estratègia,  se’l podria  considerar  un  expert  en  aquest  tipus de  jocs  i,  per  tant,  seria  interessant tenir en compte les seves recomanacions en quant a aquests jocs es refereix.     Recordem també que el nostre sistema de recomanació està format per una funció de consens, la qual calcula la recomanació de grup, però també consta d’una recomanació  individual  que  prediu  aquelles  valoracions  que  l’usuari  no  ha proporcionat de forma explícita en la base de dades. Per tant, la recomanació dels experts  la  combinarem  tant  en  la  funció  de  consens  com  en  la  recomanació individual.  
4.1.2.1 Incorporació d’experts en la recomanació individual   En  el  càlcul  de  la  recomanació  individual,  calculem  la  rellevància  que  un ítem  i  té per un usuari u. Aquest  càlcul  fa  la mitjana amb pesos, que  indiquen  la similaritat que hi ha entre els dos usuaris, de  les valoracions que els usuaris més semblants a l’usuari u han fet de l’ítem i. Donat un grup d’usuaris G i un ítem i pel qual s’està calculant la recomanació, es mostra a continuació com s’ha modificat la fórmula per incorporar la recomanació de l’expert:  
 





4.1.2.2 Incorporació d’experts en la funció de consens    D’altra banda, però, volem introduir expertesa en  la  funció de consens. En aquest cas, volem que l’usuari expert es busqui dins del mateix grup d’usuaris. I, de forma similar que en el cas anterior,  incorporem la seva valoració en la funció de consens.  Donat  un  grup  d’usuaris  G  i  un  ítem  i  pel  qual  s’està  calculant  la recomanació, la funció de consens quedaria de la manera següent:    
                      Figura 49 Fórmula incorporant expertesa en la funció de consens    Per tant, la funció de consens és una suma de dos components: d’una banda, la valoració de l’expert i, d’altra banda, el valor de la primera funció de consens que vam implementar. Les constants e1 i e2 representen el pes o la importància que se li vol donar a cadascuna d’aquestes components.     En aquest cas, l’usuari expert no es busca en la base de dades, si no que es busca dins del mateix grup d’usuaris al qual se li està fent la recomanació. Per tant, agafem  aquell  usuari  que  hagi  fet més  valoracions  que  la  resta  de membres  del grup sobre pel·lícules que pertanyen al mateix gènere que l’ítem i.  
4.2 Outliers 





  D’altra banda, segons la mostra donada, els outliers poden ser observacions extremes, que poden  incloure el valor màxim o mínim de  la mostra, depenent de com siguin d’extrems. Tanmateix, però, no sempre el màxim i el mínim han de ser outliers  perquè  poden  no  estar  tant  lluny  de  la  resta  d’observacions.  Per  tant, depenent  de  la  mostra  que  tinguem,  haurem  d’identificar  si  algunes  de  les observacions  són  outliers  o  per  contra  són  observacions  normals  dins  de  la població.  



































































 En aquest capítol s’expliquen els experiments que s’han dut a terme per avaluar els algorismes  del  sistema  recomanador  que  s’ha  descrit  en  el  capítol  anterior. Finalment,  es  comparen  els  nostres  resultats  amb  els  resultats  que  obtenen  en l’article.  
5.1 Introducció    Avaluem  el  nostre  sistema  recomanador  des  de  dos  punts  de  vista.  El primer, des del punt de vista de la qualitat, on s’executaran les diverses tècniques descrites  i  s’avaluarà  la  recomanació  calculant  el  RMSE  (mitjana  dels  errors quadràtics). El segon, des del punt de vista del rendiment de l’algorisme, es porten a terme un conjunt d’experiments que haurien de mostrar que els algorismes que materialitzen  les  llistes  de  desacord  poden  aconseguir  un  acotament millor  que algorismes alternatius.    El prototip s’ha  implementat utilitzant  JDK 1.6. Tots els experiments s’han executat sobre una màquina Intel, Core 2 Duo a 2’4 GHz, 2 GB de memòria, i 160 GB HDD,  i  sistema  operatiu  Leopard  10.5.  Tots  els  números  s’han  obtingut  fent  la mitjana de tres iteracions.    Conjunt de dades: Hem utilitzat la base de dades MovieLens   [9] que conté d’una banda un conjunt d’usuaris i de l’altre un conjunt de pel·lícules. A més a més, en  aquesta  base  de  dades  trobem  les  votacions  que  els  usuaris  han  fet  a  les pel·lícules. A continuació es mostren les estadístiques d’aquesta base de dades.  #usuaris  #pel·lícules  #ratings 71,567  10,681  10,000,054 








5.2 Avaluació de la qualitat de l’algorisme    Per  tal  d’avaluar  la  qualitat  del  nostre  algorisme  de  recomanació, comparem els mètodes que incorporen tant les llistes de rellevància com les llistes de  desacord,  amb  els  mètodes  que  només  tenen  en  compte  les  rellevàncies.  En concret, comparem els quatre mecanismes de recomanació de grup següents:  
• Average  Relevance  Only  (AR):  Només  es  fan  servir  les  llistes  de rellevància  i  la  puntuació  d’un  ítem  es  calcula  com  la  mitjana  de rellevàncies entre els membres del grup. El pes assignat a  les  llistes de desacord és 0. La fórmula utilitzada és la de la figura 40. 
• Least‐Misery  Relevance  Only  (MO):  Només  es  fan  servir  les  llistes  de rellevància i la puntuació d’un ítem es calcula com la  mínima rellevància que han donat els membres del grup sobre aquest ítem. Igual que en el cas anterior, el pes assignat a les llistes de desacord és 0. 
• Consensus  with  Pair‐wise  Disagreement  (RP):  Es  fan  servir  tant  les llistes  de  rellevància  com  les  llistes  de  desacord.  Per  calcular  la puntuació  d’un  ítem  es  fa  servir  la  funció  de  consens  (Fig.  25)  i  és  la suma ponderada de  la mitjana de rellevàncies (Fig. 21) amb la mitjana dels  parells  de  valors  de  desacord  entre  tots  els  parells  d’usuaris  del grup (Fig. 23). 
• Consensus  with  Disagreement  Variance  (RV):  En  aquest  cas  també  es fan  servir  tant  les  llistes  de  rellevància  com  les  llistes  de desacord.  La puntuació d’un ítem es calcula amb la funció de consens (Fig. 25) i és la suma ponderada de la mitjana de rellevàncies (Fig. 21) i la variança dels parells  de  valors  de  desacord  entre  tots  els  parells  d’usuaris  del  grup (Fig. 24).  
5.2.1 Formació dels grups d’usuaris  Per  tal  d’avaluar  la  qualitat  del  nostre  sistema  recomanador  es  fan  els  següents passos:  
Creació dels conjunts de dades  Dos conjunts de pel·lícules:  










 Un cop generats els conjunts de dades que s’utilitzaran per mesurar la qualitat del sistema  recomanador,  es  generen  els  grups  d’usuaris  que  seran  l’entrada  del nostre algorisme. Per tal de formar els grups es consideren dos factors:  
• El tamany del grup: intuïtivament, si incrementem el tamany del grup, serà més  difícil  arribar  a  un  acord  entre  els  membres  del  grup  i,  per  tant,  el número  d’individus  satisfets  amb  la  recomanació  serà  menor.  Hem considerat  dos  tamanys:  un  grup  petit  (3  membres)  i  un  grup  gran  (8 membres). 
• La  cohesió  del  grup:  intuïtivament  es  pot  pensar  que  la  cohesió  del  grup (com  de  similars  són  els  membres  del  grup  en  quant  a  gustos  sobre pel·lícules)  també afectarà a  la recomanació,  ja que si els usuaris del grup tenen  gustos  molt  diferents  serà  més  difícil  satisfer‐los  a  tots.  Hem considerat tres nivells de similaritat: un grup on els membres siguin bastant similars entre ells, un grup on els membres  siguin bastant diferents entre ells i un grup on els membres s’han escollit de forma aleatòria.  Tenint en compte aquests factors, s’han generat tres tipus de grups:   
• Grup similar: els usuaris d’aquest grup han completat el HIT Similar descrit anteriorment,  i  tenen  el  màxim  valor  possible  de  similaritat  entre  ells formant grups del mateix tamany. 
• Grup  diferent:  els  usuaris  d’aquest  grup  han  completat  el HIT  Diferent,  i tenen  el  mínim  valor  possible  de  similaritat  entre  ells  formant  grups  del mateix tamany. 
• Grup  random:  està  format  per  usuaris  escollits  aleatòriament  dels  dos grups3. 
                                                           
3 En l’article, per tal d’avaluar la qualitat del recomanador, es fa servir una verificació 
humana mitjançant usuaris reals amb la plataforma Amazon Mechanical Turk [11]. És 
un portal creat per Amazon i dirigit als programadors i investigadors i serveix per 



















 A  continuació  es  presenten  les  gràfiques  on  es  comparen  els  resultats  obtinguts aplicant els quatre algorismes de recomanació descrits anteriorment: AR, MO, RP on RP80 i RP20 vol dir que el pes que li hem donat al segon component de la funció de consens, el valor de desacord, és del 80%  i del 20% respectivament;  i RV   on RV80 i RV20 vol dir que el pes que li hem donat al segon component de la funció de consens, el valor de desacord, és del 80% i del 20% respectivament. Recordem que el que estem comparant són els valors de RMSE, per tant, quant més a prop de 0 estigui  el  valor,  vol  dir  que  hi  ha menys  error  i,  per  tant,  que  la  recomanació  és millor:  
                                                           
4 En l’article, l’avaluació dels resultats la porten a terme usuaris reals i només sobre les 
10 millors pel·lícules. En aquest cas, aquests usuaris comparen la puntuació que van 
donar els usuaris d’un dels dos HITs (anomenat context) amb el valor recomanat. És a 
dir, els nous usuaris han de decidir si consideren que l’ítem recomanat és una 
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hi  hagi  al  grup.  D’altra  banda  també  es  pot  observar  que  les  llistes  de  desacord també semblen ser més efectives quan els usuaris són diferents entre ells que quan són semblants (Figura 56). Sembla lògic pensar que tenir en compte les diferències entre usuaris serà més efectiu quan els usuaris són diferents entre ells que quan són semblants, doncs si són semblants calcular el promig de les seves puntuacions reflectirà millor les seves preferències. 
 
5.2.4 Comparació 
 A continuació es presenten els resultats obtinguts en l’article:  cal recordar que en el cas de l’article, la qualitat es mesura de forma diferent a com fem nosaltres i que són  unes  mesures  “subjectives”,  en  el  sentit  que  són  persones  reals  els  que determinen si la recomanació és bona o no respecte de les puntuacions inicials que van donar els usuaris del grup. És a dir, donat un grup d’usuaris G, si un usuari u1 ∈ G va valorar l’ítem i1 amb un 2 i se li està recomanant, la persona que està valorant les recomanacions podria dir que i1 no és una bona recomanació per a u1, doncs la puntuació que u1 ha donat a  i1 és baixa. Per  tant, en aquest cas,  com més a prop estiguin les barres a 1 millor serà la qualitat de la recomanació. 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és així perquè donat que hi ha molta diferència entre les puntuacions dels usuaris del grup, un algorisme que té en compte aquestes diferències, trobarà un conjunt de ítems que pugui satisfer a tots els usuaris.    Per  tant,  aquí  els  resultats  no  coincideixen  gaire  ja  que  en  el  nostre  cas, quan els usuaris són similars, l’estratègia del Least Misery és la que funciona pitjor, mentre  que  en  l’article  és  la  que  funciona millor.  En  el  cas  dels  grups  d’usuaris diferents, en l’article l’estratègia que funciona millor és el RV80 mentre que en el cas d’aquest projecte és el RP80 o el que no utilitza llistes de rellevància.    D’altra banda, no és del tot estrany que els resultats no coincideixin ja que estem  aplicant  un  mètode  d’avaluació  diferent  al  que  s’aplica  en  l’article.  La validació manual té l’avantatge que són persones reals les que s’estan utilitzant per fer les valoracions i, per tant, la seva avaluació és més exacte. D’altra banda, s’ha de tenir molta cura de com s’escullen aquests individus i de com estan fent aquestes valoracions,  ja  que  ens  podem  trobar  amb  individus  on  les  seves  valoracions  no siguin  gaire  bones.  Per  exemple,  podem  tenir  el  cas  d’un  individu  que  doni  per dolentes  les  recomanacions que no  tinguin  la mateixa puntuació que  l’usuari del grup  va  donar  a  l’ítem,  fet  que  no  seria  correcte  doncs  potser  ambdues puntuacions són molt properes entre elles encara que no siguin exactes.   
5.3 Avaluació de la performance    En  aquesta  secció,  analitzem  el  comportament  dels  tres  algorismes  de recomanació de grup: Només amb Llistes de Rellevància (RO), Materialització Total (FM), i Materialització Parcial (PM) explicats a la secció 3.4.4. Tots tres algorismes donen  les  mateixes  recomanacions  i  la  diferència  està  en  com  calculen  el  valor llindar  (FM  i  PM utilitzaran  llistes  de  desacord mentre  que  el  RO  només  utilitza llistes  de  rellevància).  Estan  basats  en  els  algorismes  llindar  tipus  top‐k,  el  qual processa  les  llistes  i  s’atura quan el valor  llindar  indica que  ja no es pot millorar més  la  qualitat  de  l’algorisme.  El  cost  de  l’algorisme  es mesura  a  través  de  dos factors:  el  número  d’accessos  seqüencials,  que  correspon  amb  el  número  de vegades que  fem  la crida a Següent() durant  l’escanejat a cada  llista,  i  el número d’accessos  random, que  correspon al número de  crides que  fem a  cada  llista per recuperar  el  valor  d’un  ítem.  Durant  el  procés,  utilitzem  una  pila  que  només guardarà els top k ítems. Per tant, el número d’accessos random és proporcional al número d’accessos seqüencials, ja que cada vegada que trobem un ítem que no està guardat  a  la  pila  dels  top  k  haurem  de  fer  accessos  random  a  cadascuna  de  les llistes per trobar les puntuacions de l’ítem que estem recomanant.  
5.3.1 Formació dels grups d’usuaris 
 








   En  aquesta  secció  es  reprodueixen  els  experiments  que  es  van  portar  a terme en  l’article per  tal d’avaluar  i  comparar el  rendiment de  les  tres  tècniques implementades. Els experiments que s’han fet són els següents:  
• Estudi  del  comportament  dels  algorismes  quan  variem  la  similaritat  dels grups d’usuaris.  Intuïtivament,  com més diferents  siguin  els  usuaris  entre ells, més difícil serà arribar a un consens i, per tant, pitjor serà el rendiment dels  algorismes.  D’altra  banda,  si  l’algorisme  utilitza  llistes  de  desacord, seria  lògic  pensar  que  el  seu  rendiment  seria millor  que  en  el  cas  que no s’utilitzin, doncs el valor llindar és més acotat en el primer cas.  
• Estudi del comportament dels algorismes quan es varia el número de ítems a  recomanar.  En  aquest  cas,  quants més  ítems  s’hagin de  recomanar, més accessos haurem de fer a les llistes i, per tant, pitjor serà el rendiment.  
• Estudi del comportament dels algorismes quan es varia la mida dels grups. Aquí és lògic pensar que quants més individus hi hagi en el grup, més difícil serà arribar a un consens entre ells i, per tant, pitjor aniran els algorismes. 
• Estudi  del  comportament  de  la  Materialització  Parcial  quan  es  varien  el número  de  llistes  materialitzades.  En  aquest  cas,  es  podria  pensar  que quantes més llistes es materialitzin millor serà el rendiment de l’algorisme.    
5.3.2.1 Variant la similaritat dels grups    En la figura que es mostra a continuació es pot observar el comportament del  RO,  FM  i  PM  amb  diferents  similaritats  dels  grups  d’usuaris.  L’eficiència  de l’algorisme  s’ha mesurat  en  accessos  seqüencials,  és  a  dir,  el  número  d’accessos que l’algorisme ha hagut de fer a les llistes fons arribar al valor llindar. El tamany del grup s’ha fixat a 5  i el número de  ítems recomanats és 10. En quant al PM, el número de llistes materialitzades és 3.   
  
Figura 64 Resultats performance variant la similaritat 





haurien d’aturar abans l’algorisme, és falsa. D’altra banda, observem que com més similars siguin els grups d’usuaris, menys accessos seqüencials es fan. Això és així, perquè si els usuaris dels grups són més semblants entre ells és més fàcil i per tant més  ràpid,  trobar  un  ítem  que  satisfaci  el màxim  possible  a  tots  els  usuaris  del grup.  
 
Figura 65 Resultats performance de l’article variant la similaritat    Observem  que  en  el  cas  de  l’article  els  algorismes  que  utilitzen  llistes  de desacord  funcionen  molt  millor  que  l’algorisme  que  només  utilitza  llistes  de rellevància quan tenim grups on els usuaris són diferents entre ells.   
5.3.2.2 Variant el número de ítems recomanats (k)    En  la  figura  següent  es  mostra  el  comportament  del  RO,  FM  i  PM  quan variem el número de ítems recomanats que denotem amb la lletra k. El tamany del grup s’ha fixat a 5 i la similaritat del grup és 0.5. L’algorisme PM utilitza tres llistes per k = 5, 10 i cinc llistes per k = 30.     
  
Figura 66 Resultats performance variant la k 
 






Figura 67 Resultats performance de l’article variant la k 
   En la figura 67 es mostren els resultats de l’article que coincideixen amb el nostres, doncs també observem que a mesura que el número de ítems augmenta, el número d’accessos a les llistes també augmenta. 
5.3.2.3 Variant la mida del grup    En  aquest  apartat  examinem  l’efecte  quan  variem  el  tamany  del  grup d’usuaris. La similaritat del grup és de 0.5 i el número de ítems recomanats és de 10. En quant al PM, el número de llistes materialitzades és tres.   
 
Figura 68 Resultats performance variant el tamany del grup 
 
 Tal i com esperàvem a mesura que el número d’usuaris del grup augmenta, el  número d’accessos  a  les  llistes  també  augmenta. També  cal  notar que quan  el grup  d’usuaris  és  petit,  el  comportament  dels  tres  algorismes  és  semblant.  En canvi, quan el número d’usuaris al grup és gran, l’algorisme que materialitza totes les  llistes de desacord  funciona molt pitjor que els  altres. Per  tant,  sembla que a mesura  que  el  número  d’usuaris  al  grup  augmenta,  materialitzar  les  llistes  de desacord perd eficàcia.   
 









  En aquest apartat estudiem  l’impacte de materialitzar un número diferent de  llistes  de  desacord  (DLs).    El  tamany  del  grup  ha  estat  fixat  a  5  i  la  seva similaritat a 0.5.   
 
Figura 70 Resultats performance variant el número de llistes de desacord 
   Tal i com esperàvem en vista dels resultats anteriors, quantes més llistes de desacord  materialitzem,  més  accessos  l’algorisme  ha  de  fer  fins  trobar  el  valor òptim.   
 
Figura 71 Resultats performance de l’article variant el número de llistes de desacord 
 





que es visiten abans d’arribar a l’òptim, es manté gairebé constant, mentre que en el  nostre  cas  va  augmentant  a  mesura  que  augmenten  el  número  de  llistes  de desacord materialitzades. 
 







         Figura 72 Taula que mostra les similaritats del grups formats per avaluar expertesa   Observem  que  en  el  cas  dels  usuaris  escollits  de  forma  aleatòria  no comparteixen gairebé cap pel·lícula  i per aquest motiu  la seva similaritat és molt baixa.     Avaluem la qualitat de cadascun dels tres mecanismes d’expertesa que hem implementat comparant‐los amb els resultats de qualitat que obtenim amb aquests mateixos grups d’usuaris aplicant  l’algorisme de recomanació de grup amb llistes de rellevància i de desacord, i fixant els pesos a 0.5 i 0.5, és a dir, donem la mateixa importància tant a les llistes de rellevància com a les llistes de desacord. 
5.4.1 Resultats  
 Per  tal  d’avaluar  l’aplicació  d’experts  en  el  nostre  sistema  de  recomanació  s’han portat a terme dos grups d’experiments:  
• Experiments  amb  un  expert  global:  l’expert  es  busca  en  tota  la  base  de dades  i  s’utilitza  la  fórmula  de  la  figura  48  alhora  de  predir  puntuacions individuals. La fórmula de consens resta igual (Fig. 25). S’apliquen diferents pesos a la recomanació de l’expert, en concret del 60%, 70% i 80%. 






5.4.1.1 Expert global    En  aquest  apartat  avaluem  la  qualitat  quan  millorem  la  qualitat  de  la recomanació  individual  (que  s’utilitza quan s’han de predir aquelles puntuacions que  l’usuari  no  ha  donat  explícitament)  introduint  expertesa  en  l’algorisme col·laboratiu que prediu  les recomanacions  individuals. Apliquem la recomanació sobre els diferents grups d’usuaris que hem generat i comparem els resultats amb l’algorisme  inicial:  la  funció  de  consens  (Fig.  52)  sense  aplicar  cap  expert  i  que utilitza tant  les  llistes de rellevància com les  llistes de desacord. En tots els casos s’han materialitzat  totes  les  llistes  de  desacord.  Les  barres  de  color  blau  són  els resultats aplicant l’expert i  les de color vermell són els resultats amb la funció de consens de la Figura 52.  Pes de l’expert = 60%  
  
  Figura 73 Qualitat aplicant Expert Individual  Figura 74 Qualitat aplicant Expert Individual 
        amb un 60% a un grup d’usuaris petit       amb un 60% a un grup d’usuaris mitjà  Pes de l’expert = 70%  
  
Figura 75 Qualitat aplicant Expert Individual   Figura 76 Qualitat aplicant Expert Individual          







  Figura 77 Qualitat aplicant Expert Individual  Figura 78 Qualitat aplicant Expert Individual 
         amb un 80% a un grup d’usuaris petit      amb un 80% a un grup d’usuaris mitjà    Observem que la qualitat es manté gairebé igual quan tenim grups petits de similaritat 0.3  i 0.7. El mateix passa quan tenim grups mitjans on els usuaris són diferents. En canvi, quan tenim grup d’usuaris mitjans on els usuaris tenen gustos semblants,  l’expert  individual  empitjora  la  qualitat  de  la  recomanació.  En  canvi, quan  tenim  grups  d’usuaris  que  gairebé  no  comparteixen  pel·lícules,  l’ús  de l’expert  individual millora  la  qualitat  de  la  recomanació.  Una  possible  explicació seria que en aquests grups, gairebé  totes  les puntuacions s’estan predient, donat que  gairebé  no  tenen  pel·lícules  en  comú.  Com  que  estem  millorant  aquestes prediccions  i  donat  que  n’estem  fem moltes,  la  qualitat  de  les  recomanacions  al grup  milloren.  En  els  altres  casos,  com  que  es  comparteixen  gairebé  totes  les pel·lícules, la millora de la predicció individual gairebé no influeix en la qualitat de la recomanació.   
5.4.1.2 Expert grup   En  aquest  apartat  avaluem  la  qualitat  de  la  recomanació  quan  introduïm expertesa en la funció de consens. A diferència de l’apartat anterior, l’expert no es busca entre  tots els usuaris de  la base de dades sinó que es busca al més expert entre els membres del grup. A més a més, es dóna més o menys importància a  la seva recomanació mitjançant pesos. Apliquem  la recomanació sobre els diferents grups d’usuaris que hem generat i comparem els resultats amb l’algorisme inicial: la  funció de consens de la Figura 52 materialitzant tant  llistes de rellevància com llistes  de  desacord.  En  tots  els  casos  s’han  materialitzat  totes  les  llistes  de desacord. Les barres de color blau són els resultats aplicant l’expert i les de color vermell són els resultats amb la funció de consens de la Figura 52.  Pes de l’expert = 60%  
 
   Figura 79 Qualitat aplicant Expert de Grup  Figura 80 Qualitat aplicant Expert de Grup 







    Figura 81 Qualitat aplicant Expert de Grup  Figura 82 Qualitat aplicant Expert de Grup 
           amb un 70% a grup d’usuaris petit         amb un 70% a grup d’usuaris mitjà  Pes de l’expert = 80%  
 
   Figura 83 Qualitat aplicant Expert de Grup   Figura 84 Qualitat aplicant Expert de Grup 









    Figura 85 Qualitat aplicant IE vs GE amb    Figura 86 Qualitat aplicant IE vs GE amb  
             un 60% a un grup d’usuaris petit                         un 60% a un grup d’usuaris mitjà  Pes de l’expert = 70%  
  
    Figura 87 Qualitat aplicant IE vs GE amb    Figura 88 Qualitat aplicant IE vs GE amb  
             un 70% a un grup d’usuaris petit                          un 70% a un grup d’usuaris mitjà  Pes de l’expert = 80%  
  
    Figura 89 Qualitat aplicant IE vs GE amb    Figura 90 Qualitat aplicant IE vs GE amb  







  En  aquest  cas,  eliminem  el  5%  d’usuaris  considerats  outliers  del  grup eliminant  així  el  soroll  que  podria  “embrutar”  les  recomanacions  generades. Apliquem  la  funció  de  consens  de  la  Figura  52  materialitzant  tant  llistes  de rellevància com totes les llistes de desacord. Comparem els resultats que s’obtenen quan només es  tenen en  compte  les puntuacions dels usuaris que no  són outlier amb  els  resultats  que  s’obtenen  aplicant  el  mateix  algorisme  de  recomanació considerant les puntuacions de tots els membres del grup. 
 
 
Figura 91 Qualitat eliminant el 5% d’outliers 
 
  Tal i com es pot observar en la gràfica, l’eliminació d’usuaris outlier només millora la qualitat de la recomanació quan tenim grups d’usuaris escollits de forma aleatòria. Això pot ser degut a que quan escollim els usuaris de forma aleatòria pot haver molta dispersitat en les puntuacions: usuaris que tendeixen a puntuar molt alt, o a puntuar molt baix o utilitzant els extrems de l’escala. Eliminant els usuaris que  són  outliers  es  resol  aquest  problema  i  s’elimina  el  soroll  que  aquest  tipus d’usuaris pot introduir alhora de fer les recomanacions de grup.  
5.5 Conclusions 
 Un cop realitzats tots els experiments es poden extreure les següents conclusions:  
• En  quan  a  qualitat  de  l’algorisme  es  refereix,  el  AR  i  el  RP80  són  els  que donen les recomanacions amb més qualitat. D’altra banda, el Least­Misey és l’algorisme  que  pitjor  recomanacions  genera.  A  més  més,  també  s’ha observat  que  la materialització  de  les  llistes  de  desacord  és més  efectiva quan es tenen grups amb molts usuaris i quan es tenen grups on els usuaris són diferents entre ells.  
• D’altra banda, també s’ha observat que quan la qualitat es mesura fent ús de la  variança  dins  del  grup  produeix mesures  diferents  a  les  que  s’obtenen quan s’utilitza la percepció humana.  





comportament  és  semblant  a  l’algorisme  que  només  utilitza  llistes  de rellevància  (RO)  quan  els  grups  d’usuaris  són  petits,    a  mesura  que incrementem el  tamany d’aquests  grups,  el  rendiment  del  FM  cau. D’altra banda observem que en alguns casos el rendiment del PM és força semblant al del RO i que en algun cas  funciona millor. Per tant, sembla que  l’elecció d’algunes llistes de desacord millora el rendiment de l’algorisme. A mesura que  la  similaritat  entre  els  usuaris  del  grup  augmenta,  els  algorismes  són més eficients. Això és degut a que quant més similars siguin els usuaris del grup més fàcil serà generar  la recomanació. Quan incrementem el número de ítems a recomanar, més accessos han de fer els algorismes degut a que han  de  buscar més  ítems  per  recomanar;  i  quants més membres  al  grup tinguem,  més  accessos  han  de  fer  els  algorismes,  ja  que  serà  més  difícil arribar  a  un  consens  entre  ells.  Finalment,  en  quant  a  la  materialització parcial, quantes més llistes de desacord es materialitzin menys eficient serà l’algorisme donat  que,  com  ja  hem dit  abans,  quantes més  llistes  tinguem més accessos farà l’algorisme.  























 Un cop vist el disseny dels algorismes, com funcionen i les proves que cal fer per tal d’avaluar‐lo,  el  següent  objectiu  és  fer  una  planificació  i  estimació  del  cost  que suposaria  dur  a  terme  aquest  projecte.  L’objectiu  d’aquest  capítol  és  oferir  una visió  de  la  planificació  de  les  tasques  del  projecte  dins  d’un  marc  temporal  i estimar el cost, el més aproximat possible, del mateix.  
6.1 Planificació del projecte    En  aquesta  secció  es  presenta  la  planificació  del  projecte,  definint  les tasques que s’han de dur a terme, quina duració tenen i quins recursos se’ls hi ha d’assignar. Això és necessari per tal d’estimar el cost i  la viabilitat del projecte,  ja que  aquesta  planificació  es  presentarà  al  client  qui  finalment  haurà  de  donar  el vist‐i‐plau.    D’altra  banda,  aquesta  planificació  no  és  estàtica,  és  a  dir,  s’estima  una planificació inicial, tanmateix aquesta planificació anirà canviant durant la vida del projecte,  doncs,  s’ha  d’anar  adaptant  a  les  desviacions  comeses  durant  el  decurs del projecte, per exemple, per falta de recursos, imprevistos, etc. Tanmateix,  no és l’objectiu d’aquest capítol mostrar les modificacions que es van haver de fer en la planificació  inicial  i  només  es  mostra  la  planificació  final,  un  cop  finalitzat  el projecte.     També  cal  destacar  que  algunes  de  les  tasques  descrites  es  realitzen  en seqüència o en paral·lel segons les seves dependències.  











6.2 Costos del projecte    L’objectiu d’aquest apartat és  fer una estimació econòmica del projecte. Al iniciar el projecte, un cop fet el diagrama de Gantt, i per tant, definides les tasques que  cal  realitzar,  s’han  d’assignar  els  recursos  que  caldrà  per  a  dur  a  terme cadascuna  d’aquestes  tasques.  Això  ens  permetrà  fer‐nos  una  idea  del  cost econòmic que tindrà el projecte i dels recursos  necessaris per a dur‐lo a terme.    Tal i com s’ha dit en l’apartat anterior,  la planificació inicial anirà canviant durant tota la vida del projecte, i això també farà que el pressupost inicial estimat canviï. Per tant, és important fer una aproximació abans de començar al projecte, i un cop finalitzat, calcular el cost total.    Per tal de dur a terme aquest càlcul, cal distingir entre dos tipus de costos: els  costos  personals,  que  corresponen  amb  els  costos  associats  als  recursos humans que s’encarreguen de dur a terme totes les fases del projecte, i els costos materials, que són les eines necessàries per dur a terme aquestes tasques.  
6.2.1 Recursos humans    El lloc on es destinen més recursos econòmics és el de personal. En aquest cas,  com  es  tracta  d’un  projecte  de  final  de  carrera,  no  disposem  d’un  equip especialitzat  en  cadascuna  de  les  tasques,  si  no  que  és  el  propi  projectista  qui s’encarrega de desenvolupar totes elles, amb l’ajuda, per descomptat, del Director del projecte el qual dirigeix i ofereix suport a la seva realització.    Per  tal  d’oferir  una  estimació  dels  costos  que  es  destinarien  als  recursos humans  més  realista  possible  es  simularà  un  conjunt  de  personal  que s’encarregarà de dur a terme les tasques que s’han definit en el diagrama de Gantt.    En  el  desenvolupament  de  qualsevol  projecte  informàtic  intervenen bàsicament els següents rols: cap de projecte, analista, dissenyador i programador. Segons les seves competències, cadascú s’encarregarà d’una part del projecte.    Per tal de simplificar l’assignació de recursos, es suposa que el rol de cap de projecte  l’assumeix  l’analista.  L’analista,  per  tant,  s’encarregarà  tant  de  la  part d'anàlisi  com de  la part d’especificació de requisits. El dissenyador s’encarregarà de la part de disseny del software i el programador s’encarrega de codificar‐lo. En la següent taula es mostren les tarifes de cadascun dels rols:  
Nom del recurs  Tarifa Analista  35€/hora Dissenyador  30€/hora Programador  18€/hora 





que ha  tingut el nostre projecte. A  continuació es mostra una  taula en  la qual  es poden veure per cada tasca definida anteriorment, el recurs assignat i el cost que suposa aquesta assignació:   
Nom de la tasca  Recurs personal  Duració de la 
tasca 










Dissenyador Gestions per lectura PFC       Impressió memòria       
COST TOTAL    1155  29966,5 € 
Figura 94 Taula de costos per cada tasca del projecte  Per tant, el cost total del projecte que es dedica a personal és de 43.718,5 euros i el número d’hores total dedicades a la realització de totes les seves fases és de 1.736 hores.  





























































   Aquest  capítol  té  per  objectiu  extreure  les  conclusions  finals  que  s’han obtingut  un  cop  realitzat  el  projecte.  D’altra  banda,  també  proposem  cap  a  on podria  continuar  la  recerca  en  un  futur.  Finalment,  es  fa  una  comparativa  dels objectius  que  ens  vam  proposar  a  l’inici  del  projecte  i  d’aquests  objectius  quins s’han complert i es fa una valoració personal sobre la realització d’aquest projecte final de carrera.  
7.1 Conclusions 
   El número d’usuaris que es connecten a Internet augmenta dia a dia i degut a això, són moltes les empreses que aposten cada dia més per utilitzar la xarxa per atraure  a  possibles  compradors.  Recentment,  l’aparició  de  les  xarxes  socials  ha provocat que l’usuari que es connecta a la web ja no es vegi com a un únic individu si  no  com  a  un  component  social  que  pertany  a  una  societat.  Com  a  membre d’aquesta societat no només és interessant recomanar productes a aquest individu, si  no  que  també  és  interessant  fer  recomanacions  al  grup  d’individus  al  qual pertany. Un exemple interessant és l’eina que ofereixen moltes xarxes socials com ara Facebook que permet crear grups d’usuaris. Si un individu pertany a un grup, on els altres membres d’aquest grup són companys de l’equip de futbol, potser és interessant  recomanar  productes  relacionats  amb  aquest  esport  que  podrien interessar a tots els membres del grup.    L’objectiu  d’aquest  projecte  és  investigar  de  quina  manera  els recomanadors individuals es poden combinar per tal de dissenyar un recomanador per a grups d’usuaris. Finalment, hem implementat un sistema que es va presentar en  un  article  enviat  a  la  conferència Very  Large  Databases  que  complia  amb  els nostres objectius.     D’altra  banda,  hem  aplicat  aquest  recomanador  sobre  una  base  de  dades emmagatzemada en forma de graf amb la tecnologia DEX. Aquesta tecnologia ens ha permès fer consultes d’una manera fàcil i eficient. D’altra banda, el fet de poder emmagatzemar  la  base  de  dades  en  forma  de  graf  ens  ha  permès  explotar  la informació  que  això  ens  proporciona:  relacions  entre  usuaris,  relacions  entre ítems, etc. per tal de dissenyar algunes tècniques per millorar la qualitat del nostre recomanador.      















Objectiu  assolit.  Per  tal  de  poder  implementar  un  algorisme  de recomanació dirigit a grups d’usuaris era imprescindible fer un estudi previ dels algorismes de recomanació individual que es fan servir en l’actualitat. 
 
 
• Implementar  l’algorisme  de  recomanació  descrit  en  l’article  Group 
Recommendation: Semantics and Efficiency usant la tecnologia DEX: 
o Implementar el sistema. 
o Reproduir els entorns experimentals pels experiments d’avaluació  i rendiment.  
Objectiu  assolit.  Un  cop  estudiats  els  algorismes  de  recomanació  més importants,  es  va  decidir  reproduir  i  implementar  l’algorisme  de recomanació  de  grup  de  l’article  Group  Recommendation:  Semantics  and 








• Estudiar maneres  de millorar  la  qualitat  de  les  recomanacions  del  nostre sistema: 
o Estudiar  com  es  poden  aplicar  experts  en  el  nostre  sistema  de recomanació. 








o Escriure un document ben estructurat,  clar  i  concís de  la  feina que s’ha dut a terme. 
o Fer  una  presentació  ben  estructurada  i  entenedora  sobre  aquest projecte. 
 









  D’altra banda, seria interessant profunditzar en el tema dels usuaris experts i outliers. Seria interessant estudiar la qualitat dels usuaris que estem prenent com a  experts  i  buscar  altres maneres  de  buscar‐los.  També  seria  interessant  buscar altres  maneres  de  combinar  les  recomanacions  de  l’usuari  expert  amb  la recomanació  de  grup.  Respecte  de  la  recomanació  individual  que  serveix  per predir  les  puntuacions  que  l’usuari  no  ens  ha  donat  de  forma  explícita,  seria interessant  estudiar  altres  maneres  de  millorar  aquesta  recomanació  i  veure  si millorant‐la es millora també la recomanació de grup.    Finalment,  aquí no s’han  tingut en compte  les dades  relacionades amb els usuaris,  com poden  ser  el  gènere,  la  ciutat  d’origen o  l’edat.  Es podrien portar  a terme un seguit d’experiments on s’explotés aquesta informació i de quina manera pot influir en les recomanacions. Per exemple, és ben sabut que a les dones els hi agrada  més  el  gènere  romàntic  i  que,  en  general,  els  homes  prefereixen  les pel·lícules bèl·liques.  
7.4 Valoració personal 
 









Tecnologia DEX    L’objectiu d’aquest apartat és donar una visió general de què es DEX, com funciona  i  perquè  hem  pres  la  decisió  d’utilitzar  aquesta  tecnologia  en  aquest projecte.  
Context    DEX   [7]  és una  llibreria que permet manipular grafs o xarxes molt grans. Permet emmagatzemar multi grafs etiquetats, amb atributs i arestes dirigides. DEX està  basat  en  un model  de  base  de  dades  en  forma  de  graf  que  bàsicament  està caracteritzat  per  tres  propietats:  les  estructures  de  dades  són  grafs  o  qualsevol altra  estructura  similar  a  un  graf;  la manipulació  de  dades  i  les  consultes  estan basades en operacions orientades a graf;  i  existeixen  restriccions en el model de dades  per  tal  garantir  la  integritat  de  les  dades  i  de  les  seves  relacions.  DEX compleix aquestes condicions doncs  la seva representació del model de dades és en forma de graf.     
Model de graf         L’estructura de dades de DEX és bàsicament un multi graf dirigit etiquetat i amb  atributs:  G  =  {T,N,E}  on  T  és  la  col·lecció  d’etiquetes,  N  és  la  col·lecció  de nodes i E és  la col·lecció d’arestes dirigides. Un graf etiquetat té una etiqueta per cada node i aresta  i  indica el  tipus de  l’objecte. Un graf dirigit  té totes  les arestes amb una  direcció  determinada,  des  de  la  cua  o  node  d’origen  fins  el  cap  o  node destí. Un graf amb atributs permet tenir una llista d’atributs per cada node o aresta on un atribut és un valor associat a un nom. Finalment, un multi graf permet tenir més d’una aresta entre dos nodes.     Una  etiqueta  t  ∈  T,  t  =  {nomTipus,  A}  té  un  únic  nom  nomTipus  i  una col·lecció d’atributs, on cada atribut a Î A, a = {nomAtribut, domini} té un únic nom 






Representació de les dades    DEX tracta dos tipus de grafs: el DbGraph, que conté  l’esquema i  les dades que  s’han  extret  d’una  font  de  dades  externa  i  les  emmagatzema  de  forma persistent;  i  el RGraph, que  s’obté  com  a  resultat  d’una  consulta  a  DEX  i  que  es guarda  de  forma  temporal.  La  informació  que  conté  el  DbGraph  s’utilitza  com  a font de dades per resoldre les consultes a DEX que retornen un o més RGraphs.     El  DbGraph  conté  dos  subgrafs:  l’esquema,  que  conté  meta  dades  de  les fonts de dades, i el subgraf de dades, que conté les dades que s’han carregat de la font de dades tal  i com s’ha definit en l’esquema. Els dos grafs estan connectats a través  d’arestes  entre  les  definicions  de  les  entitats  de  l’esquema  i  les  seves instàncies en el subgraf de dades. L’esquema conté els següents tipus de nodes:  
• Font de dades:  conté  informació  relativa a  la  font de dades  i  el  seu tipus  (ODBC,  CSV,  XML,  WEB,  etc.).  Està  connectat  amb  un  o  més conjunt de dades.  
• Conjunt de dades:  és  la definició d’una entitat o  col·lecció d’unitats de dades  (files,  elements XML, pàgines HTML,  etc).  Està definit per un o més atributs.  
• Atribut:  és  una  característica  o  propietat  d’un  conjunt  de  dades (correspondria a una columna, atribut xml, etc). Conté un nom i un tipus i pot pertànyer a una o més relacions. 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ABSTRACT
We study the problem of group recommendation. Recom-
mendation is an important information exploration paradigm
that retrieves interesting items for users based on their pro-
files and past activities. Single user recommendation has
received significant attention in the past due to its extensive
use in Amazon and Netflix. How to recommend to a group
of users who may or may not share similar tastes, however,
is still an open problem. The need for group recommenda-
tion arises in many scenarios: a movie for friends to watch
together, a travel destination for a family to spend a holiday
break, and a good restaurant for colleagues to have a work-
ing lunch. Intuitively, items that are ideal for recommenda-
tion to a group may be quite different from those for indi-
vidual members. In this paper, we analyze the desiderata of
group recommendation and propose a formal semantics that
accounts for both item relevance to a group and disagree-
ments among group members. We design and implement al-
gorithms for efficiently computing group recommendations.
We evaluate our group recommendation method through a
comprehensive user study conducted on Amazon Mechani-
cal Turk and demonstrate that incorporating disagreements
is critical to the effectiveness of group recommendation. We
further evaluate the efficiency and scalability of our algo-
rithms on the MovieLens data set with 10M ratings.
1. INTRODUCTION
The social component of people’s activities on the Web
has seen unprecedented growth lately. In addition to social
networking sites like Facebook, content sites such as Ya-
hoo! Travel, which have traditionally focused on managing
content only, are beginning to encourage people to form so-
cial ties and share content. While there has been a recent
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der grants 0845644 and 0812601, unrestricted gifts from Mi-
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trend in developing techniques for finding relevant content
on social content sites [3], very little has been done to help
socially acquainted individuals find content of interest to all
of them together. We refer to this as the group recommen-
dation problem and study how to effectively and efficiently
find such recommendations in this paper.
Defined simply as a set of users, a user group can be
formed on a recurring basis, e.g., friends who meet regularly
for dinner, or on an ephemeral basis, e.g., random users
getting together for a weekend climbing trip organized by
their sports club. Regardless how the group is formed, rec-
ommending to the group presents two major challenges in
comparison to individual user recommendations [9, 11].
The first challenge is how to define the semantics of group
recommendation. In individual user recommendation, the
usual goal is to retrieve items with the highest scores, also
referred to as relevance or user’s expected rating, computed
by a given recommendation strategy. For example, a system
such as Netflix recommends movies which are more likely
to be rented by a user by finding those with the highest
expected rating by that user. In group recommendation,
however, an item may have different relevances to different
group members and this disagreement among members must
be resolved. Indeed, despite being friends, people may not
share the same tastes for all movies. The same observa-
tion can be made for colleagues going to a working lunch or
family members traveling together.
Existing methods have focused mostly on aggregating in-
dividual group members’ relevances to produce recommen-
dations to a group [9]. In particular, those methods can be
classified into two approaches: preference aggregation, which
aggregates group members’ prior ratings into a single vir-
tual user profile and makes recommendations to that user;
score aggregation, which computes each member’s individual
recommendations and merges them to produce a single list
for the group, where the score of each item is aggregated
from individual recommendations. The score aggregation
approach typically offers better flexibility [9, 13] and more
opportunities for efficiency improvement and is therefore the
approach we take in this paper.
Two main score aggregation functions have been proposed
thus far: average and least misery. Strategies incorporating
the former aim to maximize the average of group members’
scores for an item, while strategies incorporating the lat-
ter aim at maximizing the lowest score among all group
members. However, neither models the resolution of dis-
agreement among users in a formal way. Intuitively, in the
movie domain, taking the average of expected ratings for a
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movie may result in a high score for movies which are highly
liked by some group members and highly disliked by others.
Similarly, optimizing for the lowest projected rating would
miss a movie which is expected to be liked by every group
member except one.
In this paper, we formalize group disagreement by mak-
ing it an integral part of group recommendation semantics
and study the various ways it can be resolved. Specifically,
we introduce the notion of consensus function, which con-
sists of two components, relevance and disagreement, and,
for each candidate item, produce a single recommendation
score that is a weighted summation of the two component
scores. Relevance is modeled in a way which captures ex-
isting strategies, i.e., average or least misery. Disagreement
is modeled using two alternative ways: average of pairwise
disagreements or score variance. We formally introduce the
two disagreement models in Section 2.
The second challenge is how to efficiently compute group
recommendations given a consensus function, especially in
the presence of complex disagreement models.1 The weighted
summation nature of the consensus function is well sup-
ported by the family of threshold algorithms first proposed
in [6]. Furthermore, the relevance component of the con-
sensus function lends itself well to these algorithms since it
aggregates recommendation scores from individual relevance
lists (i.e., a list of items sorted by their score for each user)
in a monotonic fashion. Threshold-based pruning is hence
straightforward. This is not the case for the disagreement
component.
Since disagreements are derived from individual recom-
mendation scores, any disagreement score can be computed
on the fly based on the relevance scores.2 However, given
the sorted relevance lists of two users, the algorithm cannot
predict their disagreement over unseen items. Indeed, two
users may agree or disagree equally on movies they like or
dislike. The fact that their individual movie lists are avail-
able in sorted order does not provide insights on how their
disagreements over unseen movies may evolve. This is a key
observation that led us to introduce materialized pairwise
disagreement lists among group members. Such lists can
be sorted on increasing disagreement thereby lending them-
selves to threshold-style processing. We prove that the two
disagreement models we adopt in this paper can be decom-
posed into an aggregation of score disagreements between
pairs of group members, and that this aggregation satisfies
the monotonicity condition required by the threshold algo-
rithms. As a result, we adopt threshold algorithms for the
overall score computation with effective bounds for both rel-
evance and disagreement.
Our final endeavor is to study optimizations which exploit
dependencies between disagreement and relevance. The first
optimization aims to reduce the number of disagreement
lists to maintain. Indeed, the number of pair-wise lists is
quadratic in the number of users, which makes full materi-
alization of all user pairs impractical. We further study the
problem of selecting a subset of the lists in order to achieve
the best runtime performance given a space budget. We in-
vestigate a second optimization which explores the use of
relevance values to compute tighter disagreement bounds in
the presence of (partially) materialized disagreement values.
1We assume individual recommendation scores for items
have been generated and can be fetched on a per user basis.
2This is the relevance-only approach.
In summary, we make the following contributions:
1. We formalize the problem of group recommendation
and define its semantics as a consensus function that
aims at maximizing item relevance and minimizing dis-
agreements between group members (Section 2).
2. We prove that the two important disagreement models
being proposed satisfy the conditions required by the
family of top-k threshold algorithms (Section 3).
3. We design efficient algorithms based on one represen-
tative threshold algorithm, TA, to perform top-k group
recommendation (Section 4).
4. We formalize two optimizations: the problem of which
disagreement lists to materialize given a space bud-
get (Section 4.2) and the refinement of score bounds
(Section 4.3).
5. We conduct a comprehensive experimental evaluation
(Section 5), including a user study on Amazon Me-
chanical Turk to demonstrate the benefits of incorpo-
rating disagreements into group recommendation, and
extensive experiments to demonstrate the efficiency of
our algorithms.
Finally, we describe the related work and conclude in Sec-
tions 6 and 7, respectively.
2. MODEL AND SEMANTICS
In this section, we formally define the problem of group
recommendation and introduce the consensus function for
estimating an item’s worthiness for a group based on its
relevance and disagreement among group members.
Let U denote the set of users and I denote the set of items
(e.g., movies, travel destinations, restaurants) in the system.
Each user u may have provided a rating for an item i in the
range of 0 to 5, which is denoted as rating(u, i). We further
generate relevance scores for each pair of user and item, de-
noted as relevance(u, i). This relevance score comes from
two sources. If the user has provided a rating for the item,
then it is simply the user provided rating. Otherwise, the
system generates the relevance score using a recommenda-
tion strategy as outlined next.
2.1 Individual Recommendation
The most well-known recommendation strategies rely on
finding items similar to the user’s previously highly rated
items (item-based), or on finding items liked by people who
share the user’s interests (collaborative filtering) [1].
In item-based strategies, the relevance of an item i ∈ I
by a current user u ∈ U is commonly estimated as follows:
relevance(u, i) = Σi′∈IItemSim(i, i
′)× rating(u, i′)
Here, ItemSim(i, i′) returns a measure of similarity be-
tween two items i and i′. Item-based strategies are very
effective when the given user has a long history of rating
activities.
The key of collaborative filtering is to find other users
connected to the given user. The relevance of an item i by
a user u is estimated as follows:
relevance(u, i) = Σu′∈UUserSim(u, u
′)× rating(u′, i)
Here, UserSim(u, u′) returns a measure of similarity or




The goal of group recommendation is to compute a recom-
mendation score for each item that reflects the interests and
preferences of all group members. In general, group mem-
bers may not always have the same tastes and a consensus
score for each item needs to be carefully designed. Intu-
itively, there are two main aspects to the consensus score.
First, the score needs to reflect the degree to which the item is
preferred by the members. The more group members prefer
an item, the higher its score should be for the group. Sec-
ond, the score needs to reflect the level at which members
disagree with each other. All other conditions being equal,
an item that members agree more on should have a higher
score than an item with a lower overall group agreement. We
call the first aspect group relevance and the second aspect
group disagreement.
Definition 1 (Group Relevance). The relevance of
an item i to a group G, denoted rel(G, i), is an aggregation
over relevance(u, i) where u ∈ G. We consider two main
aggregation strategies:




2) Least-Misery: rel(G, i) = Min(relevance(u, i))
Average and Least-Misery aggregation models are consid-
ered because they are the most prevalent mechanisms being
employed currently [9]. Least-Misery model captures cases
where some user has a strong preference (e.g., a vegetarian
who cannot go to a steakhouse) and that user’s preference
acts as a veto. Alternative aggregations (e.g., taking the
maximum over all individual relevances to comply with the
“most optimistic” user) are also possible.
Definition 2 (Group Disagreement). The disagree-
ment of a group G over an item i, denoted dis(G, i), reflects
the degree of consensus in the relevance scores for i among
group members. We consider the following two main dis-
agreement computation methods:
1) Average Pair-wise Disagreements:




where u 6= v and u, v ∈ G;
2) Disagreement Variance:





is the mean of all the individual relevances for the item.
The average pair-wise disagreement function computes
the average of pair-wise relevance differences for the item
among group members, while the variance disagreement func-
tion computes the mathematical variance of the relevances
for the item among group members. Intuitively, the closer
the relevance scores for i between users u and v, the lower
their disagreement for i. In Section 3, we characterize the
properties of both disagreement functions in detail.
Finally, we combine the group relevance and group dis-
agreement for an item in the consensus function.
Definition 3 (Consensus Function). The consensus
function, denoted F(G, i), combines the group relevance and
the group disagreement of i for G into a single group recom-
mendation score using the following formula:
F(G, i) = w1 × rel(G, i) + w2 × (1 − dis(G, i)), where
w1 + w2 = 1.0 and each specifies the relative importance of
relevance and disagreement in the overall recommendation
score.
While one could design more sophisticated consensus func-
tions, we adopt this general form of weighted summation of
group relevance and group disagreement for its simplicity
and the fact that the family of threshold algorithms can be
easily applied for the computation. We note here that the
commonly used Least-Misery model maps to the case where
w1 = 1.0 and group relevance is aggregated using the least-
misery function.
2.3 Problem Statement
PROBLEM (Top-k Group Recommendation). Given a
user group G and a consensus function F, identify a list IG
of items such that:
1. |IG | = k;
2. ∀i ∈ IG , u ∈ G, u has not rated i before;
3. IG is sorted on decreasing group recommendation score
as computed by the consensus function F , and @j ∈
I s.t. F(G, j) > F(G, i), j /∈ IG , i ∈ IG .
3. APPLICABILITY OF TOP-K
THRESHOLD ALGORITHMS
Many of the best algorithms for computing top-k items
belong to the family of threshold algorithms [6]. Given an
overall scoring function that computes the score of an item
by aggregating scores from individual components, thresh-
old algorithms consume sorted item lists that correspond to
each component. Those input lists are scanned using se-
quential or random accesses, and the computation can be
terminated earlier using stopping conditions based on score
bounds (thresholds). Early stopping is possible when the
scoring function is monotone, i.e., if component c is the only
component in the scoring function and items i1 and i2 differ
in their scores, the overall score of i1 is no less than i2’s if
i1’s score on c is no less than i2’s score on c.
Recall from Definition 3 that our consensus function is a
weight summation of two components, group relevance and
group disagreement. It is clear that the consensus function
itself is monotone in the two individual components. In
other words, if two items have the same group disagreement,
the item with the higher group relevance will have at least
the same group recommendation score, and vice versa.
It is also clear that the two group relevance functions pro-
posed in Definition 1 are themselves monotone in the rele-
vances of individual members. If all group members, except
u, rate items i1 and i2 the same, i1 will have at least the
same group relevance score as i2 if u rates i1 no less than
i2. This holds for both the average and the least-misery
strategies.
It is, however, not clear whether the group disagreement
functions proposed in Definition 2 are monotone. In this
section, we prove that the two group disagreement functions
proposed can be transformed into aggregations of individual
pairwise disagreements and become monotone. This means
we can apply threshold algorithms to compute the overall
recommendation score with individual relevance lists and
pair-wise disagreement lists as inputs, and take advantage
of the pruning power that threshold algorithms give us.
3.1 Monotonicity of Group Disagreements
We use a simple example group of two users to show that
computing group disagreement based on relevances of indi-
vidual members is not monotonic. Figure 1(a) illustrates
85
Figure 1: Group Disagreement is not monotonic w.r.t.
relevance lists.
the two sorted relevance lists for the two users (u1 and u2).
It is clear that while i1 has a higher relevance for u1 than i2
(4 versus 3), the group disagreement score for i2 is in fact
higher (1 instead of 0). The same non-monotonicity can
be encountered when relevance lists are sorted in decreasing
order (as shown in the example in Figure 1(b)). Hence, re-
gardless of the problem of non-monotonicity of disagreement
in relebace lists persists regardless of the order in which rel-
evance lists are sorted.
To address this problem, we propose to maintain pair-
wise disagreement lists instead and prove their monotonic-
ity properties for the two group disagreement functions in
Definition 2.
3.2 Disagreement Lists for Monotonicity
A pair-wise disagreement list (or simply disagreement list)
for users u and v is a list of items which are sorted in
the increasing order of the difference between their rele-
vance scores for u and v. For an item i, we use ∆iu,v =
|relevance(u, i) − relevance(v, i)| to denote this relevance
difference.
Lemma 1. The average pair-wise disagreement function
in Definition 2 is monotonic w.r.t. pair-wise disagreement
lists.
Proof: Let us assume a group G = {u1, u2, ..., up} with all
its p(p−1)/2 disagreement lists (one for each user pair). Also
assume that there are a total of t items, I = {i1, i2, ..., it}.
Note that we want to retrieve items with minimum disagree-
ments first. Consider two items ir and is within I.








where f = 2
p(p−1)
(see Definition 2).
Without loss of generality, assume ir’s pairwise disagree-
ments are smaller than is’s in one particular list l = (ux, uy),
and the same for all other lists. We have ∆irux,uy < ∆
is
ux,uy ,
and ∀j, k ∈ p,∆iruj ,uk = ∆
is
uj ,uk
, where (j, k) 6= (x, y). It is
easy to see that f ×Σ∀j,k∈p(∆
ir
uj,uk




If the number of disagreement lists is restricted to m,3 the
monotonicity property can still be maintained by assuming
the minimum disagreement values (0) for any unavailable
user pairs during top-k computation. 2
In the disagreement variance model in Definition 2, dis-
agreement over an item is defined as the variance in rel-
evance scores among all group members. In other words,
the relevance score by each member is compared against the
mean relevance score of the group. We now show that this
disagreement function can in fact be monotonically aggre-
gated from pairwise disagreement lists.
3We discuss partial materialization of disagreements lists in
Section 4.2.
Lemma 2. The disagreement variance function in Defi-
nition 2 is monotonic w.r.t. pair-wise disagreement lists.
Proof: Let us consider the group G and set of items I in
Lemma 1. Consider two items ir and is.












We can transform this disagreement variance formula for




























It is clear that the above formula is a monotonic aggre-
gation of [∆jk]∀j, k ∈ p. Without loss of generality, assume
ir’s pairwise disagreements are smaller than is’s in one par-
ticular list l = (ux, uy), and the same for all other lists.
We have ∆irux,uy < ∆
is
ux,uy , and ∀j, k ∈ p,∆
ir
uj ,uk
= ∆isuj ,uk ,
where (j, k) 6= (x, y). It is easy to see based on the above
formula that the disagreement variance of ir is less than the
disagreement variance of is. Hence, we have proved that
using pair-wise disagreement lists is sufficient to compute
disagreement variance in a monotonic fashion. 2
Materializing all possible pair-wise disagreement lists may
not be practical since the number of such lists grows quadrat-
ically in the number of users. In Section 4.2, we discuss,
given a fixed space constraint, which pairs to materialize in
order to produce the best performance with threshold algo-
rithms.
4. EFFICIENT COMPUTATION OF
GROUP RECOMMENDATION
In this section, we provide a brief description of efficient
group recommendation algorithms and discuss two sube-
quent optimizations: the effective materialization of dis-
agreement lists in the presence of space constraints (Sec-
tion 4.2); and exploiting dependencies between relevance
and disagreement values to refine thresholds and enable early
stopping in top-k processing (Section 4.3).
4.1 Group Recommendation Algorithms
Given a group G, the goal, stated in Section 2.3, is to
return the k best items according to a consensus function F
(see Definition 3). We describe several algorithms for this
problem; with each algorithm being a variant of the well-
known TA [7] for top-k query processing.
We start by describing Algorithm 1, which admits rele-
vance lists IL of each user in the input group G and dis-
agreement lists DL for every pair of users in G. ILs are
sorted in decreasing order of relevance and DLs are sorted
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in increasing order of disagreement. We refer to Algorithm 1
as FM for Fully Materialized disagreement lists.
Each IL is obtained using an individual recommendation
strategy (as described in Section 2.1). Each DL is generated
for a user pair and records the difference in scores for all
items in their respective ILs.
We showed in Section 3 that pairwise disagreement lists
guarantee monotonicity for both pairwise and variance dis-
agreements thereby allowing FM to rely on a threshold for
early stopping. Our algorithm makes sequential access (SA)
on each input lists (relevance and disagreement) in a round-
robin fashion (getNext calls in lines 3 and 12). The al-
gorithm uses two routines, ComputeExactScore which com-
putes the score of the current item, and ComputeMaxScore
which produces a new threshold value at each round.
ComputeExactScore performs a random access (RA) on all
other relevance lists to compute the score of an item using
the input consensus function F. The main difference be-
tween FM and TA is that while SAs are done on ILs and
DLs interchangeably, RAs are only done on ILs (since dis-
agreement can be computed from relevances). In fact, DLs
are not necessary to compute the final result. They are only
there to compute the threshold (using ComputeMaxScore)
and hopefully, enable early termination.
ComputeMaxScore produces a new threshold value at each
round. Its basic purpose is to provide an upper bound the
score of any item that has not yet been seen by the algo-
rithm. Thus, if ru is the last relevance value read on list
ILu for all u ∈ G, and ∆u,v the last pairwise disagreement
value read on disagreement list DLu,v for all u, v ∈ G, then
the upper bound for the threshold (assuming the average
pairwise disagreement model) is computed as follows:











Algorithm 1 Group Recommendation Algorithm with
Fully Materialized Disagreement Lists (FM)
Require: Group G, consensus function F;
1: Retrieve relevance lists ILu for each user u in group G;
2: Retrieve disagreement lists DL(u,v) for each user pair (u, v)
in group G;
3: Cursor cur = getNext() moves across each relevance and dis-
agreement lists;
4: while (cur <> NULL) do
5: Get entry e = (i, r) at cur;
6: if not(inHeap(topKHeap, e)) then
7: if (ComputeMaxScore(e.i, e.r, F) ≥ topKHeap.kthscore)
then
8: ComputeExactScore; Probe ILs to compute exact




12: cur = getNext();
13: end while
14: return topKList(topKHeap);
We next describe another variation of the algorithm, called
RO, for Relevance lists Only, which applies when only the
relevance lists are present and none of the DLs are avail-
able. RO has the obvious benefit of consuming less space.
As discussed above, the lack of disagreement lists does not
have any impact on ComputeExactScore. However, it has
an impact on how the ComputeMaxScore has to be modified
to produce a (somewhat less tight) threshold value. More
precisely, since disagreement lists are not available, we as-
sume that the pairwise disagreement between each pair of
users for any unseen item is 0. Thus the upper bound for the
threshold value only comes from the last values read from
each relevance list:






Finally, the most general variant is the case where only
some disagreement lists are materialized, referred to as PM
for Partial Materialization. As with relevance only, partial
materialization also has the obvious benefit of consuming
less space then FM. In terms of processing, it differs from
the others in how the threshold is computed. Let M be the
set of all pairs of users for which disagreement lists have
been materialized. Then the threshold may be computed as
follows:











Intuitively, one may think that the more DLs are mate-
rialized, the tighter the score bound and hence, the faster
the algorithm terminates. It turns out that it is not always
the case. The basic intuition is that overall performance is
a balance between the total number of distinct items which
need to be processed before finding the best k items, referred
to as DIP, and the number of sequential accesses, SAs, that
result from the proliferation of disagreement lists. Consider
the case of a 3-member group. The question we ask our-
selves is when does using two materialized lists, DL1 and
DL2, perform worse than when only one materialized list,
say DL1, is used? If none of top items in DL2 is in the final
output, each SA on DL2 is pure overhead. This is exacer-
bated if the the top items in DL1 and DL2, i.e., the ones
with the least disagreement, are distinct. In both cases, if
DL2 does not provide an opportunity to tighten the thresh-
old, the number of SAs using DL1 and DL2 will be much
higher than the number of SAs where only DL1 is used.
The PM variant raises an interesting question - which pair-
wise disagreement lists should be materialized as a prepro-
cessing step? This partial list materialization problem is
discussed in the next subsection. Then in Section 4.3, we dis-
cuss interesting and novel techniques by which the threshold
bounds (i.e., the ComputeMaxScore function) can be sharp-
ened even further. The experiments section (Section 5.2)
delves into the details of the algorithm’s performance for
different cases of disagreement lists materialization.
4.2 Partial Materialization
Given a set of n users, materializing all possible n(n−1)/2
pairwise disagreement lists may be prohibitive in applica-
tions where n is large or in applications where the number
of groups is large. In such cases, it is more practical to
materialize only a small but effective subset of the disagree-
ment lists in a pre-processing step. The central problem that
we consider in this subsection is thus: given a fixed space
constraint m (i.e., only m out of n(n − 1)/2 lists can be
materialized), to determine which lists to materialize that
will be of “maximum benefit” during query processing. In-
tuitively, a disagreement list should be materialized if (a)
the corresponding users together are very likely to be a part
of user groups seeking item recommendations, and (b) ma-
87
terializing the list significantly improves the running time of
top-k recommendation algorithms. We make this problem
definition more precise below.
Let the set of users be U = u1, . . . , un. Recall that ILu is
the relevant list for user u, and DL(u,v) is the disagreement
list of user pair u and v. Let the set of all possible user pairs
be S = {(u, v)|u, v ∈ U}. Let M ⊂ S be the (unknown)
subset of user pairs whose corresponding disagreement lists
we wish to materialize (i.e., |M | = m). Let G ⊆ U be any
user group. Let p(G) be the probability (or likelihood) that G
will be the next “query”, i.e., the next group that will seek
item recommendations. Let tM (G) be the execution time
of the top-k algorithm on user group G when run using the
relevance lists ILu (for all u ∈ G) as well as the disagreement
lists DL(u,v) (for all u, v ∈ G) that have been materialized in
M . (Note that therefore tφ(G) denotes the execution time
of the top-k algorithm on user group G when run using only
the relevance lists ILu (for all u ∈ G), i.e., without any
disagreement lists.)
Our objective is to minimize the expected cost of execut-
ing the top-k algorithm on any user group query, using the
relevance lists as well the disagreement lists. Let the ex-
pected cost be denoted as tM . The partial materialization
of disagreements list problem may now be formally defined
as follows.
PROBLEM (Partial Materialization). Determine the sub-




Although clearly very important and practical, the par-
tial materialization problem is unfortunately quite hard to
solve optimally. There are several reasons for this. First,
it is very difficult to get reliable and accurate estimates for
the distribution p(G), i.e., the probability that a given user
group G will be queried next. Moreover, the set of possible
user groups is exponential in n, so it is not clear how such
information can be compactly represented, even if it were
reliably available. Next, due to the complex dependencies
involved, it is very hard to estimate the impact of a mate-
rialized disagreement list in improving the running time of
a top-k algorithm, without actually materializing candidate
disagreement lists and running the top-k algorithms with
and without the lists to determine their benefit. Finally, an
important parameter of a top-k algorithm is the value of k,
which is usually unknown at pre-processing time.
In spite of these challenges, we have carefully investigated
this problem, and proposed several principled and practical
solutions. We discuss these next.
4.2.1 A Simplifying Assumption, and a Simple Lists
Materialization Algorithm
In order to make the problem more tractable, we make the
following simplifying assumption. We assume that each fu-
ture user group query G will only contain exactly two users,
and moreover, p(G) is reliably known for all pairs of users G.
This assumption is of course patently false, but we empha-
size here that we use it only for simplifying the computation
of M . Once M has been computed and the correspond-
ing disagreement lists materialized, we shall later show that
they can be used at query time for answering any user group
G, even groups containing more than two users.
This assumption considerably simplifies the computation
of M , which can now proceed as follows. Recall that S
is the set of all n(n − 1)/2 pairs of users. For every pair
of users u and v, we temporarily materialize the disagree-
ment list DL(u,v), and compute tDL(u,v) ({u, v}) as well as
tφ((u, v)) by running the top-k algorithm twice, once with
the disagreement list, and once without the disagreement
list, respectively.4
We can then eliminate from S those pairs {u, v} where
tDL(u,v) ({u, v}) ≥ tφ((u, v))
Although situations where the additional use of a dis-
agreement list actually hurts the top-k execution may ap-
pear counter-intuitive, they can occur. For example, con-
sider two users that are very similar to each other (e.g., they
agree on most items) or are very dissimilar to each other
(e.g., they disagree on most items). In both cases, their
disagreement list contains very similar disagreement values
(mostly 0’s, or mostly 1’s, respectively), and consequently
is of no help in forcing early termination of the top-k algo-
rithm, and in fact hurts the execution because of the extra
sequential list accesses incurred. A disagreement list is use-
ful for forcing early termination only if there is significant
skew in its disagreement scores, i..e, at the top of the list
the users agree on most items, whereas their disagreement
is more pronounced as we go deeper into the list.
Let the remaining set of pairs be S′. Then, we should se-
lect M from S′ such that following expression is minimized:
∑
(u,v)∈M p({u, v}) · (tφ({u, v}) − t{u,v}({u, v})
Algorithm 2 Disagreement Lists Materialization Algo-
rithm
Require: User pairs in S′;
1: For each pair (u, v) ∈ S′, compute p({u, v}) · (tφ({u, v}) −
t{u,v}({u, v}));
2: Return the m pairs with the largest values.
Algorithm 2 shows a very simple approach to compute
M . The algorithm requires O(n2) executions of the top-
k algorithm. Even though this is a pre-processing step, it
may nevertheless be very time consuming. We discuss in
Section 4.2.2 additional techniques by which this can be
reduced. We also note that the space requirement of this
algorithm is only m times the size of a single pairwise dis-
agreement list, because while examining all user pairs, we
can maintain the disagreement lists of only the current top-
m most promising user pairs.
The disagreement lists materialization procedure discussed
above assumed that the user groups are restricted to two
members only. However, once the m lists have been mate-
rialized, they can be used at query processing time for user
groups of any size in a straightforward manner. Consider
any arbitrary user group G. In executing the top-k recom-
mendation algorithm for this group, we use the relevance
lists ILu (for all u ∈ G) as well as all disagreement lists
DL(u,v) (for all u, v ∈ G) that have been materialized in M .
4.2.2 Avoiding Examining all User Pairs
In a large user base, it is very likely that many user pairs
are almost never going to occur in query groups. In order
to save on pre-processing costs, it is critical that we identify
4Performance numbers are obtained for a fixed k, specifically
set for each application. E.g., in a movie recommendation,
10 movies is typical
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only those user pairs that have significant likelihood of oc-
curring together, and only consider such pairs in the above
algorithm.
If we have a rich query log (or workload) of past user
groups, then it is possible to analyze the query log in de-
termining this information. For example, let G1, . . . ,Gr be
a query log of r user groups. Then for any user pair (u, v),
we can compute
p({u, v}) =
|{Gi|u, v ∈ Gi}|
r
This computation can be carefully done to ensure that
we only compute the probabilities for those user pairs that
occur in the query log, thus avoiding having to examine a
vast majority of the user pairs that never occur together.
Moreover, even for user pairs that occur together in the
query log, we can eliminate those that have extremely low
probabilities.
In the case where such a query log is unavailable, we can
utilize other sources of information to determine the like-
lihood that a pair of users are likely to occur together in
a group. In related work [2, 14], it has been shown how
similarity between a pair of users can be computed based
on the tagging behavior of other users (e.g., friends, social
acquaintances) in a social network. If we assume that two
users are likely to be in the same group if they are very simi-
lar, we can can only restrict our attention to pairs of similar
users, and set their probability to be proportional to their
similarity value.
4.3 Sharpening Thresholds
In this subsection we examine the different variants of
the TA algorithm that we have developed thus far - FM,
RO and PM - and suggest techniques by which their per-
formance can be further improved, mainly by modifying the
ComputeMaxScore function to compute sharper thresholds
that enable earlier termination.5
Our approach is best illustrated by the following simple
example. Consider a group consisting of two users G =
{u, v}. Recall that ILu (resp. ILu) is the relevant list for
user u (resp. v), and DL(u,v) is the disagreement list of user
pair u and v. Assume that the disagreement list has been
materialized.
Consider a snapshot of the FM algorithm after a certain
number of iterations. Let ru = 0.5, rv = 0.5 and ∆u,v = 0.2
be the last relevance and disagreement values read from each
list respectively. The task of the ComputeMaxScore function
is to provide an upper bound on the maximum possible value
of the consensus function F(G, i) for any item i that has not
yet been seen in any of the lists. Let the unseen item i’s
unknown relevance values be iu and iv for user u and v
respectively. The consensus function is defined as:
F(G, i) = (iu + iv)/2 + (1− |iuiv |/1)
Since each list is sorted in decreasing order of relevance
(increasing order of disagreement), it should be clear that
5While these techniques appear very promising, we note that
they are the subject of our ongoing investigations - we dis-
cuss them in this version of the paper primarily to illustrate
their potential.
the following inequalities hold:
0 ≤ iu ≤ 0.5
0 ≤ iv ≤ 0.5
0.2 ≤ |iu − iv | ≤ 1
As described in Section 4.1, our current approach provides
a simple upper bound for F(G, i) by substituting the upper
bounds for iu and iv (and the lower bound for |iu− iv|) from
the above inequalities, to arrive at the following threshold:
F(G, i) ≤ (0.5 + 0.5)/2 + (1− 0.2/1) = 0.5 + 0.8 = 1.3
However, a more careful examination of the inequalities
reveals that this bound is not tight. Notice that iu and iv
should be at least 0.2 units apart, thus both cannot be at
0.5. Since the upper bound of iu is 0.5, iv can be at most 0.3.
Thus we can derive a sharper bound for F(G, i) as follows:
F(G, i) ≤ (0.5 + 0.3)/2 + (1− 0.2/1) = 0.4 + 0.8 = 1.2
This example illustrates that due to the dependencies be-
tween the disagreement lists and the relevance lists, there are
opportunities for deriving sharper thresholds for early termi-
nation after each iteration of the algorithm. More generally,
after every iteration, we are faced with a formal optimization
problem where we seek to maximize the consensus function
over |G| real-valued variables, subject to various constraints
on their values arising from the cursor positions on the rele-
vance and disagreement lists. These optimization problems
have seemingly complex formulations, because the consensus
function as well the inequalities arising from disagreement
lists are non-linear, involving absolute terms (e.g., of the
form |iu− iv|) in the case of average pair-wise disagreement,
as well as quadratic terms (e.g., of the form (iu − mean)
2)
in the case of variance based disagreement. However, at
the same time the sizes of the problems themselves are very
small, consisting of only a few variables and constraints (as-
suming user group sizes are small), and thus are likely to be
solvable by general purpose non-linear solvers with practi-
cally no overhead per iteration. Section 5.2.5 contains a pre-
liminary experiment showing the benefit of threshold tight-
ening.
5. EXPERIMENTS
We evaluate our group recommendation system from two
major angles. First, from the quality perspective, we con-
duct an extensive user study through Amazon Mechanical
Turk6 to demonstrate that group recommendations with the
consideration of disagreements are superior to those rely-
ing on aggregating individual relevance scores alone (Sec-
tion 5.1). Second, from the performance perspective, we
conduct a comprehensive set of experiments to show that
our materialization algorithms can achieve better pruning
than alternative algorithms (Section 5.2).
We implemented our prototype system using JDK 5.0.
All performance experiments were conducted on an Intel
machine with dual-core 3.2GHz CPUs, 4GB Memory, and
500GB HDD, running Windows XP. The Java Virtual Mem-
ory size is set to 256MB. All numbers are obtained as the
average of three runs.
Data Set: We use the MovieLens [8] 10M ratings data
set for evaluation purposes. The statistics of this data set is
shown in Table 1.
6https://www.mturk.com/
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# users # movies # ratings
71,567 10,681 10,000,054
Table 1: Statistics about the MovieLens Data Set.
Individual Recommendation: We adopt collaborative
filtering [1] for generating individual recommendations. For
a given user u, this method leverages other users who share
similar interests (i.e., movies) with u to compute the scores
of movies unknown to u. The basic formula being used is:
relevance(u, i) = 1
Σsim(u,u′)
Σsim(u, u′)× rating(u′, i)
where sim(u, u′) computes the similarity between two users
using the following formula:
sim(u, u′) =
|{i|i∈Iu ∧ i∈Iu′ ∧ |rating(u,i)−rating(u,i)|≤2}|
|{i|i∈Iu ∨ i∈Iu′}|
where Iu denotes the set of items u has rated, and we con-
sider a movie to be shared between two users if they both
rated it within 2 of each other on the scale of 0 to 5.
5.1 User Study
We conduct an extensive user study through Amazon Me-
chanical Turk to compare our proposed group recommen-
dation consensus functions, which incorporate both group
relevance and group disagreement, with prior group recom-
mendation mechanisms, which rely solely on relevance ag-
gregations. In particular, we compare four group recommen-
dation mechanisms:
Average Relevance Only (AR), which computes an
item score as its average relevance among group members.
The disagreement weight is set to zero.
Least-Misery Relevance Only (MO), which computes
an item score as its minimum relevance among all group
members. The disagreement weight is set to zero.
Consensus with Pair-wise Disagreement (RP), which
computes an item score as a weighted summation of its av-
erage relevance and its average pair-wise disagreements be-
tween all group members.
Consensus with Disagreement Variance (RV), which
computes an item score as a weighted summation of its av-
erage relevance and the variance of its relevance between all
group members.
The user study is conducted in two phases: User Col-
lection Phase and Group Judgment Phase. At each phase,
a series of HITs (Human Intelligence Tasks) are generated
and posted on Mechanical Turk, Amazon users are invited
to complete those tasks.
5.1.1 User Collection Phase
The goal of the User Collection Phase is to recruit users
and obtain their movie preferences. Those users will later
form groups and perform judgments on group recommenda-
tions.
Preferences Collection: Asking a user to go through all
ten thousand movies in our system and give ratings as they
go is clearly not practical. Therefore, we selected a subset
of the movies for users to provide their preferences. We
considered two factors in selecting those movies: familiarity
and diversity. On one hand, we want to present users with
a set of movies that they do know about and therefore can
provide ratings. On the other hand, we want to maximize
Small Group Large Group
Similar Group 0.89 0.90
Dissimilar Group 0.29 0.27
Random Group 0.69 0.73
Table 2: Similarities of User Study Groups.
our chances of capturing the different tastes among movie-
goers. Towards these two goals, we select two set of movies.
The first set is called the popular set, which contains the
top-40 movies in MovieLens in terms of popularity (i.e., the
number of users who rated a movie in the set). The second
set is called the diversity set, which contains the 20 movies
in MovieLens that have the highest variance among their
user ratings and that are ranked in the top-200 in terms
of popularity. We created two HITs with 40 movies each.
The Similar HIT consisted entirely of the movies within
the popular set and the Dissimilar HIT consisted of the
top-20 movies from the popular set and the 20 movies from
the diversity set. Fifty users were recruited to participate in
each HIT. Users are instructed to provide a rating between
0 and 5 (5 being the best) for at least 30 of the 40 movies
listed (in random order) according to their preferences. In
addition to their ratings, we also record their Mechanical
Turk IDs for future reference.
Group Formation: We consider two main factors in
forming user groups: group size and group cohesiveness. We
hypothesize that varying group sizes will impact the difficul-
ties in reaching consensus among the members and therefore
affect to which degree members are satisfied with the group
recommendation. We chose two group sizes, 3 and 8, rep-
resenting small and large groups, respectively. Similarly, we
hypothesize that group cohesiveness (i.e., how similar are
group members in their movie tastes) is also a significant
factor in the satisfaction with group recommendation. As
a result, we chose to form three kinds of groups: similar,
dissimilar, random. A similar group is formed by selecting
users who: 1) have completed the Similar HIT described
above; 2) combined with having the maximum summation
of pair-wise similarities (between group members) among all
groups of the same size. A dissimilar group is formed by se-
lecting users who: 1) have completed the Dissimilar HIT
described above; 2) combined with having the minimum
summation of pair-wise similarities (between group mem-
bers - based on the provided ratings) among all groups of the
same size. Finally, a random group is formed by randomly
selecting users from all the pool of available users. Table 2
illustrates the average similarity between group members of
the six groups formed.
5.1.2 Group Judgment Phase
The goal of the Group Judgment Phase is to obtain ground
truth judgments on movies by users in a group setting.
Those judgments can then be used to compare group recom-
mendation generated by the four different mechanisms AR,
MO, RP and RV.
Individual Recommendation: For each user in one of
the six groups in table 2, we generated and materialized a
list of individual recommendations against the MovieLens
database using collaborative filtering.
Group Recommendation Candidates: For each group,
we generated group recommendations using all of our four
strategies. The resulting recommendation lists were com-
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bined into a single set of distinct movies, called group can-
didate set. This ensures that we obtain ground truth judg-
ments on all the movies we will encounter using any of the
four strategies.
For each group, a Group HIT was generated and con-
tained the following group context: for each movie in the
group candidate set, the individual recommendation score
of each member. The users are then instructed to decide
whether a movie in the group candidate set is suitable for rec-
ommendation given its group context. Users from the previ-
ous phase were invited back (with a higher payout) to partic-
ipate in the HITs which correspond to a group to which they
belong. Additional users were also recruited to participate
in the HITs to complement the set of prior users, and they
were instructed to pretend themselves to be one of the group
members in the HIT. At the conclusion of the user study, on
average 5 users participated in the three small-group HITs
and 10 users participated in the three large-group HITs, for
a total of 45 users.
5.1.3 Result Interpretation
Given a Mechanical Turk user’s ground truth evaluation of
the candidate movies, we adopt the Discounted Cumulative
Gain (DCG) [10] measure to evaluate each of the following
six group recommendation strategies:
AR, MO: these two are group recommendation lists gen-
erated based on average relevance and least-misery, respec-
tively.
RP20, RP80: these two are group recommendation lists
generated by combining group relevance (average relevance)
and pair-wise disagreements. RP20 sets w2 in Definition 3
to 0.2, while RP80 sets it to 0.8.
RV20, RV80: these two are group recommendation lists
generated by combining group relevance (average relevance)
and disagreement variance. RV20 sets w2 in Definition 3 to
0.2, while RV80 sets it to 0.8.
We do not consider MP (least-misery relevance model
combined with pair-wise disagreement), MV (least-misery
relevance model combined with variance) strategies because
the least-misery model is by definition about the rating of
one group member.
Each strategy generates a 10-movie recommendation list
and for a given list, its DCG value is calculated as follows:





where reli is the ground truth (provided by the Mechanical
Turk user) of the movie at position i, and is either 1 (the
user considers this movie suitable for the group setting) or
0 (otherwise). We further normalize the DCG value into a
range between 0 and 1 by dividing it by the DCG value of
the ideal list to produce the nDCG value. (The ideal list is
obtained by re-sorting the movies in the list in the order of
their relevances.)
For each group with a given size and cohesiveness, the
nDCG values of each recommendation list are computed as
the average of all the users who participated in the group
HIT. The results are shown in Figure 2.
The top-left chart in Figure 2 reports the nDCG for small
and large groups of similar users. In a real world setting,
a group of friends can be thought of as such a group. Ac-
cording to this chart, MO results in the best performance
for both small and large groups. This can be explained as
a group activity of similar users, where the objective is to
agree with the person who has the harshest opinion. MO
is most practical for this setting since agreeing upon the
worst opinion results in the least disagreement from a user’s
personal opinion. It is also interesting to notice, that for
large groups, MO performs very well. The next best strat-
egy is AR, which is intuitively true for any set of similar
users - people with very high similarity have no difference in
their opinion. RV80 and RP80 perform worst since there
is hardly any scope of difference in opinion in a group of
similar users.
The top-right chart in Figure 2 reports the nDCG for
small and large groups of dissimilar users. In a practical
setting, a group of family members, whose tastes typically
differ is a good example here. For dissimilar users, differ-
ences in opinion is conspicuous hence needs to be captured
carefully. Indeed, we can see that, our disagreement based
models RV80, RP80 start performing better than other
two models. Specifically, for large groups, RV80 results in
the best value of nDCG while the relevance based models are
useless. This observation corroborates our initial claim that
formalizing disagreement as a component of the consensus
function is important for group recommendation.
The bottom-left chart in Figure 2 reports the nDCG for
small and large groups of random users. A random group
can consist of both similar and dissimilar users. For small
groups, MO works best, whereas, for large groups, there is
no significant difference between all four strategies.
The bottom-right chart in Figure 2 reports the differences
in our disagreement models (notice the different weights) for
dissimilar user groups. It is interesting to notice that, for
small groups, all four disagreement models perform equally
well in general. However, for large groups, disagreement
becomes a conspicuous part in decision making. Conse-
quently, the disagreement strategiesRV80, RP80 outweigh
the other two models RV20, RP20.
To summarize, we can say that user similarity in a group
as well as group size should be accounted in modeling dis-
agreement in the consensus function. One of our planned
experiment is to involve users more actively in the final judg-
ment by letting group members consult with each other and
reach consensus in an iterative manner as described in [9].
Such feedback would help draw a stronger connection be-
tween group size and overall group dynamics in group rec-
ommendation.
5.2 Performance Evaluation
In this section, we analyze the performance of the three
group recommendation algorithms described in Section 4:
Dynamic Computation with Relevance List Only (RO), Full
Materialization (FM), and Partial Materialization with a given
budget on number of lists (PM). At the core of all three algo-
rithms is the top-k TA algorithm [6], which scans down the
input lists and stops processing when score bounds indicate
that no more items qualify. The cost of TA is determined by
two factors: the number of sequential accesses, which corre-
sponds to the number of next() calls made during the scan
of each list, and the number of random accesses, which cor-
responds to the number of calls made to each list for score
retrieval given an item. During the processing, when the
buffer is bounded and only the top-k items are kept, the
number of random accesses is proportional to the number
of sequential accesses. When the buffer is unbounded, the
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Figure 2: Comparison of User Relevances among Different Group Recommendation Lists.
number of random accesses is proportional to the number
of distinct items processed. We adopt the bounded buffer
version of TA and therefore mostly measure the number of
sequential accesses to compare the performance between var-
ious algorithms.
Group Formation: Groups are formed by selecting users
from the MovieLens database. The key factor we consider
is group cohesiveness (or similarity). We defined four group
similarity levels: 0.3, 0.5, 0.7, 0.9, with a margin of ±0.05.
To form a group of 3 with similarity 0.3, we select three
users u1, u2, u3 from the database, such that ∀i, j, 0.25 <
sim(ui, uj) < 0.35, where 1 ≤ i, j ≤ 3, i 6= j. The other
factors we consider are number of recommendations being
produced (small = 5, medium = 10, large = 30) and the size
of groups (small = 3, medium = 5, large = 8).
Summary of Results: Our first observation is that
group similarity has a direct impact on the number of se-
quential accesses (SAs). This is not surprising: the relevance
lists of similar users tend to contain similar items at similar
positions, including those with high relevances. Our second
observation is that some Disagreement Lists (DLs) almost
always guarantee earlier stopping. Hence, RO wins in very
few cases. However, the presence of DLs is not always ben-
eficial and can sometimes become redundant. In fact, the
results show that for different user groups, different strate-
gies (RO, FM or PM) will win. In particular, a higher number
of DLs does not guarantee earlier stopping. The prolifera-
tion of lists may increase the number of SAs and also the
number of distinct items seen unnecessarily, thereby hurt-
ing the performance in the end. Our final experiment shows
that thereshold tightening, described in Section 4.3, always
benefits TA’s performance, and is worth further exploration.
5.2.1 Varying Group Similarity
Figure 3(a)(b) illustrate the performance of RO, FM and
PM with different group similarities in terms of both SAs and
DIP. The group size is fixed at 5 and the number of recom-
mended items is 10. For PM, the number of materialized lists
is 3. As the group similarity increases, the effectiveness of
our materialization algorithms gradually decrease. This is
not surprising since the more similar the members are with
each other, the more likely their agreements on the top items
are close to the upper bounds that are estimated in the RO
algorithms. As a result, RO can reach stopping conditions as
early as PM and FM do. This observation is also corroborated
by the similar numbers of DIP between RO and the other
two algorithms for high similarity values. Furthermore, FM
forces the system to scan unnecessarily large number of lists
and results in poor performances instead. In fact, it can be
easily observed from Figure 3(a)(b), for very high similar-
ity, RO results in the best performances, whereas, for very
low similarity, FM is the winner in most of the cases. The
performance of PM can be observed to be in between. An
interesting observation in this case is, for average similar-
ity, PM results in the best performances for both SAs and
DIP. This corroborates the fact that in certain cases partial
materialization can be the best option.
5.2.2 Varying K
Figure 3(c) illustrates the performance comparison of RO,
FM and PM with different numbers of items recommended.
The group size is fixed at 5 and the group similarity is fixed
at 0.5. Algorithm PM uses three materialized lists for k =
5, 10 and five lists for k = 30. As expected, the number of
SAs increases with the increasing number of recommended
items. For all three cases, algorithm PM out-performs both
RO and FM significantly.
5.2.3 Varying Group Size
We examine the effect of different group sizes in Fig-
ure 3(d). The group similarity is fixed at 0.5 and the number

















































































Figure 3: Performance Comparison among Algorithms RO, FM, PM.
rialized lists is 3. As expected, the number of SAs increases
as the group size increases. When the group sizes are small
and medium, both materialization algorithms significantly
out-perform RO. It is counter-intuitive to see that when the
group size is large, the benefit of materialization decreases.
After some investigation, we discovered that when the group
is large, it is easy to have a relevance list that can provide
enough pruning power to trigger the early stopping condi-
tions. As a result, pruning through the disagreement lists is
no longer as effective.
5.2.4 Effect of Partial Materialization
We study the impact of materializing different numbers of
disagreement lists (DLs). The group size is fixed at 5 and
its similarity is fixed at 0.5, the number of recommended
items is 5. We report SAs and DIP by varying the number
of materialized disagreement lists. As shown in Figure 4,
the performance is at its worst when the number of DLs
is 0, which corresponds to RO. It starts getting better as
more DLs are added and the performance is best when the
number of DLs reaches 3. Then, it starts degrading and
never gets better. However, from the 4th to the 10th list,
the number of DIP remains almost the same. By examining
the 4th list, we noticed that many top items in that list are
not present in the final result, and, as a result, the number
of SAs increases unnecessarily. We also noticed that the top
items in the 4th list are shared by all subsequent lists (which
explains the close-to-constant performance). This situation
can arise when a subset of the group dislikes the same set
of movies equally.
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Figure 4: Effect of the number of DLs.
5.2.5 Effect of Threshold Sharpening
Figure 5 illustrates the effect of Threshold Sharpening
during TA. More specifically, we investigated the impact of
optimization for FM by recording average number of SAs with
different numbers of items recommended for 10 small user
groups. Figure 5 records average number of SAs for FM with
optimization and FM without optimization for k=5, 10 and
30. This result corroborates our theoretical analysis, i.e.,
FM with optimization is never worse than FM without op-
timization. In fact, it is easy to observe that the effect of
optimization becomes significant with higher values of k.
We realized that our data set is responsible for such phe-
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Figure 5: Effect of Threshold Sharpening on TA.
nomenon, where disagreement is noteworthy only after first
few items between user pairs and becomes more significant
as we scan deep into the lists.
6. RELATED WORK
Recommendations: The goal of a recommendation strat-
egy [1] and [11] is to estimate a user’s rating for items he
has not rated before, and return k items with highest esti-
mated ratings. The two most popular families of recommen-
dation strategies are item-based and collaborative filtering.
The former leverages items similar to the user’s previously
highly rated items and the latter leverages users who share
the user’s interests. In this paper, we use collaborative fil-
tering to generate individual recommendations.
Group Recommendations: [9] describes the two preva-
lent approaches: virtual user and recommendation aggrega-
tion. The former combines existing ratings of each group
member to create a virtual user to whom conventional rec-
ommendation strategies are applied. The latter creates in-
dividual recommendation lists for each member and consoli-
date those lists to form the group’s list. We adopt the latter
approach for its flexibility as described in [9]. Most of the
studies on group recommendations focus on group formation
and evolution, privacy concerns and interfaces for support-
ing group recommendations. Furthermore, with the excep-
tion of PolyLens [13], only few conducted user studies to
evaluate the benefits of group recommendations. PolyLens
is a group recommender extension to the MovieLens rec-
ommender system. The authors report a user study where
existing MovieLens users were allowed to form groups (e.g.,
by inviting each other) and the system studied how groups
affected the way they used MovieLens. In order to produce
group recommendations, individual groups members’ rec-
ommendations were merged using the least misery model.
User satisfaction was measured in terms of different criteria:
how easy the process of creating groups was; how easy it is
to add members to a group; how useful group recommenda-
tions were; and overall satisfaction. The study concluded,
among other findings, that users in a group prefer group
recommendations than the individual recommendations.
We note here that none of the group recommendation
studies we have encountered provides any performance ex-
periments or a theoretical and empirical study of different
consensus functions, as it is done in this paper.
Top-K Processing: The family of top-k threshold algo-
rithms [5, 7] aim to reduce the amount of processing required
to compute top-ranked answers, and have been used in the
relational [4], XML [12], and many other settings. Mono-
tonic score aggregation functions, which operate on sorted
input, enable the early pruning of low-rank answers. In this
work, we apply these algorithms on user’s relevance lists
and introduce pair-wise disagreement lists to improve per-
formance.
7. CONCLUSION
Group recommendation is becoming increasingly impor-
tant as people engage in social activities on the Web. This is
the first attempt to define the semantics and study the effi-
ciency of delivering recommendations to groups of users. We
formalized the notion of a consensus function which achieves
a balance between an item’s aggregate relevance to the group
and individual member’s disagreements over the item. We
designed and implemented efficient threshold algorithms to
compute group recommendations. We report on a user study
on MovieLens data using Amazon’s Mechanical Turk and a
comprehensive performance study of our algorithms. We
established that disagreements between group members im-
pacts both quality and efficiency, and can be exploited to
increase the effectiveness of group recommendation.
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