performance and dependability analysis is usually based on Markov models. One of the main problems faced by the analyst is the large state space cardinality of the Markov chain associated with the model, which precludes not only the model solution, but also the generation of the transition rate matrix. However, in many real system models, most of the probability mass is concentrated in a small number of states in comparison with the whole state space. Therefore, performability measures may be accurately evaluated from these "high probable" states. In this paper, we present an algorithm to generate the most probable states that is more efficient than previous algorithms in the literature. We also address the problem of calculating measures of interest and show how bounds on some measures can be efficiently calculated.
1
Introduction.
Performance and dependability analysis of computer and communication systems has been an important tool for designers who wish to understand and predict the behavior of such systems. Performance modelling attempts to capture the effect of contention for resources Permission to copy without fee all or psrt of this material ia granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying ia by permission of the Association for Computing Machinery.
To copy otherwise, or to republish, requires a fee and/or specific permission. 1992 ACM SIGMETRICS & PERFORMANCE '92-6 /92/R.l., USA 01992 ACM 0-89791-508-9/92/0005/01 52...$ 1.50 in the system. and due to the product major advances in the area where form solution which allows performance measures to be obtained without the solution of the underlying Markov chain model, Dependability y modelling is concerned with the changes in the structure of the system which may occur due to faults in its components. In this area, Markov chain models are extensively used (e.g., [30] ) since, except for a few cases (e.g., [15] ), the models do not possess product form solution. More recently, with the advent of degradable computer systems, the combined modelling of performance and dependability y, the so called pertormability modelling [26] , has received increasing attention (see [8, 27] ) and references therein). Similarly to dependability modelling, Markov models are the main tool for performability modelling.
The complexity of the current computer systems led to the development of many tools for performance/dependability modelling (see [22] for a survey).
Several tools allow the analyst to describe the system in a high level representation and automatically generate the corresponding Markov chain model. Once the transition rate matrix is generated, Markov chain solution techniques are used to obtain the measures of int crest.
model generation, since it may be too time consuming to generate and practically impossible to store a transition rate matrix for a Markovian model with millions or billions of states.
Many techniques have been developed to deal with large state space cardinality, and among those we mention: decomposition, lumping, truncation. Decomposition is a useful technique for analyzing systems consisting of weakly coupled subsystems [3] . This technique has been found very useful when applied to qu cueing networks, although it is not as useful for dependability modelling, since the underlying Markov chain is not nearly completely decomposable, in general. However, the basic aggregation/disaggregation technique described in [3] is applicable, regardless of the form of the transition rate matrix. Courtois and Semal [4] are concerned with the calculation of steady state probabilities when only part of the model is generated. They obtain bounds on steady state probabilities of each state in a subset of states, conditioned on the system being in a state of the subset, and show how the approach can be useful for certain queueing models [5] . Muntz et ai [28] developed a method for bounding steady state availability of repairable computer system models, based on the technique of Courtois and Semal.
Lumping is a method that is used to reduce the state space of models. For a given measure of interest, subsets of states may be combined (lumped) into a single state, without affecting the final result [23] . In general, however, lumping is restricted to the existence of symmetries in the model.
The truncation of the state space, after generating a number of states, is another method which can be used to cope with large state space cardinality. For availability modelling, a "natural" partition of the state space exists in terms of the number of components failed. For example, in the SAVE [14] tool states can be generated up to a given number of failed components in the model, according to the user specifications. As can be seen in the examples given in [13] , the steady state availability converges fast to the final result, after generating a relatively small number of states corresponding to those with a few failed components in the system. An issue is how to bound the final solution and, as mentioned above, accurate bounds on steady state availability can be found [28, 29] .
In many performance/dependability models, the state probabilities are highly skewed and this property has been used to calculate performability measures. For instance, in availability models, and for highly available systems, it is reasonable to assume that most of the probability mass is concentrated on the states that represent the system with only a few components failed.
This observation motivated the bounding technique of
[28], and was used to obtain computational savings when transient performability measures [6, 7] The basic idea of dynamic state exploration techniques is to develop algorithms to guide the generation of the transition rate matrix (or equivalently the one step transition probability matrix) so that "important"
states are generated first. The importance of a state should be given in terms of its contribution to calculate the measure of interest. This contrasts with the depth first or breadth first techniques, commonly used for generating the state space of Markov models.
Several papers address the issue of generating the most probable states [17, 31, 10, 11] . In this work we extend the results of [11] and develop a new dynamic state exploration algorithm which is shown to provide significant computational savings when applied to computer and communication models. We also discuss the use of a different criterion than the one used in [1I] to guide the choice of the next state generated. Then, we address the problem of calculating the measures of interest, and propose a way to bound the solution.
In section 2 we discuss some dynamic state generation techniques and present the background material.
Section 3 provides a description of our approach. In section 4 we discuss issues related to the criterion used to guide the search procedure and also address the calculation of some measures of interest. Section 5 presents examples to illustrate the application of the results. Our conclusions are presented in section 6. The generation procedure is usually based on the "transient" behavior of the system from a given state.
By transient we mean that the measure used for ending the search is related to the amount of time the system remains in the subset of the states generated from the given state, before leaving the subset. For instance, the generation stops when the expected amount of time in the subset is greater than an specified value. This procedure is good for transient measures, but it may not be acceptable for steady state measures. Note that the subset of generated states may not be even similar to the subset of the most probable states (up to a given tolerance) in steady state. Clearly, if we do not have any knowledge of the system behavior once in the nongenerated states, it is possible that a highly probable,
but not yet generated, state exists (for instance, an absorbing state). Nevertheless, this procedure can be used to obtain bounds on steady state measures conditioned that the system is in the subset of generated states, and this is useful in many cases. Depending on the amount of knowledge of the system being modelled, unconditioned steady state measures can also be bounded.
Grassman [17] proposed a dynamic state generation method to be used in conjunction with the randomiza- A "generic" generation algorithm based on [10] is as follows:
1.
2.
3.
4.
5.
'1) = {@}, s=a~, n= 1. As mentioned previously, the stop criterion is related to the amount of time spent in the generated stat es.
In [11] , the stopping criterion is the average amount of time in the generated states before reaching the fictitious state au. Since the mean time to unknown at step n (iWZ'TU(n)) can be calculated from the visit rat ios:
(where the superscript indicates the step of the algorithm) the rule used in [11] to choose the next state in step 4 above is based on the visit ratios. In other words, assume that Vi(n) is calculated at step n of the 'n) A state a,~Sy) algorithm, for all a~E SU .
is chosen
, a~e St)}.
The key to the approach is to develop an efficient algorithm to compute Vi(n) = g:), b'ai c S$), for each step of the generation procedure. It is known that the 9$)can be calculated from the equation below (e.g., see [19] ):
j#l (2) where Pkj is the one step transition probability from state ak to state aj, and 6kl = 1 if h =~and Ootherwise.
It is easy to see that solving equation (2) at each step of the algorithm would require 0(A44) operations, where ill is the number of generated states. In [11] , an efficient recursive solution is proposed to calculated g$) Vlc, 1. It it shown that:
where a, is the state chosen in step (n -1). Since 9!t; = O Vak G S$) (see Figure 1 ), equation (3) can be evaluated as follows:
Let L(n) be the cardinality of SY). (Recall that n is the cardinalit y of S~).) The number of operations to (n) . calculate the gkl lS O(n(n + L(n) )). In general, L(n) can be much larger than n. If we assume that each state has, in the average, r output transitions and a fraction p of those ends in non-explored states, then L(n) = pm and the number of operations at step n is 0((1 + pr)n2) and so the total number of operations is 0((1 + pr)N3), where N is the total number of steps of the algorithm. In the next sections we present an approach which is shown to have less computational requirements than the above procedure. We also show its applicability to models other than communication protocols, such as availability models. 3 An Iterative Approach.
There are two main issues concerning the generation procedure outlined in the previous section: the choice of an appropriate rule in step 4 in order to achieve the goal of generating the most probable states and; the computational requirements needed to apply the rule.
In this section we address the second issue.
We assume that the rule used to choose a state at each step of the algorithm is based on the visit ratio of the states, as proposed by [11] and outlined in section 2. One main drawback of the technique in [11] is that the storage requirements are very high: 0((1 + pr)N2).
This is a major problem for large values of IV (say, tens of thousands). One of the important advantages of it-
erative solution techniques to obtain the measures of interest once the model is generated is that they preserve the sparseness of the transition rate matrix of the model. Since the recursive method of [11] for generating the model requires the storage of a full matrix (all entries are different than zero) with size equivalent to the final (truncated) transition rate matrix, the advantage of preserving the sparseness of matrices usually obtained from real system models is lost. Another drawback of the technique is the potential for numerical problems due to the denominator of equation (3) . If the sum in the denominator is close to one, there may be a considerable loss of accuracy in the final result. As indicated by Grassman (e.g., [16] ) algorithms that involve subtractions are amenable to round off errors.
In what follows, we propose an iterative technique to calculate directly the visit ratios (~(n) = g~~)) and which takes advantage of sparse matrices. The idea is based on the observation that, if the solution for V(n~1) > is available at step V(n-1) =< v/~-1 ),...,~_ n -1 then, when a new state is added at step n, the value for V.(m)should not differ much from the previous value~(nul) (1 < i~n -1).
At step n, all the transition probabilities from the (n) states in Se are known. The one step transition probability matrix P(n) is given by (see also Figure 1 where we organize the states so that the first n are in 'n) and the last one S(n) the subsequent -Ltn) are in SU e, is the fictitious state au. In order to calculate the visit ratios of each state between visits to state al or au, it is useful to observe that P(n) represents a Markov chain with one absorbing stat e, and this process has equivalent behavior to the one defined by matrix II(n) in (5) where, whenever the process reaches the absorbing state au, it is restarted from the initial state. Furthermore, in II(n), the states a. c S$) U{ati} are aggregated to a single state af:
The values of pif in (5) 
The visit ratio of states a, e S$) needed to choose (?Z+l) the next state to be included in S.
are also easily 156. Performance Evaluation Review, Vol. 20, No. 1, June 1992 calculated from~(n) as:
Finally, the ikfT!7'U(n), needed for stopping the algorithm, can be calculated as the sum of the expected 'n) between two visits number of visits to each state in Se to state af:
Since the Markov chain determined by II(n) (8) is ergodic, the solution T(n) = W(n)ll(n) can be calculated by iterative techniques. For those techniques, an initial distribution for the m(n) is needed. Let m(n)(0) be this initial distribution at step n. At a new step of the algorithm a new state is added to the explored set of states, but the transition probabilities among the states in the previous explored set remain the same. Intuitively, if the probability mass is skewed, after a few steps the value of~(n-l) (1 < i g n -1) should not differ much % (n-')}% (n) Therefore, the set of {m, from the values of Zi .
is a good starting point for the iterative algorithm at step n and only a few iterations should be required to find the solution m(n). As we will show below, significant computational savings can be obtained with the use of an iterative technique. In summary, we set
where my-1, = @(n-lJ~~-1, and ac identifies the state chosen to be included in S$a), and V:(?2-I) is obtained from equation (7).
Computational Requirements.
In order to calculate the computational requirements of the searching algorithm using iterative Techniques, we assume, as before, that r is the average number of transitions out of a state and p is the fraction of 'n). At step n, those transitions that go to states in Sm atrix II(n) has dimension (n + 1) x (n + 1). There- fore, the number of multiplications performed to solvẽ (~) =~(~)~(~) is~(~)(1 -p)r(n + 1) where I(n) is the number of iterations at step n. Assuming l(n) is bounded by a constant I, the total number of operations needed for the search algorithm over N steps is
The storage requirements for the iterative algorithm (n) is TN since all transitions out of the states in Se need to be stored at each step (and so we have TN transitions in the last step). Therefore, iterative generation algorithms preserve the sparseness of the transition rate matrix of system models. For the iterative method we choose, the storage requirements are independent of I.
Comparing the iterative approach with the recursive approach of [11] we see that:
number of operations:
Since~<< N, if 1 is smac ompared to N, then large computational savings are obtained. In the previous section we show that the iterative technique we choose perform better than the recursive technique of [11] to implement the search rule based on visit ratios. In this section we address two issues, One is related to the search rule as implemented by the algorithm of section 2. The other discusses the calculation of measures of interest, once the generation procedure is over.
4.1
The search Rule.
The stopping criterion used in step 3 of the algorithm described in section 2 is the average amount of time spent in the generated states before exit (MTTU).
Therefore, the search rule should try to maximize the MTTU at each step of the algorithm. The MTTU can be calculated from the visit ratios using equation (l).
However, choosing a state a~from those in S$) so that it has the maximum value of Vt(n), may not be the best (n+l) choice for increasing the MTTU of the new set Se , as it can be seen by the following example.
'n) = {al}
Assume that at step n of the search, S.
'n) = {az, as} as shown in Figure 2 . Since our search rule is anticipated to produce better results than the previous one, we expect that M < N.
The computational requirements are 0((1 + pr)2kf4) and 0(1(1 -p)pr2iM3) for the recursive and iterative algorithms, respectively.
Measures of Interest.
In the previous section we are concerned with the generation of states such that, for a given initial state, the mean time to reach the non-generated states is greater than a given value. With the procedure outlined above, we intend to generate the states that concentrate most of the probability y mass. Once the states are generated, One important measure to be obtained is the random variable J2(t ) that is equal to the time when the system reaches a non-generated state during an observation period (O,t). The distribution of this random variable can be easily calculated using the randomization technique [7, 18] . Note that the MTTU obtained with the generation procedure is the expected lifetime ast-+ cm.
We now consider the calculation of performability measures during an observation period (O,t).We assign a reward rate~i to each state of the model. This reward rate may be equal, for instance, to some measure of the performance of the system at that state. Assume that the rewards are bounded 'fib~~~< ?'UP,for all states including the ones not generated. This assumption is realistic for many models, since we usually know some of its characteristics even without generating the states.
If we aggregate the non-generated states into a single absorbing state, it is easy to see that the distribution of the cumulative reward over (O,t),Cl?(t), is bounded by:
Pt~[cR(t) > y] < P[cR(t) > y] < Pub[cR(t) > y] (lo)
where the superscripts lb and ub indicate that we assign a reward~1~and ?'Ubto the absorbing state au, respectively. Clearly, the quality of the bounds depends on the probability of reaching au over (O,t) and the absolute value of the difference between rib and rub. Nevertheless, the steady state probabilities conditioned that the system remains in the subset of the generated states can be bounded by using the approach developed by Courtois and Semal [4, 5] . If we have some knowledge of the model once in the non-generated states (e.g., if
we know a bound for the transition rates from the nongenerated states, etc.), then bounds for unconditional measures may be computable from the generated states.
For instance, we refer to the bounds on availability obtained in [28, 29] . Below we address some of the issues related to bounding steady state measures.
Suppose that we are interested in calculating the cumulative reward R averaged over the observation period (O,t) as t~m. If we know the steady state probabilities T =< Tl, . . . . Tc > of the complete model, then %?=~:=17r~'r~. Now we assume that the state space is partitioned into two subsets~which contains the states generated by some procedure and~which contains the non-generated states. Clearly: R = P(g)7?g + P(Af)n~ (11) where .P(G) (F'(N) ) is the probability that the system is in a state of~(Af) and 7?0 (%?N) is the value of %? conditioned that the system is in a state of G (N). If the rewards are bounded, rlb < ?';~?'Ub,then 'rib < RN~rub, Tlb < %?g < Tub, and we have:
where the subscript /b (ub) indicates a lower bound on the term. (12) upper)
Equation (12) for obtaining bounds on conditioned steady state probabilities which has cheaper computational requirements than those in [4] . These bounds, however, may not be as tight as those obtained in [4] , though the difference is negligible for skewed models.
Consider the transition rate matrix Q1 of Figure  3 that represents the generated states of the model.
The first state in Q1 is the initial state for the generating procedure. We assume that the last state in do not necessarily go to the first state.) Therefore, the exact conditioned steady state probabilities of the generated states can be obtained from the solution of Q 1.
Let Q be the set of states of matrix Q 1, QO = {al}, QI = Q -{{al} U{af}} and Qz = {af }. In Figure 3 the submatrix Qii corresponds to the set Q;.
We follow the idea developed in [28] and from Q1, we construct a matrix Q2 shown in Figure 4 , where A minimum path algorithm (e.g., Dijkstra) can be used.
We assume that all the generated states, i.e., the states in subset QO(J 4?1 communicate. If this is not true at the end of the generation procedure, the states that have transitions only to state af are excluded from the set of generated states. As a consequence of this reorganization, the output transition of states in~k (k > 1) can go only to states in~k-1, or to states in xl for i > k, or to state af. Furthermore, there is always one transition from a state in~k to a state in fk_l. Figure 5 shows the new matrix Qj after reorganizing the states in matrix Q2. We note that the steady state probabilities of Q2 are identical to the steady state probabilities of Qj after proper matching of states.
If submatrices Q2,0, Q21, Q~l, ..., Qj,K_l were null, then we could immediately apply the results of [28] . However, this is not true in our case. We proceed by constructing, from matrix Qj, matrix Q3, where the states in subsets fh 1 < k < K are exactly aggregated into a single state f~, assuming that we can perform such aggregation. Later we show that exact aggregation is not necessary to obtain the bounds on conditioned probabilities. The process defined by Q3 is shown in Figure 6 . In Figure 6 ated states from the initial state al and does not include state al. We cannot perform exact aggregation, since we do not have any knowledge of the complete transition rate matrix of the model. Therefore, in Figure   6 , the unknowns are the output rates from states ?k, 1 s k < K, and from state af. Furthermore, the exact value of the reward rate to be associated with state fk, 1 < k < K, is not known, which precludes the calculation of the exact value for 7?g. However, Theorem 1 below indicates a way to obtain a lower bound for 'Rg.
An upper bound on l?g can be found in the same way. q Assign a reward r'lb to each siaie fh for all 1 < k < K.
Proofi the proof is given in [9] and is omitted for conciseness.
Since we know the values of all output transition rates from the states in~k for all k, obtaining the maximum and minimum values as indicated by Theorem 1 is not a problem. Furthermore, by the way we assign states to subsets~k, there is always a transition from a state in~k to a state in %~-1 (or to al) and thus the minimum is guaranteed to be greater than zero. The rate assigned to the transitions from af to fK is irrelevant for the final calculation of the conditional probabilities of the remaining states. The final probability matrix P5 used to obtain the value of 7Zg is given in Figure 7 . Note that P5 is identical to II, except by the value of pf~which is obtained after aggregating the states fk in matrix Q4. The desired lower bound is obtained by assigning a reward ?'ib to state af in Figure 7 and an upper bound is obtained by assigning a reward Tub to aj. Examples.
In this section, we present examples to illustrate some of the issues concerning the generation procedure.
The first is a "toy" example which shows the difference between the search rule based on visit ratios and the one based on MTTU as outline in section 4.1. Consider a model with six states that has the transition probabilities given by the Starting from state al, if we use the search rule based on visit ratios, then the states are generated in the order a2 -+ a4 -a~-+ a3~aG, which is not the desired order of decreasing steady state probabilities. However, using the rule based on the MTTU, the most probable states are generated first (i.e., a3 -+ a5 -+ a2~a4 -+ aG). For large models, we found that both rules perform well in general, though the number of states &f found by using the MTTU rule is always smaller that IV, the number found using the visit ratio rule, and when the same stopping criterion is used. This indicates that the MTTU perform better as we anticipate.
We now consider a very large model of a communication protocol: the Abracadabra protocol [20] which is defined by 1S0 to compare different formal description techniques, and has similar characteristics to many of the standard protocols.
There are two layers in the protocol: the bottom layer offers a connectionless transmission service which is used by the subsequent layer that offers a connection oriented full duplex service to the user. The formal specification of this protocol is lengthy and we omit it from the text for conciseness. The structure of the specification is shown in Figure 8 When we use the modified algorithm outlined in section 4.1, the number of generated states (&f) drops to 187 with the same value of the MTTU as above. This corroborates our conjecture that M < N in section 4.1.
From the results of section 4.2 we can also obtain bounds for the throughput values above, conditioned that the protocol is in the generated scenario (open/shutdown and data transfer). We are in the process of automating the bounds calculation, and so we do not have the results for this example yet. However, we obtain bounds for the example below which has a simpler structure,
The last example is an availability model taken from the SAVE manual [13] . The example is a model of a fault-tolerant database system with the following components: a front-end, a database and two sets of modules, each formed by two processors connected to a memory unit by a switch. Unlike the example in [13] , we assume that the components can fail even when the system is down. The failure rate for the front-end, the database, the switches and memory units is 1/2400, and We now consider the calculation of steady state availability y Av. This is possible, since we have knowledge of the behavior of the system once in the nongenerated states. If the states are generated in increasing order of number of failed components, then the results in [28] can be used to calculate bounds on Av. However, as we mention above, this order is not the best order to obtain the most probable states. As a consequence, the "state duplication procedure" outlined in [28] is not directly applicable to obtain bounds on conditional availability and, from those, bounds on Av. This can be seen by observing Figure 6 . In that Figure (12) we also need a lower bound on~(~), the probability that the system is in a state of those gener- We have developed an approach to generate efficiently a subset of the state space of a Markov model with the aim to obtain the most probable states in the model.
The approach is based on the work of Dimitrijevic and
Chen [11] . The iterative method we propose is shown to be significantly more efficient than previous methods, both in terms of storage and number of operations.
In this method, the sparseness of the transition rate matrix of the Markov model is preserved, which is important to solve large models. The examples show that the method works satisfactorily for models with skewed probabilities.
We have addressed the problem of bounding reward measures based on the states generated, Even if there is no knowledge about the non-generated states, bounds on transient reward measures can be easily obtained.
For steady state, we have used the state replication technique in [28] and showed how to obtain (for general models) bounds on reward measures conditioned that the system is in the subset of the generated states. Unlike Courtois and Semal bounds [4] , ours can be calculated while preserving the sparseness of the generated transition rate matrix. Bounds on conditional state probabilities are important to evaluate performability measures conditioned that the system is in the generated, most probable, scenario. They can also be used to evaluate unconditioned measures, when we have more knowledge about the behavior of the model in the non-generated stat es.
Several extensions are possible to increase the efficiency of the algorithm. In one of them, sets of states are chosen instead of one at a time, In another, sets of generated states are aggregated and the aggregated process is used for the choice of the next state, instead of using the entire unaggregated set of generated states. We are currently investigating these and other approaches.
We have implemented our method in a tool and used it to generate states of communication protocols described in Estelle. We hope the method will be useful in other specification languages, such as Stochastic Petri-net. The method to bound conditioned measures is in the process of being automated. [27] J.F. Meyer. Performability: A retrospective and some pointers to the future. Technical report, Universit y of Michigan, 1991.
[28] R.R, Muntz, E. de Souza e Silva, and A. Goyal. 
