Samples with overlapping observations are used for the study of uncovered interest rate parity, the predictability of long run stock returns, and the credibility of exchange rate target zones. This paper quanti…es the biases in parameter estimation and size distortions of hypothesis tests of overlapping linear and polynomial autoregressions, which have been used in target zone applications. We show that both estimation bias and size distortions generally depend on the amount of overlap, the sample size, and the autoregressive root of the data generating process.
Introduction
A time series sample of a regression is said to be overlapping, when the dating of the regressand leads the dating of the regressor by more than one period. There are at least three main areas in empirical macroeconomics and …nance where overlapping samples are used: the analysis of uncovered interest rate parity (UIP), the predictability of long run equity returns, and the credibility of exchange rate target zones. In the …rst two of these three applications, multi-period ahead changes in asset prices are regressed on another variable, that is, the future change in the exchange rate is regressed on the current interest rate di¤erential, and the future change in equity prices is regressed on the dividend yield, respectively. Target zone applications, on the other hand, are based on overlapping autoregressions.
The consequences of overlapping observations for hypothesis tests for the …rst two applications have already been studied, see, for example, Hansen and Hodrick (1980) , Richardson and Stock (1989) , Richardson and Smith (1991) , Hodrick (1992) , Nelson and Kim (1993) , Phillips et. al.
(1996), Smith and Yadav (1996) , Kirby (1997) , Britten-Jones and Neuberger (2004) , and Ang and Bekaert (2005) . These papers either suggested methods to estimate the covariance matrix when the sample is overlapping or studied the small sample properties of the estimation and generally reported size distortions of hypothesis tests. 1 Regardless of the covariance matrix used, the consensus of the literature is the empirical failure of UIP. The predictability of long run equity excess returns (over the risk free interest rate) had long been treated as a stylized fact (see, e.g. Fama and French, 1988) , but more recent papers showed that this results was due to small sample properties of standard hypothesis tests, and the excess return predictability by the dividend yield is not signi…cant (see Ang and Bekaert, 2005 , and references therein).
To our knowledge, however, the consequence of overlapping observations for estimation and inference in target zone applications, and more generally, in overlapping autoregressions has not yet been studied. Although the issue of overlapping observations is referred to in most of the empirical target zone applications with cautionary warnings, the sole remedy for the problem has been the calculation of the signi…cance of the estimates by the heteroskedasticity and autocorrelation consistent (HAC) covariance matrix estimator of Newey and West (1987) . 2 This paper aims to …ll this gap by studying the properties of overlapping autoregressions along three main dimensions:
(a) the amount of overlap, (b) the root of the data generating autoregressive process, and (c) the sample size by Monte Carlo simulation. 3 In addition to size properties of hypothesis tests, we also lay special emphasis on the biases of parameter estimations.
In target zone applications the key question is whether the exchange rate within the band is a mean reverting process, and hence, can be forecast adequately based on its past values. When this is the case, then the so called 'drift-adjustment' method can be used, which was suggested by Bertola and Svensson (1993) . This method is used to study the possible mean reversion of the exchange rate within the band, the empirical …t of theoretical target zone models, and to predict realignments. The key forecasting equation used for the method is either an overlapping linear autoregression,
or a certain non-linear speci…cation, which we call a 'polynomial autoregression',
where x t denotes the time series studied, i (i = 0; 1; 2; 3) denotes the overlapping autoregressive parameters, and u t+k and v t+k denote the forecast errors, which are assumed to be uncorrelated with information available at time t. The survey presented in Garber and Svensson (1995) regarding this method concluded that exchange rates within the band of target zone currencies displayed strong mean reversion, the empirical …t of the exchange rate function coincided with the predictions of the Bertola-Svensson (BS) model, and estimated devaluation expectations were found to predict actual realignments reasonably well.
The main result of our paper regarding overlapping autoregressions can be summarized as follows. In general, the bias in parameter estimates and size distortions of hypothesis tests are larger, if the amount of overlap is larger, the autoregressive root of the data generating process is closer to unity, and the sample size is smaller. The most notable exception to these general features is the estimator of 2 in the polynomial autoregression, which is unbiased, though hypothesis tests on this parameter are also a¤ected by size distortions.
Regarding target zone applications, our results indicate that the estimates of linear and polynomial autoregressions are biased in a way that they are likely to overstate support for the theoretical prediction of mean reversion of the expected exchange rate, and other predictions of the BS model, both when the exchange rate is moving in a target zone and when it is ‡oating and following a random walk. 4 Moreover, size distortions of hypothesis tests make these biased estimated seem- 4 Mundaca (2004) criticized the drift-adjustment method from a di¤erent point of view, claiming that the procedure is burdened with the so called 'peso problem'. However, her two-state Markov-switching model, as well as similar models of Mizrach (1995) and Hallwood et al. (2000) are also subject to the issue studied in our paper, since these papers also assume that the exchange rate within the band follows an overlapping autoregression. Estimation is made within a larger model with maximum likelihood, however, there are no reasons to believe that this way of estimating is exempt from the consequences of overlapping observations. ingly signi…cant. 5 Using critical values from the distributions simulated in this paper, neither EMS currencies (with the exception of the Dutch Guilder), nor Nordic currencies, nor emerging market currencies display signi…cant mean reversion and non-linear behavior according to the overlapping autoregressions estimated in the literature, but are not signi…cantly di¤erent from unit root processes. 6 The remainder of the paper is organized as follows. Section 2 sets up the economic problem at hand and highlights the main parameters that drive the empirical results. Section 3 presents our Monte Carlo study on the distribution of parameter estimates and hypothesis tests of overlapping linear and polynomial autoregressions. Finally, some concluding remarks are made in Section 4.
The drift-adjustment method
In response to reported empirical failures of the target zone model of Krugman (1991) , which was the …rst formal target zone model in the literature and was derived on the basis of perfect credibility, Bertola and Svensson (1993) presented a model with a stochastic time-varying devaluation risk and argued that the existence of this risk can in principle explain empirical regularities of target zone exchange rates. They suggested the drift-adjustment method for extracting a measure of devaluation risk from data, which is also used to validate the theoretical model. Before going into the details of the method, it is worth summarizing the criteria used to evaluate the empirical results.
These are the following: (1) some summary statistics of the estimated models (for example, the R 2 and joint F -tests on the parameters), (2) whether the estimated model implies that the exchange 5 In the context of target zones and unit root tests, Iannizzotto and Taylor (1999) study the power of Dickey-Fuller tests by simulating their estimated target zone model. They …nd very low power. For example, using a 5 percent critical value they could reject the wrong null-hypothesis of unit root only in very few cases, mostly below 10 percent of experiments. 6 In a recent paper, Lundbergh and Teräsvirta (2006) o¤er an elegant solution to the unit root issue by adopting a STAR (smooth transition autoregression) speci…cation. In a non-overlapping model, they allow both the mean and the conditional variance to depend on the within band position. One of their results is, for example, that during July 1985 -May 1991 the Swedish Krona was characterized as a random walk with GARCH variance within the band, but close to the edges of the band the exchange rate behaved like a white noise. rate within the band displays statistically signi…cant mean reversion, (3) whether the estimates …t the curves implied by the theoretical BS-model, and (4) whether the estimates for expected devaluation predict actual devaluation reasonably well or coincide with the prior conception of the authors.
Sketch of the method and the …rst two criteria
By de…nition, the logarithm of the exchange rate (s t ) managed in an exchange rate target zone can be written as the sum of the logarithm of the central parity (c t ) and the logarithm of the deviation from the central party (x t ); which is usually called 'the exchange rate within the band'. Under the assumption of UIP, the interest rate di¤erential at time t equals the expectations of currency depreciation conditional on information available at time t; which, by de…nition, equals its two components:
where E t [ ] denotes the expectations operator conditional on information available at time t, 4 k s t+k = s t+k s t is the k-period ahead change of the exchange rate, k 2 N + is the horizon of forward-lookingness, r t and r t are annualized domestic and foreign interest rates with years of maturity, = k N , where N is the number of observations per year. 7 Hence, by rearranging (3), the expected rate of devaluation can be measured as the di¤erence between the interest di¤erential and the expected rate of depreciation within the band 8 :
7 For example, in the case of 3-month horizon and 260 working days a year, k = 65, N = 260, and = 0:25. Note that the use of the UIP condition does not necessarily imply overlapping observations for the empirical analysis, namely, when the sample is sequenced in k periods (i.e. using 4 observations per year in case of the 3-month horizon). However, as k-period sequencing substantially reduces the number of observations, empirical studies used to employ data at the available (e.g. daily) frequency and adopt overlapping observations.
8 Equation (4) shows the essence of the method, as its derivation is slightly complicated by the possible jump of the within band exchange rate upon realignment, see, e.g. Svensson (1993) . In practice, this issue is handled by excluding k observations before each case of devaluation (i.e. excluding 3-month data before each devaluation).
where g t denotes the expected rate of devaluation. Bertola and Svensson (1993) suggest that it is su¢ cient to …nd an estimate for the expected depreciation within the band, in order to give an estimate of the expected rate of devaluation. The estimate is given by overlapping linear or polynomial autoregressions in the forms of equation (1) or (2) . The models are estimated either in levels, or in a k-period di¤erenced form, where both sides are further divided by in order to have the annualized measure of the within band depreciation on the left hand side, for example 9 ,
The forecasting equation is occasionally augmented with additional variables, like domestic and foreign interest rates, the interest rate di¤erential, other EMS rates within the band, e¤ective limits, and lags of x t .
The …rst two criteria introduced in the beginning of this section are directly related to the estimation of equation (1) or (2) . The goodness of …t is usually evaluated by the R 2 and the F -statistics of these overlapping autoregressions, while mean reversion is evaluated by a test of 1 < 1, which is done by comparing the t-statistics of the OLS estimate to the Dickey-Fuller table.
However, serious doubts could be raised for this procedure on the basis of its application for ‡oating exchange rates: one would …nd qualitatively the same results as one would …nd for applications to target zones currencies of the literature that were reported to be favorable. For instance, estimation results of equations (2) and (5) for daily dollar/mark rates for January 2, 1990 -July 31, 2003 are: 9 Note that equation (5) is equivalent to equation (1).
x t+22 = 0:3 0:8x t +3:1x 2 t 1:7x 3 t + b v t+k ; and (x t+65 x t ) =0:25 = 0:2 0:4x t 1:5r t +1:
with all parameters seemingly signi…cant using Newey-West HAC covariances with 21 lags. 10 Hence, overlapping autoregressions would indicate that the logarithm of the dollar/mark rate is stationary, which is in sharp contrast to the consensus of the literature 11 . Section 3 will demonstrate that the distribution of the F and t tests of overlapping autoregressions are fundamentally di¤erent from the 2 and Dickey-Fuller distributions, respectively.
The third criterion: Curves implied by theory
The theoretical BS model de…nes the so-called 'aggregate fundamental'as the linear combination of the fundamentals of the monetary model of exchange rates ('traditional fundamental') and the expected rate of devaluation. The model speci…es the exchange rate function as
where h t is the aggregate fundamental. Rose and Svensson (1995) estimate the fundamental by
where b f t = s t b (r t r t ) is an estimate of the 'traditional fundamental', b is an estimate of the interest rate semi-elasticity of money demand, and b g t is the estimate of the expected rate of devaluation by the drift adjustment-method based on equation (4), using an estimate of (1) or 1 0 The starting year 1990 was selected to exclude the period of the Plaza Agreement and the Louvre Accord when interventions in the main foreign exchange markets were (or were thought to be) more intensive than before or afterwards. For the period since the introduction of the euro in 1999, German mark exchange rates were calculated from the euro rates using the conversion rate, and German interest rates values were substituted with euro interest rates. Results were qualitatively insensitive to the speci…c sample period chosen. We also studied various other ‡oating nominal exchange rates with qualitatively similar results, which are available from the author upon request. 1 1 See, for example, Frankel and Rose (1995) . Using the dataset of this paper we also run unit root and stationarity tests for various ‡oating nominal exchange rates, which all indicated non-stationarity. Results of these tests are available from the author upon request.
(2) to form an estimate of the expected change within the band, b
. Substituting these equations into (7) leads to the estimate: 
Parameters driving the curves implied by theory
There is a direct relationship among the three …gures of the BS model. First, it is clear that Figure   1A implies Figure 1B , since Figure 1A and 1B show the change and the level of x j+k , respectively.
Second, we showed that the aggregate fundamental could be calculated as
Since (and its estimate b ) is positive, provided that the empirical counterpart of Figure 1A has the shape displayed, plotting (
= , x t ) reveals the exchange rate honeymoon e¤ect in terms of the aggregate fundamental. Thus, Figure 1A implies both of the other two …gures implied by the target zone theory. Let us highlight the main parameters driving the plot of Figure 1A , that is, the curvature of
The estimated model corresponding to the theory behind the curve in Figure 1A Let y t = x t+k x t and subtract x t from each side of equation (2). For the sake of simplicity, let us drop the time index. The resulting polynomial is the function plotted on Figure 1A ,
Regardless of 1 , the second derivative changes sign at x = 2 =(3 3 ) (provided, of course, that estimation results for ‡oating exchange rates, and in Section 3 we will demonstrate that these are exactly the results that one obtains from Monte Carlo simulation for random walks and near unit root processes when studying the statistical properties of the estimation. As an example, Panels D to I of Figure 1 show the estimated curves for the log-levels of two ‡oating exchange rates. The remarkable feature of these panels is the similarity to the curves implied by the BS theory and to the empirical estimates for real world target zone data (see, for example, Figures 10 of the autoregressive parameter, and b is the least squares estimator. In this section we describe various small and large sample distributions of parameters and hypothesis tests of overlapping linear and polynomial autoregressions which, to our knowledge, have not been studied before. Our main goal is to study the inference and, particularly, to asses the biases and size distortions arising from the estimation using overlapping observations in small samples. We will use our …ndings to evaluate the signi…cance of results achieved for the application to target zone currencies of the literature and to the ‡oating exchange rates presented in this paper.
It can be proven analytically, by extending the functional central limit theorem, that, when the true process is a random walk, then the OLS parameter estimator of both the linear and the polynomial overlapping autoregressions is consistent. In the case of the polynomial autoregression the convergence rate of b 1 1 is T , similar to the simple linear autoregressive model when there is a unit root. The convergence rate of b 2 0 is T 3=2 , and the convergence rate of b 3 0 is T 2 : Moreover, only the distribution of T b 1 1 is independent of the residual variance, but both T 3=2 b 2 and T 2 b 3 depend on that. 13 Since small sample biases also depend on the residual variance, in our simulation study we set it equal to the variance of daily logarithmic changes of the dollar/mark rate, which is 0:006821 2 :
We study the properties of the estimators and hypothesis tests along three dimensions: (a) the amount of overlap, (b) the root of the data generating autoregressive process, and (c) the sample size. 14 As a benchmark, we set k; the amount of overlap to 22 (representing the working days in a month); T; the sample size to 3000 (the typical sample size used for EMS currencies in the literature and for ‡oating exchange rates in our paper); and ; the inverted root of the data generating autoregressive process to 1 (implying random walk). In the next three subsections we study the properties of the OLS estimator and various hypothesis tests along these three main dimensions.
Our main emphasis will be the investigation of the e¤ects of the amount of overlap for stationary processes as well as for unit root processes. The issue of unit root is crucial from the point of view of hypothesis testing: whether estimated models di¤er from the random walk, or to phrase it 1 3 The proofs are available from the author upon request.
di¤erently, whether the mean reversion and non-linear e¤ects are signi…cant or not.
The e¤ects of the amount of overlap
We studied the e¤ects of overlapping observations for estimation and inference by estimating the linear and polynomial autoregressions for random walks with k = 1; :::; 50; using a sample of T = 3000, which corresponds to the typical sample size used in the literature. Note that all ‡oating exchange rate estimations of this paper yielded a negative value for b 3 ; while b 2 had mixed signs.
Panel B of Figure 3 shows the mean bias in parameter estimation. Clearly, the bias in the estimation of 2 is zero and not related to the amount of overlap, but the bias is systematically related to the amount of overlap in the cases of b 1 (both for the linear and polynomial autoregressions) and
That is, increasing the amount of overlap increases the magnitude of the bias in the estimation of these parameters. Note that the downward bias in b 3 is much more severe than in b 1 using the dollar/mark rate to calibrate the data generating process. 15 The …nding that increasing the amount of overlap does not a¤ect the probability of getting an estimate less than the true value but does increase the estimation bias is the consequence of changes in the shapes of the estimator distributions. Figure 2 showed that increasing the amount of overlap substantially expands the left tails of the distributions, while the right tails are only mildly a¤ected.
Panel C of Figure 3 shows the sizes of t-tests, using 5% nominal sizes, calculated with Newey- We also see a jump in the empirical sizes when moving from the non-overlapping to the overlap- 1 5 We have already highlighted that the distributions of b 2 and b 3 depend on the residual variance, while that of b 1 does not.
ping sample in the cases of the parameters of the non-linear terms in the polynomial autoregression. Sizes were evaluated using the 5% critical value of the 2 distribution, which was also used for testing non-linearity in target zone applications in the literature with Newey-West HAC covariances to correct for autocorrelation. 16 Our results indicate that empirical sizes are substantially higher than nominal sizes, which are also increasing in k: We can also observe a jump in the empirical sizes when moving from the non-overlapping to the overlapping sample. *** Figure 4 *** Figure 4 shows the same statistics for a stationary data generating process, x t = 0:9x t 1 + " t :
Results are qualitatively similar to the unit root case although magnitudes are di¤erent. In the linear autoregression, the probability of an estimate less then the true population value is fairly constant at 55% irrespective of the amount overlap, but the magnitude of the bias is increasing in k. Results for b 2 are identical to the unit root case, since P ( b 2 < 0) = 0:5 and the estimate is unbiased. Results for b 3 are similar again to the unit root case, since P ( b 3 < 0) > 0:5 and the estimate is downward biased, although for large amounts of overlap the bias is diminishing.
Interestingly, the e¤ects on the estimate of b 1 changes sign as a function of the amount of overlap. 1 6 It is well known that in the case of stationary regressors, including stationary autoregression when the regressor(s) is(are) not independent from the population residual variable, the Wald type test has an exact or asymptotically For k < 12 the estimate is upward biased while for k > 12 the sign is reversed. For large k; results are qualitatively similar to the unit root case, since the probability does not increase further but the bias is increasing. Hence, the only qualitative di¤erence to the unit root case is the bias in b 1 for small amounts of overlap. However, recall the condition formulated in equation (9) 
The e¤ects of the autoregressive root
We study the e¤ect of the autoregressive root of the data generating process on estimation and inference in more detail by applying the linear and polynomial autoregressions to AR(1) processes with di¤erent roots. A zero mean AR(1) process could be written in the form of (1 L)x t = " t ;
where denotes the inverted root (which must be inside the unit circle for covariance stationarity), L is the lag operator and " t is a white noise process. We set to take various values between 0.80 and 1.00. For each process we have studied the properties of overlapping autoregressions with Figure 5 shows the R 2 and probabilities of parameter estimates less then the true population values. 17 The autoregressive parameter of the linear overlapping autoregression indicates a systematic relation to the root of the process: as the root approaches one, the likelihood of a less than true estimate is slightly increasing, but jumps in the unit root case to about 95%, as it was already shown by Figure 3 . We can also see a clear pattern for 3 and 2 : as the root approaches unity, the estimate for 3 is more and more likely to be negative (but without a distinct jump at = 1), while the signs of the estimate for 2 are balanced. However, the sign of b 1 22 < 0 of the polynomial autoregression is not monotonically related to : it is balanced till about = 0:92; then the probability is slightly decreasing till = 0:99 to 42%, but jumps to 75% in the unit root ; the overlapping autoregressive parameter of the linear model, is systematically related to the root of the process, namely, the magnitude of the downward bias is increasing in :
Panel C of Figure 5 shows the sizes of individual t-tests on the parameters using Newey-West HAC covariances (with 21 lags) at 5% nominal size. Note that the process is stationary for < 1;
hence, we tested the hypothesis of 1 = 22 for < 1 with a two-sided t-test, and 1 = 1 for 1 7 The true value of the overlapping autoregressive coe¢ cient equals k ; which is also equal the k th -order autocorrelation coe¢ cient. Its magnitude can take values close to zero for < 1: Hence, the overlapping sample is the reason for the almost zero R 2 in the case of stationary processes with low roots. 
3.3
The e¤ects of the sample size Table 1 shows the e¤ects of the sample size on estimation and inference of the overlapping linear and polynomial autoregressions by estimating them for random walks for various sample sizes between 100 and 100000, with k = 22:
*** Table 1 ***
We have seen in the previous subsections that b 2 was unbiased, while b 1 (both for the linear and polynomial autoregressions) and b 3 were downward biased. These properties hold for a range of sample sizes. Again, the bias of b 3 is more severe than that of b 1 ; although this particular result depends on the residual variance, which was calibrated here to the dollar/mark exchange rate. We have also already seen on Figure 3 that P ( b (AR) 1 < 1) 0:95; P ( b 1 < 1) 0:75; P ( b 2 < 0) = 0:5;
and P ( b 3 < 0) 0:92; which are also generally robust to sample size, with perhaps the exception of b 3 whose probability of being less than the true value is somewhat increasing.
The sample size has three distinct e¤ects. First, biases go to zero as the sample size increases, and the variance of biases also diminishes, which can be seen in the 6 th 9 th columns of the upper block of the table containing mean absolute biases. Values in the upper block of the table also indicate that b 3 has the highest convergence rate and b 1 has the slowest. Second, the R 2 increases with the sample size which re ‡ects the fact that biases diminish with the sample size.
The third distinct e¤ect of the sample size is related to the sizes of hypotheses tests. Although there are considerable size distortions at all sample sizes, the empirical size improves for the t-test of b 1 (both for the linear and polynomial autoregressions) and for the joint hypothesis tests (using 5 percent nominal size and Newey-West HAC covariances with 21 lags in all cases). For instance, at the shortest (T = 100) and longest (T = 100000) sample sizes shown in the table, the empirical sizes of the Dickey-Fuller t-tests in the linear overlapping (k = 22) autoregressions are 62% and 16%, respectively (the nominal size is 5%). The empirical sizes of the two joint hypothesis tests are 99% and 55%, and 45% and 30%, respectively, at the shortest and longest sample sizes shown.
The size distortion of t-test of b 1 in the polynomial autoregression seems to diminish, since the empirical size decreases to 5.3% at 5% nominal size. However, this is a mere consequence of the selected amount of overlap and not an indication that Dickey-Fuller tests are valid asymptotically.
For instance, at T = 100000; the true sizes using 1% and 10% nominal sizes are 1.8% and 8.8%, respectively. Note also that Figure 3 indicated that the true size of the null hypothesis of b 1 = 1 increases with the amount of overlap for a given sample size.
Size distortions of t-tests of b 2 and b 3 are also considerable, reaching 29% and 38%, respectively, for longer samples. However, after an initial increase when moving from very small samples to T = 1000; distortions do not increase further with the sample size. Note that this result bears some similarity to results in the previous subsection studying the e¤ect of the amount of overlap, where we found that, after an initial increase in size at low amounts of overlap, size distortions do not increase further for k > 5:
To sum up, probabilities of getting estimates less than the true values do not depend much on the sample size, but the magnitudes of the bias in parameter estimates (except b 2 ) depend, since estimates are consistent. Sizes of the hypothesis tests also depend on the sample size. Thus, these …ndings strengthen the generality of the results shown in the previous subsections: b 1 (both in the linear and polynomial autoregressions) and b 3 are downward biased, while b 2 is unbiased, and hypothesis tests have bad size properties even when using the Newey-West HAC covariances. Table 2 presents a summary of our main …ndings along three aspects: the shape of the distribution function, bias, and size distortions of hypothesis tests. Our main results are that the distributions of the estimator of 
Summary and implications for the target zone evidence

Concluding remarks
This paper studied the e¤ects of overlapping observations on estimation and inference for autoregressions. Samples with overlapping observations are frequently used, for example, for the study of UIP, the predictability of long run stock returns, and the credibility of exchange rate target zones.
We took an example from the target zone literature, the so-called drift-adjustment method, which is based on linear and polynomial autoregressions estimated on overlapping observations.
We characterized the properties of parameter estimates and hypothesis tests of the overlapping linear and polynomial autoregressions by Monte Carlo simulation along three main dimensions:
(a) the amount of overlap, (b) the root of the data generating autoregressive process, and (c) the sample size. We showed that the bias in parameter estimates and size distortions of hypothesis 1 8 See the papers listed in footnote 2. Detailed results for ‡oating exchange rates are available from the author upon request. 1 9 There is another somehow similar, but in two respects substantially di¤erent non-linear estimate in the literature by Koedijk et al. (1998) . They derive the exchange rate function of a target zone currency in discrete time and arrive at the following estimated equation:
t + "t+1; where d and d
+ are dummy variables, indicating whether the exchange rate is above or below the central parity. Hence, these authors discriminate the parameter of the quadratic term according to sign on the one hand, and employ a non-overlapping test equation on the other. We also carried out a Monte Carlo simulation on random walks for this particular speci…cation and found almost no size distortions. For example, the sizes of the tests using 5 percent signi…cance were almost equal to the nominal size: for 1 ; 2 ; + 2 ; and 3 the size of the test was 5.0%, 4.9%, 6.2%, and 7.2%, respectively. tests are larger, if the amount of overlap is larger, the autoregressive root of the data generating process is closer to unity, and the sample size is smaller. Of special importance, the biases in parameter estimation are in the direction of …nding spurious mean reversion for unit root processes.
Regarding the exchange rate application under study, we found that the biases are such to display all theoretical predictions of the Bertola and Svensson (1993) The general conclusion is that much care should be taken when working with overlapping observations, because the magnitude of bias in parameter estimates and size distortions of hypothesis tests are generally unknown. Since all of these magnitudes depend on the amount of overlap, the sample size, and the autoregressive root of the data generating process, there is no unique set of critical values to be used for inference, but all applications should be accompanied with the analysis of the statistical properties of the particular model used. 
