Numerical land surface models (LSMs) are abundant and in many cases highly sophisticated, yet their output has not converged towards a consensus depiction of reality. Addressing this matter is complicated by the huge number of possible combinations of input land characteristics, forcings, and physics packages available. The Global Land Data Assimilation System (GLDAS) and its sister project the Land Information System (LIS) have made it straightforward to test a variety of configurations with multiple LSMs. In order to compare the impacts of the choice of LSM, land cover, soil, and elevation information, Corresponding author: Matt Rodell, Hydrological Sciences Branch, Code 614.3, NASA Goddard Space Flight Center, Greenbelt, MD 20771, USA. Email: Matthew.Rodell@nasa.gov ( 2007, Meteorological Society of Japan and precipitation and downward radiation forcing datasets on simulated evapotranspiration, sensible heat flux, and top layer soil moisture, a set of experiments was designed which made use of high quality, physically coherent, 1-year datasets from four reference sites of the Coordinated Enhanced Observing Period (CEOP) initiative. As in previous studies, it was shown that the LSM itself is generally the most important factor governing output. Beyond that, evapotranspiration seems to be most sensitive to precipitation, land cover, and radiation (in that order); sensible heat flux is most sensitive to radiation, precipitation, and land cover; and soil moisture is most sensitive to precipitation, soil, and land cover. Various seasonal and model specific dependencies and other caveats are discussed. Output fields were also compared with observations in order to test whether the LSMs are capable of simulating an observed reality given a plausible set of inputs. In general, that potential was fair for evapotranspiration, good for sensible heat flux but problematic given its strong sensitivity to the inputs, and poor for soil moisture. The results emphasize that improving the LSMs themselves, and not just the inputs, will be essential if we hope to model land surface water and energy processes accurately.
Introduction
Numerical land surface models (LSMs) have become increasingly numerous and complex since Manabe (1969) introduced his bucket hydrology model. At the same time, land property and forcing fields which can be used as inputs to LSMs have become more abundant and highly resolved, and in some cases more reliable owing to remote sensing technologies. Despite the sophistication of modern LSMs and omniscience of new input datasets, model generated surface state and flux fields continue to exhibit significant variability, largely because of the huge number of possible combinations of land characteristics datasets, forcings, and physics packages.
The Global Land Data Assimilation System (GLDAS) and its sister project the Land Information System (LIS) have made it straightforward to execute simulations with multiple land surface and meteorological forcing datasets and several LSMs, through a user-friendly software interface. The desire to test the many possible configurations in an intelligent manner motivated this study. A set of experiments was designed to help rank the impact of the user's land property, forcing, and LSM decisions on simulated evapotranspiration, sensible heat flux, and soil moisture at four reference sites of the Coordinated Enhanced Observing Period (CEOP) initiative where in situ land surface and hydrometeorological data were available. The three simulated fields were also compared with observations. The goal here was not to validate, but rather to determine whether reality is within the range of possible outcomes from a set of reasonable configurations. Furthermore, forcing fields contain inconsistencies, caused by periodic changes in the observing systems that contribute and the analysis systems that digest the data. Knowing the extent to which forcing affects output is important for evaluating consistency in any long term simulation. This, in turn, is critical for gauging uncertainty in apparent trends and for assessing background conditions for land data assimilation. This study also emphasizes the value in refining the land parameter and forcing datasets themselves.
Background

Previous studies
It is well known that LSM physics, land characteristics, and forcings can have significant impacts on simulated results. The Project for Intercomparison of Land-Surface Schemes (PILPS; Henderson-Sellers et al. 1995; Pitman et al. 1999a ) promotes enhanced documentation, comparison, and validation of land surface schemes through community participation. PILPS has demonstrated that among LSMs forced by identical meteorological data and values for commonly named parameters, in specific geographic locations, significant scatter exists in the partitioning of precipitation into evapotranspiration and runoff (e.g., Chen et al. 1997; Liang et al. 1998; Wood et al. 1998) , and that calibrating model parameters improves skill (Lettenmaier et al. 1996) . The differences among LSM outputs are caused by a combination of different model structure, complexity, economy of physics, and usage and tuning of model parameters. The effective definitions of various model parameters are often inconsistent among LSMs (Xia et al. 2002) . To assess sources of scatter among the PILPS LSMs, Liang and Guo (2003) evaluated the sensitivities of evapotranspiration, total runoff, sensible heat flux, and total column soil moisture modeled by ten LSMs to perturbation of three soil parameters and two vegetation parameters. Their results suggested that the soil parameters have more influence than the vegetation parameters on surface water and energy partitioning. The Global Soil Wetness Project (GSWP; Dirmeyer et al. 1999 ) also revealed significant scatter among LSMs at the global scale despite a common set of land property and forcing fields. The second phase of GSWP, which is ongoing, includes a series of sensitivity studies to assess model response to changes in surface parameters and forcing (IGPO 2002) . Other than being performed on a much smaller scale, this study differs from GSWP2 in the following ways: 1) the focus is on four CEOP reference sites; 2) in situ observations are used to set the control land attribute and forcing inputs and to evaluate the results; 3) the same driver, compiler, and Linux based server are used to run all three LSMs, which is important for ensuring consistent results; and 4) sensitivity to soil and elevation datasets is considered.
A number of studies have evaluated LSM sensitivities. Methods of sensitivity analysis and their strengths and weaknesses are reviewed in Bastidas et al. (1999) and Liang and Guo (2003) . The methods fall into to two categories: one-at-a-time and multiple parameter perturbation. The investigation described here used a variant of the one-at-a-time approach in which entire land characteristics fields, to which many parameters are indexed, were replaced. Pitman (1994) used the one-at-a-time approach to assess the sensitivity of sensible heat flux, latent heat flux, temperature, soil moisture, and runoff to variations in the Biosphere Atmosphere Transfer Scheme (BATS) model's parameters in temperate grassland, tropical forest, and dry coniferous forest. He concluded that different variables have different degrees of sensitivity, and that sensitivities change according to climate, soil water availability, and vegetation type, as well as the magnitude and sign of the parameter change. The disadvantage of the one-at-a-time approach is that feedbacks within the models often cause non-linear responses to the parameter perturbations. Bastidas et al. (1999) used the multicriteria method of Gupta et al. (1998 Gupta et al. ( , 1999 to evaluate sensitivity of modeled sensible heat, latent heat, and ground temperature to variations in multiple BATS parameters at two climatologically contrasting sites in Arizona, USA, and the southern Great Plains, USA. The method searches for sets of parameters that minimize the error across multiple model responses (simulated fluxes and states). The sets of solutions (called Pareto sets) account for interactions or trade-offs among the parameters, and they are ranked based on the model responses. Bastidas et al. (1999) showed that BATS was most sensitive to the parameters associated with the key physical processes under the given climate and vegetation type. This approach is effective in assessing multiobjective (more than one objective function) parameter sensitivity, and it has been widely applied for calibrating LSMs (e.g., Xia et al. 2002; Crow et al. 2003; Xia et al. 2004; Hogue et al. 2005 ).
GLDAS and LIS
GLDAS ingests satellite-and ground-based observational products as data for parameterizing, forcing, and constraining a suite of offline (uncoupled) land surface models, in order to generate optimal fields of land surface states and fluxes (Rodell et al. 2004) . The project has resulted in a massive archive of modeled and observed, global, surface meteorological data, land characteristics maps, and output, which support several current and proposed weather and climate prediction, water resources, and water cycle investigations.
LIS (Kumar et al. 2006 ) streamlined and parallelized the GLDAS software, and is able to drive an ensemble of land surface models including Noah, the Common Land Model (CLM), the Variable Infiltration Capacity model (VIC), Mosaic, the Simple Biosphere (SiB) and Simple SiB models, and the Catchment LSM. LIS can run on points, regions or the globe at spatial resolutions from 1 degree down to 1 km. LIS is fully modularized and compliant with Earth System Modeling Framework (ESMF; Hill et al. 2004) and Assistance for Land surface Modeling Activities (ALMA 2002) standards, mak-ing it an ideal platform for developing innovative modeling and assimilation capabilities.
Land Surface Models
This investigation focuses on three LSMs: Noah, Mosaic, and CLM. These were chosen because of their inclusion in LIS. They are also well known and well tested. Noah and CLM are the land modules of the operational prediction systems of the US National Oceanographic and Atmospheric Administration (NOAA) and US National Center for Atmospheric Research (NCAR), and Mosaic is a precursor of the land module of NASA's Global Modeling and Assimilation Office's (GMAO) prediction system.
a. Noah
The Noah LSM (Chen et al. 1996; Koren et al. 1999 ) was developed beginning in 1993 through a collaboration of investigators from public and private institutions, spearheaded by the National Centers for Environmental Prediction (NCEP). Noah is a stand-alone, 1-D column model which can be executed in either coupled or uncoupled mode. Noah simulates soil moisture (both liquid and frozen), soil temperature, skin temperature, snow depth, snow water equivalent, canopy water content, and the land surface energy and water fluxes. The model applies finite-difference spatial discretization methods and a Crank-Nicholson time-integration scheme to numerically integrate the governing equations of the physical processes of the soil-vegetation-snowpack medium. Noah has been used operationally in NCEP models since 1996, and it continues to benefit from a steady progression of improvements (Betts et al. 1997; Ek et al. 2003) .
b. Mosaic
Mosaic (Koster and Suarez 1996) is a well established and theoretically sound LSM, as demonstrated by its performance in PILPS and GSWP experiments. Mosaic's physics and surface flux calculations are similar to the SiB LSM (Sellers et al. 1986 ). It is a stand-alone, 1-D column model that can be run both uncoupled and coupled to the atmospheric column. Mosaic was the first to treat subgrid scale variability by dividing each model grid cell into a mosaic of tiles (after Avissar and Pielke 1989) based on the distribution of vegetation types within the cell. This capability is now available in the LIS interface for all the models it drives, although it was not utilized in the experiments described here.
c. Common Land Model
CLM (Dai et al. 2003 ) was conceived at the 1998 National Center for Atmospheric Research (NCAR) Climate System Model (CSM) meeting, and it was subsequently developed by an open collaboration of scientists. CLM includes superior components from each of three contributing models: the NCAR Land Surface Model (Bonan 1998) , the BiosphereAtmosphere Transfer Scheme (Dickinson et al. 1993) , and the LSM of the Institute of Atmospheric Physics of the Chinese Academy of Sciences (Dai and Zeng 1997) . The model applies finite-difference spatial discretization methods and a fully implicit time-integration scheme to numerically integrate the governing equations. CLM can be run as a stand-alone, 1-D column model. It is also the land model for NCAR's coupled Community Climate System Model (CCSM). CLM continues to evolve, but only proven and well-tested physical parameterizations and numerical schemes are installed in the official version of the code. LIS currently uses CLM version 2.0.
The Coordinated Enhanced Observing
Period (CEOP) CEOP is an initiative of the Global Energy and Water Cycle Experiment (GEWEX) which began in 2001 with the goal of bringing together in situ, satellite, and model data during a period of intensive observations to support water and energy cycle, monsoon system, and climate prediction studies. CEOP centralizes and distributes data from more than thirty field measurement stations, known as reference sites, which are well distributed over the globe. Surface meteorological and hydrological observations are collected at each site. Recently, soil and vegetation characteristics were identified at the reference sites to enhance modeling studies. In particular, characteristics such as elevation, soil texture, and vegetation cover are basic and important inputs to GLDAS.
Data
When performing regional to global scale simulations, the standard GLDAS forcing is a combination of atmospheric data assimilation system output and satellite observation based products. Standard land characteristics are derived from the few available global vegetation, soils, and elevation products. In this study, the simulations were local, and the control inputs were observations from the four reference sites described below. In each experiment, one standard GLDAS input dataset replaced a control input dataset, with the overall goal of gauging model sensitivity to a probable range of potential input land properties and forcing time series.
CEOP reference site data
Data from four CEOP reference sites drove this investigation. These sites, Lindenberg, Tongyu, Bondville, and Tumbarumba, were chosen based on data availability and a desire to study multiple geographic and climatological settings. Site measurements include air temperature, humidity, wind speed and direction, pressure, precipitation, incoming and outgoing radiation, turbulent fluxes (latent and sensible heat), and soil moisture. In addition, reference site managers reported the predominant vegetation type using the University of Maryland 13 class system, the soil type or percentages of sand, silt, and clay, and the elevation. The four reference sites are described next.
a. Lindenberg
The Meteorological Observatory Lindenberg is a component of the Germany's national meteorological service. The surface, soil, and flux measurements used in this study were collected at the Falkenberg Boundary Layer Field Site (52.167 N, 14 .124 E, elevation 73 m), originally installed in 1998. Lindenberg experiences moderate mid-latitude climate conditions with both marine and continental influences. Monthly mean temperature varies between about 1.2 C (January) and 17.9 C (July), and total annual precipitation averages 563 mm. Precipitation peaks in the summer and exhibits a secondary maximum in December with minima in February and October. The Falkenberg field site is a flat meadow of 150 m by 250 m covered by short grass (managed regularly so that the vegetation height is always less than 20 cm). This area is surrounded by grassland and agricultural fields in the immediate vicinity, with a small village about 600 m to the southeast and a small, heterogeneous forest area slightly more than 1 km to the west northwest. Pale sands and brown soils cover a layer of loam, which can be typically found at about 50 cm to 80 cm below the surface.
Flux measurements are made using omnidirectional sonic anemometer-thermometers. Fast-response infrared hygrometers were added to these in spring 2003 for the direct measurement of latent heat flux using the eddycovariance method. Soil moisture is measured using time domain reflectometry at 8, 15, 30, 45, 60, and 90 cm depths. Meteorological data are measured from a 10 m lattice mast. Radiation measurements are collected at about 120 m south of the mast. Soil moisture is measured west of the radiation measurements. Flux measurement instruments are located near the 10 m mast in the eastern part of the meadow and at the western edge of the field site, providing flux data representative of the grassland area for both westerly and easterly winds. More detailed description of the site can be found in the CEOP dataset documentation available at http://data.eol.ucar.edu/datafile/ nph-get/76.120/BALTEX_Lindenberg_ALL.pdf.
b. Tongyu
The Tongyu observation site consists of two stations that are maintained by the Institute of Physics of Jinlin province, Chinese Academy of Sciences. The stations are 5 km apart and located at Tongyu, Northeastern China (44.416 N, 122 .867 E, elevation 184 m), on a flat Songliao plain. The area is semi-arid with a mean annual precipitation of 388 mm in Tongyu County, about 30 km northeast of the site. Precipitation totals are highly variable from year to year. Approximately 80% of precipitation occurs between May and September. The mean annual air temperature in Tongyu County is 5.70
C. There is one grassland station and one cropland station. Only the cropland station data was used in this study. The main crops within 1 km of the measurement location are corn and sunflower, which achieve a height of 2 m during the growing season. The ground is partly bare in the winter. Soils are described as sandy, salty alkaline, black humus, or meadow soil.
Turbulence measurements are taken by the ultra-sonic anemometer/thermometer at 3.5 m and an open-path infrared gas analyzer. Volu-metric soil moisture content is measured using time domain reflectometry at 5, 10, 20, 40, 80 and 160 cm. Meteorological measurements are made from a 20-meter tower. Radiation measurements are made at 3 m height, 20 m away from the tower. More detailed description of the site can be found in the CEOP dataset documentation available at http://www.eol.ucar .edu/projects/ceop/dm/documents/rsite/.
c. Bondville
The Bondville site is a part of the NOAA GEWEX air SURFace eXchange sites (SURFX) that are sponsored by the GAPP (GEWEX Americas Prediction Project) and maintained by NOAA Atmospheric Turbulence and Diffusion Division. It is located near Champaign, Illinois, USA, on Reifsteck Farm (40.006 N, 88.290 W, elevation 216 m). The climate regime is temperate-continental. Annual precipitation averages 582 mm and the mean annual temperature is 11.5 C. Since 1986 the vegetation has alternated between corn and soybeans, with maximum canopy height ranges of 2.6-3.0 m and 0.7-1.0 m, respectively. Soils are moderately well drained silt loams.
Flux measurements are taken by ultrasonic anemometers at 10 m height. An open path infrared gas analyzer monitors latent heat flux. Soil moisture is measured using Delta-T Profiler capacitance probes at depths of 10, 20, 30, 40, 60, and 100 cm.
d. Tumbarumba
The Leuning et al. (2005) .
3.2 Standard GLDAS land characteristics GLDAS uses a static, 1 km resolution, global land cover classification dataset which was produced at the University of Maryland (UMD; Hansen et al. 2000) . It is based on observations from the Advanced Very High Resolution Radiometer (AVHRR) aboard the NOAA-15 satellite. The soil information used in GLDAS was derived from the 5 arc minute resolution global soils dataset of Reynolds et al. (2000) . Porosity and the percentages of sand, silt, and clay were horizontally re-sampled to the appropriate grid and linearly interpolated to the modelspecific soil depths from the original 0-30 cm and 30-100 cm depths. GLDAS uses a global 30 arc second resolution topographic map (GTOPO30; Gesch et al. 1999) as its standard, which is upscaled as necessary. GLDAS corrects the forcing temperature, pressure, humidity, and longwave radiation based on the difference between the GTOPO30 elevation definition and that of the atmospheric model which created the forcing data, following Cosgrove et al. (2003) .
Standard GLDAS forcing
The Global Data Assimilation System (GDAS) is the operational, global atmospheric analysis system of NCEP (Derber et al. 1991) . It assimilates a variety of conventional data (radiosonde, buoy, ship, and airborne) and satellitederived observations, using a four-dimensional multivariate approach. Analyses are produced for four synoptic hours: 00, 06, 12, and 18 UTC. GLDAS uses these and the 03-h and 06-h background forecasts, as necessary.
To force the models, GLDAS overwrites the GDAS precipitation and downward solar radiation fields with observation based products. One is based on the NOAA Climate Prediction Center's operational, global, 2.5 resolution, 5-day Merged Analysis of Precipitation (CMAP), which is a blending of satellite (IR and microwave) and gauge observations (Xie and Arkin 1997) . GLDAS uses GDAS precipitation analyses to disaggregate the CMAP fields spatially and temporally to the desired forcing resolutions. Downward shortwave and longwave radiation fluxes are estimated using a procedure and cloud and snow products from the U.S. Air Force Weather Agency's (AFWA) Agricultural Meteorology modeling system (AGRMET). The snow product is the AFWA daily, 48-km global snow depth analysis (Kopp and Kiess 1996) . The cloud product is AFWA's hourly, 24-km World Wide Merged Cloud Analysis (WWMCA). These are used to calculate surface downward shortwave and longwave radiation based on the algorithms of Shapiro (1987) and Idso (1981) . The cloud and snow products are derived primarily from observations made by Defense Meteorological Satellite Program and NOAA geostationary and polar orbiting satellites.
Method
Experiments were designed to test sensitivity by varying each option (land characteristic or forcing field, or model) one at a time, leaving everything else identical. For each of the four reference sites, and for each of the three LSMs, eight single-pixel simulations were performed, for a total of 96. The sets of eight simulations consisted of one control run, two precipitation forcing experiments, two radiation forcing experiments, and one experiment each for land cover class, soil type, and elevation. The experimental timeframe was CEOP's Enhanced Observing Period 3 (EOP3): 1 October 2002 to 30 September 2003. Prior to that, the simulations were initialized with soil moisture at 30% (45% for CLM) on 0Z 1 January 1985 and allowed to spin-up for 17 years and nine months. The forcing during the spin-up period consisted of biascorrected reanalysis data produced by Berg et al. (2003) through 1999, followed by GDAS data. The LSM and land characteristics (land cover, soil, and elevation) were consistent between the spin-up and experimental periods, dictated by the configuration of the particular experiment. The model time step was 15 minutes and output was recorded hourly.
Sections 4.1 through 4.6 describe the control and experimental simulations. Precipitation and downward radiation (shortwave and longwave) varied between the station observations, GDAS analyses, and observation based products. Each of the three land characteristics was set to vary between what was observed at the station and the GLDAS standard input, or a likely alternative if those two agreed (Table 1) . Individual model parameters were set by the GLDAS or model defaults or indexed to the land characteristics and seasons. In particular, Noah prescribes greenness fraction, quarterly snow free albedo, maximum albedo, and bottom soil temperature; CLM requires soil color, LAI, and stem area index (SAI) input fields; and Mosaic requires soil porosity, slope, LAI, and SAI fields. The greenness, LAI, and SAI fields vary monthly. The eight configurations were applied to all three land surface models: Noah, CLM, and Mosaic.
Three output variables were examined: evapotranspiration [mm month À1 ], sensible [%] . Time series of each were compared among the experiments at a given location in order to assess sensitivity. The potential for accurately simulating reality was evaluated using the field observations of the three variables. For soil moisture, only the top layer was examined because it is the most dynamic. The top layer in situ observation depths were 8 cm (Lindenberg), 5 cm (Tongyu), 10 cm (Bondville), and 15 cm (Tumbarumba). The top layer soil depths for Noah, CLM, and Mosaic were 10 cm, 1.8 cm, and 2 cm, respectively. Changing a model's soil layer depths from those set by the developers can have non-linear effects on the state and flux computations and typically requires tuning. For that reason the LSM soil depths were not adjusted to match the observation depths, and thus the evaluation is imperfect.
Control runs
A control run was performed for each of the three models, at each of the four locations (for a total of twelve), as a baseline for comparing the experimental simulations described next. Similarly, twelve instances of each experiment were run. The CEOP reference site observations were the basis for the forcing and land characteristics for the control run, and these inputs were varied one at a time in the experiments. Forcing gaps at Tongyu in October (19 days), late December to mid-February (64 days), and mid-April to mid-May (28 days) were filled by standard GLDAS forcing data, as were shorter gaps at all sites.
Elevation
The nearest GTOPO30 value was used to specify elevation in this experiment. Temperature, pressure, humidity, and longwave radiation were adjusted for the difference between the GTOPO30 and site elevations. The GTOPO30 value was low at all sites, by 3 m to 286 m. The difference was less than 5 m at two sites.
Soil type
In this experiment, percentages of sand, silt, and clay were derived from the Reynolds soil dataset. Based on these, Noah (Zobler) and Mosaic (USDA) assign a soil type, which in turn is indexed to soil parameters including porosity (Noah only), wilting point, and the b parameter. Porosity values for Mosaic were taken directly from the Reynolds dataset. Similarly, soil color data (Dickinson et al. 1993 ) was used for all CLM simulations. Replacing the sand, silt, and clay percentages effected texture class changes in all cases except for Noah (Zobler) in Bondville.
Land cover
The 1 km UMD dataset was aggregated up to 0.25 and 1.0 , and the predominant land cover types at those three resolutions were determined. The first to differ from the site description was used in this experiment. All sites are in or adjacent to cropland type vegetation, except for Tumbarumba, which lies in a forest.
Precipitation forcing
Two products, GDAS and disaggregated CMAP, were used to test sensitivity to precipitation forcing. The comprehensive evaluation of global precipitation datasets by Gottschalck et al. (2005) showed that these two are reasonably faithful in terms of timing and seasonal accumulations.
Radiation forcing
Similarly, the GDAS and AGRMET products were used to test sensitivity to downward radiation forcing. Shortwave and longwave radiation were varied together, i.e., each simulation used one source for both. Both products compare well with ground based observations (C.-J. Meng, NCEP, personal communication, 2006).
Results
Seasonal sensitivity
A total of 96 12-month simulations were completed. From their output, accumulated evapotranspiration, mean sensible heat flux, and mean top layer soil moisture content were computed on a monthly basis for October 2002 to September 2003. To summarize the results, the root-mean-square (RMS) of difference between each experimental simulation (with a single non-standard option) and its control (one for each model with standard options) was computed by season and by model, and then normalized by dividing by the seasonal mean of the control. Figure 1 presents these results averaged over the three LSMs and over each Fig. 1 . Sensitivity by season, represented by the normalized RMS of the difference between output from the experimental simulation and the control, for evapotranspiration, sensible heat flux, and top layer soil moisture. Differences were normalized by dividing by the seasonal mean of the control, thus the numbers are unitless. The type of sensitivity is indicated by the column heading. Results were averaged over the three LSMs and over the three months of the season. Results for the precipitation and radiation experiments were also averaged over the two alternative forcings tested for each. Table cells are colorized to guide the reader's eyes, with the highest sensitivity for a given row (site and season) shown in red, followed by orange, yellow, green, blue, and white in order of decreasing sensitivity.
season: December-January-February (DJF), March-April-May (MAM), June-July-August (JJA), and September-October-November (SON). For reference, Table 2 provides the seasonal means of the observed values of the same three variables and precipitation for each site. The sites are ordered in Fig. 1 according to the accumulated precipitation amount during EOP3, which was lowest at Tongyu (280 mm), followed by Lindenberg (431 mm), Bondville (702 mm), and Tumbarumba (1115 mm). During EOP3, precipitation was heaviest in JJA (SON at Lindenberg) and lightest in DJF.
Evapotranspiration (ET) was most or nextto-most sensitive to LSM physics in all cases, with normalized seasonal RMS values as large as 1.13 (Fig. 1) and non-normalized values as large as 57 mm month À1 . Precipitation forcing had the second greatest influence, followed by land cover and radiation. Soil type generally had a small influence. ET was insensitive to elevation changes except in Tumbarumba, where the difference between the control and experimental elevations was nearly 300 m. In general, sensitivities were larger during the wetter seasons, which also happen to have more radiation input, reflecting a larger possible range of ET rates. Sensitivity to precipitation was always strong at Lindenberg and Bondville. Also, at Lindenberg, sensitivity to radiation was just as or larger than to precipitation. At Tongyu, sensitivity to precipitation was large relative to other options in the dry winter, when a small change in precipitation has a relatively large influence on the water budget. Similarly, the largest sensitivity to precipitation occurred in the driest season at Tumbarumba. The degree to which a location is water-or energy-limited is reflected in its sensitivity to precipitation and radiation. Sensitivity to vegetation is the second largest at Tumbarumba, where the experiment changed the land cover type from evergreen broadleaf forest to cropland. That change was dramatic relative to the difference between grassland and cropland. In general, sensible heat flux (Qh) was most sensitive to the choice of LSM (Fig. 1) . As would be expected, Qh also was very sensitive to incoming radiation, particularly in the winter and summer. The largest normalized seasonal RMS value, 4.80, and the largest nonnormalized value, 63 W m À2 , both were caused by differences in radiation forcing. At Tumbarumba, Qh was most sensitive to radiation in all seasons. This is explained in part by the abundant precipitation Tumbarumba receives in all seasons, so that surface processes are energy limited. Qh was most sensitive to radiation in three of eight cases at Lindenberg and Bondville, and it was most sensitive to the LSM in the other five. Significant sensitivities to precipitation and land cover were also exhibited. Seasonal Qh sensitivity to precipitation mirrored that of evapotranspiration, increasing towards JJA at each site. Qh was consistently more sensitive to precipitation than to radiation at Bondville. On first inspection, this appears to reflect the influence on the energy balance that precipitation exerts through its control of ET, assuming Bondville was indeed water limited during EOP3. However, there were also large differences between the control and experimental precipitation forcing data at that site, relative to the differences in radiation forcing data, which would tend to cause greater apparent precipitation sensitivity. Sensitivity of Qh to soil and elevation was generally small.
Top layer volumetric soil moisture (SM) was most sensitive to model physics, but soil and precipitation were almost as important (Fig.  1) . The largest normalized seasonal RMS values were 0.77 for choice of LSM, 0.56 for precipitation forcing, and 0.75 for soils. The largest non-normalized values were 12%, 9%, and 5% volumetric soil water content, respectively. At Tongyu, which was typically the driest of the four sites, the choice of soil properties was the most important factor. SM peaked in DJF and reached a minimum in JJA, except at Tongyu, where the soil was wettest in JJA. The variability of SM output from the experiments for a particular LSM and location was well correlated with precipitation. The sensitivity of SM to precipitation peaked during JJA and SON. The sensitivity of ET and Qh to land cover was greater during warmer seasons. For SM, sensitivity to land cover increased with wetness at Tongyu (driest) and Tumbarumba (wettest) and decreased with wetness at Lindenberg and Bondville. Sensitivity to radiation was generally weak, increasing slightly with wetness at Tongyu, Lindenberg, and Bondville. Sensitivity to elevation was small.
Model specific sensitivity
The seasonal analysis demonstrated that the largest variation in evapotranspiration, sensible heat flux, and soil moisture was caused by differences in model physics. To summarize model specific sensitivity to land characteristics and forcing, calculated RMS values were averaged over all of EOP3 separately by LSM. The results are presented in Fig. 2 . As shown in the previous section, after model physics, ET was typically most sensitive to precipitation forcing, Qh was most sensitive to radiation, and SM was very sensitive to both precipitation and soils. Two major exceptions were that ET was most sensitive to land cover at Tumbarumba (where forest became cropland), and that sensible heat flux was most sensitive to precipitation at Bondville.
Noah typified the responses of the LSMs to the experiments, in that ET was most sensitive to precipitation, Qh was most sensitive to radiation, and SM was highly sensitive to both precipitation and soils. Changing between cropland and grassland (Lindenberg and Bondville) had no effect on Noah because the two are treated equally in the model. Noah's sensitivity to soil at Bondville was nil because the difference in the percentages of sand, silt, and clay was not enough to change the Zobler soil type.
CLM was the most sensitive of the LSMs to land cover at the two sites where changes were made between cropland and grassland, illustrating a significant difference in the treatment of these vegetation classes in the model. Its ET was unusually sensitive to land cover. CLM was the least sensitive of the LSMs to soil properties, except at Bondville, where it was actually the most sensitive. CLM was generally the most sensitive of the LSMs to elevation changes, with the notable exception of Qh at Tumbarumba. As with the other LSMs, its Qh was most sensitive to radiation, and the nor- Results for the precipitation and radiation experiments were also averaged over the two alternative forcings tested for each. Table cells are colorized to guide the reader's eyes, with the highest sensitivity for a given row (site and season) shown in red, followed by orange, yellow, green, and blue in order of decreasing sensitivity.
malized RMS at Tumbarumba, 6.42, was by far the largest value. CLM's soil moisture had the strongest sensitivity to precipitation of the three LSMs. Mosaic was the most sensitive of the LSMs to soil properties. All three output variables were strongly influenced by land cover, relative to the other LSMs, at Tongyu and Tumbarumba. Interestingly, Mosaic's ET was most sensitive to radiation at Lindenberg, not precipitation or land cover. Another unusual case was Mosaic's Qh being most sensitive to land cover, rather than a forcing variable, at Tongyu.
Evaluation of output
High quality, co-located observations were the basis for the forcing and land attribute inputs of the control runs. Assuming these data were essentially free from inconsistencies and biases, they should have provided the LSMs a fair opportunity to simulate reality. The accuracies of the modeled evapotranspiration, sensible heat flux, and soil moisture are summarized below. However, rather than delving into the model physics to explain errors, the primary goal here is to evaluate the potential of each LSM, as currently parameterized, to produce accurate results given a likely range of input forcing and land characteristic data.
Comparisons between observed and simulated monthly accumulated evapotranspiration are shown in Fig. 3 . Figure 4 plots the differences between the various experimental runs and the control. Modeled ET generally captured the observed seasonal cycle. On average, the model estimates had a low bias at Tongyu (the driest site) and Tumbarumba (the wettest site), and a high or no bias at Lindenberg and Bondville. Noah's ET was higher than that of CLM and Mosaic at the former two sites, whereas ET from Mosaic was higher than that of CLM and Noah at the latter two sites. CLM displayed a consistently low bias with respect to the observations and other LSMs. Mosaic's SM at Tumbarumba is much lower than the observations and other models, which suggests that Mosaic allows ET to continue as moisture levels become small. Most instances of ET overestimation (underestimation) can be explained by sensible heat flux being low (high) at the Tongyu, Lindenberg, and Bondville site (not shown). Only at Tumbarumba are ET, Qh, and SM all smaller than the observations. Precipitation amounts from GDAS and CMAP are about 14 mm month À1 higher than the observations during JJA at Tongyu. This explains, in part, a @9 mm month À1 high bias in modeled ET. Figure 5 illustrates the potential for the LSMs to correctly simulate observed ET, Qh, and SM, for each location, for each month of EOP3. Plotted are the observed monthly values and those simulated by the Noah, CLM, and Mosaic control (observation forced) runs. Error bars depict the range of possible outcomes given the sensitivity to the alternative land characteristic and forcing fields used in the experiments. These were computed as
where RMS is the root mean square difference between the experimental and control outputs for the five sensitivities tested: land cover (LC), soil (S), elevation (E), precipitation (P), and radiation (R). The three LSMs are capable of simulating the observed monthly ET (i.e., the observed values are within the error bars) roughly half of the time. Noah had fair to good potential at Tongyu and Bondville, CLM's potential was good at Lindenberg and Bondville, and Mosaic's potential was good at Tongyu and Tumbarumba. CLM's ET was typically lower than that Lines show the deviation of the elevation (GTOPO30), soil (Reynolds) , land cover (Domveg), CMAP precipitation, GDAS precipitation (GDASp), AGRMET radiation, and GDAS radiation (GDASr) experiment output from the control for the given model. Also plotted are the other two LSMs' control output differences (NOAH, CLM, and MOS) from the particular LSM.
of the other two models, but relative to the observations none of the models had a consistent bias across all sites.
The LSMs were shown to be capable of simulating Qh in most cases. However, this was not because the model estimates were particularly good, but because the ranges of possible outcomes were larger, relative to the observed and simulated values, than was the case for ET or SM. In other words, Qh is highly sensitive to land and forcing data, so that there is the potential for either very good or very bad results. This is especially true at Tumbarumba, where the range was often more than twice as large as the observed values.
The potential for the models to simulate observed SM was often poor. At Tongyu and Lindenberg, this was mainly due to the fact that the dynamic ranges of soil moisture in the models were too narrow. The fact that the top soil layers in CLM and Mosaic were shallow (1.8 cm and 2.0 cm) relative to the observation depths, which ranged from 5 to 15 cm, is not a useful explanation for their narrow moisture ranges because Noah, with a 10 cm soil layer, had the same problem. Thus it is likely an issue of calibration. Model developers frequently emphasize the optimization of simulated ET or runoff at the expense of SM, any calibration was probably done using data from different locations. Furthermore, the dynamic range of soil moisture at a point tends to be larger than that averaged over the surrounding area (Famiglietti et al. 1999) , and these LSMs were designed to model pixels, not points. All of the LSMs tended to underestimate SM at Bondville, often below the range of possible outcomes. Results were better at Tumbarumba, except that Mosaic's SM again was too low. Nevertheless, model biases were not consistent across sites.
Summary and discussion
The sensitivity of simulated evapotranspiration, sensible heat flux, and top layer soil moisture content to elevation, soils, land cover, precipitation and radiation forcing, and the physics of three LSMs was investigated. Each option was adjusted separately in simulations over four CEOP reference sites, where EOP3 surface flux and state observations and site characteristics were available. Rather than assessing sensitivity to a theoretical but unlikely range of inputs, this study focused on model responses to real differences in land properties and forcing from available global datasets, which is more relevant to the decisions that modelers face. The primary objectives of the study were to discover the relative importance of the input options and to determine whether observed values of ET, Qh, and SM were within the range of outputs that could reasonably be expected from three state-of-the-art LSMs.
In agreement with previous studies, it was shown that three LSMs of similar complexity can produce significantly dissimilar surface output fields despite identical land characteristics and forcings. Thus choice of LSM is the most important influence on the simulation of surface water and energy partitioning. This highlights the importance of calibrating LSMs and improving their physics in order to increase accuracy, as opposed to just focusing on the inputs. Divergence between the models ranged from 13% to 113% of seasonal ET. Divergence of modeled SM was somewhat smaller, 25% of mean on average. Differences in SM were generally smaller in the wet seasons than the dry seasons. Conversely, differences in modeled Qh were smaller in the dry seasons than the wet seasons, except at Tongyu, where the divergence of all three variables was consistently smaller in the wet season.
Beyond model physics, and in general at the sites studied, evapotranspiration was shown to be most sensitive to precipitation, followed by land cover and radiation. Sensible heat flux was most sensitive to radiation followed by precipitation and land cover. Soil moisture was most sensitive to precipitation, followed by soil and land cover. These results have implications for the refinement of the datasets used to parameterize and force land surface models. For example, if one's goal is improving the simulation of SM, having a good soil dataset is more important than if the goal is simulating ET. The importance of being in a water-versus energy-limited regime manifested itself in a shift in the sensitivity of all variables between precipitation and radiation forcing. Larger uncertainty in the forcing variables also increased apparent sensitivity, as exemplified by the higher RMS values for ET in the wet season when absolute errors in the precipitation products are larger. Similarly, the relatively large sensitivity to precipitation at Bondville is caused in part by large differences between the forcing options.
Based on the computed ranges of possible outcomes, the potential for the LSMs to accurately simulate ET was fair. The potential for correctly simulating SM appeared to be poor, but this may actually reflect differences between the observed and modeled soil depths. The potential for accurately simulating Qh was good with respect to the range of possible outcomes, but unlikely given that the sensitivities were so high as to demand significant refinement of the input fields. These results, along with the demonstrated preeminence of model physics' control over output, emphasize that continued honing and calibration of the LSMs themselves will be essential to the accurate numerical simulation of land surface water and energy processes.
