Abstract
INTRODUCTION
Identical rudiments subjected to identical environmental conditions will fail at different and unpredictable times. The 'time of failure' or 'life length' of a component, measured from some specified time until it fails, is represented by the continuous random variable X. One distribution that has been used extensively in recent years to deal with such problems of reliability and life-testing is the Weibull distribution introduced by Weibull(1939) , who proposed it in connection with his studies on strength of material.
The Weibull distribution includes the exponential and the Rayleigh distributions as special cases. The use of the distribution in reliability and quality control work was advocated by many authors following Weibull(1951) , Lieblin and Zelen(1956) , Kao(1958 Kao( ,1959 , Berrettoni(1964) and . Weibull(1951) showed that the distribution is useful in describing the 'wear-out' or fatigue failures. Kao(1959) used it as a model for vacuum tube failures while Lieblin and Zelen(1956) used it as a model for ball bearing failures. A) gives a variety of situations in which the distribution is used for other types of failure data.
The distribution often becomes suitable where the conditions for "strict randomness" of the exponential distribution are not satisfied with the shape parameter β having a characteristic or predictable value depending upon the fundamental nature of the problem being considered.
The Model
Let x 1 , x 2 , …, x n be a random sample of size n from a two-parameter Weibull distribution, probability density function of which is given by : where α being the characteristic life acts as a scale parameter and β is the shape parameter.
The variable Y = ln x follows an extreme value distribution, sometimes called the log-Weibull distribution [e.g. White(1969) ], cumulative distribution function of which is given by :
( ) 
where b = 1/β and u = ln α are respectively the scale and location parameters.
The inferential procedures of the above model are quite complex. Mann( A,B, 1968 suggested the generalised least squares estimator using the variances and covariances of the ordered observations for which tables are available up to n = 25 only.
Classical Estimators
Suppose x 1 , x 2 , …, x m be the m smallest ordered observations in a sample of size n from Weibull distribution. Bain(1972) 
where
is an unbiased estimator of β with Var ( )
The MMSE estimator of β, among the class of estimators of the form C β ∧ ; C being a constant for which the mean square error (MSE) of C β ∧ is minimum, is
having absolute relative bias and relative mean squared error as
respectively. In the present investigation, it is desired to estimate β in the presence of a prior information available in the form of an interval ( ) 
Shrinkage Technique of Estimation

THE PROPOSED CLASS OF SHRINKAGE ESTIMATORS
Consider a class of estimators β *
where p and q are real numbers such that p ≠ 0 and q > 0, w is a stochastic variable which may in particular be a scalar, to be chosen such that MSE of β * ( , ) p q is minimum.
Assuming w a scalar and using result (1.6), the MSE of β *
Minimising (2.2) with respect to w and replacing β by its unbiased estimator β ∧ , we get
where 
Non-negativity
Clearly, the proposed class of estimators (2.5) is the convex combination of ( )
and q > 0.
Unbiasedness
If w(p) = 1, the proposed class of shrinkage estimators 
and thus the absolute relative bias is given by
The condition for unbiasedness that w(p) = 1, holds iff, censored sample size m is indefinitely large, i.e., m → ∞. Moreover, if the proposed class of estimators
turns into β then this case does not deal with the use of prior information.
A more realistic condition for unbiasedness without damaging the basic structure of
and utilises prior information intelligibly can be obtained by (2.7). The ARB of
Relative Mean Squared Error
The MSE of the suggested class of shrinkage estimators is derived as
and relative mean square error is therefore given by
It is obvious from (2.9) that RMSE { }
Selection of the Scalar 'p'
The convex nature of the proposed statistic and the condition that gamma functions contained in w(p) exist, provides the criterion of choosing the scalar p. Therefore, the acceptable range of value of p is given by
Selection of the Scalar 'q'
It is pointed out that at 
Estimation of Average Departure: A Practical Way of selecting q
The quantity
, represents the average departure of natural origins 1 β and 2 β from the true value β . But in practical situations it is hardly possible to get an idea about ∆ . Consequently, an unbiased estimator of ∆ is proposed, namely
In section 2.5 it is investigated that, if q = − ∆ 1 , the suggested class of estimators yields favourable results. Keeping in view of this concept, one may select q as
Here this is fit for being quoted that this is the criterion of selecting q numerically and one should carefully notice that this doesn't mean q is replaced by (2.13) in ) , ( q p β . James and Stein(1961) reported that minimum MSE is a highly desirable property and it is therefore used as a criterion to compare different estimators with each other. The condition under which the proposed class of estimators is more efficient than the MMSE estimator is given below.
COMPARISION OF ESTIMATORS AND EMPIRICAL STUDY
Besides minimum MSE criterion, minimum bias is also important and therefore should be incorporated under study. Thus, ARB { }
The Best Range of Dominance of ∆ ∆ ∆ ∆
The intersection of the ranges of ∆ in (3.1) and (3.2) gives the best range of dominance of ∆ denoted by Best ∆ . In this range, the proposed class of estimators is not only less biased than the MMSE estimator but is more efficient than that. The four possible cases in this regard are:
and
is the same as defined in (3.1).
is the same as defined in (3.2).
Percent Relative Efficiency
To elucidate the performance of the proposed class of estimators β 
The PREs of β It has been observed from Table 3 
MODIFIED CLASS OF SHRINKAGE ESTIMATORS AND ITS PROPERTIES
This modified class of shrinkage estimators is proposed in accordance with Rao(1973) and it seems to be more realistic than the previous one as it deals with the case where the whole interval is taken as apriori information.
NUMERICAL ILLUSTRATIONS
The percent relative efficiency of the proposed estimator It has been observed from (ii) the upper end point of the guessed interval, i.e., 2 β departs exactly two times from the true value β , i.e., 2 ∆ = 2. , there is much importance of 1 ∆ and 2 ∆ in addition to ∆ . The discussion is also supported by the illustrations in Table 5 .1. As well, the range of
