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ABSTRACT
Algorithmic risk assessments are increasingly used to help humans
make decisions in high-stakes settings, such as medicine, criminal
justice and education. In each of these cases, the purpose of the risk
assessment tool is to inform actions, such as medical treatments or
release conditions, often with the aim of reducing the likelihood
of an adverse event such as hospital readmission or recidivism.
Problematically, most tools are trained and evaluated on historical
data in which the outcomes observed depend on the historical
decision-making policy. These tools thus reflect risk under the
historical policy, rather than under the different decision options
that the tool is intended to inform. Even when tools are constructed
to predict risk under a specific decision, they are often improperly
evaluated as predictors of the target outcome.
Focusing on the evaluation task, in this paper we define coun-
terfactual analogues of common predictive performance and al-
gorithmic fairness metrics that we argue are better suited for the
decision-making context. We introduce a new method for estimat-
ing the proposed metrics using doubly robust estimation. We pro-
vide theoretical results that show that only under strong conditions
can fairness according to the standard metric and the counterfac-
tual metric simultaneously hold. Consequently, fairness-promoting
methods that target parity in a standard fairness metric may—and
as we show empirically, do—induce greater imbalance in the coun-
terfactual analogue. We provide empirical comparisons on both
synthetic data and a real world child welfare dataset to demonstrate
how the proposed method improves upon standard practice.
1 INTRODUCTION
Much of the activity in using machine learning to help address
societal problems focuses on algorithmic decision-making and al-
gorithmic decision support systems. In settings such as health, edu-
cation, child welfare and criminal justice, decision support systems
commonly take the form of risk assessment instruments (RAIs),
which distill rich case information into risk scores that reflect the
likelihood of the case resulting in one or more adverse outcomes.
[6, 8, 16, 22, 29, 46, 47]. Prior literature has raised significant con-
cerns regarding the fairness, transparency, and effectiveness of
existing RAIs [3, 4, 9, 10, 13]. Yet RAIs remain very popular in
practice, and there is a large body of research on fairness and trans-
parency promoting methods that seek to address some of these
concerns [e.g 17, 20, 21, 37, 54, 55].
This paper highlights a different issue, one that has not received
sufficient attention in the discussion of RAIs but that nonetheless
has significant implications for fairness: RAIs are typically trained
and evaluated as though the taskwere predictionwhen in reality the
associated decision-making tasks are often interventions. Models
trained and evaluated in this way answer the question: What is
the likelihood of an adverse outcome under the observed historical
decisions? Yet the question relevant to the decision maker is: What
is the likelihood of an adverse outcome under the proposed decision?
When decisions do not impact outcomes—when we are in what
[27] call a “pure predition” setting—these are one and the same.
However, many decisions take the form of interventions specifically
designed to mitigate risk. RAIs for these settings must be developed
and evaluated taking into account the effect of historical decisions
on the observed outcomes. Failure to do so will result in RAIs that,
despite appearing to perform well according to standard evaluation
practices, underperform on cases such as those that have been
historically receptive to intervention.
In this paper we propose an approach to counterfactual risk
modeling and evaluation to properly account for these inter-
vention effects. Counterfactual modeling has been proposed for
medical RAIs [1, 44, 45], and prior work has used counterfactual
evaluation for off-policy learning in bandit settings [14]. However,
the question of adapting counterfactual evaluation for risk assess-
ments and in particular for predictive bias assessments remains
open. In this paper, we propose a new evaluation method for RAIs
that uses doubly-robust estimation techniques from causal infer-
ence [40, 51]. We also argue that fairness metrics that are functions
of the outcome should be defined counterfactually, and we use
our evaluation method to estimate these metrics. We theoretically
and empirically characterize the relationship between the standard
fairness metrics and their counterfactual analogues. Our results
suggest that in many cases, achieving parity in the standard metric
will not achieve parity in the counterfactual metric.
Our main contributions are as follows: 1) We define counter-
factual versions of standard predictive performance metrics and
propose doubly-robust estimators of these metrics (§ 3); 2) We pro-
vide empirical support that this evaluation outperforms existing
methods using a synthetic dataset and a real-world child welfare
hotline screening dataset (§ 3); 3) We propose counterfactual formu-
lations of three standard fairness metrics that are more appropriate
for decision-making settings (§ 4); 4) We provide theoretical results
showing that only under strong conditions, which are unlikely
to hold in general, does fairness according to standard metrics
imply fairness according to counterfactual metrics (§ 4); 5) We
demonstrate empirically that applying existing fairness-corrective
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methods can increase disparity in the counterfactual redefinition
of the metric they target (§ 4).
2 BACKGROUND AND RELATEDWORK
2.1 Counterfactual learning and evaluation
Literature on contextual bandits has considered counterfactual
learning and evaluation of decision policies. While this literature
is methodologically relevant, as we discuss below, it addresses a
different problem. In the decision support setting we are considering,
human users will ultimately decide what action to take. The goal
of the learning and evaluation task is not to learn a decision policy,
but rather to learn a risk model that will inform human decisions.
That is, the risk assessment task is to accurately and fairly estimate
the probability of an outcome under a given intervention.
While the underlying task is different, the statistical methods
used in evaluation are related. [49] use propensity score weighting,
a form of importance sampling, to correct for the effect of the histor-
ical treatment on the observed outcome, and they propose learning
the optimal policy based on the minimization of the propensity-
score weighted empirical risk. Propensity-score methods are a good
candidate when one has a good model of the historical decision-
making policy, but may otherwise be biased. Doubly robust (DR)
methods, by contrast, are robust to parametric misspecification of
the propensity score model if instead one has the correct speci-
fication of the model of the regression outcome E[Y |X ] where Y
is the outcome and X are the features/covariates [39, 41, 51]. In a
non-parametric setting, DR methods have faster rates of conver-
gence than propensity-score methods [23]. DR methods have been
used for policy learning in the offline bandit setting [14]. The policy
learned minimizes a DR estimate of the loss. Their framework can
also be used to evaluate a policy by computing the DR estimate of
its expected reward.
Prior work has considered counterfactual RAIs in a temporal
setting [44]. In this work, the trained model is evaluated on real data
using the observed outcomes, and on simulated data. Evaluating
against the observed outcomes can be misleading in settings in
which treatment was not assigned randomly (see § 3.3.3). In our
work we propose instead to adapt DR techniques, as have been
used in the bandit literature for evaluating policies, to provide
evaluations of counterfactual RAIs.
Counterfactual learning in the causal inference literature uses
model selection based on DR estimation of counterfactual loss [51].
Whereas this approach evaluates counterfactual metrics implic-
itly, our approach does so explicitly, providing the estimators for
standard classification metrics in § 3.3.3.
There is also a line of work focused on counterfactual learning
in the presence of hidden confounders. [18] propose policy learning
via minimax regret learning over uncertainty sets. Their method
is not immediately applicable to decision-support settings where
RAIs are more informative to decision-makers than a policy rec-
ommendation. [32] propose using deep latent variable models to
model hidden confounders via proxies in the data and evaluate how
well this model learns an optimal policy. While their model may be
used for learning a risk assessment model, they do not address how
to evaluate the model in such a setting, which is the focus of our
work. § 3 of our paper assumes no hidden confounders, and future
work could attempt to incorporate these techniques for handling
hidden confounders. We note that our theoretical analysis in § 4
holds even in the presence of hidden confounding.
2.2 Fairness and causality
A growing literature on counterfactual fairness has offered notions
of fairness based on the counterfactual of the protected attribute
(or its proxy) [26, 31, 53]. In this work, a policy is considered fair
if it would have made the same decision had the individual had a
different value of the protected attribute (and hence, potentially
different values of features affected by the attribute). In this setting,
the treatment decision is the outcome, and the protected attribute is
the ‘treatment’. By contrast, we consider counterfactual treatment
decisions and consider a future observation to be the outcome.1
Another line of work considers unfair causal pathways between
the protected attribute (or its proxy) and the outcome variable
or target of prediction [35, 57]. These papers characterize or ex-
plain discrimination via path-specific effects, which are defined by
interventions on the protected attribute. We do not consider inter-
ventions on (i.e. counterfactuals of) the protected attribute; rather,
we propose methods that account for interventions on treatment
decisions in training and evaluation.
Fairness definitions based on the counterfactual of the protected
attribute are not widely used in RAI settings for two reasons: one
technical and one practical. The technical challenge is that the
assumptions required to estimate these counterfactual metrics pro-
hibit the use of important features, such as prior history, or require
full specification of the structural causal model (SCM) [30, 31, 56]
These requirements are too restrictive for our settings of interest
where we have insufficient domain knowledge to construct the
SCM and where we are unable to disregard important predictors
like prior history. More significantly, the practical concern is that
these definitions are ill-suited for risk assessment settings like child
welfare screening. As we discuss in § 4, decisions made based on
the counterfactual protected attribute may cause further harm to
the protected groups.
Our work bears conceptual similarity to the analysis of residual
unfairness when there is selection bias in the training data that
induces covariate shift at test time as discussed in [19]. In settings
where cases are systematically screened out from the training set,
such as loan approvals in which we do not get to see whether
someone who was denied a loan would have repaid, they find that
applying fairness-corrective methods is insufficient to achieve par-
ity. We consider a different but related setting in which we observe
outcomes for all cases, but these outcomes are under different treat-
ments. We propose fairness definitions that account for the effect
of these treatments on the observed outcomes, and analyze the
conditions under which existing methods can achieve this notion
of counterfactual fairness.
3 COUNTERFACTUAL MODELING AND
EVALUATION
Before proceeding to introduce the learning approaches and evalua-
tion methods considered in this work, we pause to clarify the types
of risk-based decision policies to which our evaluation strategy as
1This distinction is also made in a survey of fairness literature [34].
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presented is tailored, and provide some background on algorithm-
assisted decision making in child welfare hotline screening.
RAIs typically inform human decisions either by identifying
cases that are the most (or least) risky, or by identifying cases
that are the most (or least) responsive. The evaluation metrics we
consider are most directly relevant in the paradigm where hu-
man decision-makers wish to intervene on the riskiest cases. How-
ever, our method can readily be adapted (as discussed in § 3.3)
for paradigms in which interventions are being targeted based on
responsiveness.
The motivating application for our work is child welfare screen-
ing. Child welfare service agencies across the nation field over 4.1
million child abuse and neglect calls each year [50]. Call workers
must decide whether to “screen in” a call, which refers to opening
an investigation into the family. The child welfare system is respon-
sible for responding to all cases where there is significant suspicion
that the child is in present or impending danger. The standard of
practice is therefore to identify the riskiest cases. Jurisdictions in
California, Colorado, Oregon and Pennsylvania are all in various
stages of developing and integrating RAIs into their call screening
processes. The RAIs are trained on historical data to predict ad-
verse child welfare outcomes, such as re-referral to the hotline or
out-of-home foster care placement [8]. The decision to investigate
a call can affect the likelihood of the target outcomes.
3.1 Notation
We use Y ∈ {0, 1} to denote the observed binary outcome, and for
exposition we assume Y = 1 is the unfavorable outcome.T ∈ {0, 1}
denotes the decision which for simplicity we take to be binary.
We note, however, that DR estimation methods can be used in
any treatment setting, including for continuous treatments such as
dosing [24, 52]. Throughout the remainder of the paper we will use
the term ‘decision’ and ‘treatment’ interchangeably to aid in the
exposition. In describing counterfactual learning and evaluation,
we rely on the potential outcomes framework common in causal
inference [25, 36, 42]. In this framework, Y t denotes the outcome
under treatment t . For any given case we only get to observe Y 0
or Y 1, depending on whether the case was treated. We will take
T = 0 to be the baseline treatment, the decision under which it
is relevant to assess risk. Most risk assessment settings have a
natural baseline, which is often the decision to not intervene. For
instance, in education one might wish to assess the likelihood of
poor outcomes if a student is not offered support; in child welfare it
is natural to assess the risk of re-referral if the call is not investigated.
We refer to the baseline treatment as control and the not-baseline
treatment as treatment. X ∈ X ⊆ Rd denotes the covariates (or
features) which may include a protected or sensitive attribute A ∈
{0, 1}. π (X ) = P(T = 1 | X ) denotes the propensity score, whose
estimate we denote by πˆ (X ). In the child welfare setting,X contains
call details and historical information on all associated parties, T is
whether the case is screened-in for investigation, and Y is whether
the case is re-referred to the hotline in a six-month period. We use
subscripts i to index our data; e.g., Xi are the features for case i . We
use Yˆ : X 7→ {0, 1} to denote our predicted label and sˆ : X 7→ [0, 1]
to denote the predicted score which is the model’s estimate of the
target outcome (our RAI).2
3.2 Learning models of risk
In this section we introduce “observational” (standard practice) and
“counterfactual” forms of model training.
3.2.1 Observational. The observational RAI produces risk estimates
by regressing Y on X for the entire observed dataset. i.e., this RAI
estimates E[Y | X ]. This model answers the question: What is
the likelihood of an adverse outcome under the observed historical
decisions? The observational RAI is ill-suited for guiding future de-
cisions; it will, for instance, underestimate (baseline) risk for cases
that were historically responsive to treatment.
3.2.2 Counterfactual. The counterfactual model of risk estimates
the outcome under the baseline treatment. Our counterfactual
model of risk targets E[Y 0 | X ]. Even though we only observe Y 0
or Y 1 for any given observation, we may nevertheless draw valid
inference about both potential outcomes under a set of standard
identifying assumptions3. These assumptions hold by design in our
synthetic dataset, and we discuss why they may be reasonable in
the child welfare setting under each point.
(1) Consistency: Y = TY 1 + (1 −T )Y 0.
This assumes there is no interference between treated and
control units. This is a reasonable assumption in the child
welfare setting since opening an investigation into one case
will not likely affect another case’s observed outcome.4
(2) Exchangeability:Y 0 ⊥ T | X . This assumes that wemeasured
all variables X that jointly influence the intervention deci-
sion T and the potential outcome Y 0. This is an untestable
assumption but it may be reasonable in the child welfare
setting where the measured variables capture most of the
information the call screeners use to make their decision
(see Section 3.4.2 for more details).
(3) Weak positivity requirement: P(π (X ) < 1) = 1 requires that
each example have some non-zero chance of the baseline
treatment. This can hold by construction in decision support
settings. We can filter out cases that violate this assumption
since the decision for these cases is nearly certain.5
Our assumptions identify the target E[Y 0 |X ] = E[Y |X ,T = 0].
The counterfactual model estimates E[Y 0 | X ] by computing
an estimate of E[Y | X ,T = 0]. We can train such a model by
applying any probabilistic classifier to the control population. Since
the control population may have a different covariate distribution
than the full population, reweighing can be used to correct this
covariate shift [38]. This may be useful in a setting with limited
data or where model misspecification is a concern [48].
3.3 Evaluation
To evaluate how well our models of risk might inform decision-
making in the paradigm where interventions should be targeted at
2Yˆ (X ) is typically obtained by thresholding sˆ(X ).
3Identification is the process of using a set of assumptions to write a counterfactual
quantity in terms of observable quantities
4We set the treatment to be the same value for all children in a family.
5 Risk assessments are unnecessary for these cases since the decision-maker already
knows what to do.
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the riskiest cases, we assess performance metrics such as precision,
true positive rate (TPR), false positive rate (FPR), and calibration.6
Since the task is to evaluate how well the model predicts risk under
a baseline intervention, we specify the performance metrics in
terms of Y 0. The target counterfactual TPR is
E[Yˆ | Y 0 = 1] (1)
The target counterfactual precision is
E[Y 0 | Yˆ = 1] (2)
The target counterfactual FPR is
E[Yˆ | Y 0 = 0] (3)
A model is well-calibrated in the counterfactual sense when
E
[
Y 0 | r1 ≤ sˆ(X ) ≤ r2
] ≈ r1 + r22 (4)
where r1, r2 define a bin of predictions. We describe two standard
practice approaches for evaluation, noting why these approaches
do not adequately estimate the counterfactual targets. We introduce
our proposed approach that uses doubly robust (DR) estimation.7
3.3.1 Observational Evaluation. A standard practice approach eval-
uates the model against the observed outcomes. An observational
Precision-Recall (PR) curve plots observational precision,E[Y | Yˆ = 1],
against observational TPR8, E[Yˆ | Y = 1]. An observational ROC
curve plots observational TPR against observational FPRE[Yˆ | Y = 0].
An observational calibration curve plots E[Y | r1 < sˆ(X ) < r2], the
observational outcome rate for scores in the interval [r1, r2]. The
observational evaluation answers the question: Does the RAI ac-
curately predict the likelihood of an adverse outcome under the
observed historical decisions? This evaluation approach can be mis-
leading since Y , Y 0. For instance, it will conclude that a valid
counterfactual model of risk under baseline performs poorly be-
cause its predictions will be systematically inaccurate for cases that
are responsive to treatment.
3.3.2 Evaluation on the Control Population. The standard practice
counterfactual approach to evaluation computes error metrics on
the control population [44]. The PR curve evaluated on the control
population plots E[Y | Yˆ = 1,T = 0] against E[Yˆ | Y = 1,T = 0],
and the ROC and calibration curves are similarly defined by con-
ditioning on T = 0. When the control population is not represen-
tative of the full population (i.e. T ̸⊥ X ), as is the case in non-
experimental settings, this evaluation may be misleading since
E[Y | T = 0] = E[Y 0 | T = 0] , E[Y 0]. A method that performs
well on the control population may perform poorly on the treated
population (or vice-versa). In child welfare, cases where the perpe-
trator has a history of abuse are more likely to be screened in. Since
there is more information associated with these cases, a model may
be able to discriminate risk better for these cases than on cases in
the control population with little history.
6In the paradigm where interventions are to be targeted at the most responsive cases,
performance metrics such as discounted cumulative gain (DCG) or Spearman’s rank
correlation coefficients are more natural choices for evaluation. DR estimates can be
constructed for these metrics as well.
7All evaluations are computed on a test partition that is separate from the train partition
8TPR and recall are equivalent.
3.3.3 Doubly-robust (DR) Counterfactual Evaluation. We propose
to improve upon the control population evaluation procedure by us-
ing DR estimation to perform counterfactual evaluation using both
treated and control cases. This ensures that performance is assessed
on a representative sample of the population. Our method estimates
the counterfactual outcome for all cases and evaluates metrics on
this estimate. Other approaches such as inverse-probability weigh-
ing (IPW) or plug-in estimates could be used for a counterfacutal
evaluation, but DR techniques are preferable because they have
faster rates of convergence for non-parametric methods, and for
parametric methods they are robust to misspecification in one of
the nuisance functions, which estimate treatment propensity π (X )
and the outcome regression E[Y 0 | X ] [23, 39, 41]. Under sample
splitting and n1/4 convergence in the nuisance function error terms,
these estimates are
√
n-consistent and asymptotically normal. This
enables us to compute confidence intervals (see Calibration below
for an example).
We first consider estimates of the average outcome under control
E[Y 0]. Under our causal assumptions in Section 3.2.2, E[Y 0] =
E[E[Y | X ,T = 0]]. The plug-in estimate is:
1
n
n∑
i=1
sˆ0(Xi )
where sˆ0(X ) denotes the score of our counterfactual model. The
IPW estimate uses the observed outcome on the control population
and reweighs the control population to resemble the full population:
1
n
n∑
i=1
1 −Ti
1 − πˆ (Xi )Yi
DR estimators9 combine the plug-in estimate with an IPW-residual
bias-correction term for the control cases:
DRY 0 =
1
n
n∑
i=1
[ 1 −Ti
1 − πˆ (Xi ) (Yi − sˆ0(Xi )) + sˆ0(Xi )
]
(5)
Next we consider the counterfactual targets in Equations 1- 4.
We identify the target under our causal assumptions and then state
the DR estimator. We emphasize the distinction that sˆ is the score
of any model we wish to evaluate whereas sˆ0 is the score of our
counterfactual model in § 3.2.2.
TPR (Recall): Counterfactual TPR is identified as
E[Yˆ | Y 0 = 1] = E
[
YˆE[Y | X ,T = 0]]
E
[
E[Y | X ,T = 0]
] (6)
.
The DR estimate for the numerator is
1
n
n∑
i=1
Yˆi
[ 1 −Ti
1 − πˆ (Xi ) (Yi − sˆ0(Xi )) + sˆ0(Xi )
]
(7)
The DR estimate for the denominator is DRY 0 in Equation 5.
9In survey inference, this is known as the generalized regression estimator [43].
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Precision: The target counterfactual precision is identified as
E[Y 0 | Yˆ = 1] = E[E[Y | X ,T = 0] | Yˆ = 1] (8)
The DR estimator for precision is
1
n
∑n
i=1
[
1−Ti
1−πˆ (Xi ) (Yi − sˆ0(Xi )) + sˆ0(Xi )
]
I{Yˆi = 1}
P(Yˆi = 1)
(9)
where I denotes the indicator function.
Calibration: The target in Equation 4 is identified as
E
[
E[Y | X ,T = 0] | r1 ≤ sˆ(X ) ≤ r2
]
The DR estimate for calibration is
1
n
∑n
i=1
[
1−Ti
1−πˆ (Xi ) (Yi − sˆ0(Xi )) + sˆ0(Xi )
]
I{r1 ≤ sˆ(Xi ) ≤ r2}
P(r1 ≤ sˆ(Xi ) ≤ r2) (10)
To compute the confidence interval for this estimate, we compute
the number of data points in the bin nr =
∑n
i=1 I{r1 ≤ sˆ(Xi ) ≤ r2}
and the variance in the bin
var (ϕr ) = var
( 1 −Ti
1 − πˆ (Xi ) (Yi − sˆ0(Xi )) + sˆ0(Xi ) | r1 ≤ sˆ(Xi ) ≤ r2
)
.
Then we use the normal approximation to compute the interval:
±z
√
var (ϕr )
nr where z = 1.96 for a 95% confidence interval.
FPR:. The target counterfactual FPR is identified as
E[Yˆ | Y 0 = 0] =
E
[
YˆE[1 − Y | X ,T = 0]
]
E
[
E[1 − Y | X ,T = 0]
] (11)
The DR estimator for the numerator is
1
n
n∑
i=1
Yˆi
[ 1 −Ti
1 − πˆ (Xi ) (sˆ0(Xi ) − Yi ) + (1 − sˆ0(Xi ))
]
(12)
For the denominator we use 1 − DRY 0 where DRY 0 is in Eq 5.
3.4 Results
3.4.1 Synthetic example. We begin with a synthetic dataset so
that we can compare methods in a setting where we observe both
potential outcomes. We specify two groups with different treat-
ment propensities, but the treatment is constructed to be equally
effective at reducing the likelihood of adverse outcome (Y = 1)
for both groups. We generate 100,000 data points (Xi ,Y 0i ,Y 1i ,Ti )
where Xi = (Zi ,Ai ) and Zi ∼ N(0, 1), a normal distribution with
mean 0 and variance 1. Ai ∼ Bern(0.5), a Bernoulli with mean 0.5.
Y 0i ∼ Bern(σ (Zi − 0.5))whereσ (z) = 11+e−z .Y 1i ∼ Bern(cσ (Zi − 0.5))
where c = 0.1 controls the treatment effect.Ti ∼ Bern(σ (Zi − 0.5 + kAi ))
where k = 1.6 describes the bias in treatment assignment toward
group A = 1.10 We set Y = TY 1 + (1 −T )Y 0. The base rates are
E[Y ] = 0.17; E[Y 0] = 0.4; and E[Y 1] = 0.04. The treatment rates
are E[T ] = 0.55; E[T | a = 0] = 0.4; and E[T | a = 1] = 0.71.
We use logistic regression to train both the observationalE[Y | X ]
and counterfactual models E[Y 0 | X ] as well as the propensity
model E[T | X ]. Under this choice of model, the propensity model
10We present results for alternative values of c and k in Appendix D. The offset −0.5
is to roughly balance the number of treated/control units
and counterfactual model are both correctly specified, and accord-
ingly, the plug-in and IPW estimates are both consistent in this
setting. However, in practice, there is no way to know whether the
models are correctly specified, so DR estimates are preferable for
real-world settings. We use X = (Z ,A) as the features.11
Figure 1 displays PR, ROC, and calibration curves.12 DR evalu-
ation most closely aligns with the true counterfactual evaluation.
Notably, the observational evaluation suggests that the observa-
tional model outperforms the counterfactual model when the true
counterfactual evaluation shows the counterfactual model performs
better.
3.4.2 Child Welfare. We also apply counterfactual learning and
evaluation to the problem of child welfare screening. The baseline
intervention is screen-out (which means no investigation occurs).
The data consists of over 30,000 calls to the Allegheny County hot-
line, each containing more than 1000 features describing the call
information as well as county records for all individuals associated
with the call. The call features are categorical variables describing
the allegation types and worker-assessed risk and danger ratings.
The county records include demographic information such as age,
race and gender as well as criminal justice, child welfare, and behav-
ioral health history. The outcome is re-referral within a six month
period. Our approach contrasts to prior work which used placement
out-of-home as the outcome [8, 11]. This outcome is only observed
for cases under investigation; therefore it cannot be used to identify
Y 0, the risk under no investigation.
We use random forests to train the observational and counter-
factual risk assessments as well as the propensity score model. We
used reweighing to correct for covariate shift but did not observe a
boost in performance, likely because we have sufficient data and
we used a non-parametric model.
We present the PR, ROC and calibration curves in Figure 2. The
observational evaluation suggests that the observational model
performs better. The control evaluation suggests that the counter-
factual and observational models of risk perform equally well. Our
DR evaluation suggests the counterfactual model has both better
discrimination and calibration in estimating the probability of re-
referral under screen-out. In Figure 2c, the observational evaluation
suggests that the observational model is well-calibrated whereas
the counterfactual model is overestimating risk; this is expected
because the counterfactual model assesses risk under no investiga-
tion whereas the observed outcomes include cases whose risk was
mitigated by child welfare services. The control evaluation suggests
that the two models are similarly calibrated. The DR evaluation
shows that the counterfactual model is well-calibrated and the ob-
servational model underestimates risk. This makes intuitive sense
because the observational model is not accounting for that fact that
treatment reduced risk for the screened-in cases.
We see further evidence that the observational model performs
poorly on the treated population in the drop in ROC curves between
the control evaluation and DR evaluation in Figure 2b. Deploying
such a model would mean failing to identify the people who need
and would benefit from treatment. The observational and control
11In Appendix D.1 we include T as a feature in the observational model to see if this
can appropriately control for treatment effects, but we find that it does not.
12The code for this experiment is given in https://github.com/mandycoston/counterfactual
5
Amanda Coston, Alan Mishler, Edward H. Kennedy, and Alexandra Chouldechova
Observ. Eval. Control Doubly−robust True Counterfactual
0 0.25 0.50 0.75 1 0 0.25 0.50 0.75 1 0 0.25 0.50 0.75 1 0 0.25 0.50 0.75 1
0
0.25
0.5
0.75
1
Recall
Pr
ec
is
io
n
Model Counterfactual Observational
(a) PR curves
Observ. Eval. Control Doubly−robust True Counterfactual
0 0.25 0.50 0.75 1 0 0.25 0.50 0.75 1 0 0.25 0.50 0.75 1 0 0.25 0.50 0.75 1
0
0.25
0.5
0.75
1
FPR
R
ec
al
l
(b) ROC curves
Observ. Eval. Control Doubly−robust True Counterfactual
0 0.25 0.5 0.75 1 0 0.25 0.5 0.75 1 0 0.25 0.5 0.75 1 0 0.25 0.5 0.75 1
0
0.25
0.5
0.75
1
Average risk score
O
ut
co
m
e 
ra
te
(c) Calibration curves. 95% pointwise confidence bounds shown.
Figure 1: Synthetic data results. Each column is an evaluation method (described in § 3.3). Colors denote the learning method
(described in § 3.2). DR evaluation most accurately represents the true counterfactual evaluation. Observational evaluation
erroneously suggests the observational model performs better than the counterfactual model because it evaluates against ob-
served outcomes which includes units whose risk was mitigated by treatment. Control evaluation produces inaccurate curves
because it does not assess how well the models perform on the treated population. (See § 3.4.1 for details)
evaluations do not show this significant limitation; DR evaluation
is the only evaluation that illustrates the poor performance of the
observational model on the treated population.
We also evaluate the different models according to whether they
are equally predictive, in the sense of being equally well calibrated,
across racial groups. Research suggests child welfare processes may
disproportionately involve black families [12]. Here we ask whether
the observational or counterfactual model is more equitable. We
compare calibration rates by race in Figure 3. The observational
evaluation suggests that the counterfactual model of risk is poorly
calibrated by race. The DR evaluation shows that the counterfactual
model is well-calibrated by race and indicates that the observational
model underestimates risk on both black and white cases.
Overall the observational evaluation suggests that the observa-
tional model performs better whereas the DR evaluation suggests
the counterfactual model performs better. Since we do not have
access to the true counterfactual to validate these results, we further
consider how well the models align with expert assessment of risk.
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(c) Calibration curves. 95% pointwise confidence bounds shown.
Figure 2: Child welfare results. Each column is an evaluation method (§ 3.3). Colors denote the learning method (§ 3.2). Obser-
vational evaluation suggests the observational model has better discrimination and calibration than the counterfactual model
because it evaluates against the observed outcomes which include cases whose risk was mitigated by child welfare services.
Control evaluation suggests the two models perform similarly on cases that did not receive treatment. DR evaluation shows
that the observational model does not perform well on treated cases. (See Sections 3.4.2 and 3.4.3 for details)
3.4.3 Expert Evaluation. At various stages in the child welfare
process, social workers assign treatment based on their assessment
of risk. Social workers sequentially make three treatment decisions:
(1) Whether to screen in a case for investigation
(2) Whether to offer services for a case under investigation
(3) Whether to place a child out-of-home after an investigation
Assuming that social workers are competent at assessing risk, we
expect the group placed out-of-home (3) to have the highest risk
distribution, followed by the group offered services (2), followed by
those screened in, and finally we expect the screened out group to
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Figure 3: Calibration curves by race for child welfare. Coun-
terfactual model (top row) is well-calibrated by race ac-
cording to the control and DR evaluations but shows in-
equities according to the observational evaluation because
black cases were more likely to get treatment which miti-
gates risk (see § 3.4.2 for more details). The observational
model (bottom row) is poorly calibrated for both black and
white cases according to the DR evaluation.
have the lowest risk. Figure 4 shows that the counterfactual model
exhibits this expected behavior whereas the observational model
does not. The observational model assesses the screened out popu-
lation to have more high risk cases than any other treatment group.
This indicates that the observational model is underestimating risk
on the treated groups (investigated, services, and placed) since it
fails to account for the risk-mitigating effects of these treatments.
The observational model underestimates risk on those who were
assigned effective treatments. These cases should be assigned treat-
ment, but the observational model would suggest that they are low
risk and should be screened out.
Such a mistake can have cascading effects downstream. We are
particularly concerned about screening out cases that, had they
been screened in, would have been accepted for services or placed
out-of-home. Figure 5 shows the recall for placed cases and serviced
cases as we vary the proportion of cases classified as high-risk. This
plot shows that at any proportion the counterfactual model has
significantly higher recall for both services and placement cases.
3.4.4 Task adaptation: Predicting Placement. Another way to eval-
uate the models is to assess their performance on related risk tasks.
While the counterfactual risk models E[Y 0 |X ], we can assess how
well it estimates E[Y 1 |X ], which is the risk under investigation. If
we have reason to believe there will be common risk factors for
risk under no investigation and risk under investigation, then we
expect our model to perform well on this task. We use placement
out-of-home, an adverse child welfare outcome that is observed for
cases under investigation.
Table 1 shows the area under the ROC and PR curves for the
placement task. The observational model performs worse than a
random classifier, whereas the counterfactual model shows some
degree of discrimination. This suggests that the counterfactual
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Figure 4: Child welfare risk distributions by treatment type
for counterfactual and observationalmodels.We expect risk
to increase with the severity of treatment assigned, with
‘Placed’ out-of-home having the highest risk distribution
and ‘Screened out’ of investigation having the lowest (see
§ 3.4.3). The counterfactual model displays this expected
trend whereas the observational model does not. The ob-
servational model underestimates risk on cases where child
welfare effectively mitigated the risk
Placement Services
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Figure 5: Recall for downstream child welfare decisions. At
current screen-in rates (0.5), the observational model would
screen out nearly 50% of very high risk cases that were
placed out-of-home. The counterfactual model has higher
recall at 73%. The gap is even larger for cases that were ac-
cepted for services. (See § 3.4.3).
model is learning a risk model that is useful in related risk tasks
whereas the observational model is not.
The comparison to expert assessment of risk and the perfor-
mance on a downstream risk task support the conclusions of our
DR evaluation: the counterfactual model outperforms the obser-
vational model. In decision-making contexts, failure to account
for treatment effects can lead one to the wrong conclusions about
model performance, even potentially leading to the deployment
of a model that underestimates risk for those who stand to gain
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Observ. model Counterfact. model Random
AUROC 0.48 (0.46,0.49) 0.62 (0.61,0.63) 0.50
AUPR 0.13 (0.11,0.14) 0.18 (0.16,0.19) 0.14
Table 1: Area under ROC and PR curves using our re-referral
models to predict a related risk task, out-of-home place-
ment (95% confidence intervals given in parentheses). The
observational model performs worse than a random classi-
fier. The counterfactual model performs better; it learns a
model of risk that transfers to related risk tasks whereas the
observational model does not. (See § 3.4.4)
most from treatment. In the next section, we consider how failure
to account for treatment effects can impact fairness.
4 COUNTERFACTUAL FAIRNESS
Standard observational notions of algorithmic fairness are subject
to the same pitfalls as observational model evaluation. In this sec-
tion we propose counterfactual formulations of several fairness
metrics and analyze the conditions under which the standard (ob-
servational) metric implies the counterfactual one.
We motivate the importance of defining these metrics coun-
terfactually with an example. Suppose teachers are assessing the
effectiveness and fairness of a model that predicts who is likely to
fail an exam which they intend to use to assign tutoring resources.
Suppose anyone tutored will pass. The tutoring session conflicts
with girls’ sports practice so only male students are tutored. A
model that perfectly predicts who will fail without the help of a
tutor will have a higher observational FPR for men than women
because some male students were tutored, which enabled them to
pass. It would be wrong to conclude that this model is unfair with
regards to FPR. Someone who would have been high-risk had they
not been treated but whose risk was mitigated under treatment
should not be considered a false positive. Failure to make this dis-
tinction could lead to unfairness, not only in settings where the
treatment assignment varies according to the protected attribute
but also in settings where the risk under treatment varies according
to the protected attribute, as we can see in the next example.
Suppose that the classroom next door is also evaluating the
model. This classroom offers tutoring during lunch so girls and boys
both can attend; however they hired a tutor who happens to only
be effective in preparing male students to pass. The teachers don’t
know this and randomly assign this tutor to students regardless of
gender. The model that perfectly predicts who will fail without a
tutor has a higher observational FPR for men, but as before, it is
wrong to conclude that the model is unfair with regards to FPR.
We distinguish our notion of counterfactual fairness from prior
work which considered counterfactuals of the protected attribute
[26, 31, 53], an approach which is counterproductive in our settings
of interest. Consider a female student who is at high risk of failing
because of gender discrimination at home or in the classroom e.g.
parents or previous teachers have not given her the support they
would have had she been male. Treating this student "counterfactu-
ally as if she had been male all along" may suggest that we should
not assign this student a tutor. In fact we must assign her a tutor in
order to correct historical discrimination. Similar arguments can be
made in settings like child welfare screening and loan approvals.
4.1 Theoretical results
For three definitions of fairness (parity), we show that observa-
tional parity implies counterfactual parity if and only if a balance
condition holds. We further show that an independence condition
is sufficient for observational parity to imply counterfactual par-
ity. We discuss why it is generally unlikely that the independence
condition holds and even more unlikely that the finer balance con-
dition holds when the independence condition fails. All proofs are
provided in Appendix B.
4.1.1 Base Rate Parity. Base rate plays a core role in statistical
definitions of fairness (also known as group fairness). Base rate
parity is similar to the fairness notion of demographic parity, which
requires Yˆ ⊥ A [5, 15, 54]. In Section 4.2, we perform experiments
on a fairness corrective method that targets base rate parity in order
to encourage demographic parity [20]. A related fairness notion,
prediction-prevalence parity, requires E[Y | a] = E[Yˆ | a]. Satis-
fying both prediction-prevalence parity and demographic parity
requires parity in the base rates. We distinguish observational base
rate parity (oBP) Y ⊥ A from counterfactual base rate parity (cBP),
which requires Y 0 ⊥ A, where Y 0 is the potential outcome under
the baseline treatment.
Theorem 1 (Base Rate Parity). If oBP holds, then cBP holds if
and only if the following balance condition holds,
assuming P(T = 0 | y0,a) , 0.
Condition (balBP).
P(y1)P(T = 1 | y1) − P(y1 | a)P(T = 1 | y1,a)
= P(y0)
(
P(T = 1 | y0) − P(T = 1 | y0,a)
) (13)
BalBP holds under the following independence conditions, which
provide sufficient conditions for oBR to imply cBR.
Condition (indBP).
T ⊥ A | Y 0
(Y 1,T ) ⊥ A (14)
It is unlikely that indBP (14) holds in many contexts. In settings
such as child welfare screening and criminal justice, research sug-
gests that even when controlling for the true risk, certain races are
more likely to receive treatment [2, 12, 33]. indBP cannot hold in
these settings since T ̸⊥ A | Y 0. Even in settings where there is no
such bias, indBP will not hold if the risk distributions under treat-
ment vary by protected attribute since indBP requires that Y 1 ⊥ A.
indBP also requires T ⊥ A | Y 1, which forbids discrimination in
treatment assignment when controlling for risk under treatment. If
indBP does not hold, it is possible that balBP (13) still holds if the
conditional and marginal probabilities are such that all terms in
Condition 13 exactly cancel; however there is no semantic reason
why this should hold. Theorem 1 assumes P(T = 0 | y0,a) , 0,
a mild positivity-like assumption that holds in all settings that
are suitable for algorithmic risk assessment. Violations of this as-
sumption indicate either completely perfect or imperfect treatment
assignment historically for a demographic group.
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4.1.2 Predictive parity. Base parity and demographic parity may be
ill-suited for settings where base rates differ by protected attribute
due to disparate needs. Here we may instead desire parity in an
error metric, such as precision. Positive predictive parity requires
the precision (also known as positive predictive value) to be inde-
pendent of the protected attribute, and negative predictive parity
requires the negative predictive value to be independent of the pro-
tected attribute [7, 28]. We define observational Predictive Parity
(oPP) as Y ⊥ A | Yˆ = yˆ and counterfactual Predictive Parity (cPP)
as Y 0 ⊥ A | Yˆ = yˆ where yˆ = 0 corresponds to negative predictive
parity and yˆ = 1 corresponds to positive predictive parity.
Theorem 2 (Predictive Parity). If oPP holds, then cPP holds if
and only if the following balance condition holds,
assuming P(T = 0 | y0,a, yˆ) , 0.
Condition (balPP).
P(y1 | yˆ)P(T = 1 | y1, yˆ)
− P(y1 | a, yˆ)P(T = 1 | y1,a, yˆ)
= P(y0 | yˆ)
(
P(T = 1 | y0, yˆ) − P(T = 1 | y0,a, yˆ)
) (15)
BalPP is satisfied under the following independence conditions,
which provide sufficient conditions for oPP to imply cPP.
Condition (indPP).
T ⊥ A | Y 0, Yˆ
(Y 1,T ) ⊥ A | Yˆ (16)
IndPP will not hold in many settings. Note that (Y 1,T ) ⊥ A |
Yˆ ⇐⇒ T ⊥ A | Y 1, Yˆ and Y 1 ⊥ A | Yˆ . Conditions T ⊥ A | Y t , Yˆ
require Yˆ to contain all the information that A tells us about treat-
ment assignment that is not contained in Y t . Since Yˆ is typically
trained to predict Y and not T , it is quite unlikely that these condi-
tions will hold in settings where there is bias in treatment assign-
ment even when controlling for true risk. Condition Y 1 ⊥ A | Yˆ
allows differences in the risk distribution under treatment if we
can fully explain these differences with Yˆ . In the best case Yˆ ≈ Y ,
but it is unlikely that the observed outcome, which is not causally
well-defined, would explain differences in the risk distribution un-
der treatment. As above, even if indPP does not hold, balPP may
hold but it is difficult to reason why this should hold in any setting.
Like Theorem 1, Theorem 2 also assumes a mild positivity-like
assumption that is reasonable in risk assessment settings.
4.1.3 Equalized odds. In settings, where TPR and FPR are more im-
portant than predictive value, we may desire parity in TPR and FPR,
a fairness notion known as Equalized Odds [17]. Let observational
Equalized Odds (oEO) require that Yˆ ⊥ A | Y and counterfactual
Equalized Odds (cEO) require that Yˆ ⊥ A | Y 0.
Theorem 3 (Eqalized Odds). If oEO holds, then cEO holds if
and only if the following balance condition holds,
assuming P(Y 0 = y | a) , 0 and P(T = 0 | y0,a, yˆ) , 0. .
Condition (balEO).
P(Yˆ = 1 | y1)P(T = 1 | Yˆ = 1,y
1)P(y1)
P(y)
− P(Yˆ = 1 | y1,a)P(T = 1 | Yˆ = 1,y
1,a)P(y1 | a)
P(y | a)
= P(Yˆ = 1 | y0)
(
P(T = 1 | Yˆ = 1,y0)P(y0)
P(y)
− P(T = 1 | Yˆ = 1,y
0,a)P(y0 | a)
P(y | a)
)
(17)
The balance condition is satisfied under the following independence
conditions, which comprise sufficient conditions for oEO to imply cEO.
Condition (indEO).
Y ⊥ A
Y 0 ⊥ A
T ⊥ A | Yˆ ,Y 0
(Y 1, Yˆ ,T ) ⊥ A
(18)
The first two conditions of indEO require oBP and cBP, so indEO
requires balBP to hold. In settings where there is discrimination in
treatment assignment even when controlling for true risk, indEO
is unlikely to hold. Even if there is no such discrimination, indEO
will not hold if there are differences in the risk distributions under
treatment since the last condition of 18 requires Y 1 ⊥ A. indEO
requires further conditions such as parity in the TPR/FPR against
the outcome under treatment. If these conditions are not met, oEO
could imply cEO if balEO holds, but it is difficult to reason about
why this would hold for a setting when the independencies do
not. Theorem 3 assumes two mild assumptions: the positivity-like
assumption of Theorem 2 and P(Y 0 = y | a) , 0.
Our theoretical analysis suggests that in many settings equaliz-
ing the observational fairness metric will not equalize the counter-
factual fairness metric. We conclude by noting that the theorems
hold when conditioning on any feature(s) ⊆ X , and in this context,
these theorems are relevant to individual notions of fairness.
4.2 Experiments on synthetic data
We empirically demonstrate that equalizing the observational met-
ric via fairness-corrective methods can increase disparity in the
counterfactual metric on the synthetic data described in § 3.4.1.13
4.2.1 Reweighing. One approach to encourage demographic parity
reweighs the training data to achieve base rate parity [20]. Figure 6
shows that without any processing (“Original"), the counterfactual
base rates are equal while the observational base rates show in-
creasing disparity with K . Reweighing applied to the observational
outcome achieves oBP but induces disparity in the counterfactual
base rate. Theorem 1 suggested this result: For k > 0, A ̸⊥ T | Y 0;
then it is unlikely that oBP implies cBP.
13We do not perform the experiments on the child welfare data since it is balanced in
terms of base rates and FPR/TPR with respect to race.
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Figure 6: Counterfactual and observational base rates be-
fore and after applying a fairness-corrective method that
reweighs training data (§ 4.2.1). X-axis controls the bias
of treatment assignment toward group A = 1. Before
reweighing (“Original"), counterfactual base rates are equal
(cBP holds), but observational base rates are different (oBP
doesn’t hold) for k > 0 since groupA = 1 is more likely to get
treated. Reweighing achieves oBP but cBP no longer holds.
4.2.2 Post-processing for equalized odds. We evaluate a method
that modifies scores to achieve a generalized version of equal-
ized odds [17, 37].14 This method targets parity in the general-
ized FNR/FPR, where GFPR is E[sˆ(X ) | Y = 0] and GFNR is
E[1 − sˆ(X ) | Y = 1]. We refer to these observational rates as
oGFPR/oGFNR and define their counterfactual counterpart: cGFPR
= E[sˆ(X ) | Y 0 = 0] and cGFNR = E[1 − sˆ(X ) | Y 0 = 1]. We use
the scores of the counterfactual model as inputs. We compute the
cGFNR and cGFPR using our DR method from § 3.3.3.15
Table 2 shows that post-processing to equalize oGFPR and oGFNR
induces imbalance in cGFPR and cGFNR.16 In Figure 7 we see that
the original model achieved cEO but post-processing induced dis-
parity to the detriment of the group that was less likely to be treated.
Since treatment is beneficial, this “fairness" adjustment actually
compounded the discrimination in the treatment assignment.
5 CONCLUSION
This paper demonstrates that training and evaluating models using
observed outcomes can lead to the misallocation of resources due to
the misestimation of risk for those most receptive to treatment. Fur-
thermore, fairness-correcting methods that seek to achieve observa-
tional parity can lead to disparities on the relevant counterfactual
metrics, and may further compound inequities in intial treatment
assignment. The counterfactual approaches to learning, evaluation
and predictive fairness assessment introduced in this paper provide
more accurate and relevant indications of model performance.
14We use the Pleiss implementation on https://github.com/gpleiss/equalized_odds_
and_calibration that extends the method in [17] to probabilistic classifiers.
15The estimator is nearly identical to the estimators for FPR/FNR if we use sˆ(X ) in
place of the predicted label Yˆ (X )
16We use c = 0.1 and k = 1.6. We report results for other values in Appendix E.
Group Method cGFNR cGFPR oGFNR oGFPR
A=1 Original 0.50 0.33 0.58 0.39
A=0 Original 0.50 0.33 0.56 0.39
A=1 Post-Proc. 0.58 0.30 0.63 0.35
A=0 Post-Proc. 0.64 0.34 0.63 0.35
Table 2: Counterfactual and observational generalized
FNR/FPR before and after post-processing to equalize odds
(§ 4.2.2) using threshold = 0.5. Before post-processing (“Orig-
inal"), the counterfactual generalized rates (cGFNR and
cGFPR) are the same for both groups. Post-processing equal-
izes the observational rates (oGFNR and oGFPR) but induces
noticeable disparity in both cGFNR and cGFPR.
Original Post−Processed
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Figure 7: Counterfactual ROC curves before and after post-
processing to equalize odds (§ 4.2.2). Before post-processing,
ROC curves are identical for both groups, indicating that
counterfactual equalized odds (cEO) holds. Post-processing
induces imbalance, harming group A = 0 and compounding
initial unfairness in treatment assignment.
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A IDENTIFICATIONS
In this sectionwe give the identifications referenced in Sections 3.2.2
and Sections 3.3.3. Identification is the process of writing a counter-
factual quantity in terms of observable quantities, based on causal
assumptions. Our identifications rely on the causal assumptions of
§ 3.2 and assume that the model is learned and evaluated on sepa-
rate train/test partitions (so the predictions Yˆ are just a function of
features X ).
A.1 Identification of the Counterfactual
Outcome
In § 3.2.2, we identify the counterfactual target E[Y 0 | X ] = E[Y |
X ,T = 0]. The derivation is
E[Y 0 | X ] = E[Y 0 | X ,T = 0]
= E[Y | X ,T = 0]
where the first line used the exchangeability assumption in § 3.2.2
and the second line used the consistency assumption in § 3.2.2.
A.2 Identification of Counterfactual TPR
In § 3.3.3, we identify the counterfactual TPR (or recall) as
E[Yˆ | Y 0 = 1] = E
[
YˆE[Y | X ,T = 0]]
E
[
E[Y | X ,T = 0]
]
The derivation is as follows. By definition of conditional expec-
tation we have
E[Yˆ | Y 0 = 1] = E[Yˆ I{Y
0 = 1}]
P(Y 0 = 1)
We separately identify the numerator and denominator. Since
we are evaluating on a test partition, Yˆ is a function of X . Then for
the numerator we have
E[Yˆ I{Y 0 = 1}] = E[YˆE[I{Y 0 = 1} | X ]]
= E[YˆP(Y 0 = 1 | X )]
= E[YˆE[Y 0 | X ]]
= E[YˆE[Y 0 | X ,T = 0]]
= E[YˆE[Y | X ,T = 0]]
where the first line used iterated expectation, the second line used
the definition of an indicator function, the third line use the fact
that Y 0 ∈ {0, 1}, the fourth line used exchangeability, and the fifth
line used consistency.
To identify the denominator, we use iterated expectation and
then apply exchangeability and consistency as we did for the coun-
terfactual target:
P(Y 0 = 1) = E[Y 0]
= E[E[Y 0 | X ]]
= E[E[Y 0 | X ,T = 0]]
= E[E[Y | X ,T = 0]]
A.3 Identification of Counterfactual Precision
In § 3.3.3, we identify the counterfactual precision as
E[Y 0 | Yˆ = 1] = E[E[Y | X ,T = 0] | Yˆ = 1]
.
The derivation is as follows.
E[Y 0 | Yˆ = 1] = E[E[Y 0 | X , Yˆ = 1] | Yˆ = 1]
= E[E[Y 0 | X ] | Yˆ = 1]
= E[E[Y 0 | X ,T = 0] | Yˆ = 1]
= E[E[Y | X ,T = 0] | Yˆ = 1]
.
where the first line uses iterated expected, the second line ap-
plies the fact that Yˆ is just a function of X , the third line uses
exchangeability (from § 3.2.2) and the last lines uses consistency
(from § 3.2.2).
A.4 Identification of Counterfactual
Calibration
The derivation is the same as for precision since sˆ(X ) is just a
function of X .
A.5 Identification of Counterfactual FPR
In § 3.3.3, we identified counterfactual FPR as
E[Yˆ | Y 0 = 0] =
E
[
YˆE[1 − Y | X ,T = 0]
]
E
[
E[1 − Y | X ,T = 0]
]
The below derivation is similar to that of TPR. We can rewrite
the target as
E[Yˆ | Y 0 = 0] = E[Yˆ I{Y 0=0}]
P(Y 0=0)
We separately identify the numerator and denominator. For the
numerator we have
E[Yˆ I{Y 0 = 0}] = E[YˆE[I{Y 0 = 0} | X ]]
= E[YˆP(Y 0 = 0 | X )]
= E[Yˆ1 − E[Y 0 | X ]]
= E[YˆE[1 − Y 0 | X ,T = 0]]
= E[YˆE[1 − Y | X ,T = 0]]
where the first line used iterated expectation, the second line used
the definition of indicator function, the third line used the fact that
Y 0 is a binary random variable, the fourth line used exchangeability,
and the last line used consistency.
For the denominator, we have
P(Y 0 = 0) = 1 − P(Y 0 = 1)
= 1 − E[E[Y | X ,T = 0]]
= E[E[1 − Y | X ,T = 0]]
where the second line used the derivation for the denominator in
TPR.
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B PROOFS
In this section we give the proofs for theorems in § 4.1. These proofs
assume consistency (defined in § 3.2.2).
Proof that balBP is Necessary and Sufficient. By consistency
Y = TY 1 + (1 −T )Y 0. Then we have P(Y = y) =
P(y1)P(T = 1 | y1) + P(y0)P(T = 0 | y0)
Likewise for P(Y = y | a) =
P(y1 | a)P(T = 1 | y1,a) + P(y0 | a)P(T = 0 | y0,a)
By oBP, P(Y = y) = P(Y = y | a). By the above expansions,
P(y1)P(T = 1 | y1) − P(y1 | a)P(T = 1 | y1,a)
= P(y0 | a)P(T = 0 | y0,a) − P(y0)P(T = 0 | y0) (19)
Necessary: For oBP to imply cBP, both conditions must hold. By
cBP, P(y0) = P(y0 | a). Equation 19 then becomes
P(y1)P(T = 1 | y1) − P(y1 | a)P(T = 1 | y1,a)
= P(y0)
(
P(T = 0 | y0,a) − P(T = 0 | y0)
) (20)
which is the balBP condition since we can rewrite the right-hand
side as P(y0)
(
P(T = 1 | y0) − P(T = 1 | y0,a)
)
.
Sufficiency: In addition to oBP, we assume balBP holds. The left-
hand sides of balBP (Equation 20) and oBP (Equation 19) are the
same. Then applying the transitive property,
P(y0)
(
P(T = 0 | y0,a) − P(T = 0 | y0)
)
= P(y0 | a)P(T = 0 | y0,a) − P(y0)P(T = 0 | y0)
Assuming P(T = 0 | y0,a) , 0 (which is a mild positivity-like
assumption), we conclude that P(y0 | a) = P(y0) =⇒ Y 0 ⊥ A. □
indBP Sufficiency. The following conditions are sufficient for oBP
to imply cBP: T ⊥ A | Y 0 and (Y 1,T ) ⊥ A
Proof of Base Rate Parity Sufficiency. If indBP holds, then
balBP holds: Since T ⊥ A | Y 0, the LHS of Equation 20 is zero. By
contraction (Y 1,T ) ⊥ A is equivalent to Y 1 ⊥ A and T ⊥ A | Y 1;
then the RHS of Equation 20 is also zero, so balBP holds. Since
balBP is sufficient, indBP is sufficient for oBP to imply cBP. □
Predictive Parity. The proofs use the same techniques as for base
rate parity.
Proof that BalEO is Necessary and Sufficient. Wefirst ex-
pand P(Yˆ = 1 | Y = y)
=
P(Yˆ=1,Y=y)
P(y) (21)
=
P(Yˆ=1,y1,T=1)+P(Yˆ=1,y0,T=0)
P(y) (22)
(23)
which we can further expand to get P(Yˆ = 1 | Y = y)
=
P(T = 1 | Yˆ = 1,y1)P(Yˆ = 1 | y1)P(Y 1 = 1)
P(y)
+
P(T = 0 | Yˆ = 1,y0)P(Yˆ = 1 | y0)P(y0)
P(y)
(24)
Since oEO holds by assumption, then P(Yˆ = 1 | Y = y) = P(Yˆ =
1 | Y = y,A = a). Using the expansion in Equation 24, we have
P(T = 1 | Yˆ = 1,y1)P(Yˆ = 1 | y1)P(Y 1 = 1)
P(y)
+
P(T = 0 | Yˆ = 1,y0)P(Yˆ = 1 | y0)P(y0)
P(y)
=
P(T = 1 | Yˆ = 1,y1,a)P(Yˆ = 1 | y1,a)P(Y 1 = 1 | a)
P(y | a)
+
P(T = 0 | Yˆ = 1,y0,a)P(Yˆ = 1 | y0,a)P(y0 | a)
P(y | a)
(25)
Rearranging gives
P(Yˆ = 1 | y1)P(T = 1 | Yˆ = 1,y
1)P(Y 1 = 1)
P(y)
− P(Yˆ = 1 | y1,a)P(T = 1 | Yˆ = 1,y
1,a)P(Y 1 = 1 | a)
P(y | a)
= −P(Yˆ = 1 | y0)P(T = 0 | Yˆ = 1,y
0)P(y0)
P(y)
+ P(Yˆ = 1 | y0,a)P(T = 0 | Yˆ = 1,y
0,a)P(y0 | a)
P(y | a)
(26)
Necessary. For oEO to imply cEO, both conditions must hold. By
cEO, P(Yˆ = 1 | y0) = P(Yˆ = 1 | y0,A = a) which would imply that
P(Yˆ = 1 | y1)P(T = 1 | Yˆ = 1,y
1)P(y1)
P(y)
− P(Yˆ = 1 | y1,a)P(T = 1 | Yˆ = 1,y
1,a)P(y1 | a)
P(y | a)
= P(Yˆ = 1 | y0)
(
P(T = 0 | Yˆ = 1,y0,a)P(y0 | a)
P(y | a)
− P(T = 0 | Yˆ = 1,y
0)P(y0)
P(y)
)
(27)
Sufficient. In addition to oEO, we assume balEO holds. From oEO
we have equation 26 and balEO is equation 27. The left-hand sides
of equations 26 and 27 are the same so by the transitive property,
− P(Yˆ = 1 | y0)P(T = 0 | Yˆ = 1,y
0)P(y0)
P(y)
+ P(Yˆ = 1 | y0,a)P(T = 0 | Yˆ = 1,y
0,a)P(y0 | a)
P(y | a)
= P(Yˆ = 1 | y0)
(
P(T = 0 | Yˆ = 1,y0,A = a)P(y0 | a)
P(y | a)
− P(T = 0 | Yˆ = 1,y
0)P(y0)
P(y)
)
(28)
Simplifying gives
P(Yˆ = 1 | y0,a)P(T = 0 | Yˆ = 1,y
0,a)P(y0 | a)
P(y | a)
= P(Yˆ = 1 | y0)
(
P(T = 0 | Yˆ = 1,y0,a)P(y0 | a)
P(y | a)
) (29)
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Assuming P(T = 0 | Yˆ = 1,y0,a) , 0 and P(y0 | a) , 0 and
P(y1 | a) , 0, then we conclude that P(Yˆ = 1 | y0,a) = P(Yˆ = 1 |
y0) =⇒ cEO
□
indEO Sufficiency. The following conditions are sufficient for
oEO to imply cEO:
Y ⊥ A
Y 0 ⊥ A
T ⊥ A | Yˆ ,Y 0
(Y 1, Yˆ ,T ) ⊥ A
(30)
Proof of indEO Sufficiency. By contraction, the indEO con-
ditions are equivalently written as Yˆ ⊥ A | Y 1; Y ⊥ A; Y 1 ⊥ A;
Y 0 ⊥ A; T ⊥ A | Yˆ ,Y 0; T ⊥ A | Yˆ ,Y 1. Under these assumptions,
both sides of Equation 27 are 0, so the balEO condition holds un-
der these independencies. Since balEO is sufficient, then indEO is
sufficient for oEO to imply cEO. □
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C CHILDWELFARE EVALUATION VIA TASK
ADAPTATION ON SERVICES
In § 3.4.4, we assessed how well our models of risk performed on
the related risk task of predicting out-of-home placement. Another
related risk task considers the decision to accept a case for services.
A case can only be accepted for services if it is under investiga-
tion, and we assume that the child welfare process assigns services
based on the assessment of risk of child harm. Table 3 shows the
AuROC and AuPR for the services task. As for the placement task,
the observational model performs worse than random, and the
counterfactual model performs better than random.
Observational Counterfactual Random
AUROC 0.40 (0.39,0.41) 0.63 (0.61,0.67) 0.50
AUPR 0.33 (0.32,0.35) 0.49 (0.47,0.50) 0.41
Table 3: Area under ROC and PR curves using our re-referral
models to predict a related risk task, accepting the case for
services (95% confidence intervals given in parentheses). The
observational model performs worse than a random classi-
fier. The counterfactual model performs better; it learns a
model of risk that transfers to related risk tasks whereas the
observational model does not.
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D FURTHER SYNTHETIC EVALUATION
We supplement the empirical analysis in § 3.4.1 by presenting the
PR, ROC, and calibration curves for several values of c , the param-
eter describing treatment effect, and k , the parameter describing
treatment assignment bias. Each column denotes an evaluation
method as described in Section 3.3.
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(c) Calibration curves. 95% pointwise confidence bounds shown.
Figure 8: Synthetic data results. with parameters with c = 0.1, k = 1. Each column pertains to a different evaluation method
(described in § 3.3). Colors denote the learningmethod (described in § 3.2). Comparing to Figure 1 where k = 1.6, a smaller value
of k here reduces the propensity to treat group A = 1. This reduces treatment imbalance and treatment rates, and therefore
the observational model performs better on this data than the data generated with k = 1.6 but still underperforms compared
to the counterfactual model. As in Figure 1, the DR evaluation most accurately represents the true counterfactual evaluation.
The observational evaluation incorrectly suggests the observationalmodel outperforms the counterfactualmodel. The control
evaluation gives inaccurate curves. (See § 3.4.1 for details on the data generation)
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(b) ROC curves
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(c) Calibration curves. 95% pointwise confidence bounds shown.
Figure 9: Synthetic data results. with parameters with c = 0.5, k = 1.6. Each column pertains to a different evaluation method
(described in § 3.3). Colors denote the learning method (described in § 3.2). Comparing to Figure 1 where c = 0.1, a higher
value of c here decreases the treatment effect and correspondingly the amount the counterfatual model outperforms the
observationalmodel. The PR andROC curves for the counterfactual and observationalmodels aremuch closer than in Figure 1.
The counterfactual model still outperforms in terms of calibration. Notably, the control and observational evaluations give
incorrect calibration and PR curves. The DR evaluation most closely resembles the true counterfactual evaluation.
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(b) ROC curves
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(c) Calibration curves. 95% pointwise confidence bounds shown.
Figure 10: Synthetic data results. with parameters with c = .1, k = 2. Each column pertains to a different evaluation method
(described in § 3.3). Colors denote the learning method (described in § 3.2). Comparing to Figure 1 where k = 1.6, a larger
value of k here increases the propensity to treat group A = 1. This increases treatment imbalance and treatment rates. The DR
evaluation most accurately represents the true counterfactual evaluation.
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D.1 Controlling for Treatment in the
Regression
In § 3.2, we presented the observational and counterfactual models
of risk and we motivated why the observational model does not
appropriately account for treatment effects. One might wonder if
including treatment in the regression could control for treatment
effects. In Figures 11 and 12, we present the PR, ROC, and calibration
curves when including T as a feature in the observational model
for two values of c , the parameter describing treatment effect. The
true counterfactual evaluation shows that the observational model
underperforms relative to the counterfactual model. This indicates
that including T as a feature does not appropriately control for
treatment effects for the purposes of building RAIs.
Evaluation based only on the control or observational evaluation
methods would lead to the wrong conclusions about model perfor-
mance. Comparing the control and true counterfactual evaluations,
we see that the observational model severely underperforms on the
treated population. The control evaluation is misleading because it
does not account for the poor performance on the treated popula-
tion; only our DR evaluation (and the true counterfactual evaluation
which is not feasible in practice) highlight this significant limitation
of the observational model.
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(c) Calibration curves. 95% pointwise confidence bounds shown.
Figure 11: Synthetic data results when including treatment decision as a feature with parameters with c = 0.1, k = 1.6. Each
column pertains to a different evaluation method (described in § 3.3). Colors denote the learning method (described in § 3.2).
The observational model performs poorly on the treated population. We see a significant drop in PR and ROC curves between
the control evaluation and the true counterfactual evaluation for the observational model. The calibration curves show that
the observational model is severely underestimating risk on the treated population. Only the DR and true counterfactual
evaluations highlight this significant limitation of the observational model.
23
Amanda Coston, Alan Mishler, Edward H. Kennedy, and Alexandra Chouldechova
Observ. Eval. Control Doubly−robust True Counterfactual
0 0.25 0.50 0.75 1 0 0.25 0.50 0.75 1 0 0.25 0.50 0.75 1 0 0.25 0.50 0.75 1
0
0.25
0.5
0.75
1
Recall
Pr
ec
is
io
n
Model Counterfactual Observational
(a) PR curves
Observ. Eval. Control Doubly−robust True Counterfactual
0 0.25 0.50 0.75 1 0 0.25 0.50 0.75 1 0 0.25 0.50 0.75 1 0 0.25 0.50 0.75 1
0
0.25
0.5
0.75
1
FPR
R
ec
al
l
(b) ROC curves
Observ. Eval. Control Doubly−robust True Counterfactual
0 0.25 0.5 0.75 1 0 0.25 0.5 0.75 1 0 0.25 0.5 0.75 1 0 0.25 0.5 0.75 1
0
0.25
0.5
0.75
1
Average risk score
O
ut
co
m
e 
ra
te
(c) Calibration curves. 95% pointwise confidence bounds shown.
Figure 12: Synthetic data results when including treatment decision as a feature with parameters with c = 0.5, k = 1.6. Each
column pertains to a different evaluation method (described in § 3.3). Colors denote the learning method (described in § 3.2).
Relative to Figure 11, the higher c value here reduces the treatment effect so the observational model performs better on this
data, but the observational model still underperforms on the treated population.We see a drop in PR and ROC curves between
the control evaluation and the true counterfactual evaluation for the observational model. The calibration curves show that
the observational model is underestimating risk on the treated population.
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E FAIRNESS-CORRECTIVE METHODS ON
SYNTHETIC DATA
We supplement the empirical analysis of § 4.2 by displaying the
results as we vary c , the parameter describing treatment effect, and
k , the parameter describing treatment assignment bias. We show
the counterfactual ROC curves as well as the table showing the
generalized observational and counterfactual FPR and FNR using
t = 0.5 as the threshold.
25
Amanda Coston, Alan Mishler, Edward H. Kennedy, and Alexandra Chouldechova
Group Method cGFNR cGFPR oGFNR oGFPR
A=1 Original 0.50 0.33 0.58 0.40
A=0 Original 0.51 0.33 0.57 0.38
A=1 Post-Proc. 0.61 0.30 0.64 0.34
A=0 Post-Proc. 0.64 0.33 0.64 0.33
(a) Observational and counterfactual generalized FPR/FNR for the orig-
inal and post-processed models
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(b) Counterfactual ROC curves
Figure 13: Post-processing results on synthetic data with parameters c = .1, k = .8
Group Method cGFNR cGFPR oGFNR oGFPR
A=1 Original 0.50 0.33 0.58 0.39
A=0 Original 0.50 0.33 0.56 0.39
A=1 Post-Proc. 0.58 0.30 0.63 0.35
A=0 Post-Proc. 0.64 0.34 0.63 0.35
(a) Observational and counterfactual generalized FPR/FNR for the orig-
inal and post-processed models
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(b) Counterfactual ROC curves
Figure 14: Post-processing results on synthetic data with parameters c = .1, k = 1.6
Group Method cGFNR cGFPR oGFNR oGFPR
A=1 Original 0.51 0.33 0.55 0.38
A=0 Original 0.50 0.33 0.54 0.37
A=1 Post-Proc. 0.64 0.29 0.65 0.31
A=0 Post-Proc. 0.65 0.30 0.65 0.31
(a) Observational and counterfactual generalized FPR/FNR for the orig-
inal and post-processed models
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(b) Counterfactual ROC curves
Figure 15: Post-processing results on synthetic data with parameters c = .3, k = .8
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Group Method cGFNR cGFPR oGFNR oGFPR
A=1 Original 0.49 0.34 0.53 0.39
A=0 Original 0.50 0.32 0.55 0.37
A=1 Post-Proc. 0.64 0.30 0.65 0.32
A=0 Post-Proc. 0.65 0.31 0.65 0.32
(a) Observational and counterfactual generalized FPR/FNR for the orig-
inal and post-processed models
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(b) Counterfactual ROC curves
Figure 16: Post-processing results on synthetic data with parameters c = .3, k = 1.6
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