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Abstract 
Document  clustering  is  becoming  an  increasingly  popular 
technique for identifying relationships in unstructured text. In 
this  paper,  we  attempt  to  make  sense  of  the  output  of  a 
clustering algorithm applied to software engineering research 
papers.  We  introduce  a  notion  of  cluster  “stability”  as  a 
measure  of  the  meaningfulness  of  a  cluster.  We  assess  its 
usefulness and limitations in identifying meaningful clusters. In 
the process, we track how important research topics may have 
changed from year to year.   
1. Introduction 
In many fast-moving fields, such as software engineering, 
a large number of research papers are being published in 
journals  and  conferences  every  year.  Due  to  the 
increasing volume of papers, it is hard to effectively and 
efficiently search for papers relevant for a given topic of 
interest.  And  as  research  areas  become  increasingly 
interdisciplinary, it is much more difficult to differentiate 
research topics of published research papers. Important 
academic digital libraries such as ACM Digital Library 
have constructed the hierarchical categories for research 
areas but many research papers do not have a good fit 
within the available categories. 
 
The  goal  of  document  clustering  is  to  automatically 
categorize unlabelled documents into cohesive clusters to 
facilitate the search for relevant information. But due to 
the  unsupervised  nature  of  clustering  algorithms,  it  is 
hard to decide the number, k, of clusters we need when 
applying clustering. In [1] the authors mentioned that by 
inspecting the output of the clustering algorithm, various 
values  of  k  can  be  tried.  However,  this  assumes  that 
inspecting  the  output  of  the  clustering  is  feasible. 
Especially  in  fields  such  as  software  engineering,  it  is 
hard to ascertain the number of research streams to be 
differentiated.  So,  we  are  in  need  of  a  procedure  to 
empirically determine the number of clusters for a given 
set of documents and to validate the meaningfulness of 
the resulting clusters. Such a procedure can be used to 
guide future attempts to cluster research papers in this 
area. In this paper we attempt to make sense of the output 
of a clustering algorithm applied to two bodies of text, 
one from a set of journal articles and another from a set 
of conference papers. The texts were partitioned by year 
of publication in order to identify any presence of trends.   
2. Related Work 
Hierarchical clustering algorithms are described in [13]. 
The advantage of hierarchical clustering solutions is that 
they  provide  different  views  of  the  data  at  different 
granularities.  We  chose  hierarchical  clustering  as  it 
enables  us  to  track  the  clustering  process  and  helps  to 
identify a suitable level of granularity that yields many 
meaningful clusters.   
 
[4] tried to achieve more balanced and stable clustering 
by  exploiting  the  characteristics  of  data  objects  before 
clustering  to  eliminate  the  effect  of  data  ordering  on 
clustering  number.  This  research  is  focused  on  the 
elimination of the effect of data ordering to improve the 
quality of clustering. Authors of [5] worked on evaluating 
quality  of  a  certain  clustering  algorithm  ---  Adaptive 
Resonance  Theory  (ART)  neural  networks  by  certain 
formulas  concern  the  numbers  of  true  positive,  false 
positive and false negative in clustering results. That is a 
work with prior knowledge of the objects for clustering as 
a validation work, but we are working on an exploring 
work in which almost no existing information provides us 
clues about “correct answer”.   
 
We  also  found  several  papers  related  to  labeled 
classification, which we employ to validate the resulting 
clusters.  The  work  in  [10]  is  focused  on  identifying 
descriptive, sensible clustering labels for each cluster by 
an  approach  named  as  Description  Comes  First  (DCF) 
cluster labels, in which the processes of candidate cluster 
label discovery and document clustering are separated. In 
[12]  authors  employed  frequently  appeared  phrases  as 
final  cluster  description,  which  employed  a  similar 
approach as what we used. A follow-up work [2] showed 
how  to  avoid  certain  suffix  tree  clustering  (STC) 
limitations from [12] and use non-contiguous phrases. A “label-driven”  clustering  appeared  in  clustering  with 
committees  algorithm,  where  the  semantic  relationships 
from  WordNet  are  used  to  evaluate  the  unambiguous 
concepts to which strongly associated terms are related.   
 
Several  lines  of  investigation  also  deal  with  detecting 
temporal trends. [9] performs trend analysis in order to 
find hot topics through controlled vocabulary terms rather 
than  phrases  based  on  the  nature  of  news  that  smaller 
units  could  be  used  to  identify  breaking  news  topics 
within  short  period  such  as  one  day.  Temporal  Text 
Mining (TTM) described in [6] is used to discover and 
summarize the evolutionary patterns of themes in a text 
stream  over  time.  Based  on  the  discoveries  in 
characteristic path, authors of [3] collected the paper titles 
from DBLP XML files to track the most popular terms 
used  throughout  time.  Then  they  listed  the  emerging 
popular  terms  for  each  year  by  deleting  terms  that 
appeared in the previous two years and by this way they 
explained the previous discoveries. 
3. Methodology 
The bodies of text consists of papers from three software 
engineering  journals,  IEEE  Transactions  on  Software 
Engineering,  ACM  Transactions  on  Software 
Engineering and Methodology, and Empirical Software 
Engineering,  and  the  proceedings  of  two  software 
engineering  conferences,  International  Conference  on 
Software  Engineering  (ICSE)  and  ACM  SIGSOFT 
Foundations  on  Software  Engineering  (FSE).  We 
collected a total of 1157 journal articles from 1996-2007 
and 675 conference papers from 1999-2007.   
 
We  partitioned  the  papers  according  to  year  of 
publication and clustered each year individually. We also 
clustered each set of text as a whole. We kept the analysis 
of journal articles and conference papers separate as the 
two  sets  are  likely  to  show  different  trends  owing  to 
different timescales for publication turnaround times.   
 
3.1 Converting Documents into Word Vectors 
 
Before clustering, we need to convert the text into lists of 
word vectors for input to the clustering tool. For this, we 
used  RapidMiner  [11],  an  open  source  data  mining 
environment which supports most frequent data mining 
tasks.  The  modular  operator  concept  of  RapidMiner 
allows the design of complex nested operator chains to 
solve a wide variety of learning problems effectively and 
efficiently. Rapidminer is a common text mining too and 
it is easy to use, its extensibility and flexibility provide us 
the  ability  to  expand  our  work  in  the  future.  Data 
handling  in  RapidMiner  is  transparent  to  users.  To 
vectorize  text,  the  text  plug-in  for  RapidMiner  is 
recommended  [11],  which  can  be  used  to  create  word 
vectors from input texts in different formats (plain text, 
URLs and so on). To create word vectors from input texts, 
a list of operators are chosen and put in order. First, the 
texts need to be read from certain document directory so 
that  further  treatment  could  be  executed  on  them 
(TextInput Operator). As one of the parameters, tf-idf is 
chosen  as  the  term  weighting  model,  in  which  each 
document can be represented as 
tf1log(n/df1), tf2log(n/df2), … , tfmlog(n/dfm) 
where tfi is the frequency of the ith term in the document, 
dfi is the number of documents that contain the ith term 
and n is the total number of documents. With tf-idf, those 
words  that  appear  frequently  but  in  fewer  documents 
receive higher weight. Second, the plain text is tokenized 
(StringTokenizer Operator). Third, stop words such as 
“a”  and  “is”  are  deleted  (EnglishStopwordFilter 
Operator).  The  last  step  is  stemming,  which  truncates 
words into their roots and combines words with the same 
root together (PorterStemmer Operator). 
 
After the execution of the operators, an example set is 
produced as the result. The Metadata View of the result 
stores the type, name, value type, statistics and range of 
attributes  (stemmed  words),  the  Data  View  stores  the 
data – the vector-space model representing documents. 
 
Processing  the  full  text  of  documents  would  result  in 
very large word vectors that are too unwieldy to analyze. 
Therefore,  to  facilitate  the  processing  and  reduce  the 
scale of attribute dimensions, only the title, abstract and 
keywords are extracted from those papers. Although they 
do  not  contain  the  full  contents,  the  title,  abstract  and 
keywords  summarize  most  of  the  information  in  a 
document.  Furthermore,  analyzing  the  full  document 
increases  the  likelihood  of  the  clustering  algorithm 
making false associations between documents. 
 
3.2 Hierarchically Clustering Documents 
 
We applied the hierarchical clustering tool from SPSS to 
cluster  the  documents.  This  is  an  agglomerative 
hierarchical  clustering  tool  which  clusters  from  the 
bottom up, treating each single text as one cluster, and 
then merging similar texts together until it has merged all 
documents into one cluster.   
 
To  reduce  the  number  of  single-document  clusters,  we 
began collecting data on the merging process when there 
were 20 clusters left. We recorded the list of documents 
in each cluster and also which clusters were merged in each subsequent step until there were only two clusters 
left  to  be  merged.  The  SPSS  output  was  saved  as  a 
spreadsheet for further processing. 
 
3.3 Identifying Stable Clusters 
 
To quantify the meaningfulness of the resulting clusters, 
we  computed  the  stability  of  each  cluster.  Taking  the 
SPSS output, we determined, for each cluster, at which 
merge step a cluster was formed, and at which step it got 
merged into another cluster. The difference between the 
two  steps  is  the  measure  of  a  cluster’s  stability.  For 
example, if a cluster was formed at the 1
st merge step, 
and was merged at the 5
th step, it stayed intact for 4 runs. 
We consider clusters that stayed intact for more than 10 
runs as stable, because we have tried to consider smaller 
number of runs as stable clusters but it was hard to find 
out overall themes for those clusters. 
 
We also calculated the overall stability of a merge step as 
the sum of the runs for all the clusters available at that 
step.  In  this  way,  we  have  a  way  to  determine  k,  the 
number of clusters with the highest overall stability.   
 
3.4 Constructing Tagclouds for Clusters 
 
To validate the meaningfulness of the resulting clusters, 
we inspected the dominant words in each cluster using 
tagclouds [8]. Tagclouds provide visual presentations of 
a set of words in which the size and color of a word are 
used to represent some attribute of the word, such as its 
frequency or how recently it was used. We use tagclouds 
to  visualize  the  dominant  words  in  each  cluster.  The 
accumulated weight of a word w in a cluster is calculated 
by totaling the weights of w in each of the documents in 
the cluster. In the tagcloud visualization, the fonts used to 
display the words are proportional to their accumulated 
weight. An example is given in Figure 3. In this example, 
the  words  are  sorted  according  to  their  accumulated 
weights. 
 
Once  stable  clusters  are  identified,  we  inspected  the 
tagclouds of these clusters to identify the topics within 
each  cluster.  This  was  then  verified  by  examining  the 
paper’s original title and abstract. 
 
3.5 Classification by Labels from Stable Clusters 
 
With the hypothesis that the stable clusters are distinct 
clusters  which  have  relatively  farther  distances  from 
other clusters, a validation is performed by attempting to 
classify all documents in the text body into the identified 
stable  clusters.  As  the  starting  point,  papers  in  each 
year’s  stable  clusters  are  collected  and  separately 
grouped and labeled together, and one comparison group 
is created as part of the training set. Using RapidMiner, 
the  LibSVMLearner  and  ModelWriter  operators  are 
applied  to  train  the  classification  model.  This  process 
takes  as  input  the  labeled  groups  of  papers  and  the 
outputs  include  a  wordlist  and  a  model  in  which  the 
classification  criteria  are  stored.  Then,  to  verify  the 
hypothesis  that  the  stable  clusters  are  distinct  clusters 
that keep relatively longer distance from other clusters 
and  belongs  to  special  topics,  the  classification  model 
trained  on  one  year’s  documents  is  applied  onto  the 
documents  in  the  other  years.  In  this  way,  some 
originally  undiscovered  papers  are  located  and  further 
evaluation is needed to prove they really belong to the 
special stable clusters. 
4. Results 
4.1 Hierarchical Clustering Results 
 
The results from agglomerative clustering of documents 
per  year  indicate  several  clustering  patterns.  Large 
clusters attract additional clusters and tend to get merged 
first. This is not surprising since large clusters have many 
important  words  that  increase  the  likelihood  of  being 
related to other clusters. We see this pattern appearing 
more in journals than in conferences. Conference clusters 
are more likely to consist of small clusters, without one 
cluster dominating all the others. We can also see this 
trend by examining the hierarchy trees which are derived 
by following the agglomeration process that successively 
merges a pair of clusters at each step. Journal clusters 
tend  to  produce  unbalanced  hierarchy  trees,  while 
conference  clusters  tend  to  produce  relatively  more 
balanced trees. These trends are illustrated by Figure 1 
and  Figure  2,  which  depict  the  hierarchy  trees  when 
clustering all journal and conference papers, respectively.   
 
In these figures, the merging process is illustrated by two 
clusters  pointing  into  one  (merged)  cluster.  In  the 
clustering based on journal articles (Figure 1), most of 
the  initial  clusters  (those  without  any  clusters  pointing 
into them) are successively merged into a bigger cluster 
(starting from the one in the top left corner), resulting in 
an  unbalanced  tree.  On  the  other  hand,  the  clustering 
based on conference papers (Figure 2) did not have such 
a dominant cluster at the start, and the merging process 
appears to be more balanced. Examining the clustering 
hierarchy  trees  for  individual  years  also  produce 
consistent results for both journal and conference papers. 
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Figure 1: Clustering hierarchy tree for journal 
articles 
 
 
 
 
 
 
 
 
 
Figure 2: Clustering hierarchy tree for conference 
papers 
 
4.2 Stable Clusters 
 
For  each  year’s  clustering  process,  we  also  detected  a 
subset of clusters which tend to be preserved for several 
runs of the agglomerative clustering algorithm, indicating 
that their contents are quite distinct from the others. We 
consider  that  a  cluster  is  stable  if  it  survives  without 
getting  merged  through  more  than  10  runs.  For  such 
clusters, it is generally easier to find overarching themes 
based on their dominating keywords.   
 
For  example,  Figure  3  is  a  tagcloud  of  the  dominant 
keywords  for  a  stable  cluster  from  2005  conference 
papers.   
 
By  examining  the  dominant  keywords  we  manually 
recognize  this  cluster  as  related  to  aspect-oriented 
software development.   
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Tagcloud of a stable cluster from conference 
papers for 2005 
 
Table 1 and Table 2 list some of the identifiable topics in 
each  year’s  stable  clusters  for  journal  articles  and 
conference papers, respectively. 
 
Year  Distinct Cluster Topics 
1996  HCI, lightweight source analysis, reliability 
1997  real-time systems, OO, SCM 
1998  inspection, protocol analysis,   
1999  client-server, hypermedia, empirical, mobile systems 
2000  exception handling, reliability, HCI 
2001  embedded system, code decay, traceability, empirical 
2002  codesign, attribute grammar, client-server, SCM, petri 
net, state machines 
2003  agents, OO 
2004  web services, exception handling, agile, OO metrics 
2005  empirical, grammarware, automated reasoning, slicing 
2006  Web, agile, requirements, OO metrics, empirical, 
middleware 
2007  global software eng, metalock, ACSL, education, 
vulnerability, usability   
Table 1: Identifiable topics for journal articles 
 
 
Year  Distinct Cluster Topics 
1999  aspects, agents, hypermedia, environments, smartcard, 
testing 
2000  taxonomy, education, message sequence charts 
2001  inspection, reliability, XML, product lines 
2002  components, requirements, slicing, reliability 
2003  OO, mixins, components, aspects, documentation 
2004  architecture, MSR, FLAVERS
1, traits 
2005  aspects, metrics, DOM, temporal logic 
2006  spreadsheets, pointer analysis, distributed systems, 
SQL injection 
2007  OPIUM
2, malware, agile, semantic query 
Table 2: Identifiable topics for conference papers 
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4.3 Label Classification Results 
 
To  validate  the  distinctiveness  of  the  detected  stable 
clusters, we checked to see if there are additional papers 
from other years that would have been classified within 
each  of  the  stable  clusters  by  training  a  labeled 
classification  model  using  RapidMiner.  Table  3  shows 
the results for the conference clusters. 
 
  99  00  01  02  03  04  05  06  07 
99  0  +9  +4  +3  +8  +6  +9  +8  +11 
00  0  0  0  0  0  0  0  0  0 
01  +1  +2  0  +2  +1  +2  +1  +2  0 
02  0  0  +1  0  0  0  +1  0  0 
03  0  0  0  0  0  0  0  0  0 
04  0  0  0  0  0  0  0  0  0 
05  0  0  0  0  +1  0  0  0  0 
06  0  0  0  0  0  0  0  0  0 
07  0  0  +1  0  +2  0  +1  +2  0 
Table 3: Additional documents added to stable 
clusters from conference papers 
 
The results indicate that,  for  most  years,  no additional 
papers could be found which closely match the papers in 
the stable clusters. This indicates that, not only are the 
document  clusters  distinct,  their  contents  are  very 
specialized. The one exceptional case in 1999 was due to 
the broad topic of testing which matched many papers in 
subsequent years.   
 
A similar analysis was conducted on the stable clusters of 
journal  articles.  In  this  case,  there  were  a  lot  more 
matches across different years, but mainly because of the 
presence of the empirical studies topic, which tends to 
crosscut many techniques. 
 
4.4 Effect of cluster size on stability 
 
While we are able to identify many topics, it is evident 
from  examining  the  original  set  of  papers  that  more 
topics are missed. One observation is that stable clusters 
also  tend  to  be  small.  This  is  borne  out  by  closer 
examination of cluster sizes.   
 
Figure 4 shows, for each cluster of conference papers, its 
size  versus  the  number  of  runs  between  when  it  was 
formed to when it was merged.   
 
As  we  can  observe  from  this  figure,  stable  clusters 
(clusters with runs > 10) are also small in size, averaging 
less  than  5  documents.  This  indicates  that  the 
agglomerative  clustering  employed  has  a  tendency  to 
pick up specialized topics. The data for journal articles 
follows a similar pattern. 
 
The preceding results indicate that the stable clusters do 
not capture all the important topics for a given year. This 
implies  the  need  for  other  classification  algorithms  to 
make additional identification. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4: Runs versus cluster size (conference papers) 
 
4.5 Relationships between conferences and journals 
 
Based on the observation from Table 1 and Table 2, we 
do not see a pattern where conference paper topics serve 
as “advance notice” of journal papers. One of the reason 
should be that the stable clusters are mostly small sized 
clusters which cannot represent the main theme of certain 
year.  And  at  the  same  time,  it  is  possible  that  the 
conference  papers  would  end  up  in  more  specialized 
journals other than the ones listed here.   
5. Summary and Future Work 
In  this  paper,  we  applied  agglomerative  hierarchical 
clustering  over  research  papers  from  software 
engineering  journals  and  conferences.  We  analyze  the 
resulting clusters for meaningfulness by using a measure 
of  stability.  While  the  stable  clusters  found  are  indeed 
meaningful,  they  only  identify  a  subset  of  the  papers. 
Several other hierarchical clustering algorithms such as 
partitional  and  constrained  agglomerative  algorithms 
have been shown to provide improved results. [13] We 
plan to apply these other algorithms and determine the 
usefulness  of  our  stability  measure  to  find  meaningful 
clusters from the results of these algorithms.   
 Work  in  this  study  is  focused  on  empirical  data  for 
“meaningful”  clustering  in  certain  research 
area—software  engineering,  and  interesting  keywords 
analysis  is  executed  from  the  perspective  of  software 
engineering experts but not data mining experts, so there 
is  still  a  lot  work  to  do  on  certain  data  mining 
perspectives. 
•  Evaluate  quality  of  agglomerative  hierarchical 
clustering based on distance to centroid of each data 
point,  then  calculate  the  quality  of  each  level  of 
hierarchical  clustering  based  on  the  methods  from 
[13]. 
•  Expand the analysis to cover a larger range of papers 
from earlier years. 
•  Mining  association  rules  [7]  from  software 
engineering  literatures  to  predict  research  designs, 
activities and possible results. 
 
And [3] provides us another dimension to explore, the 
co-authorship among active researchers, which is still an 
interesting  topic.  For  example,  it  is  generally  assumed 
that  certain  researchers  just  work  on  several  limited 
research  areas  and  possibly  interdisciplinary  areas 
concerning those research areas, so the name of authors 
could be a potential source of information for searching 
certain research topics. 
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