Abstract-Network virtualization has been proposed as a way to increase the flexibility of the Internet. This could enable the provisioning of many desired services in the current architecture and allow effective sharing and use of resources. Providing virtual networks (VNs) means that virtual nodes and links need to be embedded in the underlying shared infrastructure. This embedding process, where VNs with resource demands are mapped onto a substrate with finite resources is a challenging and NP-hard problem. In this paper the focus is on mapping the VNs in such a way that node resources in the substrate are not completely exhausted. To achieve this objective, an approach referred to as bottleneck node reduced mapping is presented. This method is evaluated and compared with an approach, where resource exhaustion is not considered. [7, 9, 11] . It can be utilized in experimental research facilities [13, 14, 15] as well as in provision of customized end-to-end services over a shared infrastructure [7, 9] . A number of virtual networks (VNs) can be deployed on top of the physical network (or substrate), depending on the capability of the substrate and the demands of VNs.
INTRODUCTION
Network virtualization is an important tool for addressing the Internet ossification [7, 9, 11] . It can be utilized in experimental research facilities [13, 14, 15] as well as in provision of customized end-to-end services over a shared infrastructure [7, 9] . A number of virtual networks (VNs) can be deployed on top of the physical network (or substrate), depending on the capability of the substrate and the demands of VNs.
The virtual network embedding (VNE) problem is NPhard [8, 17] where several constraints need to be satisfied. In order to map a VN onto the substrate, requirements of both its vertices as well as edges should be fulfilled. In addition to this, VNs can arrive at different times, in any order and can be based on any standard network topology (e.g. star, bus, ring or mesh). The substrate network also has a limited amount of resources. Thus, we need to embed or map a VN with resource constraints onto the substrate network (SN) which has finite resources.
In the past, various efforts have been made to suggest solutions for embedding VNs onto physical networks. By considering that substrate resources are finite, we make "admission control" an integral part of our solution in contrast to previous solutions proposed in [4, 6, 12, 18] . Our solution considers that VN requests are dynamic and are received online, which is contrary to several other solutions [6, 12, 18] . Some previous work points to specific virtual topologies [12] , whereas our solution is not limited to any specific topology. Our approach is inspired to some extent by [8] as we use similar notations to denote both virtual and substrate networks. There are solutions with support for path splitting [10] as well as those considering path migration in the physical network [8] . Path splitting and migration incur cost complexities and are not within the scope of our proposed solution.
An approach of mapping virtual vertices onto any available substrate node which can satisfy their demand was presented in [2] . That method utilizes the substrate's bandwidth resources in an efficient way but does not take into account the possibility of a node becoming a bottleneck after the node mapping, so that no further VN request can be served by the bottleneck node. Our proposed solution, in addition to mapping vertices onto nodes which can satisfy their demand, also tries to prevent substrate nodes from becoming bottlenecks during the VN mapping.
The main contributions of this paper are to investigate the effect of reducing the bottleneck nodes (referred to as BNRM-Bottleneck Node Reduced Mapping) and its impact on VN embedding, how substrate nodes and links become bottlenecks and get exhausted as well as to analyze how resources are utilized in the process. Definitions for bottleneck and exhausted nodes and links of a substrate are presented in terms of their capability of mapping vertices and edges of future VN requests. A comparison is given between BNRM and the approach presented in [2] , which does not consider that a node can become bottleneck at the time of mapping a VN. An evaluation of node exhaustion limit (NEL) values and their impact on different kinds of substrates is also presented. The overall hypothesis behind our solution is that it should be possible to avoid complete exhaustion of node resources and still maintain or improve the VN embedding possibilities. Reducing the number of bottleneck nodes should leave more available nodes for future VN requests, something which could be beneficial for the VN embedding process.
The rest of the paper is organized as follows. Section II defines the problem while Section III describes our solution. Section IV presents simulation results, whereas Section V ends the paper with a discussion and conclusions. Table 1 .
Throughout this document when a reference is made to a link or node, it means that it belongs to the substrate, while VN's link and node will be termed as edge and vertex respectively. We consider central processing unit (C.P.U.) as a NoF '11 2011 International Conference on the Network of the Future resource for nodes and vertices, and bandwidth to be the resource for edges and links. Fig. 1 shows a substrate network whereas Fig. 2 represents a VN request. The notation for describing the node and link capacities is similar to the one proposed in [8] .
The VN will only be mapped on the substrate if requirements of each of its vertex as well as edge are satisfied. After mapping vertices onto the nodes which satisfy vertex demand, paths need to be calculated for each pair of nodes in the VN. Then the link resources in the path are compared with the edge demand. At this point, if the path satisfies the edge request, then the VN is completely mapped. After satisfying requests of vertices and edges of a VN, a residual graph P is obtained which contains remaining capacities of nodes and links of the substrate [5] .
In the beginning of VN embedding process, we initialize residual capacities of nodes and links with the actual capacities:
Therefore, when a node or link is mapping a vertex or an edge for the first time then, its residual capacity is equal to its original capacity ( r a r a ) and the vertex or edge demand (d or d ) is matched with it. After the initial mapping of a vertex or edge is made, the new residual capacity (r ) of a node (n N is obtained by subtracting vertex demand (d ) from the node resource, whereas remaining capacity (r ) of a link l L is found by deducting edge request (d ) from the link resource:
The resources need to be returned to the substrate if, after mapping the initial vertices or edges of a VN, there comes a point when requirements of a certain edge or vertex cannot be satisfied. This means that in such a scenario the initial or base graph P is regenerated:
We define the cost of mapping a VN, as the sum of overall substrate resources assigned to its vertices and edges, in the same way, as previously presented in [10] . Our cost function is similar to the one given in [10] :
A vertex will only be mapped on a single node whereas the edge can be mapped on a substrate path P , S containing one or more than one links. The term b in (4) indicates bandwidth allocated to an edge (e E) from a substrate link (l L .
The proposed solution can map both topology specific VNs (e.g., VN represented in Fig. 2 is based on ring topology) as well as randomly generated VNs. III. VIRTUAL NETWORK EMBEDDING The VN mapping process starts by assigning vertices to nodes, then proceeds on to find edge disjoint k-shortest paths [3] between each pair of nodes and finishes by mapping edges onto the paths that satisfy their demand.
The first step of the proposed solution starts by finding candidate nodes of the substrate, which can map vertices by satisfying their demands. In this phase, each vertex,
, has to be mapped to a different node, (n N a A N . The approach of mapping vertices on the first available substrate node which can satisfy their demand (by only evaluating if, r d ) was presented in [2] . In this paper we consider that method as a baseline and term it as BLA (baseline approach). In the next step, we add an extension to the BLA by adding the node exhaustion limit (nel) feature, call it BNRM (bottleneck node reduced mapping), and make a comparison between the two approaches. The main difference between BNRM and BLA is that, the latter does not consider the possibility of a node becoming a bottleneck at the time of mapping a vertex.
Node exhaustion limit (nel) is a value which is used to make sure that a node does not become bottleneck. The vertex is only mapped on the node if, after mapping, the node has resources equal to or greater than nel. In the start of VN embedding process, nel is set to a comparatively higher value, since the substrate has all the resources intact in the beginning. The nel value is decreased after a certain number of requests have arrived, since, after mapping the initial VNs, the substrate also has less number of available resources. Another important thing behind this concept is that in case a substrate has more resources on its nodes and demands for vertices of VNs is less, then, instead of selecting same set of nodes each time, a different set of nodes could be selected. Since node mapping affects link mapping, so, if same nodes keep on getting selected repeatedly then resources on their links can become exhausted. The nel in (5), defines the time at which a VN arrives and is compared with a certain nel value. The vertex mapping function for BNRM can be given as:
The vertex mapping function in (5), starts by checking all the vertices (V) and first selects the one which demands most processor resources (max D V ). The benefit of doing this is that if, the substrate cannot satisfy the demand of this vertex then the mapping process stops here for this VN and the requirements of the remaining vertices don't need to be checked, which saves amount of computations according to the number of vertices in a VN. In this way, if demand of the NoF'11 2011 International Conference on the Network of the Future first vertex is satisfied then the process is repeated for all the remaining vertices moving on from vertex demanding most to the least resources. The vertex mapping algorithm is defined below: Algorithm 1: Vertex mapping 
The VN requests are satisfied by using the first come first served (FCFS) approach and the process begins by assigning vertices to the substrate nodes. The edge mapping algorithm is called only if, the vertex requests can be satisfied at this stage.
The next step is to map an edge (e E d D E ) on a substrate path (P , S ) containing one or more than one links. In the proposed solution, first k-shortest paths are found for each edge. The next step is to calculate resources on each path. To achieve this objective, we take link with minimum resources in the path (min P ,
S
) and match edge demand with it. If this link can satisfy edge request, then the remaining links will surely be able to do that.
The approach of mapping an edge on shortest of the kshortest paths, which can satisfy its demand, termed as shortest path mapping (SPM), was presented in [2, 8] . The edge mapping function for the SPM can be given as:
The edge mapping algorithm is defined below: Algorithm 2: Edge mapping resources to the substrate according to (3a), else, return both the link and node resources to the substrate (as defined in 3a and 3b). 4: If this was the last request, then, stop, else, call "vertex mapping algorithm".
Edge mapping phase of the solution assigns all edges to the substrate paths and is executed number of times the total edges in a VN. It starts by finding out edge disjoint k-shortest paths for each edge of the VN. In the next step, resources on each of these paths are calculated and the path having sufficient resources, satisfying the edge demand, is selected. At this point, if there are sufficient path resources to satisfy the request of all the edges then the VN is completely mapped (request satisfied).
IV. EXPERIMENTAL SETUP AND EVALUATION
This section is divided into two parts; first describes experimental setup while second presents the evaluation results. The proposed solution has been implemented using Matlab®.
A.
Experimental Setup The substrate networks have been generated using the BRITE tool [1] whereas, virtual networks have been created using Matlab®.
1) Substrate Networks
The proposed solution has been tested on different substrate networks. Each of these networks consists of 100 nodes and about 500 links, and node resource (C.P.U.) as well as link resource (bandwidth) is assigned different values from 1 to 100 units [2, 5, 8] . The size of substrates can be compared with that of a medium sized ISP [8] . The substrates have been assigned different number of resources to see the effect of nel values, on substrates with same size but different amount of resources. The three substrates used are: S 1 : Node and link resources are randomly chosen from 1 to 100. S 2 : Node and link resources are randomly chosen from 10 to 100. S 3 : Node and link resources are randomly chosen from 20 to 100.
2)
Virtual Networks Two different sets of VNs have been mapped onto substrate networks; each set differs from the other, by number of edges.
Set 1: The number of vertices of a VN is randomly chosen between 2 and 10 and the vertices are randomly connected with the probability 0.3.
Set 2: The number of vertices of a VN is randomly chosen between 2 and 10 and the vertices are randomly connected with the probability 0.5.
The set-2 is similar to the setup presented in [2, 5, 8, 12 ] while set-1 resembles with the one given in [2] . The vertex and edge resources in both sets are randomly chosen from 1 to 5. The reason for selecting low values for vertices is to evaluate the concept of nel as described in section-III.
B.
Evaluation The main focus of evaluation is to study the effect of minimizing bottleneck nodes of a substrate, their impact on mapping VN requests, the way resources are utilized, nodes and links become bottleneck and get exhausted.
The VNs belonging to set-1 put less demand on substrate's paths whereas, VNs from set-2 are well connected. Therefore, it is interesting to look at the comparison from the point of view of two sets of VNs:
NoF '11 2011 International Conference on the Network of the Future Figure 3 to 5 show mapping of VNs and cost incurred in the process. In some cases, BLA approach maps more VNs than BNRM for initial VNs in a set (Fig. 3) . However, the benefit of BNRM can be seen as number of requests grows, as it can map more requests in later stages of VN embedding process as compared to BLA (Fig. 3) .
(i) VN set-1: (a) VN Mapping
We used same set of nel values for all the substrates (S 1 , S 2 and S 3 ). The BNRM approach maps more overall VNs than BLA for S 1 , and almost same for S 3 (Figure 3 and 5) . However, the results are different for S 2 (Fig. 4) . This lead to the evaluation of selecting different set of nel values for different substrates, which is analyzed and presented later.
The two approaches were further analyzed in Table 2 and 3 for the rest of evaluation criteria, which represent, analysis of VN-set1 on S 1 . The main focus of this paper is to introduce BNRM approach to minimize bottleneck nodes of the substrate, but node mapping affects link mapping and therefore, it is interesting to study the state of substrate links as well. (i) When same number of VNs are mapped by the two methods at a particular instant of time.
(ii) The overall VNs mapped by using a certain method. The two approaches map almost same number of VNs when initial 100 VN requests arrive (Fig. 3) . When same number of VNs gets mapped, the BNRM utilizes more substrate resources (Table 2 and In addition to this, the BNRM utilizes 6.94% more overall resources as well (Table 2 and 3) since; it can overall map 7.25% more VNs as compared to the BLA (Table 2 
and 3). (c) Bottleneck Nodes (B
The idea to minimize the use of substrate resources from bottleneck nodes and links was presented in [8] , while, the concept of bottleneck links was also mentioned in [16] . Nodes and links having lack of residual capacities to map vertices/edges and hence resulting in rejection of a VN request were termed as bottlenecks in [17] . One of the contributions of this paper is that, we give definitions for bottleneck nodes and links of a substrate in terms of their capability of mapping vertices and edges of VNs due to arrive in future in the mapping process.
We define a node as a bottleneck if, its residual capacity is less than a certain value (r val ). The value chosen for nodes in Table 2 to 5, is 10 (val 10). A node does not become bottleneck if it is able to map at least two vertices. Since, for both sets of VNs, the maximum capacity of a vertex can be 5 therefore; the value chosen for val is 10. The nodes start becoming bottleneck from VN interval-1(VNs 1-50) when, BLA is used for mapping ( Table 2 ). The readings in Table 2 and 3 are shown from substrate S 1 , which contains resources in the range 1 to 100. Therefore, according to definition, 11% nodes are already bottlenecks before the start of VN embedding process (nodes contain values which are less than 10). When mapping of VNs starts and vertex mapping approach is BNRM then there is no further bottleneck till the fifth interval (250 VNs, Table 3 ). This ensures that the substrate has more node resources in place, and therefore, 10% more VNs are mapped in the last interval (VNs 351-400) using BNRM (Table 2 
and 3). (d) Exhausted Nodes (E
An exhausted node is a bottleneck node, whose resources get completely utilized (r 0). Table 3 shows that, only 34% of the node resources get exhausted when BNRM is used, as compared to 72% when vertex mapping approach is BLA (Table 2 ). This ensures that the substrate still has 38% more usable nodes for the future VN requests (Table 2 and 3) . (e) Bottleneck Links (B Similar to the definition of a bottleneck node, a link is defined as a bottleneck if, its residual capacity (r ) is less than a certain value (r val ). The value chosen for links in Table  2 to 5, is 10 (val 10). A link does not become bottleneck if, it is able to map at least two edges.
When approximately same number of VNs gets mapped (up to 100 VNs), BNRM makes 2.4% more bottleneck links (Table 2 and 3) . Overall as well, BNRM makes 5.6% more links as bottlenecks as compared to the BLA (Table 2 
and 3). (f) Exhausted Links (E
A bottleneck link becomes exhausted, when all its resources are utilized ( r 0 ). When approximately same number of VNs gets mapped (up to 100 VNs), the BNRM exhausts 1.4% more links (Table 2 and 3) . Overall as well, 6.4% more links become exhausted when the method used is BNRM (Table 2 and 3) .
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(ii) VN set-2: (a) VN Mapping
The VNs in set-2 are well connected. Therefore, if nodes get mapped at a distance then, the chances of denial of a VN request may also get increased. When overall mapped VNs are considered the BNRM comes close to BLA (Figure 6 to 8) but falls just short. However, the advantage of reserving resources for future requests is evident here as well (Table 5) . A comparison of Table 4 and 5 shows that for the last interval (VNs 351-400), the BNRM can still map 20% more VNs as compared to the BLA (Table 4 and 5) . However, more VNs get rejected initially and overall BLA maps 1% more VNs (Table 4 and 5).
The two approaches were further analyzed in Table 4 and 5 for rest of the evaluation criteria, which represents, analysis of VN-set2 on substrate S 1 .
(b) Resource Utilization (U
The two approaches don't map same number of VNs from the initial set on substrate S 1 . Therefore, a cost comparison for this substrate cannot be made. However, on substrate S 3 , both methods map almost the same number of VNs when initial 50 requests arrive (Fig. 8) . At this point the BLA uses less substrate resources than BNRM (Fig. 8) .
(c) Bottleneck Nodes (B When BNRM is used, there are no bottleneck nodes till the fifth interval (similar explanation like given for VN-set1). This ensures that the substrate has more node resources in place (Table 5) , and therefore, 20% more VNs get mapped in the last interval using BNRM (Table 4 
and 5). (d) Exhausted Nodes (E
The substrate, at the end of VN mapping process, still has 28% more usable nodes using BNRM as compared to BLA, as shown by Table 4 and 5.
The results for VN set-2 are similar to VN set-1 in terms of bottleneck and exhausted links (Table 4 and 5) .
Discussion:
The BNRM approach produces more usable substrate nodes for future VN requests. A comparison of Table 2 Table 4 : BLA Resource Utilization (VN-Set2; Substrate N/W: S1) The results are similar in terms of producing more usable nodes when two approaches are compared for a VN set comprising of VNs which put more demand on substrate links (Section IV, VN set-2). In this case, BNRM still produces 28% more usable nodes as compared to BLA (Table 4 and 5) . However, by using BNRM there is a possibility of mapping vertices on nodes which may be at a distance, which also increases possibility of rejection of a VN request. Therefore, in spite of having more usable nodes for the future VN requests, and mapping more VN requests in later stages of mapping process, more requests get rejected initially and overall a few less VNs get mapped (Table 4 and 5).
Node Exhaustion Limit (nel):
The results of Fig. 4 indicated that a further evaluation of nel values was required. The results of new evaluations are not shown (due to space limitations) and only the conclusions drawn are presented. The following three sets of nel values were used:
Set A: Starting value of nel is 35% of maximum node resource. There is a decrease of 5% after every interval (after every 40 VNs) and values for last three intervals are 1, 1 and 0.
Set B: Starting value of nel is 40% of maximum node resource. There is a decrease of 5% after every interval and the values for the last two intervals are 1 and 0.
Set C: Starting value of nel is 50% of maximum node resource. There is a decrease of 10% for first two intervals, and a reduction of 5% for next five intervals, whereas values for last two intervals are 1 and 0.
The criteria chosen for best value set for a substrate is based on the following factors:
(i) The least number of VNs rejected in the beginning of the embedding process.
(ii) The overall VNs mapped at the end. We conclude that nel value set should be based on amount of resources in the substrate. A set of high values for a substrate containing fewer resources can map vertices on nodes which are far from each other, which can result in longer paths, utilize more bandwidth resources and also increases possibility of rejection of a VN request (e.g., use of set-C on substrate S 1 ). On the other hand, a set of small values, for a substrate containing higher number of resources can result in selecting same set of nodes repeatedly which can exhaust link resources early (e.g., use of set-A on substrate S 2 ). The use of a set of very high nel values should be avoided unless the substrate has similar number of resources as nel value set (e.g., use of set-C on substrate S 3 ). A moderately selected set of nel values can on average give sufficient VN mappings and can also result in rejection of fewer VN requests (e.g., use of set-B on substrates S 1 , S 2 and S 3 ).
V. CONCLUSION AND FUTURE WORK
We have investigated an approach to virtual network embedding where we attempt to assign virtual networks into a substrate in a way that avoids exhausting node resources completely. The idea is that with this approach, some resources are left for the benefit of future embedding requests, which could improve the overall embedding capability.
We investigate our approach (referred to as BNRMBottleneck Node Reduced Mapping) and compare it to an alternative approach (BLA) that does not take node resource exhaustion into consideration. The number of networks that can be embedded is investigated for varying distributions of virtual network requests and for different substrate topologies. The results indicate that BNRM is favorable for more sparsely connected networks, while for denser networks, BLA shows similar or slightly better performance. Therefore, one possible extension of this work could be to investigate how the two approaches could be combined in order to maximize the number of virtual networks that are mapped, while still avoiding bottleneck nodes.
