Abstract. We prove uniqueness and give precise criteria for existence of split and non-split Bessel models for a class of lowest and highest weight representations of the groups GSp(4, R) and Sp(4, R) including all holomorphic and anti-holomorphic discrete series representations. Explicit formulas for the resulting Bessel functions are obtained by solving systems of differential equations. The formulas are applied to derive an integral representation for a global L-function on GSp(4) × GL(2) involving a vector-valued Siegel modular form of degree 2.
Introduction
Whittaker models for generic representations of a reductive algebraic group over a local or global field are a very important tool in representation theory. For non-generic representations of a classical group over an archimedean or non-archimedean local field, Bessel models can sometimes provide a substitute for the missing Whittaker models. Moreover, global Bessel models have been successfully employed to study Lfunctions and other global objects, as in [2] or [3] . In view of these applications, it is desirable to have as much information as possible about uniqueness and existence of local Bessel models.
In the present paper we prove uniqueness and give precise criteria for existence of Bessel models for the lowest and highest weight representations of GSp(4, R) and Sp(4, R). Our method is elementary and is based on solving a system of linear first-order PDEs. This leads not only to uniqueness and existence criteria, but to explicit formulas for the functions in the Bessel model.
To be a bit more specific, a Bessel model for a representation of GSp(4, R) consists of a space of functions B : GSp(4, R) → C that transform on the left in a certain way under a character of the Bessel subgroup, and such that GSp(4, R) acts on this space by right translation. The Bessel subgroup R(R) is contained in the Siegel parabolic subgroup, and can be written as a semidirect product R(R) = T (R) 0 ⋉ U (R), where U (R) is the unipotent radical of the Siegel parabolic subgroup, and where T (R) is the identity component of the multiplicative group of a quadratic extension of R. This quadratic extension may be R × R, in which case we speak of a split Bessel model; otherwise we have a non-split Bessel model.
The class of representations we consider contains all the holomorphic and anti-holomorphic discrete series representations, but also the limits of discrete series representations and certain non-tempered lowest and highest weight modules. This is exactly the class of representations that appear in the automorphic representations generated by holomorphic (scalar or vector valued) Siegel modular forms. In the split case, the existence question has a simple answer: None of the lowest weight representations we consider has a split Bessel model (Corollary 4.2). The non-split case is more interesting. In this case T (R) ∼ = C × , and a Bessel model exists if and only if (an obvious compatibility with the central character is satisfied and) the given character Λ of T (R), restricted to the unit circle, is indexed by an integer m whose absolute value is less than the dimension of the minimal K-type of the lowest weight representation (Theorem 3.10). In particular, so-called special Bessel models, i.e., the models for which Λ is trivial, always exist as long as the central character condition is satisfied.
Bessel models for GSp(4) have also been treated in the recent preprint [7] , both in the real and p-adic setting. The overlap with our results consists in the uniqueness and existence criterion for non-split Bessel models in the holomorphic discrete series case (see Theorem 3.10 and [7] , Theorem 9), which is obtained in [7] by completely different methods. Note that [7] works with Bessel functionals on the smooth vectors of a representation, while we work in the category of (g, K)-modules.
Theorem 5.1 we will obtain an integral representation for the degree-8 L-function L(s, π F × τ f ) of GSp(4) × GL (2) , where F is a vector-valued holomorphic Siegel modular cusp form of degree 2 (with respect to the full modular group) and f is an elliptic Maaß cusp form (of arbitrary level). The integral representation is based on Furusawa's method [2] and its extension in [5] , [6] , which involves a global Bessel model for the automorphic representation π F generated by F. The new aspect here is that F is allowed to be vector-valued, which is possible because of our explicit formulas for the archimedean Bessel functions.
In the first part of this paper we will define the groups and Lie algebras involved and introduce the class of lowest and highest weight representations to be considered. Sections 2.5 and 2.6 will make the notion of Bessel model precise and state some general facts. We start the study of non-split Bessel models in Sect. 3.1 by recalling the important double coset decomposition (20), which already appeared in [2] . In the next section we derive formulas for the action of elements of the complexified Lie algebra on the functions in a Bessel model. These formulas translate into a system of linear first-order PDEs for the lowest weight vector B 0 in a Bessel model. We solve this system whenever possible, leading to our first main result Theorem 3.4 on uniqueness and existence of certain Bessel functions. In Sect. 3.4 we translate this result into uniqueness and existence statements for Bessel models. This requires some more work, but leads to additional insights into lowest weight modules and their Bessel models.
Split Bessel models will be studied analogously. This time everything is based on the double coset decomposition (87) in Sect. 4.1. Following that we obtain in Sect. 4.2 formulas for the action of the complexified Lie algebra on Bessel functions. We remark that these formulas, just as their analogues in the non-split case, are independent of the type of representation considered and are potentially useful for the study of representations other than the lowest weight modules considered here. In Sect. 4.3 we solve the resulting system of differential equations in the split case. It turns out that none of the solutions is of moderate growth, leading immediately to the non-existence of split Bessel models for lowest weight representations.
Finally, in Sections 5.1 -5.3, we demonstrate the applicability of explicit Bessel models by deriving the integral representation for the L-function L(s, π F × τ f ) mentioned above. The evaluation of the relevant p-adic zeta integrals has been carried out in [2] , [5] and [6] , so that we need only evaluate the archimedean integral.
Definitions and preliminaries

Groups and Lie algebras
Let GSp(4, R) = {g ∈ GL(4, R) :
The function µ 2 : GSp(4, R) → R × is the multiplier homomorphism. Let Sp(4, R) = {g ∈ GSp(4, R) : µ 2 (g) = 1}. Let g be the Lie algebra of GSp(4, R), and let g 1 be the Lie algebra of Sp(4, R). Then 
The following multiplication table for this basis will be useful.
Let h R be the real subspace spanned by Z and Z ′ , and let h C be its complexification. Identifying an R-linear
The following diagram indicates the analytically integral elements, as well as the roots and the elements of the Lie algebra spanning the corresponding root spaces.
Let k be the 1-eigenspace of the Cartan involution θ : X → −X t , and let p the (−1)-eigenspace of θ. Then
and p C := p ⊗ C = p + + p − , with the maximal abelian subalgebras
The decomposition g 1 = k + p + + p − holds, and k + p ± is a parabolic subalgebra of g 1 . The compact roots are ∆ c = {(±1, ∓1)}, and the non-compact roots are ∆ n = {(±2, 0), (0, ±2), (±1, ±1)}. The Weyl group W has eight elements and is generated by the reflections about the hyperplanes orthogonal to the root vectors. The compact Weyl group W K has two elements and is generated by the reflection about the hyperplane orthogonal to the compact roots.
The maximal compact subgroup
Let K be the standard maximal compact subgroup of GSp(4, R), and let K 1 be the standard maximal compact subgroup of Sp(4, R). Then K 1 is the identity component of K, and has index 2 in K. If h 2 = Z ∈ M (2, C) : Z symmetric and Im(Z) positive definite is the Siegel upper half plane of degree 2, and if Sp(4, R) acts on h 2 by fractional linear transformations,
Let J(h, Z) := CZ + D. If we let k ⊂ g be the Lie algebra of K 1 , then k coincides with the Lie algebra of the same name mentioned in the previous section.
Representations of
To describe the irreducible representations of K, we first describe those of K 1 . The latter are in one-one correspondence with the irreducible representations of k C with integral weights. This Lie algebra is a direct sum
where Z + Z ′ spans the center of k C . Now the subalgebra Z − Z ′ , N + , N − is isomorphic to su(2), and therefore its irreducible representations are indexed by non-negative integers indicating the weight of a highest weight vector (a vector annihilated by N + ). We also can prescribe any integer with which Z + Z ′ is supposed to act, but have to make sure the resulting representation of k C has integral weights. This shows that the (isomorphism classes of) irreducible representations of K 1 are in one-one correspondence with the set {(l, l ′ ) ∈ Z 2 : l ≥ l ′ }, or, in other words, with the analytically integral elements of h * R modulo the action of W K . If we let ρ l,l ′ be the representation corresponding to the pair (l, l ′ ), then ρ l,l ′ is characterized by the property that it contains a non-zero vector of weight (l, l ′ ) that is annihilated by N + . The weight structure of ρ l,l ′ is symmetric with respect to the main diagonal (the wall orthogonal to the compact roots). It contains a highest weight vector of weight (l, l ′ ) (annihilated by N + ), and a lowest weight vector of weight (l ′ , l) (annihilated by N − ). It contains the weights "between" these two extremes exactly once. The onedimensional representations are the ρ l,l with l ∈ Z. The representation ρ 0,0 is the trivial one. Evidently, the dimension of ρ l,l ′ is l − l ′ + 1. The ρ l,l ′ with trivial central character are those for which l, l ′ are both even or both odd. These representations are odd-dimensional.
Representations of K
It is now easy to describe the representations of K. They are all obtained by induction from representations of K 1 . The induction process has the effect of making the weight structure point symmetric with respect to the origin. More precisely, if (ρ, V ) is a representation of K, and if v ∈ V has weight (l, l ′ ), then ρ(diag(1, 1, −1, −1))v has weight (−l, −l ′ ). Thus the weight structure of an irreducible representation of K combines that of ρ l,l ′ and ρ −l ′ ,−l , for some pair (l, l ′ ). The representations ρ l,−l of K 1 with l ≥ 0 extend in two different ways to representations of K.
Coordinates on K
1
The following coordinates on K 1 will be convenient. We map
where
One can check that the differential of this map at (0, 0, 0, 0) is regular, so that we get coordinates on K 1 in a neighborhood of the identity. This will suffice: We will only be dealing with K 1 -finite functions, which are analytic, and therefore determined on a small neighborhood of the identity of the connected group K 1 .
If l, l ′ are integers, and a function Ψ on K 1 has the property
then we say that Ψ has weight (l, l ′ ). This is equivalent to our previous notion of weight, if Ψ is an element of a function space (e.g. L 2 (K 1 )) on which K 1 acts by right translation.
Lowest and highest weight representations
We will describe certain lowest and highest weight representations of the group Sp(4, R). Let l, l ′ be integers with l ≥ l ′ > 0. Then there exists an irreducible representation E(l, l ′ ) of Sp(4, R) characterized by the existence of a non-zero vector v of weight (l, l ′ ) with the property
If l ′ ≥ 3, then E(l, l ′ ) is a holomorphic discrete series representation with Harish-Chandra parameter λ
is not a discrete series or limit of discrete series representation.
Similarly, if l ′ ≤ l < 0, then there exists an irreducible representation E(l, l ′ ) characterized by the existence of a non-zero vector v of weight (l, l ′ ) with the property
If l ≤ −3, then E(l, l ′ ) coincides with the anti-holomorphic discrete series representation with Harish-Chandra
The following diagrams illustrate the regions containing all the
One reason the lowest weight representations E(l, l ′ ) are important is that they appear as the archimedean components of the automorphic representations generated by Siegel modular forms of degree 2. If l = l ′ , then they correspond to scalar-valued Siegel modular forms of weight l. If l > l ′ , then they correspond to vector-valued Siegel modular forms; see [1] . Using our formulas for Bessel models for E(l, l ′ ) obtained further below, we will demonstrate in Sect. 5 how to obtain an integral representation for an L-function on GSp(4) × GL(2) involving a vector-valued Siegel modular form.
Representations of Sp(4, R) and of GSp(4, R)
Let Sp(4, R) ± = {g ∈ GSp(4, R) : µ 2 (g) = ±1}. We fix the element ǫ = diag(1, 1, −1, −1). Then Sp(4, R) ± = Sp(4, R) ⊔ ǫSp(4, R). We work in the category of (g, K)-modules for GSp(4, R), resp. (
Representations of Sp(4, R) Example: Let π = E(l, l ′ ) with l ≥ l ′ > 0 be a lowest weight representation of Sp(4, R), as above. We think of E(l, l ′ ) as the underlying (g 1 , K 1 )-module. Then π ǫ is the highest weight representation E(−l ′ , −l). The induced (g 1 , K)-module combines the space of E(l, l ′ ) and the space of E(−l ′ , −l). We denote this (g 1 , K)-module by E(l, l ′ ).
Representations of GSp(4, R)
Given a complex number s, we can extend a representation of Sp(4, R) ± to a representation of GSp(4, R)
± by requiring that diag(γ, γ, γ, γ), γ > 0, acts by multiplication with γ s . On the level of Lie algebras, the central element diag(1, 1, 1, 1) ∈ g acts by multiplication with s. If π is a (g 1 , K 1 )-module with π ∼ = π ǫ , and I(π) is the irreducible (g 1 , K)-module constructed from π, then we denote by I s (π) the extension to a representation of GSp(4, R). If E(l, l ′ ), l ≥ l ′ > 0, is one of the lowest weight (g 1 , K)-modules described in the previous paragraph, then we denote by E s (l, l ′ ) the corresponding (g, K)-module. We call these modules lowest weight representations of GSp(4, R) (even though they have both a lowest and a highest weight, and even though they are not representations of GSp(4, R) at all).
Bessel subgroups
Let S be a non-degenerate real symmetric matrix, and let θ be the character of U (R) given by θ(
Let L = { g λ t g −1 : g ∈ GL(2, R), λ ∈ R × } be the Levi component of the Siegel parabolic subgroup of GSp(4, R). We always think of GL(2, R) embedded as a subgroup of
and
, which, as a subgroup of GSp(4, R), corresponds to central elements with positive diagonal entries. We have
We consider two special cases.
i) Let S = ± 1 0 0 1 (the definite case). Then
via x y −y x → x + iy. The subgroup T 1 (R) corresponds to elements of the unit circle. In particular,
T (R) and T 1 (R) are connected.
ii) Let S = 0 1 1 0 (the split case). Then
This group has four connected components, with
We call R(R) (resp. R 1 (R)) the Bessel subgroup of GSp(4, R) (resp. Sp(4, R)) with respect to S. Evidently, R(R) = R >0 × R 1 (R). Summarizing, we have the following groups and subgroups.
Bessel models
If G is a Lie group, then G acts on the space of smooth functions Φ : G → C by right translation: (h.Φ)(g) = Φ(gh). The Lie algebra of G acts on the same space via the derived representation,
We call this action of the Lie algebra also right translation.
Growth condition
We define a norm function · on GSp(4, R) by
where µ 2 denotes the multiplier. We say a function Φ : GSp(4, R) → C or Φ : Sp(4, R) → C is slowly increasing (or of moderate growth) if there exist positive constants α, β such that
The norm is designed so that the function |µ 2 (g)| is slowly increasing. A necessary condition for Φ to be slowly increasing is that there exist positive constants α, β such that
Evidently, if Φ : GSp(4, R) → C is slowly increasing, then its restriction to Sp(4, R) is also slowly increasing.
Definition of Bessel models
Let Λ be a character of T (R) 0 . In the definite case, Λ is a character of C × , and in the split case, Λ is a character of R >0 × R >0 . Let Λ 1 be the restriction of Λ to T 1 (R) 0 . In view of (6), every character of T 1 (R) 0 is obtained by such a restriction. Since the elements g of T (R) 0 satisfy θ(gug
defines a character of the Bessel subgroup R(R), which we denote by Λ ⊗ θ. Its restriction to R 1 (R) is a character denoted by Λ 1 ⊗ θ.
Let S(Λ, θ) be the space of functions B : GSp(4, R) → C with the following properties.
i) B is smooth and K-finite.
ii) B(tug) = Λ(t)θ(u)B(g) for all t ∈ T (R) 0 , u ∈ U (R) and g ∈ GSp(4, R).
iii) B is slowly increasing.
Let S 1 (Λ 1 , θ) be the space of functions B : Sp(4, R) → C with the following properties.
It is clear that restriction defines a linear map S(Λ, θ) → S 1 (Λ 1 , θ). We claim that this map is onto. Indeed, let B ∈ S 1 (Λ 1 , θ) be given. First extend B to a function on Sp(4, R) ± by setting it equal to zero on elements of negative multiplier. This function satisfies the correct transformation property under elements of
, we can extend B further to a function on GSp(4, R) satisfying the correct transformation property under R(R); see (10).
2.1 Definition. Let S be a non-degenerate real symmetric matrix, and let θ be the corresponding character of U (R), as above.
, invariant under right translation by g and K, such that the (g, K)-module thus defined is isomorphic to (π, V ).
Our goal in the following is to prove uniqueness and give precise conditions for existence of Bessel models for the lowest and highest weight representations E s (l, l ′ ) resp. E(l, l ′ ) described above. One necessary condition is obvious: Since the Bessel subgroup R(R) contains the center of GSp(4, R) (resp. Sp(4, R)), the character Λ, restricted to the center, has to coincide with the central character of the representation.
Change of models
Let S be a non-degenerate real symmetric matrix, as above. Let A ∈ GL(2, R) and α ∈ R × be arbitrary, and define S ′ = α t ASA. Then we have the two characters
With T (R) = {g ∈ GL(2, R) :
Let Λ be a character of T (R) 0 , and let Λ ′ be the character of
Then it is easy to check that, for B ∈ B(Λ, θ), the function
. It follows that we need to prove existence and uniqueness of Bessel models only for a class of representatives for quadratic forms S under the operation
There are only two such classes, represented by S = 1 1 and
We call a Bessel model corresponding to S = 1 1 a non-split Bessel model and a Bessel model corresponding to S = 1 −1 a split Bessel model.
Similar considerations apply to Bessel models for Sp(4, R). In this case it is enough to prove existence and uniqueness of Bessel models for a class of representatives for quadratic forms S under the operation
There are three such classes, represented by S = ± 1 1 and
Behavior under twisting
Assume that B Λ,θ (π) is a (Λ, θ)-Bessel model for the representation π of GSp(4, R). Let χ be a character of R × . We attach to every B ∈ B Λ,θ (π) the functionB(g) := χ(µ 2 (g))B(g), where µ 2 is the multiplier homomorphism. LetṼ be the space of all functionsB, where B runs through B Λ,θ (π). Then right translation oñ V defines a representation of GSp(4, R) isomorphic to the twisted representation (χ ⊗ π)(g) := χ(µ 2 (g))π(g). EachB ∈Ṽ satisfies
Here, det(t) is the determinant of t considered as an element of GL(2, R). Since the multiplier function is slowly increasing, it follows thatṼ provides a ((χ • det)Λ, θ)-Bessel model for the twisted representation.
Taking (6) into account, it follows that in proving uniqueness and existence of Bessel models, we may assume, whenever convenient, that the character Λ and the central character of π are trivial on R >0 .
Relating Bessel models for Sp(4, R) and GSp(4, R)
GSp(4) to Sp(4): Let (π, V ) be a given (g, K)-module, and assume that V = B Λ,θ (π) is a (Λ, θ)-Bessel model. Assume further that π is irreducible, and that upon restriction to Sp(4, R) we have V = V 1 ⊕ V 2 with two non-isomorphic, irreducible (g 1 , K 1 )-modules (π 1 , V 1 ) and (π 2 , V 2 ); see Sect. 2.4. For i = 1, 2 letṼ i be the space of functions obtained by restricting each function in V i to Sp(4, R). The surjective map V i →Ṽ i given by restriction is obviously a (g 1 , K 1 )-map, and since V i is irreducible, this map is either zero or an isomorphism. In case it is an isomorphism, the spaceṼ i is a (Λ 1 , θ)-Bessel model for π i . It is clear that not all functions in V can be supported on the non-identity component of GSp(4, R), so that at least one of the maps V i →Ṽ i must be non-zero. Hence, at least one of π 1 or π 2 admits a (
Let Λ be any extension of Λ 1 to a character of T (R) 0 ; see (6) . Given B ∈ V , we extend B to a function on Sp(4, R)
± by setting it equal to zero on elements of negative multiplier, and then further to a function on GSp(4, R) = R >0 × Sp(4, R)
± which has the (Λ, θ)-Bessel transformation property; see the discussion before Definition 2.1. LetṼ be the space of functions thus obtained, and letṼ We just proved that a (Λ 1 , θ)-Bessel model for π leads to a (Λ, θ)-Bessel model for I s (π), and clearly two different models for π would lead to two different models for I s (π). Further below we will prove uniqueness of Bessel models for GSp(4, R), which therefore implies uniqueness of Bessel models for Sp(4, R). It also shows that π and π ǫ cannot both have a (Λ 1 , θ)-Bessel model, since the above construction would lead to two different (Λ, θ)-Bessel models for I s (π) = I s (π ǫ ). We summarize:
2.2 Proposition. Let Λ be a character of T (R) 0 , let Λ 1 be its restriction to T 1 (R) 0 , and let Λ R>0 be given by a → a s with s ∈ C; see (6) .
Non-split Bessel models
In this section we investigate the existence and uniqueness of non-split Bessel models for the lowest weight representations of GSp(4, R) and Sp(4, R). We shall work with GSp(4, R) and use the discussion preceding Proposition 2.2 to obtain results for Sp(4, R). As explained in Sect. 2.6, we may throughout assume that S = 1 1 .
Double coset decomposition
In this section we will derive representatives for the double coset space R(R)\GSp(4, R)/K 1 , where R(R) = T (R) 0 U (R). Recall from Sect. 2.5 that
is a connected group. The subgroup T 1 (R) = T (R) ∩ SL(2, R) corresponds to the unit circle, and we have
By the Cartan decomposition,
Therefore,
Using this and the Iwasawa decomposition, it is not hard to see that
see (4.7) of [2] . Here, R(R) = T (R)U (R) is the Bessel subgroup defined in (9). One can check that all the double cosets in (20) are disjoint. Recall the coordinates (1) in a neighborhood of the identity of K 1 . In the following we let
for λ, ζ ∈ R × and ϕ 1 , ϕ 2 ∈ R.
Differential operators
In this section we will derive explicit formulas for the differential operators given by elements of the complexified Lie algebra g C on the functions in a non-split Bessel model. Assume that
It follows from (20) and the K-finiteness of B that if B has weight (l, l ′ ), then B is determined by f . If L denotes one of the operators N ± , X ± , P 0± , P 1± , then L.B will be determined by the associated function f L.B .
We first have to compute the action of the non-complexified Lie algebra g.
Now, at least for small values of t, we can decompose the argument according to (20),
Here, g(t) ∈ T (R), and x(t) etc. are smooth functions in a neighborhood of 0 satisfying
According to (17), we can write
with smooth functions γ(t) and δ(t) such that γ(0) = 1 and δ(0) = 0. The character Λ of T (R) is of the form
with some s ∈ C and m ∈ Z. It follows that
Thus, what we need are the derivatives at 0 of the auxiliary functions γ, δ, . . .. To get these, we differentiate the matrix equation (23) and put t = 0. This yields sixteen linear equations from which the desired derivatives can be determined. The results are as follows. 
Using these coefficients, we obtain from (26) the following formulas for the action of the elements of the complexified Lie algebra.
Existence and uniqueness of Bessel functions
Let Λ be the character of C × defined in (25), i.e.,
with s ∈ C and m ∈ Z. Let π = E(l, l ′ ) be the lowest weight representation of GSp(4, R) with minimal K-type (l, l ′ ). Assume that B is a highest weight vector in the minimal K-type in a Bessel model for π of type (Λ, θ). Hence, B satisfies the following conditions.
(S1) B is smooth and K-finite. m B(g). Hence, a necessary condition for S(Λ, θ, l, l ′ ) to be non-zero is that l + l ′ + m is an even integer.
Uniqueness in the neighborhood of identity
As in (22) we let f (λ, ζ, ϕ 1 , ϕ 2 ) = B(h(λ, ζ, ϕ 1 , ϕ 2 )). From formulas (39) -(42) we find that, in a neighborhood of the identity, the conditions in (S5) are equivalent to the following system of linear first-order PDEs.
From (44) we conclude
for some functions c 1 (ζ, ϕ 1 , ϕ 2 ) and c 2 (ζ, ϕ 1 , ϕ 2 ). Since we are only interested in slowly increasing solutions, we must have c 2 (ζ, ϕ 1 , ϕ 2 ) = 0; see (13). Substituting the solution for λ > 0 into (45), (46) and (47), we obtain the system
for the function c 1 .
3.1 Lemma. Let l, l ′ , m be integers such that l + l ′ + m is even. Then the system (49), (50), (51) has, up to scalars, the unique solution
Alternatively,
Proof: A direct calculation shows that the two expressions are equal. It is easily verified that (52) satisfies (49), (50) and (51). Since (52) satisfies (49), any other solution c(ζ, ϕ 1 , ϕ 2 ) of (49) is of the form
with a function c 3 (ϕ 1 , ϕ 2 ). Substituting (54) into (50) and simplifying, we obtain ∂c3 ∂ϕ1 = 0. Substituting (54) into (51) and simplifying, we obtain ∂c3 ∂ϕ2 = 0. Hence c 3 is constant. This proves the uniqueness statement.
Note that we have shown that if B is a non-zero function in S(Λ, θ, l, l ′ ), then, in a neighborhood of the identity, it is given by the unique function obtained from (48) and Lemma 3.1.
Necessary condition for existence
The next lemma states that the analyticity of B puts restrictions on the possible characters Λ.
Lemma. Let Λ be a character of T (R) defined in (25), with
Proof: Assume there exists a non-zero element B ∈ S(Λ, θ, l, l ′ ). Being K-finite, B is analytic. As we saw above, in a neighborhood of the identity B is, up to a scalar, given by
with c 1 as in (52) or (53). It follows from (55) that there exists an analytic function C 1 on R >0 × (−π, π) × (−π, π) given by (ζ, ϕ 1 , ϕ 2 ) → c 1 (ζ, ϕ 1 , ϕ 2 ) on the domain of the function c 1 (ζ, ϕ 1 , ϕ 2 ). Now, first suppose that m > l − l ′ . Then, from (52), we see that (1, 0, π/4) is a limit point of the domain of c 1 (ζ, ϕ 1 , ϕ 2 ), which goes to infinity as the argument approaches the limit point. But that contradicts the analyticity of C 1 . If m < −(l − l ′ ), then we can get a contradiction by a similar argument if we use (53). This completes the proof of the lemma.
Extending functions from the neighborhood of identity to the whole group
In the next lemma, we obtain a function on the whole group GSp(4, R) that has a specified behavior in a neighborhood of the identity. This function will be used below to construct an element B ∈ S(Λ, θ, l, l ′ ).
3.3 Lemma. The function w : GSp(4, R) → C defined by
satisfies the following properties.
i) w is polynomial in the entries of h = (h ij ) ∈ GSp(4, R).
iii) For γ ∈ R × , t ∈ T 1 (R), u ∈ U (R), ϕ 3 , ϕ 4 ∈ R and h ∈ GSp(4, R) we have
Proof: i) Note that tr(h i i ) and tr(h −i i ) are rational functions in the entries of h. In fact, tr(h −i i ) has zeros in the denominator and is not everywhere defined. However, all denominators are cancelled by the determinant factors, so that we obtain an everywhere defined polynomial function in the entries of h.
ii) Let h = γtuh(λ, ζ, ϕ 1 , ϕ 2 )r 3 (ϕ 3 )r 4 (ϕ 4 ) with u = 1 X 1 . Calculations show that
• det(J(h,
cos(2ϕ2) (cos(2ϕ 1 ) + i sin(2ϕ 1 ) sin(2ϕ 2 )) + tr(X).
This proves formula (57).
iii) The transformation property (58) is easily verified from (56). Note that the elements r 3 (ϕ 3 ) and r 4 (ϕ 4 ) fix both i i and −i i , whereas the elements r 1 (ϕ 1 ) and r 2 (ϕ 2 ) only fix i i .
We now state the main theorem about the existence and uniqueness of non-split Bessel functions.
3.4 Theorem. Let l ≥ l ′ > 0 be integers. Let Λ be the character of T (R) defined by a pair (s, m) ∈ C × Z, as in (43).
Assume that l + l ′ + m is even and |m| ≤ l − l ′ , and let B 0 be a non-zero element of S(Λ, θ, l, l ′ ). Then, for all λ ∈ R × , ζ > 0 and ϕ 1 , ϕ 2 ∈ R, we have, up to a scalar,
where c 1 is the function given in Lemma 3.1. Here, h(λ, ζ, ϕ 1 , ϕ 2 ) is as in (21). Moreover, there exist analytic functions A j :
for all λ, ζ > 0 and k ∈ K 1 .
Proof: We saw that, up to a scalar, any non-zero element B of S(Λ, θ, l, l ′ ) coincides with the function (60) in a neighborhood of the identity; note that, by (20), the transformation properties of B determine it on elements of the form h(λ, ζ, ϕ 1 , ϕ 2 ). Since analytic functions on the identity component of GSp(4, R) are determined in a neighborhood of the identity, it follows that dim C (S(Λ, θ, l, l ′ )) ≤ 1. It also follows that (60) holds for all λ ∈ R × , ζ > 0 and ϕ 1 , ϕ 2 ∈ R. Looking at the formula (52) for c 1 and assuming that |m| ≤ l − l ′ , we obtain (61) in a neighborhood of the identity, and then by analyticity in general.
In Lemma 3.2, we have already shown that S(Λ, θ, l, l ′ ) = 0 if |m| > l − l ′ . Assuming that |m| ≤ l − l ′ , it remains to find a function satisfying the conditions (S1) -(S5) defining the space S(Λ, θ, l, l ′ ). Let h = (h ij ) ∈ GSp(4, R). Let w be the polynomial function from Lemma 3.3. If 0 ≤ m ≤ l − l ′ , we define
if µ 2 (h) > 0, and
if µ 2 (h) > 0, and B(h) = 0 if µ 2 (h) < 0. Then B is a well-defined analytic function on GSp(4, R), and we shall prove it satisfies the conditions (S1) -(S5). Conditions (S2) and (S4) are verified by a direct calculation, observing iii) of Lemma 3.3. Let h ∈ GSp(4, R). In a neighborhood of the identity we can write h = tuh(λ, ζ, ϕ 1 , ϕ 2 )r 3 (ϕ 3 )r 4 (ϕ 4 ) with t ∈ T (R), u ∈ U (R), λ and ζ close to 1 and ϕ 1 , . . . , ϕ 4 close to 0; see
Substituting the above formulas into (62) (resp. (63)), we conclude that B, as defined in (62) (resp. (63)), is given by the formula (55) in a neighborhood of the identity. It follows that B satisfies (S5) in a neighborhood of the identity, and then, by analyticity, everywhere. The condition N + .B = 0 implies that B is K-finite. The functions µ 2 (h) and 1/ det(J(h, iI 2 )) are slowly increasing. Since w(h) is a polynomial function, it follows from (62) and (63) that B(h) is slowly increasing. This concludes the proof that B ∈ S(Λ, θ, l, l ′ ).
Non-split Bessel models for lowest weight representations
In this section, we will use Theorem 3.4 to obtain the existence and uniqueness of Bessel models for the lowest weight representations of GSp(4, R). Let U(g 1 C ) be the universal enveloping algebra of g a (g, K) -module. Assume that B 0 is the non-zero element of S(Λ, θ, l, l ′ ) described in Theorem 3.4. Since p − .B = N + .B = 0 and Z.B and Z ′ .B are multiples of B, it follows that U(g C )B 0 is spanned by functions of the form
The main ingredient in the proof of the existence and uniqueness of the Bessel models is the irreducibility of U(g C )B 0 . We will first state a few lemmas which will be used in the proof of the irreducibility of U(g C )B 0 .
General shape of elements in U(g C )B 0 3.5 Lemma. Let Λ be the character of T (R) defined by a pair (s, m) ∈ C × Z, as in (43). Let l ≥ l ′ > 0 be integers. We assume that l + l ′ + m is even and that |m| ≤ l − l ′ , so that S(Λ, θ, l, l ′ ) is one-dimensional; see Theorem 3.4. Let B 0 be a function spanning this space. Then every function B ∈ U(g C )B 0 is zero on the non-identity component of GSp(4, R). On the identity component, the function B(h(λ, ζ, 0, 0)k), λ, ζ > 0, k ∈ K 1 , is a linear combination of functions of the form
where each A j is an analytic function on K 1 , zero if j ≡ l − l ′ mod 2, where e, f ∈ Z, e ≥ 0, and where P is a polynomial in λ (the functions A j and P , and the exponents e, f all depend on B).
Proof: By (61), at least the vector B 0 has the asserted property (with e = f = 0). To prove it in general, it is enough to show that if B has the asserted property, and if X is one of the operators X ± , P 1± , P 0± or N ± , then X.B also has the asserted property; see (64). It is clear that if B is zero on the non-identity component, then X.B is as well. To prove that (X.B)(h(λ, ζ, 0, 0)k) is a linear combination of functions of the form (74), we investigate each term in the formulas (39) -(42) for the differential operators. Observing that
and that the operator λ ∂ ∂λ (resp. ζ ∂ ∂ζ ) does not change the degree of a λ-polynomial (resp. ζ-polynomial), it follows that each time the exponent of one of ζ 2 + ζ −2 or ζ 2 − ζ −2 is increased, the other is decreased or the exponent of λ is increased. This completes the proof.
Remark:
The proof shows slightly more, namely that if B is the function in (64), then B(h(λ, ζ, 0, 0)k) is a linear combination of functions of the form (65), where e + f + deg(P ) ≤ α + β + γ.
Convergence of certain integrals 3.6 Lemma. Let α, δ ∈ R and β, γ ∈ Z. Then the integral
is convergent if and only if δ > −1 and α + 2(β + γ) < 2δ + 1.
Proof: Since the function is positive, we may consider iterated integrals in any order. Carrying out the λ-integration first, we see that this integral is divergent if δ ≤ −1. Assume that δ > −1.
Hence (66) is convergent if and only if
Note that
β dζ is finite for all integers β, so that the behavior at ∞ determines the convergence.
The integral (67) therefore converges if and only if ∞ 1 ζ α+2(β+γ−δ−1) dζ converges. This is the case if and only if the exponent is less than −1. The assertion follows.
Next we consider scalar products of Bessel functions. Note that if Λ is a unitary character, and B 1 , B 2 have the (Λ, θ) Bessel transformation property, then the function B 1 (g)B 2 (g) is left R(R) invariant. For any measurable function on R(R)\G(R) we have the integration formula
see (20) and [2] , (4.7).
3.7 Lemma. Let Λ be a unitary character of T (R).
is absolutely convergent.
Proof: By Lemma 3.5, we may assume that
where A i,j are analytic functions on K 1 , and where P i is a polynomial. Since s ∈ iR and we are taking absolute values, we may assume that s = 0. Furthermore, by (68), we may in fact assume that
By Lemma 3.6, this integral is finite if and only if
Assuming that l
This concludes the proof.
Irreducibility of lowest weight modules
We will apply Lemma 3.7 to the case where
. In this case, we will show in the following lemma that we always have l 
where α i are non-negative integers, are linearly independent. No linear combination of these vectors with a fixed weight is annihilated by all of X − , P 1− and P 0− .
ii) If l = 2, then the same statement as in i) holds with the last vector in (74) omitted.
iii) If l = 1, then the same statement as in i) holds with the last two vectors in (74) and the last vector in (75) omitted.
Proof: i) We will repeatedly use the identity
in U(g C ). If any linear combination of the vectors in (74) - (76) is zero, then this linear combination must contain only vectors of the same weight. Since X − B 0 = 0, and X + , Z, X − is an sl(2)-triple, it is clear (or follows easily by induction using (77)) that the vectors X α + B 0 , α ≥ 0, are linearly independent, and that none of these vectors except B 0 is annihilated by X − . Consider a linear combination of the vectors in (75),
If α = 0, then we get a = b = 0 by applying P 1− to (78). Assume that α > 0. Applying X − to (78) and using (77), we get
It follows that a = b = 0 by induction on α. This proves the linear independence of the vectors in (75). Assuming linear independence, the same calculations show that no linear combination of the vectors in (75) is annihilated by both X − and P 1− . Finally we have to consider linear combinations of the vectors in (74). The method is the same as above: Writing down a linear combination of vectors of the same weight and applying X − , P 1− and P 0− , we get conditions on the coefficients by induction on α. We omit the details.
ii) and iii) are proved similarly. Note that N 2 − B 0 = 0 for l = 2 and N − B 0 = 0 for l = 1.
3.9 Proposition. Let Λ be the character of T (R) defined by a pair (s, m) ∈ C × Z, as in (43). Let l ≥ l ′ > 0 be integers. We assume that l + l ′ + m is even and that |m| ≤ l − l ′ , so that S(Λ, θ, l, l ′ ) is one-dimensional; see Theorem 3.4. Let B 0 be a function spanning this space. Then the (g, K)-module U(g C )B 0 is irreducible.
Proof: After applying a suitable twist, we may assume that s = 0 (see the considerations leading up to (15); observe that (X.B)˜= X.B for any of our differential operators X). Let W ⊂ U(g C )B 0 be a proper invariant subspace; we will obtain a contradiction. It is easy to see that W contains a weight vectorB 0 that is annihilated by X − , P 1− , P 0− and N + . Let (l 2 , l ′ 2 ) be the weight ofB 0 . SinceB 0 is a (Λ, θ)-Bessel function,B 0 spans the one-dimensional space S(Λ, θ, l 2 , l ′ 2 ). We have
> 4 in any case. Therefore, by Lemma 3.7,
The main result
We are now ready to state the main result about non-split Bessel models of lowest weight representations.
Recall that if the character Λ of T (R) is given by a pair (s, m) ∈ C × Z as in (43), then the lowest weight representation E t (l, l ′ ) of GSp(4, R) can only have a (Λ, θ)-Bessel model if t = s; see the end of Sect. 2.6.
3.10 Theorem. Let Λ be the character of T (R) defined by a pair (s, m) ∈ C × Z, as in (43). Let l ≥ l ′ > 0 be integers. Then the lowest weight module E s (l, l ′ ) of GSp(4, R) has a (Λ, θ)-Bessel model as defined in Sect. 2.6 if and only if l + l ′ + m is even and |m| ≤ l − l ′ . If a Bessel model exists, then it is unique. The Bessel function B 0 representating the highest weight vector in the minimal K-type of E s (l, l ′ ) is the function described in Theorem 3.4. The general form of other functions in the Bessel model of E s (l, l ′ ) is described in Lemma 3.5.
be a non-zero vector with the properties (2). Then B 0 is an element of the space S(Λ, θ, l, l ′ ) defined in Sect. 3.3. It follows from Theorem 3.4 that l + l ′ + m is even and |m| ≤ l − l ′ (note that the first condition simply expresses the compatibility of Λ with the central character of E(l, l ′ )). The one-dimensionality of S(Λ, θ, l, l ′ ) stated in Theorem 3.4 implies the uniqueness of the space B π (Λ, θ).
Conversely, assume that l+l
′ +m is even and |m| ≤ l−l ′ . Let B 0 be a function spanning the space S(Λ, θ, l, l ′ ); see Theorem 3.4. By Proposition 3.9, the (g, K)-module U(g C )B 0 is irreducible. Since it contains a vector with the properties (2), it follows that 
Realization in L p -spaces
As a consequence of our explicit formulas for the Bessel functions, we show that the Bessel models for most lowest weight representations lie in certain L p -spaces.
3.12 Lemma. Let Λ be the character of T (R) defined by a pair (s, m) ∈ C × Z, as in (43). Assume that s ∈ iR, so that Λ is a unitary character. Assume further that l + l ′ + m is even and that |m| ≤ l − l ′ , so that S(Λ, θ, l, l ′ ) is a one-dimensional space; see Theorem 3.4. Let B 0 be a function spanning this space.
i) For any ε > 0,
ii) We have
Proof: Using the formula for B 0 from Theorem 3.4, this can be proved similarly as Lemma 3.6.
Assuming that the character Λ is unitary and p > 0, let L p (R(R)\GSp(4, R), Λ, θ) be the space of all measurable functions B : GSp(4, R) → C with the Bessel transformation property B(tug) = Λ(t)θ(u)B(g) for t ∈ T (R) and u ∈ U (R), and such that
3.13 Proposition. Let Λ be the character of T (R) defined by a pair (s, m) ∈ C × Z, as in (43). Assume that s ∈ iR, so that Λ is a unitary character. Let l ≥ l ′ > 0 be integers. We assume that l + l ′ + m is even and that |m| ≤ l − l ′ , so that the lowest weight (g,
ii)
Proof: i) By Lemma 3.12, the lowest weight vector
is generated by right translates of B 0 and right translation preserves the L 2+ε norm, we have
. This proves i).
ii) is proved in the same way.
Remark: This result is plausible, given that E(l, l ′ ) is a discrete series representation for l ′ ≥ 3, and a limit of discrete series representation for l ′ = 2.
Split Bessel models
In this section we investigate the existence and uniqueness of split Bessel models for the lowest and highest weight representations of GSp(4, R) and Sp(4, R). As in the non-split case, we shall work with GSp(4, R) and use the discussion preceding Proposition 2.2 to obtain results for Sp(4, R). After changing models, as explained in Sect. 2.6, we may throughout assume that
Double coset decomposition
Again we start by deriving representatives for the double coset space R(R)\GSp(4, R)/K 1 , where
. In this case,
Let
Let N := { 1 ζ 0 1 : ζ ∈ R}. The Iwasawa decomposition for GL(2, R) implies
Using this and the Iwasawa decomposition for GSp(4, R), we get
Any signs appearing in T (R) ∼ = R × × R × can be absorbed into λ and K 1 , so that T (R) can be replaced by T (R) 0 . Hence,
It can be checked that the double cosets in (87) are disjoint. Recalling the coordinates (1) in a neighborhood of the identity of K 1 , we let
Differential operators
Following the method of Sect. 3.2, we will now derive explicit formulas for the differential operators given by elements of the complexified Lie algebra g C on the functions in a split Bessel model. Assume that B Λ,θ (π) is a Bessel model for the (g, K)-module (π, V ). For any B ∈ B Λ,θ (π) we define a function f = f B on
It follows from (87) that if B has a weight (l, l ′ ), then B is determined by f . If L denotes one of the operators N ± , X ± , P 0± , P 1± , then L.B will be determined by the associated function f L.B . We first calculate the action of an element L of the non-complexified Lie algebra g, given by
At least for small values of t, we can decompose the argument according to (87),
Here, g(t) ∈ T (R) 0 , and x(t) etc. are smooth functions in a neighborhood of 0 satisfying
According to (84), we can write
with smooth functions a(t) > 0 and b(t) > 0 such that a(0) = 1 and b(0) = 1. The character Λ of T (R) 0 is of the form
with some s 1 , s 2 ∈ C. It follows that
Non-existence of split Bessel models
In this section, we will show that the lowest weight representations of GSp(4, R) do not admit split Bessel models. Let Λ be the character of T (R) 0 defined in (92). Let l ≥ l ′ > 0 be integers, and let π = E(l, l ′ ) be a lowest weight representation of GSp(4, R) as defined in Sects. 2.3 and 2.4. As in Sect. 3.3, let S(Λ, θ, l, l ′ ) be the space of all functions B : GSp(4, R) → C satisfying the following conditions.
(S1) B is smooth and K-finite. If B is a highest weight vector in the minimal K-type in a Bessel model for π of type (Λ, θ), then B satisfies (S1) -(S5). Given such a B, we define the associated function f as in (89). Note that f is an analytic function on R × × R × R × R. Calculations using formulas (96) -(101) show that condition (S5) is equivalent to the following system of differential equations,
From (102) we get
with certain functions c 1 (ζ, ϕ 1 , ϕ 2 ) and c 2 (ζ, ϕ 1 , ϕ 2 ). Note that c 1 and c 2 are analytic functions on all of R × R × R. Assume that c 1 is not constantly zero. Then, by analyticity, there exists a choice of (ζ, ϕ 1 , ϕ 2 ) ∈ R >0 × R × R such that c 1 (ζ, ϕ 1 , ϕ 2 ) = 0. But a look at (106) shows that this would violate the moderate growth condition for B; see (13). Similarly, the assumption that c 2 is not constantly zero also violates moderate growth. This proves the following.
4.1 Theorem. Let S ∈ M (2 × 2, R) be a non-degenerate symmetric matrix with det(S) < 0. Let θ be the corresponding character of U (R) as in (4) , and let T (R) be the group defined in (5). Let l ≥ l ′ > 0 be integers. Then, for any character Λ of T (R) 0 ∼ = R >0 × R >0 , the space S(Λ, θ, l, l ′ ) is zero.
4.2 Corollary. The lowest weight representations E(l, l ′ ) of GSp(4, R) do not admit split Bessel models. The lowest and highest weight representations of Sp(4, R) do also not admit split Bessel models.
Proof: The highest weight vector in the minimal K-type of a split Bessel model for E(l, l ′ ) would be a non-zero element of S(Λ, θ, l, l ′ ). The assertion about Sp(4, R) follows from Proposition 2.2.
Remark: The system (102) -(105) can be solved formally. Restricting to the connected component of the domain of f given by λ > 0, the one-dimensional solution space is spanned by the function
An application
In the previous sections we obtained the formula for the highest weight vector in the minimal K-type of a lowest weight representation. One of the main uses for such a formula is for explicit computations involving the archimedean Bessel models. For example, if F is a scalar valued Siegel modular form and f is a Maaß form, then the formula for the archimedean Bessel function (already obtained in [8] ) was used in [2] , [5] and [6] to obtain an integral representation of the degree-8 L-function L(s, F × f ).
Since we now have the formula for the Bessel function for any lowest weight representation, and in particular any holomorphic discrete series representation, we will use it to obtain an integral representation for L(s, F× f ), where F is a vector valued holomorphic Siegel modular form. The vector entering the archimedean zeta integral will actually not directly correspond to the modular form F, but will be a vector spanning a certain one-dimensional K-type in the lowest weight representation generated by F. We will give an algorithm to obtain the formula for such a vector and explicitly compute it in some cases. Then we will briefly recall vector valued Siegel modular forms and the Bessel models associated with them. Finally, we will consider the integral representation of Furusawa and compute the archimedean integral in the vector valued holomorphic Siegel modular forms case.
Finding good vectors
Let l ≥ l ′ > 0 be integers of the same parity, and consider the lowest weight representation E s (l, l ′ ) of GSp(4, R). In earlier sections, we have obtained a formula for the highest weight vector in the minimal Ktype for such representations. In this section, we give an algorithm (and some examples) to find the formula for the vector in the 1-dimensional K-type (l, l). Let B 0 be the lowest weight vector in the (Λ, θ)-Bessel model of E s (l, l ′ ) as described in Theorem 3.4. We denote this function also by B l,l ′ , and define recursively
Calculations using the multiplication table given in Sect. 2.1 show that N + B l,l ′ +2k = 0 for all k (use that N 3 + P 0+ v = 0 for highest weight vectors v). Hence, B l,l ′ +2k is the highest weight vector in the K-type (l, l ′ + 2k). Let us now assume that S = 1 1 and Λ ≡ 1. Using the formula for B l,l ′ from Theorem 3.4 and (108) we will give the formula for B l,l in a few cases. Note that, since B l,l lies in a 1-dimensional K-type, it is completely determined by its values on h(λ, ζ, 0, 0) (see (21)). Set x = (ζ 2 + ζ −2 )/2. For λ < 0 we have B l,l (h(λ, ζ, 0, 0)) = 0. For λ > 0 we have the following formulas.
l ′ = l − 8:
2 + 48(l − 6)(l − 7)(l − 8)(l − 9) . (112)
Vector valued Siegel modular forms and global Bessel models
Let h 2 := {Z ∈ M 2 (C) : t Z = Z, Im(Z) > 0} be the Siegel upper half plane of degree 2. Let Γ 2 = Sp(4, Z). Let n be an odd, positive integer. Let (ρ 0 , V ) be the polynomial (holomorphic), irreducible, n-dimensional representation of GL(2, C) for which the center acts trivially. For a positive integer l ≥ n, let us denote by ρ the representation of GL(2, C) on V given by g → det(g) l ρ 0 (g). A vector valued Siegel modular form of type ρ is defined as a holomorphic function F : h 2 → V satisfying 
Such a function has a Fourier expansion of the form
where S runs through all semi-integral, semi-positive definite, symmetric 2 × 2 matrices. We say that F is a cusp form if A(S) = 0 only if S > 0. We denote the space of vector valued Siegel cusp forms of type ρ with respect to Γ 2 by S ρ (Γ 2 ). Let us assume that F ∈ S ρ (Γ 2 ) is a Hecke eigenform. We will now construct the automorphic representation of GSp(4, A) corresponding to F. For g = g Q g ∞ k 0 , with g Q ∈ GSp(4, Q), 
where I = i 0 0 i . Choose a fixed non-zero linear functional Ψ on V , and set Φ(g) := Ψ(Φ(g)), g ∈ GSp(4, A).
Let (π F , V F ) be an irreducible subspace of the GSp(4, A)-space obtained from right translates of Φ. Then π F is an irreducible, cuspidal, automorphic representation of GSp(4, A). Note that π F does not depend on the choice of Ψ. If π F = ⊗ ′ π p , then, for p < ∞, π p is an unramified representation of GSp(4, Q p ), and π ∞ is the lowest weight representation E(l, l − (n − 1)) (which is a holomorphic discrete series representation if l ≥ n + 2).
Let S be a positive definite, semi-integral, symmetric 2 × 2 matrix. Let the discriminant of S be given by Let ψ be a character of Q\A that is trivial on Z p for all primes p and satisfies ψ(x) = e −2πix for all x ∈ R. We define the global Bessel function of type (Λ, −S, ψ) associated toφ ∈ V F by Bφ(g) = Z(A)R(Q)\R(A) (Λ ⊗ θ)(r) −1φ (rg)dr,
where θ( 1 X 1 ) = ψ(tr(SX)), Z(A) is the center of GSp(4, A) andφ(h) = φ(h). Note that π F has a global Bessel model of type (Λ, −S, ψ), or equivalently, a Bessel model of type (Λ, S, ψ −1 ), if there is a φ ∈ V F such that Bφ = 0. The archimedean component of the character ψ −1 coincides with the character we fixed in Sect. 2.5, so that our local theory applies without changes. Note also that, since π F is irreducible, if Bφ = 0 for some φ ∈ V F then the same is true for all elements of V F . We now make the following important assumptions. 
where 1-dimensional K-type (l, l) really occurs in E(l, l − (n − 1)). Since ϕ is a pure tensor, the global zeta integral factors, Z(s, Λ) = p Z p (s, Λ) = p R(Qp)\GSp (4, Qp) W p (ηh, s)Bφ p (h)dh.
For p < ∞ the integral Z p (s, Λ) has been evaluated in [2] , [5] and [6] . We will now compute Z ∞ (s, Λ). . (129) Recall that we did the above calculations under the assumption that D ≡ 0 (mod 4). Following [2] or the methods from Sect. 4.4 of [5] , we get the same formula for Z ∞ (s) for D ≡ 3 (mod 4). Using the non-archimedean calculations from [2] , [5] and [6] we now get the following global theorem.
5.1 Theorem. Let ρ = det l ⊗ρ 0 , where l is an even positive integer and ρ 0 is the n-dimensional, irreducible representation of PGL(2, C) with n = 3, 5, 7 or 9. Let F ∈ S ρ (Γ 2 ) be a cuspidal vector valued Siegel eigenform of degree 2 satisfying the two assumptions in Sect. 5. 
if p splits in L. Z ∞ (s) is as in (129) and AI(Λ) is the representation of GL(2, A) obtained by automorphic induction from Λ.
