that, under suitable conditions, if {x : n ;:: l} n is a reversed martingale there exists a function~(n) such that the distribution of~(n)~x n converges to N(O,l) weakly as n + 00. (For convenience, we take the limit of X as 0 in the present paper.)
n Under the same conditions, define for each n a random function W (t) for 0~t~1 as follows:
n~w here n ¢(nH ¢(k) }-1, for k
• Wn(t k ) =~(n) X k ' t k ;:: n; • gales appear, this condition is sufficient provided that
gales, which is stated as Theorem 3. There is an analogue of Theorem 1 also, but it will not be presented here.
The theorems are stated in Section 2, after the definitions and notation, and their proofs follow in Sections 3 and 4. Section 5 contains some applications.
2. Definitions, Notation, and Statement of Results. The notation will be as in [4] . Thus on a fixed probability space (Q, A, p) we have a sequence of random variables X and a sequence of a-fields n I n' in both cases, n~1. Then for all n: I :::> I n+l' X is measurn n able with respect to I . Elx I < 00· E(X n II n + l ) = X n + l with probn' , n ability 1. We suppose X + 0 with probability 1, and write n y n (4)
and (6) X n -X n + l '
Then it follows that all convergence being with probability 1, and i f W (d is defined by n (1) , (2) and (3) , then the finite-dimensional distributions of \tiT (t) n converge to those of Wet) .
Remark. In [4] , some stronger conditions are given which inply the conditions required here and which are probably simpler to verify in practice.
THEOREM 2. If X is a reverse martingale, and if the finiten dimensional distributions of W , as defined by (1), (2) and (3) Wn(t k ) =~(n) X k , where t k =~(n){~(k)} , for k~n· ,
If X is a (forward) martingale, and if the finiten dimensional distributions of W, as defined by (10), (11) and (12) with
Although Theorem 3 would appear to be useful, there seems less need for an analogue to Theorem 1; in any case, none will be given here.
The possibility of embedding a forward martingale in a Wiener process, noted by Strassen [6] , allows an approach to convergence problems (see would be constructed in such a way that {WeT )} n has the same distribution as {X}. However, although it is very p1au-n ib1e that such an embedding is possible, and that if it were it would allow an elegant treatment of the present results, it appears that a proof would be difficult, and none has so far been given.
We are therefore thrown back on to more direct methods, of the type described in the recent monograph by Billingsley [1] . A weak convergence result is given there (in §23) for (forward) martingales, but the proof leans heavily on the assumed stationarity, and our proofs will return to first principles.
3. Proof of Theorem 1. To prove convergence of the finitedimensional distributions is rather straightforward, most of the work having already been done in [4] ; in view of this, we shall assume familiarity with its contents. We shall consider the joint distribution of W (a) and W (b) only, where 0 < a < b~1, but the joint distrin n bution for three or more times can be treated quite similarly. In [4] (14) is essentially the same as that entering into (30) of' [4] , this first part of the proof is complete.
Next we shall show that for fixed a (0 < a :s; 1) _k W (a)-t 2 Z -+ 0 n at n in probability, where
from this and the previous results will follow convergence of the finite-dimensional distributions. Obis an integer such that k(n) wherẽ Wn(a) = ¢(n) Xk(n) ,
serve that If we write = m an for convenience, it follows as in (45) of [4] that ¢(m )/¢(k(n» -+ 1 with probability 1, an and then the argument used to prove (47) of [4] (in which the suffix of Z should be t ) will complete the proof. The constant a(h) does of course depend on the distribution of X.
We may now begin the main part of the proof of Theorem 2. We shall apply Theorem 15. If we apply Theorem 3.2 in Chapter VII of Doob [2] , recalling the definition of W, we find
According to Lemma 2, we have p. 33). But now (16) follows from (19).
The proof of Theorem 3 is almost identical, and will therefore not be given.
5. Applications. Apart from observing that Theorem 3 is especially easy to apply when X is the partial sum of independent random varin ables, and that in particular Donsker's original theorem follows from it, by using the Central Limit Theorem, we shall make no reference to forward martingales.
Three types of reverse martingale were considered in [4] :
(a) S !n, where S is the n-th partial sum of a sequence of inde- n Lr=n r ' (The notation is slightly different from [4] .) Both S!n and R n n were shown in [4] to satisfy the conditions of the present Theorem 1, and weak convergence for the random functions W n constructed as in (1), (2) and (3) then follows from Theorem 2. Weak convergence in the case of U also follows from Theorem 2, although it has not been shown that n the conditions of Theorem 1 are satisfied, for convergence of finitedimensional distributions follows easily from Hoeffding [3] .
If we now apply Theorem 5.1 of [1] with some admissible function h, we obtain limit theorems about S !n, n U , (ii) h(x) = sup{t: t E [a,l] and x(t) = a}. {x. (iii) h(x) inf{t: x(t) sup x(s) }.
a~s~1
The results will not be given in detail, but they determine the asymptotic distribution of the largest k for which~= sup X.. 
