I.INTRODUCTION
In many practical engineering application and scientific experiments, people need from a set of measured Co. data points, try to find a continuous smooth curve, to make sure all the value simulation function. At present, seek common analog function main ly has the interpolation and fitting.
Among them, the interpolation method is applied to the data accuracy and data volume small, otherwise it may cause error in the local large. Fitting method does not require simulation function must be known by all, it is the pursuit of all point to the simulation function to some error minimization, and therefore it is suitable for data error and the larger of data.
The basic idea of total least squares
At present, the least square method is the most commonly used method for processing data. However, this algorithm itself has some defects, which only considers the processing error of observation vector. However, the error is inevitable. The observation vector, the coefficient matrix may contain errors, errors in data processing how to deal with the coefficient matrix is a very meaningful work. How to simu ltaneously consider variables, the dependent variable error, error and how to deal with the coefficient matrix and observation vector, the suitable methods to solve this kind of problem is the total least squares (3) (4) . In a linear regression model as an example to illustrate the basic framework of the total least squares. Consider the linear observation system is:
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Linearization of nonlinear function
The nonlinear function into a linear function, usually by
Taylor series expansion and variable substitution method.
By 
Through variable substitution, curve equation can be changed into a univariate or multivariate linear equations.
LS curve fitting
The least square method is the most commonly used method of curve fitting［1］. Assume that there is a set of discrete points ( , ) ii xy , In do not completely determine the curve model, the general choice of polynomial curve fitting
substitution, the linear model:
Wherein:
Type (4) (1) by the indirect adjustment model to get parameter estimation: 
The above is the polynomial curve fitting based on least square algorithm, this algorithm uses simple, which have been widely used.
TLS curve fitting
The 
VV
, So the type (4) turn into:
The type (6) transform into orthogonal form:
Wherein: ...
The type (7) eigenvalue decomposition by using the total least squares solution formula: 
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III.THE APPLICAT ION EXAMPLE OF CURVE FIT T ING
In the friction experiments, the equivalent voltage is -285V, servo motor after opening, the relationship between time and speed as shown in Table 1 
IV.CONCLUSIONS
The least square method is widely used in engineering application and scientific experiments, the accuracy of fitting curve is very important. In this paper, through an examp le of using least squares linear and nonlinear fitting of the known data, with the help of Matlab during the powerful computer tools to achieve the whole process of fast, accurate, and lays a foundation for further study of curve fitting.
