Abstract: Hydrometeorological forecasts provide future flooding estimates to reduce damages. Despite the advances and progresses in Numerical Weather Prediction (NWP) models, they are still subject to many uncertainties, which cause significant errors forecasting precipitation. Statistical postprocessing techniques can improve forecast skills by reducing the systematic biases in NWP models. Artificial Neural Networks (ANNs) can model complex relationships between input and output data. The application of ANN in water-related research is widely studied; however, there is a lack of studies quantifying the improvement of coupled hydrometeorological model accuracy that use ANN for bias correction of real-time rainfall forecasts. The aim of this study is to evaluate the real-time bias correction of precipitation data, and from a hydrometeorological point of view, an assessment of hydrological model improvements in real-time flood forecasting for the Imjin River (South and North Korea) is performed. The comparison of the forecasted rainfall before and after the bias correction indicated a significant improvement in the statistical error measurement and a decrease in the underestimation of WRF model. The error was reduced remarkably over the Imjin catchment for the accumulated Mean Areal Precipitation (MAP). The performance of the real-time flood forecast improved using the ANN bias correction method.
Introduction
Climate change has increased extreme rainfall events, and as a result, damage from floods has significantly increased. Heavy rainfalls occurring over different areas often lead to various flooding problems. Therefore, societies need to improve flood risk management. Hydrometeorological forecasts provide future estimates to reduce damage and provide warnings of extreme events. Coupling numerical weather prediction (NWP) and hydrological models allows meteorology and hydrology connection to generate real-time flood forecasting. Real-time flood forecasting has been investigated worldwide in previous studies using hydrometeorological data [1] [2] [3] .
Although NWP models have improved significantly, the restrictions of the physical processes in NWP models lead to unavoidable errors in the forecasting of meteorological properties due to nonlinearity and the chaotic atmospheric system. In analyses of the accuracy of the forecasted values of atmospheric models, the most frequent errors are related to the model error, initialization, boundary conditions of atmosphere, land and sea surface, model formulation and model parametrization during the forecast period [4] . These errors influence the output of the meteorological models.
NWP models are restricted to representing the physical processes of the chaotic atmosphere. A precise forecast of precipitation is one of the challenges of NWP models. The biased output
Study Area and Data

Imjin Basin
The target area for this study is the Imjin River basin, which passes through the demilitarized zone (DMZ) in North and South Korea between 37 • 44 23" N 126 • 31 19" E and 39 • 11 12 " N 127 • 36 21" E. The length and the area of the Imjin River watershed are 273.5 km and 8139 km 2 , respectively. In addition, 62.9% of the area of the basin is in North Korea, and the other 37.1% is in South Korea. Because approximately two-thirds of the Imjin River is in North Korea, it is considered a transboundary river. Details regarding the study catchment are mapped in Figure 1 . The source of the Imjin River is in North Korea, it then passes through South Korea where it joins the Han River, and it finally empties into the Yellow Sea. The Imjin River has complex topography with an altitude range from 155 m to 1570 m with a mean elevation of 680.5 m above mean sea level. The average annual rainfall is approximately 1100 mm, which mostly occurs during the late summer and fall [32] . The study area consists of 38 sub-basins that are defined by characteristics such as elevation, direction of the streamflow and soil conditions of the entire basin.
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Hydrological and Meteorological Data
The Imjin River has experienced various flash floods during past years. The most extreme events are selected for consideration for flood forecasting in the Imjin River basin. In 2002, Typhoon Rusa ripped through South Korea in the Gangneung area between 31 August and 1 September, affecting the eastern and southern parts of Korea with almost 1000 mm of rainfall in 30 h [33, 34] . The typhoon caused the submergence of 9000 houses and killed 113 people. In 2002 event, continuous low and high humid east wind led to the creation of frontal precipitation by cold air [34] . In 2007, Typhoon Wipha in North Korea brought heavy rain between 7-14 August and 18-20 September. Approximately 500-700 mm of rainfall caused flooding in North Korea for seven days. The westward-travelling Typhoon Wipha in 2007, caused heavy frontal precipitation was accompanied by strong wind that was developed by mesoscale disturbances in China [35] . On July 27, 2011 heavy rainfall led to extreme flooding in Seoul, South Korea. In Seoul, as a mega city with a high population concentration, 536 mm of rainfall over three days resulted in severe damage, 980 flood victims, 62 people reported as dead or missing and 19,215 inundated houses [36] . The conventional rainfall in 2011 was developed by convective systems which moved from the Yellow Sea to Seoul [37] . The percentage of the liquid precipitation in the study period was 100%. 
The Imjin River has experienced various flash floods during past years. The most extreme events are selected for consideration for flood forecasting in the Imjin River basin. In 2002, Typhoon Rusa ripped through South Korea in the Gangneung area between 31 August and 1 September, affecting the eastern and southern parts of Korea with almost 1000 mm of rainfall in 30 h [33, 34] . The typhoon caused the submergence of 9000 houses and killed 113 people. In 2002 event, continuous low and high humid east wind led to the creation of frontal precipitation by cold air [34] . In 2007, Typhoon Wipha in North Korea brought heavy rain between 7-14 August and 18-20 September. Approximately 500-700 mm of rainfall caused flooding in North Korea for seven days. The westward-travelling Typhoon Wipha in 2007, caused heavy frontal precipitation was accompanied by strong wind that was developed by mesoscale disturbances in China [35] . On July 27, 2011 heavy rainfall led to extreme flooding in Seoul, South Korea. In Seoul, as a mega city with a high population concentration, 536 mm of rainfall over three days resulted in severe damage, 980 flood victims, 62 people reported as dead or missing and 19,215 inundated houses [36] . The conventional rainfall in 2011 was developed by convective systems which moved from the Yellow Sea to Seoul [37] . The percentage of the liquid precipitation in the study period was 100%.
The estimated flood damage costs due to intense rainfall events indicate the need for integrated flood management for disaster prevention. This is especially important for two countries with different natural environments, national defenses, and political problems. The Imjin River is the seventh longest river in the Korean peninsula and encountered severe flooding during past years. Therefore, the hydrological and meteorological models are coupled to provide information to prepare for severe events, provide early alerts for imminent disasters and to minimize the flood induced hazards in this important area. Other applications of the flood forecasting system are primarily related to military operations. The Imjin River basin has a military region named Paju-si, which includes river-crossing operations. Flood hazards directly influence military operations and require the use of detailed and widely applicable hydrological models.
In this study, hydrometeorological components are coupled for real-time rainfall-runoff forecasting for the transboundary Imjin River. The observation data used in this study underwent a quality control procedure, which verified the values and filled in any missing values by the Inverse Distance Weighting (IDW) method, to complete the hourly data from at all stations.
The IDW formula is as follows:
where R(s 0 ) is the revised rainfall (mm) at s 0 , R(s i ) is the observed rainfall (mm) at s i , n is the number of observed stations, w i is the weight of s i and d i0 is distances from the points to the point estimated.
IDW is a deterministic spatial interpolation and one of the most popular methods of interpolation.
Methodology
WRF Model
The WRF model has been developed as a mesoscale model for research and operational NWP model studies. The WRF model can be used for different aspects of atmospheric and operational forecasting research at various scales such as forecasting extreme events and is especially useful for heavy rainfall predictions at a high spatial resolution [38, 39] . The WRF model is a very useful tool for numerical weather predictions and data assimilation in estimating meteorological data such as rainfall, solar radiation, temperature, dew point, and wind speed by reproducing climate features at ultrafine temporal and spatial resolutions [40] .
The initial and boundary conditions were obtained using external sources, such as the static geographic data provided by the United States Geological Survey (USGS) and Moderate Resolution Imaging Spectroradiometer (MODIS) data set and the gridded data provided by regional and global models including the North American Mesoscale Forecast system (NAM) and the Global Forecast System (GFS) [41] . The weather charts employed in this study were provided by the National Centers for Environmental Prediction (NCEP) Final Analysis (FNL) and have a resolution of 1 • × 1 • . In summary, using the definitions of all computational grids, geogrid interpolates terrestrial time-invariant fields, then Ungrib extracts the meteorological fields from the GRidded Information in Binary (GRIB) formatted files, and Metgrib horizontally interpolates the meteorological data to the simulation domains. Time-splitting techniques are used by the Advanced Research WRF (ARW) solver to integrate the fully compressible nonhydrostatic equations of motion. The Euler equations are in flux form and are formulated using a terrain that follows mass vertical coordinates. Finally, the second-or third-order Runge-Kutta method is applied for time-split integration [41] .
In this study, WRF version 3.5.1 was applied to perform real-time forecasting of the meteorological data by using the WRF Double-Moment 6-Class (WDM6) microphysical scheme. The WRF model provided an ultrafine scale of temporal and spatial resolution (10 min and 1 km × 1 km respectively) that covers Korea and the surrounding region. The real-time forecast data had a 10-min temporal resolution over a 72-h time series which was repeated every 6 h. The schematic construction of the real-time forecast of the WRF model is shown in Figure 2 .
In this study, WRF version 3.5.1 was applied to perform real-time forecasting of the meteorological data by using the WRF Double-Moment 6-Class (WDM6) microphysical scheme. The WRF model provided an ultrafine scale of temporal and spatial resolution (10 min and 1 km × 1 km respectively) that covers Korea and the surrounding region. The real-time forecast data had a 10-min temporal resolution over a 72-h time series which was repeated every 6 h. The schematic construction of the real-time forecast of the WRF model is shown in Figure 2 . 
Sejong University Rainfall-Runoff (SURR) Model
The SURR model was developed by the Water Resource and GIS Laboratory, Sejong University [42] and is based on the event-oriented storage function model (SFM) by [43] . The SURR considers the rainfall loss using a soil moisture accounting model for streamflow simulation and prediction. The SURR is a semi-distributed continuous rainfall-runoff model that uses physical foundations to estimate the hydrological components including soil moisture and surface, lateral and groundwater in conjunction with the basin and channel routing to simulate the runoff. The governing equations of the SURR model for flow generation are as follows.
( ) = (
Where Ssb(t) and Qsb(t) are the storage content and outflow of the storage in the basin and Sch(t) and Qch(t) the storage content and outflow of the channel at time t, respectively.
( ) and ( ) are the surface runoff with and without the lag effect consideration at time t;
is the surface runoff which stored in the watershed at time t − 1 and surlag is surface runoff lag coefficient.
( ) and ( ) are the lateral flow with and without the lag effect consideration at time t; is the lateral flow which stored in the watershed at time t − 1 and latlag is lateral flow lag coefficient.
( ) is groundwater flow contributing to the discharge from each sub-basin at time t; ∝ base flow recession constant; ( ) is recharge entering the aquifer and ∆ is the calculation time interval. Ksb, Psb, Kch and Pch are the storage function constants in the basin and channel, respectively. 
where S sb (t) and Q sb (t) are the storage content and outflow of the storage in the basin and S ch (t) and Q ch (t) the storage content and outflow of the channel at time t, respectively. Q sur (t) and Q sur (t) are the surface runoff with and without the lag effect consideration at time t; Q surstor is the surface runoff which stored in the watershed at time t − 1 and surlag is surface runoff lag coefficient. Q lat (t) and Q lat (t) are the lateral flow with and without the lag effect consideration at time t; Q latstor is the lateral flow which stored in the watershed at time t − 1 and latlag is lateral flow lag coefficient. Q gw (t) is groundwater flow contributing to the discharge from each sub-basin at time t; ∝ gw base flow recession constant; W rchrg (t) is recharge entering the aquifer and ∆t is the calculation time interval. K sb , P sb , K ch and P ch are the storage function constants in the basin and channel, respectively.
The input of the SURR model is MAP and Mean Areal Evapotranspiration (MAE) for each of the sub-basins. The observed and forecasted meteorological data can be applied to drive the SURR model for streamflow simulation and forecasting, respectively. The evapotranspiration is calculated using the FAO Penman-Monteith (PM) formula. The FAO PM method is recommended as a standard method for estimating evapotranspiration (ET). The FAO PM method can be expressed as Equation (1):
where ET is the evapotranspiration (mm day −1 ), R n is the net radiation at the crop surface (MJ m −2 day −1 ), G is the soil heat flux density, which is relatively small for daily and ten-day periods (MJ m −2 day −1 ), T is the mean daily air temperature at a height of 2 m ( • C), u 2 is the wind speed at a height of 2 m (m s −1 ), e s is the saturation vapor pressure (KPa), e a is the actual vapor pressure (KPa), e s − e a is the saturation vapor pressure deficit (KPa), ∆ is the slope vapor pressure curve (KPa • C −1 ), and γ is the psychrometric constant (KPa • C −1 ). The meteorological data are used to calculate the ET, and then, Thiessen polygons are used by GIS to estimate the MAE for each sub-basin. The rainfall and evapotranspiration data have hourly temporal resolutions, which were spatially interpolated by the Thiessen polygons method using GIS. A detailed description of the SURR model is reported in [42] . The hydrologic models simulate the response of the basin to a given rainfall. Therefore, as an initial assessment, the calibration and verification of the hydrological model could be performed to ensure that the results are accurate and stable. The SURR model was calibrated for the Imjin basin using the observed rainfall and streamflow, and the optimized parameters resulted in a good agreement between the observed and simulated streamflow during the verification periods. The Nash-Sutcliffe Efficiency (NSE) by [44] , the Relative Error in Volume (REV) and Kling-Gupta Efficiency (KGE) proposed by [45] were used to compare the results in the calibration and verification periods.
The NSE, REV and KGE equations (following the KGE equation represented in [46] ) are as follows:
where O i is the observed data, S i is simulated data, O is the average of observed data, r is the correlation, ∝ is the ratio of the simulation to the observed streamflow standard deviation and β is the ratio of the mean of the simulated and observed streamflow. The NSE is selected to evaluate the performance of the hydrological model since it shows goodness of fit for the hydrological model. The NSE is a model performance evaluation criterion which is used worldwide. However, the NSE calculates the differences between the observed and simulated streamflow in squared values. This may lead to over-and underestimation of model performance during the high and low flow respectively [47] . Therefore, the REV efficiency criterion is also selected to measure the ratio of the absolute error of the simulated and observed data to the observed data. To overcome the model skill overestimation in NSE criterion the KGE as an alternative metric is selected to measure the hydrological model performance. A comparison between NSE and KGE is discussed in [45] . The above-mentioned criteria are used to indicate whether the results of the model simulation in calibration and verification process are reasonable or not.
With the NSE range set between 1 (i.e., the ideal value) and negative infinity, values lower than zero indicate that the mean value of the observed streamflow could have better estimate than the model provides. According to the calibration and verification of the SURR model, the results of the streamflow simulations are reasonable and stable with NSEs close to 1. The REV is a measure of precision; it is the ratio of the absolute error of the simulated and observed data to the observed data. The REV can vary among negative infinity to positive infinity and the ideal value is zero. In this study, the results of the calibration and verification for the values of the NSE, REV and KGE showed that the SURR model can well reproduce the observed streamflow in Gunnam, Jeonkuk and Jeogseong stations. The results of the calibration and verification are shown in Table 1 . 
Bias Correction of Real-Time Forecasts
The NWP models approximate mathematically the physical dynamics using nonlinear differential equations; however, these approximations include uncertainties due to the complex system of the atmosphere [48] . Advancements in meteorological forecast models did not solve the issues related to the inevitable biases. Despite the efforts to incorporate all sources of uncertainty into the forecast and the methodologies applied to generate the forecast ensembles, the results are still subject to errors and systematic biases [49] . Statistical postprocessing increases the accuracy of the forecast data by decreasing the errors. ANN, as a postprocessing method, can determine the complex relationships between the inputs and outputs. ANN has been widely used in the hydrology and modeling of water resource systems [5, [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] .
Description of ANN
ANN is biologically inspired from neurons in the brain and consists of the interaction of computational units. ANN establishes a relationship between the input and target and produces a correct response by following the processes of human brain activities such as saving information, learning, and training [5] . The structure of an ANN includes the input layer (including the input nodes connected to the input variables), hidden layer (it can be one hidden layer or more layers which include the hidden nodes) and output layer (including the output nodes that deliver the output data). Different weights are connected to the nodes (units) of the layers in different forms such as the Feedforward Neural Network (FNN), Convolutional Neural Network (CNN) and Recurrent Neural Networks (RNN). A three-layer FNN is illustrated in Figure 3 . Here, i, j and k are the number of nodes for the input, hidden and output layers, respectively. Furthermore, X i is the input variable, O j is the output variable, W ji is the connected weight from the input layer to the hidden layer, and W kj is the connected weight from the hidden layer to the output layer. In this study, the FNN is applied to construct the neural network. The weights and bias nodes in the feedforward network are connected in one forward direction. ANN is characterized by the simulation and response processes to learn the correct response for each input through training. The general function between input and output is called a transfer (activation) function, which can be a linear or nonlinear function. In this study, the nonlinear sigmoid function is applied for the neural networks. The transfer function converts the summation of the weights (w) and inputs (x) and (b) bias to an output vector by the following equation:
The inputs are multiplied by weights and then fed to the first hidden layer. The weights can be chosen by minimizing the following error function:
Where Oj is the output of the output layer and Tarj is the corresponding target. The procedure of input weight adjustment is called training (learning). In this study, The Levenberg-Marquardt (trainlm) was chosen as the training function and the back propagation generalized delta rule (BPGDR), is applied as the training algorithm that minimizes the error function based on the differences between the modeled and desired outputs. The BPGDR formulation can be summarized in two parts as follows: 1. is for the output weights, which are connected to the output nodes:
2. is for the hidden weights, which are connected to the hidden nodes:
where wkj and the wji are the output and hidden weights, respectively, E is the error function, and is the learning rate.
Application of ANN for Real-Time Bias Correction
ANN learns the error structure from historical data and corresponding observations. Then, the trained network can be used to reproduce bias-corrected predictions. To apply bias correction in a real-time forecast system, the current time is selected, and the training data set is considered until the current time. The remaining data are then considered as the validation data set. In the training set, the observation is the target, and the forecast is the input data. The objective of using ANN is to find a nonlinear relationship between the input and the target data to achieve the minimum error between the input and target data. A network with few neurons restricts the network learning ability while one with many neurons may lead to overfitting and poor generalization of the network. Different numbers of the neurons used to construct the model and results showed that by increasing the ANN is characterized by the simulation and response processes to learn the correct response for each input through training. The general function between input and output is called a transfer (activation) function, which can be a linear or nonlinear function. In this study, the nonlinear sigmoid function is applied for the neural networks. The transfer function converts the summation of the weights (w) and inputs (x) and (b) bias to an output vector by the following equation:
where O j is the output of the output layer and Tar j is the corresponding target. The procedure of input weight adjustment is called training (learning). In this study, The Levenberg-Marquardt (trainlm) was chosen as the training function and the back propagation generalized delta rule (BPGDR), is applied as the training algorithm that minimizes the error function based on the differences between the modeled and desired outputs. The BPGDR formulation can be summarized in two parts as follows:
1. is for the output weights, which are connected to the output nodes:
where w kj and the w ji are the output and hidden weights, respectively, E is the error function, and η is the learning rate.
ANN learns the error structure from historical data and corresponding observations. Then, the trained network can be used to reproduce bias-corrected predictions. To apply bias correction in a real-time forecast system, the current time is selected, and the training data set is considered until the current time. The remaining data are then considered as the validation data set. In the training set, the observation is the target, and the forecast is the input data. The objective of using ANN is to find a nonlinear relationship between the input and the target data to achieve the minimum error between the input and target data. A network with few neurons restricts the network learning Water 2018, 10, 1626 9 of 20 ability while one with many neurons may lead to overfitting and poor generalization of the network. Different numbers of the neurons used to construct the model and results showed that by increasing the number of neurons the model performance improved; after 32 neurons the results did not dramatically improved (Figure 4 ). There are 38 sub-basins in the study area, therefore the 38 neurons were chosen. The stopping criterion used in this study is early stopping; this avoids the overtraining and overfitting of the model for the training data set. number of neurons the model performance improved; after 32 neurons the results did not dramatically improved (Figure 4 ). There are 38 sub-basins in the study area, therefore the 38 neurons were chosen. The stopping criterion used in this study is early stopping; this avoids the overtraining and overfitting of the model for the training data set. The schematic of choosing the training and validation data for the ANN construction in this study is provided in Figure 5 . The evaluation criteria used in this study include the Relative Bias (RB), Mean Relative Error (MRE), and the Mean Absolute Error (MAER), as given in Table 2 , NSE and REV. In the formulas, is the observed data, and is the forecast data. The RB metric is selected to compare the forecast and observed values by calculating the absolute bias which is normalized by the sum of the observed values. The MRE was also selected to compare the simulated and observed values, the MRE shows the average of the relative error which is the uncertainty of the measurement compared to the measurement. To show the average of the absolute differences between observed and forecast data the MAER was selected to have a comparison between the simulated and observed values. The schematic of choosing the training and validation data for the ANN construction in this study is provided in Figure 5 . number of neurons the model performance improved; after 32 neurons the results did not dramatically improved (Figure 4 ). There are 38 sub-basins in the study area, therefore the 38 neurons were chosen. The stopping criterion used in this study is early stopping; this avoids the overtraining and overfitting of the model for the training data set. The schematic of choosing the training and validation data for the ANN construction in this study is provided in Figure 5 . The evaluation criteria used in this study include the Relative Bias (RB), Mean Relative Error (MRE), and the Mean Absolute Error (MAER), as given in Table 2 , NSE and REV. In the formulas, is the observed data, and is the forecast data. The RB metric is selected to compare the forecast and observed values by calculating the absolute bias which is normalized by the sum of the observed values. The MRE was also selected to compare the simulated and observed values, the MRE shows the average of the relative error which is the uncertainty of the measurement compared to the measurement. To show the average of the absolute differences between observed and forecast data the MAER was selected to have a comparison between the simulated and observed values. The evaluation criteria used in this study include the Relative Bias (RB), Mean Relative Error (MRE), and the Mean Absolute Error (MAER), as given in Table 2 , NSE and REV. In the formulas, O i is the observed data, and F i is the forecast data. The RB metric is selected to compare the forecast and observed values by calculating the absolute bias which is normalized by the sum of the observed values. The MRE was also selected to compare the simulated and observed values, the MRE shows the average of the relative error which is the uncertainty of the measurement compared to the measurement. To show the average of the absolute differences between observed and forecast data the MAER was selected to have a comparison between the simulated and observed values. 
Index Formula
Relative Bias (RB)
Results
Real-Time Accuracy Improvement of the Precipitation
In real-time flood forecasting, it is undeniable that the accuracy of the real-time precipitation plays the most important role in achieving accurate real-time flood forecasts. In this study, ANN is applied for the bias correction of the real-time precipitation produced by the WRF model. A comparison of the observed rainfall and with/without bias-adjusted real-time WRF rainfall indicated that the accuracy improved with the ANN bias correction ( Table 3 Further investigations are performed to assess the sum, minimum, maximum and percentage of the underestimation of the observed, forecast and bias-corrected forecast rainfall for the 2002, 2007 and 2011 events. Table 4 In the present study, a comparison between the observed and forecast accumulated MAP in all sub-basins is performed to compare the accuracy before and after bias correction. It is evident from Figure 6 that after bias correction, the accumulated WRF data have improved significantly. The scatterplot of the observed, real-time, and bias-corrected real-time forecast MAP indicated that the ANN bias correction method applied to the Imjin basin increased the real-time forecast accuracy by decreasing the underestimation of the precipitation in all the sub-basins. A comparison of the results of the accumulated observed rainfall and the real-time forecast WRF data showed that the ANN bias correction method used in this study was able to reduce the biases of real-time precipitation with the desired accuracy. In the present study, a comparison between the observed and forecast accumulated MAP in all sub-basins is performed to compare the accuracy before and after bias correction. It is evident from Figure 6 that after bias correction, the accumulated WRF data have improved significantly. The scatterplot of the observed, real-time, and bias-corrected real-time forecast MAP indicated that the ANN bias correction method applied to the Imjin basin increased the real-time forecast accuracy by decreasing the underestimation of the precipitation in all the sub-basins. A comparison of the results of the accumulated observed rainfall and the real-time forecast WRF data showed that the ANN bias correction method used in this study was able to reduce the biases of real-time precipitation with the desired accuracy. 
Real-Time Flood Forecasting Accuracy Improvement
In this section, the real-time flood forecast accuracy evaluation is performed by comparing the observed, simulated and forecasted values. The simulation floods were estimated using the observation MAP as input to the SURR model, while the forecast was obtained using the real-time WRF data as the input to the SURR model. The statistical error measurements (NSE, KGE, MRE and The spatial distribution of the MRE on the catchment scale indicted that the ANN bias correction led to a decrease of the MAER in all the sub-basins (Figure 7) . The results of the MRE assessment of the 38 sub-basins indicated that the error reduction of the forecast MAP varies by sub-basin in the study area. The results of the ANN real-time bias correction showed that the average improvements of the MRE over the catchment are 69.71, 61.24 and 53.90% for the 2002, 2007 and 2011 events, respectively. By applying the forecast bias correction, the forecast capability and the accuracy of the model predictions improved remarkably.
In this section, the real-time flood forecast accuracy evaluation is performed by comparing the observed, simulated and forecasted values. The simulation floods were estimated using the observation MAP as input to the SURR model, while the forecast was obtained using the real-time WRF data as the input to the SURR model. The statistical error measurements (NSE, KGE, MRE and REV) were used to compare the performance of hydrologic simulations and forecasts before and after bias correction and determine the average deviations.
In this study, we used gauge and WRF precipitation data to drive the hydrological model to simulate and forecast flood events. Here, the 72-h real-time forecast data at a spatial resolution of 1 km × 1 km and a temporal resolution of 10 min are used as input to the SURR model over the Imjin basin; furthermore, the bias-corrected WRF data are used as the input data for the SURR model. The coupling system of the SURR and WRF model includes the use of the observed precipitation until the start of the forecast time, and then continues to apply the WRF data for a 72-h forecast lead time. The observed and real-time WRF data (bias-corrected and raw data) are used to run the hydrological model, and this process is repeated for the next 6 h to the end of the forecast time. Among the various forecast ensembles, only one stream flow forecast is shown with the relevant precipitation to indicate the real-time forecast discharge variation over time due to space limitations. According to the findings of this study, by applying the bias-adjusted WRF data, the accuracy improvement was suggested by the increasing NSE and KGE and decreasing MRE and REV (Table 5) .
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The NWP models determine the future state of the weather by forcing current weather conditions into the atmospheric models. The chaotic and nonlinear system of the atmosphere and complex nature of precipitation made precipitation difficult to forecast accurately with the NWP models. In general, the NWP models forecast less accurate precipitation rates than indicated by the observed precipitation rates. The precipitation intensity [50] and location [51] are challenging for precipitation forecasting. The initial and boundary conditions such as horizontal resolution, domain size as grid spacing and physical parameterization schemes are directly related to the NWP model results in heavy precipitation forecasting [37, 52] . The Quantitative Precipitation Forecast (QPF) accuracy in three-dimensional primitive-equation atmosphere circulation models, such as WRF, can be influenced by different initializations, microphysics, and planetary boundary layer (PBL) schemes [53] . In this study, the WRF real-time forecast data, in comparison with the observed data, had systematic biases; the errors related to the NWP model forecasts were reflected in the underestimation of the real-time precipitation forecast by the WRF model. The cumulative MAP had the underestimations of 97.37, 78.95 and 100% for the 2002, 2007 and 2011 events, respectively. Because the Imjin River is a transboundary river, a reliable streamflow forecast is needed for this watershed. Improving the streamflow forecast in the Imjin basin is a highly important task especially during heavy rainfall and extreme events. For a reliable flood forecast, an accurate forecast of rainfall is needed, but the use of raw WRF data caused large biases in the flood forecast.
The aim of the present study is to improve real-time flood forecasting by applying ANN as a postprocessing technique. Considering all real-time forecast cases, it can be concluded that on average, hydrological forecasts based on the WRF model forecast reproduced stream flow with a significant underestimation. ANN was able to construct a relationship between the input and output data to reduce the biases between the observed and forecast rainfall data. Therefore, the use of the ANN bias correction resulted in the improvement of the real-time flood forecasts in the Imjin basin for the Gunnam, Jeonkuk and Jeogseong stations. By applying the ANN bias correction, errors in precipitation forecasts are modified, which resulted in the real-time precipitation forecast accuracy enhancement, which is not uniform over the forecast interval. The results indicated that there was significant improvement in the statistical errors in the forecast MAP before and after applying the bias correction method. By using the ANN bias correction, the underestimation of the real-time forecast data and the The forecast verification indicated a noteworthy increase in forecast performance with ANN, compared to the raw model outputs. The precipitation real-time forecast accuracy enhancement can translate to the improvement in real-time flood forecasts. However, the results of the real-time flood forecasts were still underestimated because a perfect estimate of real-time forecast rainfall quantity is not easily obtained. This complexity is the result of the two sources of precipitation, which are quite different. The spatial and temporal variation in the rainfall characteristics were not captured well by the WRF model in the real-time forecast data. Typically, the forecasted floods underestimated the peak floods, and the forecasted flood errors are related to the inaccuracies in the real-time forecasted rainfall. Considering all real-time forecast cases from the start of the forecasting time until the end of the forecasting time, on average, it can be concluded that hydrological forecasts based on meteorological model inputs were able to reproduce the shape and the timing of the calculated stream flow fairly well. However, the underestimation of the WRF model bias-corrected precipitation was affected by the real-time forecast discharge in all events. Another reason for the uncertainties in real-time flood forecasting after bias correction could be related to the fact that the hydrological model calibration was performed with rain gauge data and observed streamflow data; however, the coupled SURR-WRF model used the real-time forecasted rainfall. These different sources of rainfall were used as inputs for the hydrological models. Therefore, it could be expected that the hydrological response in forecasting the streamflow would not match the simulated streamflow very well. For the real-time flood forecasts, although the real-time flood forecasts are not perfectly matched the observed values even after applying the bias correction, available forecast data are preferred over completely ignoring future events of interest. Due to the importance of the Imjin basin for both North and South Korea, available information regarding flood forecasts in the studied area is valuable.
Conclusions and Recommendations
In hydrometeorological studies, the performance of coupled hydrometeorological models is directly dependent on the accuracy of the forecasted precipitation. Because the NWP models cannot forecast precipitation accurately, postprocessing of the output of NWP models is necessary. The postprocessing of the real-time systems can be performed using historical data and forecasts by ANN bias correction. In this study, ANN is applied for the bias correction of the real-time forecast of the WRF model. The bias correction is estimated to quantify the accuracy improvement of the rainfall and corresponding flood forecasts in a transboundary river. The main conclusions of this study are summarized below: Additional analyses could be performed to compare the benefits of using different QPF postprocessing techniques such as radar data assimilation, regression methods and Kalman filtering.
