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The appearance of difference-differential equations (DDEs) or
lattice equations in nature is quite common. They model many
physical and engineering problems such as wave phenomena in
fluids, pulses in biological chains, currents in electrical networks,
particle vibrations in lattices, chemical reactions, and optical fibers.
Their important role has motivated investigators to develop a
number of integrable DDEs since the original work of Fermi, Pasta
and Ulam [1]. To name a few; Volterra lattice equation [2], discrete
KdV equation [3], Toda lattice equation [4], Ablowitz–Ladik lattice
equation [5], discrete sine-Gordon equation [6], discrete modified
KdV equation [7], see [8] for a list of DDEs. These DDEs are of (or
can be converted to) the form _un ¼ Pð. . . ;un1; un;unþ1; . . .Þ, where
P is a polynomial of its arguments. Unlike difference equations
which are completely discretized, DDEs are semi-discretized with
some (or all) of their space variables discretized while time is usu-
ally kept continuous. For this reason, they can be thought as hybrid
equations. Apart from their physical relevance, DDEs also play a
crucial role in numerical simulations of nonlinear partial differen-
tial equations.
In this study, our attention is focused towards fractional-type
DDEs of the form
_un ¼ Rð. . . ;un1;un;unþ1; . . .Þ ð1Þ
where un(t) = u(n, t) the displacement of the nth particle from the
equilibrium position and n 2 Z. Eq. (1) is called fractional-type inthe sense that R is a rational function of its arguments. First, we
consider the integrable equation [9,10]
_un ¼ un1  unþ11þ un1  unþ1 ; ð2Þ
from which the discrete KdV equation can be directly produced
[11]. Second, our target will be the system [12]
_un ¼
ðvnþ1  vn1Þ 1 u2n
 
1 v2n
 
ðvn1 þ vnÞðvn þ vnþ1Þ ;
_vn ¼
ðunþ1  un1Þ 1 u2n
 
1 v2n
 
ðun1 þ unÞðun þ unþ1Þ ;
ð3Þ
which is related to the self-dual network equations [13]
_Vm ¼ ðIm  Imþ1Þ 1 V2m
 
;
_Im ¼ ðVm1  VmÞ 1 I2m
 
;
ð4Þ
via the real discrete Miura transformation
m ¼ n=2;
Vm ¼ 1þ unþ1=2unþ3=2unþ1=2 þ unþ3=2 ;
Im ¼ 1þ vn1=2vnþ1=2vn1=2 þ vnþ1=2 :
ð5Þ
Indeed, the extension (3) is quite natural and useful because Eq. (4)
has been explored extensively in works [14,15]. As far as we could
verify, relatively less work is being performed for the symbolic com-
putation of exact solutions to fractional-type DDEs while there has
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to polynomial DDEs.
In the last decade, due to the increased interest in DDEs, a whole
range of analytical solution methods such as Hirota’s bilinear
method [16], ADM-Padé technique [17], Casoratian technique
[18], homotopy perturbation method [19], Exp-function method
[20], and so on. were developed by the researchers. Numerous
DDEs have been already solved by the just-mentioned methods
and this number is still increasing due to some generalizations.
However, most of the methods are not easy to handle or may not
work depending on the problem under study. Nowadays, due to
the increasing availability of technology, many of the methods take
advantage of the availability of symbolic computation systems
(such as MATHEMATICA, MAPLE and MATLAB), which avoid the
need for performing the complex and tedious calculations ‘‘by
hand’’ and eliminate error.
On the other hand, generalization of innovative approaches to
the investigation of DDEs for traveling wave solutions and find-
ing new results seems interesting and helpful to the reader in
the scientific communities. Quite recently, traveling wave solu-
tions of some complicated nonlinear evolution equations were
successfully found with the aid of the extended simplest equa-
tion method [21]. This technique is based on a priori assumption
that the solutions of a nonlinear ODE can be written in terms of
some special functions which satisfy some ordinary differential
equations referred to as the simplest equations. The simplest
equation has two main features: first, it is the equation of a
higher order than the nonlinear ODE to be solved; second, the
general solution of this equation is known. In this work, we pre-
fer to handle our Eqs. (2) and (3) by the extended simplest equa-
tion method. The adaptation of this method to fractional type
DDEs can be summarized as follows [22].
2. Methodology
Consider a system of M fractional type DDEs in the form
R vnþp1 ðxÞ; . . . ;vnþpk ðxÞ; . . . ;v0nþp1 ðxÞ; . . . ;v0nþpk ðxÞ; . . . ;v
ðrÞ
nþp1 ðxÞ; . . . ;vðrÞnþpk ðxÞ
 
¼ 0;
ð6Þ
where the dependent variable vn have M components vi,n and so do
its shifts; the continuous variable x has N components xi; the dis-
crete variable n has Q components nj; the k shift vectors pi 2 ZQ ;
and v(r)(x) denotes the collection of mixed derivative terms of order
r. To search for exact solutions of Eq. (6), we first take the wave
transformation
vnþps ðxÞ ¼ Vnþps ðnnÞ; nn ¼
XQ
i¼1
dini þ
XN
j¼1
cjxj þ f;
ðs ¼ 1;2; . . . ; kÞ; ð7Þ
into consideration where the coefficients c1,c2, . . . ,cN,d1,d2, . . . ,dQ
and the phase f are all constants. Then, Eq. (6) changes into
RðVnþp1 ðnnÞ; . . . ;Vnþpk ðnnÞ; . . . ;V0nþp1 ðnnÞ; . . . ;V
0
nþpk ðnnÞ; . . . ;
VðrÞnþp1 ðnnÞ; . . . ;V
ðrÞ
nþpkðnnÞÞ ¼ 0: ð8Þ
To obtain an exact solution, a finite expansion in w
0 ðnnÞ
wðnnÞ like
VnðnnÞ ¼
Xm
l¼0
al
w0ðnnÞ
wðnnÞ
 l
; ð9Þ
is proposed as a (possible) solution of the nonlinear equation under
study, where m is a positive integer, ai’s are constants to be deter-
mined, w(nn) is the general solution of the simplest equation which
can be taken as
w00ðnnÞ þ lwðnnÞ ¼ 0; ð10Þwhere l is an arbitrary constant and prime denotes derivative with
respect to nn. The general solution of Eq. (10) is well known to us.
Thus, we have the following cases:
w0ðnnÞ
wðnnÞ
¼ ffiffiffiffiffiffiffilp C1 cosh ffiffiffiffiffiffiffilp nn
 þC2 sinh ffiffiffiffiffiffiffilp nn 
C1 sinh
ffiffiffiffiffiffiffilp nn þC2 cosh ffiffiffiffiffiffiffilp nn 
 !
; l<0; ð11aÞ
w0ðnnÞ
wðnnÞ
¼ ffiffiffilp C1 sin ffiffiffilp nn
 þC2 cos ffiffiffilp nn 
C1 cos
ffiffiffilp nn þC2 sin ffiffiffilp nn 
 !
; l>0; ð11bÞ
w0ðnnÞ
wðnnÞ
¼ C1
C1nnþC2
; l¼0; ð11cÞ
where C1 and C2 are arbitrary constants. By a straightforward calcu-
lation, one can get the identity
nnþps ¼ nn þus; us ¼ ps1d1 þ ps2d2 þ    þ psQdQ ; ð12Þ
where psj is the jth component of the shift vector ps. Hence, consid-
ering the trigonometric/hyperbolic function identities and using the
functions (11a)–(11c) as well as (12), we derive the uniform shift
formulas
Vnþps ðnnÞ ¼
Xm
l¼0
al
w0 ðnnÞ
wðnnÞ 
ffiffiffiffiffiffiffilp tanh ffiffiffiffiffiffiffilp us 
1 1ffiffiffiffiffilp tanh ffiffiffiffiffiffiffilp us  w0 ðnnÞwðnnÞ
0
@
1
A
l
; l < 0; ð13aÞ
Vnþps ðnnÞ ¼
Xm
l¼0
al
w0ðnnÞ
wðnnÞ 
ffiffiffilp tan ffiffiffilp us 
1 1ffiffilp tan ffiffiffilp us  w0ðnnÞwðnnÞ
0
@
1
A
l
; l > 0; ð13bÞ
Vnþps ðnnÞ ¼
Xm
l¼0
al
w0 ðnnÞ
wðnnÞ
1us w
0 ðnnÞ
wðnnÞ
0
@
1
A
l
; l ¼ 0: ð13cÞ
Balancing the highest-order derivative term and the highest or-
der nonlinear term(s) in Vn(nn) as in the continuous case, the de-
gree m of (9) and (13a)–(13c) from (8) can be easily determined.
Because Vn+ps can be thought as being of degree zero in
w0 ðnnÞ
wðnnÞ , the
leading terms of Vn+ps (ps– 0) will not have any effect on the bal-
ancing procedure. Substituting (9) and (13a)–(13c) together with
(10) into (8), equating the coefficients of w
0 ðnnÞ
wðnnÞ
 l
ðl ¼ 0;1;2; . . .Þ to
zero, we obtain a system of nonlinear algebraic equations from
which the undetermined constants ai, di, cj, and k can be explicitly
found. Finally, substituting these results into (9), one can derive
varies kind of exact solutions to (6).3. Exact solutions for Eq. (2)
To find traveling wave solutions of Eq. (2), we first introduce the
transformation
un ¼ UnðnnÞ; nn ¼ dnþ kt þ a; ð14Þ
where d and k are real parameters to be specified, while a denotes
the phase shift. Substituting (14) into Eq. (2) gives
kU0n ¼
Un1  Unþ1
1þ Un1  Unþ1 ; ð15Þ
where prime denotes derivative with respect to the new indepen-
dent variable nn. Our procedure suggests then to look for special
solutions of (15) in the form
Un ¼ a0 þ a1 w
0ðnnÞ
wðnnÞ
 
; a1 – 0; ð16Þ
where w(nn) satisfies Eq. (10), while a0 and a1 are arbitrary con-
stants to be determined at the stage of solving the problem.
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Fig. 1. A profile of (26) for a0 = 0, d = 1, l = 1, a = 0 at time t = 0 for n from 20 to
20.
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In case l < 0, we first derive the expressions
Un1 ¼ a0 þ a1
w0 ðnnÞ
wðnnÞ 
ffiffiffiffiffiffiffilp tanh d ffiffiffiffiffiffiffilp 
1 1ffiffiffiffiffilp w0 ðnnÞwðnnÞ tanh d ffiffiffiffiffiffiffilp 
0
@
1
A: ð17Þ
in accordance with (13a). Substituting (16) and (17) along with (10)
into Eq. (15), clearing the denominator, setting the coefficients of
w0
w
 l
ðl ¼ 0;2;4Þ to zero, we derive a system of nonlinear algebraic
equations for a0, a1, d, k and l. Solving the resulting system, we
get the relation
a0 ¼ a0; a1 ¼
tanh d
ffiffiffiffiffiffiffilp 
2
ffiffiffiffiffiffiffilp ; k ¼  sinh 2d
ffiffiffiffiffiffiffilp ffiffiffiffiffiffiffilp ; ð18Þ
which yields a discrete hyperbolic function solution to Eq. (2) as
unðtÞ ¼ a0 þ 12
 tanh d ffiffiffiffiffiffiffilpð Þ C1 cosh ffiffiffiffiffiffiffilp nn
 þ C2 sinh ffiffiffiffiffiffiffilp nn 
C1 sinh
ffiffiffiffiffiffiffilp nn þ C2 cosh ffiffiffiffiffiffiffilp nn 
 !
;
ð19Þ
where nn ¼ dn sinh 2d
ffiffiffiffiffilpð Þffiffiffiffiffilp t þ a, while a0, d, a, l (<0), C1 and C2
remain arbitrary.
3.2. Trigonometric function solutions
In case l > 0, we first derive the expressions
Un1 ¼ a0 þ a1
w0 ðnnÞ
wðnnÞ 
ffiffiffilp tan d ffiffiffilp 
1 1ffiffilp w0ðnnÞwðnnÞ tan d ffiffiffilp 
0
@
1
A: ð20Þ
in accordance with (13b). Substituting (16) and (20) along with (10)
into Eq. (15), clearing the denominator, setting the coefficients of
w0
w
 l
ðl ¼ 0;2;4Þ to zero, we derive a system of nonlinear algebraic
equations for a0, a1, d, k and l. Solving the resulting system, we
get the relation
a0 ¼ a0; a1 ¼
tan d
ffiffiffilp 
2
ffiffiffilp ; k ¼  sin 2d
ffiffiffilp ffiffiffilp ; ð21Þ
which gives a discrete trigonometric function solution to Eq. (2) as
unðtÞ ¼ a0 þ 12
 tan d ffiffiffilpð Þ C1 sin ffiffiffilp nn
 þ C2 cos ffiffiffilp nn 
C1 cos
ffiffiffilp nn þ C2 sin ffiffiffilp nn 
 !
; ð22Þ
where nn ¼ dn sin 2d
ffiffilpð Þffiffilp t þ a, while a0, d, a, l(>0), C1 and C2 remain
arbitrary.
3.3. Rational function solutions
In case l = 0, we first derive the expressions
Un1 ¼ a0 þ a1
w0 ðnnÞ
wðnnÞ
1 d w0 ðnnÞwðnnÞ
0
@
1
A: ð23Þ
in accordance with (13c). Substituting (16) and (23) along with (10)
into Eq. (15), clearing the denominator, setting the coefficients of
w0
w
 l
ðl ¼ 2;4Þ to zero, we derive a system of nonlinear algebraic
equations for a0, a1, d and k. Solving the resulting system, we get
the relation
a0 ¼ a0; a1 ¼ d2 ; k ¼ 2d; ð24Þwhich yields a discrete rational function solution to Eq. (2) as
unðtÞ ¼ a0 þ d2
C1
C1ðdn 2dt þ aÞ þ C2
 
; ð25Þ
where a0, d, a, C1 and C2 remain arbitrary.3.4. Some special solutions
We can further analyze our results by assigning special values
to the arbitrary parameters C1 and C2. For example, if we set
‘‘C1 = 0 and C2– 0’’ or ‘‘C1– 0 and C2 = 0’’ in (19), respectively, then
we get formal discrete solitary wave solutions to Eq. (2) as
unðtÞ ¼ a0 þ 12 tanh d
ffiffiffiffiffiffiffilpð Þ tanh ffiffiffiffiffiffiffilp dn sinh 2d ffiffiffiffiffiffiffilp
 
ffiffiffiffiffiffiffilp t þ a
  
; ð26Þ
unðtÞ ¼ a0 þ 12 tanh d
ffiffiffiffiffiffiffilpð Þ coth ffiffiffiffiffiffiffilp dn sinh 2d ffiffiffiffiffiffiffilp
 
ffiffiffiffiffiffiffilp t þ a
  
; ð27Þ
where a0, d, a and l(<0) remain arbitrary (see Fig. 1).
By the same token, if we let ‘‘C1– 0 and C2 = 0’’ or ‘‘C1 = 0 and
C2– 0’’ in (22) respectively, then we get formal discrete periodic
wave solutions to Eq. (2) as
unðtÞ ¼ a0  12 tan d
ffiffiffi
l
pð Þ tan ffiffiffilp dn sin 2d ffiffiffilp
 
ffiffiffilp t þ a
  
; ð28Þ
unðtÞ ¼ a0 þ 12 tan d
ffiffiffi
l
pð Þ cot ffiffiffilp dn sin 2d ffiffiffilp
 
ffiffiffilp t þ a
  
; ð29Þ
where a0, d, a and l(>0) remain arbitrary (see Fig. 2).Fig. 2. A profile of (28) for a0 = 0, d = 1, l = 1, a = 0 at time t = 0 for n from 20 to 20.
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Now, we aim to solve a system of fractional-type DDEs. As be-
fore, we first make the transformation
un ¼ UnðnnÞ; vn ¼ VnðnnÞ; nn ¼ dnþ kt þ a; ð30Þ
where d and k are real parameters to be specified,whilea denotes the
phase shift. Substituting (30) into the system (3) leads to the system
kU0n ¼
ðVnþ1  Vn1Þð1 U2nÞð1 V2nÞ
ðVn1 þ VnÞðVn þ Vnþ1Þ ;
kV 0n ¼
ðUnþ1  Un1Þð1 U2nÞð1 V2nÞ
ðUn1 þ UnÞðUn þ Unþ1Þ ;
ð31Þ
where prime denotes derivative with respect to the new indepen-
dent variable nn. Our procedure suggests then to look for special
solutions of the system (31) in the form
Un ¼ a0 þ a1 w
0ðnnÞ
wðnnÞ
 
; a1 – 0;
Vn ¼ b0 þ b1 w
0ðnnÞ
wðnnÞ
 
; b1 – 0;
ð32Þ
where w(nn) satisfies Eq. (10), while a0, a1, b0 and b1 are arbitrary
constants to be specified. Since the procedure is similar, it will be
logical, from the next section on, to omit some details for brevity.
4.1. Hyperbolic function solutions
In case l < 0, substituting (32), Un±1 and Vn±1 along with (10)
into the system (31), clearing the denominator, setting the coeffi-
cients of w
0
w
 l
ðl ¼ 0;1; . . . ;6Þ to zero, we derive a system of nonlin-
ear algebraic equations for a0, a1, b0, b1, d, k and l. Solving the
resulting system, we get the relations
a0¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12b1 ffiffiffiffiffiffiffilp coth d ffiffiffiffiffiffiffilp lb21
q
12b1 ffiffiffiffiffiffiffilp coth d ffiffiffiffiffiffiffilp  	 ;
a1¼b1 12b1 ffiffiffiffiffiffiffilp coth d ffiffiffiffiffiffiffilp  	 ;
b0¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12b1 ffiffiffiffiffiffiffilp coth d ffiffiffiffiffiffiffilp b1lb21
q
;
b1¼b1; k¼2b21
ffiffiffiffiffiffiffilp tanh d ffiffiffiffiffiffiffilp 2b1 ffiffiffiffiffiffiffilp 	 ;
ð33Þ
a0¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12b1 ffiffiffiffiffiffiffilp coth d ffiffiffiffiffiffiffilp lb21q 12b1 ffiffiffiffiffiffiffilp coth d ffiffiffiffiffiffiffilp  	 ;
a1¼b1 12b1 ffiffiffiffiffiffiffilp coth d ffiffiffiffiffiffiffilp  	 ;
b0¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12b1 ffiffiffiffiffiffiffilp coth d ffiffiffiffiffiffiffilp b1lb21q ; b1¼b1;
k¼2b21
ffiffiffiffiffiffiffilp tanh d ffiffiffiffiffiffiffilp 2b1 ffiffiffiffiffiffiffilp 	 ;
ð34Þ
a0¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ2b1 ffiffiffiffiffiffiffilp coth d ffiffiffiffiffiffiffilp lb21
q
1þ2b1 ffiffiffiffiffiffiffilp coth d ffiffiffiffiffiffiffilp  	 ;
a1¼b1 1þ2b1 ffiffiffiffiffiffiffilp coth d ffiffiffiffiffiffiffilp  	 ;
b0¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ2b1 ffiffiffiffiffiffiffilp coth d ffiffiffiffiffiffiffilp lb21
q
; b1¼b1;
k¼2b21
ffiffiffiffiffiffiffilp tanh d ffiffiffiffiffiffiffilp þ2b1 ffiffiffiffiffiffiffilp 	 ;
ð35Þ
a0¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ2b1 ffiffiffiffiffiffiffilp coth d ffiffiffiffiffiffiffilp lb21q 1þ2b1 ffiffiffiffiffiffiffilp coth d ffiffiffiffiffiffiffilp  	 ;
a1¼b1 1þ2b1 ffiffiffiffiffiffiffilp coth d ffiffiffiffiffiffiffilp  	 ;
b0¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ2b1 ffiffiffiffiffiffiffilp coth d ffiffiffiffiffiffiffilp lb21q ; b1¼b1;
k¼2b21
ffiffiffiffiffiffiffilp tanh d ffiffiffiffiffiffiffilp þ2b1 ffiffiffiffiffiffiffilp 	 :
ð36ÞHere and henceforth, the signs are ordered vertically. Setting the
parameter values (33)–(36) into the expression (32) in accordance
with (11a), one can construct various types of discrete hyperbolic
function solutions to the system (3). For instance, (33) leads to
unðtÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12b1 ffiffiffiffiffiffiffilp coth d ffiffiffiffiffiffiffilp lb21
q
12b1 ffiffiffiffiffiffiffilp coth d ffiffiffiffiffiffiffilp 
þ b1
ffiffiffiffiffiffiffilp
12b1 ffiffiffiffiffiffiffilp coth d ffiffiffiffiffiffiffilp 
C1 cosh
ffiffiffiffiffiffiffilp nn þC2 sinh ffiffiffiffiffiffiffilp nn 
C1 sinh
ffiffiffiffiffiffiffilp nn þC2 cosh ffiffiffiffiffiffiffilp nn 
 !
;
vnðtÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12b1 ffiffiffiffiffiffiffilp coth d ffiffiffiffiffiffiffilpð Þb1lb21
q
þb1 ffiffiffiffiffiffiffilp C1 cosh
ffiffiffiffiffiffiffilp nn þC2 sinh ffiffiffiffiffiffiffilp nn 
C1 sinh
ffiffiffiffiffiffiffilp nn þC2 cosh ffiffiffiffiffiffiffilp nn 
 !
;
ð37Þ
where nn ¼ dn 2b
2
1
ffiffiffiffiffilp
tanh d
ffiffiffiffiffilpð Þ2b1 ffiffiffiffiffilp t þ a, while b1, d, a, l(<0), C1 and
C2 remain arbitrary.
4.2. Trigonometric function solutions
In case l > 0, substituting (32), Un±1 and Vn±1 along with (10)
into the system (31), clearing the denominator, setting the coeffi-
cients of w
0
w
 l
ðl ¼ 0;1; . . . ;6Þ to zero, we derive a system of nonlin-
ear algebraic equations for a0, a1, b0, b1, d, k and l. Solving the
resulting system, we get the relations
a0 ¼ 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 2b1 ffiffiffilp cot d ffiffiffilp  lb21
q
1 2b1 ffiffiffilp cot d ffiffiffilp  	 ;
a1 ¼ b1 1 2b1 ffiffiffilp cot d ffiffiffilp  	
b0 ¼ 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 2b1 ffiffiffilp cot d ffiffiffilp  lb21
q
; b1 ¼ b1;
k ¼ 2b21
ffiffiffilp tan d ffiffiffilp  2b1 ffiffiffilp 	 ;
ð38Þ
a0 ¼ 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 2b1 ffiffiffilp cot d ffiffiffilp  lb21
q
1 2b1 ffiffiffilp cot d ffiffiffilp  	 ;
a1 ¼ b1 1 2b1 ffiffiffilp cot d ffiffiffilp  	
b0 ¼ 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 2b1 ffiffiffilp cot d ffiffiffilp  lb21
q
; b1 ¼ b1;
k ¼ 2b21
ffiffiffilp tan d ffiffiffilp  2b1 ffiffiffilp 	 ;
ð39Þ
a0 ¼ 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2b1 ffiffiffilp cot d ffiffiffilp  lb21
q
1þ 2b1 ffiffiffilp cot d ffiffiffilp  	 ;
a1 ¼ b1 1þ 2b1 ffiffiffilp cot d ffiffiffilp  	 ;
b0 ¼ 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2b1 ffiffiffilp cot d ffiffiffilp  lb21
q
; b1 ¼ b1;
k ¼ 2b21
ffiffiffilp tan d ffiffiffilp þ 2b1 ffiffiffilp 	 ;
ð40Þ
a0 ¼ 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2b1 ffiffiffilp cot d ffiffiffilp  lb21
q
1þ 2b1 ffiffiffilp cot d ffiffiffilp  	 ;
a1 ¼ b1 1þ 2b1 ffiffiffilp cot d ffiffiffilp  	 ;
b0 ¼ 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2b1 ffiffiffilp cot d ffiffiffilp  lb21
q
; b1 ¼ b1;
k ¼ 2b21
ffiffiffilp tan d ffiffiffilp þ 2b1 ffiffiffilp 	 :
ð41Þ
Setting the parameter values (38)–(41) into the expression (32) in
accordance with (11b), one can construct various types of discrete
trigonometric function solutions to the system (3). For example,
(38) gives
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 2b1 ffiffiffilp cot d ffiffiffilp  lb21
q
1 2b1 ffiffiffilp cot d ffiffiffilp   
b1
ffiffiffilp
1 2b1 ffiffiffilp cot d ffiffiffilp  
 C1 sin
ffiffiffilp nn þ C2 cos ffiffiffilp nn 
C1 cos
ffiffiffilp nn þ C2 sin ffiffiffilp nn 
 !
;
vnðtÞ ¼ 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 2b1 ffiffiffilp cot d ffiffiffilpð Þ  lb21
q
þ b1 ffiffiffilp C1 sin
ffiffiffilp nn þ C2 cos ffiffiffilp nn 
C1 cos
ffiffiffilp nn þ C2 sin ffiffiffilp nn 
 !
;
ð42Þ
where nn ¼ dnþ 2b
2
1
ffiffilp
tan d
ffiffilpð Þ2b1 ffiffilp t þ a, while b1, d, a, l(>0), C1 and C2
remain arbitrary.
4.3. Rational function solutions
In case l = 0, substituting (32), Un±1 and Vn±1 along with (10)
into the system (31), clearing the denominator, setting the coeffi-
cients of w
0
w
 l
ðl ¼ 0;1; . . . ;6Þ to zero, we derive a system of nonlin-
ear algebraic equations for a0, a1, b0, b1, d and k. Solving the
resulting system, we get the relations
a0 ¼  dd 2b1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 2b1
d
r
; a1 ¼  db1d 2b1 ;
b0 ¼ 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 2b1
d
r
; b1 ¼ b1; k ¼ 2b
2
1
d 2b1 ; ð43Þ
a0 ¼  dd 2b1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 2b1
d
r
; a1 ¼ db1d 2b1 ;
b0 ¼ 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 2b1
d
r
; b1 ¼ b1; k ¼  2b
2
1
d 2b1 ; ð44Þ
a0 ¼  ddþ 2b1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2b1
d
r
; a1 ¼ db1dþ 2b1 ;
b0 ¼ 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2b1
d
r
; b1 ¼ b1; k ¼  2b
2
1
dþ 2b1 ; ð45Þ
a0 ¼  ddþ 2b1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2b1
d
r
; a1 ¼  db1dþ 2b1 ;
b0 ¼ 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2b1
d
r
; b1 ¼ b1; k ¼ 2b
2
1
dþ 2b1 : ð46Þ
Inserting the parameter values (43)–(46) into the expression (32) in
accordance with (11c), it is possible construct various types of dis-
crete rational function solutions to the system (3). For instance, (43)
yields
unðtÞ ¼  dd 2b1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 2b1
d
r
 db1
d 2b1
C1
C1 dnþ 2b
2
1
d2b1 t þ a
 
þ C2
0
B@
1
CA;
vnðtÞ ¼ 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 2b1
d
r
þ b1 C1
C1 dnþ 2b
2
1
d2b1 t þ a
 
þ C2
0
B@
1
CA;
ð47Þ
where b1, d, a, C1 and C2 remain arbitrary. Of course, as was done in
the preceding section, one can assign special values to the arbitrary
parameters C1 and C2 in the above expressions for further analysis.
We skip this procedure for the sake of brevity.
Remark 1. In exact solution methods, the reduction of given PDEs
to simpler integrable ODEs is quite common. The essential part of
our method, which can be thought as a special case ofthe transformed rational function method [23], is based on the
proposal that the special functions that one takes to expand the
exact solution are the general solution of simpler ODE with a
higher order than the original differential equation with eminent
solution. The main point of the transformed rational function
method, which successfully unifies some already known methods,
is to look for rational solutions to variable-coefficient ODEs
deduced from given PDEs. This is accomplished with the introduc-
tion of a new variable by a solvable ODE. Another sophifisticated
technique is the Frobenius integrable decompositions (FIDs)
method [24] for PDEs. The core point of FIDs method is to
transform nonlinear PDEs into systems of Frobenius integrable
ODEs with cubic nonlinearity. The invariant subspace method [25]
is also introduced to demonstrate more unity and more diversity of
exact solutions to PDEs. The key idea is to take subspaces of
solutions to linear ODEs as invariant subspaces that PDEs assume.
The crucial point of the ansatze method [26] is to choose a simplest
equation which is solvable by quadratures. For instance, using the
general Ricatti equation vn = a0 + a1v + a2v2, a2– 0, more general
solutions to PDEs could be generated. We refer the formulas (40)–
(42) in [26] for the solutions of the general Ricatti equation. The
discrete Jacobi sub-equation method presented in [27] provides
exact solutions to nonlinear DDEs in a unified form by means of
Jacobi elliptic functions sn, cn and dn. The essential idea of the
method is to reduce the difference terms of DDEs by an auxiliary
difference equation and the differential terms of DDEs by an
auxiliary differential equation.5. Conclusion
In general, it is known that fractional-type DDEs are difficult to
tackle. Nevertheless, we have shown that some can be solved by
the extended simplest equation method in a straightforward
way. For the equations under study, three types of exact solutions
(hyperbolic, trigonometric and rational) are computed for the first
time. Some solutions are analyzed by assigning special values to
the parameters. We checked the correctness of the solutions by
putting them back into the original equation. This provides an ex-
tra measure of confidence in the results. The solution procedure of
our method is easy, reliable and efficient, as well as does not re-
quire a large amount of run-time with the help of a computer alge-
bra system like MATHEMATICA. Of course, we are aware of the fact
that not all such equations can be treated with this method. For
example, our approach does not yield any real-valued solutions
to the following fractional-type DDE [12]
_un ¼
ðun1  unþ1Þ au4n þ bu2n þ c
 
ðUn1 þ UnÞðUn þ Unþ1Þ ; ð48Þ
where a, b and c are arbitrary parameters. However, we believe that
we achieved our goal of providing exact and explicit solutions for
the Eq. (2) and the system (3) which are subject to some adequate
physical interpretations in the future. In conclusion, it seems that
the extended simplest equation method can be used for several
other fractional-type DDEs. This will be our next step to be under-
taken later on.
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