Abstract. Consider a symmetric pair (G, K) of linear algebraic groups with g ∼ = k ⊕ p, where k and p are defined as the +1 and -1 eigenspaces of the involution defining K. We view the ring of polynomial functions on p as a rep-
Introduction
Let K be a reductive linear algebraic group over C. Let U where χ λ is the character of U λ . Our main example is as follows. Let (ρ, V ) be a representation of K. Let P(V ) be the representation of K consisting of the complex-valued polynomial functions of [3] . Included in these examples is the case of (GL(2k), Sp(k)). A family of examples not completely understood is the pair (GL(n), O(n)) for n ≥ 5. In order to understand these examples better, we develop a certain stable range in which the graded components of the harmonic polynomials can be completely decomposed.
The pairs addressed in this paper are ((GL(n), O(n))), (GL(2n), Sp(n)), (O(n + k), O(n) × O(k)) and (Sp(n + k), Sp(n) × Sp(k)). In each of these examples we describe a stable range in H p and H k where a formula for the q-multiplicity is provided by certain symmetric functions identities.
In the case G = O(n + k) and K = O(n) × O(k) the Kostant-Rallis theorem does not apply directly because G is not connected. Nevertheless, P(p) is a free module over P (p) K . This case is addressed in Section 6.
Remark 1.3. Note that the q-multiplicity in H k for (O(n + k), O(n) × O(k)) and (Sp(n+k), Sp(n)×Sp(k)) reduces to the (GL(n), O(n)) and (GL(2k), Sp(k)) cases.
At the end of this introduction is a table summarizing these cases.
1.1. Notation. By a partition λ we mean a finite sequence of weakly decreasing positive integers, λ 1 ≥ λ 2 ≥ · · · ≥ λ l . (In the case when there exists an i such that the integer λ i < 0, we will refer to the sequence as an integer partition.) The number of terms in the sequence λ will be called the length of λ and denoted l(λ). Partitions (or integer partitions) will always be denoted by lower case Greek letters. Let |λ| = i λ i denote the size of λ. Given a partition λ, we denote the conjugate partition to λ by λ -that is, the partition obtained by flipping the Young diagram of λ over the main diagonal. Equivalently, (λ ) i = {j : λ j ≥ i}. Note that |λ| = |λ | and l(λ) = (λ ) 1 . The following sets of partitions are fundamental for the results in this paper:
P R = {λ : λ i ∈ 2Z for all i} , P C = {λ : (λ ) i ∈ 2Z for all i} . (1.5)
The set P R (resp. P C ) consists of partitions whose Young diagrams have even rows (resp. columns). The sets P R and P C will be central to this work.
The statement of the main theorem will involve defining certain formal power series in terms of symmetric function theory. The theory of symmetric functions is highly developed (see [8] ). We recall the ingredients which we need briefly. Let S n denote the symmetric group on n letters. The ring C[x 1 , · · · , x n ] Sn of symmetric polynomials in x 1 , · · · , x n will be denoted by Λ n . This ring is graded by degree; so let Λ Remark 1.4. A consequence of the Weyl character formula is that s λ (x) is the character of the irreducible representation of GL(n) evaluated on the diagonal matrix with diagonal entries x 1 , · · · , x n . From this point of view it is clear that s λ (x) ∈ Λ n , since the the coefficients of the monomials can be interpreted as weight multiplicities.
In [8] , Section I.2, it is explained how we pass to a ring of symmetric functions in infinitely many variables x 1 , x 2 , x 3 , · · · by setting up an inverse limit,
In this way Λ is given a graded ring structure. From this point of view, s λ (x) has a precise meaning in infinitely many variables, x = x 1 , x 2 , x 3 , · · · (see [8] , p. 40, Section I.3). Definition 1.5. Consider the following four products:
When each of the above products is expanded into a formal power series in q and x 1 , x 2 , · · · , the coefficients of q d for any d are symmetric polynomials. Therefore, there exists a unique expansion of each product in terms of Schur polynomials. Let p RR (µ, q) (resp. p RC (µ, q), p CR (µ, q), p CC (µ, q)) be the formal series in q that is the coefficient of s µ (x) in the Schur function expansion of equation (1.8) (resp. (1.9), (1.10), (1.11)). That is,
(1.12)
In the same spirit, we also define an analog of the above for two sets of variables:
When each of the above is expanded in terms of Schur functions, the coefficients are formal power series in q indexed by a pair of partitions. That is to say,
(1.15)
The parameters µ (and ν) in Definition 1.5 will in general index an irreducible representation of the group K. Here we set up some notation for indexing the irreducible representations of GL(n), O(n) and Sp(k). GL(n) representations. Let λ be an integer partition with at most n parts. By F λ (n) we will mean the irreducible finite-dimensional representation of GL(n) with highest weight given by λ. The weights are parameterized as usual by the action of the diagonal matrices in GL(n). O(n) representations. The complex (or real) orthogonal group has two connected components. Because the group is disconnected, we cannot index irreducible representation by highest weights. There is, however, an analog of Schur-Weyl duality for the case of O(n) in which each irreducible regular representation is indexed uniquely by a non-negative integer partition ν such that (ν ) 1 + (ν ) 2 ≤ n. That is, the sum of the first two columns of the Young diagram of ν is at most n. Before we proceed it is necessary to explain some convenient notation in the context of formal power series.
] denote the ring of formal power series in an indeterminate q over a field k. Let there be given
for all r with 0 ≤ r ≤ d, then we will say that F 1 (q) = F 2 (q) up to order d, and write 
Remark 1.8. Part (1.18) of Theorem 1.7 appeared in the author's thesis (see [10] ), which was written under the direction of Professor Nolan Wallach. Remark 1.9. We summarize the cases addressed in Theorem 1.7 in the following table.
q
The goal of the remainder of the paper is to provide a proof of Theorem 1.7 on a case-by-case basis. In Section 2 we develop the Hilbert series of several rings of invariants which arise in classical invariant theory. In all cases the result is deduced from the Cartan-Helgason theorem applied to certain multiplicity-free spaces.
In Section 3 the Littlewood restriction formulas are introduced. These formulas are fundamental to the results of the paper. Briefly, these are branching multiplicity formulas for the standard inclusions O(n) ⊆ GL(n) and Sp(k) ⊆ GL(2k).
In Section 4 some identities in the theory of symmetric functions are developed. These identities are then related to the Kostant-Rallis theorem via the Littlewood restriction formulas in the remaining sections. Section 5 addresses the cases labelled RR, RC, CR, and CC, while Section 6 addresses the remaining two cases: GR,GR and GC,GC.
Acknowledgements. The author thanks Professor Nolan Wallach for insightful conversations regarding several aspects of this work.
The Cartan-Helgason theorem and some consequences
Given a graded representation W, the Hilbert series of W will be a formal series in q in which the coefficient of
K inherits a grading from W. In this section we recall the Hilbert series for W K in some well-known examples where the invariants are a polynomial ring.
Theorem 2.1. The Hilbert series for
and V is the symmetric or exterior square of the standard representation is
It is important to note that each case of Theorem 2.1 is an instance of the Chevalley restriction theorem for O(n) or Sp(k) (see [9] ).
We will describe here some representations of GL(n) which will be of interest later on in the paper, and then we will provide a proof of Theorem 2.1.
As a representation of
As a representation of GL(n), the space of symmetric n × n matrices (under the action g · X = gXg T ) is equivalent to the symmetric square of the standard representation, denoted
Proposition 2.4.
Proof. See [2] , p. 257, Section 5.2.5.
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As a representation of GL(n), the space of skew-symmetric n×n matrices (under the action g · X = gXg T ) is equivalent to the exterior square of the standard representation, denoted
Proposition 2.5.
Proof. See [2] , p. 258, Section 5.2.6.
Theorem 2.6 (Cartan-Helgason).
Given a partition λ with at most n parts,
and in the case where n = 2k,
Proof. See [2] , p. 549, Section 12.3.3.
Proof of Theorem 2.1. Applying Theorem 2.6 to the decompositions in Propositions 2.4 and 2.5, we obtain
Closing the sums (2.10)-(2.13) is straightforward.
The Littlewood restriction formula

Definition 3.1 (Littlewood-Richardson coefficients). Given λ, µ and ν with
In this sense 3.1 is independent of n. This point of view is illuminated from SchurWeyl duality (see [2] ) and the theory of symmetric functions (see [8] ). 
Notice that the hypotheses of Theorems 3.5 and 3.7 do not include an arbitrary parameter for the representation of the general linear group. These hypotheses are necessary, but for certain ν it is possible to weaken them considerably. For more discussion on this point, see [10] and [1] .
Results from symmetric function theory
Proposition 4.1 (Cauchy-Littlewood).
Proof. See [8] , p. 63, I.4, Equation (4.3).
Proposition 4.2.
Proof. See [8] , p. 77, I.5, Example 5(a). Let ( * , * ) denote the Hall scalar product (defined so that the Schur polynomials are an orthonormal set (see [8] )). In terms of ( * , * ), another way to state Definition 4.5 is
In this sense the operator that takes s λ to s λ/µ is adjoint to the operator given by multiplication by s µ .
By s λ (x, y) we will mean the Schur function in the variables consisting of the union of the variable sets {x 1 , x 2 , · · · } and {y 1 , y 2 , · · · }. Proposition 4.6. 
We expand the above in two ways. First, viewing the concatenation of x with y as one set of variables, by Proposition 4. We now expand Equation (4.8) using Propositions 4.1 and 4.7 as follows: 
The result follows from taking the coefficients of s µ (y) in (4.11) and (4.14). (5)). Let µ be a partition. Then
Proof. The proof is essentially the same as Proposition 4.7 except we use Proposition 4.8 instead of Proposition 4.7.
Definition 4.9.
A RR (q, x) = λ,µ∈PR
The goal of this section is to establish Proposition 4.10.
The proof of Proposition 4.10 will need a few lemmas. Here we apply Proposition 4.7:
Lemma 4.11.
Reorganizing the sum, we obtain the result: Reorganizing the sum, we obtain the result:
Equation (4.22): By definition,
Here we apply Proposition 4.8:
Reorganizing the sum, we obtain the result. Equation 
(4.37)
Lemma 4.12.
A RR (q, q
We point it out because we will be tacitly using this fact.
Remark 4.14. In our context the coefficient field k in Definition 1.6 is to be rational functions in the countably infinite set of variables x 1 , x 2 , x 3 , · · · .
Proof. In each case we expand the expression given in Definition 4.9. Equation (4.38): The polynomials s λ/µ (x) are homogeneous polynomials of degree |λ| − |µ|. Hence,
Separate the sum into two cases: |λ| = |µ| and |λ| = |µ|. Then,
The formal series in the first sum is easily seen to be
The lowest power of q occurring in the second term is obtained when |λ|−|µ| = 1. In this case, the power is not less than The proof is exactly as in Equation (4.39), except that λ ∈ P C and µ ∈ P R . Equation (4.41): The proof is exactly as in Equation (4.38), except that λ, µ ∈ P C .
Proof of Proposition 4.10. We will handle each case seperately.
Case A RR (q, x): 
As a formal series in q we have that, up to order d in q,
We apply (4.38) of Lemma 4.12, to obtain 
Iterating the above 2 steps d times, we find that
Applying (4.39) of Lemma 4.12, we find that, as a formal series in q, A RC (q, x) is
As before, the result follows from the fact that the left side is independent of d. Case A CR (q, x): This case is similar to that of A RC (q, x) with the roles of R and C interchanged, and Equations (4.22) and (4.21) from Lemma 4.11 interchanged. Also, in Lemma 4.12, use (4.40) instead of (4.39).
Case A CC (q, x): Proceeding in a similar manner as in the A RR (q, x) case, we first establish from(4.23) of Lemma 4.11 that
Apply (4.41) of Lemma 4.12, to obtain
Notice that the left side of the above equation is independent of d.
The Stable Range
We now prove Theorem 1.7 on a case by case basis. They are all similar, but not exactly the same. Consequently, case RR is done in detail, the others in less detail. Changes from the RR case will be pointed out when necessary. 
Proof. From the Kostant-Rallis theorem we have that the left side of (5.6) is the q-multiplicity of the O(n) representation E ν in the graded space P(S 2 C n ). We will expand the q-character of this space in another way to obtain the result. First we will decompose the space with respect to the action of GL(n) from Proposition 2.4,
Restricting the action to O(n), we obtain
We split off the terms in the above sum with λ of size n or smaller:
Now we have an expression for the q-character up to order
|λ|. This is because, if λ ∈ P R , then λ = 2σ for some partition σ. We have l(λ) = l(σ), l(σ) ≤ |σ|, and |σ| = 
We can now apply Theorem 3.5:
Extracting the coefficient of char E ν (n) in the above expression, we obtain the right side of (5.6).
Proof of (1.18) of Theorem 1.7. The result is immediate from the fact that the right sides of (5.1) and (5.6) are equal up to order 
Proof. By (1.9) in Definition 1.5 we have 
Proof. From Kostant's theorem we have that the left side of (5.18) is the qmultiplicity of the Sp(k) representation V ν in the graded space P(S 2 C 2k ). We will expand the q-character of this space in another way to obtain the result. First we will decompose the space with respect to the action of GL(2k) from Proposition 2.4:
We then restrict the action to Sp(k) and expand in terms of the irreducible characters for the subgroup:
We split off the terms in the above sum with λ of size k or smaller:
Now we have an expression for the q-character up to order k in q:
Since λ ∈ P R , we have l(λ) ≤ 1 2 |λ| and so l(λ) ≤ k. Therefore,
We can now apply Theorem 3.7:
Extracting the coefficient of char V ν (k) in the above expression, we obtain the right side of Equation (5.18).
Proof of (1.19) in Theorem 1.7. The result is immediate from the fact that the right sides of (5.13) and (5.18) are equal up to order k in q.
Case CR. Proposition 5.5. For all partitions
Proof. By (1.10) of Definition 1.5, we have After rearranging the order of summation we obtain the result:
K . This does not follow directly from Kostant's theorem since K is not connected. However, we can reduce the freeness assertion to the case of SO(n).
Let p (n)
ν (q) be the q-multiplicity in the space H k for the symmetric pair (GL(n), O(n)).
Proof. By the above remark, the left side of (5.30) is the q-multiplicity of the O(n) representation E ν in the graded space P(∧ 2 C n ). We will expand the q-character of this space in another way to obtain the result. First we decompose the space with respect to the action of GL(n) from Proposition 2.5:
We then restrict the action to O(n) and expand in terms of the irreducible characters for the subgroup:
We split off the terms in the above sum that correspond to those λ of size n 2 or smaller:
We can now apply Theorem 3.5: Proof. By (1.11) in Definition 1.5, we have 
Proof. By the Kostant-Rallis theorem the left side of (5.42) is the q-multiplicity of the Sp(k) representation V ν in the graded space P(∧ 2 (C 2k )). We will expand the q-character of this space in another way to obtain the result. First we decompose the space with respect to the action of GL(2k) from Proposition 2.4:
We then restrict the action to Sp(k):
But l(λ) ≤ |λ|; so we have l(λ) ≤ k in the above expression. Therefore,
Extracting the coefficient of charV ν (k) in the above expression, we obtain the right side of (5.42).
Proof of (1.21) of Theorem 1.7. The result is immediate from the fact that the right sides of (5.37) and (5.42) are equal up to order k 2 in q.
GR GR and GC GC
Proposition 6.1. The Hilbert series is
Proof. Using Proposition 2.3 and Theorem 2.6, the Hilbert series for
Each formal sum can be easily closed to obtain the stated rational expressions. 
Now expand R(x, y, z, w) as follows:
Now take the coefficient of s α (z)s β (w) in (6.6) and (6.9). 
Proof. We prove the first case, as the second is similar. By definition A GR,GR (q, x, y) is
Using homogeneity and Proposition 6.2,
. (6.18) Proposition 6.5. As formal power series in q,
Proof. We expand the expression defining A GR,GR as a series in q. The polynomials s λ/µ (x) are homogeneous polynomials of degree |λ| − |µ|. Hence, The lowest power of q occurring in the second term is obtained when 2|λ|−|µ|−|ν| = 1. In this case, the power is not less than We can take p to be the complex k × n matrices M k,n under the action (g, h) · X = gXh −1 for g ∈ GL(k), h ∈ GL(n) and X ∈ M k,n . This action defines an action of K and K on p by restriction which is the same as the restriction of the adjoint action of G on p. P(p) is a free module over P (p) K . This fact does not follow directly from the Kostant-Rallis theorem, because G is disconnected. In the following, we reduce this freeness assertion to the (G , K ) case of the Kostant-Rallis theorem.
See [2] , Chapter 12, Section 4, Example 6, for the following description of the invariant ring P(p) K : If k = n, then P(p) K is generated by the algebraically independent polynomials u i = Trace((XX T ) i ) for i = 1, . . . , min(k, n).
, where p = det(X), with u 1 , · · · , u n−1 , and p algebraically independent.
We should remark that in the (G , K ) case of the Kostant-Rallis theorem, the Lie algebra g of G can be taken as the skew-symmetric matrices of size (k +n)×(k +n) with X ∈ M k,n ∼ = p, embedded as
Under this embedding the polynomial p is the Pfaffian of v(X). If n = k, then X is in fact a square matrix and p = det(X). Proof. The result follows from the fact that the invariant ring is generated by the above algebraically independent polynomials having the appropriate degrees. Proposition 6.9. P(M k,n ) is a free module over P(M k,n ) O(k)×O(n) .
