INTRODUCTION
A high current electron storage ring -the S.R.S. - has been constructed at the Daresbury Laboratory, England, for the production of Synchrotron Radiation and is now in the commissioning stage at the time of writing. The r.f. system consists basically of a Klystron amplifier feeding four separate r.f. cavities at 500 MHz across which a total peak effective voltage of V is developed. This system must perform the following functions in a stable and controlled fashion:
(a) Accumulate the electron beam at the injection energy of 600 MeV, the beam being "supplied" in increments of about 10 mA by a small circular accelerator working at a repetition frequency of 10 Hz. The design current is I Amp in 160 bunches.
(b) Accelerate the beam in a period of minutes to the design storage mode energy of 2 GeV.
(c) Store the beam for a period of hours with minimum r.f. power demand. Under this condition an electron radiates energy at about 250 KeV/turn and the ratio of effective volts to the radiation loss must exceed a specific minimum in order to preserve the beam for an adequate lifetime. This "over voltage" ratio is approximately 7:1 in the present design and has strongly influenced the choice of the r.f. operating parameters.
Earlier work] at the Daresbury Laboratory presented r.f. system Figure 1 .
Vector diagram.
It should be noted that in the ideal operating situation = 0 for correct detuning and the parameters are such that the beam/cavity system presents a match to the r.f. generator, thus avoiding waste reflected power. This is achieved by detuning the cavity appropriately so that its resonant frequency is lower than the r.f. source frequency and then suitably coupling it to the r.f. feeder line.
Analysis then yields a set of coupled, non-linear differential equations in these variables. The The feedback loop is illustrated in Figure 2 .
In general F may be a product of matrices, and will in principle contain feedback characteristics such as bandwidth, gain and delay. This then yields the closedloop transfer function matrix for the system. The various transfer-function matrix models for each of the above cases are detailed in Table I in 
again with coefficients that depend on the operating condition.
The coefficients of the polynomials defining the various models are very large and might pose severe numerical problems for the analysis and simulation procedures to be used. It was therefore decided to apply some frequency scaling (i.e. substitute s = 10-6s), normalisation (i.e. divide every coefficient by 1024, and some amplitude scaling (i.e. multiply every numerator coefficient by 106). This resulted in a set of scaled models, shown in Table 2 . In these models, the frequency characteristics must be interpreted in M-Hertz (or M-radians per second), and the outputs from these models, namely cavity-voltage anplitude and phase must be interpreted in ia-volts and iradians. Upper case letters will be used to refer to the various scaled models (Table 2) .
Some care was required in generating these coefficients, as a small difference between two large numbers could be significant.
CONTROL STUDIES (2)
The initial report J had demonstrated that the beam cavity system showed a beam intensity dependent "interaction" resulting from the off-diagonal elements of the system matrix becoming increasingly significant as beam loading and cavity detuning increased. A particular design technique of Rosenbrock (7) hinges on the removal of this interaction by suitable analytic operations on the matrix, described as compensation, which must, however, for subsequent practical purposes, have a convenient physical realisation in terms of circuitry.
A matrix of constants may be readily diagonalised by a variety of methods; for a matrix of polynomials, however, this is more difficult, and it has been shown (7) that only a partial diagonalisation is required, with the significance of the off-diagonal elements being reduced to a suitable level rather than completely removed. This state is referred to as "diagonal dominance" in the control system literature.
Accordingly work commenced on the design of a possible compensator for the system using the inverse Nyquist array method(7).
Inverse Nyquist Array Method
The inverse Nyquist array (INA) of the system transfer matrix is generated by the following prescription:
This is evaluated as a function of a over the range O < a < 0.5 rad/s (scaled). In particular we are concerned with whether the off-diagonal elements, g12 and 921, are greater than gl and g22 respectively. This frequency, however, is not in general a natural frequency of the coupled system. As we approach the 1418 synchrotron angular frequency, elements g 1 g22 and g12 become indefinitely large, as shown by the rapidly enlarging circles on Figure 3 . A detailed investigation was carried out to develop a suitable compensator using row operations on the transfer matrix. This readily succeeded in removing the interaction from g1, sufficiently to obtain diagonal dominance, except in the vicinity of ws. However, the encirclement associated with i2l was not readily removed. Because of the nature of the system, it appears difficult to achieve diagonal dominance in a simple way. In view of this the technique appears to be inappropriate for the problem, and therefore was not pursued further.
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Design Using the Multivariable Root-Locus
The multivariable root-locus method, as used in this study, is simply a means of assessing the performance of a control scheme by plotting the positions of the closed-loop system poles, i.e. natural frequencies as an overall gain parameter is varied.
Suppose the general configuration is as in Figure 5 . in any other part of the loop, so far as the root-loci are concerned.) As X is varied, the poles of the closed-loop system will move about in the complex splane. For a given value of A, the positions of these moving poles are the roots of the equation In the multivariable root-locus method, these roots are plotted on the complex plane, as X is varied over a range of values. Preferably, the system should remain stable (all roots in the left half-plane) for all positive X . In any case, it should be stable for the nominal value of A intended to be used in the actual design, and for a wide range of variation about this value. Otherwise, the stability will be sensitive to variations in parameter values, which is clearly undesirable. In particular, the system should remain stable for all X between 0 and the nominal value, since otherwise instabilities will arise if the effective gain is reduced, e.g. due to either saturation effects or the loop being opened. The root-loci will also indicate suitable magnitude to be chosen for X in order to achieve, for example, maximum damping. Clearly, this method gives more information than would be obtained from simply calculating the closed-loop poles for a fixed gain. Still more information would be given by putting different variable gains in different loops, and thus exploring stability in a "gain space". This can also be done by multivariable root-locus methods, and may be appropriate for a more detailed investigation.
In the present study, we have set F(s) = L(s) = I (the unit matrix), and plotted in Figures 6 -8 It was found that stability was maintained for all positive values of X in all cases, so that, from this point of view, the design was already satisfactory.
(Some trials were also made to see the effect of putting different gains in the loops, and again the system remained stable for the cases examined, although only a rather limited investigation has been made so far.) In order to eliminate a steady-state error, however, the possibility of incorporating integral action was investigated. This also had the effect of reducing interaction, especially when placed in the second loop (generator phase to cavity-voltage phase). Accordingly, the root-loci were plotted for the choice (Figs. 6b, 7b, 8b) i.e. proportional action in loop I and proportional + integral in loop 2. Stability was still maintained in the cases examined, although with reduced damping, as expected. In particular, there was a tendency for damping to be poor at small gain values. This became even more marked when proportional + integral action was put in each loop, with K(s) = (1 + 0.1 ) I (Figs. 6c, 7c, 8c ) 5 to the extent that one case (C) became very nearly unstable for a certain range of gains. This effect is, however, considerably dependent on the choice of integral action constant and there is no particular reason to insist on 0.1 . (Some other trials, on case (A), indicated that 0.2 led to instability for certain gain values, while 0.05 in each loop had about the same effect as 0.1 in loop 2 only.) In any case, it seems unnecessary to have integral action in loop 1, in order to achieve satisfactory step-responses. In all cases, the root-loci indicated that the choice of X = 1 (unity feedback), as taken in the time-response simulations, was of the right magnitude to make the damping about as good as could be achieved with these compensator structures. Other more complicated structures, with entries in all elements of K(s), were briefly examined, but did not appear to give any advantage.
System Time Responses
A convenient technique for system evaluation is to apply a small step drive S(t) to a given input, and note the response ri(t) on the i possible output channels. The response to a general drive (on the same input channel) f(t) is then implied by a superposition integral of the form R(t) = Initial value term + |t df-(0) r (t-0)dO JO dO changes in the drive phase. Also, there is considerable breakthrough of lightly damped high frequency oscillation superposed in the voltage amplitude response, when the generator-drive phase is altered. The frequency of these oscillations typically varies from 445.6 KHz to 221 KHz as the system moves from injection energy (with (g = 0) to full energy with V = 1.9 MV.
Other notable features of the time responses of the open-loop system are somewhat lower frequency oscillations on both outputs which are gradually damped out as the system moves from the accumulation phase to the storage phase; the frequency of these oscillations varying from approximately 14 KHz at accumulation (with generator phase angle (g = 00) to approximately 4.6 KHz at full energy (with V = 1.9 MV). Also, as the beamcavity system progresses through acceleration to storage mode, the steady-state gains of the various transmission paths change. The most significant of these variations occurs in the path from generator drive amplitude to cavity-voltage amplitude and in the path from generator drive phase to cavity-voltage amplitude; the latter variation being helpful in control terms. However, the former variation may require scheduling of the gain in the feedback loop from cavity-voltage amplitude to generator drive amplitude to avoid reduction of stability margins during ramping.
and for drives on all channels, by further summation for linear systems. For an ideal system we would hope to see a pure step response on the appropriate output channel, and zero response on all other channels. In practice, we observe respectively. An examination of these responses (Figures 9, 10) Table 4 .
Closed-loop responses
These were obtained for a number of feedback options discussed in Section 3.2, using a gain parameter appropriate to unity feedback, which appeared to maximise damping rates as given by the root-locus plots. The conclusions of Section 3.2 are supported, proportional feedback in both loops gives a substantial suppression of overshoot and ringing, as well as interaction, while integral action eliminates the steady state error in the interacting output, at the expense of increased transients, (Figures 11-13 ).
CONCLUSIONS
The immediate conclusion is that a simple proportiorr al feedback in both loops will be of considerable benefit in stabilising the system against disturbance. The use of loop dynamics, i.e. integration, will reduce steady state error, but at the expense of reduced damping, and, indeed, even approaching instability at low loop gain. To minimise this undesirable effect the integral action should be confined to the phase loop, and a proportional factor of about unity adopted. The result concerning the advantages of proportional feedback seems in agreement with earlier work(4). Much emphasis had been placed on examining the error conditions of excess detune (B and C). One interpretation of the effect of proportional feedback is that the unstable detune region predicted by the Robinson criterion is reduced in width, and thus the use of an excessive detune offset may be avoided, giving a more satisfactory matched system. This reduction of the unstable region by feedback remains to be evaluated for the whole operating region, and, ideally, a physical interpretation of this behaviour provided.
Also, in principle, feedback could be utilized to enable higher efficiency operation of the r.f. system. At 2 GeV in the SRS, the high over-voltage defines the cavity power for given impedance, with l. At lower energies the opportunity will be available to lower the cavity voltage to such level as to increase n while still maintaining lifetime. In a future r.f. design this could enable a higher impedance structure to be used to reduce structure dissipation relative to beam power, subject to matching and detuning limitations.
Some areas remain for further study:
(a) Analysis of a multi-cavity system, with non-ideal isolation between the cavities and the Klystron, and bandwidth limitation of feedback loops. (b) The main r.f. system is powered at the harmonic multiple of the orbit frequency (h = 160). Additional powered cavities may be installed at either integral multiples of the r.f. ("high harmonic" cavities) or at a general non-harmonic integral multiple of the orbit frequency. These will influence the r.f. system. 
