Introduction: coarsening in superalloys
Quenching a multi-component alloy produces a supersaturated metastable solid which under annealing nucleates small randomly dispersed precipitates. The precipitate morphology then evolves by diffusional mass transport as the multi-phase mixture tends to minimize its energy. During this postphase-transformation morphological evolution, the phase fractions of the matrix and precipitates remain constant. This process is known as coarsening.
Coarsening is driven by two contributions to the energy: interfacial and elastic. Given the initial small size of the precipitates, interfacial energy dominates the evolution in the beginning. However, as the particle size increases, the evolution is increasingly and eventually dominantly influenced by elastic energy arising from the difference in lattice parameters (i.e. difference in stress-free strains) between the phases. Consequently, the precipitates tend to align along specific crystallographic directions. Externally applied stresses also contribute to the energy of the system and significantly modify precipitate morphology. 
Summary of key experimental observations
Here, we summarize the key experimental observations that shed light on the effect of elasticity on coarsening. First, in §2a, we address the morphology of the precipitates. The question as to whether elasticity changes the kinetics of coarsening has received contradictory answers in the experimental literature; we address it in §2b.
(a) Morphology
In the absence of external stress, the precipitates are initially spherical, becoming cuboidal and then (when the volume fraction is larger than 0.1 as is the case in most commercial Ni superalloys) coalesce to form plates whose faces are parallel to the cube directions and equi-distributed among the three possible directions. This is in keeping with the cubic symmetry of both the precipitate and the matrix.
The application of uniaxial external stress biases the microstructure, producing plates or rods oriented preferentially with respect to the cube planes. When the applied stress is parallel to [100], the precipitates form rods parallel to [100] or plates with faces parallel to (010) and (001) on the one hand, or plates with faces perpendicular to [100] on the other hand ( [19] and references therein).
In this context, as pointed out by Pollock & Argon [20] and references therein, a simple experimental observation offers strong evidence that the morphology is decided by elastic stresses caused by differing lattice parameters between the precipitates and matrix: whether precipitates are elongated (i) perpendicular to the applied stress or (ii) parallel to the applied stress depends only on the product of the sign of the difference in lattice parameters and the sign of the applied stress. As rafting and plastic strain have been concurrently observed in experiments, questions have been raised as to (i) whether rafting can be explained on the basis of elasticity alone and (ii) whether purely elastic rafting can be experimentally observed. For example, Prikhodko & Ardell [19] observe only negligible purely elastic rafting in Ni-Al alloys. Arguing that for Ni-Al alloys coarsening at 900-1200 K the driving force for purely elastic rafting is negligible, they conclude that observations of rafting in Ni-Al under these conditions is owing to plastic effects.
As to (i) so very many theoretical analyses (of varying rigour) and computational investigations (using varying techniques) have shown that rafting can be explained on the basis of elasticity alone that we consider this question to be settled. (See the various review articles cited elsewhere in this paper; the most rigorous analysis we are aware of is in [21] and in §3e.) Issue (ii), on the other hand, can only be settled experimentally and for specific systems. We point the interested reader to [8, 20, [22] [23] [24] [25] . What is clear is that a complete theory of coarsening must include plastic effects.
Finally, the particle size distribution in the presence of elastic stresses is similar (albeit broader and with lower peak height) to the one theoretically predicted for coarsening driven purely by interfacial energy [26] .
(b) Kinetics
For coarsening driven only by interfacial energy, the particles remain spherical as they grow larger, and thus the radius of the particle is a natural measure of the size of the particle and the mean radius of the particles a natural length scale for the system. When elastic effects are also present, the morphology of the particles changes with time and the question arises as to how to characterize the size of the particle.
Two measures of particle size have been used in the experimental literature. The older one is mean particle size, the definition of which depends on the shape of the particle (e.g. radius for a sphere and half the side length for a cube). An alternative, more recently introduced measure is interfacial area density (i.e. interfacial area per unit volume). As there is no simple relationship between these two measures it is not possible, on the basis of published experimental findings, to convert experimental observations expressed in one of these measures into the other. Thus, we summarize the experimental findings separately.
(i) Mean particle size
Experimental investigations using this measure reveal that compressive stress reduces the coarsening rate significantly (e.g. by 20-25% in [27] ). Ardell & Prikhodko [28] explain this by arguing that under uniaxial compressive stress the effective diffusivity decreases. (Under these conditions, diffusion is anisotropic and increases in the direction of the stress and decreases in the perpendicular directions.) However, it is unclear whether this can fully explain the reduction in coarsening rate; indeed there is experimental evidence [19, p. 5031 ] that elastic interactions among the precipitates act in synergy with applied stresses.
(ii) Interfacial area density
In experiments performed on Ni-Al alloys Lund & Voorhees [29] , using this measure, found interfacial area density to grow as the cube root of time throughout the experiment, in particular, even after very long times. This is significant in that the one-third power law is well established for coarsening driven purely by interfacial energy reduction and scaling argument lead us to expect the same also when elastic effects are present. Moreover, the coarsening rate constant depends on volume fraction as theoretically predicted. Finally, interfacial area density seems to provide a length scale for the system which is independent of morphology or distribution of the precipitates; figure 1 illustrates this.
It is clear that conceptually the interfacial energy density is superior to the ad hoc notions of mean particle size used until recently in the experimental literature. That, under this measure, the The magnification is constant for (i) but has been scaled by the interfacial area density for (ii) [29] .
one-third power law and morphology-invariant length scale have been experimentally observed leads to a compelling case for the use of this measure to characterize coarsening.
A recent two-scale approach to modelling coarsening (a) Historical background
The focus of this paper lies on extending the elastic Cahn-Hilliard (CH) equation to incorporate elasticity with microstructure. To give a better understanding of the underlying concepts, we start with a review of the history of this equation and related models. The original CH model was introduced in 1958 [30] to explain spinodal decomposition in binary alloys under isothermal conditions for a temperature θ below the critical temperature θ c of the solid. The derivation builds on the Landau-Ginzburg theory, and an (conserved) order parameter χ is introduced to describe the spatial distribution of the phases. The phases themselves are identified as minimizers of the free energy. In the bulk phase, neglecting elastic effects for the moment, they thus minimize Ω ψ dx with a double-well potential ψ (originally ψ(χ ) := 0.25(χ 2 − 1) 2 , but see (3.2)). As the interfaces diffuse, 'mushy regions' occur. The concepts behind the classical CH equation are well explained in the survey article [31] .
The early mathematical treatment of the classical 1958 model failed as the analysis was based on linearization which changed the fundamental properties of the solution and led to unphysical behavior. In the 1980s, the analysis was finally put on a solid basis.
In due course, the original CH model was extended in many directions. We name here the generalization to multiple phases [32] ; to non-isothermal settings [33, 34] ; to concentrationdependent mobilities [35] ; the incorporation of convective [36] and viscous effects [37, 38] ; the coupling to the Navier-Stokes equations [39, 40] ; and the derivation of a general CH/AllenCahn model [41] . The sharp interface limit of the CH model (and its extensions) is also well understood [42] [43] [44] . Besides a classification of the different models, this resulted in a better understanding of surface tension and the role of the Gibbs-Thomson law [45] . A currently very active area of research is the investigation of statistical phenomena in nucleation and phase change models. For the CH equation, Brownian motion was first considered in [46] . Fluctuations of the interfaces of the new model were studied for the first time in [47] . In this article, we concentrate on extending the Cahn-Larché model. The system with linear elasticity was mainly studied in [48] [49] [50] [51] . Finally, up-to-date numerics and references to computational methods for the CH model can be found in [52] .
(b) Motivation
A successful model of coarsening should account for both interfacial and elastic contributions to the energy. Unfortunately, rigorous analysis of such energy functionals is beyond the capabilities of current mathematical tools. Indeed, with only a few exceptions, this is true even for static problems.
In an effort to advance the mathematical understanding of coarsening, in [6] we put forth a model that aims to account for both interfacial and elastic energies but nevertheless holds forth hope of being analytically tractable. It achieves this by incorporating these energies on different scales. This is motivated by the intuition that interfacial energy sets the length scale of the morphology but elasticity decides its geometric features (patterns). Thus, it is natural to consider these energetic contributions on different spacial scales.
Thus our model, which we introduce in detail in §3c, is two-scale (in space). On the larger length scale-which is larger than the morphological length scale-both interfacial and elastic energies are present but, precisely because we are on a length scale larger than the morphological length scale, these energies see only a homogenized morphology.
At the lower length scale, which is the morphological length scale, we neglect interfacial energy. Then the passage from this length scale to the larger length scale is achieved by relaxing the elastic energy; this is the topic of §3d. The key point to note here is that by neglecting interfacial energy, we obtain a problem that is tractable, indeed that has been rigorously solved [53] .
Thus, the elastic energy on the larger length scale sees not a morphology but a microstructure, that is to say a scale-free morphology, or in other words, only the geometry (pattern) of the morphology. Such a homogenized perspective can be expected to capture the elastic contributions which are long range but do they adequately treat the interfacial energy? This question arises because the interfacial energy in our model, being on the larger length scale, is associated not with the physical interfaces in the morphology but with variations in the homogenized volume fraction. Preliminary computational investigations in [6] appear to show that, yes, they do. It is intriguing to ask whether an analysis can rigorously show this.
Next in §3e, we turn to the question as to whether the model is analytically tractable. The existence and uniqueness theorems that we present are only a start but are promising. (In §4, we comment on the obstacles that must be overcome to extend these results.)
Finally, in §3f we compare the microstructures predicted by our model with the morphologies observed in experiments.
(c) The model
The system that we investigate comprises the evolution equations (3.1) together with the entropic free energy density (3.2) and the (relaxed) elastic energy density (3.3). The evolution equations are [54] ; (3.1a) and (3.1b) alone (without elasticity) constitute the classical CH equation [30] . The model is phenomenological in that Onsager's law J = −L∇μ [55, 56] is assumed for the mass flux which may be invalid far away from thermodynamic equilibrium and in that heuristic assumptions are made for the free energy and for the interface.
The entropic free energy density ψ is
where, for convenience, χ 1 := χ and χ 2 := (1 − χ ). Here, k B is the Boltzmann constant, θ > 0 the (constant) temperature, and θ c the critical temperature where spinodal decomposition starts. The elastic energy densityŴ is the subject of the following section.
(d) The elastic energy density
We assume that each phase is linearly elastic:
Here, ε T i is the stress-free strain of phase i and w i ∈ R + is its minimum energy density. However, in contrast to preceding work, instead of postulating the energy density of a mixture of the two phases, we derive it rigorously. Our reasoning is as follows.
We interpret the order parameter χ (x) ∈ [0, 1] as prescribing the volume fractions of the two phases at x ∈ Ω, i.e. in a ball B r (x) ⊂ Ω. (This assumes that the regions occupied by each of the two phases in B r (x) are measurable.) Thus, ifχ 1 ≡χ,χ 2 = 1 −χ are the characteristic functions of the two phases on the microscale, we haveχ i ∈ BV(B r (x); {0, 1}) and
where |E| is the D-dimensional Lebesgue measure of a set E. In the absence of microstructural surface energy, the elastic energy of this ball for a microscale displacementũ is
Next, we postulate that the system selectsχ andũ to minimize the microscopic elastic energy.
(Thus, the deformations adopt instantaneously to diffusion-induced changes in concentration. In other words, elastic time scales are much shorter than diffusion time scales.) This reasoning leads us to conclude that the macroscopic elastic energy density iŝ
The considerations leading to (3.3) are purely heuristic. The microscopic and macroscopic length scales are coupled through the constraint χ = χ only, i.e. no additional information on the local geometry of the domain is passed to the lamination microstructure, nor are there conditions on the time behaviour ofχ, e.g. a connection between dynamical effects such as momentum between χ andχ. The minimization of the elastic energy on the microscale reflects the assumption of mechanical equilibrium on the macroscopic scale as expressed by (3.1c). The definition (3.3) ofŴ is in fact independent of r (e.g. [57] ). Mathematically, the infimum overχ in (3.3) is the result of relaxation subjected to prescribed volume fractions (e.g. [58] ).
The (analytical) computation ofŴ is non-trivial for dimensions larger than one. Explicit (albeit involved) expressions were derived in [53] . We reproduce them here. 
(i) In two dimensions
In two dimensions,Ŵ is completely known (see (3.7)).
With T : R 2×2 sym → R 2×2 sym being the linear operator defined by 
where β II (χ , ε) is the unique solution of ϕ(·, χ , ε) = 0. (It can be shown that this is well defined and the four regimes are mutually exclusive.) Finally, let (
ii) In three dimensions
In three dimensions,Ŵ is completely known in the following situations: (i) both elastic moduli are isotropic or (ii) the elastic moduli are well ordered (i.e. α 1 ≤ α 2 in the sense of quadratic forms) and the smaller elastic modulus is isotropic. Moreover,Ŵ is almost completely known when the elastic moduli possess cubic symmetry. However, the most-explicit expression available forŴ is cumbersome to write down. Instead, here we present a less explicit expression and refer to [53] for details:Ŵ (χ , ε) ≥ max
where SO(3) is the special orthogonal group in R 3 , Φ : R 3×3 sym → R 3 is defined by 
On the basis of the optimal value of β in (3.8) five regimes arise. The microstructures associated with the first four are as in two dimensions (remark 3.1) and in this case the inequality in (3.8) is in fact an equality. In the new regime, Regime IV, which occurs when the optimal β equals γ * (1, 1, 1) (cf. (3.4b)), it is possible that the inequality in (3.8) is strict. However, it is an equality if either (i) both α 1 and α 2 are isotropic or (ii) α 1 ≤ α 2 and α 1 is isotropic. In this case the microstructure could be a rank-2 or rank-3 laminate but not a rank-1 laminate.
Of these five regimes, Regimes 0 and IV are analytically the simplest and we have a simpler expression forŴ:Ŵ
where β * is 0 in Regime 0 and γ * in Regime IV (cf. (3.4b)), the optimal strains ε * 1 and ε * 2 are given by (3.6 ) and e = (1, 1, 1) . In particular,
with T as in (3.4a). This completes our description of the model. Next, we explore existence and uniqueness of solutions.
(e) Analysis (i) Two dimensions
The two-dimensional Cahn-Larché system was studied in [6] . The main result was an existence theorem. (χ , μ, u) to the Cahn-Larché system with microstructure (3.1), (3.2) and (3.7) such that 
Theorem 3.2 (D = 2). At each time let the system be either globally in Regime 0 or globally in Regime III. Moreover let α i and T commute. Then, there exists a weak solution
Our proof critically relied on the following remark [50] (see also [59] ). Remark 3.3.Ŵ possesses the following properties:
is strongly monotone uniformly in χ , i.e. there exists a constant C 1 > 0 independent of χ such that for all ε a , ε b ∈ R D×D sym ,
(A3) There exists a constant C 2 > 0 such that for all χ ∈ R, ε ∈ R D×D sym ,
and
As for uniqueness of the weak solutions, only the following weak result is known.
Theorem 3.4 (D = 2). Let the two phases have identical elastic moduli,
Then the weak solution (χ , μ, u) of (3.1), (3.2) and (3.7) is unique in the spaces stated in theorem 3.2.
(ii) Three dimensions
We now present the following new existence and uniqueness result that extends theorems 3.2 and 3.4 to three dimensions. The proof of theorem 3.5 has the same structure as the proof of theorem 3.2. The first and critical step is to verify thatŴ has the properties in remark 3.3. Proof. (i) It can be directly verified thatŴ is continuously differentiable as needed for (A1).
(ii) Proof of (A3) 1 . As β * = 0 or β * = γ * and because γ * depends only on α 1 and α 2 ,
Here (and henceforth), c denotes a generic non-negative constant independent of χ and ε. From (3.10) and (3.12),
Now, as [6] then satisfies the growth conditions),
(iii) Proof of (A3) 2 , (A3) 3 . The first fundamental observation is that T, α and α i commute either by assumption or because of isotropy. Let α(β, χ ) be as defined in (3.5) and ε * := ε * 2 (β * , χ , ε) − ε * 1 (β * , χ , ε) (cf. (3.6) ). The following identities can be proved (for Regimes 0 and IV in three dimensions) by direct inspection:
As Tε : ε = e · Φ (ε),
where (3.13) was used. Similarly, for f ∈ R 3×3 sym ,
These results put us in the position to compute the main equalities 
where we used the shorthand notation σ
The proof of (A3) 2 can then be carried out as in two dimensions, estimating consecutively all the terms in (3.15), (3.16) . We just mention
This proves (A3) 2 . The proof of (A3) 3 estimates the terms on the right-hand side of (3.16), and we leave out the (simple) details.
(iv) Proof of (A2). Let ε a , ε b ∈ R 3×3 sym . The monotonicity of ∂ εŴ (χ , ·) crucially depends on the expressions
which follow from (3.6). We use (3.17) in the explicit representation (3.16) and note further that (α i − β * T), i = 1, 2, are positive-definite and that α is fixed as χ is fixed and β * is constant in the two considered regimes. The explicit representation (3.16) then yields (A2).
Proof of theorem 3.5. Based on lemma 3.6, the proof of existence of weak solutions with the stated regularity properties follows the key steps of the proof of the two-dimensional version of theorem 3.2 in [6] .
The proof of uniqueness for α 1 = α 2 relies on Gronwall's and Korn's inequality and exploits the fact that for two pairs of solutions (χ A , μ A , u A ) and (χ B , μ B , u B ),
in the two considered regimes 0 and IV. Consequently, the critical term
vanishes identically. The proof then follows exactly as in two dimensions.
In §4, we comment on the obstacles that prevent us from extending these results to the other regimes, and when the regimes are spatially varying. Before that we compare the predictions of this model with experiments.
(f) Experimental assessment
Here, we present a preliminary, qualitative comparison between the microstructures predicted by our model and the morphology observed in experiments (see also [21] [26] . The frame around the microstructural volume is 7.5 × 7.5 × 3.6 μm. Precipitates truncated by the top or bottom of the experimental volume have been removed. Figure 4 . Ni-Al alloy with a volume fraction of 24.8% of precipitates after 2296 min at 1173 K (thresholded and binaried image) [29] .
µm
The first step is to relate the (scale-free) microstructures of our analysis to expected morphologies. This is easy to do (figure 2); the natural identification in three dimensions is to identify rank-1 laminates with plate-like precipitates, rank-2 laminates with rod-like precipitates and rank-3 laminates with cuboidal precipitates. With this identification there is considerable experimental evidence for these microstructures. We mention here only two striking observations.
In a remarkable experiment, Lund & Voorhees have rendered actual three-dimensional microstructures by sectioning followed by reconstruction [26] . Their observation that 'particles tend to align with each other in parallel two-dimensional sheets' is consistent with laminates. In particular, in figure 3 one can see the cuboidal precipitates aligned as in a rank-3 laminate. The close-spaced precipitates might be in the process of evolving to rods (i.e. rank-2 laminates) or sheets (i.e. rank-1 laminates).
Another observation of Lund & Voorhees [29] for a Ni-Al alloy might be evidence of the unique rank-1 laminate of Regime II (cf. remark 3.1). As can be seen in figure 4 , there is remarkable alignment in one direction which is one of the three 100 directions. In fact, the alignment was evident over the entire grain (several hundred micrometres). Surprisingly (under no external stress), the material has globally picked only one of three crystallographically equivalent directions. This is exactly the behaviour predicted by our theory in Regime II.
Conclusion
As demonstrated above, the proof of theorem 3.5 relies onŴ possessing the properties (A1)-(A3) of remark 3.3. In particular, (A2), stating the strict convexity ofŴ(χ , ·), is problematic, because in space dimensions D > 1,Ŵ is only quasi-convex. Thus, at present, further assumptions, i.e. ∂ ε β * (χ , ε) = 0 in theorem 3.2, are needed to ensure the existence of weak solutions. These assumptions rule out local changes of the regime. (However, the available visual experimental evidence appears to indicate that the system is globally in a single regime at any given time.)
A further drawback is that the verification of (A1)-(A3) relies on (lengthy) explicit expressions forŴ, ∂ χŴ and ∂ εŴ which change with dimension and are not yet known in full generality in three dimensions. What is needed is a strategy of proof that requires only quasi-convexity ofŴ and uses only its abstract properties as opposed to explicit expressions.
Another open question is the extension of theorem 3.4 to α 1 = α 2 . The current proof fails in this case because it seems impossible to control the term
with (χ A , ε A ), (χ B , ε B ) denoting two pairs of solutions.
As noted in §2b, there is clear experimental evidence that coarsening obeys a one-third power law, even in the presence of elastic effects, provided the interfacial area density is used as a measure of particle size. Whether this is indeed the case for the system presented here needs to be investigated.
Finally, another objective is the incorporation of plasticity in our model. Our two-scale approach allows the use of different approaches on the macro-and the microscale including phenomenological corrections to the energy on either scale.
