Abstract-A complete sufficient statistic is presented in this paper for the class of all finite-state, finite-order stationary discrete Markov processes. This sufficient statistic is complete in the sense that it summarizes in entirety the whole of the relevant information supplied by any process sample. The sufficient statistic has application to source coding problems such as source matching and calculation of the rate distortion function. Index Terms-Complete sufficient statistic, markov chain, source coding.
I. INTRODUCTION
The purpose of this correspondence is to present a complete sufficient statistic for the class of stationary finite-order, discrete-time Markov processes with a discrete state-space (i.e., discrete Markov chains). A sufficient statistic is said to be complete if it summarizes in entirety the whole of the relevant information supplied by any process sample.
Complete sufficient statistics have a well known role in estimation theory [l] and have also found application in source coding problems such as source matching [2] and calculation of the rate distortion function [3] , [4] . A complete sufficient statistic is presented in Section 11, examples are given in Section 111, and conclusions are drawn in Section IV.
A COMPLETE SUFFICIENT STATISTIC FOR MARKOV CHAINS
A complete sufficient statistic is presented in this Section for the class of stationary finite-order, discrete Markov chains with a finite state-space A of size J. We first show the existence of a complete sufficient statistic for first-order Markov chains and then extend the result to finite-order chains.
Consider the class of stationary first-order Markov chains with a finite state space A of size J ; that is JAJ = J . The stochastic transition matrix is given by when XI = 2 1 and {SZ3} = { s Z j } . Let S,, = 1 if i = j and zero, otherwise. Given any parameter 8 E 0, the probability that The sufficiency of T = ( q , {sZ3}) clearly follows from (2), which satisfies the Factorization Theorem with h ( g N ) = 1. Furthermore, a sufficient statistic T is said to be complete according to [l] if for every real-valued function g, Ee(g, ( T )
state, finite-order Markov chains is given by T = (21, {s~,}). must be equal to zero for all t thus proving that T is complete.
Apparently, the result holds in general for finite-order chains since U We now explicitly derive h(t) for first-order, finite-state Markov chains. Observe that for every j E A it is apparent that after accounting for boundary conditions, the magnitude of the transition statistics sz, when summed over i must balance with the sum over k of all S j k . We conclude that for a given X I = X I , the permutations of the s t j and S j k subchains i j and j k respectively, determine the number of gN with a fixed total number of subchains i j k ; that is the total number of all m such that X , = i, X,+I = j and Xm+2 = k where 0 5 m 5 N -2.
they also factor into the sum of polynomials in { 8( ) }. E,,, T , , k .
state-space is A = (0, l}. The stochastic transition matrix is
For simplicity of notation, transition probability 801 is denoted by BO and 010 is denoted by 81. The stationary pmf is given as Clearly, R , k = T Z J k for all i. j . k E A because A is binary.
Therefore, (4) becomes Accordingly, ( 2 1 , {~, , k } ) is completely specified by ( n l . D l . s l . T~V ) in this example and it is apparent that the probability of each vector given by ( n l , D1, 0, 1) is identical to that of ( n l . D1. 1. 0 ) , as can be seen by applying (2) . This symmetry does not exist in general, but can be used effectively in this case to reduce the size of T by defining the following cases:
Let i identify the specific case just described. Equation (9) can be rewritten as
Consequently, the desired probability mass function is given by
2 , J E A Extension To Higher Order Markov Chains: Extension of this result can be readily accomplished either by transfer of the higher order chain to a first-order Markov chain or by utilizing the higher order stochastic transition matrix 0 to construct a suitable definition of the sets {s( ) } and {r( 1). The first method will be demonstrated in Example 3 in the next section. The latter method will be described in the following for a m-order chain with state-space A.
In analogy to the first-order case, for every j E A we define a transition statistic sy where j is preceded by the subchain of length m . That is, = [ Z~-~-I , .
. . , zp-l] The difficulty of calculating h ( t ) for a first-order Markov chain is shown by (4) . In general, calculating h ( t ) increases in difficulty for higher order chains. However, some reduction in difficulty can be achieved as shown in Examples 1 and 3 in Section 111. For all i , j E A, 81, represents the transition probability for j given a preceding i . Unlike Example 1, the ternary state-space has no symmetry. Therefore, the complete sufficient statistic is given by direct application of (4) and (6). 
IV. CONCLUSION
A sufficient statistic for finite-order, finite-state Markov chains was presented in this correspondence and shown to be complete. The sufficient statistic relies only upon the initial state and the sum of frequencies of subchain occurrence. Several examples were given and applications were cited for source coding.
Quantizer Monotonicities and Globally Optimal Scalar Quantizer Design
Xiaolin Wu, Member, IEEE, and Kaizhong Zhang, Member, IEEE Abstract4ew monotonicity properties of optimal scalar quantizers are discovered. These monotonicities reveal a structure of a globally optimal scalar quantizer depending on the probability mass functions and on the number of quantizer levels. By incorporating the monotone quantizer structure into a dynamic programming process, the time complexities of previous algorithms for designing globally uptimal scalar quantizers can be significantly reduced for very general classes of distortion measures.
Index Terms-Quantization, optimization, monotonicity, dynamic programming, divide-and-conquer, matrix-search. Lloyd's method I and the LBG algorithm are typical gradient descent approaches aiming at a local minimum of the quantization distortion function. However, they can get stuck at a local minimum far above the global minimum. Lloyd's method I1 also cannot guarantee a global optimum. To find the global minimum of the distortion function, we resort to search-based discrete optimization. To make the problem domain finite, the input signal amplitude density function p ( z ) is approximated, if not given as such, by a probability mass function 
I. INTRODUCTION
where n is the set of all natural numbers, then there is a one-to-one map between a q E Q: and a possible partition as described above for k : n quantization. Therefore, we call any q E Q$ a IC : N quantizer.
Denote the quantizer codewords by a IC-vector r = ( T I , ~2 , .
.
. , T I ( ) ,
with T~ corresponding to the representative of interval (q3-1, q 3 ] . Then the expected error for a IC : N quantizer q E Q$ is
where W is a suitable error weighting function. for the mean-square-error ineasure [lo] . In the following sections we will generalize our previous algorithms to a considerably wider class of error measures, and also improve Bruce's algorithm for general error measures.
N -1

PROPERTIES OF IC: N QUANTIZERS
To facilitate the later development of efficient algorithms for optimal IC: N quantizer design, we need to explore some useful properties of globally optimal scalar quantizers. The first t -1 elements of a k : n quantizer q E Qk where 1 < t < k , k < n, k 5 IC, n 5 N , comprise a t : qt quantizer, namely, (41, q 2 , . . . , q t -1 ) E
Qii. Then by the definition of optimal k : n quantizer and by contradiction, one can easily prove the following lemma which 0018-9448/93$03.00 0 1993 IEEE
