The Gelfand-Naimark theorems provide important insight into the structure of general and of commutative C * -algebras. It is shown that these can be generalized to certain ordered * -algebras. More precisely, for Archimedean ordered * -algebras dominated by a sequence of positive elements, a faithful representation as operators is constructed. Similarly, for commutative such algebras, a faithful representation as complex-valued functions is constructed if an additional necessary regularity condition is fulfilled. These results generalize the Gelfand-Naimark representation theorems to classes of * -algebras that are much larger than C * -algebras, and especially contain * -algebras of unbounded operators. Representations of positive linear functionals by integrals are shortly discussed as well. On the way, a new construction of an essentially known representation of certain Riesz spaces by real-valued functions is given. * Boursier de l'ULB, Matthias.Schotz@ulb.ac.be. This work was supported by the Fonds de la Recherche Scientifique (FNRS) and the Fonds Wetenschappelijk Onderzoek -Vlaaderen (FWO) under EOS Project n 0 30950721. ways to represent the observable algebras. Consequently, the problem of quantization, i.e. of finding a somehow suitable quantum system to a given classical one, can be formulated in a mathematical precise way, e.g. as finding deformations of commutative C * -algebras to non-commutative ones in the sense of [9] .
Introduction
A * -algebra is a unital associative algebra A over the field of complex numbers that is endowed with an antilinear involution · * of A fulfilling (ab) * = b * a * for all a, b ∈ A. Note that * -algebras will always be assumed to have a unit that is denoted by ½. A C * -algebras is a * -algebra that is complete with respect to a norm · on A that fulfils ab ≤ a b for all a, b ∈ A as well as a * a = a 2 for all a ∈ A.
The Gelfand-Naimark representation theorems [4, Thm. 1 and Lemma 1] are cornerstones of the theory of C * -algebras and (together with the well-behaved spectral theory) make C * -algebras important tools in mathematical physics. In their simplest form, these two theorems state that all C * -algebras have a faithful representation as * -algebras of bounded operators on a Hilbert space, and that all commutative C * -algebras have a faithful representation as * -algebras of bounded complex-valued functions. This allows to interpret C * -algebras as algebras of observables of physical systems -of quantum systems in general, and in the commutative case of classical systems. From this point of view, the perplexing differences between the description of quantum systems by means of operators on a Hilbert space, and of classical systems by functions on a smooth manifold, are just artefacts of the choice of two different This note gives a solution by focusing not so much on topological properties, but on order properties of * -algebras. In the next Section 2, some basic definitions and results, mainly from locally convex analysis, are recapitulated. The general idea then is to roughly follow the classical approach from [5] : Section 3 develops the main result for ordered vector spaces, namely Theorem 3.13 which guarantees that on countably dominated Archimedean ordered vector spaces there exist many (extremal) positive linear functionals, and which considerably generalizes the result from [5] . Here, an ordered vector space is called "countably dominated" essentially if it contains an increasing sequence of positive elements that eventually becomes greater than every fixed element. Section 4 applies this to Riesz spaces and it is especially shown in Theorem 4.11 that every countably dominated Archimedean Riesz space has a faithful representation by means of real-valued functions. While this result is essentially known, the proof presented here seems to be new. Representations of ordered * -algebras (which contain C * -algebras as a special class of examples) are discussed in Section 5. More precisely, Theorem 5.5 shows that every countably dominated Archimedean ordered * -algebra can be represented faithfully as operators on a (pre-)Hilbert space, and Theorem 5.25 shows that in the commutative case, such algebras also admit a faithful representation as functions if an additional regularity condition (which is clearly necessary) is fulfilled. Moreover, if the assumptions of this last theorem hold, then positive Hermitian linear functionals on the algebra can often be represented in a unique way by Daniell integrals.
Preliminaries
The natural numbers are AE := {1, 2, 3, . . . } and AE 0 := AE ∪ {0}, the fields of real and complex numbers are denoted by Ê and , respectively. If X and Y are partially ordered sets (i.e. sets together with a reflexive, transitive and antisymmetric relation ≤), then a map Φ : X → Y is called increasing if Φ(x) ≤ Φ(x ′ ) holds for all x, x ′ ∈ X with x ≤ x ′ . It is called an order embedding if it is increasing, injective, and if additionally x ≤ x ′ holds for all x, x ′ ∈ X for which Φ(x) ≤ Φ(x ′ ). For two vector spaces V and W over the same field of scalars , the vector space of all linear maps from V to W is denoted by L(V, W ). In the special case that W = we write V * := L(V, ), the elements of V * are called linear functionals on V , and the evaluation of a linear functional ω ∈ V * on a vector v ∈ V is denoted by means of the bilinear dual pairing · , · :
The main technical tools needed in the following are some basic theorems from locally convex analysis. A filter on a set X is a non-empty set F of subsets of X with the following two properties:
• If S, T ∈ F, then S ∩ T ∈ F.
• If S ∈ F and if a subset T of X fulfils T ⊇ S, then T ∈ F.
Similarly, a basis of a filter on X is a non-empty set E of subsets of X such that for all S, T ∈ E there exists an R ∈ E with R ⊆ S ∩ T . In this case,
is a filter on X, called the filter generated by E. A (real) topological vector space is a real vector space V endowed with a (not necessarily Hausdorff) topology under which addition V × V → V as well as scalar multiplication Ê × V → V are continuous. Then it follows from the continuity of addition that a subset U of V is a neighbourhood of a vector v ∈ V if and only if U − v := u − v u ∈ U is a neighbourhood of 0, so the topology of V is completely described by the 0-neighbourhoods. The set N 0 of all 0-neighbourhoods of V is a filter on V and N 0,conv , the set of all convex 0-neighbourhoods of V , is a basis of a filter on V . In general, ⟪N 0,conv ⟫ fltr ⊆ N 0 holds, and V is called a (real) locally convex vector space if even ⟪N 0,conv ⟫ fltr = N 0 , i.e. if the filter of 0-neighbourhoods of V is generated by the convex 0-neighbourhoods. A locally convex topology on V is a topology with which V becomes a locally convex vector space.
There is an easy procedure to construct locally convex topologies on a real vector space
it is called balanced if λs ∈ S for all s ∈ S and all λ ∈ [−1, 1]. If N 0,abc is a basis of a filter on V consisting of only absorbing balanced convex subsets of V , then its generated filter ⟪N 0,abc ⟫ fltr is the filter of 0-neighbourhoods of a locally convex topology on V . Note that every absorbing balanced
all v ∈ V , which is the Minkowski functional of S. Conversely, for every seminorm · , the unit ball
is an absorbing balanced convex subset of V whose Minkowski functional is again the original seminorm · . However, the map from absorbing balanced convex subsets of V to seminorms on V is only surjective, but not injective in general. Because of this, there is more freedom in describing locally convex vector spaces via a basis of the filter of 0-neighbourhoods than via the corresponding seminorms.
An important example of Hausdorff locally convex vector spaces is the dual space V * of an arbitrary real vector space V endowed with the weak- * -topology, i.e. with the weakest topology on V * under which all the evaluation maps V * ∋ ω → ω , v ∈ Ê with v ∈ V are continuous. This is the locally convex topology whose filter of 0-neighbourhoods is generated by the intersections of unit balls of finitely many seminorms of the form
The following classical theorems will be crucial for the various representation theorems. As usual for such results, their proofs typically make use of the axiom of choice.
Theorem (Hahn-Banach) Let V be a (real) locally convex vector space, C a closed and convex subset of V and v ∈ V \C. Then there exists a continuous linear functional ω on V such that the inequality ω , c ≥ 1 + ω , v holds for all c ∈ C.
Theorem (Banach-Alaoglu) Let V be a real vector space and U an absorbing subset of V , then
is a weak- * -compact and convex subset of V * .
If C is a convex subset of a real vector space V , then an extreme point of C is element e ∈ C with the following property: Whenever e = λc 1 + (1 − λ)c 2 holds for some c 1 , c 2 ∈ C and λ ∈ ]0, 1[, then e = c 1 = c 2 . The set of all extreme points of C will be denoted by ex(C). Moreover, if V is a locally convex vector space and S a non-empty subset of V , then ⟪S⟫ cl-conv will denote the closed convex hull of S, i.e. the closure of the convex hull of S, or equivalently, the intersection of all closed convex subsets of V which contain S. In the special case that V is a real vector space and S a non-empty subset of V * , then ⟪S⟫ cl-conv is understood to be the closed convex hull of S with respect to the weak- * -topology and
holds. This can be seen either by elementary linear algebra or as a consequence of the Hahn-Banach Theorem and the fact that all weak- * -continuous linear functionals on V * can be expressed as maps
Theorem (Krein-Milman) Let V be a real vector space and K a weak- * -compact and convex subset of V * , then K = ⟪ex(K)⟫ cl-conv .
Ordered Vector Spaces
The tools needed to prove the generalized Gelfand-Naimark Theorems are essentially results about the existence of "many" (extremal) positive linear functionals on ordered vector spaces:
An ordered vector space is a real vector space V endowed with a partial order ≤ such that the two conditions
Such an ordered vector space V is called Archimedean if it has the following property: Whenever v ≤ ǫw holds for two vectors v ∈ V , w ∈ V + and all ǫ ∈ ]0, ∞[,
there exists a t ∈ S such that s ≤ t and s ′ ≤ t. In the special case that S = V this is equivalent to
such a decomposition is not uniquely determined in general.
If V and W are both ordered vector spaces, then a linear map Φ : V → W is increasing if and only
directed, then there actually exists a (unique) partial order on L(V, W ) such that L(V, W ) becomes an ordered vector space whose positive elements are precisely the increasing linear functions. However, for simplicity, a linear map Φ : V → W will be called positive if it is increasing, even in the case that V is not necessarily directed. Note that a positive linear map Φ : V → W is an order embedding if and
The case that W = Ê will be especially interesting: Then the set of positive linear functionals is denoted by V * , The question of existence of "many" (extremal) positive linear functionals is non-trivial in general. More precisely, one asks whether or not the following two properties are fulfilled:
Definition 3.1 Let V be an ordered vector space, then we say that the order on V is induced by its positive linear functionals if for all v ∈ V \V + there is an ω ∈ V * ,+ such that ω , v < 0.
Definition 3.2 Let V be a directed ordered vector space, then we say that the order on V is induced by its extremal positive linear functionals if for all v ∈ V \V + there is an ω ∈ V * ,+,ex such that ω , v < 0.
These two conditions are equivalent to demanding that, for every v ∈ V , the inequality 0 ≤ v holds if and only if ω , v ≥ 0 for all ω ∈ V * ,+ or for all ω ∈ V * ,+,ex , respectively. We will see that this is closely related to the properties of certain locally convex topologies on V :
For example, every order interval of the form [−v, v] with v ∈ V + is order balanced. It is not hard to see that the intersection of finitely many (even arbitrarily many) order-balanced subsets of an ordered vector space V is again order-balanced. As a consequence, the set of all absorbing balanced convex and order-balanced subsets of V is a basis of the filter of 0-neighbourhoods of a locally convex topology.
Definition 3.4 Let V be an ordered vector space, then the locally convex order topology on V is the locally convex topology whose filter of 0-neighbourhoods is generated by the absorbing balanced convex and order-balanced subsets of V .
The next lemma is a standard application of the Hahn-Banach Theorem, a proof is given for convenience of the reader: Proof: If V + is closed in V with respect to the locally convex order topology, then the order on V is induced by its positive linear functionals as an immediate consequence of the previous Lemma 3.5.
Conversely, assume that the order on V is induced by its positive linear functionals and let v ∈ V \V + be given. Then there exists an ω ∈ V * ,+ such that ω , v = −1 and U :
is an absorbing balanced convex and order-balanced subset of V , so v + U is a neighbourhood of v with respect to the locally convex order topology. Moreover, application of ω shows that (v + U ) ∩ V + = ∅ holds. It follows that V + is closed in V with respect to this topology.
For finding a sufficient condition under which the order of a directed ordered vector space is induced by its extremal positive linear functionals, it will be helpful to be able to decompose a positive linear functional into extremal ones. So note that an absorbing balanced convex and directed subset U of a directed ordered vector space V has the property that for every u ∈ U there exists a 
As U • is convex and weak- * -compact by the Banach-Alaoglu Theorem, and as V * ,+ is convex and weak- * -closed in V * , it follows that K is also convex and weak- * -compact. The Krein-Milman Theorem then shows that
In order to complete the proof it is sufficient to show that ex(K) ⊆ V * ,+,ex . Denote the linear span
is a representation of ω as a convex combination of the two elements h(ω) −1 ω and 0 of K, which excludes the possibility that h(ω) ∈ ]0, 1[. In this second case that h(ω) = 1, consider some ρ ∈ V * ,+ that fulfils ρ ≤ ω. Then even ρ ∈ K because for all u ∈ U there exists
and ω − ρ ≤ ω, this shows that ω − ρ ∈ K as well. If h(ρ) = 0 or h(ω − ρ) = 0, then ρ = µω with µ = 0
of ω as a non-trivial convex combination of the two elements h(ρ) −1 ρ and h(ω − ρ) −1 (ω − ρ) of K and thus ρ = µω with µ = h(ρ). We conclude that ω ∈ V * ,+,ex in this case as well. There is a rather large class of ordered vector spaces for which the locally convex order topology can not only be described explicitly, but also allows to apply the above Corollary 3.8: Definition 3.9 An ordered vector space V is said to be countably dominated if there exists an increasing
holds. Such a sequence will be called a dominating sequence.
Note that being countably dominated can be seen as the combination of two properties: First, it is required that V is directed, and then, additionally, that there exists an increasing sequence (v n ) n∈AE in V + which has the property that for every v ∈ V + there exists an n ∈ AE such that v ≤v n .
Definition 3.10 Let V be a countably dominated ordered vector space with a dominating sequence (v n ) n∈AE , and let (δ n ) n∈AE be a sequence in ]0, ∞[. Then the subset U δ of V is defined as the union of increasing order intervals
Of course, U δ depends not only on the sequence (δ n ) n∈AE , but also on the choice of the dominating sequence (v n ) n∈AE and of V itself, which will always be clear from the context.
Proposition 3.11
Let V be a countably dominated ordered vector space with a dominating sequence (v n ) n∈AE , and let (δ n ) n∈AE be a sequence in ]0, ∞[. Then U δ is an absorbing balanced convex and orderbalanced as well as directed subset of V .
This shows that U δ is absorbing.
Every order interval in V of the form [−w, w] with w ∈ V + is easily seen to be balanced, convex, order-balanced and directed. As U δ is the union of an increasing sequence of such sets, it is balanced, convex, order-balanced and directed itself.
The locally convex topology whose filter of 0-neighbourhoods has these sets U δ as a basis has already been successfully applied indirectly to the decomposition of positive linear functionals into extremal ones in [10, Thm. 12.4.7 ]. However, we will see that this topology is actually the locally convex order topology and thus is also closely connected to the problem of existence of positive linear functionals: Proposition 3.12 Let V be a countably dominated ordered vector space and (v n ) n∈AE a dominating sequence in V . Then the set of all U δ with (δ n ) n∈AE a sequence in ]0, ∞[ is a basis of the filter of 0-neighbourhoods of the locally convex order topology on V .
Proof: The previous Proposition 3.11 already shows that such a set U δ is a 0-neighbourhood of the locally convex order topology on V for every sequence (δ n ) n∈AE in ]0, ∞[. Conversely, if S is a 0-neighbourhood of the locally convex order topology on V , then there exists a sequence (δ n ) n∈AE in ]0, ∞[ such that U δ ⊆ S, which can be constructed as follows: Let S ′ be an absorbing balanced convex and order-balanced subset of V such that S ′ ⊆ S. For every n ∈ AE there exists an ǫ n ∈ ]0, ∞[ such that ǫ nvn ∈ S ′ because S ′ is absorbing, and we can define δ n := 2 −n ǫ n ∈ ]0, ∞[ for all n ∈ AE. Then N n=1 δ nvn = N n=1 2 −n ǫ nvn ∈ S ′ for all N ∈ AE because S ′ is balanced and convex.
Theorem 3.13 Let V be a countably dominated ordered vector space, then the following is equivalent:
ii.) V + is closed in V with respect to the locally convex order topology.
iii.) The order on V is induced by its extremal positive linear functionals.
iv.) The order on V is induced by its positive linear functionals.
Proof: Let (v n ) n∈AE be a dominating sequence of V , which exists by assumption.
First consider the case that V is Archimedean. In order to prove the implication i.) =⇒ ii.), we have to show that V \V + is open with respect to the locally convex order topology on V . Given v ∈ V \V + , then construct recursively a sequence (w n ) n∈AE 0 in V \V + and a sequence (δ n ) n∈AE in ]0, ∞[ as follows:
If w n−1 has been defined for some n ∈ AE, then choose δ n ∈ ]0, ∞[ such that −w n−1 ≤ δ nvn does not hold, i.e. such that w n−1 + δ nvn ∈ V \V + , and set w n := w n−1 + δ nvn . Note that such δ n exist because w n−1 ∈ V \V + and because V is Archimedean by assumption. From the construction of the
The previous Proposition 3.12 now shows that V \V + is a neighbourhood of v with respect to the locally convex order topology on V .
The implication ii.) =⇒ iii.) is just an application of Corollary 3.8 using that all the subsets U δ of V with (δ n ) n∈AE a sequence in ]0, ∞[ are absorbing balanced convex and order-balanced as well as directed by Proposition 3.11 and form a basis of the filter of 0-neighbourhoods of the locally convex order topology on the countably dominated ordered vector space V by the previous Proposition 3.12.
Finally, the implication iii.) =⇒ iv.) is trivial, and in order to prove iv.) =⇒ i.), assume that the order on V is induced by its positive linear functionals and let v ∈ V as well as w ∈ V + be given such
One special class of countably dominated ordered vector spaces are ordered vector spaces V with a strong order unit e, i.e. an element e ∈ V + with the property that for all v ∈ V there exists a λ ∈ [0, ∞[ such that v ≤ λe. In this case, (ne) n∈AE is a dominating sequence, and the existence of positive linear functionals on Archimedean ordered vector spaces with a strong order unit was already proven in [ 
Representation of Riesz Spaces
While Proposition 3.6 gives a clear characterization of ordered vector spaces whose order is induced by their positive linear functionals, Corollary 3.8 only gives a sufficient condition for the order to be induced by the extremal positive linear functionals. However, we will see that in the case of Riesz spaces one can derive a result similar to Proposition 3.6 also for the extremal positive linear functionals. The purpose of this section is not so much to prove new results about Riesz spaces, but rather to show how some older ones fit into the framework that was established in the previous section. We will especially derive an essentially well-known theorem about the existence of faithful representations of countably dominated Archimedean Riesz spaces.
A Riesz space is an ordered vector space R in which the absolute value |r| := sup{−r, r} ∈ R + exists for all r ∈ R. If R is a Riesz space, then the supremum and infimum r∨s := sup{r, s} = 1 2 r+s+|r−s| as well as r ∧ s := inf{r, s} = 1 2 r + s − |r − s| exist for all r, s ∈ R, which especially shows that every Riesz space is directed. For example, if X is a set, then Ê X , the ordered vector space of all Ê-valued functions on X with the pointwise operations and the pointwise order, is an Archimedean Riesz space, in which supremum and infimum of finitely many elements are simply the pointwise maximum and minimum, respectively. We will need to make use of some calculation rules: If R is a Riesz space and r, s, t ∈ R as well as λ ∈ [0, ∞[, then the following holds:
The last one of these properties says that every Riesz space is automatically a distributive lattice. Riesz homomorphism π : R → Ê X . Such a representation (X, π) is called faithful if π is even an order embedding.
Note that a representation (X, π) of a Riesz space R is faithful if and only if for every r ∈ R\R + there exists an x ∈ X such that π(r)(x) < 0. Proof: Given t ∈ R, then ω , t + ω , t − = 0, hence ω , t 2 = ω , t + 2 + ω , t − 2 = ω , |t| Note that indeedρ(t) < ∞, evenρ(t) ≤ ω , t for all t ∈ R + , because (nr) ∧ t ≤ t. Using the previous Proof: This has already been proven even for the extension of Riesz homomorphisms with values in arbitrary Dedekind complete Riesz spaces in [6] , but also follows immediately from the previous is a representation of the Riesz space R.
Proof: Linearity of π std is clear and using Proposition 4.4 it is easy to check that π std is even a Riesz homomorphism. Proof: It has already been discussed that U ∩ U ′ is absorbing balanced convex and order-balanced, but it is also directed: Indeed, given r, s ∈ U ∩ U ′ then there exist u ∈ U as well as u ′ ∈ U ′ fulfilling Definition 4.9 Let R be a Riesz space, then the locally convex Riesz topology on R is the locally convex topology whose filter of 0-neighbourhoods is generated by the absorbing balanced convex and order-balanced as well as directed subsets of R.
Proposition 4.10 Let R be a Riesz space, then the following is equivalent:
i.) R + is closed in R with respect to the locally convex Riesz topology.
ii.) The order on R is induced by its extremal positive linear functionals.
iii.) The standard representation of the Riesz space R is faithful.
iv.) There exists a faithful representation of the Riesz space R.
Proof: The implication i.) =⇒ ii.) is just an application of Corollary 3.8. Now assume that the order on R is induced by its extremal positive linear functionals. So given r ∈ R\R + , then there exists an ω ∈ R * ,+,ex with ω , r < 0, and clearly ω = 0. The standard representation R * ,+,ex \{0}, π std of R thus is faithful, which proves the implication ii.) =⇒ iii.).
The implication iii.) =⇒ iv.) is trivial and it only remains to show that iv.) =⇒ i.) holds. So assume that there exists a faithful representation (X, π) of the Riesz space R. Given r ∈ R\R + , then there exists an x ∈ X such that −C := π(r)( Proof: It is an immediate consequence of the definition of the locally convex order topology and the locally convex Riesz topology that every 0-neighbourhood of the locally convex Riesz topology is also a 0-neighbourhood of the locally convex order topology. Conversely, if a subset U ′ of R is a 0-neighbourhood of the locally convex order topology, and (v n ) n∈AE a dominating sequence of R, then Proposition 3.12 shows that there exists a sequence (δ n ) n∈AE in ]0, ∞[ such that U δ ⊆ U ′ . As U δ is absorbing balanced convex and order-balanced as well as directed by Proposition 3.11 it follows that U ′ is also a 0-neighbourhood of the locally convex Riesz topology on R.
Moreover, Theorem 3.13 shows that the four equivalent statements of the previous Proposition 4.10, especially ii.), are also equivalent to R being Archimedean.
The essence of the above Theorem 4.11, namely that every countably dominated Archimedean Riesz space has a faithful representation, can also be derived immediately from the Maeda-Ogasawara-Theorem for the representation of Archimedean Riesz spaces by extended real-valued functions and an category-argument. The new idea here is that this result can be seen as a special case of Theorem 3.13 for ordered vector spaces. Theorem 4.11 is a simultanious generalisation of the representation theorem [3, Thm. 2.2] in the special case of countably generated Archimedean Riesz spaces, and of the classical representation theorem for Archimedean Riesz spaces with a strong order unit. Note also that the Minkowski functional · U of an absorbing balanced convex and order-balanced as well as directed subset U of a Riesz space R is just an M -seminorm like e.g. in [3] , which explains the importance of the locally convex Riesz topology from the point of view of representation theory.
Representation of Ordered * -Algebras
We now come to the main section which develops the generalized Gelfand-Naimark Theorems for becomes an Archimedean ordered * -algebra which is not commutative in general.
• An almost f -algebra is a Riesz space R endowed with an associative product such that rs ∈ R + for all r, s ∈ R + and rs = 0 for all r, s ∈ R with r ∧ s = 0. We will only be interested in almost f -algebras with a commutative product and a multiplicative unit ½. Then it follows from the properties of ∨ and ∧ that (|r| − r) ∧ (|r| + r) = 0, so |r| 2 − r 2 = (|r| − r)(|r| + r) = 0,
i.e. r 2 = |r| 2 ≥ 0 for all r ∈ R. The complexification A := R ⊗ of such a commutative unital almost f -algebra R then becomes a commutative ordered * -algebra whose real linear subspace of Hermitian elements is A H ∼ = R.
• If A is a C * -algebra, then its Hermitian elements can be endowed with a partial order that turns A into an Archimedean ordered * -algebra in which the positive Hermitian elements are precisely those Hermitian ones whose spectrum is a subset of [0, ∞[. While this is a well-known result in the theory of C * -algebras, it is non-trivial and showing e.g. that the sum of two positive Hermitian elements is again a positive Hermitian element required some considerable effort in the original proof of the (non-commutative) representation theorem for C * -algebras in [4] . Moreover, in a C * -algebra A, the unit ½ is a strong order unit of A H , i.e. for every a ∈ A H there exists a λ ∈ [0, ∞[ such that a ≤ λ½, see also the discussion under Theorem 3.13.
If A is a * -algebra, then the complex vector space A * carries an antilinear involution · * : A * → A * , ω → ω * , given by ω * , a := ω , a * for all a ∈ A. We say again that an element ω ∈ A * is For ordered * -algebras we are going to discuss two different types of representations, which correspond to the first two examples mentioned above:
Definition 5.1 Let A be an ordered * -algebra. Then a representation as operators of A is a tuple (D, π) of a pre-Hilbert space D and a positive unital * -homomorphism π : A → L * (D). Similarly, a representation as functions of A is a tuple (X, π) of a set X and a positive unital * -homomorphism π : A → X . Moreover, such a representation (as operators or as functions) is called faithful if π is even an order embedding.
Of course, representations as functions are especially interesting for commutative ordered * -algebras.
The existence of faithful representations of an ordered * -algebra A is closely linked to the question of whether or not the order on A is induced by its (extremal) positive Hermitian linear functionals.
Representation as Operators
The well-known construction of the GNS-representation yields a representation as operators of an ordered * -algebra A out of a positive Hermitian linear functional on it:
Proposition 5.2 Let A be an ordered * -algebra and ω ∈ A * ,+ H . Then the map · | · ω : A × A → ,
is sesquilinear (antilinear in the first, linear in the second argument) and fulfils a | b ω = b | a ω as well as a | a ω ∈ [0, ∞[ for all a, b ∈ A. Write · ω for the corresponding seminorm on A, defined as a ω := a | a 1/2 ω for all a ∈ A, and ker · ω := a ∈ A a ω = 0 for its kernel. Then · | · ω remains well-defined on the quotient vector space A/ker · ω on which it describes an inner product. Now write D ω for the pre-Hilbert space of A/ker · ω with inner product · | · ω and [b] ω ∈ A/ker · ω for the equivalence class of an element b ∈ A. Then for every a ∈ A, the map π ω (a) : D ω → D ω ,
is a well-defined linear endomorphism of D ω , it is even adjointable with adjoint π ω (a * ), and the resulting map A ∋ a → π ω (a) ∈ L * (D ω ) is a positive unital * -homomorphism. Altogether, D ω , π ω is a representation as operators of the ordered * -algebra A.
Proof: The only detail which is not completely part of the classical GNS-construction for * -algebras as described e.g. in [10, Sec. 8.6 ] is the observation that π ω is not only a unital * -homomorphism, but also positive, because
Definition 5.3 Let A be an ordered * -algebra and ω ∈ A * ,+ H , then the representation as operators D ω , π ω from the previous Proposition 5.2 is called the GNS representation of A with respect to ω.
The problem of existence of representations as operators of ordered * -algebras can be treated completely analogous to the case of general * -algebras:
Proposition 5.4 Let A be an ordered * -algebra, then there exists a faithful representation as operators of A if and only if the order of A is induced by its positive Hermitian linear functionals.
Proof: Assume that there exists a faithful representation as operators (D, π) of A. Given a ∈ A H \A + H , then there exists ξ ∈ D such that ξ π(a)(ξ) < 0. But A ∋ b → ξ π(b)(ξ ∈ is a positive Hermitian linear map. So we conclude that the order on A is induced by its positive Hermitian linear functionals.
Conversely, assume that the order on A is induced by its positive Hermitian linear functionals. Using the GNS representations of A, define the orthogonal sum of pre-Hilbert spaces D tot := ω∈A * ,+ H D ω with inner product denoted by · | · tot , as well as for every element a ∈ A the linear endomorphism π tot (a) := ω∈A * ,+ H π ω (a) of D tot , i.e. ω∈A * ,+
Then it is easy to check that π tot (a) is even adjointable with adjoint π tot (a * ) and that the resulting map π tot : A → L * D tot , a → π tot (a) is a positive unital * -homomorphism. Moreover, π tot is even an order embedding: Indeed, for every a ∈ A H \A + H there exists an ω ∈ A * ,+ H such that ω , a < 0 and thus [½] ω π tot (a)([½] ω ) tot = ω , a < 0. It follows that D tot , π tot is a faithful representation.
Application of Theorem 3.13 to the above Proposition 5.4 immediately yields the following generalization of the (non-commutative) Gelfand-Naimark Theorem:
Theorem 5.5 Let A be a countably dominated ordered * -algebra, then A has a faithful representation as operators if and only if A is Archimedean.
The original (non-commutative) Gelfand-Naimark Theorem is essentially the special case of this Theorem 5.5 for ordered * -algebras A in which the multiplicative unit ½ is also a strong order unit. As discussed under Theorem 3.13, A is automatically countably dominated in this case. Proof: This is an immediate consequence of the properties of the elements in S m (A).
Representation as Functions
In order to guarantee the existence of many multiplicative states, we have to examine states which are at the same time extremal positive Hermitian linear functionals: The above definition of pure states is equivalent to the more common one as extreme points of the convex set of states:
Proposition 5.9 Let A be an ordered * -algebra, then S p (A) = ex S(A) , i.e. the pure states on A are precisely the extreme points of the convex set of states on A.
Proof:
If ω is an extreme point of S(A), then it is also an extremal positive Hermitian linear functional, hence a pure state: Indeed, given ρ ∈ A * ,+ H such that ρ ≤ ω, then, as a consequence of the Cauchy-Schwarz inequality, either both ρ , ½ and ω − ρ , ½ are in ]0, 1[, or ρ = µω with µ ∈ {0, 1}. In the former case, 
The sets of pure and of multiplicative states on an ordered * -algebra are closely related. In order to see this, the following concept will be helpful:
Definition 5.10 Let A be an ordered * -algebra, ω a state on A and a ∈ A. The variance of ω on a is defined as
Var ω (a) := ω , a − ω , a ½ * a − ω , a ½ . The variance will be useful for understanding the converse problem as well: From now on, only commutative ordered * -algebras will be of interest. There is an important class of such algebras in which the pure states are precisely the multiplicative ones:
Definition 5.13 A commutative ordered * -algebra A is called radical if it has the following property:
Whenever a ∈ A and b ∈ A H fulfil a * a ≥ ½ and aba * ≥ 0, then b ≥ 0.
There are some important examples of radical commutative ordered * -algebras:
Proposition 5.14 Let A be a commutative ordered * -algebra with the property that every c ∈ A H which fulfils c ≥ ½ has a multiplicative inverse c −1 in A, then A is radical.
Proof: Given a ∈ A and b ∈ A H such that a * a ≥ ½ and aba * ≥ 0. There exists a multiplicative inverse (a * a) −1 of a * a, which yields a left inverse a ℓ of a, namely a ℓ := (a * a) −1 a * . Consequently, b = a ℓ (aba * )a * ℓ ≥ 0.
Note that the above Proposition 5.14 remains true even without the assumption of commutativity.
Proposition 5.15 Let A be a commutative ordered * -algebra. If A has a faithful representation as functions, then A is radical and Archimedean.
Proof: Let (X, π) be a faithful represent as functions of A. It is easy to check that X is radical, e.g. by using the previous Proposition 5.14, and it is also clearly Archimedean. Using that π : A → X is a positive unital * -homomorphism and an order embedding, it follows immediately that A has to be radical and Archimedean as well. 
Archimedean by assumption. This finally shows that
It is also worthwhile to mention an important non-example:
Now assume that Var ω (½+a 2 ) = 0 holds for all a ∈ A H . As 4b = ½+(b+½) 2 thus shows that ω is multiplicative on whole A. So let a ∈ A H be given and define the subset S a : and ω , ½ ω , a * a = | ω , a | 2 for all a ∈ A hold, or ω , ½ > 0. In this second case, ω := ω , ½ −1 ω is a state on A and the following chain of equivalences holds: ω is even an extremal positive Hermitian linear functional if and only ifω is a pure state, which is equivalent toω being multiplicative by the previous Proposition 5.19, and Proposition 5.12 shows that this holds if and only if Varω(a) = 0 for all a ∈ A. As ω , ½ 2 Varω(a) = ω , ½ ω , a * a − | ω , a | 2 , identity (5.9) is proven.
Finally, as A * ,+ H is weak- * -closed in A * H and as A *
weak- * -continuous function, one sees that the right hand side of (5.9) is weak- * -closed in A * H .
Corollary 5.21 Let X be a set and A a unital * -subalgebra of X , then every pure state on A is multiplicative.
Proof: A is radical by Proposition 5.15 and so the above Proposition 5.19 applies.
Note: there might be more multiplicative states on A than just evaluation functionals at points of X.
Corollary 5.22 Let A be a radical commutative ordered * -algebra, then the following is equivalent:
i.) The Gelfand transformation S m (A), π Gelfand of A discussed in Proposition 5.7 is a faithful representation as functions.
ii.) There exists a faithful representation as functions of A.
iii.) The order on A is induced by its extremal positive Hermitian linear functionals.
Proof: The implication i.) =⇒ ii.) is trivial. Assume that there exists a faithful representation as functions (X, π) of A and let a ∈ A H \A + H be given. Then there exists an x ∈ X fulfilling π(a)(x) < 0. But the linear functional A ∋ b → π(b)(x) ∈ is a multiplicative state, hence a pure state by Proposition 5.11, and thus especially an extremal positive Hermitian linear functional on A. This proves the implication ii.) =⇒ iii.).
Finally, if the order on A is induced by its extremal positive Hermitian linear functionals, then for every a ∈ A H \A + H there exists an extremal positive Hermitian linear functionalω on A such that ω , a < 0. Fromω = 0 it follows that ω , ½ > 0 and therefore ω := ω , ½ −1ω is a well-defined pure state on A, thus also a multiplicative state by Proposition 5.19. So we see that π Gelfand (a) cannot be positive because π Gelfand (a)(ω) < 0, and conclude that the Gelfand transformation of A is faithful, i.e. iii.) =⇒ i.) holds.
There are some representation theorems for commutative * -algebras endowed with a locally convex topology defined by submultiplicative seminorms, i.e. seminorms fulfilling the estimate ab ≤ a b for all elements a and b of the algebra. One example is of course the commutative Gelfand-Naimark theorem. However, for radical commutative ordered * -algebras, the above Corollary 5.22 combined with Corollary 3.8 yields an approach using a rather different type of locally convex topologies.
By combining Corollary 5.22 with Theorem 3.13, we will indeed obtain faithful representations as functions of many radical commutative ordered * -algebras. In addition, positive Hermitian linear functionals can often be expressed as integrals in such representations:
Definition 5.23 Let X be a set, Y a subset of X and A a unital * -subalgebra of X . Then a positive Hermitian linear functional ω on A is said to be supported on Y if ω , f ≥ 0 holds for all f ∈ A H that fulfil f (y) ≥ 0 for all y ∈ Y .
If ω is supported on Y , then ω remains well-defined on the restrictions of functions in A to Y , because ω , f = 0 for all f ∈ A whose restriction to Y is the constant 0-function.
Definition 5.24 Let X be a set and A a unital * -subalgebra of X . A Daniell quasi-integral on A is a positive Hermitian linear functional ω on A with the following property: Whenever (f k ) k∈AE is a decreasing sequence in A H with pointwise infimum 0, i.e. inf k∈AE f k (x) = 0 for all x ∈ X, then inf k∈AE ω , f k = 0.
If A H is also a Riesz subspace of ( X ) H ∼ = Ê X , then a Daniell quasi-integral is a Daniell integral in the usual sense, hence can be represented by integration over a finite and countably additive positive measure on a suitable σ-algebra on X.
Theorem 5.25 Let A be a radical, Archimedean and countably dominated commutative ordered * -algebra, then the following holds:
• The Gelfand transformation S m (A), π Gelfand of A discussed in Proposition 5.7 is a faithful representation as functions. shows that K is weak- * -compact and that K = ⟪E⟫ cl-conv . From Corollary 5.20 it then follows that E is weak- * -compact as well. As ω is an element of K we have thus obtained a decomposition of ω into extremal positive Hermitian linear functionals. Now define L n := { ρ ∈ S m (A) | ρ/n ∈ K } for all n ∈ AE. From the definition of K it follows immediately that L n ⊆ L n+1 holds for all n ∈ AE. Moreover, as L n = S m (A) ∩ nK with nK :=
