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Abstract. We study the quantum cosmology of a flat FLRW universe filled with a
(free) massless scalar field and a perfect fluid that represents radiation or a cosmological
constant whose value is not fixed by the action, as in unimodular gravity. We study
two versions of the quantum theory: the first is based on a time coordinate conjugate
to the radiation/dark energy matter component, i.e., conformal time (for radiation) or
unimodular time. As shown by Gryb and The´bault, this quantum theory achieves a
type of singularity resolution; we illustrate this and other properties of this theory. The
theory is then contrasted with a second type of quantisation in which the logarithm
of the scale factor serves as time, which has been studied in the context of the
“perfect bounce” for quantum cosmology. Unlike the first quantum theory, the second
one contains semiclassical states that follow classical trajectories and evolve into the
singularity without obstruction, thus showing no singularity resolution. We discuss how
a complex scale factor best describes the semiclassical dynamics. This cosmological
model serves as an illustration of the problem of time in quantum cosmology.
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1. Introduction
One of the strongest motivations for considering a quantisation of gravity arises from
the spacetime singularities encountered in classical general relativity. Among such
singularities, the perhaps most worrying one is the Big Bang of standard cosmology,
which was presumably relevant for explaining the initial conditions of our Universe.
The Big Bang is characterised by a vanishing spatial volume element, or determinant
of the spatial metric, in the time slicing given by the constant curvature slices
of a Friedmann–Lemaˆıtre–Robertson–Walker (FLRW) universe. One of the earliest
questions for quantum gravity was whether the cosmological singularity can be avoided
in a quantum theory of FLRW universes [1]. Such minisuperspace models with finitely
many degrees of freedom have long been used to study basic questions of quantised
gravitational systems in the absence of a well-defined (continuum) realisation of the
canonical quantisation programme for full general relativity [2]. Our aim is to contribute
to this long-standing debate by analysing a cosmological model with some peculiar and
interesting features: in particular, we will show that the answer to whether the classical
singularity is resolved in quantum cosmology depends on the choice of clock variable.
Classically, minisuperspace models are covariant under refoliations or redefinitions
of the time variable, the only nontrivial diffeomorphisms left after reducing to FLRW
symmetry. There is then no a priori preferred time parameter in the quantum theory –
leading to the problem of time known generally in canonical quantum gravity [3, 4, 5].
One of the multiple aspects of this problem, which has been studied in many examples in
the literature [6], is the inequivalence of quantum theories obtained by choosing different
time coordinates before quantisation; this multiple choice problem [4] may be interpreted
as a breaking of general covariance at the quantum level. To avoid this issue, one can try
to work with a “clock-neutral” (in the terminology of [7]) Dirac quantisation, in which
no time parameter is chosen before quantisation, quantum constraints are implemented
on an initial (too large) kinematical Hilbert space and used to construct a physical inner
product. Observables must then be compatible with the constraints, meaning they are
“frozen in time”: dynamics must be formulated relationally, in terms of observables
corresponding to the value of quantity A when quantity B takes a given value [8, 9, 10].
While conceptually appealing as a way of preserving general covariance, as with any
other type of quantisation one has to check on a case-by-case basis how or whether
Dirac quantisation can be implemented successfully. It is therefore insightful to study
specific examples if possible.
The quantum cosmology model we study in this paper can be motivated from
different directions. The first is to start from a flat FLRW universe filled with a (free)
massless scalar field, one of the most widely studied models in all of quantum cosmology
[11, 12]. One way of expressing the problem of time is to say that since the Hamiltonian
is constrained to vanish for reparametrisation-invariant systems, quantum states cannot
evolve in the “time” given by the reading of an arbitrary coordinate label. What happens
if one does not impose this constraint? At least for a particular choice of lapse function,
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one obtains the dynamics of unimodular gravity, where the now arbitrary value of the
“energy” results in the appearance of a cosmological constant. One may think of the
unimodular time parameter corresponding to this lapse choice as preferred, although this
does not resolve the problem of time [13]. In other words, the extension of the original
model in which there was only a massless scalar interacting with gravity comes about
because removing the Hamiltonian constraint adds an additional dynamical degree of
freedom – a dynamical cosmological constant and its conjugate variable, (unimodular)
time. The new degree of freedom enters linearly into the Hamiltonian, which then admits
a standard Schro¨dinger quantisation. The properties of this Schro¨dinger quantum theory
were recently studied in a series of papers by Gryb and The´bault [14, 15], in particular
the apparently generic singularity resolution displayed by this model.
We will revisit these results and contrast them with a second viewpoint on the
same dynamical system: by a redefinition of variables, the unimodular gravity model
discussed above is mathematically identical to a minisuperspace model of a flat FLRW
universe filled with a (free) massless scalar field and a second matter component now
describing a perfect fluid with equation of state p = 1
3
ρ, i.e., radiation. This second
model has been proposed as a quantum cosmology undergoing a “perfect bounce” [16],
a quantum transition through the classical singularity at zero volume rather than a
conventional bounce in which the Universe stops collapsing at a finite size. The work of
[16] mainly focused on the properties of solutions to the Wheeler–DeWitt equation, but
also proposed a Klein–Gordon-like inner product which is conserved under evolution
with respect to the scale factor a. This choice of scale factor time is not the same as
working with a “Schro¨dinger” time coordinate, the variable conjugate to the perfect
fluid momentum appearing linearly in the Hamiltonian – which for radiation would be
conformal time. Thus, the perfect bounce proposal suggests a different quantisation of
the system studied by Gryb and The´bault. An obvious question is whether this second
type of quantum theory has similar singularity resolution properties. We will answer it
in the negative: rather, as suggested by the “perfect bounce” idea, we will see that states
can be evolved all the way back to the cosmological singularity without encountering
anything special; one can, for instance, construct semiclassical states following the
classical singular trajectories to arbitrary accuracy.
While appearing perfectly consistent with the principles of quantum theory, the
“perfect bounce” theory is somewhat unusual. It does not have a conventional unitary
time evolution generated by a Hamiltonian; we will see that the best approximation
to its dynamics at a semiclassical level may be given in terms of a complex “effective”
Schro¨dinger time, as proposed in [17]. It does not appear to be equivalent to a Dirac
quantisation in the usual sense, and there is no Hamiltonian that is required to be self-
adjoint. The properties of this second quantum theory illustrate how a basic question
such as singularity resolution in quantum cosmology can depend on the choice of clock.
A simpler model closely related to ours, in which the only matter content was a
perfect fluid modelling dust, had previously been studied by Gotay and Demaret [18].
Our results extend the results of [18] and support the general conjecture given there (see
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also [19]) that the quantum dynamics of cosmological models are always singularity-free
for “slow” clocks (which encounter a classical singularity in finite time) but lead to a
singularity for “fast” clocks which do not have this property. Our model was also studied
in [20] using effective methods rather than wave functions in a Hilbert space, where the
authors also found inequivalent results from different clock choices.
We introduce the classical cosmological model and its solutions in Section 2. Section
3 discusses the two possible definitions of the quantum theory we are interested in, using
two different variables as clocks and defining the inner product and notion of unitarity
according to these choices. In Section 4 we show that, while the Schro¨dinger clock leads
to a quantum theory with generic singularity resolution, choosing a clock related to the
scale factor leads to a quantum theory which reproduces classical behaviour, including
classical singularities, with arbitrary accuracy. We conclude in Section 5.
2. The classical model
In this section we discuss the classical properties of the cosmological model we are
studying. The model contains, in addition to a free massless scalar field, a second
degree of freedom that can be interpreted either as dark energy or as a radiation fluid
(or by extension, an arbitrary perfect fluid with fixed equation of state). All classical
solutions encounter a Big Bang or Big Crunch singularity. The dark energy/radiation
component is conjugate to a preferred (“Schro¨dinger”) time variable. More details on
various properties of this model can be found in [14, 16].
2.1. Universe with a cosmological constant
We consider a homogeneous and isotropic FLRW universe with a cosmological constant
and no spatial curvature. The universe contains matter given by a massless scalar field
φ. The metric can be written as
ds2 = −N(t)2dt2 + a(t)2(dx2 + dy2 + dz2), (1)
where N(t) is the lapse function and we have set c = 1. We start by considering the
Einstein–Hilbert action together with the free action of a massless field:
S = SEH + Sφ = 1
2κ
∫
d4x
√−g [R− 2Λ]− 1
2
∫
d4x
√−g gab∂aφ∂bφ (2)
where
√−g is the determinant of the spacetime metric gab, R the Ricci scalar, and
κ = 8piG where G is the universal gravitational constant. The integral is in principle
over the whole spacetime, but in order to avoid divergences it is convenient to restrict
ourselves to an integration region Σ × R, where Σ is a compact space manifold and
R parametrises the time coordinate. For an infinite universe Σ is usually viewed as a
“fiducial cell”. After imposing isotropy and homogeneity (1) and φ = φ(t), we find that
the action simplifies (after discarding a total derivative) to
S = SEH + Sφ =
∫
R
dt
[
−3V0a
κN
a˙2 − V0a
3NΛ
κ
+
V0a
3
2N
φ˙2
]
, (3)
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where V0 =
∫
Σ
d3x <∞ is the coordinate volume of Σ and the dot · represents d
dt
.
We now extend this theory so that it contains an additional dynamical degree of
freedom: we promote Λ from a parameter in the action to a dynamical variable Λ(t).
The perspective we would like to adopt is that Λ is a constant of motion rather than a
constant of nature, and as such can take different values for different classical solutions.
One way to achieve this is to add an extra term to the action (3),
S = SEH + Sφ + Scons =
∫
R
dt
[
−3V0a
κN
a˙2 − V0a
3NΛ
κ
+
V0a
3
2N
φ˙2 + ΛT˙
]
(4)
where we have introduced a Lagrange multiplier T enforcing the constraint Λ˙ = 0.
In the Hamiltonian theory for (4), the conjugate momenta to a and φ are then
pia = −6V0a
κN
a˙, piφ =
V0a
3
N
φ˙, (5)
while T and Λ are conjugate, {T,Λ} = 1; the Hamiltonian is
H = N
[
− κ
12V0a
pi2a +
1
2V0a3
pi2φ +
V0a
3
κ
Λ
]
. (6)
In the following we set κ = 8piG = 1 to simplify the notation. The lapse N is an
undetermined function of time and can be regarded as a Lagrange multiplier. This
imposes the additional constraint, usually called Hamiltonian constraint
C = − 1
12V0a
pi2a +
1
2V0a3
pi2φ + V0a
3Λ = 0. (7)
This theory corresponds to a parametrised version of unimodular gravity.
Unimodular gravity is usually defined as a version of general relativity only invariant
under coordinate transformations that leave the determinant of the metric
√−g
unchanged [21]. This symmetry group is smaller than the full diffeomorphism group
of usual general relativity and there is no Hamiltonian constraint; Λ appears as an
integration constant corresponding to the value of the Hamiltonian on a given solution.
From that starting point, promoting Λ and T to phase space variables and introducing
a gauge symmetry under time reparametrisations leads to the Hamiltonian system
presented here. We will choose the lapse N so that the Hamiltonian dynamics are
exactly those of unimodular gravity coupled to a massless scalar field.
At this point, the addition of a conservation constraint ΛT˙ may appear somewhat
ad hoc. However we will see shortly that our construction here can also be seen as
adding a perfect fluid as additional matter, parametrised by the variables T and Λ. We
would then choose an equation of state p = −ρ for this perfect fluid, which corresponds
to dark energy. We will see below that other equations of state are equally possible.
With the change of variables
v =
2√
3
V
1/2
0 a
3, ϕ =
√
3
2
φ, piv = V
−1/2
0
√
1
12
pia
a2
, piϕ =
√
2
3
piφ (8)
the Hamiltonian (6) simplifies to
H = M
[
−pi2v +
pi2ϕ
v2
+ λ
]
, (9)
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where λ = V0Λ and M =
√
3
2
NvV
−1/2
0 are the rescaled cosmological constant and
redefined lapse function. The variable v is proportional to the three-volume of Σ.
Working in the unit convention where the line element has units of length and the
metric is dimensionless, we see that [H] = L (writing everything in terms of powers of
length) and M is dimensionless. In fact, the only dimensionful constant left is V0 with
[V0] = L
3. In these variables the Hamiltonian constraint becomes
C = −pi2v +
pi2ϕ
v2
+ λ = 0. (10)
Defining a metric ηAB = diag(−1, v2), the resulting Hamiltonian is of the form
H = M [ηABpApB + λ], (11)
where pA represents the momenta piv and piϕ. ηAB is the metric of a portion of two
dimensional flat space covered by the coordinate chart (v, ϕ). If one views v as spacelike
and ϕ as timelike, one would refer to this part of Minkowski spacetime as the Rindler
wedge; if v is defined as timelike and ϕ as spacelike one obtains the future light cone of a
point in Minkowski space, which one might call the Milne wedge (or (1+1)-dimensional
Milne universe). At this point either terminology would be equally appropriate, but
since later in the paper we will argue for the volume v as a time coordinate it might be
more useful to think of the Milne wedge. The boundary of the Milne wedge is at v = 0;
the Milne wedge is not geodesically complete as geodesics can reach the Big Bang/Big
Crunch v = 0 in finite time. Another important property of (11) is that the Hamiltonian
is quadratic in all momenta except λ for which it is linear.
A particularly simple form of the dynamics is obtained for a time coordinate defined
by M = 1. In terms of the lapse N , we then have N = 2√
3
V
1/2
0
v
which is a “unimodular”
time: the metric has constant determinant. This coordinate choice reduces the dynamics
to the usual form of unimodular gravity. Applying the Hamiltonian formalism to the
system and assuming piϕ 6= 0, we find the classical solutions
v(t) =
√
−pi
2
ϕ
λ
+ 4λ(t− t0)2, ϕ(t) = 1
2
log
∣∣∣∣piϕ − 2λ(t− t0)piϕ + 2λ(t− t0)
∣∣∣∣+ ϕ0 (12)
for λ 6= 0. The parameters t0 and ϕ0 are constants of integration, and piϕ is also a
constant of motion. We see that v = 0 for t− t0 = ±piϕ2λ . If λ = 0 the solutions are
v(t) = 2
√
|piϕ||t− t0|, ϕ(t) = sgn (piϕ(t− t0))
log | t
t0
− 1|
2
+ ϕ0. (13)
The solutions are plotted in Figures 1 and 2 for different signs of λ.
Looking at (11) with M = 1, we see that any variable t˜ conjugate to λ satisfies
dt˜
dt
= 1, i.e., t˜ = t up to a constant (see also [21]). In this sense, the cosmological constant
λ is conjugate to a unimodular time coordinate. This will allow us to build relational
observables which correspond in a close sense to the classical solutions (12) and (13).
This universe contains an initial singularity, for all values of λ and all piϕ 6= 0. A
quick way to acknowledge this is to focus on comoving observers (dx = dy = dz = 0).
Curvature invariants diverge as v → 0, and so if v = 0 can be reached in finite proper
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(a) λ = 1 (b) λ = −1 (c) λ = 0
Figure 1: The classical solution v(t) (for t0 = ϕ0 = 0 and piϕ = 1) depending on the
sign of the cosmological constant. The yellow lines in (a) represent the asymptotes
v(t) = 2
√
λ|t|. This universe expands or contracts forever. In the negative λ case v(t)
reaches a maximum and then has a turnaround. The case (c) expands or contracts
forever too, but with different asymptotic behaviour compared to (a).
(a) λ = 1 (b) λ = −1 (c) λ = 0
Figure 2: The classical solution ϕ(t) (for t0 = ϕ0 = 0 and piϕ = 1) depending on the sign
of the cosmological constant. The field ϕ diverges at the singular points of the metric.
time by comoving observers it is safe to say that the spacetime has a singularity. Let us
consider first λ > 0 and the expanding branch t > 0. Then, setting t0 = 0 for simplicity,
with tsing =
|piϕ|
2λ
and t1 > tsing the proper time for comoving observers is∫ τ1
τsing
dτ = 2
√
V0
3
∫ t1
tsing
dt
v(t)
=
√
V0
3λ
log
(
2λt1
|piϕ| +
√
4λ2t21
pi2ϕ
− 1
)
<∞.(14)
Comoving observers reach v = 0 in a finite proper time. This calculation can be
appropriately adapted to the λ < 0 case. If λ = 0 we have∫ τ1
τsing
dτ = 2
√
V0
3
∫ t1
tsing
dt
v(t)
= 2
√
V0
3|piϕ|
√
t1 <∞. (15)
This initial singularity is referred to as Big Bang if it is in the past of the comoving
observer and Big Crunch if it is in the future. Due to the symmetry of the model this
universe contains both.
The unimodular time parameter t is a good choice of clock; it parametrises entire
solutions from the singularity out to infinity. As we explained, this time variable is
essentially the same as the dynamical variable conjugate to λ – which in the following
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we also refer to as t. All other variables can be expressed as a function of t globally.
From (12) and (13) we can also infer that in the case λ ≥ 0, v (or equivalently log(v/v0))
and ϕ are good clocks. Indeed, in the t range for which these variables are well-defined,
both of them are monotonic functions on each branch and therefore can parametrise the
rest of the variables injectively (see figures 1 and 2). More attention should be paid in
the λ < 0 case, where the volume v reaches a local maximum and turns around. In the
neighbourhood of this maximum v is not a good clock any more. In classical physics all
clocks are equivalent in the sense that, at least in regions where these are all monotonic
functions, we may equally well express a classical solution in terms of v(t), v(ϕ) or t(v).
There is an underlying unique theory which is coordinate-independent. In general this
“clock invariance” is not conserved in the quantum theory, as we will see in this paper.
2.2. Universe with radiation
In the previous subsection we discussed a model in which the cosmological constant
appears as a constant of motion rather than a constant of nature, which one can interpret
as defining gravity by unimodular gravity instead of GR. Here we will interpret the same
equations of motion as describing a different universe in which there is no cosmological
constant but the additional term we added gives a matter contribution to the action.
We consider the same FLRW metric (1), without a cosmological constant but with
a radiation perfect fluid and the same massless scalar field φ. The radiation fluid is
parametrised by the energy density ρ = ma−4 where m is a constant of motion. (Note
that m and ρ both have units of energy density.) This model might be closer to a realistic
cosmology than the previous one, since the early universe was dominated by radiation
whereas dark energy was negligible. Indeed this was one of the main motivations for its
study in the “perfect bounce” cosmology in [16]. For this model the action is
S = SEH + Sφ + Srad =
∫
R
dt
[
−3V0a
κN
a˙2 +
V0a
3
2N
φ˙2 − V0N
a
m+mχ˙
]
. (16)
The contribution of the radiation fluid can be obtained by starting with the general
action for an isentropic fluid [22] Sisen =
∫
d4x[−√−g ρ
(
|J |√−g
)
+ Ja∂aϕ
′ + βA∂aαAJa]
where ϕ′, βA and αA are spacetime scalars and Ja is the densitised particle number flux
vector (and the energy density ρ is initially a function of Ja and
√−g). The last two
terms in Sisen generate constraints on the flux vector Ja after varying with respect to
ϕ′, βA and αA. After restriction to FLRW symmetry, the term Ja∂aϕ′ can be written as
mχ˙ for an appropriately redefined Lagrange multiplier χ, while the second term can be
dropped since in FLRW symmetry the fluid flow is automatically orthogonal to constant
time hypersurfaces, and no further constraints on it are needed. Thus we obtain (16).
We now also see that the addition of a term mχ˙ enforcing energy conservation on m is
similar to what we did in (4) for the cosmological constant.
The Hamiltonian resulting from (16) is now
H = N
[
− κ
12V0a
pi2a +
1
2V0a3
pi2φ +
V0
a
m
]
. (17)
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As in the previous subsection, the Hamiltonian is constrained to vanish, and this
constraint arises from variation with respect to the lapse N . The variable m now
plays a very similar roˆle to Λ previously. In terms of physical motivation, one might
previously have considered the cosmological constant Λ to take either sign but choosing
m < 0 might not be as well motivated, as it would correspond to radiation with negative
energy density. After setting again κ = 1, we perform the change of variables (here just
a simple rescaling)
α = 2
√
3V
1/2
0 a, ϑ =
√
1
6
φ, piα =
√
1
12
V
−1/2
0 pia, piϑ =
√
6piφ, (18)
and find that the Hamiltonian has the form
H = N˜
[
−pi2α +
pi2ϑ
α2
+ m˜
]
(19)
where N˜ =
2
√
3NV
1/2
0
α
and m˜ = V0m (which has units of mass). Again, m˜ is a dynamical
variable (and constant of motion) of the theory, conjugate to another variable η = χ
V0
.
Clearly, when written in these variables the Hamiltonian is mathematically identical
to (9) and therefore every result regarding one model can be transferred to the other
one (α should be positive definite just as v was previously). The preferred lapse choice
N˜ = 1 now corresponds to N ∝ a, i.e., working in conformal time: classical solutions for
a universe with dark energy written in unimodular time correspond to solutions with
radiation in conformal time. In the following we will be working with the variables v, ϕ
and λ but it will be understood that all results can be translated to the perfect bounce
by identifying them respectively with α, ϑ and m˜. We can again view (19) as defining
a Hamiltonian for a particle moving in the Milne wedge, cf. (11).
We are primarily interested in a matter component that can be interpreted either
as dark energy or as radiation, but the above discussion can be extended to any perfect
fluid with equation of state p = wρ with w < 1. In this more general case, the energy
density has the form ρ = ma−3(1+w) where m is conserved and the Hamiltonian is
H = N
[
− κ
12V0a
pi2a +
1
2V0a3
pi2φ +
V0
a3w
m
]
. (20)
This can now be brought into the canonical form (19) by the variable change (κ = 1)
α =
4√
3
V
1/2
0
a
3(1−w)
2
1− w , piα =
√
1
12
V
−1/2
0 pia a
3w−1
2 ,
ϑ =
√
3
8
(1− w)φ, piϑ =
√
8√
3(1− w)piφ (21)
and, as before, m˜ = V0m. The preferred lapse choice N˜ = 1 now corresponds toN ∝ a3w.
The expressions we gave for dark energy (w = −1) in (8) and for radiation (w = 1
3
)
in (18) are special cases of this more general construction. The new canonical variable
α is, in the general case, a fractional power of the scale factor whose interpretation is
less obvious than for a volume factor or scale factor in the cases we consider in the
paper. However, since both a and α are required to be nonnegative, the mathematical
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equivalence of the two theories we have discussed so far clearly extends to the more
general case of a perfect fluid with arbitrary equation of state. In particular, quantum
cosmological dust models with w = 0 such as have been studied in [18, 23] fit naturally
into our formalism, and would be subject to the same quantisation ambiguities we
discuss here. For dust, the preferred time coordinate is proportional to proper time [24]
and the canonical variable for the geometry would be proportional to a3/2.
2.3. Dirac observables
Our dynamical system has a gauge symmetry under time reparametrisations, which
implies that not all phase space variables correspond to physical observables. Defining a
sufficiently large set of observables is however important to characterise and distinguish
different trajectories of this system. Here we focus on the notion of Dirac observables
commonly used in the Hamiltonian description of constrained systems [25].
The Hamiltonian constraint (10) defines a constraint surface C in the phase space
of the model where the solutions to the equation of motion evolve. Dirac observables
are functions O on the constraint surface that are invariant under the flow generated by
the Hamiltonian constraint C:
{C, O} ≈ 0, (22)
where {·, ·} is the Poisson bracket defined by the momenta and coordinates of the phase
space and the ≈ sign is Dirac’s notion for an equality that only needs to hold in C .
Concretely, for our model we have
{C, O} = −2pi
2
ϕ
v3
∂O
∂piv
− ∂O
∂t
− 2piϕ
v2
∂O
∂ϕ
+ 2piv
∂O
∂v
, (23)
and it is already obvious that piϕ and λ (which are constants of motion) and any
combination of the two are Dirac observables.
The time reparametrisation invariance of our cosmological model is a remnant of full
diffeomorphism symmetry. In particular, the dynamical Hamiltonian is itself a multiple
of the constraint C. This is why any Dirac observable in our system is also a constant
of motion. This observation has been made from a slightly different perspective, e.g.,
in [13], and can be seen as one facet of the problem of time: it appears that the only
observable quantities are ones that are constant under the entire cosmological evolution.
It is then convenient to introduce an important family of Dirac observables, namely
relational observables [8, 9, 10]. These quantities give information on how two phase
space functions change with respect to one another. Two examples of this type of
observables are v(t = t1) and t(v = v1), or the volume element when t takes the value t1
and the time t when the volume element takes the value v1. By varying the values of t1
and v1 on the allowed range we can build a family of observables; each of these will be a
constant along each dynamical solution, but together they define complete observables
which contain information about the full dynamics of the system.
To define these observables, start from an initial point P on the constraint
surface C whose coordinates are (ti, vi, ϕi, λ, pivi , piϕ). For P to lie in C we must have
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−pi2vi +
pi2ϕ
v2i
+ λ = 0. We label the initial values with subscript i apart from λ and piϕ, the
constants of motion. The initial data determine a unique classical solution within C ;
one can then ask for this solution what the value of the volume v is at the “time” for
which a t clock shows the value t1. The explicit expressions for these observables are
v(t = t1) =

√
−pi2ϕ
λ
+ 4λ
(
t1 − ti − vipivi2λ
)2
, λ < 0 or λ > 0
2
√
|piϕ|
∣∣∣t1 − ti + v2i4piϕ ∣∣∣, λ = 0. (24)
The first expression is only valid when the argument of the square root is positive;
as we saw earlier, the classical solutions reach singularities at some finite value of t
beyond which they would not be defined. Inverting the expressions and choosing only
the expanding branch of the solution, we find
t(v = v1) =

ti +
vipivi
2λ
+ 1
2
√
v21
λ
+
pi2ϕ
λ2
, λ < 0 or λ > 0
v21−v2i
4|piϕ| + ti, λ = 0.
(25)
Again, the plots in Fig. 1 show that there would be two different values for t
corresponding to the same value for v, so we need to make a choice.
If λ < 0, the first expression in (25) is only valid when v1 ≤ |piϕ|√−λ , which is the
upper bound reached by the volume in this case. The expressions given for v(t = t1)
and t(v = v1), when seen as functions of their argument, are special cases of the general
solutions given in (12)-(13), showing that these remain in the constraint surface C for
all values of the argument. The relational observables v(t = t1) and t(v = v1) only
satisfy, e.g., {C, v(t = t1)} = f C for some function f 6= 0 on phase space, and therefore
{C, v(t = t1)} = 0 only in C and not everywhere in phase space, unlike for the simple
constants of motion piϕ and λ. The reason why the trajectories v(t) and t(v) can be used
to define observables is essentially that, because of the appearance of a dark energy or
radiation component, t is a phase space coordinate rather than an arbitrary parameter.
3. The quantum theory
In this section we study the quantisation of the model and compare the properties
of Hilbert spaces constructed from several possible clock choices. Quantisation of the
Hamiltonian (11) leads to the Wheeler–DeWitt equation, which can be solved by a
separation of variables ansatz and has Bessel functions as solutions. To give physical
meaning to those solutions, we then choose one dynamical variable as a clock and
construct a Hilbert space with positive definite inner product for the remaining variables.
The choice of clock leads to different boundary conditions for the solutions and hence
different quantum theories. For each clock choice singularity resolution is analysed.
In general, the definition of a Wheeler–DeWitt equation is subject to ordering
ambiguities and ambiguities arising from a choice of coordinates on phase space. Here
we follow the operator ordering prescription proposed by Hawking and Page [26]: one
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replaces the term ηABpApB of (11) which is quadratic in momenta by −~2 where  is
the Laplace–Beltrami operator
 = 1√−η∂A(η
AB
√−η∂B) (26)
associated to the Minkowski metric ηAB. This operator ordering ensures covariance
of the theory under changing coordinates from (v, ϕ) to different coordinates on the
Milne wedge ‡; however, we will see shortly that self-adjointness of the  operator on
the Milne wedge is not guaranteed and needs to be considered carefully. The Wheeler–
DeWitt equation is then obtained by considering a wave function Ψ(v, ϕ, t) and applying
to it the operator resulting from the Hamiltonian with lapse choice M = 1:(
~2
∂2
∂v2
+
~2
v
∂
∂v
− ~
2
v2
∂2
∂ϕ2
− i~ ∂
∂t
)
Ψ(v, ϕ, t) = 0. (27)
This equation can be solved using a separation of variables ansatz of the form
Ψ(v, ϕ, t) = eiλ
t
~ψλ(v)ν(ϕ). This results in two equations,
ν ′′(ϕ)
ν(ϕ)
= −k2 (28)
for the ϕ part, and
v2ψ′′λ(v) + vψ
′
λ(v) +
(
λ
~2
v2 + k2
)
ψλ(v) = 0 (29)
for the v part. Here the notation ′ refers to the derivative of the function. (28) has
solutions of the form ν(ϕ) = eikϕ, where we restrict k to be real since real exponentials
will not be normalisable in the inner products of interest below. (29) is known as Bessel’s
equation and has Bessel functions J±ik
(√
λ
~ v
)
as solutions. For concreteness, here and
in the following we define these for negative λ by
Jik
(√
λ
~
v
)
= Jik
(
i
√−λ
~
v
)
= e−
kpi
2 Iik
(√−λ
~
v
)
(30)
where Iα(z) is a modified Bessel function of the first kind. A general solution to the
Wheeler–DeWitt equation is then of the form
Ψ(v, ϕ, t) =
∫ ∞
−∞
dk
2pi
∫ ∞
−∞
dλ
2pi~
ei
λ
~ teikϕ
(
α(k, λ)Jik
(√
λ
~
v
)
+ β(k, λ)J−ik
(√
λ
~
v
))
, (31)
which can alternatively be written as
Ψ(v, ϕ, t) =
∫ ∞
−∞
dk
2pi
∫ ∞
0
dλ
2pi~
ei
λ
~ teikϕ
(
α(k, λ)Jik
(√
λ
~
v
)
+ β(k, λ)J−ik
(√
λ
~
v
))
(32)
+
∫ ∞
−∞
dk
2pi
∫ 0
−∞
dλ
2pi~
ei
λ
~ teikϕ
(
α(k, λ)Kik
(√−λ
~
v
)
+ β(k, λ)Iik
(√−λ
~
))
.
‡ General covariance does not fix this form entirely in general; for instance one could add a contribution
~2ξR where R is the Ricci scalar [27]. In our case, since ηAB is flat, such ambiguities do not arise.
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In (32) we have rewritten the Bessel functions with imaginary argument in terms of the
more commonly used modified Bessel functions K and I, and redefined the functions
α(k, λ) and β(k, λ) for λ < 0. We see explicitly that universes in a superposition
of cosmological constant λ are in principle possible. This is fundamentally different
from treatments that do not come from unimodular gravity in which the cosmological
constant is a constant of nature and not a dynamical variable. In the radiation density
interpretation, this means that we can have superpositions of the mass parameter m
(which can take either positive or negative values at this stage).
To analyse these solutions and give physical meaning to them we need to construct
a Hilbert space. In the deparametrised framework we are using here, this requires a
choice of one of the dynamical variables to be the relational time parameter or clock of
the system. As explained in Section 2, either t, v or ϕ might be possible clock variables.
Choosing a clock amounts to defining a quantum theory for the two remaining degrees
of freedom as evolving in a parameter specifying the possible “outcomes” for the clock;
the clock is then not associated with an operator on the corresponding Hilbert space.
3.1. The Schro¨dinger clock t
Defining the Hamiltonian
Hˆs = ~2
(
− ∂
2
∂v2
− 1
v
∂
∂v
+
1
v2
∂2
∂ϕ2
)
, (33)
the Wheeler–DeWitt equation (27) looks like a Schro¨dinger equation using t as a time
parameter:
i~
∂
∂t
Ψ(v, ϕ, t) = −HˆsΨ(v, ϕ, t). (34)
The possible values of λ used in the plane wave decomposition (31) now correspond to
energy eigenvalues of Hˆs. This suggests defining a Schro¨dinger inner product
〈Ψ|Φ〉 =
∫ ∞
0
dv
∫ ∞
−∞
dϕ v Ψ¯(v, ϕ, t)Φ(v, ϕ, t) (35)
in the Hilbert space L2(M, dvdϕ√−η), whereM is the Milne wedge and η its associated
metric. 〈Ψ|Φ〉 is positive definite and sesquilinear by construction and hence is a well-
defined inner product. The preferred time variable t (unimodular time if we use the
dark energy interpretation, conformal time if we use the radiation interpretation of the
model) now plays the roˆle of a time parameter in non-relativistic quantum mechanics.
For this quantum theory to be consistent we would like to have unitary evolution:
inner products 〈Ψ|Φ〉 should be conserved in time t. One can impose self-adjointness
on Hˆs or alternatively verify that
∂
∂t
〈Ψ|Φ〉 = 0 (36)
for any two solutions to (34). This condition leads to the boundary condition∫
dϕ
[
v
(
Ψ¯
∂
∂v
Φ− Φ ∂
∂v
Ψ¯
)]v=∞
v=0
= 0. (37)
Singularity resolution depends on the clock 14
Not all square integrable solutions to (27) satisfy (37); one needs to choose a subspace
of L2(M, dvdϕ√−η) on which (37) holds, and where the Hamiltonian Hˆs can have
a self-adjoint extension. More details on this procedure are given, e.g., in [14]. The
appearance of boundary conditions for the Hamiltonian Hˆs is well-known in standard
quantum mechanics: after defining ξλ =
√
vψλ Bessel’s equation (29) becomes
−~2 ∂
2
∂v2
ξλ − ~2
1
4
+ k2
v2
ξλ = λξλ, (38)
a Schro¨dinger equation with a radial 1
r2
potential. Such a potential requires boundary
conditions at r = 0 for the Hamiltonian to be self-adjoint; one needs to distinguish
between several cases depending on the strength of the potential. Here we are in the
“most attractive” case in which the coefficient −(1
4
+k2) is less than −1
4
. The boundary
conditions and their solutions for all possible cases are discussed, e.g., in [28]. The
solutions in our case are similar to these known ones; nevertheless we find it instructive
to construct them explicitly. Readers not interested in the derivation may find the
general form of physical wave functions with required boundary conditions in (63).
To see which are the allowed solutions we proceed in a case by case analysis. By
considering two wave functions of purely positive λ1 and λ2,
Ψ1(v, ϕ, t) =
∫ ∞
−∞
dk
2pi
∫ ∞
0
dλ
2pi~
ei
λ
~ teikϕ
(
α1(k, λ)Jik
(√
λ
~
v
)
+ β1(k, λ)J−ik
(√
λ
~
v
))
,
Ψ2(v, ϕ, t) =
∫ ∞
−∞
dk
2pi
∫ ∞
0
dλ
2pi~
ei
λ
~ teikϕ
(
α2(k, λ)Jik
(√
λ
~
v
)
+ β2(k, λ)J−ik
(√
λ
~
v
))
and the small argument asymptotic form of the Bessel function
Jν(z) −→ e
ν log( z2)
Γ(ν + 1)
, z → 0, (39)
the boundary condition (37) gives the following condition in the v = 0 limit:
α1(λ1, k)α2(λ2, k)e
−ik log
√
λ1
λ2 − β1(λ1, k)β2(λ2, k)eik log
√
λ1
λ2 = 0. (40)
The general solution to this condition is
βi(k, λ) = αi(k, λ)e
−2iθ(k)eik log
(
λ
λ0
)
(i = 1, 2) (41)
where θ(k) is an arbitrary function of k and λ0 is an arbitrary reference scale. A general
parametrisation for such wave functions is then given by
Ψ+(v, ϕ, t) =
∫ ∞
−∞
dk
2pi
∫ ∞
0
dλ
2pi~
eikϕeiλ
t
~A(k, λ)<
[
e
iθ(k)−ik log
√
λ
λ0 Jik
(√
λ
~
v
)]
. (42)
The limit v =∞ does not add an additional requirement to the Bessel functions. Hence,
we see that for λ > 0 only certain real combinations of Bessel functions are allowed and
that different self-adjoint extensions parametrised by the free function θ(k) are possible.
Now consider λ < 0. At large argument the modified Bessel functions I behave as
Iν(z) −→ e
z
√
2piz
, z →∞, (43)
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hence they are not integrable under the inner product (35). Therefore we only consider
the functions Kik
(√−λ
~ v
)
and write a wave function with support only on λ < 0 as
Ψ−(v, ϕ, t) =
∫ ∞
−∞
dk
2pi
∫ 0
−∞
dλ
2pi~
eiλ
t
~ eikϕA(k, λ)Kik
(√−λ
~
v
)
. (44)
Inserting two wave functions of this form into (37) and using the asymptotic form
Kν(z) −→ 1
2
(
Γ(−ν)eν log( z2) + Γ(ν)e−ν log( z2)
)
, z → 0, (45)
we find that for any fixed k, two allowed negative values λ1 and λ2 for λ have to satisfy
log
(√
λ1
λ2
)
=
pin
k
(46)
where n is integer. In other words, for given k the allowed values for λ are of the form
λkn = λ
k
Ge
− 2pin
k , n ∈ Z (47)
for some λkG < 0. The general form of these solutions is then
Ψ−(v, ϕ, t) =
∫ ∞
−∞
dk
2pi
eikϕ
∞∑
n=−∞
eiλ
k
n
t
~A(k, λkn)Kik
(√−λkn
~
v
)
. (48)
Evaluating the boundary condition (37) with functions of positive λ (42) and
functions of negative λ (48) (and using again the small argument asymptotic form for
the Bessel functions) we finally find that λkG needs to be fixed to §
λkG = −λ0e−
pi
k
+
2θ(k)
k . (49)
For negative values of λ, the set of allowed wave functions is rather severely restricted:
the quantum theory exhibits a curious type of discreteness where for each wavenumber
k only a discrete set of (k-dependent) values of λ are possible.
Wave functions of the form (42) and (48) have time-independent norm, but we still
need to normalise them. Let us consider an eigenstate of k and λ > 0,
ψk,λ(v, ϕ) = α(k, λ)e
ikϕ<
[
e
iθ(k)−ik log
√
λ
λ0 Jik
(√
λ
~
v
)]
. (50)
We would like to find α(k, λ) such that 〈ψλ1,k1 |ψλ2,k2〉 = (2pi)2 ~ δ(k1−k2)δ(λ1−λ2), i.e.,
these wave functions form an orthonormal basis (in the improper sense of Dirac delta
normalisation). We already know that the ψk,λ are orthogonal for different values of
λ because they are eigenstates of the Hamiltonian with different eigenvalues, hence we
only need to find the right constant of proportionality. The ϕ part of the eigenstates is
already normalised by
∫
dϕ ei(k2−k1)ϕ = 2piδ(k1 − k2). We can then focus on evaluating
§ The value of λ0 is arbitrary: changing λ0 → λ′0 and θ(k)→ θ(k) + k log
√
λ0
λ′0
leaves λkG invariant.
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∫ ∞
0
dv v ψ¯λ1,kψλ2,k =
∫ ∞
0
dv v
(
α¯(k, λ1)α(k, λ2)×
<
[
e
iθ(k)−ik log
√
λ1
λ0 Jik
(√
λ1
~
v
)]
<
[
e
iθ(k)−ik log
√
λ2
λ0 Jik
(√
λ2
~
v
)])
=
1
4
α¯1α2
∫ ∞
0
dv v
[
e
−2iθ(k)+ik log
√
λ1λ2
λ20 J−ik
(√
λ1
~
v
)
J−ik
(√
λ2
~
v
)
+e
ik log
√
λ1
λ2 J−ik
(√
λ1
~
v
)
Jik
(√
λ2
~
v
)
+ complex conjugate
]
, (51)
where αi ≡ α(k, λi). We already know that this integral is of the form∫ ∞
0
dv v ψ¯λ1,kψλ2,k = f(λ1)δ(λ1 − λ2), (52)
i.e., it represents a distribution to be integrated over λi. To evaluate the integral in
this distributional sense, any possible finite terms g(λ1)δλ1,λ2 can be ignored since they
would integrate to zero. The lower limit of (51) gives such a finite contribution since the
Bessel functions are bounded near 0 and the prefactor e
ik log
√
λ
λ0 cancels their infinite
oscillations. We hence focus on the upper limit, and use the asymptotic form
Jik
(√
λ
~
v
)
−→
√
2~
pi
√
λv
cos
(√
λ
~
v − ikpi
2
− pi
4
)
, v →∞. (53)
to determine the function f(λ1) in (52): we write the product of two Bessel functions
as a combination of cosines and sines with argument
(√
λ1
~ ±
√
λ2
~
)
v. Integrating these
can give delta distributions using the identity∫ ∞
0
dx cos(κx) = piδ(κ). (54)
We also have δ
(√
λ1
~ +
√
λ2
~
)
= 0 since λ1 and λ2 are positive; yet another simplification
is that for any F (λ1, λ2) we can set F (λ1, λ2)δ(λ1−λ2) = F (λ1, λ1)δ(λ1−λ2) and further
simplify the integrand. After substituting (53) into (51) we then find that∫ ∞
0
dv vψ¯λ1,kψλ2,k
=
~α¯1α2
2pi
√
λ1
∫ ∞
0
dv
(
cos
(
k log
λ1
λ0
− 2θ(k)
)
+ cosh(kpi)
)
cos
(
v
(√
λ1
~
−
√
λ2
~
))
=
~|α1|2
2
√
λ1
(
cos
(
k log
λ1
λ0
− 2θ(k)
)
+ cosh(kpi)
)
δ
(√
λ1
~
−
√
λ2
~
)
= ~2|α1|2
(
cos
(
−2θ(k) + k log λ1
λ0
)
+ cosh(kpi)
)
δ(λ1 − λ2). (55)
Therefore, an orthonormal basis for the eigenstates of positive energy is given by
ψk,λ(v, ϕ) =
√
2pieikϕ<
[
e
iθ(k)−ik log
√
λ
λ0 Jik
(√
λ
~ v
)]
√
~ cos
(
−2θ(k) + k log λ
λ0
)
+ ~ cosh(kpi)
. (56)
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At large v the eigenstates ψk,λ have the form
ψk,λ(v, ϕ) ∝ e
ikϕ√√
λv
[
e−
kpi
2 cos
(√
λ
~
v − pi
4
− θ(k) + k log
√
λ
λ0
)
+ e
kpi
2 cos
(√
λ
~
v − pi
4
+ θ(k)− k log
√
λ
λ0
)]
(57)
which is a combination of outgoing and incoming plane waves with phase difference
Θ(k, λ) = ±pi
2
+ 2θ(k)− k log
(
λ
λ0
)
. This difference can be viewed as a phase shift from
scattering through the v = 0 region, as discussed in more detail in [14, 15].
The eigenstates of negative λ are easier to normalise since for each k there is only a
discrete set of allowed λ values; these states can hence be properly normalised. Consider
φλkn,k(v, ϕ) = β(k, λ
k
n)e
ikϕKik
(√−λkn
~
v
)
. (58)
We would like to find β(k, λkn) such that
〈
φ
λ
k1
n1
,k1
|φ
λ
k2
n2
,k2
〉
= 2piδ(k1 − k2)δn1,n2 . Once
again, because the ϕ part of the eigenstates is already normalised, it is enough to analyse∫ ∞
0
dv v φ¯λkn1 ,k
φλkn2 ,k
= β¯1β2
∫ ∞
0
dv vKik
(√−λkn1
~
v
)
Kik
(√−λkn2
~
v
)
(59)
(recall that the modified Bessel functions K are real). Here βi ≡ β(k, λkni). For these
integrals it is known (see p. 658, formula 6.521(3) in [29]) that∫ ∞
0
dx xKν(ax)Kν(bx) =
pi(ab)−ν(a2ν − b2ν)
2 sin(νpi)(a2 − b2) . (60)
Hence, given the form of the eigenvalues (47) and taking the limit a→ b in (60) we have
that (59) vanishes for n1 6= n2, while for n1 = n2∫ ∞
0
dv v
∣∣φλkn,k∣∣2 = |β(k, λkn)|2 pi~2k−2λkn sinh(kpi) . (61)
Therefore, the correct normalisation for negative energy eigenstates is
φλkn,k(v, ϕ) =
1
~
√
−2λkn sinh(kpi)
pik
eikϕKik
(√−λkn
~
v
)
. (62)
We can now finally write the general wave function of the universe in terms of the
orthonormal basis {φλkn,k, ψk,λ} in the following way:
Ψ(v, ϕ, t) =
∫ ∞
−∞
dk
2pi
eikϕ
[ ∞∑
n=−∞
A(k, λkn)
1
~
√
−2λkn sinh(kpi)
pik
eiλ
k
n
t
~Kik
(√−λkn
~
v
)
+
∫ ∞
0
dλ
2pi~
eiλ
t
~ B(k, λ)
√
2pi<
[
e
iθ(k)−ik log
√
λ
λ0 Jik
(√
λ
~ v
)]
√
~ cos
(
−2θ(k) + k log λ
λ0
)
+ ~ cosh(kpi)
 , (63)
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where
∫∞
−∞
dk
2pi
∑∞
n=−∞ |A(k, λkn)|2 +
∫∞
−∞
dk
2pi
∫∞
0
dλ
2pi~ |B(k, λ)|2 = 1. Such a wave function
is guaranteed to have unit norm under the inner product (35). We remind the reader
that in (63) θ(k) is a free function specifying the choice of self-adjoint extension, λ0 is
an arbitrary reference scale (arbitrary since the difference between any two such scales
can be absorbed in θ(k)) and λkn = −λ0e−
(2n+1)pi
k
+
2θ(k)
k are the allowed negative λ values.
3.2. The volume clock log(v/v0)
In the last section we chose t to be the clock variable and constructed a Hilbert space
over the remaining variables. While this choice of clock was justified by the fact that
t is a good classical clock, classically there are other possible choices; in particular one
could take ϕ or, in the case of λ ≥ 0, the volume v. In this section we will choose v
– or rather log(v/v0) – as a quantum clock, and compare the resulting theory to the
Schro¨dinger quantum theory that was obtained for time t.
After multiplying by v2, the Wheeler–DeWitt equation (27) can be rewritten as(
~2
(
v
∂
∂v
)2
− ~2 ∂
2
∂ϕ2
− i~v2 ∂
∂t
)
Ψ(v, ϕ, t) = 0. (64)
This equation looks like a Klein–Gordon equation in the variables (v, ϕ) where log(v/v0)
plays the roˆle of time, since v ∂
∂v
= ∂
∂ log(v/v0)
(where v0 is an arbitrary parameter with
dimensions length3/2 needed for dimensional reasons) and the last term corresponds to
a v-dependent potential. This suggests defining the inner product
〈Ψ|Φ〉KG := i
∫ ∞
−∞
dt
∫ ∞
−∞
dϕ
[
Ψ¯(v, ϕ, t)v
∂
∂v
Φ(v, ϕ, t)− Φ(v, ϕ, t)v ∂
∂v
Ψ¯(v, ϕ, t)
]
. (65)
This inner product is sesquilinear but might not be positive definite. Indeed, a general
solution to (64) of the form
Ψ(v, ϕ, t) =
∫ ∞
−∞
dk
2pi
∫ ∞
−∞
dλ
2pi~
ei
λ
~ teikϕ
(
α(k, λ)Ji|k|
(√
λ
~
v
)
+ β(k, λ)J−i|k|
(√
λ
~
v
))
, (66)
has norm squared
||Ψ||2KG =
2
pi
∫ ∞
−∞
dk
2pi
∫ ∞
−∞
dλ
2pi~
[− |α(k, λ)|2 + |β(k, λ)|2] sinh(|k|pi), (67)
which is not positive in general. However, it is easy to redefine the Klein–Gordon inner
product to obtain a positive definite inner product 〈 | 〉KG′ . Decomposing the wave
function (66) into positive and negative frequencies Ψ = Ψ+ + Ψ− with
Ψ− =
∫ ∞
−∞
dk
2pi
∫ ∞
−∞
dλ
2pi~
ei
λ
~ teikϕα(k, λ)Ji|k|
(√
λ
~
v
)
,
Ψ+ =
∫ ∞
−∞
dk
2pi
∫ ∞
−∞
dλ
2pi~
ei
λ
~ teikϕβ(k, λ)J−i|k|
(√
λ
~
v
)
, (68)
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we have ||Ψ−||KG ≤ 0, ||Ψ+||KG ≥ 0 and 〈Ψ−|Ψ+〉KG = 0. To construct a positive
definite inner product from 〈 | 〉KG it is enough to redefine the inner product of the
negative frequency modes by adding a minus sign, i.e.,
||Ψ||KG′ = ||Ψ+||KG − ||Ψ−||KG (69)
or more explicitly
||Ψ||2KG′ =
2
pi
∫ ∞
−∞
dk
2pi
∫ ∞
−∞
dλ
2pi~
[|α(k, λ)|2 + |β(k, λ)|2] sinh(|k| pi). (70)
A somewhat surprising property of this inner product is that it treats positive and
negative λ modes in exactly the same way, in spite of the fact that for λ < 0 the mode
functions diverge or fall off exponentially at large v rather than oscillating as for λ > 0.
(Recall that our definition of Bessel functions for negative λ was given in (30).)
Again, we require time independence of the inner product, v ∂
∂v
〈Ψ|Φ〉KG′ = 0. This
does not add any extra requirement for the Bessel functions. The condition∫ ∞
−∞
dt
[
Ψ¯
∂
∂ϕ
Φ− Φ ∂
∂ϕ
Ψ¯
]ϕ=∞
ϕ=−∞
= 0 (71)
is satisfied by all solutions to the Wheeler–DeWitt equation, as can be seen by Fourier
transforming in ϕ: the explicit expression (70) is already manifestly independent of
v. This is of course fundamentally different from what we found in the Schro¨dinger
quantum theory in Section 3.1. The Hilbert space now contains all regular functions
of the form (66), whereas using the t clock only functions of the form (63) – which
are equal weight combinations of Bessel functions Jik and J−ik – are permitted. A
normalised wave function formed only out of positive frequency modes of the form
Ψ(v, ϕ, t) =
∫ ∞
−∞
dλ
2pi~
∫ ∞
−∞
dk
2pi
√
pi
2 sinh(|k|pi) B(k, λ)e
ikϕeiλ
t
~J−i|k|
(√
λ
~
v
)
, (72)
where
∫∞
−∞
dλ
2pi~
∫∞
−∞
dk
2pi
|B(k, λ)|2 = 1, will be used later to study singularity resolution.
In the discussion of Section 3.1 where we chose a Schro¨dinger time t, demanding
conservation of inner products was equivalent to the requirement that the Hamiltonian
be self-adjoint, and led to a boundary condition on wave functions. We have already seen
that for a volume clock and Klein–Gordon-type inner product no boundary condition
arises. This can be partially understood by observing that there is also no Hamiltonian
that we could require to be self-adjoint. To see this let us define u = log(v/v0) and
rewrite the Wheeler–DeWitt equation (64) in the form
−~2 ∂
2
∂u2
Ψ(v, ϕ, t) = Oˆ(u)Ψ(v, ϕ, t), (73)
with Oˆ(u)Ψ :=
(
−~2 ∂2
∂ϕ2
− i~v20e2u ∂∂t
)
Ψ. Unitarity of the Klein–Gordon quantum
theory can be interpreted as a self-adjointness condition on Oˆ:
∂
∂u
〈Ψ|Φ〉KG′ = 0 ⇐⇒
∫
dt dϕ
[
Ψ¯(u, ϕ, t)OˆΦ(u, ϕ, t)− Φ(u, ϕ, t)OˆΨ¯(u, ϕ, t)
]
= 0. (74)
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Oˆ(u) is self-adjoint on L2(R2, dtdϕ) for each value of u, since it is a combination
of self-adjoint momentum operators in Schro¨dinger quantum mechanics. Hence, for
wave functions that are square-integrable in the usual sense, we immediately have
∂
∂u
〈Ψ|Φ〉KG′ = 0. There is, however, no interpretation of Oˆ as a Hamiltonian.
If Oˆ was independent of u and had positive eigenvalues, then the second order
Klein–Gordon equation (73) could be replaced by two Schro¨dinger equations
i~
∂
∂u
Ψ±(u, ϕ, t) = ±
√
OˆΨ±(u, ϕ, t). (75)
In this case, self-adjointness and positivity of Oˆ ensure that
√
Oˆ is a well-defined
operator;
√
Oˆ becomes a Hamiltonian and the general solution of the Klein–Gordon
equation is of the form Ψ = Ψ+ +Ψ− for two solutions of the two Schro¨dinger equations.
In our case however, Oˆ depends on u. Here we would be looking for an associated
Schro¨dinger equation of the form
i~
∂
∂u
Ψ(u, ϕ, t) = HˆΨ(u, ϕ, t), (76)
where agreement with (73) would demand that Hˆ satisfies
Hˆ2 + i~∂Hˆ
∂u
= Oˆ. (77)
If we assume that both Hˆ and Oˆ are self-adjoint this equation does not have any solution,
as can be seen from taking expectation values (again, for states for which both sides
would be well-defined)
〈
Hˆ2
〉
+ i~
∂
〈
Hˆ
〉
∂u
=
〈
Oˆ
〉
. (78)
The right-hand side always takes real values whereas the left-hand side does not unless
∂Hˆ
∂u
= 0 which would imply that Oˆ must also be time-independent.
Notice that already at the classical level, the constraint
C = −pi2v +
pi2ϕ
v2
+ λ (79)
does not admit a splitting C = −pi2v +H2 such that H2 would be a Dirac observable.
There is thus no obvious link of our quantum theory to a Schro¨dinger theory
with Hamiltonian that could be required to be self-adjoint. To the best of our
knowledge, the closest interpretation in terms of an effective Schro¨dinger description
is at the semiclassical level, where it requires a choice of complex Schro¨dinger time.
We summarise this argument here as given in [17]; see also [30] for further discussion
and various examples in which the effective Schro¨dinger time describing evolution of a
constrained system acquires an imaginary part.
The idea is to relax the requirement that the Schro¨dinger equation (76) is a
differential equation in the same time variable u as the second-order equation (73).
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Instead one considers a general time variable τ such that ∂
∂τ
= ∂
∂u
. Writing τ = u + δ
and Taylor expanding
〈
Hˆ2
〉
to first order in δ, the condition analogous to (78) is now
〈
Hˆ(u)2
〉
+
〈
Hˆ(u)∂Hˆ(u)
∂u
+
∂Hˆ(u)
∂u
Hˆ(u)
〉
δ + i~
∂
〈
Hˆ(u)
〉
∂u
=
〈
Oˆ(u)
〉
. (80)
If we now focus on semiclassical states for which covariances are small and one can
approximate
〈
Hˆ(u)∂Hˆ(u)
∂u
〉
=
〈
∂Hˆ(u)
∂u
Hˆ(u)
〉
=
〈
Hˆ(u)
〉
∂〈Hˆ(u)〉
∂u
, (80) can be solved if we
set τ = u − ~ i
2〈Hˆ〉 at first order of perturbation. Notice that this is a semiclassical
expansion due to the appearance of ~.
It is interesting to look at the real and imaginary parts of this complex Schro¨dinger
time evaluated on a classical solution. Here we replace
〈
Hˆ
〉
→ vpiv where v and piv
follow a classical trajectory parametrised by
v(t) =
√
−pi
2
ϕ
λ
+ 4λ(t− t0)2, piv(t) = 2λ(t0 − t)√
−pi2ϕ
λ
+ 4λ(t− t0)2
(81)
so that vpiv = 2λ(t0 − t). For an expanding solution with λ > 0, vpiv → −|piϕ| at the
singularity; the imaginary part of τ is positive and bounded by ~/2|piϕ| (see Figure 3).
The imaginary part remains very small for macroscopic piϕ with |piϕ|  ~.
(a) Real and imaginary part of τ along a
classical solution. The singularity corresponds
to <(τ) = −∞.
(b) Imaginary part of τ along the same
classical solution parametrised by Schro¨dinger
time t. The singularity is at t = 12 .
Figure 3: Effective complex Schro¨dinger time τ along a classical solution for t0 = 0,
λ = piϕ = 1, ~ = 1. The behaviour is similar for other values of these parameters.
The imaginary part of τ is relevant near the classical singularity but tends to
zero as v tends to infinity. This confirms the general expectation that far away from
the singularity the behaviour of our quantum theory is well described by standard
Schro¨dinger quantum theory with evolution in a real time variable, whereas close to
the singularity deviations from standard quantum theory become noticeable, ultimately
leading to different physical predictions of the two theories. Interestingly, the quantum
behaviour of the “perfect bounce” model in [16] was also captured by semiclassical
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complex trajectories in conformal time, leading to a picture in which the classical
singularity is avoided in the complex plane similar to quantum tunnelling. It would be
interesting to investigate the connection between these different ways in which a complex
semiclassical time emerges in this quantum cosmology near classical singularities.
4. Singularity resolution
The possibility of resolving classical singularities has always been one of the strongest
motivations for studying quantum gravity. In this section we will study the predictions
of the two quantum theories we have constructed regarding resolution of the classical
singularity. We will show that in the Schro¨dinger time theory, generic semiclassical
states resolve the singularity, whereas it is possible to construct wave functions in the
volume time theory that follow the classical solution all the way to the singularity. This
illustrates the main result of our paper: the fundamental property of resolving classical
singularities in this model depends on the choice of clock used for quantisation.
In the Schro¨dinger quantum theory, all allowed wave functions contain combinations
of Bessel functions of order ik and −ik. The asymptotic expression of these Bessel
functions for small arguments (39) implies that Jik(z) ∝ eik log z2 when z → 0. Hence,
the wave functions of the universe are composed of an equal weight combination of plane
waves going into and out of the classical singularity. These states are in a sense very
non-classical, as they are not associated to a unique classical trajectory.
This feature is not reproduced in the volume time theory, where we can choose a
wave function that is a combination of only incoming or outgoing waves. To illustrate the
difference between the two theories, we choose in the volume time theory a wavepacket
composed only of outgoing waves. Concretely, our chosen states have the form
Ψ1(v, ϕ, t) =
∫ ∞
−∞
dk
2pi
∫ ∞
0
dλ
2pi~
A(k, λ)
√
2pi eiλ
t
~ eikϕ<
[
e
iθ(k)−ik log
√
λ
λ0 Jik
(√
λ
~ v
)]
√
~ cos
(
k log λ
λ0
− 2θ(k)
)
+ ~ cosh(kpi)
(82)
and
Ψ2(v, ϕ, t) =
∫ ∞
−∞
dk
2pi
∫ ∞
0
dλ
2pi~
B(k, λ)
√
pi
2 sinh(|k| pi) e
ikϕeiλ
t
~J−i|k|
(√
λ
~
v
)
, (83)
where A(k, λ) and B(k, λ) are normalised:
∫
dk
2pi
dλ
2pi~ |A(k, λ)|2 =
∫
dk
2pi
dλ
2pi~ |B(k, λ)|2 = 1.
We focus on positive λ because it is easier to build semiclassical states for Ψ1 as all
values of k and λ > 0 are allowed. We stress that these states live in different Hilbert
spaces: Ψ1 is in the Hilbert space of the Schro¨dinger time theory while Ψ2 defines a
state in the volume time theory. We can then compare expectation values 〈v(t)〉Ψ1 in
the Schro¨dinger time theory and 〈t(v)〉Ψ2 in the volume time theory. These expectation
values are the quantum analogues of the classical Dirac observables (24) and (25).
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4.1. Results for 〈t(v)〉Ψ2
It is possible to obtain analytical results for 〈t(v)〉. Indeed, we have
〈t(v)〉Ψ2 = 〈Ψ2| t |Ψ2〉
= i
piv
2
∫
dλ1 dλ2
(2pi~)2
dk
2pi
dt t e−i(λ1−λ2)
t
~
B¯(k, λ1)B(k, λ2)
sinh(|k| pi) ×[
Ji|k|
(√
λ1
~
v
)
∂vJ−i|k|
(√
λ2
~
v
)
− J−i|k|
(√
λ2
~
v
)
∂vJi|k|
(√
λ1
~
v
)]
(84)
and the t integral can be done explicitly using the general expression∫
dλ1 dλ2
(2pi~)2
dt t e−i(λ1−λ2)
t
~F (λ1, λ2)
= − i~
2
∫
dλ
2pi~
(
∂F (λ1, λ2)
∂λ1
− ∂F (λ1, λ2)
∂λ2
) ∣∣∣
λ1=λ2=λ
(85)
leading to
〈t(v)〉Ψ2 =
∫
dλ
2pi~
dk
2pi
|B(k, λ)|2 f(v, k, λ)
+
i~
2
∫
dλ
2pi~
dk
2pi
[
B¯(k, λ)∂λB(k, λ)− ∂λB¯(k, λ)B(k, λ)
]
(86)
where
f(v, k, λ) =
pi
4~ sinh(|k| pi)
v2 ∣∣∣∣∣J1+i|k|
(√
λ
~
v
)∣∣∣∣∣
2
+
(
2~2k2
λ
+ v2
) ∣∣∣∣∣Ji|k|
(√
λ
~
v
)∣∣∣∣∣
2
(87)
− i~ |k| v√
λ
[
Ji|k|
(√
λ
~
v
)
J−1−i|k|
(√
λ
~
v
)
− c.c.
]]
.
We would like to compare (86) with the behaviour of classical solutions
tc(v) =
1
2
√
~2k2c
λ2c
+
v2
λc
, (88)
where ~kc is the classical value of piϕ and λc the classical value of the cosmological
constant. To do so we need to build semiclassical states, which are not too widely
spread around the central values kc and λc. We assume the form B(k, λ) = κ(k)χ(λ)
where κ(k) is extremely sharply peaked, so that we take κ(k)f(k) ≈ κ(k)f(kc) for any
function f(k) while
∫
dk
2pi
|κ(k)|2 = 1. This will simplify the numerics as we will not
integrate over k. We then choose χ(λ) to be a normalised Gaussian of mean λc,
χ(λ) = C
√
2~
√
pi
σ
e−
(λ−λc)2
2σ2 . (89)
The condition for the state to be normalised is
∫∞
0
dλ
2pi~ |χ(λ)|2 = 1. As we are integrating
only over positive λ, we need to add a constant of normalisation C(λc, σ). We mostly
use states for which σ
λc
is small; C is then essentially equal to 1. The standard deviation
σ controls “how quantum” the state is: if σ  λc the Gaussian is very peaked around
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the classical value of the cosmological constant, whereas for σ & λc there is significant
quantum spreading. For σ  λc we can perform a further approximation of (86),
〈t(v)〉Ψ2 ≈
∫
dλ
2pi~
|χ(λ)|2 f(v, kc, λ) ≈ f(v, kc, λc). (90)
Notice that our amplitude function B(k, λ) is chosen to be real meaning there is no
contribution from the second line in (86). Expanding both the classical solution (88)
and the quantum expectation value (90) around v = 0, we find
tc(v) =
~|kc|
2λc
+
v2
4~|kc| −
λcv
4
16~3|kc|3 +
λ2cv
6
32~5|kc|5 +O
(
v8
)
, (91)
f(v, kc, λc) =
~|kc|
2λc
+
v2
4~|kc| −
λcv
4
16~3(|kc|+ |kc|3) +
λ2cv
6
32~5(4|kc|+ 5|kc|3 + |kc|5) +O
(
v8
)
.
There is very close agreement, with the first difference only coming in at O(v4). We also
see that kc (which is dimensionless) can be used as another measure of semi-classicality:
f(v, kc, λc) and tc(v) agree in the limit of very large |kc|. It is therefore insightful to
study solutions with different values of kc.
The theory shows no signs of departing from the classically singular behaviour.
In order to claim singularity resolution one might require that the expectation value
〈t(v)〉Ψ become ill-defined as |∂v 〈t(v)〉Ψ | → ∞ for some value of v, in order to prevent
the dynamics from reaching v = 0. A weaker requirement would be departure from the
classical property that t is a globally monotonic function of v: if the clock t started
moving backwards (∂v 〈t(v)〉Ψ = 0 somewhere) this would also imply nonclassical and
hence potentially nonsingular behaviour in our quantum theory. In this case, one could
reach v = 0 but the measurement of time using the t clock would break down. These
hypothetical scenarios are visualised in Figure 4.
Figure 4: Possible singularity resolution in volume time. The blue line corresponds to
the classical solution t(v). The green (dotted) line corresponds to a trajectory where
〈t(v)〉 starts moving backwards. The red (dashed) curve corresponds to a 〈t(v)〉 that
becomes ill-defined. We would consider these scenarios as resolving the singularity.
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None of these scenarios occur here as the two lines of (91) start to disagree only
at order v4. This can be confirmed by analysing Figure 5, where we see that (for a
particular choice of Gaussian state) the quantum expectation value does not deviate
from the classical theory close to the singularity, but instead follows it very closely:
states of the form Ψ2 do not resolve the singularity.
To quantify the difference between the classical solution and quantum expectation
value seen in the graph, we introduce the relative difference between the quantum and
the classical solution,
∆rel(v) =
(
1− 〈t(v)〉Ψ2
tc(v)
)
. (92)
Some values for this difference are summarised in Table 1. We observe that as v
increases, the relative difference (slowly) approaches 0. The negative sign indicates
that the quantum expectation value is always greater than the classical solution. Of
course, (91) shows that there is a discrepancy between the two even for infinitely peaked
states. As one might have expected, for the same values of v, λc and kc the relative
difference is closer to zero for smaller σ, and already less peaked Gaussians (σ = 0.5 and
λc = 2) give close agreement between quantum expectation value and classical solution.
Increasing kc seems to slow the speed of convergence to the classical solution.
While the chosen states have λ > 0, the same analysis can be performed for λ < 0
with similar results; singularity resolution does not depend on the sign of λ in the volume
time theory which treats positive and negative values of λ in the same way.
Figure 5: Classical solution t(v) (blue curve) and quantum expectation value 〈t(v)〉Ψ2
(yellow curve) for λc = 2, kc = 1 and σ = 0.5, in units λ0 = ~ = 1. Other values of the
parameters do not alter significantly the form of the two curves.
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λc kc σ ∆rel(0.5) (%) ∆rel(5) (%) ∆rel(10) (%) ∆rel(50) (%)
2 1 0.5 -3.69 -1.86 -1.74 -1.65
2 1 0.3 -1.80 -0.95 -0.97 -0.81
2 1 0.1 -0.95 -0.56 -0.75 -0.43
2 10 0.5 -3.47 -2.86 -2.13 -1.32
10 1 1 -4.16 -0.47 -0.56 -0.56
Table 1: Relative difference for different values of the parameters λc, kc and σ. Despite
some oscillations the two curves are slowly converging.
4.2. Results for 〈v(t)〉Ψ1
In the Schro¨dinger time theory, we are interested in the expectation value 〈v(t)〉Ψ1 of
the volume as a function of the clock coordinate t. Expressions for inner products
and expectation values are much harder to calculate analytically in this theory (for a
discussion of analytical approximations in different limiting cases, see [15]), and as a
result we will have to rely on numerics. Concretely, with our choice of state (82) we are
interested in computing
〈v(t)〉Ψ1 = 〈Ψ1| v |Ψ1〉
=
∫ ∞
0
dv v2
∫
dλ1 dλ2
(2pi~)2
dk
2pi
e−i(λ1−λ2)
t
~ A¯(k, λ1)A(k, λ2)×
2pi<
[
e
−ik log
√
λ1
λ0 Jik
(√
λ1
~ v
)]
<
[
e
−ik log
√
λ2
λ0 Jik
(√
λ2
~ v
)]
√
~ cos
(
k log λ1
λ0
)
+ ~ cosh(kpi)
√
~ cos
(
k log λ2
λ0
)
+ ~ cosh(kpi)
(93)
where we have chosen θ(k) = 0 for the self-adjoint extension of the theory. The choice
of λ0 is a choice of units in which the energy parameter λ is measured. For the numerics
we will set λ0 = 1. As in the previous analysis, we consider wave packets for which
A(k, λ) = κ(k)χ(λ) with κ(k) extremely sharply peaked around a wavenumber kc (so
that the k integral does not need to be evaluated numerically) and where χ(λ) is a
Gaussian of the form (89). As the amplitude function A(k, λ) is chosen to be real,
〈v(t)〉Ψ1 is symmetric with respect to time reversal t → −t. Numerical evaluation of
(93) then involves integrating over λ1, λ2 and v. The v integral is a challenge as the
Bessel functions oscillate rapidly near infinity. As a first consistency check, we have
verified numerically that Ψ1 is normalised, 〈Ψ1|Ψ1〉 = 1 to very high precision.
Before presenting our numerical results, let us formulate some general expectations
based on the properties of the Schro¨dinger time quantum theory. For the classical
theory, we saw in Section 2 that every classical solution (with nonvanishing scalar field
energy, piϕ 6= 0) encounters a singularity at finite proper time: v(t0) = 0 for some finite
t0. The classical evolution terminates there; at least for λ 6= 0, v(t) cannot be continued
beyond t = t0. However, our quantum theory is by construction unitary and so the time
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evolution of an initial state is well-defined along the entire t axis. In this sense, there can
be no singularity in the quantum theory as was argued already, e.g., in [14, 18]. For any
t0 inside the range of the time coordinate t, we have a regular quantum state and it then
follows that 〈v(t0)〉 > 0 since there are no states in the Hilbert space with 〈v(t0)〉 = 0.
It is a priori still possible that 〈v(t0)〉 =∞ somewhere, or that 〈v(t)〉 → 0 as t→ ±∞,
and both of these behaviours might still be seen as singularities in the quantum theory.
These would however be drastic departures from any classical solution.
More generally, choosing a dynamical variable as clock means that this variable
is treated as a parameter for the evolution of the other quantum variables. The fact
that the volume time theory does not generically resolve the singularity could be seen
as due to this choice, which implies the absence of explicit quantum fluctuations in the
volume. In the Schro¨dinger time theory the time t becomes an evolution parameter,
which respect to which the volume has quantum fluctuations. The classical inevitability
of reaching v(t) = 0 can then be avoided.
In analogy with our discussion in the volume time theory, we would now say that
any state Ψ for which there is a CΨ > 0 such that 〈v(t)〉Ψ ≥ CΨ for all t resolves the
singularity. Indeed, this implies strong deviations from classical solutions in regions
where the classical solution approaches zero. We would then also expect another
strong departure from the classical theory, namely the existence of a point t0 at which
∂t 〈v(t)〉Ψ = 0. This would imply the relation v(t) is no longer monotonic, and indicate
the presence of a minimum (and bounce) for 〈v(t)〉Ψ. To see all this explicitly for the
state Ψ1 as defined in (82), we now compare 〈v(t)〉Ψ1 with the classical solution
vc(t) =
√
4λct2 − ~
2k2c
λc
(94)
where λc and kc correspond to the peak of the amplitude function A(k, λ).
Figure 6: Classical solution v(t) (blue curve) and quantum expectation value 〈v(t)〉Ψ1
(blue dots) for values λc = 2, kc = 1 and σ = 0.5, in units λ0 = ~ = 1.
Figure 6 confirms our expectations, and shows the clear difference between classical
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and quantum solutions: 〈v(t)〉Ψ1 has a minimum clearly strictly above zero. As for the
volume time theory, the quantum expectation value is always above the classical one
and is converging slowly at late times. We also see that, unlike v(t) which is only
well-defined before the Big Crunch and after the Big Bang singularities, the quantum
expectation value is well-defined everywhere, going smoothly from the contracting to
the expanding phase of the universe. This is exactly the behaviour of a nonsingular,
bouncing universe, as was already observed in [14].
Figure 7 shows quantum solutions for different values of the standard deviation σ
in the Gaussian (89). Perhaps surprisingly, increasing the standard deviation reduces
the difference between quantum expectation value and the classical solution near the
classical singularity. In other words, states with larger quantum spread have a more
abrupt transition between the two classical branches. This observation is related to the
fact that the minimum value that 〈v(t)〉Ψ1 takes at t = 0, which is in general a function
of all free parameters λc, kc and σ, appears to decrease with increasing σ. This minimum
value has no classical analogue, and therefore such behaviour would not be in conflict
with the expectation that a semiclassical limit is σ → 0.
The analysis of [15] found the same general behaviour for the minimum value of
〈v(t)〉 and, in a limit in which the contribution of the cosmological constant dominates
over the scalar field, found that analytically 〈v(0)〉 ∝ 1/σ as a function of the standard
deviation. Our numerical results (as shown in Figure 7) do not assume this limit and
deviate from an exact relation 〈v(0)〉 ∝ 1/σ (at fixed λc and kc), but not very strongly:
v(0)|σ=1 = 3.90 ± 0.11, v(0)|σ=2 = 2.08 ± 0.04, v(0)|σ=3 = 1.47 ± 0.02, (95)
where the errors are numerical integration errors estimated by Mathematica.
The fact that larger σ leads to a smaller minimum value for the volume can also
be interpreted by noticing that λ is conjugate to time and in some sense conjugate to v
(recall that Jik
(√
λ
~ v
)
∝ eik log
√
λv
2~ near v = 0), so that it is the smaller spread in t and
v which seems to bring the quantum expectation value closer to the classical solution.
As in the previous section, the quantum expectation value is always above the
classical value but both are slowly converging as we evolve for longer times, as shown
in Table 2. The relative difference is again defined by
∆rel(t) =
(
1− 〈v(t)〉Ψ1
vc(t)
)
. (96)
Table 2 gives some more details about the behaviour of our numerical results. First of
all, the relative difference ∆rel approaches zero over time, and generally the quantum
solution is above the classical one: in the few cases where ∆rel > 0, numerical errors are
compatible with ∆rel < 0. Given the same values of λc and kc, smaller values of σ seem
to give smaller numerical errors. As in the previous section, greater kc seems to slow
down the convergence of quantum expectation values and classical solution. In general,
some error estimates are very large, coming from the fact that the Bessel functions and
the complex exponential can oscillate very rapidly. For these data points with very
large error estimates, we have found that slightly changing parameters such as σ or the
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Figure 7: Classical (blue line) and quantum solutions (dots) for different values of σ
(σ = 1: blue, σ = 2: orange, σ = 3: green), with λc = 10, kc = 1, and λ0 = ~ = 1.
λc kc σ ∆rel(5) (%) ∆rel(10) (%) ∆rel(15) (%) ∆rel(20) (%)
2 1 0.5 −4.20 ± 0.54 −1.01 ± 0.17 −1.10 ± 0.04 −0.82 ± 0.01
10 1 1 −1.01 ± 0.05 −0.47 ± 0.02 −0.31 ± 3.69 −0.20 ± 0.01
10 1 2 −0.81 ± 0.14 −0.36 ± 9.84 0.14 ± 27 −0.01 ± 0.14
10 1 3 −0.12 ± 16 0.95 ± 25 0.23 ± 0.27 0.54 ± 1.96
10 3 1 −2.93 ± 2.89 −1.45 ± 0.02 −0.94 ± 0.01 −0.69 ± 0.03
Table 2: Relative difference between classical solution and quantum expectation value
for different values of λc, kc and σ. The relative difference generally decreases over time.
Integration error estimates by Mathematica were added to quantify the accuracy of the
results. It appears that some high estimates are too high and the data are reliable.
time t at which the integral is evaluated generically leads to a similar result which much
smaller error estimate, suggesting that these error estimates significantly overestimate
the actual numerical error. Overall, the results are accurate enough to confirm the
general behaviour of the Schro¨dinger time theory, in particular the apparently generic
singularity resolution in this theory, in numerical examples. We again refer the reader
to [14, 15] for many more details and a deeper numerical analysis of this theory.
5. Conclusions
Singularity resolution in quantum cosmological models is a topic of ongoing research. A
particularly pressing issue is the problem of time, which implies that quantum theories
defined with respect to different clocks may not agree, and in particular make different
predictions regarding resolution of the classical singularity. In this paper we contribute
to this discussion by analysing flat FLRW universes filled with a scalar field and a
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matter component that can be interpreted as radiation, a cosmological constant as in
unimodular gravity, or a more general perfect fluid, e.g., representing dust. As there is
no preferred choice of time variable, we chose different dynamical variables to play the
roˆle of clock: a “Schro¨dinger time” t representing one of the variables of the perfect fluid,
which would correspond to unimodular time for dark energy and to conformal time for
radiation, and a “volume time” log(v/v0) where v is the three-dimensional volume.
These two choices of time coordinate were analysed by Gotay and Demaret [18] in a
simpler but related model. In their terminology, the Schro¨dinger time t is a “slow” clock:
its domain is infinite but it only records a finite amount of time until the singularity
is reached. The volume time on the other hand is “fast”: the singularity is at infinity
with respect to the clock log(v/v0), or more generally at the boundary of its domain
(which would be v = 0 written in terms of v). Our results here confirm the conjecture
given in [18] that fast clocks do not resolve the singularity whereas slow clocks lead
to singularity-free theories. More precisely, the slow clock t leads to a unitary and
singularity-free theory, as shown in [14]; the price for this is boundary conditions which
restrict the physical Hilbert space to nonclassical modes, each of which is an equal
superposition of ingoing and outgoing. On the other hand, in the fast clock log(v/v0) it
is possible to construct states that follow the classical solution up to arbitrary accuracy.
This confirms the picture of a well-defined quantum theory in which one can transition
“through” the singularity, as given in [16]. The volume time theory does not have a
self-adjoint Hamiltonian and, in its semiclassical limit, can be interpreted in terms of
a complex Schro¨dinger time [17]. We analysed the space of allowed wave functions in
depth and presented both numerical and analytical results for singularity resolution.
Our results illustrate yet another example in which general covariance, one of the
most praised characteristics of general relativity, is not maintained after quantisation as
different clock choices lead to very different dynamics. Other examples are known [6, 20].
One might conclude that deparametrised quantum theories, in which a time parameter is
picked before quantisation, are thus subject to unacceptable ambiguities and that a more
promising route would be to implement the programme of Dirac quantisation [25, 31, 32]
where an inner product can be constructed systematically, e.g., through group averaging.
Dirac quantisation can be seen as implementing a clock-neutral quantum definition for
generally covariant theories: one can formulate a notion of quantum general covariance
in which the perspectives of different observers who use different clocks are related [7, 33].
The volume time theory in our model does not have a (self-adjoint) Hamiltonian and its
solution space is larger compared to the Schro¨dinger time theory; it is not obvious how it
can be related to the reduction of a Dirac quantised theory to a specific time coordinate.
The authors of [18] followed a different route towards quantisation by defining a “square
root” Hamiltonian generating classical evolution in volume time, which was then subject
to a standard Schro¨dinger quantisation with self-adjoint Hamiltonian. It was found that
the classical singularity persists also in that quantisation. We plan to investigate this
possibility in more detail in further work.
Our cosmological model has another natural clock, given by the scalar field ϕ;
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indeed free massless scalars are often introduced into quantum cosmology for the main
purpose of being used as a clock. The clock ϕ is fast: the classical singularity is at the
boundary of its domain ϕ → ±∞. In the simpler case of a model including only this
scalar field but no other matter and using ϕ as time, the Wheeler–DeWitt theory does
not resolve the singularity; modifying the Hamiltonian and the quantum kinematics
using input from loop quantum gravity (LQG) however leads to a loop quantum
cosmology with generic singularity resolution (see, e.g., [34] for details). In our model,
Gotay and Demaret’s conjecture suggests there should be no singularity resolution in ϕ
time. On the other hand, evolution in ϕ is generated by a time-independent Hamiltonian
which one would require to be self-adjoint‖, so that the theory should be related to the
Schro¨dinger time theory, and the two possibly to the same Dirac quantisation. The
latter argument would suggest resolution of the singularity, and thus a counterexample
to Gotay and Demaret’s conjecture. Again, we leave this question to future work.
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