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Abstract
We focus on the pricing of Bermudan and barrier options under the dynamics of the
Heston stochastic volatility model. The two-dimensional nature of the Heston model
makes the pricing of these options problematic, as the risk-neutral expectations need to be
calculated at each exercise/observation date along a continuum of the two state spaces. We
examine the 2D-COS method, which makes use of Fourier-cosine expansions in each of the
two dimensions in order to approximate the integrals. Using the fast Fourier transform,
we are able to efficiently calculate the cosine series coefficients at each exercise/observation
date. A construction of this method is provided and we conduct numerical experiments
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In financial markets, a considerable amount of effort has been spent on improving the speed
and accuracy of option pricing techniques. One of the main motivations for this is that effi-
cient methods are required for the calibration of financial models as well as to price complex
contracts rapidly.
As stated by Fang and Oosterlee [2008], the existing numerical pricing methods fall into three
major groups: partial (integro) differential equation (PIDE) methods, Monte Carlo simulation
and numerical integration methods.
The current state-of-the-art numerical integration methods are based on a transformation to
the Fourier domain, and are thus collectively known as the transform methods. These methods
are computationally very efficient as a result of the availability of the Fast Fourier Transform
(FFT). In the Fourier domain, a wide range of derivative contracts can be priced, provided
that the characteristic function of the asset price process is available. This is the case for a
number of underlying models, such as those in the class of Lévy processes.
A number of transform methods have been developed to price European options for a variety
of asset price processes. Examples of such methods are those of Carr and Madan [1999] and
Fang and Oosterlee [2008]. More recently, transform methods have been generalized in order
to price more complicated options, such as Bermudan, American and barrier options. Exam-
ples of these methods are Lord et al. [2008] and Fang and Oosterlee [2009].
Although these techniques for option pricing using the FFT are very fast and accurate, they
are based on the one-dimensional characteristic function of a single stochastic process. This
means that they are not suitable for the pricing of options with multiple underlying assets,
such as rainbow options, or for the pricing of options written on one asset which is governed
by two or more stochastic processes, as is the case for models such as the stochastic volatil-
ity model of Heston [1993]. Because of the multi-dimensional nature of the dynamics being
considered, it is non-trivial to apply the transform methods to the pricing of Bermudan and
barrier options in such situations.
As a result of both the multi-dimensionality and the path dependency of such options, Monte
Carlo simulation methods are often used to price these contracts, and hence much of the re-
cent advances in this area of study have been obtained for these simulation methods. In Fang
and Oosterlee [2011], the pricing of Bermudan and barrier options under the Heston model
by transform methods was considered and is handled by applying the COS formula for the
log-stock dimension and a quadrature rule for the log-variance dimension.
In this paper, we consider a two-dimensional FFT-based method for the pricing of options
under the Heston model. The 2D-COS method of Ruijter and Oosterlee [2012] is an extension
of the COS method of Fang and Oosterlee [2009] to two dimensions, and thus is also based on
Fourier-cosine series expansions. This method differs from that used in Fang and Oosterlee
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[2011] in that Fourier-cosine series expansions are applied in both dimensions, rather than just
in the log-stock dimension. As a result, this approach requires the availability of the bivariate
characteristic function of the log-asset price and the variance. Since the Heston model is in
the class of affine jump diffusions (Duffie et al. [2000]), it is fairly straightforward to obtain
the bivariate characteristic function in closed form. However, the Heston model is not in the
class of Lévy processes, and as a result, the FFT algorithm can only be applied in one di-
mension, similarly to the cases dealt with in Fang and Oosterlee [2011] and Zhang et al. [2012].
In their paper, Ruijter and Oosterlee [2012] focused predominantly on the the pricing of op-
tions on multiple underlying assets, but did also cover the pricing of Bermudan options under
Heston’s model. We will focus exclusively on the pricing of options on a single underlying
asset which follows the dynamics of the Heston model and will apply the 2D-COS method to
the pricing of European, Bermudan and discrete barrier options.
The dissertation is organised as follows: in Section 2 we outline the basic Heston dynamics
and present a few relevant facts about the processes involved, as well as deriving the bivariate
characteristic function; in Section 3 we introduce and explain the 2D-COS Method for Euro-
pean options and in Section 4 we progress to the 2D-COS Method for Bermudan options of
Ruijter and Oosterlee [2012]; in Section 5 we extend the 2D-COS method to enable the pricing
of discretely-monitored barrier options; in Section 6 we will test and discuss the speed and
accuracy of the 2D-COS Method for the pricing of European, Bermudan and barrier options
under the Heston dynamics.
2
2 The Heston Model





(St, vt), where St is the stock price and vt is the variance, by the following system of stochastic
differential equations:












t = ρ dt
where r is the risk-free interest rate, q is the continuously compounded dividend yield, the
three (non-negative) parameters, λ, v̄ and η, represent the speed of mean reversion, the mean
level of variance and the volatility of the volatility process, respectively, and ρ is the constant
correlation between the stock price and the variance processes. W 1t and W
2
t are thus correlated
Brownian motions. vt represents the instantaneous variance of relative changes in St, in the
sense that the quadratic variation of dStSt over the interval [t, t+ dt] is vt dt.
A more common representation of the Heston model is in terms of the logarithm of the stock
price, xt = lnSt. This representation is easily obtained by applying Itô’s formula to get
dxt =
(
















t = ρ dt
We can also define the Heston model in terms of independent Brownian motions (W̃ 1t , W̃
2
t ),
in which case it will then take the following form:
dxt =
(




















2.1 Distribution of the variance process
The variance process in (2.2) is modelled as a mean-reverting square-root diffusion, with dy-
namics which are similar to those used for the interest rate model of Cox et al. [1985]. This
process for the variance precludes negative values for vt, and if vt reaches zero it can sub-
sequently return to being positive. If the Feller condition (2λv̄ ≥ η2) is satisfied, then vt is
guaranteed to stay positive. If this condition is not satisfied, then vt may reach zero.
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− 1 and ζ := 2λ
(1− e−λ(t−s))η2
(for 0 < s < t) the process 2ζvt is governed by the non-central chi-square distribution with








Note that satisfying the Feller condition is now equivalent to having qFeller ≥ 0.
In cases where the Feller condition is not satisfied, the cumulative distribution of the variance
will display “near-singular behaviour”, with the left tail of the density growing rapidly. This
type of behaviour may lead to significant errors, particularly for integration-based option-
pricing methods, which require truncation of the integration range. In Andersen [2008] it was
reported that the Feller condition is often found not to be satisfied by parameters obtained
from market data.
2.2 Characteristic Function
In Heston [1993] it was shown that under the log transform of the stock price, xt = log(St),
the Heston model is in the class of affine jump diffusions. As a result of this, the characteristic
function of the process Xt = (xt, vt) will be given by
φ(u,Xt, t, T ) = E[eiu·XT |Xt]
= eA(u,T−t)+B
T (u,T−t)Xt (2.4)
where A(u, τ) and B(u, τ) can be obtained in closed form.
2.2.1 The Bivariate ChF
For the two-dimensional COS method, we will require the bivariate characteristic function,
which is given by
φ(u1, u2, xt, vt, t, T ) = E[eiu1xT+iu2vT |xt, vt] (2.5)
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Now, by applying iterated expectations we can see that φ must be a martingale:
For s < t < T




= E[eiu1xT+iu2vT |xs, vs]
= φ(u1, u2, xs, vs, s, T )





























Since Xt is an affine jump diffusion, it follows from (2.4) that the bivariate characteristic
function has the form
φ(u1, u2, xt, vt, t, T ) = exp
(
A(u1, u2, T − t) +B1(u1, u2, T − t)xt +B2(u1, u2, T − t)vt
)
(2.8)
Using the fact that φ is of this form, one can easily find the necessary partial derivatives.
Inserting these into (2.7) then results in the following:
∂A(u1, u2, T − t)
∂t
+
∂B1(u1, u2, T − t)
∂t
x+








B1(u1, u2, T − t)
+ λ(v̄ − v)B2(u1, u2, T − t) + ηρvB1(u1, u2, T − t)B2(u1, u2, T − t) +
1
2




η2vB22(u1, u2, T − t) = 0 (2.9)
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It is, however, more convenient to use the time to maturity, τ = T − t, as the parameter rather
than the time, t. As a result of this, the partial derivatives with respect to t will be replaced















B1(u1, u2, τ)− λ(v̄ − v)B2(u1, u2, τ)






η2vB22(u1, u2, τ) = 0 (2.10)
This expression can then be rearranged to obtain the following:
∂A(u1, u2, τ)
∂τ










B1(u1, u2, τ) +
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Now, with the terminal condition φ(u1, u2, xT , vT , T, T ) = e
iu1xT+iu2vT , the complex-valued
functions A(u1, u2, τ), B1(u1, u2, τ) and B2(u1, u2, τ) must satisfy the following system of















= iu1(r − q) + λv̄B2(u1, u2, τ) (2.14)
with the initial conditions B1(u1, u2, 0) = iu1, B2(u1, u2, 0) = iu2 and A(u1, u2, 0) = 0, and
where β is defined as follows:
β := λ− iρηu1 (2.15)
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This is a system of ODEs of Riccati type, and the solution of these ODEs can then be derived
as
B1(u1, u2, τ) = iu1 (2.16)
B2(u1, u2, τ) =
β −D − (β +D)he−Dτ
η2(1− he−Dτ )
(2.17)










where we further define
D :=
√
β2 + η2u1(i+ u1) (2.19)
h :=
β −D − iu2η2
β +D − iu2η2
(2.20)
Note that for D we use the common convention that the real part of the square root is non-
negative. This is not a restriction, since the characteristic function is even in D.
2.2.2 Cumulants of the log-stock Process
Now that we have an analytic representation of the bivariate ChF, we can obtain the univariate
ChF simply by setting u2 = 0. We can then apply (A.4) with this ChF in order to obtain the
cumulants. With the aid of Maple, the first and second cumulants, c1 and c2 respectively, are
given by










ητλe−λτ (v0 − v̄)(8λρ− 4η) + λρη(1− e−λτ )(16v̄ − 8v0) + 2v̄λτ(−4λρη + η2 + 4λ2)




3 The Two-Dimensional COS Method for Pricing European
Options
The two-dimensional COS Method is an extension of the COS Method of Fang and Oosterlee
[2008], and as such is based on the Fourier cosine series expansions of the payoff function and
the density.
We begin with the discounted risk neutral option valuation formula, which is obtained by
taking the discounted risk neutral expectation at time t0 of the European option payoff,
v(T,y):
v(t0,x) = e





where x = (x1, x2) is the current value of the asset price process, v(t, x1, x2) is the value of the
option at time t , f(y1, y2|x1, x2) is the conditional density function, r is the risk-free interest
rate and the time to expiration is denoted by ∆t := T − t0.
We first consider the Fourier transform pair, which consists of the conditional characteristic










We assume that f is integrable. We can therefore truncate the infinite integration ranges to











where {Bk}k is some set of coefficients. The two-dimensional Fourier-cosine series expansion



































































1(y1 − a1)) cos (k∗2(y2 − a2)) dy1dy2
(3.7)
where the notation vi is used to indicate the successive approximations of v.








































v(T,y) cos (k∗1(y1 − a1)) cos (k∗2(y2 − a2)) dy1dy2 (3.11)





























[cos (k∗1(y1 − a1) + k∗2(y2 − a2))




























f(y|x; ∆t) cos (k∗1(y1 − a1)± k∗2(y2 − a2)) dy1dy2 (3.18)

































∣∣∣∣x; ∆t) exp [−ik∗1a1 ∓ ik∗2a2]} (3.23)






∣∣∣∣x2; ∆t) exp [ik∗1(x1 − a1)∓ ik∗2a2]} (3.24)
where we use the fact that for the Heston model we have
φ(u1, u2|x, v; ∆t) = φ(u1, u2|0, v; ∆t)eiu1x (3.25)
We can now replace Ak1,k2(x) in (3.12) by Fk1,k2(x) to obtain the final expression for the 2-D
















3.1 Evaluating the Vk1,k2 terms
For European call and put options we have
v(T,y) = (αK(ey1 − 1))+ , where α =
{
1 for a call,
−1 for a put.
(3.27)
and we can then see that for a European call option, when y1 > 0, v(T,y) is non-zero. Hence,
















cos (k∗2(y2 − a2))
(∫ b1
0




Similarly, for European puts we have
V putk1,k2 = K
∫ b2
a2
cos (k∗2(y2 − a2))
(∫ 0
a1
(1− ey1) cos (k∗1(y1 − a1)) dy1
)
dy2 (3.31)























)2 [cos (k∗ju)+ k∗j sin (k∗ju)] ∣∣∣∣u=x2−aj
u=x1−aj
(3.33)












)2 [cos (k∗ju)+ k∗j sin (k∗ju)] ∣∣∣∣u=x2−aj
u=x1−aj
(3.34)
Now define χkj (x1, x2) as




ey cos(k∗(y − aj))dy (3.36)
=
eu+aj













1 + (k∗j )
2
[




Next, define ψkj (x1, x2) (for kj 6= 0) as



























k∗j (x1 − aj)
)]
(3.41)









= x2 − x1 (3.44)
Using (3.38), (3.41) and (3.44), the coefficients Vk1,k2 for European calls can then be calculated
as follows:
V callk1,k2 = K
∫ b2
a2
cos (k∗2(y2 − a2))
(∫ b1
0






cos (k∗2(y2 − a2)) [χk1(0, b1)− ψk1(0, b1)] dy2 (3.46)
= K [χk1(0, b1)− ψk1(0, b1)]
∫ b2
a2
cos (k∗2(y2 − a2)) dy2 (3.47)
= K [χk1(0, b1)− ψk1(0, b1)]ψk2(a2, b2) (3.48)
Similarly, for European puts we have
V putk1,k2 = K [ψk1(a1, 0)− χk1(a1, 0)]ψk2(a2, b2) (3.49)
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= 0 since k2 ∈ Z (3.53)
Thus, for k2 > 0 we have Vk1,k2 = 0, which means that increasing N2 beyond 1 will offer no
increases in accuracy over the (1D)COS method of Fang and Oosterlee [2008] and serves only
to increase the computational time.
3.2 Truncation of the computational domain
The choice of the computational domain is an important factor in the performance of the 2D-
COS method. A domain that is too small will result in low accuracy, however, larger domains
will require more terms in the expansions in order to reach a certain level of accuracy.
The computational domain [a1, b1]× [a2, b2] proposed by Ruijter and Oosterlee [2012] is based
on the truncation used for the one-dimensional COS method by Fang and Oosterlee [2008].
For the log-stock dimension, [a1, b1] the interval is determined with the use of the cumulants,
cj , of XT :
[a1, b1] :=
[
x0 + c1 − L
√





where x0 := ln
S0
K and L = 12. For c1 and c2 we use the analytical formulae (2.21) and (2.22)
respectively.
A truncation rule which includes the fourth cumulant, c4, would be more accurate for short
maturities, however the analytical formula for c4 in the Heston model is involved and lengthy
(although it can also be obtained with the aid of Maple).
We take the absolute value of cumulant c2 as it may become negative if the parameter set
does not satisfty the Feller condition.
For a2 ≥ 0 and b2 an integration range is determined such that
FvT |v0(a2|v0) = TOL = 1− FvT |v0(b2|v0) (3.55)
where FvT |v0(·) represents the cumulative distribution function of the variance at terminal
time and TOL is some tolerance level, for which a value TOL = 10−4 is suggested.
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4 The Two-Dimensional COS Method for Pricing Bermudan
Options
In this section we extend the 2-D COS method for European options to the case of Bermudan
options with a two-dimensional underlying asset price process. A Bermudan option can be
exercised at a fixed set of M early exercise times, T = {t0, t1, . . . , tM} where t0 < t1 < . . . tm <
. . . < tM = T , with ∆t := tm+1 − tm. Let the payoff received by the option holder at any
time t ∈ T be denoted as I(St), where St is the value of the underlying at that time. I(St)




I(x) for m = M,
max[c(tm,x), I(x)] for m = 1, 2, . . . ,M − 1,
c(tm,x) for m = 0.
(4.1)
where c(τ,x) is the continuation value at time τ , defined as the value of the option if it is not

























where (4.5) is obtained by using the two-dimensional Fourier-cosine series expansion to ap-



















1(y1 − a1)) cos (k∗2(y2 − a2)) dy1dy2
(4.8)
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where, as in Section 3, we define k∗j :=
kjπ
bj−aj .
Notice that the coefficients Vk1,k2(tm+1) are now time dependent. For m = M−1,M−2, . . . , 1








max[c(tm,x), I(x)] cos (k
∗
1(y1 − a1)) cos (k∗2(y2 − a2)) dy1dy2
(4.9)
4.1 Evaluating the Vk1,k2 terms
In this section, we show that the coefficients Vk1,k2 can be recovered recursively and derive an
algorithm using the Fast Fourier Transform (FFT) to do this.
Starting with the final time point, for the coefficients Vk1,k2(tM ) we have the terminal con-
dition v(tM ,y) = I(y). This is the same as the European case, and can therefore be calcu-
lated using (3.48) and (3.49) for calls and puts respectively. For the Vk1,k2 coefficients that
are used to approximate the continuation values at times tM−2, . . . , t0, the value function
v(tm,y) = max[I(y), c(tm,y)] appears, and we need to find an optimal policy for all state
values y ∈ [a1, b1]× [a2, b2].
In order to do this, we divide the domain [a1, b1] × [a2, b2] into rectangular subdomains, Cq
and Gp, such that it is optimal to continue for all states y ∈ Cq and it is optimal to exercise


























I(y) cos (k∗1(y1 − a1)) cos (k∗2(y2 − a2)) dy (4.11)
and





1(y1 − a1)) cos (k∗2(y2 − a2)) dy (4.12)
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Assume that a method for finding the regions Gp and Cq is known (the details are discussed
in section 4.1.4). We then need a way to evaluate the two terms Gk1,k2(Gp) and Ck1k2(tm, Cq)
for 1 ≤ m ≤M − 1.
4.1.1 Finding the Gk1,k2 terms
Consider now the terms Gk1,k2([zp, zp+1] × [wp, wp+1]), where the variables zp, zp+1, wp and
wp+1 denote the corner points of the rectangular exercise region Gp. We then have












αK(ey1 − 1) cos (k∗1(y1 − a1)) cos (k∗2(y2 − a2)) dy1dy2 (4.13)
This integral can be obtained analytically, and using the results obtained in section 3.1 we get
Gk1,k2([zp, zp+1]× [wp, wp+1]) = ω1ω2αK [χk1(zp, zp+1)− ψk1(zp, zp+1)]ψk2(wp, wp+1) (4.14)
4.1.2 Finding the Ck1,k2 terms
We will now derive an approximation for the terms Ck1,k2(tm, [zq, zq+1] × [wq, wq+1]), where
the corner points of the rectangular continuation region Cq are denoted by zq, zq+1, wq and
wq+1.
First, note that the ChF of the Heston model can be written as follows (taking fixed time
steps ∆t := tm+1 − tm):
φ(u1, u2, x, v, tm, tm+1) := e
iu1xeB2(u1,u2,∆t)vϕA(u1, u2) (4.15)
where ϕA(u1, u2) := e
A(u1,u2,∆t).
Then, beginning with the definition of Ck1,k2(tm, [zq, zq+1] × [wq, wq+1]) given in (4.12) and
defining j∗n :=
jnπ
bn−an for n = 1, 2, we have (omitting the ∆t arguments from B2 for brevity):


























































∣∣∣∣y2; ∆t) exp [ij∗1(y1 − a1) + ij∗2a2]}]Vj1,j2(tm+1)
















































2) y2] cos (k
∗































Now, if we define













































2)Vj1,j2(tm+1)Mk1,j1(zq, zq+1, a1, b1)H
+
k2,j2














1 ,−j∗2)Vj1,j2(tm+1)Mk1,j1(zq, zq+1, a1, b1)H
−
k2,j2

















2) V̂j1,j2(tm+1)Mk1,j1(zq, zq+1, a1, b1)H
+
k2,j2














1 ,−j∗2) V̂j1,j2(tm+1)Mk1,j1(zq, zq+1, a1, b1)H
−
k2,j2





:= Ĉk1,k2(tm, [zq, zq+1]× [wq, wq+1]) (4.24)
where V̂j1,j2(tm) in (4.23) is defined for m = M by
V̂j1,j2(tM ) = Vj1,j2(tM )
=
Gj1,j2([0, b1]× [a2, b2]) for a call,
Gj1,j2([a1, 0]× [a2, b2]) for a put.
(4.25)
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The approximation Ĉk1,k2 can then be further simplified to






























4.1.3 Calculating the H± terms
From (4.21) we have







































(a cos(bu) + b sin(bu))
∣∣∣∣u=c2
u=c1






b−a gives us (omitting





























Then, applying the methods from Section 3.1, H± is given by













where (letting k∗ = kπb−a)
χHk (x1, x2, y) =
1
y2 + k∗2
[ex2y(y cos(k∗(x2 − a)) + k∗ sin(k∗(x2 − a)))− ex1y(y cos(k∗(x1 − a)) + k∗ sin(k∗(x1 − a)))]
(4.32)
4.1.4 The early-exercise and continuation regions
We have seen that in order to price Bermudan options, we need to determine rectangular
continuation and early-exercise regions so that the integral obtained in (4.9) can be separated
into different parts, as shown in (4.10). To do this, the domain of the second dimension
(variance), [a2, b2], is divided into J subintervals:
[a2, b2] = [w0, w1] ∪ [w1, w2] ∪ . . . ∪ [wq, wq+1] ∪ . . . ∪ [wJ−1, wJ ] (4.33)
At the centre of each subinterval, we then find the value y∗ for which the intrinsic value, I(y),








(wq + wq+1)) (4.34)
For a Bermudan put option we can then define the early-exercise and continuation regions as
Gq = [a1, y∗]× [wq, wq+1] and Cq = [y∗, b1]× [wq, wq+1], respectively.
For the subintervals [wq, wq+1] we can use either equidistant or non-equidistant intervals. For
equidistant intervals we can set wq = a2 +
(b2−a2)q
J for q = 0, 1, . . . , J . For non-equidistant
intervals we can make use of the quantile function (inverse distribution function) of the variance
vT , which was shown in Section 2.1 to be governed by the non-central chi-square distribution.
We set w0 = a2, wJ = b2 and take wq = F
−1
vT
( qJ ) for q = 1, . . . , J − 1. Using non-equidistant
intervals generally results in more efficient pricing.
21
4.1.5 Finding the early-exercise points, y∗m
At time M the option value is the same as for European options, and so from Section 3.1 we
can see that y∗M = 0. For 1 ≤ m ≤M − 1, if we define
hq(tm, y) := c(tm, y,
1
2
(wq + wq+1))− I(y,
1
2
(wq + wq+1)) (4.35)
then y∗q,m will be the unique solution of
hq(tm, y
∗
q,m) = 0 (4.36)
In Fang and Oosterlee [2011], the Newton-Raphson method is proposed to approximate such
a solution. Since there is only an approximation available for c(tm, x1, x2), we define the
following function
ĥq(tm, y) := ĉ(tm, y,
1
2
(wq + wq+1))− I(y,
1
2
(wq + wq+1)) (4.37)
and consider y∗q,m to be the value of y for which this function equals zero.
When applying the Newton-Raphson method, the zero of the function is estimated by succes-
sive iterations, with the nth iteration being given by







From this expression, it is clear that we need to find the derivative of ĥq(tm, y) with respect











q) + F−k1,k2(y, v
q)
]






















∣∣∣∣vq; ∆t) exp [ik∗1(y − a1) + ik∗2a2]}] V̂k1,k2(tm+1)− αK(ey − 1) (4.39)
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∣∣∣∣vq; ∆t) exp [ik∗1(y − a1) + ik∗2a2])} V̂k1,k2(tm+1)− αKey (4.42)
4.1.6 Finding Mk1,j1(x1, x2, a1, b1)
From (4.20) we have














Now, if we use the substitution u = x−ab−a we get














Then, by applying Euler’s formula:
Mk,j(x1, x2, a, b) = 2
∫ x′2
x′1





























We therefore have that (if j + k 6= 0 and j − k 6= 0)












− cos((jπ − kπ)u)
2(jπ − kπ)















− cos((j − k)πu)
(j − k)π












































When j, k = 0 we have
M0,0(x1, x2, a, b) = 2
∫ x′2
x′1




















and for j = k and j, k 6= 0 we have
Mk,k(x1, x2, a, b) = 2
∫ x′2
x′1









































Considering the above results, we therefore have
Mk,j(x1, x2, a, b) = −
i
π
[Mck,j(x1, x2, a, b) +Msk,j(x1, x2, a, b)] (4.50)
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where
Mck,j(x1, x2, a, b) =











Msk,j(x1, x2, a, b) =









for k 6= j.
(4.52)
4.2 Use of the Fast Fourier Transform
Using (4.50), (4.51) and (4.52) we can now re-write Ĉk1,k2(tm, [zq, zq+1]×[wq, wq+1]) as follows:













Mck1,j1(zq, zq+1, a1, b1) +M
s












Mck1,j1(zq, zq+1, a1, b1) +M
s











Mc(x1, x2, a, b) :=
{
Mck1,j1(x1, x2, a, b)
}N1−1
k1,j1=0
Ms(x1, x2, a, b) :=
{
Msk1,j1(x1, x2, a, b)
}N1−1
k1,j1=0






















4.2.1 Calculation of Ĉ using convolutions
If we define
mj(x1, x2, a, b) :=











for 1−N1 ≤ j ≤ −1, 1 ≤ j ≤ 2N1 − 1.
(4.55)
then the matrices Mc and Ms can be represented in the following manner:
Mc(zq, zq+1, a1, b1) =

m0 m1 . . . mN1−2 mN1−1






mN1−2 mN1−1 . . . m2N1−4 m2N1−3
mN1−1 mN1 . . . m2N1−3 m2N1−2

Ms(zq, zq+1, a1, b1) =

m0 m1 . . . mN1−2 mN1−1






m2−N1 m3−N1 . . . m0 m1
m1−N1 m2−N1 . . . m−1 m0

where the arguments for each mj have been omitted for brevity.
When presented in this manner, it can be seen that Mc and and Ms are in the form of a
“Hankel” matrix and a “Toeplitz” matrix, respectively. A property of each of these types of
matrix is that we can transform the product of a vector with either of these matrices into a
circular convolution.
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Define the following vectors:






1,j , . . . , Â
q
N1−1,j , 0, . . . , 0︸ ︷︷ ︸
N1terms
]T (4.57)
mc(x1, x2) := [m2N1−1,m2N1−2, . . . ,m1,m0]
T (4.58)
ucj(tm+1) := [0, . . . , 0︸ ︷︷ ︸
N1terms
, Âq0,j , Â
q




It can then be shown that (for 1 ≤ j ≤ N1)
Ms(x1, x2, a, b)Aq·, j(y1, y2, tm+1) = first N1 elements of {m
s(x1, x2) ∗ usj(tm+1)} (4.60)
Mc(x1, x2, a, b)Aq·, j(y1, y2, tm+1) = first N1 elements of {m
c(x1, x2) ∗ ucj(tm+1)} in reverse order
(4.61)
where Aq·, j(y1, y2, tm+1) denotes the jth column of the matrix A
q(y1, y2, tm+1). The discrete
circular convolution of two vectors is indicated by the binary operator ∗, and is defined as
follows:
For two vectors a and b, both of length N , the nth element of a ∗ b is given by
{a ∗ b}[n] :=
N∑
j=1
a(j)b(n− j + 1) (4.62)
A proof for the result of (4.60) can be found in Van Loan [1992, §4.2.4], while a verification
of the result of (4.61) can be found in Appendix B.1.
Now, if we apply the discrete Time Convolution Theorem from Matsuda [2004, pp. 80], we are
then able to use the FFT for efficient calculation of the right-hand sides of (4.60) and (4.61):
ms(x1, x2) ∗ usj(tm+1) = D−1
{
D{ms(x1, x2)} · D{usj(tm+1)}
}
(4.63)
mc(x1, x2) ∗ ucj(tm+1) = D−1
{






























for sequences f := {fn}N−1n=0 and g := {gj}
N−1
j=0 .
4.2.2 Reducing the computational complexity
Fang and Oosterlee [2009] observed a few ways in which the computational complexity of
calculating the matrix Ĉ can be reduced.
From (4.55) we have, for j 6= 0:











cos(juπ) + i sin(juπ)
]u=x′2
u=x′1
and for m−j(x1, x2, a, b) we then have













= −mj(x1, x2, a, b) (4.67)
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If we write mj+N1 in its full form, we have





































Since the multiplication operation is computationally cheaper than exponentiation, it will be















for 1 ≤ j ≤ N1 (4.69)
Then, using these properties we can calculate mj(·) as follows:
• directly from the definition in (4.55) for 0 ≤ j ≤ N1
• using the result above with (4.68) for N1 + 1 ≤ j ≤ 2N1 − 1
• applying (4.67) for 1−N1 ≤ j ≤ −1
It can also be shown, using the shifting property of the discrete Fourier transform, that
D{ucj(tm + 1)} = ζ · D{usj(tm + 1)} (4.70)
where
ζ = {(−1)k}2N1−1k=0 (4.71)
A proof of this result can be found in Appendix B.2.
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4.3 Algorithm for pricing Bermudan options
Using all of the results obtained in this section, we are now able to present an algorithm for
the pricing of Bermudan options using the 2D-COS method:
Initialisation
• Calculate the truncation ranges, [a1, b1] and [a2, b2], using (3.54) and (3.55), respectively.
• For q = 0, 1, 2, . . . , J , calculate wq as discussed in Section 4.1.4.




• For ki = 0, 1, . . . , Ni − 1, calculate
Vk1,k2(tM ) =
{
Gk1,k2([0, b1]× [a2, b2]) for a call
Gk1,k2([0, b1]× [a2, b2]) for a put
(4.72)
where Gk1,k2([x1, x2]× [y1, y2]) is calculated using (4.14).
Loop To recover V̂k1,k2(tm) recursively for m = M − 1 to 1
• Determine the early-exercise regions, Gp, and continuation regions, Cq, using the proce-
dure outlined in Section 4.1.5.
• For q = 0, 1, . . . , J − 1, j1 = 0, 1, . . . , N1 and k2 = 0, 1, . . . , N2, calculate Aqj1,k2 using
(4.28).
• Compute mj(x1, x2) for j = 0, 1, . . . , N1 − 1 using (4.55).
• Construct ms(x1, x2) and mc(x1, x2) using the properties of the mj ’s as outlined in
Section 4.2.2.
• Construct us(tm) by padding N1 ×N2 zeroes to Â
q
• Calculate ξsj = D−1{D(ms) · D(us·, j)} and ξ
c
j = D−1{D(mc) · ζ · D(us·, j)} for j =
1, 2, . . . , N2
• Msu ·, j = the first N1 elements of ξ
s
j









• Calculate Gk1,k2(Gp) using (4.14)









• Calculate v̂(x, v0, t0) by inserting V̂k1,k2(t1) into (4.5)
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5 Discrete Barrier Options
In this section we adapt the 2D-COS Method for Bermudan options from Section 4 so as
to price discretely monitored barrier options under the dynamics of the Heston model. A
discretely-monitored “out” barrier option is an option that ceases to exist if the underlying
asset price hits a certain barrier level, H, at any of the pre-specified observation dates. If
H > S0, it is called an “up-and-out” option, and if H < S0 it is called a “down-and-out”
options. Other variants include “in” barrier options and double barrier options (with barriers
both above and below S0). We will focus on “out” barrier options with a single barrier for
the development of the pricing method, however, it can easily be adapted to handle the other
variants.
The payoff for an up-and-out option is given by
v(T, ST ) =
((
α(ST −K)
)+ −Rb)1{S(ti)<H} +Rb (5.1)
where α = 1 for a call and α = −1 for a put, Rb is a rebate, the ti’s are the observation dates
and 1A is the indicator function, given by
1A =
{
1 if A is not empty,
0 otherwise.
(5.2)
Using the (two-dimensional) Heston model in terms of the logarithm of the stock price as
given by (2.1) and (2.2), the payoff can then be written as
v(T, x1(T ), x2(T )) =
((
αK(ex1(T ) − 1)
)+ −Rb)1{x1(ti)<h} +Rb (5.3)
where h := ln(HK ).
Thus, at the maturity date, tM , the option price equals the payoff of the option if the barrier
has not been reached at any of the observation dates; otherwise the option price equals the
rebate.
For m = 0, 1, . . . ,M − 1, the pricing formula is
v(tm,x) =

e−r∆tRb if x1 ≥ h,
c(tm,x) if x1 < h.
(5.4)
33


















5.1 Evaluating the Vk1,k2 terms
As with Bermudan options, the coefficients Vk1,k2 can be recovered recursively for barrier
options.
We begin with the final time point, where we have the terminal condition given in (5.3). This
is similar to the European and Bermudan cases, and can thus be calculated using the same
methods:






v(tM , y1, y2) cos(k
∗

















































Now, using the results obtained in Section 3.1, this can be simplified as follows:
V callk1,k2(tM ) =

ω1ω2Rbψk1(h, b)ψk2(a2, b2) if h < 0,
ω1ω2K[χk1(0, h)− ψk1(0, h)]ψk2(a2, b2) + ω1ω2Rbψk1(h, b)ψk2(a2, b2) if h ≥ 0.
(5.6)
and
V putk1,k2(tM ) =

ω1ω2K[ψk1(a, h)− χk1(a, h)]ψk2(a2, b2) + ω1ω2Rbψk1(h, b)ψk2(a2, b2) if h < 0,
ω1ω2K[ψk1(a, 0)− χk1(a, 0)]ψk2(a2, b2) + ω1ω2Rbψk1(h, b)ψk2(a2, b2) if h ≥ 0.
(5.7)
Similarly, for down-and-out options we have
V callk1,k2(tM ) =

ω1ω2K[χk1(0, b1)− ψk1(0, h)]ψk2(a2, b2) + ω1ω2Rbψk1(a, h)ψk2(a2, b2) if h < 0,
ω1ω2K[χk1(h, b1)− ψk1(0, h)]ψk2(a2, b2) + ω1ω2Rbψk1(a, h)ψk2(a2, b2) if h ≥ 0.
(5.8)
and
V putk1,k2(tM ) =

ω1ω2K[ψk1(h, 0)− χk1(a, h)]ψk2(a2, b2) + ω1ω2Rbψk1(a, h)ψk2(a2, b2) if h < 0,
ω1ω2Rbψk1(a, h)ψk2(a2, b2) if h ≥ 0.
(5.9)
For the Vk1,k2(tm) coefficients required to approximate the continuation values at times tM−2, . . . , t0,






v(tm, y1, y2) cos(k
∗






c(tm, y1, y2) cos(k
∗
1(y1 − a1))dy1 +
∫ b1
h
e−r(T−tm)Rb cos(k∗1(y1 − a1))dy1
]







c(tm, y1, y2) cos(k
∗
1(y1 − a1)) cos(k∗2(y2 − a2))dy1dy2
+ ω1ω2e
−r(T−tm)Rbψk1(h, b1)ψk2(a2, b2)
= Ck1,k2(tm, a1, h) + ω1ω2e
−r(T−tm)Rbψk1(h, b1)ψk2(a2, b2) (5.10)
where





c(tm, y1, y2) cos(k
∗
1(y1−a1)) cos(k∗2(y2−a2))dy1dy2 (5.11)
Notice that for barrier options there is no need for a root-finding algorithm, as the barrier
points are already known.
5.2 Finding the Ck1,k2 terms
Recall from (4.15) that we can write the ChF for the Heston model as
φ(u1, u2, x, v, tm, tm+1) := e
iu1xeB2(u1,u2,∆t)vϕA(u1, u2)
where ϕA(u1, u2) := e
A(u1,u2,∆t).







c(tm, y1, y2) cos(k
∗













2) V̂j1,j2(tm+1)Mk1,j1(x1, x2, a1, b1)H
+
k2,j2














1 ,−j∗2) V̂j1,j2(tm+1)Mk1,j1(x1, x2, a1, b1)H
−
k2,j2




:= Ĉk1,k2(tm, x1, x2)
36
where

































Vj1,j2(tM ) for m = M,
Ĉk1,k2(tm, a1, h) + ω1ω2e
−r(T−tm)Rbψk1(h, b1)ψk2(a2, b2) for 1 ≤ m ≤M − 1.
(5.12)
























then we can simplify Ĉk1,k2 further to




Mk1,j1(x1, x2, a1, b1)Aj1,k2
 (5.14)
The H±k,j andMk,j terms can then be calculated as shown in Sections 4.1.3 and 4.1.6, respec-
tively. We are also able to apply the computational improvements, including the use of the
Fast Fourier Transform, of Section 4.2. However, because the barrier points are known and
a root-finding algorithm is not necessary, ψk1,k2(h, b), Mc and Ms can be calculated in the
initialisation, rather than during the recursion loops.
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5.3 Algorithm for pricing barrier options
Initialisation
• Calculate the truncation ranges, [a1, b1] and [a2, b2], using (3.54) and (3.55), respectively.
• For k2 = 0, 1, . . . , N2, and ji = 0, 1, . . . , Ni, calculate H±k2,j2(a2, b2,
j1π
b1−a1 ) using (4.21).
• For ki = 0, 1, . . . , Ni − 1, calculate Vk1,k2(tM ) using (5.6) or (5.7).
• For up-and-out options: x1 = a1, x2 = h, c = h and d = b1.
For down-and-out options: x1 = h, x2 = b1, c = a1 and d = h.
• Compute mj(x1, x2) for j = 0, 1, . . . , N1 − 1 using (4.55).
• Construct ms(x1, x2) and mc(x1, x2) using the properties of the mj ’s as outlined in
Section 4.2.2.
• Calculate d1 = D{ms(x1, x2)} and d2 = ζ · D{mc(x1, x2)}
• For ki = 0, 1, . . . , Ni − 1, calculate Gk1,k2 = ω1ω2Rbψk1(h, b1)ψk2(a2, b2)
Loop To recover V̂k1,k2(tm) recursively for m = M − 1 to 1
• For j1 = 0, 1, . . . , N1 and k2 = 0, 1, . . . , N2, calculate Aj1,k2 using (5.13).
• Construct us(tm) by padding N1 ×N2 zeroes to Â
• Calculate ξsj = D−1{d1 · D(us·, j)} and ξ
c
j = D−1{d2 · D(us·, j)} for j = 1, 2, . . . , N2
• Msu ·, j = the first N1 elements of ξ
s
j








• Calculate V̂k1,k2(tm) by
V̂k1,k2(tm) = Gk1,k2 + Ĉk1,k2(tm, x1, x2) (5.15)
Final Step
• Calculate v̂(x, v0, t0) by inserting V̂k1,k2(t1) into (4.5)
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6 Numerical Results
In this section, a number of numerical tests will be performed in order to evaluate the accuracy
and efficiency of the 2D-COS method for the pricing of European, Bermudan and barrier
options under the dynamics of the Heston model.
The tests will be performed using the following parameter sets:
• Set A: ρ = 0.1, v0 = 0.0625, v̄ = 0.16, S0 = 10, K = 10, r = 0.1, q = 0, η = 0.9, λ = 5,
T = 0.25
• Set B: ρ = −0.64, v0 = 0.0348, v̄ = 0.0348, S0 = 100, K = 100, r = 0.04, q = 0,
η = 0.39, λ = 1.15, T = 0.25
• Set C: ρ = −0.9, v0 = 0.04, v̄ = 0.04, S0 = 100, K = 100, r = 0, q = 0, η = 0.5, λ = 0.5,
T = 1
We have already seen in Section 2 that satisfying the Feller condition is equivalent to having
λv̄
η2
− 1 := qFeller ≥ 0. For Set A we have qFeller = 0.98, and thus the variance remains
strictly positive and efficient pricing performance is expected. For Sets B and C we have
qFeller = −0.47 and qFeller = −0.84, respectively, which means that the Feller condition is not
satisfied and we expect less efficiency and slower convergence as a result of a peaked density
function.
The programs were written and computations performed using MATLAB on a computer with
an Intel Core i3 CPU, 3.30GHz with cache size 3072KB and 8-GB of memory.
6.1 European Options
The first set of results we present are the absolute error and CPU times achieved by applying
the 2D-COS method to price European options. The reference values reported were generated
using the 1D-COS method from Fang and Oosterlee [2008], utilizing a substantial quantity of
evaluation points (N = 220).
The results in Table 1 are satisfactory and show exponential convergence in N1, although
increasing the number of terms used in the variance dimension (N2) has no effect on the ac-
curacy. This is because of the fact that for integers k2 > 0, we will have ψk2(a2, b2) = 0, and
hence Vk1,k2 = 0. As a result of this, the 2D-COS method therefore offers no improvements
over the 1D-COS method for the pricing of European options.
The timings in Table 1(d) show that the option prices were computed fairly quickly, although
the requirement of two dimensions means that the computation time is much longer than the
1D-COS method (see Fang and Oosterlee [2008]).
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Table 1: Absloute error for European put options priced with the 2D-COS method
(a) Set A (qFeller = 0.98) Vref = 0.501465691 (b) Set B (qFeller = −0.47) Vref = 3.132502167
N1 N2 N1 N2
50 100 150 200 50 100 150 200
50 7.32e-07 7.32e-07 7.32e-07 7.32e-07 50 1.42e-04 1.42e-04 1.42e-04 1.42e-04
100 1.28e-12 1.28e-12 1.28e-12 1.28e-12 100 4.77e-08 4.77e-08 4.77e-08 4.77e-08
150 2.22e-16 2.22e-16 2.22e-16 2.22e-16 150 1.02e-11 1.02e-11 1.02e-11 1.02e-11
200 2.22e-16 2.22e-16 2.22e-16 2.22e-16 200 2.66e-14 2.66e-14 2.66e-14 2.66e-14
(c) Set C (qFeller = −0.84) Vref = 6.270867786 (d) Average CPU time (s) over Sets A,B & C
N1 N2 N1 N2
50 100 150 200 50 100 150 200
50 3.23e-02 3.23e-02 3.23e-02 3.23e-02 50 0.016 0.019 0.023 0.026
100 8.48e-04 8.48e-04 8.48e-04 8.48e-04 100 0.019 0.022 0.025 0.030
150 5.10e-06 5.10e-06 5.10e-06 5.10e-06 150 0.023 0.025 0.032 0.038
200 5.37e-06 5.37e-06 5.37e-06 5.37e-06 200 0.027 0.030 0.038 0.046
6.1.1 European Options within the Bermudan Framework
In order to test the algorithm developed in Section 4 for pricing Bermudan options under
the Heston stochastic volatility model, we first use the algorithm to value European options.
This is done by only taking a continuation region C1 = [a1, b1]× [a2, b2] at each time step tm,
which corresponds to having no early-exercise opportunities for the Bermudan option which
is therefore equivalent to a European option. For these tests we use M = 12 time steps. As
for the previous set of tests, reference values were obtained using the 1D-COS method over a
substantial amount of evaluation points.
The results of these tests are shown in Table 2. From these results it can be seen that the
results obtained for parameter sets A and B are quite accurate. However the convergence for
set C is very slow, with results which are far less accurate than those obtained for Sets A
and B, despite being evaluated over a much larger number of grid points. This is because
the qFeller value for set C is much closer to −1 and thus the density for the variance is more
“peaked” near the origin.
6.2 Bermudan Options
We now consider the algorithm from Section 4.3 for the valuation of Bermudan options. For
these experiments we use parameter sets A and B with M = 10 early-exercise dates. Parameter
set C is not used as the convergence is very slow, as seen from Table 2(c).
The values are compared to those obtained in Ruijter and Oosterlee [2012, Table 7.2].
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Table 2: Absolute error for European put options priced in the Bermudan framework
(a) Set A (qFeller = 0.98) (b) Set B (qFeller = −0.47)
N1 N2 N1 N2
50 100 150 200 50 100 150 200
50 9.69e-05 1.20e-05 4.11e-06 2.40e-06 50 3.53e-04 1.72e-04 9.43e-05 5.61e-05
100 9.73e-05 1.25e-05 4.56e-06 2.85e-06 100 3.55e-04 1.75e-04 9.75e-05 5.61e-05
150 9.73e-05 1.25e-05 4.56e-06 2.85e-06 150 3.55e-04 1.75e-04 9.75e-05 5.61e-05
200 9.73e-05 1.25e-05 4.56e-06 2.85e-06 200 3.55e-04 1.75e-04 9.75e-05 5.61e-05
(c) Set C (qFeller = −0.84)
N1 N2
200 400 600 800 1000
50 1.21e-01 5.62e-02 3.53e-02 2.51e-02 1.92e-02
100 1.15e-01 5.01e-02 2.91e-02 1.89e-02 1.30e-02
150 1.15e-01 5.01e-02 2.90e-02 1.89e-02 1.29e-02
200 1.15e-01 5.01e-02 2.90e-02 1.89e-02 1.30e-02
For our first test we use J = 27 continuation and early-exercise regions and examine the re-
sults for varying values of N1 and N2. The results in Table 3 match quite well with those of
Fang and Oosterlee [2011] and Ruijter and Oosterlee [2012], although the computation time
is significantly slower.
Next, we investigate the effects of varying the number of early-exercise and continuation re-
gions, J , while keeping N1 and N2 fixed at 120 and 100, respectively. The results of this test
are presented in Table 4 and show that while increasing J does improve the accuracy, it also
has a significant impact on the computation time as the root-finding algorithm is applied J
times at each time step tm.
As a final test, we examine the prices obtained with increasing values for the number of exercise
dates, M . These results should converge towards the value of the equivalent American option.
We use only Set A for this test as there are no accurate results available in the literature
for American options under Set B. The reference value for Set A is obtained from Ito and
Toivanen [2009] and is accurate up to the sixth digit. For the these tests we keep the grid sizes
fixed with N1 = 120, N2 = 100 and J = 128. The results of this test can be seen in Table 5,
where the convergence of the Bermudan options towards the American option reference value
can be seen clearly.
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Table 3: Bermudan put option values (J = 27)
(a) Set A (qFeller = 0.98) (b) Set B (qFeller = −0.47)
N1 N2 N1 N2
40 60 80 100 40 60 80 100
40 0.517489 0.517591 0.517615 0.517624 40 3.198638 3.198525 3.198433 3.198372
60 0.517063 0.517167 0.517192 0.517200 60 3.199478 3.199427 3.199369 3.199327
80 0.517019 0.517123 0.517148 0.517157 80 3.199059 3.199002 3.198942 3.198899
100 0.517015 0.517119 0.517144 0.517153 100 3.199063 3.199008 3.198948 3.198906
120 0.517013 0.517117 0.517142 0.517151 120 3.199038 3.198984 3.198924 3.198882
(c) Average CPU time (s) over Sets A & B
N1 N2
40 60 80 100
40 10.5 20.4 33.3 48.5
60 15.7 30.8 50.3 73.6
80 21.5 41.0 66.9 98.5
100 27.3 51.3 84.9 124.0
120 33.0 61.7 102.1 147.5
Table 4: Bermudan put option values for increasing J (N1 = 120, N2 = 100)
log2 J
3 4 5 6 7
Set A 0.516776 0.517034 0.517117 0.517143 0.517151
Set B 3.190984 3.196000 3.197997 3.198679 3.198882
Time (s) 9.1 18.6 37.0 73.6 147.5
Table 5: Bermudan put option values convergence in M to American option value
Set A (qFeller = 0.98) Vref = 0.520030
M
20 40 60 80 100
Val 0.518531 0.519244 0.519482 0.519601 0.519673
|err| 1.50e-03 7.86e-04 5.48e-04 4.29e-04 3.57e-04
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6.3 Barrier Options
Since there are no published results available for barrier option prices with parameter sets
A, B and C, we will begin by testing the pricing method using parameter sets which enable
comparisons with published results. Thus, our first test will be with the parameters used in
Griebsch and Wystup [2008]. The two parameter sets used are as follows:
• Set D: ρ = 0.5, v0 = 0.5, v̄ = 0.1, S0 = 100, K = 90, r = 0.05, q = 0, η = 0.5, λ = 5,
T = 1, H = 90
• Set E: ρ = 0.5, v0 = 0.1, v̄ = 0.1, S0 = 100, K = 80, r = 0.05, q = 0.02, η = 0.1,
λ = 5, T = 1, H = 120
where Set D is used to price down-and-out call options and Set E is used to price up-and-out
call options. For Set D we have qFeller = 3 and for Set E we have qFeller = 99, which means
that efficient pricing performance is expected for both sets of parameters.
The results of the tests on Sets D and E are presented in Table 6 and Table 7, respectively,
showing the accuracy and efficiency to be highly satisfactory. The results match very well with
those of Griebsch and Wystup [2008], and the timings for the 2D-COS method are significantly
faster. The results also converge very quickly, particularly for Set E, as expected from the
large qFeller values.
Table 6: Values and timings for down-and-out call options using parameter Set D (qFeller = 3)
(a) Value (b) Average CPU time (s)
N1 M N1 M
(= N2) 2 3 4 5 6 (= N2) 2 3 4 5 6
40 21.40020 20.01266 18.99177 18.19425 17.54393 40 0.055 0.057 0.059 0.062 0.065
60 21.44451 20.10553 19.09846 18.29410 17.62773 60 0.160 0.162 0.169 0.175 0.181
80 21.44459 20.10849 19.10530 18.30413 17.63993 80 0.379 0.390 0.405 0.406 0.416
100 21.44457 20.10851 19.10564 18.30500 17.64139 100 0.683 0.690 0.709 0.726 0.748
Table 7: Values and timings for up-and-out call options using parameter Set E (qFeller = 99)
(a) Value (b) Average CPU time (s)
N1 M N1 M
(= N2) 2 3 4 5 (= N2) 2 3 4 5
40 7.021947 6.324669 5.892730 5.590088 40 0.063 0.169 0.400 0.702
60 7.021714 6.324034 5.893138 5.593800 60 0.066 0.175 0.406 0.722
80 7.021714 6.324033 5.893104 5.593652 80 0.069 0.182 0.408 0.746
100 7.021714 6.324033 5.893104 5.593653 100 0.071 0.188 0.412 0.768
43
Next, we will use the 2D-COS method to price barrier options using the parameters of Sets
A and B. The barrier level, H, is set at 80% of S0 for down-and-out options and at 120% of
S0 for up-and-out options. The value of the rebate, Rb is set at 0. The results of the tests
are presented in Table 8 for down-and-out call options and Table 9 for up-and-out call options.
The results in Table 8 and Table 9 show the absolute errors for varying values of N1 and N2,
and the method again proves to be efficient and accurate. The reference values were obtained
by applying the 2D-COS method with N1 = 800 and N2 = 500. From these results, it can be
seen that the 2D-COS method is effective for the pricing of barrier options, taking a little over
half a second to attain 4 significant figures for Set A and 3 significant figures for Set B. Also
notice that the times are significantly lower than those for the pricing of Bermudan options.
This is as a result of the fact that a root-finding algorithm is not required.
Table 8: Absolute error for Down-and-out call option values
(a) Set A (qFeller = 0.98) Vref = 0.747237813 (b) Set B (qFeller = −0.47) Vref = 4.127300308
N1 N2 N1 N2
40 60 80 100 40 60 80 100
40 3.18e-03 1.99e-03 1.88e-03 1.85e-03 40 1.07e-02 1.08e-02 1.06e-02 1.04e-02
60 2.25e-03 1.06e-03 9.49e-04 9.22e-04 60 5.44e-05 5.96e-04 5.26e-04 4.56e-04
80 1.17e-03 3.18e-05 1.45e-04 1.72e-04 80 2.94e-04 4.02e-04 3.29e-04 2.60e-04
100 1.38e-03 1.77e-04 6.41e-05 3.71e-05 100 3.44e-04 3.48e-04 2.74e-04 2.03e-04
120 1.36e-03 1.58e-04 4.50e-05 1.80e-05 120 3.49e-04 3.44e-04 2.70e-04 1.99e-04
(c) Average CPU time (s) over Sets A & B
N1 N2
40 60 80 100
40 0.039 0.042 0.070 0.135
60 0.035 0.071 0.136 0.235
80 0.045 0.104 0.198 0.350
100 0.056 0.135 0.258 0.446
120 0.066 0.170 0.325 0.556
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Table 9: Absolute error for Up-and-out call option values
(a) Set A (qFeller = 0.98) Vref = 0.255990674 (b) Set B (qFeller = −0.47) Vref = 3.896249245
N1 N2 N1 N2
40 60 80 100 40 60 80 100
40 2.97e-02 3.01e-02 3.02e-02 3.02e-02 40 4.12e-01 4.14e-01 4.14e-01 4.15e-01
60 3.38e-05 3.91e-04 4.16e-04 4.22e-04 60 7.57e-03 7.11e-03 7.08e-03 7.11e-03
80 1.81e-04 4.68e-04 4.87e-04 4.91e-04 80 6.40e-03 5.46e-03 5.44e-03 5.44e-03
100 2.73e-04 3.06e-05 5.08e-05 5.91e-05 100 2.67e-03 1.67e-03 1.58e-03 1.57e-03
120 3.08e-04 2.45e-06 1.80e-05 2.26e-05 120 1.81e-03 8.64e-04 7.91e-04 7.82e-04
(c) Average CPU time (s) over Sets A & B
N1 N2
40 60 80 100
40 0.097 0.045 0.077 0.145
60 0.035 0.072 0.136 0.237
80 0.046 0.106 0.200 0.349
100 0.056 0.137 0.264 0.443
120 0.067 0.170 0.321 0.557
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7 Conclusion
In this dissertation, we have discussed and implemented the 2D-COS method of Ruijter and
Oosterlee [2012] for the pricing of European, Bermudan and discrete barrier options under the
Heston stochastic volatility model. The model is an extension of the COS method, which was
developed in Fang and Oosterlee [2008] and Fang and Oosterlee [2009], and is based on the
use of two-dimensional Fourier-cosine expansions. The computation time for this method is
reduced significantly by the application of efficient matrix-vector multiplication using the Fast
Fourier Transform. However, for the Heston model the FFT algorithm can only be applied in
one dimension (the log-stock dimension), as the model is not in the class of Lévy processes.
The 2D-COS method is efficient for pricing European options, however it was shown that
this method offers no advantages over the 1D-COS method. The method is effective for the
pricing of options with early-exercise features such as Bermudan options, as well as discretely-
monitored barrier options, under two-dimensional asset price dynamics. The method works
well for a wide range of parameter sets. When the Feller condition is not satisfied, however,
the convergence for Bermudan and barrier options can be slow because of the resulting peaked
density functions.
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A A Basic Outline of Fourier Analysis
A.1 The Fourier Transform Pair





If we define the function ĝ(u) := F{g(t)}(u), the corresponding inverse Fourier transform will










Consider a continuous, two-dimensional, real-valued random variable, X = (X1, X2), with
joint probability density function fX(x1, x2). The bivariate characteristic function of X, de-
noted φX(u1, u2), is defined as:










ei(u1x1+u2x2)fX(x1, x2) dx1 dx2 (A.3)
The univariate characteristic function can then be obtained from this by taking





where fX1(x) is the probability density function of the random variable X1.










B Verification of Properties Utilized for Developing the 2D-
COS Method
B.1 Representing Hankel matrix-vector products in terms of a circular con-
volution
We begin by defining the vectors
m := [m0, m1, . . . , m2N1−1]
T
and
u := [u0, u1, . . . , uN1−1]
T
and further define m c(j) and u c(j) as in (4.58) and (4.59), respectively.
For the vectors m, m c, u and u c, we will omit the original arguments in the interest of brevity,
and we will use the notation m(j), m c(j), u(j) and u c(j) to represent the j









j=1m(j +N1 − 1)u(j)

Considering the vector m c to be periodic, i.e.
m c(j) = m c(j + 2N1n) for n ∈ Z
we are then able to use the property
m(j) = m c(2N1 − j + 1) (B.1)
48
With these properties we may then treat the first N1 elements of u c ∗ m c in the following
manner:




















u(j)m(j +N1 − 1)
Similarly, we then have








u(j)m(j +N1 − 2)
and thus




























Hence, we now have
Mcu =

{u c ∗m c}
[N1]
{u c ∗m c}
[N1−1]
...
{u c ∗m c}
[2]
{u c ∗m c}
[1]

B.2 Verification of the Discrete Fourier Transform’s Shifting Property
Using the vectors u s and u c as defined in (4.57) and (4.59) respectively, the k
th element









































where we again use the notation u c(n) to represent the n
th element of the vector u c, as in
Appendix B.1.
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Now, note that we have
exp(i(x+ 2πn∗)) = exp(ix) for n∗ ∈ Z
and



















































































From (B.6) and (B.7) we can then see that
Dk{u c} =
{
Dk{u s} for k even
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