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Abstract
KSG mutual information estimator, which is based on the distances of each sample to its k-th nearest
neighbor, is widely used to estimate mutual information between two continuous random variables. Existing
work has analyzed the convergence rate of this estimator for random variables whose densities are bounded
away from zero in its support. In practice, however, KSG estimator also performs well for a much broader
class of distributions, including not only those with bounded support and densities bounded away from zero,
but also those with bounded support but densities approaching zero, and those with unbounded support. In this
paper, we analyze the convergence rate of the error of KSG estimator for smooth distributions, whose support
of density can be both bounded and unbounded. As KSG mutual information estimator can be viewed as an
adaptive recombination of KL entropy estimators, in our analysis, we also provide convergence analysis of KL
entropy estimator for a broad class of distributions.
Index Terms
KSG mutual information estimator, KL entropy estimator, KNN
I. INTRODUCTION
Information theoretic quantities, such as Shannon entropy and mutual information, have a broad range
of applications in statistics and machine learning, such as clustering [2, 3], feature selection [4, 5],
anomaly detection [6], test of normality [7], etc. These quantities are determined by the distributions of
random variables, which are usually unknown in real applications. Hence, the problem of nonparametric
estimation of entropy and mutual information using samples drawn from an unknown distribution has
attracted significant research interests [8–15].
Depending on whether the underlying distribution is discrete or continuous, the estimation methods
are different. In the discrete setting, there exist efficient methods that attain rate optimal estimation of
functionals including entropy and mutual information in the minimax sense [10, 16, 17]. For continuous
distributions, many interesting methods have been proposed. Roughly speaking, these methods can be
categorized into three different types.
The first type of methods seek to convert the continuous distribution to a discrete one by assigning
data points into bins, and then estimate entropy or mutual information based on the histograms [18].
The accuracy of a naive implementation of this method is in general not competitive [19, 20]. An
improvement of this method was proposed in [12], which uses adaptive bin sizes at different locations.
Moreover, the performance can be greatly improved using an ensemble method [21].
The second type of methods try to learn the underlying distribution first, and then calculate the
entropy or mutual information functionals [14, 15, 22, 23]. The probability density function (pdf) can
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2be estimated using Kernel or k nearest neighbor method. It has been shown that local linear or local
Gaussian approximation can improve the accuracy [14, 15]. Moreover, using von Mises expansion, a
correction term can be developed to improve the performance [23, 24]. These methods also involve
non-trivial parameter tuning when the dimensions of the random variables are high, as we need to tune
the bandwidth for every dimensions of the kernel.
The third type, which is the focus of this paper, estimates entropy and mutual information directly
based on the k-th nearest neighbor (kNN) distances of each sample. A typical example is Kozachenko-
Leonenko (KL) differential entropy estimator [8]. Since the mutual information between two random
variables is the sum of the entropy of two marginal distributions minus the joint entropy, KL estimator
can also be used to estimate mutual information. However, the KL estimator is used three times,
and the error may not cancel out. Based on KL estimator, Kraskov, Alexander and Sto¨gbauer [11]
proposed a new mutual information estimator, called KSG estimator, which can be viewed as an
adaptive recombination of three KL estimators. [11] shows that the empirical performance of KSG
estimator is better than estimating marginal and joint entropy separately. Compared with other types
of methods, KL entropy estimator and KSG mutual information estimator are computationally fast and
do not require too much parameter tuning. In addition, numerical experiments show that these k-NN
methods can achieve the best empirical performance for a large variety of distributions [19, 20, 25].
As the result, KL and KSG estimators are commonly used to estimate entropy and mutual information.
Despite their widespread use, the theoretical properties of KL and KSG estimators, especially the
latter, still need further exploration. Some previous works [25–28] derived a bound of the convergence
rate of the bias and variance of KL estimator for distributions with bounded support. If the assumption
about the boundedness of support is removed, then the analysis becomes harder since the tail of
distribution can cause significant estimation error. Other works, including [29–32], analyzed the KL
estimators without requiring that the support is bounded, under some tail assumptions. In particular,
[29] analyzed the convergence of a truncated KL estimator with k = 1, for one dimensional random
variables with unbounded support, under a tail assumption that is roughly equivalent to requiring that
the distribution has exponentially decreasing tails, and [31] designed an ensemble estimator and proves
it to be efficient.
For KSG mutual information estimator, the analysis is even more challenging, as KSG is actually an
adaptive recombination of KL estimators. This adaptivity makes the problem much more difficult. [25]
made a significant progress in understanding the properties of KSG estimator. In particular, [25] showed
that the estimator is consistent under some mild assumptions (In particular, Assumption 2 of [25]).
Furthermore, [25] provided the convergence rate of an upper bound of bias and variance under some
more restrictive assumptions (Assumption 3 of [25]). However, although not stated explicitly in [25],
one can show that, for a pdf that satisfies Assumption 3 of [25], its support set must be bounded.
Moreover, its joint, marginal and conditional pdfs are all bounded both from above and away from
zero in their supports. As a result, the analysis of [25] does not hold for some commonly seen pdfs,
e.g. ones with unbounded support such as Gaussian. Therefore, it is important to extend the analysis
of the properties of kNN information estimators to other types of distributions.
In this paper, we analyze kNN information estimators that holds for variables with both bounded
and unbounded support. In particular, we make the following contributions:
Firstly, we analyze the convergence rate of KL entropy estimator. Our assumptions allow the
distribution to have unbounded support, for which the original KL estimator is not always accurate. In
particular, we show that the original KL estimator is not necessarily consistent under our assumptions.
Therefore we use a truncated KL estimator. We derive a bound of the convergence rate of bias and
3variance, and provide a rule to select the truncation parameter so that the convergence rate is optimized.
Our assumptions follow [29], which requires that the pdf is second-order smooth and has a exponentially
decreasing tail. Our result improves [29] in the following aspects: 1) Using a different truncation
threshold, we achieve a better convergence rate of bias; 2) We generalize the result to arbitrary but
fixed k and dimensionality. Moreover, we extend the analysis to distributions with heavier tails, such as
Cauchy distribution. Some techniques in [29] can not be directly used to analyze the scenario addressed
in this paper. Hence, we use a new approach for the derivation of bias and variance of KL estimator.
Furthermore, we show a minimax lower bound of the mean square error of entropy estimator among
all possible estimators. The result shows that the truncated KL estimator is nearly minimax optimal,
up to a log polynomial factor.
Secondly, building on the analysis of KL estimator, we derive the convergence rate of an upper
bound on the bias and variance of KSG mutual information estimator for smooth distributions that
satisfy a weak tail assumption. Our results hold mainly for two types of distributions. The first type
includes distributions that have unbounded support, such as Gaussian distributions. The second type
includes distributions that have bounded support but the density functions approach zero. This type is
different from the case analyzed in [25], which focus on distributions with bounded support but the
density is bounded away from zero. To the best of our knowledge, this is the first attempt to analyze
the convergence rate of KSG estimator for these two types of distributions. Our technique for bounding
the bias is significantly different from [25]. In [25], the distribution is assumed to be smooth almost
everywhere, but has a non-smooth boundary, which is the main cause of the bias. To deal with the
boundary effect, the support of density was divided into an interior region and a boundary region,
and then the bias in these two regions were bounded separately. It turns out that the boundary bias is
dominant. On the contrary, in our analysis, by requiring that the density is smooth, we can avoid the
boundary effect. However, we allow the density to be arbitrarily close to zero in its support. In the
region on which the density is low, the kNN distances are large. As a result, larger local bias occurs
in these regions. To deal with this situation, we divide the whole support of the density into a central
region, on which the density is relatively high, and a tail region, on which the density is lower. We
then bound the bias in these two regions separately, and let the threshold dividing the central region
and the tail region decay with respect to the sample size with a proper speed, so that the bias in
these two regions decay with approximately the same rates. Then the overall convergence rate can be
determined. In our analysis, we let k be an arbitrarily fixed integer.
The remainder of the paper is organized as follows. In Section II, we provide our main result of
the analysis of KL entropy estimator, and then compare with [29]. In Section III, we analyze KSG
mutual information estimator, and then compare with [25]. In these two sections, we show the basic
ideas of the proofs of our main results and relegate the detailed proofs to Appendices. In Section IV,
we extend our analysis to heavy tailed distributions. In Section V, we provide numerical examples to
illustrate the analytical results. Finally, in Section VI, we offer concluding remarks.
II. KL ENTROPY ESTIMATOR
As KSG mutual information estimator depends on KL entropy estimator, in this section, we first
derive convergence results for KL estimator.
Consider a continuous random variable X ∈ Rdx with unknown pdf f(x). The differential entropy
of X is
h(X) = −
∫
f(x) ln f(x)dx.
4Given N i.i.d samples {x(i), i = 1, . . . , N} drawn from this pdf, the goal of KL estimator is to give
a nonparametric estimation of h(X). The expression of KL estimator is given by [8]:
hˆ(X) = −ψ(k) + ψ(N) + ln cdx +
dx
N
N∑
i=1
ln (i), (1)
in which ψ is the digamma function defined as ψ(t) = Γ
′(t)
Γ(t)
with
Γ(t) =
∫ ∞
0
ut−1e−udu,
and (i) is the distance from x(i) to its k-th nearest neighbor. The distance is defined as d(x,x′) =
‖x− x′‖, in which ‖·‖ can be any norm. `2 and `∞ are commonly used. cdx is the volume of
corresponding unit norm ball.
If some samples are very far away from the most of the other samples, then the kNN distances of
these samples can be very large, which may significantly deteriorate the performance of the original
KL estimator. To address this problem, we use a truncated estimator. Similar approach was proposed
in [25, 29]:
hˆ(X) = −ψ(k) + ψ(N) + ln cdx +
dx
N
N∑
i=1
ln ρ(i), (2)
in which
ρ(i) = min{(i), aN}
with aN being a truncation radius that depends on the sample size N . A smaller aN can make the
estimator more stable. However, if aN is too small, then additional bias will occur. Therefore, to obtain
a desirable tradeoff, a proper selection of aN is important. In [29], aN is chosen to be 1/
√
N . In this
paper, in order to achieve a better convergence rate, we propose to use a different truncation threshold:
aN = AN
−β, (3)
in which A, β are two constants. The choice of β can affect the convergence rate of KL estimator. In
the following theorem, we optimize β, to make convergence rate of the truncated KL estimator as fast
as possible. We will show that, with the optimal choice of β, the proposed truncated KL estimator is
minimax optimal.
Theorem 1. Suppose that the pdf f(x) satisfies the following assumptions:
(a) The Hessian of f(x) is bounded everywhere, i.e. there exists a constant M such that∥∥∇2f(x)∥∥
op
≤M,
in which ‖·‖op denotes the operator norm;
(b) There exists a constant C such that∫
f(x) exp(−bf(x))dx ≤ Cb−1 (4)
for any b > 0.
5For sufficiently large N , if we let β = 1/(dx+2), then the bias of truncated KL estimator is bounded
by: ∣∣∣E [hˆ(X)]− h(X)∣∣∣ = O (N− 2dx+2 lnN) . (5)
The above bound holds for arbitrary but fixed k.
Proof. (Outline) As discussed in [11], the correction term −ψ(k) in (2) is designed for correcting the
bias caused by the assumption that the average pdf in the ball B(x, ) is equal to the pdf at its center,
i.e. f(x), which does not hold in general. Hence, the bias of original KL estimator (1) is caused by the
local non-uniformity of the density. If  is large, the average pdf in B(x, ) can significantly deviate
from f(x). By substituting  with ρ, which is upper bounded by aN , we can control the bias caused
by large kNN distances. This type of bias is lower if we use a small aN . However, the truncation
also induces additional bias, which can be serious if aN is too small. Therefore we need to select aN
carefully to obtain a tradeoff between these two bias terms.
First, using results from order statistics [27, 33], we know E[lnP (B(X, ))] = ψ(k)−ψ(N). Hence
E[hˆ(X)] = −ψ(k) + ψ(N) + ln cdx +
dx
N
N∑
i=1
E[ln ρ(i)] = −E[lnP (B(X, ))] + ln cdx + dxE[ln ρ]. (6)
We then divide the support of f(x) into a central region (called S1, which have a relatively high
density) and a tail region (called S2, which have a relatively low density), and decompose the bias of
the truncated KL estimator (2) into three parts:
E[hˆ(X)]− h(X) = −E
[
ln
P (B(X, ))
P (B(X, ρ))
1(X ∈ S1)
]
− E
[
ln
P (B(X, ρ))
f(X)cdxρ
dx
1(X ∈ S1)
]
−E
[
ln
P (B(X, ))
f(X)cdxρ
dx
1(X ∈ S2)
]
. (7)
All of these three terms converge to zero. The first term in (7) is the additional bias caused by truncation
in the central region. Note that  and ρ are different only when ρ > aN , thus if aN does not decay
to zero too fast, then P ( ≤ aN) happens with a high probability. Hence the first term converges to
zero. The second term is the bias caused by local non-uniformity of the pdf in the central region.
Recall that ρ = min{, aN} ≤ aN = AN−β , ρ will converge to zero, hence the local non-uniformity
will gradually disappear with the increase of N . The last term is the bias in the tail region. We let
the tail region to shrink with the increase of N , and let the central region to expand, then the third
term can also converge to zero. These three terms are bounded separately, and the results depend on
the selection of truncation parameter β. The overall convergence rate is determined by the slowest one
among these three terms. In our proof, we carefully select β to optimize the overall rate.
For detailed proof, please refer to Appendix A.
Our assumptions (a), (b) in Theorem 1 are almost the same as assumptions (A0)-(A2) in [29], except
that now we no longer require f(X) to be positive everywhere, as was required in [29]. As a result,
our analysis holds for distributions with both bounded and unbounded support.
Assumption (a) is the smoothness assumption. As a pdf,
∫
f(x)dx = 1, under which we can show
that the boundedness of Hessian implies the boundedness of f(x) and ∇f(x). This assumption can
be slightly weakened to requiring that f ∈ W 2,∞, i.e., our analysis still holds if at some points the
second order derivative does not exist but the second order weak derivative exists and is bounded.
6Assumption (b) is the tail assumption, which is roughly equivalent to requiring that the density
has exponentially decreasing tails [29]. To be more precise, we now show some examples that satisfy
Assumption (b):
• (b) holds if the pdf has a bounded support. Note that f(x) exp(−bf(x)) is maximized when
f(x) = 1/b, therefore f(x) exp(−bf(x)) ≤ 1/(eb) always holds. Denote S as the support set of
f , and m(S) =
∫
S
dx as the support size, then∫
f(x) exp(−bf(x))dx ≤
∫
S
1
eb
dx =
m(S)
eb
, (8)
hence for any distributions with bounded support, assumption (b) holds with C = m(S)/e.
• (b) holds if dx = 1 and f(x) ∼ exp(−α|x|θ) for some constant α > 0, and θ > 1, and sufficiently
large x. This was mentioned in [29].
• Moreover, as discussed in [29], many distributions with exponentially decreasing tails also satisfy
our assumption (b). For example, this assumption holds for Gaussian distribution with dx ≤ 2 and
exponential distribution with dx = 1.
We remark that the above conditions are only sufficient but not necessary conditions for assumption
(b) to hold. In fact, assumption (b) also holds for other distributions, even if X does not have any
finite moments. In this case, the original KL estimator without truncation may not be consistent, but
the bound in Theorem 1 still holds for the truncated one.
Furthermore, we extend our results to distributions with heavy tails in Section IV. As a byproduct of
such extension, we also show that for all sub-Gaussian or sub-exponential distribution, such as Gamma
distribution, even if (b) is not satisfied, the convergence bound in Theorem 1 still approximately holds.
The result in Theorem 1 holds for truncated KL estimator. In the following, we illustrate that the
truncation is necessary by showing that the original KL estimator is not necessarily consistent for pdfs
satisfying our assumptions. In particular, we have the following proposition.
Proposition 1. Under Assumption (a), (b) in Theorem 1, there exists a pdf f(x), such that
lim
N→∞
E[hˆ0(X)]− h(X) 6= 0, (9)
in which hˆ0 is the original KL estimator without truncation.
Proof. (Outline) The basic idea of the proof is to construct two distributions whose entropy are the
same, but the difference of the expectation of the estimated result using the original KL estimator does
not converge to zero. As a result, for at least one of these two distributions, the original KL estimator
is not consistent. Please refer to Appendix B for details.
The next theorem gives an upper bound of variance of hˆ(X). The assumptions for the analysis of
variance are much weaker than the assumption for bias.
Theorem 2. Assume the following conditions:
(c) The pdf is continuous almost everywhere;
(d) ∃r0 > 0, for all r < r0, ∫
f(x)
(
ln inf
‖x′−x‖<r
f(x′)dx
)2
<∞, (10)
7and ∫
f(x)
(
ln sup
‖x′−x‖<r
f(x′)dx
)2
<∞. (11)
Under assumptions (c) and (d), if 0 < β < 1/dx, then the variance of truncated KL estimator is
bounded by:
Var[hˆ(X)] = O
(
1
N
)
. (12)
Proof. (Outline) Our proof uses some techniques in [27], which proved O(1/N) convergence of
variance of KL estimator with k = 1 for one dimensional distribution with bounded support. We
generalize the result to arbitrary fixed dx and k, and the support set can be both bounded and unbounded,
as long as the distribution satisfies assumption (c) and (d) in Theorem 2. However, since our assumptions
are weaker, we need some additional techniques to ensure that the derivation is valid. For detailed proof,
please see Appendix C.
Our assumptions (c) and (d) are weaker than the corresponding assumptions (B1) and (B2) in [29].
To show this, we provide a sufficient condition of (c) and (d). In particular, conditions (c) and (d)
are both satisfied, if S1): the pdf is Lipschitz or α-Ho¨lder continuous with 0 < α < 1; and S2):∫
f(x)(ln f(x))2dx <∞. We now compare S1) and S2) with conditions in [29]. (B1) in [29] requires
that the pdf is Lipschitz, and (B2) requires that
∫
f(x)
 sup‖x−x′‖≤af(x
′)
f(x)

j
(ln f(x))2dx <∞
for j = 0, 1, 2, 3. We observe that sufficient condition S2) mentioned above only requires it to hold for
j = 0. Note that our assumptions (c), (d) are very weak and hold for almost all common distributions.
If assumptions (a) and (b) are satisfied, then we can show that assumptions (c) and (d) must hold.
Under these assumptions, our bound of variance is exactly the same as the result in [29].
From Theorem 1 and Theorem 2, under assumptions (a) and (b), the convergence rate of the mean
square error of KL estimator is bounded by:
E[(hˆ(X)− h(X))2] = O
(
N−
4
dx+2 lnN +
1
N
)
. (13)
In the following theorem, we provide a minimax lower bound on the convergence of mean square
error, under assumptions (a) and (b) in Theorem 1.
Theorem 3. Define
FM,C = {f |Assumptions (a),(b) in Theorem 1 are satisfied with constant M and C}, (14)
then under assumptions (a), (b) in Theorem 1, for sufficiently large M and C,
inf
hˆ
sup
f∈FM,C
E[(hˆ(X)− h(X))2] = Ω
(
N−
4
dx+2 (lnN)−
4dx+4
dx+2 +
1
N
)
. (15)
Proof. Please refer to Appendix E for the proof.
8Theorem 3 shows that the gap between the convergence rate of the derived upper bound of the mean
square error of KL estimator and the minimax lower bound is a log-polynomial factor, which implies
that the truncated KL estimator is nearly minimax rate optimal.
We now compare our results with related work [28, 29, 31, 34]. We generalize the result in [29]
to arbitrary fixed k and dimensionality, and obtain a tighter bound of the bias by selecting a different
truncation parameter. Moreover, our upper bound of the mean square error (13) is the same as the
result of [28], if the Ho¨lder parameter s in [28] is 2. Actually, if s = 2, then the assumptions in [28]
can be viewed as a special case of our analysis, since according to (8), assumption (b) in Theorem
1 is satisfied for all distributions with bounded support. We note that the convergence rate derived is
slower than the result in [31]. However, in [31], the partial derivatives of the pdf are required to decay
almost as fast as the pdf itself in the tails of the distribution, while we only have a overall bound on the
Hessian of the pdf. Moreover, we do not assume a bound on the moment of the distribution. Consider
that the gap between upper bound (13) and minimax lower bound (15) is only a log polynomial factor,
we believe that our bound can not be significantly improved further in general, although it is possible
that for some specific distributions, the actual convergence rate of KL estimator is faster than the bound
we derived. Moreover, we note that [34] also provides a minimax analysis of entropy estimation. The
bounds in (13) and (15) are consistent with the minimax bound in Theorem 6 in [34], for the special
case when the smoothness index s = 2. The main difference between our work and [34] lies on the
assumptions: Theorem 6 in [34] focuses on the case in which f is compactly supported within [0, 1]d,
while our upper and lower bound do not require the support set to be bounded.
III. KSG MUTUAL INFORMATION ESTIMATOR
In this section, we focus on KSG mutual information estimator. Consider two continuous random
variables X ∈ Rdx and Y ∈ Rdy with unknown pdf f(x,y). The mutual information between X and
Y is
I(X;Y) = h(X) + h(Y)− h(X,Y). (16)
Define the joint variable Z = (X,Y) ∈ Rdz with dz = dx + dy, and define the metric in the Rdz space
as
d(z, z′) = max{‖x− x′‖ , ‖y − y′‖}. (17)
The KSG estimator proposed in [11] can be expressed as
Iˆ(X;Y) = ψ(N) + ψ(k)− 1
N
N∑
i=1
ψ(nx(i) + 1)− 1
N
N∑
i=1
ψ(ny(i) + 1), (18)
with
nx(i) =
N∑
j=1
1(‖x(j)− x(i)‖ < (i)),
ny(i) =
N∑
j=1
1(‖y(j)− y(i)‖ < (i)),
in which (i) is the distance from z(i) = (x(i),y(i)) to its k-th nearest neighbor using the distance
metric defined in (17).
9Recall that the original KL estimator is not consistent for some distributions satisfying our assump-
tions, and thus we use a truncated one instead. However, the situation for KSG estimator is different.
From (18), we observe that unlike the original KL estimator, KSG estimator avoids the ln (i) term,
therefore the effect caused by large kNN distances is limited. Note that nx(i) and ny(i) can not be less
than k or more than N , therefore ψ(nx(i)+1) and ψ(ny(i)+1) are both always in [ln(k+1), ln(N+1)].
Hence, if nx(i) and ny(i) for a sample i differ significantly from others, the influence on the accuracy
is at most (ln(N + 1))/N . This ensures the robustness of KSG estimator. Therefore, in the following
analysis, we use the original KSG estimator without truncation.
Our analysis of the bias of KSG estimator is based on the following assumptions:
Assumption 1. There exist finite constants Ca, Cb, Cc, C ′c, Cd, C ′d and Ce, such that
(a) f(x,y) ≤ Ca almost everywhere;
(b) The two marginal pdfs are both bounded, i.e. f(x) ≤ Cb, and f(y) ≤ Cb;
(c) The joint and marginal densities satisfy∫
f(x,y) exp(−bf(x,y))dxdy ≤ Cc/b, (19)∫
f(x) exp(−bf(x))dx ≤ C ′c/b,∫
f(y) exp(−bf(y))dy ≤ C ′c/b
for all b > 0;
(d) The Hessian of joint distribution and marginal distribution are bounded everywhere, i.e.∥∥∇2f(z)∥∥
op
≤ Cd,
∥∥∇2f(x)∥∥
op
≤ C ′d, and
∥∥∇2f(y)∥∥
op
≤ C ′d;
(e) The two conditional pdfs are both bounded, i.e. f(x|y) ≤ Ce and f(y|x) ≤ Ce.
It was proved in [25] that under its Assumption 2, KSG estimator is consistent, but the convergence
rate was unknown. Note that the distributions that satisfy the Assumption 2 of [25] may have arbitrarily
slow convergence rate, especially for heavy tail distributions. Our assumptions are stronger than
Assumption 2 of [25], in which (a)-(c) were not required. In [25], the convergence rate was derived
under its Assumption 3, which also strengthens its Assumption 2. The main difference between
Assumption 3 of [25] and our assumptions is that [25] requires∫
f(x,y) exp(−bf(x,y))dxdy ≤ Cce−C0b. (20)
One can show that a joint pdf satisfying assumption (20) is bounded away from 0 and the distribution
must have bounded support (For completeness, we provide a proof of this statement in Appendix
D). On the contrary, we only require this integration to decay inversely with b, see (19). This new
assumption is valid for distributions whose joint pdf can approach zero as close as possible, thus our
analysis holds for distributions with both bounded and unbounded support. This assumption roughly
requires that both the marginal density and the joint density have exponentially decreasing tails. For
example, joint Gaussian distribution satisfies this assumption. Another difference is that we strengthen
the Hessian from bounded almost everywhere to everywhere, to ensure the smoothness of density, and
thus avoid the boundary effect. Figure 1 illustrates the difference between [25] and our analysis. [25]
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(a) Bounded support, pdf is bounded
away from zero. Example: Uniform
distribution
(b) Unbounded support, pdf has a
long tail. Example: Gaussian distri-
bution
(c) Bounded support, pdf can ap-
proach zero.
Fig. 1: Comparison of three types of distributions. The convergence rate of KSG estimator for type
(a) was derived in [25], while we analyze type (b) and (c).
holds for type (a), such as uniform distribution, while our analysis holds for type (b) and (c), such as
Gaussian distribution. In addition, we do not truncate the kNN distances as in [25].
To deal with these assumption differences, our derivation is significantly different from those of
[25]. Theorem 4 gives an upper bound of bias under these assumptions.
Theorem 4. Under the Assumption 1, for fixed k > 1 and sufficiently large N , the bias of KSG
estimator is bounded by
|E[Iˆ(X;Y)]− I(X;Y)| = O
(
N−
2
dz+2 lnN
)
+O
(
N−
min{dx,dy}
dz
)
. (21)
Proof. (Outline) Recall that KSG estimator is an adaptive combination of two adaptive KL estimators
that estimate the marginal entropy, and one original KL estimator that estimates the joint entropy. We
express KSG estimator in the following way:
Iˆ(X;Y) =
1
N
N∑
i=1
T (i) =
1
N
N∑
i=1
[Tx(i) + Ty(i)− Tz(i)],
in which
T (i) := ψ(N) + ψ(k)− ψ(nx(i) + 1)− ψ(ny(i) + 1),
and
Tz(i) := −ψ(k) + ψ(N) + ln cdz + dz ln ρ(i),
Tx(i) := −ψ(nx(i) + 1) + ψ(N) + ln cdx + dx ln ρ(i),
Ty(i) := −ψ(ny(i) + 1) + ψ(N) + ln cdy + dy ln ρ(i),
in which we ρ(i) = min{, aN}. Note that although we analyze the original KSG estimator without
truncation, we can decompose it to truncated KL estimators for the convenience of analysis. We bound
the bias of these three KL estimators separately. Note that 1
N
∑N
i=1 Tz(i) is actually the KL estimator
for the joint entropy. Therefore the bias of joint entropy estimator E[Tz]−h(Z) can be bounded using
11
Theorem 1. For the marginal entropy estimators 1
N
∑N
i=1 Tx(i) and
1
N
∑N
i=1 Ty(i), we only need to
analyze Tx, and then the bound of Ty can be obtained in the same manner. Note that
E[Tx]− h(X) = E[E[Tx|X] + ln f(X)],
and we call E[Tx|X] + ln f(X) the local bias. The pointwise convergence rate of the local bias is
O(N− 2dx ). However, the overall convergence rate is slower than the pointwise convergence rate. In the
setting discussed in [25], the boundary bias is dominant. In our case, by dividing the whole support
into a central region and a tail region, with the threshold selected carefully, we let the convergence
rate of bias at these two regions decay with approximately the same rate. For detailed proof, please
see Appendix F.
The following theorem gives a bound on the variance of KSG estimator, which holds for all
continuous distributions, even if Assumption 1 is not satisfied.
Theorem 5. If (X,Y) has pdf f(x,y), then the variance of KSG estimator is bounded by
Var
[
Iˆ(X;Y)
]
= O
(
(lnN)2
N
)
. (22)
Proof. We refer to Theorem 6 in [25] for the proof. Although the bound in [25] is derived for truncated
KSG estimator, it can be shown that the steps in [25] actually also hold for the original KSG estimator.
Details are omitted for brevity.
IV. EXTENSION TO HEAVY TAILED DISTRIBUTIONS
In previous sections, we have derived bounds of the convergence rates of bias and variance of KL
and KSG estimators. We do not have any tail assumptions for bounding the variance (Theorem 2 and
5). However, the convergence rate of bias is related to the strength of tails, thus it is necessary to
add some tail assumptions. The assumption (b) in Theorem 1 and the assumption (c) in Assumption 1
follow assumption (A2) in [29]. It was discussed in [29] that these assumptions are roughly equivalent
to requiring that f(x) or f(x,y) has exponentially decreasing tails. In this section, we extend the
results in Theorem 1 and Theorem 4 to distributions with polynomially decreasing tails.
Theorem 6. Suppose the pdf f(x) satisfies assumption (a) in Theorem 1, and
P (f(X) ≤ t) ≤ µtτ (23)
for some constant µ > 0, τ ∈ (0, 1], and arbitrary t > 0. Let β = 1/(dx+2), then the bias of truncated
KL estimator is bounded by:
|E[hˆ(X)]− h(X)| = O
(
N−
2τ
dx+2 lnN
)
. (24)
Theorem 7. Assume that the joint distribution of X and Y satisfies Assumption 1 (a)-(e), except that
the assumption (c) is changed to the following one:
(c’) The joint and marginal densities satisfy
P (f(X,Y) ≤ t) ≤ µtτ , (25)
P (f(X) ≤ t) ≤ µ′tτ ,
P (f(Y) ≤ t) ≤ µ′tτ
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for some constant µ, µ′ > 0, τ ∈ (0, 1], and arbitrary t > 0. Then the bias of KSG estimator is bounded
by
|E[Iˆ(X;Y)− I(X;Y)] = O
(
N−
2τ
dz+2 lnN
)
+O
(
N−
min{dx,dy}
dz
)
. (26)
Proof. (Outline) For the proof of Theorem 6 and Theorem 7, recall that τ ∈ (0, 1]. The case with
τ = 1 is already proved in Theorem 1 and 4. One can see this from Lemma 2, and use m = 1 in (35),
we know that (23) with τ = 1 is equivalent to (4). As a result, the bounds in Theorem 1 and 4 still
hold for τ = 1. If 0 < τ < 1, there are several details in the proof that are different from the case
of τ = 1. Nevertheless, the basic ideas are still the same. In Appendix G, we provide a brief proof
of Theorem 6 and 7. We only show some important steps, in which the proof with 0 < τ < 1 and
that with τ = 1 are different. We omit other steps that are very similar to the proof of Theorem 1 and
Theorem 4.
Now we discuss the new assumptions (23) and (25). These two assumptions are generalizations
of (4) and (19). (23) with τ = 1 is equivalent to (2). If τ < 1, then (23) holds for many common
distributions with polynomially decreasing tails. We have the following proposition to determine τ .
Proposition 2. (1) For one dimensional distribution, if E[|X|α] < ∞, then for any τ < α/(α + 1),
there exists a constant µ1 such that P (f(X) ≤ t) ≤ µ1tτ .
(2) For dx dimensional random variable X = (X1, . . . , Xdx) ∈ Rdx , if for any t > 0, j ∈ 1, . . . , dx
and x1, . . . , xj−1,
P (f(Xj|X1 = x1, . . . , Xj−1 = xj−1) ≤ t) ≤ µ1tτ , (27)
for some constant µ1, then for any τ ′ < τ ,
P (f(X)) ≤ µdx(τ ′)tτ
′
(28)
for some function µdx that is finite for any τ ′ < τ .
The proof of Proposition 2 is shown in Appendix G. The boundedness of moment, i.e. E[|X|α] <∞,
is a sufficient but not necessary condition of (23). (23) can still hold for some distributions that do
not have any finite moments. However, for most of common distributions, there exists some α such
that E[|X|α] is finite. Proposition 2 shows how our assumption (23) is related to the boundedness of
moments. Note that τ ′ can be arbitrarily close to τ . Combining Proposition 2 with Theorem 6 and
Theorem 7, we have the following corollary.
Corollary 1. (1) Bias bounds for KL estimator: If E[‖X‖α] < ∞, (27) holds, and the Hessian of f
satisfies ‖∇2f‖ ≤M for some constant M , then
|E[hˆ(X)]− h(X)| = O
(
N−
2
dx+2
α
α+1
+δ
)
, (29)
for arbitrarily small δ > 0.
(2) Bias bounds for KSG estimator: If Assumption 1 (a),(b),(d) and (e) holds, E[‖X‖α] <∞, E[‖Y‖α] <
∞, and supx E[‖Y ‖α |X = x] <∞, then the bias of KSG estimator is bounded by
|E[Iˆ(X;Y)− I(X;Y)] = O
(
N−
2
dz+2
α
α+1
+δ
)
+O
(
N−
min{dx,dy}
dz
)
, (30)
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for arbitrarily small δ > 0. In (30), dz = dx + dy.
Now we show some examples. For Cauchy distribution, E[|X|α] < ∞ for any α < 1, hence the
convergence rate of bias of KL estimator is O (N−1/(dx+2)+δ) for arbitrarily small δ > 0. For all sub-
Gaussian or sub-exponential distributions that are second order smooth, E[|X|α] < ∞ for all α > 0,
hence the convergence rate becomes O(N−2/(dx+2)+δ) for arbitrarily small δ > 0. For KSG estimator,
the convergence rate can also be derived similarly from (30).
V. NUMERICAL EXAMPLES
In this section we provide numerical experiments to illustrate the analytical results obtained in this
paper.
A. KL estimator
We conduct the following numerical experiments. Firstly, we calculate the convergence rates of
bias and variance of KL entropy estimator for distributions with different dimensions. Secondly, we
compare the performance of KL estimator for different k.
In the simulation, the bias and variance is estimated by repeating the simulation many times and
then calculate the sample mean and sample variance of all the estimated values. We do not need to
run too many trials to obtain an accurate estimation of variance. But the estimation of bias is much
harder, if the dimension of X is low. In this case, the bias can be much lower than the square root of
variance, as a result, the sample mean may deviate seriously from the expectation of estimated value
E[hˆ(X)]. Hence a large number of trials is needed. Under high dimensions, the bias converges slowly
comparing with the variance, and thus we do not need to run too many trials. We select the number of
trials in the following way: run simulations until relative uncertainty of bias falls below 0.05, in which
the relative uncertainty is defined as the ratio between the length of the 99% confidence interval of
bias and the estimated value of bias.
Fig. 2 (a), (b) show the convergence of bias and variance of KL estimator under Gaussian distribution
with dimensions from 1 to 6. In Fig. 2, we fix k = 3. These figures are log-log plots with base 10. We
observe that for dx ≤ 3, with log10N ≥ 2, i.e. N ≥ 100, the bias of KL estimator decays monotonically
with sample size N . However, for distribution with higher dimensions, the bias increases with N
before the subsequent decay. We explain this phenomenon as follows. According to (6), the bias of
KL estimator can be expressed as E[hˆ(X)]− h(X) = −E[lnP (B(X, ))] + E[ln(f(X)cdxρdx)]. In the
regions where Hessian is positive, P (B(x, )) > f(x)cdxρdx , which causes negative bias. If Hessian
is negative in B(x, ), then if ρ ≤ aN , which happens with high probability, then ρ =  and thus
P (B(x, )) < f(x)cdxρ
dx . This causes positive bias. When sample sizes is not large, the positive and
negative bias terms can cancel out. However, the positive bias occurs where the Hessian is negative,
which occurs around x = 0 for standard Gaussian distributions, and thus converges faster to zero than
the negative bias, which occurs at the tail of distribution. Therefore, with a larger sample size, the
negative bias is dominant over the positive bias, and thus the total bias becomes more serious. If we
continue to increase the sample size, then the negative bias term also converges to zero.
We then calculate the empirical convergence rates by finding the negative slope of the curves in Fig.
2 (a), (b) by linear regression. Considering that in Fig. 2 (a), (b), the bias of KL estimator decays with
stable speed only when the sample size is large, we perform linear regression using the segment of
curves where the sample size is larger than a certain threshold. For the convergence rate of variance, the
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linear regression is conducted over the whole curve since the variance always decay smoothly. These
results are then compared with the theoretical convergence rates, which are obtained from Theorem
1 and 2. The results are shown in Table I, in which we say that the theoretical convergence rate of
bias or variance is γ if it decays with either O(N−γ), or O(N−γ+δ) for arbitrarily small δ > 0, and
the ’Sample Size’ column refers to the interval of sample size we use for the computation of the
convergence rate of bias.
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Fig. 2: Empirical convergence of KL entropy estimator.
TABLE I: Convergence rate of KL estimator for standard Gaussian distributions
dx Bias(Empirical) Bias(Theoretical) Sample Size Variance(Empirical) Variance (Theoretical)
1 0.97 0.67 102 ∼ 104 1.00 1.00
2 0.66 0.50 102 ∼ 105 1.00 1.00
3 0.43 0.40 102 ∼ 105 1.01 1.00
4 0.33 0.33 103 ∼ 105 0.99 1.00
5 0.29 0.28 104 ∼ 106 1.01 1.00
6 0.25 0.25 105 ∼ 107 1.03 1.00
Fig. 2 (a), (b) and Table I show that for dx > 2, the above empirical convergence rates basically
agree with the theoretical prediction. We find that for dx = 1 and dx = 2, the empirical rate is
faster than the theoretical convergence rate. As discussed in previous sections, our bound holds for
all distributions that satisfy our assumptions, and the actual convergence rate can be faster for some
specific distributions. For Gaussian distributions, the Hessian of the pdf decays almost as fast as the
pdf itself, while our assumptions only have a bound of Hessian over Rd.
Moreover, we compare the performance of KL estimator for different k. The result is shown in
Fig. 2 (c) for fixed dx = 2, which shows that for different k, the convergence rate of KL estimator
is approximately the same, but the constant factor can be different. For standard Gaussian distribution
with dx = 2, the performance of KL estimator with k = 5 is better than that with k = 1, 10, 20.
B. KSG estimator
Now we evaluate the performance of KSG estimator using joint Gaussian distribution. In this
numerical experiment, we let (X,Y) ∼ N (0,K), in which K is a dz dimensional square matrix,
Ki,j = ρ+ (1− ρ)δij , and δij = 1 if i = j, otherwise 0. In this numerical simulation, we use ρ = 0.6.
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Similar to the experiments on KL entropy estimator, to ensure the accuracy of estimation of the
bias of KSG mutual information estimator, we still use adaptive number of trials. We continue to
run simulations until the relative uncertainty is lower than 0.05. For both experiments, we use fixed
k = 3 and then plot log10(Bias) and log10(Variance) against log10(N) separately. The result is shown
in Figure 3. The empirical convergence rates are compared with the theoretical convergence rates from
Theorem 4 and 5, and the results are shown in Table II. For simplicity, we still use the same notation
as those used for KL estimator. The value of theoretical convergence rate of bias and variance in Table
II is γ if the bound in Theorem 4 or 2 is either O(N−γ) or O(N−γ+δ) for arbitrarily small δ > 0.
Unlike the curve for KL estimator, for KSG estimator, with this example, the curve of both bias and
variance appear to be close to a straight line. Therefore, the empirical convergence rates of bias and
variance are calculated by linear regression over the whole curve.
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(a) Convergence of the bias of KSG estimator.
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Fig. 3: Empirical convergence of KSG mutual information estimator.
TABLE II: Comparison of convergence rate of KSG estimator
Dimension Bias(Empirical) Bias(Theoretical) Variance(Empirical) Variance(Theoretical)
dx = 1, dy = 1 0.50 0.50 0.99 1.00
dx = 1, dy = 2 0.35 0.33 0.96 1.00
dx = 1, dy = 3 0.27 0.25 0.98 1.00
From Fig. 3, we observe that the bias and variance of KSG mutual information estimator for
dx = 1, and dy = 1, 2, 3 basically agree with the theoretical prediction. The bounds in Theorem
4 and 5 are general bounds that consider the worst cases satisfying our assumptions. For some
specific distributions, the empirical convergence rates can be faster than our theoretical prediction.
In addition, in our derivation, we bound the total bias of KSG estimator by bounding the bias of its
three components separately, and then use the sum of these three bounds as the bound of total bias.
However, as was discussed in [25], the bias of the decomposed marginal entropy estimator and the
joint entropy estimator may cancel out. As a result, the practical performance of KSG estimator can
be better than the theoretical prediction.
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VI. CONCLUSION
In this paper, we have analyzed the convergence rates of bias and variance of truncated KL entropy
estimator and KSG mutual information estimator for smooth distributions, under a tail assumption
that is roughly equivalent to requiring the distribution to have an exponentially decreasing tail. Our
assumptions allow distributions with heavy tails, for which the original KL estimator without truncation
may not be accurate. In particular, we have shown that there exists a distribution under which the KL
estimator without truncation is not consistent. To solve this problem,we have analyzed a truncated KL
estimator. By optimally choosing the truncation threshold, we have improved the convergence rate of
bias in [29], and have extended the analysis to any fixed k and arbitrary dimensions. Moreover, we
have derived a minimax lower bound of the convergence rate of all entropy estimators, which shows
that truncated KL estimator is nearly minimax optimal. Building on the analysis of KL estimator, we
have then provided a bound for KSG estimator. Our analysis has no restrictions on the boundedness
of the support set. Finally, we have extended the analysis of KL and KSG estimator to distributions
with polynomially decreasing tails. We have also used numerical examples to show that the practical
performances of KL and KSG estimators are consistent with our analysis in general.
APPENDIX A
PROOF OF THEOREM 1: THE BIAS OF KL ENTROPY ESTIMATOR
In this section, we analyze the bias of truncated KL estimator
hˆ(X) = −ψ(k) + ψ(N) + ln cdx +
dx
N
N∑
i=1
ln ρ(i),
under Assumptions (a), (b) in Theorem 1, in which
ρ(i) = min{(i), aN}, (31)
and the truncation threshold is set to be aN = AN−β , in which β < 1/dx. We hope to select a β to
optimize the convergence rate of bias.
We begin with deriving three lemmas based on Assumptions (a) and (b) in the theorem statement.
Lemma 1. Under Assumption (a) in Theorem 1, there exists constant C1, such that
|P (B(x, r))− f(x)cdxrdx| ≤ C1rdx+2, (32)
in which B(x, r) := {u| ‖u− x‖ < r}.
Proof. ∣∣P (B(x, r))− f(x)cdxrdx∣∣ = ∣∣∣∣∫
u∈B(x,r)
(f(u)− f(x))du
∣∣∣∣ . (33)
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Using Taylor expansion, we have∣∣∣∣∫
u∈B(x,r)
(f(u)− f(x))du
∣∣∣∣ = ∣∣∣∣∫
u∈B(x,r)
(∇f(x))T (u− x) + (u− x)T∇2f(ξ(u))(u− x))du
∣∣∣∣
=
∣∣∣∣∫
u∈B(x,r)
(u− x)T∇2f(ξ(u))(u− x)du
∣∣∣∣
≤
∣∣∣∣∫
u∈B(x,r)
M ‖u− x‖22 du
∣∣∣∣
≤
∣∣∣∣∣
∫
‖u−x‖2<αr
M ‖u− x‖22 du
∣∣∣∣∣
=
dxpi
n
2M
(dx + 2)Γ(
n
2
+ 1)
αdx+2rdx+2,
in which α is the `2 radius of the unit norm ball: α = sup{‖t‖2 | ‖t‖ = 1}, ∇2f denotes the Hessian
of f , M is the constant in Assumption (a) in Theorem 1.
Assumption (b) controls the tail of distribution. We can show that the following lemma holds:
Lemma 2. Under Assumption (b) in Theorem 1,
(1) There exists µ > 0 such that
P (f(X) ≤ t) ≤ µt,∀t > 0; (34)
(2) For any integer m ≥ 1, there exists a constant Km, so that∫
fm(x) exp(−bf(x))dx ≤ Km
bm
. (35)
Proof. Proof of (34):
P (f(X) ≤ t) = P
(
e−
f(X)
t ≥ e−1
)
≤ eE
[
e−
f(X)
t
]
≤ eCt, (36)
in which the last inequality comes from Assumption (b) in Theorem 1. Hence (34) holds with µ = eC.
Proof of (35): Note that for all u > 0, um−1 ≤ (2(m− 1)/e)m−1eu/2, hence∫
fm(x) exp(−bf(x))dx = E[fm−1(X) exp(−bf(X))]
=
1
bm−1
E[(bf(X))m−1 exp(−bf(X))]
≤
(
2(m− 1)
e
)m−1
1
bm−1
E
[
exp
(
b
2
f(X)
)
exp(−bf(X))
]
≤ 2
(
2(m− 1)
e
)m−1
C
bm
.
Based on Lemma 2, we can show another lemma. Define
V (t) = m ({x|f(x) > t}) , (37)
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in which m denotes Lebesgue measure. From (37), V (t) is the volume of the region in which the pdf
is higher than t. Under Assumption (b) in Theorem 1, we have the following bound.
Lemma 3. Under Assumption (b) in Theorem 1, for sufficiently small t,
V (t) ≤ µ
(
1 + ln
1
µt
)
, (38)
in which µ is the constant in (34).
Proof. (Outline) Here we provide an intuitive explanation. As discussed in [29], roughly speaking,
assumption (b) requires the distribution to have an exponential tail. For exponential or Laplace distri-
bution, it is obvious that V (t) = O(ln(1/t)). Therefore it is reasonable to assume that this bound holds
generally for any distributions that satisfy assumption (b). The detailed proof is shown in Appendix
A-A.
Now we analyze the convergence rate of KL estimator in (2).
E[hˆ(X)]− h(X) (a)= −ψ(k) + ψ(N) + E [ln (cdxρdx)]− h(X)
(b)
= −E [lnP (B(X, ))] + E [ln (cdxρdx)]− h(X)
(c)
= −E [lnP (B(X, ))] + E [ln (f(X)cdxρdx)]
(d)
= −E
[
ln
(
P (B(X, ))
P (B(X, ρ))
)
1(X ∈ S1)
]
−E
[
ln
(
P (B(X, ρ))
f(X)cdxρ
dx
)
1(X ∈ S1)
]
− E
[
ln
(
P (B(X, ))
f(X)cdxρ
dx
)
1(X ∈ S2)
]
:= −I1 − I2 − I3. (39)
Here, (a) uses the fact that ρ(i)’s are identically distributed for all i, thus
E
[
dx
N
N∑
i=1
ln ρ(i)
]
= E[dx ln ρ(i)],∀i.
From now on, we omit i for convenience. In (b), we use the fact from order statistics [33] that
P (B(x, )) ∼ B(k,N − k), in which B denotes Beta distribution. Therefore
E[lnP (B(x, ))|x] = ψ(k)− ψ(N). (40)
(c) holds because h(X) = −E[ln f(X)]. In (d), S1 and S2 are defined as:
S1 =
{
x|f(x) ≥ λC1
cdx
A2N−γ
}
, (41)
S2 =
{
x|f(x) < λC1
cdx
A2N−γ
}
, (42)
in which γ is defined by
γ = min{2β, 1− βdx}, (43)
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and
λ = 2 max
{
1,
k + 1
C1Adx+2
}
. (44)
Roughly speaking, S1 is the region where the f(x) is relatively large, while S2 corresponds to the
tail region. Regarding the two regions S1 and S2, we have the following lemma.
Lemma 4. Under Assumptions (a) and (b) in Theorem 1, there exist constants C2 and C3, such that
for N > k,
P ( > aN ,X ∈ S1) ≤ C2N−(1−βdx), (45)
P ( > aN) ≤ C3N−min{1−βdx,
2
dx+2
}. (46)
Proof. Please see Appendix A-B.
From (39), we know that the bias of KL estimator can be bounded by giving an upper bound to I1,
I2 and I3 separately. Recall that ρ = min{, aN}.
1) Bound of I1:
|I1| = E[(lnP (B(X, ))− lnP (B(X, ρ)))1(X ∈ S1)]
(a)
= E[(lnP (B(X, ))− lnP (B(X, ρ)))1(X ∈ S1,  > aN)]
(b)
≤ E[− lnP (X, ρ)1(X ∈ S1,  > aN)]
(c)
= E[− lnP (X, aN)1(X ∈ S1,  > aN)]
(d)
≤ − ln[(k + 1)N−(γ+βdx)]P (X ∈ S1,  > aN)
(e)
= O(N−(1−βdx) lnN).
Here (a) uses the definition of ρ in (31), which implies that ρ,  are different only when  > aN . (b)
uses P (B(X, )) ≤ 1. (c) uses the definition of ρ again, which says that ρ = aN if  > aN . (d) uses
the lower bound of P (B(x, aN)) derived in (65). (e) uses (45) in Lemma 4.
2) Bound of I2:
|I2| =
∣∣∣∣E [ln(P (B(X, ρ))f(X)cdxρdx
)
1(X ∈ S1)
]∣∣∣∣
(a)
≤ E
[
max
{∣∣∣∣ln(f(X)cdxρdx + C1ρdx+2f(X)cdxρdx
)∣∣∣∣ , ∣∣∣∣ln(f(X)cdxρdx − C1ρdx+2f(X)cdxρdx
)∣∣∣∣}1(X ∈ S1)]
= E
[∣∣∣∣ln(f(X)cdxρdx − C1ρdx+2f(X)cdxρdx
)∣∣∣∣1(X ∈ S1)]
(b)
= E
[
1
ξ(X)
C1ρ
2
f(X)cdx
1(X ∈ S1)
]
(c)
≤ 2E
[
C1ρ
2
f(X)cdx
1(X ∈ S1)
]
= O (N−2β lnN) . (47)
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Here, (a) uses Lemma 1. (b) uses Lagrange mean value theorem, and 1 − C1ρ2
f(X)cdx
≤ ξ(X) ≤ 1. (c)
holds because from the definition of S1 in (41) and the choice of γ in (43), we have
C1ρ
2
f(x)cdx
≤ C1a
2
N
f(x)cdx
=
C1A
2N−2β
f(x)cdx
≤ 1
2
, (48)
for x ∈ S1. Hence, we have ξ(X) ≥ 1/2.
3) Bound of I3:
I3 = E
[
ln
(
P (B(X, ))
f(X)cdxρ
dx
)
1(X ∈ S2)
]
= E[ln(P (B(X, )))1(X ∈ S2)]− E[ln(f(X))1(X ∈ S2)]− E[ln(cdxρdx)1(X ∈ S2)]. (49)
The first term of (49) can be bounded using (40).
E[ln(P (B(X, )))1(X ∈ S2)] = E[ln(P (B(X, )))|X ∈ S2]P (X ∈ S2)
= (ψ(k)− ψ(N))P (X ∈ S2)
= −O(N−γ lnN), (50)
in which the second step holds because according to (40), E[lnP (B(x, ))|x] = ψ(k)−ψ(N) for any
x.
For the second term of (49), we define a random variable T = f(X), with cdf FT , and a constant
T0 =
λC1
cdx
A2N−γ . According to (34), FT (t) = P (f(X) ≤ t) ≤ µt, therefore
|E[ln f(X)1(X ∈ S2)]| = |E[lnT1(T < T0)]| =
∣∣∣∣∫ T0
0
fT (t) ln tdr
∣∣∣∣
=
∣∣∣∣ln rFT (t)|T00 −∫ T0
0
FT (t)
1
t
dt
∣∣∣∣
≤ µT0(| lnT0|+ 1) = O(N−γ lnN). (51)
For the third term of (49), recall that ρ = aN if  > aN , then
E[ln(cdxρdx)1(X ∈ S2,  > aN)] = ln(cdxadxN )P (X ∈ S2,  > aN)
= −O(N−min{1−βdx, 2dx+2} lnN). (52)
On the other hand, if  ≤ aN , then for x ∈ S2,
P (B(x, ρ)) ≤ f(x)cdxρdx + C1ρdx+2
≤ λC1A2N−γρdx + C1ρdx+2
≤ (λC1A2N−γ + C1a2N)ρdx
≤ (λ+ 1)C1A2N−γρdx .
Therefore
E[ln(ρdx)1(X ∈ S2,  ≤ aN)] ≥ E[lnP (B(X, ρ))1(X ∈ S2,  ≤ aN)]− E[ln((λ+ 1)C1A2N−γ)1(X ∈ S2)]
= E[lnP (B(X, ))1(X ∈ S2,  ≤ aN)]− ln((λ+ 1)C1A2N−γ)P (X ∈ S2)
≥ E[lnP (B(X, ))1(X ∈ S2)]− ln((λ+ 1)C1A2N−γ)P (X ∈ S2)
= −O(N−γ lnN)−O(N−γ lnN). (53)
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Combine (52) and (53), and note that for sufficiently large N , ln(cdxρdx)1(x ∈ S2) ≤ ln(cdxadN) ≤ 0
because aN = AN−β ≤ 1, we have
0 ≤ −E[ln(cdxρdx)1(X ∈ S2)] = O(N−γ lnN). (54)
Plug (54), (50) and (51) into (49), we have
|I3| = O(N−γ lnN). (55)
The bound of bias of KL entropy estimator can be obtained by combining I1, I2, and I3. Recall that
γ is defined as γ = min{2β, 1− βdx}. We can then adjust β to optimize the convergence rate:
|E[hˆ(X)− h(X)]| ≤ |I1|+ |I2|+ |I3| (56)
= O (N−(1−βdx) lnN)+O(N−2β lnN) +O (N−min{2β,1−βdx} lnN) . (57)
Select β = 1/(dx + 2), then the overall convergence rate of KL estimator is:
|E[hˆ(X)− h(X)]| ≤ O
(
N−
2
dx+2 lnN
)
. (58)
A. Proof of Lemma 3
In this section, we prove Lemma 3 under tail assumption (a) in Theorem 1. Define a random variable
T = f(X), with cdf FT . From Lemma 2, FT (t) ≤ µt for all t > 0. Define another random variable
U = FT (T ). Recall the definition of function V . For any δ > 0,
FT (t+ δ)− FT (t) = P (t < f(X) ≤ t+ δ) (59)
=
∫
t<f(X)≤t+δ
f(x)dx ∈ [t(V (t)− V (t+ δ)), (t+ δ)(V (t)− V (t+ δ))].(60)
The above equation can be converted to differential form by letting δ → 0:
−tdV (t) = dFT (t). (61)
Moreover, V (∞) = 0. Therefore
V (t) =
∫ ∞
t
1
ξ
dFT (ξ) =
∫ 1
FT (t)
1
qT (u)
du, (62)
in which qT is the quantile function of T , so that qT (Ft(t)) = t. FT (t) ≤ µt implies qT (u) ≥ u/µ.
Therefore ∫ µt
FT (t)
1
qT (u)
du ≤
∫ µt
FT (t)
1
qT (FT (t))
du =
1
t
(µt− FT (t)) ≤ µ, (63)
and ∫ 1
µt
1
qT (u)
du ≤
∫ 1
µt
µ
u
du = µ ln
1
µt
. (64)
Combine (63) and (64), the proof is complete.
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B. Proof of Lemma 4
The proof is based on Lemma 2, as well as Assumption (a) in Theorem 1.
Proof of (45). Recall that γ = min{2β, 1− βdx}. For x ∈ S1,
P (B(x, aN)) ≥ f(x)cdxadxN − C1adx+2N
(a)
≥ 1
2
f(x)cdxa
dx
N . (65)
Moreover,
1
2
f(x)cdxa
dx
N
(b)
≥ λC1
2cdx
A2N−γcdxa
dx
N
(c)
≥ (k + 1)N−(γ+βdx) ≥ k + 1
N
. (66)
In equations above, (a) comes from (48), (b) comes from the definition of S1 in (41), (c) comes from
(44).
Given the condition that one of N samples (sample i) falls at x, the number of points that falls in
the ball B(x, aN) from the other (N − 1) sample points follows binomial distribution Binomial(N −
1, P (B(x, aN))). Denote
n(x, aN) =
∑
j 6=i
1(x(j) ∈ B(x, aN)) (67)
as the number of points that fall in the ball B(x, aN) except point x itself. Based on Chernoff inequality,
for all x ∈ S1, denote N ′ = N −1, then according to (66), if N > k, then N ′P (B(x, aN)) > k. Hence
P ( > aN |x) ≤ P (n(x, aN) < k))
≤ e−N ′P (B(x,aN ))
(
eN ′P (B(x, aN))
k
)k
= exp
[
−1
2
N ′f(x)cdxa
dx
N
](
eN ′
2k
f(x)cdxa
dx
N
)k
,
in which the last step comes from (65), and the fact that e−t(et/k)k is a decreasing function over t if
t > k. Therefore
P ( > aN ,X ∈ S1) ≤
∫
S1
exp
[
−1
2
N ′f(x)cdxa
dx
N
](
eN ′
2k
f(x)cdxa
dx
N
)k
f(x)dx
=
∫
S1
exp
[
−1
2
f(x)cdxA
dxN ′N−βdx
] [
eN ′
k
1
2
f(x)cdxA
dN−βdx
]k
f(x)dx
(a)
≤
( e
k
)k 2Kk+1
cdxA
dxN ′N−βdx
≤ C2N−(1−βdx), (68)
in which (a) uses (35) in Lemma 2, with m = k + 1 and b = 1
2
cdxA
dN ′N−βdx .
Proof of (46):
P ( > aN ,X ∈ S2) ≤ P (X ∈ S2) = P
(
f(X) <
λC1
cdx
A2N−γ
)
≤ λµC1
cdx
A2N−γ, (69)
in which we use (34) in Lemma 2 for the last step.
Based on (68) and (69), as well as the definition of γ in (43), we have
P ( > aN) ≤ C3N−min{1−βdx,2β}, (70)
for some constant C3.
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APPENDIX B
PROOF OF PROPOSITION 1
In this section, we prove that there exist distributions that satisfy Assumptions (a), (b) in Theorem
1, such that the original KL estimator without truncation is not consistent. We will construct two
distributions whose entropy are the same, but the difference of the expectation of the estimated result
using original KL estimator does not converge to zero. For simplicity, we first discuss the case of
k = 1 and d = 1.
To begin with, we pick an arbitrary function g that satisfies the following conditions:
(1) g(x) is supported on [−1/2, 1/2], i.e. g(x) = 0 for x /∈ [−1/2, 1/2];
(2) |g′′(x)| ≤M , ∀x ∈ R, in which M is the constant in Assumption (a) of Theorem 1;
(3) ∫ 1
2
− 1
2
g(x)dx =
90
pi4
. (71)
Let X1 be a random variable with pdf
f1(x) =
∞∑
j=1
1
λ2j
g(λj(x− aj)), (72)
in which j ∈ N+,
an =
n−1∑
j=1
2
λj
+
1
λn
, (73)
and
λj = j
4
3 . (74)
The choice of an here guarantees that regions Sj := (aj − λj/2, aj + λj/2) for j = 1, . . . , n are
mutually disjoint. Using (71) and (74), it is easy to check that f1 is a valid pdf. We now verify that
it satisfies assumptions (a) and (b) in Theorem 1.
For (a), we need to show that f ′′1 (x) ≤M . With the selection rule of an specified in (73), g(λj(x−aj))
can be non-zero only for one j. As a result, for any x, there exist j ∈ N+ such that
|f ′′1 (x)| =
∣∣∣∣ 1λ2j d
2
dx2
g(λj(x− aj))
∣∣∣∣ = |g′′(λj(x− aj))| ≤M. (75)
Therefore Assumption (a) in Theorem 1 holds.
For (b), we need to show that there is a constant C such that∫
f1(x)e
−bf1(x)dx ≤ C/b. (76)
Note that g(x)e−bg(x) ≤ 1
eb
, with equality when g(x) = 1/b. Recall that g is supported at [−1/2, 1/2],
thus ∫ ∞
−∞
g(x)e−bg(x)dx ≤ 1
eb
. (77)
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From (72), for any x ∈ R, g(λj(x− aj)) is nonzero only for one j. With this observation, we have∫
f1(x)e
−bf1(x)dx =
∞∑
j=1
∫
1
λ2j
g(λj(x− aj)) exp
[
−b 1
λ2j
g(λj(x− aj))
]
dx (78)
=
∞∑
j=1
1
λ3j
∫
g(t) exp
[
− b
λ2j
g(t)
]
dt (79)
≤
∞∑
j=1
1
λ3j
λ2j
eb
=
1
eb
∞∑
j=1
j−
4
3 . (80)
Since
∑∞
j=1 j
− 4
3 <∞, there exists a constant C, such that∫
f1(x)e
−bf1(x)dx ≤ Cb−1, (81)
Hence Assumption (b) holds.
We then define another random variable X2:
X2 = X1 + δj, if X1 ∈ Sj, j ∈ N+ (82)
in which δj = 2j
4 . Then h(X2) = h(X1).
Now we compare hˆ0(X2) and hˆ0(X1). Here we assume that X11, . . . , X1N are N samples generated
from f1(x), and X21, . . . , X2N are generated by X2 = X1 +
∑∞
j=1 δj1(X1i ∈ Sj). Recall the expression
of original KL estimator in (1), we have
hˆ0(X2)− hˆ0(X1) = 1
N
N∑
i=1
(ln 2(i)− ln 1(i)) , (83)
in which 1(i) and 2(i) are the 1-NN distances of X1i among {X11, . . . , X1N} \ {X1i}, and that of
X2i among {X21, . . . , X2N} \ {X2i}, respectively.
Note that 2(i) ≥ 1(i) always holds. As a result, hˆ0(X2) ≥ hˆ0(X1). In particular, if X1i is the
unique point in Sj , then 2(i)− 1(i) ≥ δj .
Then for any positive integer m,
hˆ0(X2)− hˆ0(X1)
(a)
≥ 1
N
N∑
i=1
[
ln
2(i)
1(i)
1(X1i ∈ Sm, nm = 1)
]
(84)
≥ 1
N
N∑
i=1
[
ln
(
1 +
δm
1(i)
)
1(X1i ∈ Sm, nm = 1)
]
(85)
(b)
≥ 1
N
N∑
i=1
[
ln
(
1 +
δm
L
)
1(X1i ∈ Sm, nm = 1)
]
(86)
=
1
N
ln
(
1 +
δm
L
)
1(nm = 1). (87)
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In (a), nm =
∑N
k=1 1(X1k ∈ Sm) is the number of samples in Sm. In (b), we define L = limn→∞an,
which is finite according to the definition of an in (73). Then
E[hˆ0(X2)]− E[hˆ0(X1)] ≥ 1
N
ln
(
1 +
δm
L
)
P (nm = 1). (88)
Define pm as the probability mass of set Sm, then
pm =
∫ am+λm
am−λm
f1(x)dx (89)
=
∫ am+λm
am−λm
1
λ2m
g(λm(x− am))dx (90)
=
∫
1
λ3m
g(t)dt =
90
pi4m4
. (91)
Let
m =
[(
90N
pi4
) 1
4
]
, (92)
then Npm → 0 as N →∞, thus
lim
N→∞
P (nm = 1) = lim
N→∞
Npm(1− pm)N−1 (93)
= lim
N→∞
Npm lim
N→∞
(1− pm)N−1 = e−1. (94)
Since we have assumed that δm = 2m
4 , from (88), we know that
lim
N→∞
E[hˆ0(X2)]− E[hˆ0(X1)] 6= 0. (95)
However, the real entropy are equal, i.e. h(X2) = h(X1). Therefore for at least one pdf out of f1 and
f2, the original KL estimator is not consistent.
The above result can be generalized to any fixed k. For any fixed k, 2(i) ≥ 1(i) always holds, and
2(i) − 1(i) ≥ δj if there are less than or equal to k points in Sj . We can then follow similar steps
above to obtain the same result.
APPENDIX C
PROOF OF THEOREM 2: THE VARIANCE OF KL ENTROPY ESTIMATOR
In this section, we prove Theorem 2 under Assumptions (c) and (d). Recall that in (2), ρ(i) =
min{aN , (i)}, i = 1, . . . , N , in which (i) is the distance between x(i) and its k-th nearest neigh-
bor. In order to obtain a bound of the variance of KL entropy estimator, we let x′(1) be a sam-
ple that is independent of x(1), . . . ,x(N) and is generated using the same underlying pdf. Denote
ρ′(i) = min{aN , ′(i)}, i = 1, . . . , N , in which ′(i) is the k-th nearest neighbor distances based on
x′(1),x(2), . . . ,x(N), i.e. the first sample is replaced by another i.i.d sample, while other samples
remain the same. Furthermore, denote ρ′′(i) = min{aN , ′′(i)}, i = 2, . . . , N , in which ′′(i) is the
nearest neighbor distances based on x(2), . . . ,x(N). Then denote
hˆ′(X) = −ψ(k) + ψ(N) + ln cdx +
dx
N
N∑
i=1
ln ρ′(i), (96)
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which is the KL estimator based on x′(1),x(2), . . . ,x(N). Then according to Efron-Stein inequality,
Var[hˆ(X)] ≤ N
2
E[(hˆ− hˆ′)2]
=
N
2
E
(dx
N
N∑
i=1
ln ρ(i)− dx
N
N∑
i=1
ln ρ′(i)
)2 .
Denote
U(i) = ln
(
N(ρ(i))dxcdx
)
, i = 1, . . . , N ;
U ′(i) = ln
(
N(ρ′(i))dxcdx
)
, i = 1, . . . , N ;
U ′′(i) = ln
(
N(ρ′′(i))dxcdx
)
, i = 2, . . . , N, (97)
then
Var[hˆ(X)] ≤ N
2
E
 1
N2
(
N∑
i=1
U(i)−
N∑
i=2
U ′′(i) +
N∑
i=2
U ′′(i)−
N∑
i=1
U ′(i)
)2
=
1
2N
E
( N∑
i=1
U(i)−
N∑
i=2
U ′′(i) +
N∑
i=2
U ′′(i)−
N∑
i=1
U ′(i)
)2
(a)
≤ 1
N
E
( N∑
i=1
U(i)−
N∑
i=2
U ′′(i)
)2+ 1
N
E
( N∑
i=1
U ′(i)−
N∑
i=2
U ′′(i)
)2
(b)
≤ 2
N
E
( N∑
i=1
U(i)−
N∑
i=2
U ′′(i)
)2 ,
in which (a) is based on Cauchy inequality, (b) uses the fact that x(1) and x′(1) are i.i.d. Note that
ρ(i) and ρ′′(i) are equal if x(1) is out of the k-th nearest neighbor of x(i). Denote
S = {i ∈ {2, . . . , N}|ρ(i) 6= ρ′′(i)}, (98)
then we use the following lemma:
Lemma 5. (Lemma 20.6 in [27] and Lemma 11 in [25]) If ‖x(i)− x(1)‖ are different for i = 2, . . . , N ,
then
|S| ≤ kγdx , (99)
in which γdx is the minimum number of cones of angle pi/6 that cover Rdx .
For continuous distribution, ‖x(i)− x(1)‖ are different for different i, with probability 1. As a result,
we can claim that |S| ≤ kγdx with probability 1.
Var[hˆ(X)] ≤ 2
N
E
[
U(1) +
∑
i∈S
(U(i)− U ′′(i))
]2
≤ 2
N
(2|S|+ 1)E
[
U2(1) +
∑
i∈S
U2(i) +
∑
i∈S
(U ′′(i))2
]
, (100)
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in which the last inequality is based on Cauchy inequality. Now we bound the right hand side of (100).
E
[∑
i∈S
U2(i)
]
= E
[
N∑
i=2
U2(i)1(i ∈ S)
]
(a)
=
N∑
i=2
E[U2(i)]P (i ∈ S)
(b)
= (N − 1)E[U2(1)]P (i ∈ S)
(c)
≤ kE[U2(1)]. (101)
In (a), we need to show that 1(i ∈ S) is independent with U(i). Since U(i) is totally determined by
ρ(i), it suffices to show that P (i ∈ S|ρ(i)) = P (i ∈ S) for i = 2, . . . , N . For simplicity, we only show
that P (N ∈ S|ρ(N)) = P (N ∈ S). For other points (i = 2, . . . , N−1), the proof is similar. We denote
x(j)(N) as the j-th nearest neighbor of x(N). Since x(1), . . . ,x(N) are i.i.d, x(1)(N), . . . ,x(N−1)(N)
are actually a random permutation of x(1), . . . ,x(N−1). Denote σ : {1, . . . , N−1} → {1, . . . , N−1}
as the random permutation rule, such that x(i) = x(σ(i))(N). Also note that
ρ(N) = min
{∥∥x(k)(N)− x(N)∥∥ , aN} ,
hence
P (N ∈ S|ρ,x(N)) = P (ρ(N) 6= ρ′′(N)|x(N),x(k)(N))
= E
[
P (ρ(N) 6= ρ′′(N)|x(N),x(1)(N), . . . ,x(N−1)(N))|x(N),x(k)(N)]
= E[P (σ(1) ∈ {1, . . . , k})|x(N),x(k)(N)]
=
k
N − 1 . (102)
Find expectation over X(N), we then get P (N ∈ S|ρ) = k/(N − 1), which does not depend on ρ.
The proof is complete.
In (b), we use the fact that U(i) are identically distributed for all i. In (c), we use (102).
We can get similar result for E
[∑
i∈S U
′′2(i)
]
. Hence,
Var[hˆ(X)] ≤ 2
N
(2kγdx + 1)
[
(k + 1)E[U2(1)] + kE[U ′′2(1)]
]
.
Now it remains to bound E[U2(1)] and E[U ′′2(1)]. From now on, we omit the index for convenience.
According to the definition of U in (97),
E[U2] = E[(lnNρdxcdx)2]
= E
[(
ln(NP (B(X, )))− ln P (B(X, ))
f(X)cdxρ
dx
− ln f(X)
)2]
≤ 3
[
E
[
(ln(NP (B(X, ))))2
]
+ E
[(
ln
P (B(X, ))
f(X)cdxρ
dx
)2]
+ E[(ln f(X))2]
]
.
We have the following lemma:
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Lemma 6. The following equation holds generally, without any assumptions:
lim
N→∞
E[(lnNP (B(X, )))2] = ψ′(k) + ψ2(k). (103)
Lemma 7. Under assumption (c) and (d) in Theorem 2, with 0 < β < 1/dx,
lim
N→∞
E
[(
ln
P (B(X, ))
f(X)cdxρ
dx
)2]
= 0. (104)
Proof. Please see Appendix C-A for the proof of Lemma 6, and Appendix C-B for the proof of Lemma
7.
With these two lemmas, we can bound E[U2]. Similar result holds for E[U ′′2]. Therefore according
to (103),
lim
N→∞
N Var[hˆ(X)] ≤ 6(2kγdx + 1)(2k + 1)
[
ψ′(k) + ψ2(k) +
∫
f(x)(ln f(x))2dx
]
.
According to Assumption (d),
∫
f(x)(ln f(x))2dx < ∞. Therefore the right hand side is a constant,
hence
Var[hˆ(X)] = O(N−1). (105)
A. Proof of Lemma 6
Define V = NP (B(X, )). Since P (B(x, )) is equal in distribution to the k-th order statistics of
uniform distribution for any x, we can derive the pdf of V when the sample size is N [33]:
fN(v) =
(N − 1)!
(k − 1)!(N − k − 1)!
( v
N
)k−1 (
1− v
N
)N−k−1 1
N
. (106)
As a result,
lim
N→∞
fN(v) =
vk−1
(k − 1)!e
−v. (107)
Therefore
lim
N→∞
E[(lnV )2] = lim
N→∞
∫
(ln v)2fN(v)dv
(a)
=
∫
(ln v)2 lim
N→∞
fN(v)dv
=
∫
(ln v)2
vk−1
(k − 1)!e
−vdv
=
Γ′′(k)
Γ(k)
(b)
= ψ′(k) + ψ2(k).
In (a), we exchange the order of integration and limit based on Lebesgue dominated convergence
theorem. Note that
fN(v) ≤ v
k−1
(k − 1)!
(
1− v
N
)N−k−1
≤ v
k−1
(k − 1)! exp
[
−vN − k − 1
N
]
, (108)
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thus for sufficiently large N , fN(v) ≤ g(v), in which
g(v) =
vk−1
(k − 1)! exp
[
−1
2
v
]
. (109)
Obviously
∫
(ln v)2g(v)dv <∞. Therefore the condition of Lebesgue dominated convergence theorem
is satisfied.
In (b), we use the definition of digamma function ψ(t) = Γ
′(t)
Γ(t)
. The proof is complete.
B. Proof of Lemma 7
The proof is based on Assumptions (c) and (d) in Theorem 2, using monotone convergence theorem.
We begin with Cauchy’s inequality:
E
[(
ln
P (B(X, ))
f(X)cdxρ
dx
)2]
≤ 2E
[(
ln
P (B(X, ρ))
f(X)cdxρ
dx
)2]
+ 2E
[(
ln
P (B(X, ))
P (B(X, ρ))
)2]
.
Therefore it suffices to prove
lim
N→∞
E
[(
ln
P (B(X, ρ))
f(X)cdxρ
dx
)2]
= 0, (110)
and
lim
N→∞
E
[(
ln
P (B(X, ))
P (B(X, ρ))
)2]
= 0. (111)
We define the following two functions:
gN(x) = inf{f(x′)| ‖x− x′‖ ≤ aN},
hN(x) = sup{f(x′)| ‖x− x′‖ ≤ aN},
in which ‖·‖ is the same norm used in the KL estimator.
Proof of (110): Since ρ ≤ aN , we know that
gN(x) ≤ inf{f(x′)| ‖x− x′‖ ≤ ρ} ≤ hN(x),
hence for any x with f(x) > 0,
gN(x)
f(x)
≤ P (B(x, ρ))
f(x)cdxρ
dx
≤ hN(x)
f(x)
.
Therefore
E
[(
ln
P (B(X, ρ))
f(X)cdxρ
dx
)2]
≤ E
[
max
{(
ln
gN(X)
f(X)
)2
,
(
ln
hN(X)
f(X)
)2}]
≤ E
[(
ln
gN(X)
f(X)
)2
+
(
ln
hN(X)
f(X)
)2]
→ 0 as N →∞, (112)
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in which the last step holds, because according to assumption (c), (d) in Theorem 2, f is continuous, thus
both gN(x) and hN(x) converges to f(x). Moreover, E[(ln gN(x))2] ≤ ∞ and E[(lnhN(x))2] ≤ ∞.
Therefore we can use monotone convergence theorem.
Proof of (111): To prove (111), we need the following lemma.
Lemma 8. Under Assumptions (c) and (d) in Theorem 2, with 0 < β < 1/dx, there exist two finite
positive constants C1 and C2, such that
E
[(
ln
P (B(x, ))
P (B(x, ρ))
)2 ∣∣∣∣∣x
]
≤ C1 + C2 (ln gN(x))2 . (113)
Proof.
E
[(
ln
P (B(x, ))
P (B(x, ρ))
)2 ∣∣∣∣∣x
]
= P ( > aN |x)E
[(
ln
P (B(x, ))
P (B(x, ρ))
)2 ∣∣∣∣∣x,  > aN
]
≤ P ( > aN |x)(lnP (B(x, aN)))2. (114)
According to the definition of gN , P (B(x, aN)) ≥ gN(x)cdxadxN . For N ≥ 2, define
u = (N − 1)gN(x)cdxadxN ≥
1
2
NgN(x)cdxa
dx
N =
1
2
AdxcdxgN(x)N
1−βdx . (115)
Recall that in Theorem 2, we have assumed β < 1/dx, i.e. 1− βdx > 0. Thus
P (B(x, aN)) ≥ gN(x)cdxN−βdx ≥ gN(x)cdxAdx
(
2u
AdxcdxgN(x)
)− βdx
1−βdx
= C3u
− βdx
1−βdx g
1
1−βdx
N (x),(116)
for some constant C3. If u ≤ k, then
(114) ≤ (lnP (B(x, aN)))2 ≤
[
ln
(
C3k
− βdx
1−βdx g
1
1−βdx
N (x)
)]2
. (117)
If u > k, then according to Chernoff inequality, P ( > aN |x) ≤ (eu/k)k exp(−u). Hence
(114) ≤
(eu
k
)k
e−u
(
lnC3 − βdx
1− βdx lnu+
1
1− βdx ln gN(x)
)2
. (118)
Consider that (eu/k)k(lnu)2 and (eu/k)k lnu are bounded function over u, there are two universal
constants C1 and C2, such that for both u ≤ k and u > k,
(114) ≤ C1 + C2(ln gN(x))2. (119)
The proof is complete.
We now prove (111). According to Lemma 8 and Assumption (d), for sufficiently large N , aN < r0,
thus ∫
E
[(
ln
P (B(x, ))
P (B(x, ρ))
)2 ∣∣∣∣∣x
]
f(x)dx ≤
∫
(C1 + C2(ln gN(x))
2f(x)dx <∞. (120)
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According to Lebesgue dominated convergence theorem,
lim
N→∞
E
[(
ln
P (B(X, ))
P (B(X, ρ))
)2]
= lim
N→∞
∫
E
[(
ln
P (B(x, ))
P (B(x, ρ))
)2 ∣∣∣∣∣x
]
f(x)dx
=
∫
lim
N→∞
E
[(
ln
P (B(x, ))
P (B(x, ρ))
)2 ∣∣∣∣∣x
]
f(x)dx = 0,
in which the last step is because (118) converges to 0 as u→∞, which is the same as N →∞.
APPENDIX D
In this section, we show that under the Assumption 3 in [25], the joint pdf f(x,y) is bounded away
from zero, and must have a bounded support. Recall that z = (x,y), the Assumption (c) in [25] says
that for any b > 1, ∫
f(z) exp(−bf(z))dz ≤ Cce−C0b. (121)
With (121), for any t ≥ 0, we have
P (f(Z) < t) = P (exp(−bf(Z)) ≥ exp(−bt)) ≤ ebtE[e−bf(Z)] ≤ Cce−b(C0−t),
in which the first inequality comes from Markov’s inequality. Note that the above steps hold for any
b > 1, we can let b to be arbitrarily large. Hence, if 0 ≤ t < C0, then
P (f(Z) < t) = 0.
For any random variable U , P (U < t) is left continuous in t. Hence we have
P (f(Z) < C0) = 0. (122)
For all the points on which f(z) is continuous, we have f(z) = 0 or f(z) ≥ C0. Otherwise, if
0 < f(z) < C0, there must be a neighbor B(z, r) on which the pdf is in between 0 and C0, which
violates (122). According to the Assumption (d) in [25], the Hessian of f(z) is bounded almost
everywhere, which implies that f(z) is continuous almost everywhere, and thus f(z) = 0 or f(z) ≥ C0
almost everywhere. As a result, f(z) is essentially bounded away from zero, and must have a bounded
support.
APPENDIX E
PROOF OF THEOREM 3: MINIMAX LOWER BOUND OF ENTROPY ESTIMATORS
In this section, we prove the minimax lower bound for entropy estimators under Assumptions (a),
(b) in Theorem 1. Minimax lower bound for functional estimation is usually calculated using Le Cam’s
method [35]. Define
R(N) = inf
hˆ
sup
f∈FM,C
E[(hˆ(X)− h(X))2]. (123)
In our proof, we show the following two results separately:
R(N) & 1
N
; (124)
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and
R(N) & N− 4dx+2 (lnN)−
4dx+4
dx+2 . (125)
Proof of (124).
(124) is the parametric convergence rate. Let a be an arbitrary vector such that ‖a‖ > 2. We construct
two distributions:
f1(x) =
2
3
g(x) +
1
3
g(x− a), (126)
f2(x) =
2− δ
3
g(x) +
1 + δ
3
g(x− a), (127)
in which g satisfies three conditions:
(G1) g(x) is supported at B(0, 1), i.e. g(x) = 0 for ‖x‖ > 1;
(G2) The Hessian of g is bounded, i.e. ‖∇2g‖op ≤M ;
(G3)
∫
B(0,1)
g(x)dx = 1.
If M is sufficiently large, then such g exists. As a result, B(0, 1) and B(a, 1) are disjoint. For these
two distributions, we have ‖∇2f1‖op ≤M and ‖∇2f2‖op ≤M . Moreover, since te−bt ≤ 1/(eb) for all
t, and the volume of the support sets of f1 and f2 are no more than 2V (B(0, 1)) = 2cdx , we have∫
fi(x)e
−bfi(x)dx ≤ 2cdx
eb
, i = 1, 2. (128)
Therefore, for sufficiently large M and C, we have f1 ∈ FM,C and f2 ∈ FM,C . The entropy functionals
are
h(f1) = h(g) +H
(
1
3
)
, (129)
h(f2) = h(g) +H
(
1 + δ
3
)
, (130)
in which H(p) = −p ln p−(1−p) ln(1−p) is the entropy function for discrete binary random variable.
From Le Cam’s lemma,
R(N) ≥ 1
4
(h(f1)− h(f2))2e−ND(f1||f2). (131)
Note that H ′(p) = ln((1− p)/p), H ′(1/3) = ln 2, thus there exists an δ0, such that for all δ < δ0,
h(f2)− h(f1) ≥ ln 2
2
δ. (132)
In addition,
D(f1||f2) = 2
3
ln
2
2− δ +
1
3
ln
1
1 + δ
≤ δ2. (133)
Let δ = 1/
√
N , then for sufficiently large N , δ < δ0, we have
R(N) ≥ 1
4
(
1
2
ln 2
)2
δ2e−1, (134)
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thus
R(N) & 1
N
. (135)
Proof of (125).
The proof of (125) follows [10] closely. [10] derived the minimax convergence rate of entropy
estimation for discrete random variables with large alphabet size. Motivated by the proof in [10], we
provide a minimax lower bound for entropy estimation for continuous random variables. The basic
idea is to convert the minimax bound of continuous entropy estimation to a discrete one.
In the following proof, we still let g be a function that satisfies condition (G1)-(G3), but f1 and f2
are defined differently comparing with the proof of (124). The notations in the following proof are
basically consistent with those in [10], although some of them are changed to avoid confusion.
To begin with, we define a set F0:
F0 =
{
f
∣∣∣∣f(x) = (1− α)g(x) + m∑
i=1
ui
mDdx
g
(
x− ai
D
)
, 0 < α < 1,
1
m
m∑
i=1
ui = α, 1 < mD
dx < C1,
ui
mDdx+2
< 1
}
, (136)
in which C1 is a constant, α and m increase with sample size N , D decreases with N . ai, i = 1, . . . ,m
are selected such that ‖ai‖ > 1 for all i ∈ {1, . . . ,m}, and ‖ai − aj‖ > D for all i, j ∈ {1, . . . ,m}.
Note that for any f ∈ F0,
∫
f(x)dx = 1, therefore F0 can be viewed as a set of pdfs. Moreover, for
any f ∈ F0, we have ∫
f(x)e−bf(x)dx ≤ 1
eb
(1 +mDdx)cdx ≤
1 + C1
eb
cdx . (137)
Therefore, if C ≥ cdx(1 + C1)/(eb), f ∈ FM,C , and thus F0 ⊆ FM,C .
Define
R1(N) = inf
hˆ
sup
f∈F0
E[(hˆ(N)− h(X))2], (138)
in which hˆ(N) denotes the estimation of h(X) with N samples. Since F0 ⊆ FM,C , we have
R(N) ≥ R1(N). (139)
To derive a lower bound to R1(N), we still use Le Cam’s method [35]. This method requires a
bound of the total variation between two distributions, which is hard to calculate directly. To simplify
this problem, we use Poisson sampling technique here. Such a method has been used in [10, 16] for
the minimax lower bound of entropy estimation for discrete random variables. Define
R2(N) = inf
hˆ
sup
f∈F0
E[(hˆ(N ′)− h(X))2], (140)
in which N ′ ∼ Poi(N). Comparing with the definition of R1 in (138), we use N ′ to replace N , such
that the number of samples is random. R2(N) is easier to calculate than R1(N), because N ′ follows
Poisson distribution, hence for any disjoint intervals I1 and I2, denote n(I1), n(I2) as the number of
samples falling in I1 and I2, then both n(I1) and n(I2) follows Poisson distribution with parameter
NP (I1) and NP (I2), respectively. Moreover, n(I1) and n(I2) are independent. Such independence
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significantly simplifies the calculation of total variation distance. However, we need to show that
R2(N) is a reasonable approximation to R1(N), so that the convergence rate derived for R2(N) can
be used to bound R1(N) too. Intuitively, for large N , N ′ concentrates around N , therefore R1(N) and
R2(N) converges with the same rate. The formal statement is provided in the following lemma.
Lemma 9.
R1(N) ≥ R2(2N)− 1
4
(1 + lnC1)
2e−(1−ln 2)N . (141)
Proof. Please see Appendix E-A for detailed proof.
The second term in (141) converges exponentially to zero as N increases, hence we can claim that
R1(N) and R2(N) converges with same convergence rate.
Now define F, which depends on  > 0:
F =
{
f
∣∣∣∣f(x) = (1− α)g(x) + m∑
i=1
ui
mDdx
g
(
x− ai
D
)
, 0 < α < 1,∣∣∣∣∣ 1m
m∑
i=1
ui − α
∣∣∣∣∣ < , 1 < mDdx < C1, uimDdx+2 < 1
}
. (142)
Comparing the definition of F0 in (136), now we allow (
∑m
i=1 ui)/m to deviate slightly from α. As a
result, f ∈ F is not necessarily a pdf, since it is not normalized. However, we can extend the definition
of entropy h(f) = − ∫ f(x) ln f(x)dx to an arbitrary function f , without the constraint ∫ f(x)dx = 1.
Define
R3(N, ) = inf
hˆ
sup
f∈F
E[(hˆ(N ′)− h(f))2], (143)
in which hˆ(N ′) is the estimation of functional h(f) with N ′ samples, N ′ ∼ Poi(N ∫ f(x)dx). As a
result, for any interval I , let n(I) be the number of samples in I , we have n(I) ∼ Poi(NP (I)), in
which P (I) =
∫
I
f(x)dx. For two disjoint intervals I1 and I2, n(I1) and n(I2) are independent.
Lemma 10. There exists a constant C2, such that
R2(N(1− )) ≥ 1
3
R3(N, )− 2C22 − (1 + )2 ln(1 + ). (144)
Proof. Please see Appendix E-B for detailed proof.
This lemma shows that R2(N) and R3(N) have the same convergence rate if  is carefully selected.
With Lemmas 9 and 10, the problem of finding R(N) can be converted to giving a bound to R3(N, ).
Using Le Cam’s method, we can get the following result, which is similar to Lemma 2 in [10].
Lemma 11. Let U,U ′ be two random variables that satisfy the following two conditions:
(1) U,U ′ ∈ [0, λ], in which
λ < min
{m
e
,mDdx+2
}
; (145)
(2) E[U ] = E[U ′] = α ≤ 1.
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Define
∆ =
∣∣∣∣E [U ln 1U
]
− E
[
U ′ ln
1
U ′
]∣∣∣∣ . (146)
Let  = 4λ/
√
m, then
R3(N, ) ≥ ∆
2
16
[
31
32
− 64λ
2
(
ln m
λ
)2
m∆2
−mTV
(
E
[
Poi
(
NU
m
)]
,E
[
Poi
(
NU ′
m
)])
− 16λ
2
m∆2
(dx lnD + h(g))
2
]
, (147)
in which TV denotes the total variation distance.
Proof. The proof follows the proof of Lemma 2 in [10] closely, but since we are dealing with continuous
distributions, there are several different details. The most important difference is that the bound in
[10] holds for all discrete distributions without constraints, while we have to construct two functions
f1, f2 ∈ F . We provide the detailed proof in Appendix E-C.
In the following proof, we use some steps from [10] directly.
To use Lemma 11, we construct a particular pairs of (U,U ′). Our construction follows [10]. Given
η ∈ (0, 1), and any two random variables X,X ′ ∈ [η, 1] that have matching moments to L-th order,
construct U and U ′ in the following way:
PU(du) =
(
1− E
[ η
X
])
δ0(du) +
α
u
PαX/η(du), (148)
PU ′(du) =
(
1− E
[ η
X ′
])
δ0(du) +
α
u
PαX′/η(du), (149)
in which δ0 denotes the distribution such that if T ∼ δ0, then P (T = 0) = 1. Define λ = α/η. These
distributions are supported on [0, λ]. Then from Lemma 4 in [10],
E
[
U ln
1
U
− U ′ ln 1
U ′
]
= α
(
E
[
ln
1
X
]
− E
[
ln
1
X ′
])
, (150)
and E[U j] = E[U ′j]. In particular, E[U ] = E[U ′] = α. When X and X ′ are properly selected, according
to eq.(34) in [10], ∣∣∣∣E [ln 1X
]
− E
[
ln
1
X ′
]∣∣∣∣ = 2 infp∈PL supx∈[η,1]| lnx− p(x)|, (151)
in which PL is the set of polynomials with degree L.
According to Lemma 5 in [10], there are two constants c, c′, such that for any L ≥ L0,
inf
p∈PL
sup
x∈[cL−2,1]
| lnx− p(x)| ≥ c′. (152)
Based on the definition of ∆ in (146), as well as (150), (151) and (152), let η = cL−2, then
∆ = 2αc′, (153)
in which c, c′ are constants in (152).
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Recall that we have lower bounded R3(N, ) in (147) in Lemma 11. To calculate the total variation
distance in (147), we use the following lemma.
Lemma 12. ([10], Lemma 3) Let V and V ′ be random variables on [0, A]. If E[V j] = E[V ′j],
j = 1, . . . , L, and L > 2eM , then
TV(E[Poi(V )],E[Poi(V ′)]) ≤
(
2eA
L
)L
. (154)
Substitute V , V ′ in (154) with NU/m and NU ′/m. Let A = Nλ/m, then recall that η = cL2,
TV
(
E
[
Poi
(
nU
m
)]
,E
[
Poi
(
nU ′
m
)])
≤
(
2eNλ
mL
)L
=
(
2eNα
mηL
)L
=
(
2eNαL
cm
)L
. (155)
Let L, α changes with m, N in the following way:
L = 2 blnmc , (156)
α =
cm
2e2NL
, (157)
then as long as
(lnm)4(lnN)2
m
→∞ as N →∞, (158)
the second, third and fourth term in the bracket in (147) converges to zero. For the second term,
λ2
(
ln m
λ
)2
m∆2
(a)
=
α2
η2
(
ln mη
α
)2
m(2αc′)2
(b)
=
1
η2
(
ln 2e
2N
L
)2
m(2c′)2
∼ (lnm)
4
m
((
ln
N
lnm
)2
+ 1
)
→ 0 as m→∞.
Here (a) uses (153) and λ = α/η. (b) comes from (157).
For the third term,
mTV
(
E
[
Poi
(
nU
m
)]
,E
[
Poi
(
nU ′
m
)])
= me−2blnmc → 0 as m→∞. (159)
In addition, it is straightforward to show that the fourth term in the bracket of (147) also converges to
zero. Using these bounds for each term, we have
R3(N, ) & ∆2 ∼ α2 ∼
( m
N lnm
)2
, (160)
in which  = 4λ/
√
m, according to Lemma 11.
Note that m can not be arbitrarily large. According to (142) and (145), we have two constraints:
1 < mDdx < C1 and λ < mDdx+2. The first constraints yield m ∼ D−dx . For the second one, we
have
λ
mDdx+2
=
α
mDdx+2η
∼ 1
mDdx+2
m
N lnm
(lnm)2 =
lnm
NDdx+2
. (161)
Hence we can let D ∼ N− 1dx+2 (lnN) 1dx+2 , and m ∼ D−dx ∼ N dxdx+2 (lnN)− dxdx+2 , then these two
conditions are satisfied, and (160) becomes
R3(N, ) & N−
4
dx+2 ln−
4dx+4
dx+2 N. (162)
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Note that
 =
4λ√
m
∼ α
η
√
m
∼ mL
2
N
√
m lnm
∼
√
m lnm
N
, (163)
in which we use λ = α/η, η = cL−2, as well as (156) and (157).
From (144), it can be shown that R2(N) converges with the same rate as R3(N, ). In addition,
consider (141) and (139), we get
R(N) & N− 4dx+2 ln−
4dx+4
dx+2 N. (164)
The proof of (125) is complete.
Combine (124) and (125), we get
R(N) & N− 4dx+2 ln−
4dx+4
dx+2 N +
1
N
. (165)
The proof of Theorem 3 is complete.
A. Proof of Lemma 9
Let N ′ ∼ Poi(2N), then
R2(2N) = inf
hˆ
sup
f∈F0
E[(hˆ(N ′)− h(X))2] (166)
≤ inf
hˆ
E
[
sup
f∈F0
E[(hˆ(N ′)− h(X))2|N ′]
]
(167)
= E
[
inf
hˆ
sup
f∈F0
E[(hˆ(N ′)− h(X))2|N ′]
]
(168)
= E[R1(N ′)] (169)
= E[R1(N ′)|N ′ ≥ N ]P (N ′ ≥ N) + E[R1(N ′)|N ′ < N ]P (N ′ < N). (170)
R1(N) is a non-increasing function of N , because if N1 < N2, given N2 samples, one can always
randomly use N1 samples for entropy estimation, thus R1(N2) ≤ R1(N1) always holds. Therefore
E[R1(N ′)|N ′ ≥ N ] ≤ R1(N). (171)
For the second term in (170), recall that N ′ ∼ Poi(2N), use Chernoff inequality, we get
P (N ′ < N) ≤ e−(1−ln 2)N . (172)
From the definition of F0, we know that
inf
f∈F0
h(f) = h(g) = −
∫
g(x) ln g(x)dx, (173)
and
sup
f∈F0
h(f) = h(g) +H(α) + α ln(mDdx) ≤ h(g) + 1 + lnC1. (174)
Therefore for any N ,
R1(N) ≤ 1
4
(1 + lnC1)
2, (175)
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since we can always let hˆ(N) = ( sup
f∈F0
h(f) + inf
f∈F0
h(f))/2. Based on (171), (172), (175) and (170),
R2(2N) ≤ R1(N) + 1
4
(1 + lnC1)
2e−(1−ln 2)N . (176)
The proof is complete.
B. Proof of Lemma 10
For any f ∈ F, which is not necessarily normalized,
h(f) = −
∫
f(x) ln f(x)dx (177)
=
(∫
f(x)dx
)
h
(
f∫
f(x)dx
)
−
∫
f(x)dx ln
∫
f(x)dx. (178)
Based on the definition of F, we have∣∣∣∣∫ f(x)dx− 1∣∣∣∣ < . (179)
For any estimator hˆ,
E
[
(hˆ(N ′)− h(f))2
]
= E
[(
hˆ(N ′)−
∫
f(x)dxh
(
f∫
f(x)dx
)
−
∫
f(x)dx ln
∫
f(x)dx
)2]
= E
[(
hˆ(N ′)− h
(
f∫
f(x)dx
)
+
(
1−
∫
f(x)dx
)
h
(
f∫
f(x)dx
)
−
∫
f(x)dx ln
∫
f(x)dx
)2]
≤ 3E
[(
hˆ(N ′)− h
(
f∫
f(x)dx
))2]
+ 3
(
1−
∫
f(x)dx
)2
h2
(
f∫
f(x)dx
)
+3
(∫
f(x)dx
)2(
ln
∫
f(x)dx
)2
, (180)
in which the last step uses Cauchy inequality. Define f ∗ = f/
∫
f(x)dx, then f ∗ is a valid pdf, and
we can check that f ∗ ∈ F0. Recall that N ′ ∼ Poi
(
N
∫
f(x)dx
)
, and
∫
f(x)dx > 1− ,
R3(N, ) = inf
hˆ
sup
f∈F
E[(hˆ(N ′)− h(f))2] (181)
≤ 3inf
hˆ
sup
f∗∈F0
E
[
(hˆ(N ′)− h(f ∗))2
]
+ 3sup
f∈F
(
1−
∫
f(x)dx
)2
h2(f ∗)
+3sup
f∈F
(∫
f(x)dx
)2(
ln
∫
f(x)dx
)2
, (182)
≤ 3R2((1− )N) + 32C22 + 3(1 + )2(ln(1 + ))2, (183)
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in which
C2 = sup
f∈F
h(f ∗) = sup
f∗∈F0
h(f ∗) ≤ h(g) + lnC1 + 1, (184)
with the last step in (184) comes from (174). The proof is complete.
C. Proof of Lemma 11
Define
f1(x) = (1− α)g(x) +
m∑
i=1
Ui
mDdx
g
(
x− ai
D
)
, (185)
f2(x) = (1− α)g(x) +
m∑
i=1
U ′i
mDdx
g
(
x− ai
D
)
, (186)
in which Ui, i = 1, . . . ,m are i.i.d copy of U , and U ′i are corresponding i.i.d copy of U
′.
Since Ui ∈ [0, λ] and we have restricted λ in (145), so that Ui < mDdx+2 always holds. Recall the
definition of F in (142), f1, f2 satisfy all the requirements of F except |(
∑m
i=1 Ui)/m− α| <  and
|(∑mi=1 U ′i)/m− α| < .
Note that now h(f1) and h(f2) are both random variables because Ui and U ′i are random. We define
the following random events:
E =
{∣∣∣∣∣ 1m
m∑
i=1
Ui − α
∣∣∣∣∣ ≤ , |h(f1)− E[h(f1)]| ≤ ∆4
}
, (187)
E ′ =
{∣∣∣∣∣ 1m
m∑
i=1
U ′i − α
∣∣∣∣∣ ≤ , |h(f2)− E[h(f2)]| ≤ ∆4
}
. (188)
Then by Chebyshev’s inequality,
P (Ec) ≤ P
(∣∣∣∣∣ 1m
m∑
i=1
−α
∣∣∣∣∣ > 
)
+ P
(
|h(f1)− E[h(f1)]| > ∆
4
)
(189)
≤ Var[U ]
m2
+
16
∆2
Var[h(f1)]. (190)
For the first term, recall that we have the constraint 0 ≤ U ≤ λ < m/e. Hence
Var[U ] ≤ 1
4
λ2. (191)
Moreover, 2 = 16λ2/m, therefore
Var[U ]
m2
≤ λ
2
4m2
=
1
64
. (192)
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For the second term, note that
h(f1) = −
∫
(1− α)g(x) ln [(1− α)g(x)] dx
−
m∑
i=1
∫
Ui
mDdx
g
(
x− ai
D
)
ln
(
Ui
mDdx
g
(
x− ai
D
))
dx (193)
= −
m∑
i=1
Ui
m
ln
Ui
m
−
m∑
i=1
(
ln
1
Ddx
− h(g)
)
Ui
m
. (194)
Since Ui ≤ λ < m/e, Ui/m < 1/e, therefore
Var
[
Ui
m
ln
Ui
m
]
≤ E
[(
Ui
m
ln
Ui
m
)2]
<
(
λ
m
ln
λ
m
)2
, (195)
and
Var
[
Ui
m
]
≤ λ
2
4m2
. (196)
Then using Cauchy inequality,
Var[h(f1)] ≤ 2 Var
[
m∑
i=1
Ui
m
ln
Ui
m
]
+ 2
(
ln
1
Ddx
+ h(g)
)2
Var
[
m∑
i=1
Ui
m
]
(197)
≤ 2λ
2
m
(
ln
λ
m
)2
+ 2 (dx lnD + h(g))
2 λ
2
4m
. (198)
Plug (191) and (198) into (190), we get
P (Ec) ≤ 1
64
+
32λ2
m∆2
(
ln
λ
m
)2
+
8λ2
m∆2
(dx lnD + h(g))
2. (199)
The same bound can be proved for P (E ′c):
P (E
′c) ≤ 1
64
+
32λ2
m∆2
(
ln
λ
m
)2
+
8λ2
m∆2
(dx lnD + h(g))
2. (200)
Construct two prior distributions: pi∗1 is the distribution of samples according to f1 conditional on E,
and pi∗2 is the distribution of samples according to f2 conditional on E
′.
Recall (194), we can get similar result for h(f2):
h(f2) = −
m∑
i=1
U ′i
m
ln
U ′i
m
−
m∑
i=1
(
ln
1
Ddx
− h(g)
)
U ′i
m
. (201)
Consider that E[U ] = E[U ′], we have
|E[h(f1)]− E[h(f2)]| ≥
∣∣∣∣E [U ln 1U
]
− E
[
U ′ ln
1
U ′
]∣∣∣∣ ≥ ∆. (202)
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By the definition of pi∗1 and pi
∗
2 , as well as the definition of E and E
′, under pi∗1 and pi
∗
2 ,
|h(f1)− h(f2)| ≥ ∆
2
. (203)
Now calculate the total variation distance between these two distributions. Total variation distance
satisfies triangle inequality. Hence
TV(pi∗1, pi∗2) ≤ TV(pi∗1, pi1) + TV(pi1, pi2),TV(pi2, pi∗2) (204)
≤ P (Ec) + TV(pi1, pi2) + P (E ′c) (205)
≤ TV(pi1, pi2) + 1
32
+
64λ2
m∆2
(
ln
λ
m
)2
+
16λ2
m∆2
(dx lnD + h(g))
2. (206)
Now we bound the total variation distance between pi1 and pi2. Recall that f1 is constructed in (185).
Then ∫
B(ai,h)
f1(x)dx =
∫
Ui
mDdx
g
(
x− ai
D
)
dx =
Ui
m
, (207)
and thus the number of samples in B(ai, h) follows Poisson distribution with mean nUi/m. Therefore,
TV(pi1, pi2) can be expanded as
TV(pi1, pi2) ≤ mTV
(
E
[
Poi
(
nU
m
)]
,E
[
Poi
(
nU ′
m
)])
. (208)
According to Le Cam’s lemma,
R3(N, ) ≥ ∆
2
16
[
31
32
−mTV
(
E
[
Poi
(
nU
m
)]
,E
[
Poi
(
nU ′
m
)])
− 64λ
2
m∆2
(
ln
λ
m
)2
− 16λ
2
m∆2
(dx lnD + h(g))
2
]
. (209)
The proof of Lemma 11 is complete.
APPENDIX F
PROOF OF THEOREM 4: THE BIAS OF KSG MUTUAL INFORMATION ESTIMATOR
In this section, we analyze the convergence rate of the bias of KSG mutual information estimator,
under Assumption 1. In the following proof, constants C1, C2, . . . are different from those in Ap-
pendix A. Define B(z, r) = {u| ‖u− z‖ < r}. According to Assumption 1, the joint pdf is smooth
everywhere. We have the following lemma, whose proof is the same as Lemma 1.
Lemma 13. Under Assumption 1(d), there exists constant C1, C ′1, so that
|P (B(z, r))− f(z)cdzrdz | ≤ C1rdz+2, (210)
|P (BX(x, r))− f(x)cdxrdx| ≤ C ′1rdx+2, (211)
|P (BY (y, r))− f(y)cdyrdy | ≤ C ′1rdy+2. (212)
For KSG estimator, we fix β = 2/(dz + 2), therefore the definition of aN in (3) becomes
aN = AN
− 2
dz+2 . (213)
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Recall that the KSG mutual information estimator is Iˆ(X;Y) = 1
N
∑N
i=1 J(i), in which
J(i) = ψ(N) + ψ(k)− ψ(nx(i) + 1)− ψ(ny(i) + 1). (214)
Since J(i) are identically distributed for all i, we only need to analyze |E[J(i)]− I(X;Y)| for one i.
Hence, from now on, we omit i for notation convenience.
We conduct the following decomposition based on :
|E[(J − I(X;Y))]| ≤ |E[(J − I(X;Y))1( > aN)]|+ |E[(J − I(X;Y))1( ≤ aN)]|. (215)
To bound the first term of (215), note that nx(i) ≥ k, therefore J ≤ ψ(N) + ψ(k) − 2ψ(k + 1).
According to the property of digamma function, ψ(N) < lnN . Therefore J < lnN . Then
|E[(J − I(X;Y))1( > aN)]| ≤ (lnN + I(X;Y))P ( > aN). (216)
P ( > aN) can be bounded using Lemma 4 with β = 2/(dz + 2). According to (46), we have
P ( > aN) ≤ C2N−
2
dz+2 . (217)
With (217) and (216), we know that
|E[(J − I(X;Y))1( > aN)]| = O
(
N−
2
dz+2 lnN
)
. (218)
To bound the second term of (215), we define Jx, Jy, Jz as
Jz = −ψ(k) + ψ(N) + ln cdz + dz ln ρ, (219)
Jx = −ψ(nx + 1) + ψ(N) + ln cdx + dx ln ρ, (220)
Jy = −ψ(ny + 1) + ψ(N) + ln cdy + dy ln ρ, (221)
in which cdx is the volume of unit norm ball in the X space, cdy is for the Y space, and cdz is for the
joint space Z. ρ is defined in the same way as (31), i.e. ρ = min{, aN}.
Recall the definition of J in (214), we have
J = Jx + Jy − Jz, (222)
therefore the second term of (215) can be decomposed as:
|E[(J − I(X;Y))1( ≤ aN)]|
≤ |E[(Jz − h(Z))1( ≤ aN)]|+ |E[(Jx − h(X))1( ≤ aN)]|+ |E[(Jy − h(Y))1( ≤ aN)]|.(223)
Intuitively, here we design three truncated estimators for h(X), h(Y) or h(Z). To give a bound of the
first term, we apply the result of Theorem 1 to random variable Z:
|E[Jz − h(Z)]| = O
(
N−
2
dz+2 lnN
)
. (224)
In addition, recall that ρ = aN if  > aN , we have
|E[(Jz − h(Z))1( > aN)]| = | − ψ(k) + ψ(N) + ln cdz + dz ln aN − h(Z)|P ( > aN)
= O
(
N−
2
dz+2 lnN
)
. (225)
Hence using the triangular inequality,
|E[(Jz − h(Z))1( ≤ aN)]| = O
(
N−
2
dz+2 lnN
)
. (226)
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The following lemma gives a bound on the second and third term.
Lemma 14. Under Assumption 1 (a)-(e),
|E[(Jx − h(X))1( ≤ aN)]| = O
(
N−
2
dz+2 lnN
)
+O
(
N−
dy
dz
)
, (227)
|E[(Jy − h(Y))1( ≤ aN)]| = O
(
N−
2
dz+2 lnN
)
+O
(
N−
dx
dz
)
. (228)
Proof. Please see Appendix F-A for detailed proof.
Plugging these three bounds in Lemma 14 into (223), we know that
|E[(J − I(X;Y))1( ≤ aN)]| = O
(
N−
2
dz+2 lnN
)
+O
(
N−
min{dx,dy}
dz
)
. (229)
Combining (229) and (218), and recall that E[Iˆ(X;Y)] = E[J ], we can conclude that
E[Iˆ(X;Y)− I(X;Y)] = O
(
N−
2
dz+2 lnN
)
+O
(
N−
min{dx,dy}
dz
)
. (230)
A. Proof of Lemma 14
The proof is based on Assumption 1. (227) and (228) can be proved using the similar steps. Here
we only prove (227), and omit (228) for brevity.
We decompose the left hand side of (227) as following.
|E[(Jx − h(X))1( ≤ aN)]|
≤ |E[(ln f(X) + h(X)))1( ≤ aN ,X ∈ SX1 )]
+ |E[(Jx − h(X))1( ≤ aN ,X ∈ SX2 )]|+ |E[(Jx + ln f(X))1( ≤ aN ,X ∈ SX1 )]|, (231)
in which SX1 is defined as
SX1 =
{
x
∣∣∣∣|f(x) ≥ 6C ′1A2cdx N− 2dz+2
}
(232)
with C ′1 is the constant in (211), and S
X
2 = Rdx \SX1 is the complement set of SX1 . According to (34),
P (X ∈ SX2 ) ≤
6C ′1A
2µ
cdx
N−
2
dz+2 . (233)
We now analyze these three terms separately.
1) The first term of (231): Intuitively, the first term describes how accurate it is to only estimate
the expectation of ln f(X) when  is not very large and x is not in the tail. We decompose this term
in the following way:
|E[(ln f(X) + h(X))1( ≤ aN ,X ∈ SX1 )]|
≤ |E[(ln f(X) + h(X))1(X ∈ SX1 )]|+ |E[(ln f(X) + h(X))1( > aN ,X ∈ SX1 )]|.
The first term can be bounded using (51), with γ = min{1− βdz, 2β} = 2/(dz + 2):
|E[(ln f(X) + h(X))1(X ∈ SX1 )]| = |E[(ln f(X) + h(X))1(X ∈ SX2 )] = O
(
N−
2
dz+2 lnN
)
, (234)
in which the first step holds because E[ln f(X) + h(X)] = 0.
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For the second term, from Assumption (f) and the definition of SX1 in (232), we have the following
upper and lower bound of f(x) in SX1 :
C4N
− 2
dz+2 ≤ f(x) ≤ Cf . (235)
Hence
|E[(ln f(X) + h(X))1( > aN ,X ∈ SX1 )]| = O (lnNP ( > aN)) = O
(
N−
2
dz+2 lnN
)
. (236)
Combine (234) and (236), we get
|E[(ln f(X) + h(X))1( ≤ aN ,X ∈ SX1 )]| = O
(
N−
2
dz+2 lnN
)
. (237)
2) The second term of (231): The second term describes the accuracy of estimation in the tail
region. Recall that nx ≥ k, thus
|E[(Jx − h(X))1( ≤ aN ,X ∈ SX2 )]|
≤ (ψ(N + 1)− ψ(k + 1))P (X ∈ SX2 ) + |h(X)|P (X ∈ SX2 ) +
∣∣E[ln(cdxρdx)1( ≤ aN ,X ∈ SX2 )]∣∣
≤ (lnN + |h(X)|)6µC
′
1A
2
cdx
N−
2
dz+2 +
dx
dz
|E[ln(cdzρdz)1( ≤ aN ,X ∈ SX2 )]|
+
∣∣∣∣ln cdx − dxdz ln cdz
∣∣∣∣ 6µC ′1A2cdx N− 2dz+2 . (238)
According to (52) and (53), we use γ = 2/(dz + 2), then the second term in (238) is bounded by
dx
dz
|E[ln(cdzρdz)1( ≤ aN ,X ∈ SX2 )]| = O
(
N−
2
dz+2 lnN
)
.
Plugging the equation above into (238), we have
|E[(Jx − h(X))1( ≤ aN ,x ∈ SX2 )]| = O
(
N−
2
dz+2 lnN
)
+O
(
N−
2
dz+2 lnN
)
+O
(
N−
2
dz+2
)
= O
(
N−
2
dz+2 lnN
)
. (239)
3) The third term of (231): The remaining part of this section focuses on the third term. We begin
with the following lemmas:
Lemma 15. For ∀z(i) ∈ {z| ‖Hf (z)‖op ≤ Cd}, the distribution of nx(i) satisfies nx(i) − k ∼
Binom(N − k − 1, p) with p being
p =
P (BX(x, ))− P (BZ(z, ))
1− P (BZ(z, )) . (240)
Proof. We refer to Theorem 8 in [25] for detailed proof.
From (240), we can give an upper and lower bound of p:
P (BX(x, ))− P (BZ(z, )) ≤ p ≤ P (BX(x, )). (241)
Lemma 16. For any z and , from nx − k ∼ Binom(N − k − 1, p), there exists two constants a and
b that depend only on k, such that
|E[ψ(nx + 1)|z, ]− ln(pN)| ≤ a
N
+
b
Np
, (242)
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in which p is the parameter of the binomial distribution defined in Lemma 15.
Proof. Please see Appendix F-B for detailed proof.
Lemma 17. Under Assumption 1 (d) and (e), for sufficiently large N, for all x ∈ SX1 and r < aN , in
which SX1 is defined in (232),
1
2
f(x)cdxr
dx ≤ p ≤ 3
2
f(x)cdxr
dx , (243)
in which p is defined in Lemma 15.
Proof. To avoid confusion, here we use fZ(z) to denote the pdf of Z.
|p− f(x)cdxrdx| ≤ |p− P (BX(x, r))|+ |P (BX(x, r))− f(x)cdxrdx|
≤ P (B(z, r)) + C ′1rdx+2
≤ fZ(z)cdzrdz + C1rdz+2 + C ′1rdx+2.
Using this, we have
|p− f(x)cdxrdx|
f(x)cdxr
dx
=
fZ(z)
f(x)
cdyr
dy +
C1r
dx+2
f(x)cdx
+
C ′1r
2
f(x)cdx
≤ CecdyadyN +
C1a
dx+2
N
6C ′1A2N
− 2
dz+2
+
C ′1a
2
N
6C ′1A2N
− 2
dz+2
, (244)
in which we use Assumption 1 (e) that gives a bound of the conditional pdf, and the definition of SX1
in (232).
Recall the definition of aN in (3), the third term in (244) equals 1/6. In addition, the first and second
term converges to zero with the increase of N . Hence for sufficiently large N , these two terms will
also be less than 1/6. Then the right hand side of (244) can not exceed 1/2. Therefore Lemma 17
holds.
The third term of (231) can be further expanded as following
|E[(Jx + ln f(X1))1(0 <  ≤ aN ,X1 ∈ S1)]|
(a)
=
∣∣EzEEnx [(−ψ(nx + 1) + ψ(N) + ln(cd1ρdx) + ln f(X1))1(0 <  ≤ aN ,X1 ∈ S1)]∣∣
≤ EzE
∣∣Enx [(−ψ(nx + 1) + ψ(N) + ln(cd1ρdx) + ln f(X1))1(0 <  ≤ aN ,X1 ∈ S1)]∣∣
=
∫
S1
∫ aN
0
∣∣(−Enxψ(nx + 1) + ψ(N) + ln(cd1rdx) + ln f(x1))∣∣ f|z(r)f(z)drdz
≤
∫
S1
∫ aN
0
∣∣− ln(pN) + lnN + ln(cd1rdx) + ln f(x1)∣∣ f|z(r)f(z)drdz
+
∫
S1
∫ aN
0
|[−Enxψ(nx + 1) + ln(pN) + ψ(N)− lnN | f|z(r)f(z)drdz (245)
(b)
≤
∫
S1
∫ aN
0
∣∣− ln p+ ln f(x1)cd1rdx)∣∣ f|z(r)f(z)drdz+ a+ γ0
N
+
∫
S1
∫ aN
0
b
Np
f|z(r)f(z)drdz,
(246)
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in which (a) uses the definition of Jx in (220); (b) gives a bound to the second term of (245) using
Lemma 16, as well as the following property of digamma function: lnN − γ0
N
≤ ψ(N) < lnN , in
which γ0 is the Euler-Mascheroni constant.
Now we bound the first term in (246), and then bound the third term.
Bound of the first term in (246):
We need the following two additional lemmas.
Lemma 18. Under Assumption 1(e), for sufficiently large N and r ≤ aN ,
P (B(z, r))
p
≤ 2Cecdyrdy , (247)
in which Ce is the bound of the conditional pdf in the Assumption 1 (e).
Proof. According to the Assumption 1 (e), the conditional pdf is bounded by Ce.
P (B(z, r)) =
∫
B(z,r)
f(x′)f(y′|x′)dy′dx′
=
∫
max{‖x′−x‖,‖y′−y‖≤r}
f(x′)f(y′|x′)dy′dx′
≤
∫
max{‖x′−x‖,‖y′−y‖≤r}
f(x′)Cedy′dx′
≤ Cecdyrdy
∫
‖x′−x‖≤r
f(x′)dx′
= Cecdyr
dyP (BX(x, r)).
For sufficiently large N , Cecdya
dy
N ≤ 12 , then according to (241),
P (B(z, r))
p
≤ P (B(z, r))
P (BX(x, r))− P (B(z, r)) ≤
Cecdyr
dy
1− Cecdyrdy
≤ 2Cecdyrdy . (248)
The proof of Lemma 18 is complete.
Lemma 19. Under Assumption 1 (a),(c) and (d), for any d′ < dz,
E[ρd′ ] = O
(
N−
d′
dz
)
. (249)
Proof. Please see Appendix F-C for detailed proof.
With these two lemmas, the first term in (246) can be bounded by:∫
SX1
∫ aN
0
∣∣− ln p+ ln f(x)cdxrdx∣∣ f|z(r)f(z)drdz
(a)
≤
∫
SX1
∫ aN
0
∣∣p− f(x)cdxrdx∣∣ ( 12p + 12f(x)cdxrdx
)
f|z(r)f(z)drdz
(b)
≤
∫
SX1
∫ aN
0
(P (B(z, r)) + C ′1r
dx+2)
(
1
2p
+
1
2f(x)cdxr
dx
)
f|z(r)f(z)drdz
(c)
≤
∫
SX1
∫ aN
0
C ′1r
2 3
2f(x)cdx
f|z(r)f(z)drdz+
∫
SX1
∫ aN
0
P (B(z, r))
5
4p
f|z(r)f(z)drdz.
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For each term, we have∫
SX1
∫ aN
0
C ′1r
2 3
2f(x)cdx
f|z(r)f(z)drdz ≤
∫
SX1
C ′1a
2
N
3
2f(x)cdx
f(z)dz (250)
=
∫
SX1
C ′1a
2
N
3
2cdx
dx (251)
(d)
= C ′1
3
2cdx
A2N−
2
dz+2mX(S
X
1 ) (252)
(e)
= O
(
N−
2
dz+2 lnN
)
. (253)
Furthermore, using Lemma 18,∫
SX1
∫ aN
0
P (B(z, r))
5
4p
f|z(r)f(z)drdz ≤
∫
SX1
∫ aN
0
5
2
Cecdyr
dyf|z(r)f(z)drdz
≤ 5
2
CecdyE
[
ρdy
] (f)≤ O (N− dydz ) . (254)
Here, (a) uses the inequality | lnx− ln y| ≤ |x− y|
∣∣∣ 12x + 12y ∣∣∣ for x, y > 0. This inequality comes from
logarithmic mean inequality [36]:
lnx− ln y ≤ x− y√
xy
≤ (x− y)
(
1
2x
+
1
2y
)
. (255)
(b) uses Lemma 13 and Lemma 15:
|p− f(x)cdxrdx| ≤ |p− P (BX(x, r))|+ |P (BX(x, r))− f(x)cdxrdx|
≤ P (B(z, r)) + C ′1rdx+2. (256)
(c) uses Lemma 17. In (d), mX(SX1 ) is the volume of S
X
1 . (e) comes from Lemma 3:
mX(S
X
1 ) = V
(
6C ′1A
2
cdx
N−
2
dz+2
)
≤ µ
1 + ln 1
6C′1µA2
cdx
N−
2
dz+2
 = O(lnN). (257)
(f) comes from Lemma 19.
Combine (253) and (254), we have∫
SX1
∫ aN
0
∣∣− ln p+ ln[f(x)cdxrdx ]∣∣ f|z(r)f(z)drdz = O (N− 2dz+2 lnN)+O (N− dydz ) . (258)
Bound of the third term in (246).
We bound the third term of (246) using Lemma 18 again.∫
SX1
∫ aN
0
b
Np
f|z(r)f(z)drdz
≤
∫
SX1
∫ aN
0
b
NP (B(z, r))
2Cecdyr
dyf|z(r)f(z)drdz
≤
∫
SX1
∫ aN
0
b
NP (B(z, r))
2Cecdyr
dyf|z(r)f(z)drdz+
∫
SX1
∫ ∞
aN
b
NP (B(z, r))
2Cecdya
dy
N f|z(r)f(z)drdz
=
2Cecdyb
N
E
[
1
P (B(Z, ))
ρdy
]
(a)
≤ 2Cecdyb
N
E
[
1
P (B(Z, ))
]
E[ρdy ] (b)= O
(
N−
dy
dz
)
. (259)
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To show (a), we need to prove that 1
P (B(Z,))
and ρdy are negatively correlated. According to the law
of total covariance,
Cov
(
1
P (B(Z, ))
, ρdy
)
= E
[
Cov
(
1
P (B(Z, ))
, ρdy |Z
)]
+ Cov
(
E
[
1
P (B(Z, ))
|Z
]
,E
[
ρdy |Z]) .(260)
Recall the definition of ρ in Lemma 19, ρ is a non-decreasing function in r, and for any given z,
1
P (B(z,))
is a non-increasing function in r. Thus Cov
(
1
P (B(z,))
, ρdy |Z
)
≤ 0. For the second term, recall
that according to order statistics [33], condition on all Z = z, P (B(Z, )) ∼ B(k,N − k), thus
E
[
1
P (B(Z, ))
|Z = z
]
=
N − 1
k − 1 , (261)
which is a constant with respect to z. Thus Cov
(
E
[
1
P (B(z,))
|Z
]
,E[ρdy |Z]
)
= 0. Plug this into (260),
we have that Cov
(
1
P (z,)
, ρdy
)
≤ 0, therefore (a) holds.
In (b), we calculate two expectations separately, according to (261) and Lemma 19.
Combining (258) and (259), we get
|E[(Jx − h(X))1( ≤ aN ,x ∈ SX1 )]| = O
(
N−
2
dz+2 lnN
)
+O
(
N−
dy
dz
)
. (262)
Substituting the three terms in (231) with (237), (239) and (262) respectively, the proof of (227) in
Lemma 14 is complete, i.e. we have
|E[(Jx − h(X))1( ≤ aN)]| = O
(
N−
2
dz+2 lnN
)
+O
(
N−
dy
dz
)
. (263)
B. Proof of Lemma 16
In this section, we prove Lemma 16 with nx − k ∼ Binomial(N − k − 1, p).
(1) Upper bound.
E[ψ(nx + 1)|z, ] ≤ E[ln(nx + 1)|z, ] ≤ ln(E[nx|z, ] + 1) = ln((N − k − 1)p+ k + 1).
(2) Lower bound. Use Taylor expansion,
E[ψ(nx + 1)|z, ] ≥ E[lnnx|z, ] = lnE[nx|z, ]− 1
2
E
[
1
ξ2
(nx − E[nx|z, ])2|z, 
]
,
in which ξ is between nx and E[nx|z, ]. Thus
E
[
1
ξ2
(nx − E[nx|z, ])2|z, 
]
≤ 1
E[nx|z, ]2E
[
(nx − E[nx|z, ])2|z, 
]
+ E
[
1
n2x
(nx − E[nx|z, ])2|z, 
]
.
Since nx−k ∼ Binomial(N−k−1, p), we have Var[nx|z, ] = (N−k−1)p(1−p) and Var[1/nx|z, ] =
O(1/Np). Combine the upper and lower bound, there exist two constants a and b such that
|E[φ(nx + 1)|z, ]− ln(Np)| ≤ a
N
+
b
Np
. (264)
The proof is complete.
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C. Proof of Lemma 19
In this section, we give a bound to E[ρd′ ], d′ < dz, under Assumption 1 (c), (d). To begin with, we
prove the following lemma.
Lemma 20. Under Assumption 1 (c), for any integer d′ < dz,∫
f(z)1−
d′
dz dz ≤ µ
d′
dz
1− d′
dz
, (265)
for some constant µ.
Proof. Similar to the Lemma 2, we can prove that P (f(Z) ≤ t) ≤ µt for some constant µ and all
t > 0, based on Assumption 1 (c). Thus
E
[
f−
d′
dz (Z)
]
=
∫ ∞
0
P
(
f−
d′
dz (Z) > t
)
dt (266)
=
∫ µ d′dz
0
P
(
f(Z) < t−
dz
d′
)
dt+
∫ ∞
µ
d′
dz
P
(
f(Z) < t−
dz
d′
)
dt (267)
≤ µ d
′
dz +
∫ ∞
µ
d′
dz
µt−
dz
d′ dt =
µ
d′
dz
1− d′
dz
. (268)
Now bound E[ρd′ ]:
E[ρd′ ] =
∫
E[ρd′|Z = z]f(z)dz. (269)
Here we divide the support into z ∈ S ′1 and z ∈ S ′2. S ′1 and S ′2 are defined as following:
S ′1 =
{
z|f(z) ≥ 2C1
cdz
a2N
}
, (270)
S ′2 =
{
z|f(z) < 2C1
cdz
a2N
}
, (271)
in which aN = AN−β , β = 2/(dz + 2). According to (34) in Lemma 2,
P (Z ∈ S ′2) = P
(
f(Z) <
2C1
cdz
A2N−2β
)
≤ 2µC1
cdz
A2N−
2
dz+2 . (272)
For z ∈ S ′1, from order statistics [33], conditional on any z, P (B(z, )) ∼ B(k,N − k), in which B
denotes the Beta distribution. Hence
E[P (B(Z, ρ))|Z = z] ≤ E[P (B(Z, ))|Z = z] = k
N
. (273)
Moreover, from the definition of S ′1 in (270) and Lemma 13, we have P (B(z, ρ)) ≥ f(z)cdzρdz/2,
thus
E[ρdz |Z = z] ≤ 2k
Ncdzf(z)
. (274)
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Therefore for all d′ < dz,
E[ρd′ |Z = z] ≤
(
2k
Ncdzf(z)
) d′
dz
. (275)
For z ∈ S ′2,
E[ρd
′ |Z = z] ≤ ad′N = Ad
′
N−
d′
dz+2 . (276)
Plugging (275) and (276) into (269),
E[ρd′ ] ≤
(
2k
Ncdz
) d′
dz
∫
f 1−
d′
dz (z)dz+ Ad
′
N−
d′
dz+2P (Z ∈ S ′2) (277)
= O
(
N−
d′
dz
)
+O
(
N−
d′+2
dz+2
)
= O
(
N−
d′
dz
)
, (278)
The proof of Lemma 19 is complete.
APPENDIX G
PROOF OF THEOREM 6, THEOREM 7 AND PROPOSITION 2
In this section, we analyze KL estimator and KSG estimator under heavy tail conditions (23), with
τ < 1.
A. Proof of Theorem 6 and Theorem 7
Since the proof steps are very similar to the case of τ = 1, which is proven in Appendix A and
Appendix F, we only show some important steps where the proof is different from the previous sections.
1. Lemma 3 is replace by: for all t > 0,
V (t) ≤ µ+ τ
1− τ µt
τ−1. (279)
Proof. Under original assumptions, qT (u) ≥ µ/u. Under new assumption, we can similarly get qT (u) ≥
(u/µ)(1/τ). The remaining steps are the same.
2. (35) in Lemma 2 is replaced by:∫
fm(x)e−bf(x)dx ≤ Km
bm+τ−1
. (280)
Proof. Divide the support into two regions, with f(x) > t and f(x) ≤ t.∫
fm(x)e−bf(x)dx =
∫
f(x)>t
fm(x)e−bf(x)dx+
∫
f(x)≤t
fm(x)e−bf(x)dx (281)
≤
∫
f(x)>t
(m
b
)
e−mdx+
∫
f(x)≤t
tm−1f(x)dx (282)
= V (t)
(m
b
)m
e−m + tm−1µtτ (283)
. t
τ−1
bm
+ tτ+m−1. (284)
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Let t = 1/b, then the proof is complete.
3. Lemma 4 is replaced by: there exist constants C2 and C3, for sufficiently large N ,
P ( > aN ,X ∈ S1) ≤ C2N−τ(1−βdx), (285)
P ( > aN) ≤ C3N−τ min{1−βdx,
2
dx+2
}. (286)
The proof follows the same steps as the proof of original Lemma 4 in Appendix A-B.
4. Lemma 19 is replaced by:
E[ρd′ ] = O
(
N−
d′
dz
)
+O
(
N−
d′+2τ
dz+2 lnN
)
. (287)
Proof. We define S ′1, S
′
2 in the same way as (270) and (271). Define C = 2C1A
2/cdx . Then (265) in
Lemma 20 is replaced by:∫
S′1
f 1−
d′
dz dz = E[f−
d′
dz (Z)1(f(Z) > CN−2β)] (288)
=
∫ C− d′dz N2β d′dz
0
P
(
f−
d′
dz (Z) > t
)
dt (289)
=
∫ µ d′dz
0
P
(
f(Z) < t−
dz
d′
)
dt+
∫ C− d′dz N2β d′dz
µ
d′
dz
P
(
f(Z) < t−
dz
d′
)
dt (290)
≤ µ d
′
dz +
∫ C− d′dz N2β d′dz
µ
d′
dz
µt−
dz
d′ dt (291)
=

O(1) if τdz > d′
O(lnN) if τdz = d′
O
(
N
2β
(
d′
dz
−τ
))
if τdz < d′.
(292)
= O(1) +O
(
N
2β
(
d′
dz
−τ
)
lnN
)
. (293)
The remaining steps follow Appendix F-C.
B. Proof of Proposition 2
Proof of Proposition 2 (1). We now derive the range τ such that assumption (23) holds under moment
assumption E[|X|α] <∞. Using Ho¨lder inequality,∫
f 1−τ (x)dx =
∫
(1 + |x|α)1−τf 1−τ (x) 1
(1 + |x|α)1−τ dx (294)
≤
(∫
(1 + |x|α)f(x)dx
)τ (∫ (
1
1 + |x|α
) 1−τ
τ
dx
)τ
. (295)
The first factor is finite because E[|X|α] < ∞. If τ < α/(α + 1), then α(1 − τ)/τ > 1, the second
factor is also finite. Then
∫
f 1−τ (x)dx <∞. As a result,
P (f(X) < t) = P (f−τ (X) > t−τ ) ≤ tτE[f−τ (X)] := µ1tτ . (296)
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Proof of Proposition 2 (2). Now we prove (28) based on (27). We use induction. If dx = 1, then
(28) holds trivially. Now, suppose (28) holds for dx = n, we check the case for dx = n + 1. Denote
W = (X1, . . . , Xn), then for any τ ′ < τ , find a τ ′′ ∈ (τ ′, τ) such that P (f(W) < t) ≤ µn(τ ′′)tτ ′′ for
any t > 0. Then
P (f(X) < t) ≤ E
[
P
(
f(Xn+1|W) < t
f(W)
)]
≤ µ1tτ ′E[f−τ ′(W)]. (297)
Now we show that E[f−τ ′(W)] is finite:
E[f−τ ′(W)] =
∫ ∞
0
P (f−τ
′
(W) > u)du =
∫ ∞
0
P (f(W) < u−
1
τ ′ )du ≤ 1 +
∫ ∞
0
µn(τ
′′)u−
τ ′′
τ ′ du,
which is finite since τ ′′ > τ ′. Thus (28) holds with µn+1(τ ′) = µ1E[f−τ
′
(W)].
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