Abstract. In the optimization of canonical Reed-Muller (RM) circuits, RM polynomials with different polarities are usually derived directly from Boolean expressions. Time efficiency is thus not fully achieved because the information in finding RM expansion of one polarity is not utilized by others. We show in this paper that two fixed-polarity RM expansions that have the same number of variables and whose polarities are dual can be derived from each other without resorting to Boolean expressions. By repeated operations, RM expansions of all polarities can be derived. We consequently apply the result in conjunction with a hypercube traversal strategy to optimize RM expansions (i.e., to find the best polarity RM expansion). A recursive route is found among all possible polarities to derive RM expansion one by one. Simulation results are given to show that our optimization process, which is simpler, can perform exhaustive search as efficiently as other good exhaustive-search methods in the field.
Introduction
Logic functions may be expressed either in Boolean or in canonical Reed-Muller (RM) forms [2] , [ 12] . The advantages of RM circuits (i.e., AND/EX-OR circuits) over traditional Boolean circuits (i.e., AND/OR circuits) in certain applications have been well reported [2] , [12] , [26] , [28] . Generally, an RM expansion is derived from a given Boolean expression by applying a conversion method such as coefficient-map [ 14] , [32] , [331, [39] , coefficient-matrix [ 13] , 116], [191, or tabular techniques [3] , [4] . However, for an n-variable logic function, 2 ~ fixed-polarity RM expansions are possible. The problem has been to find the best expansion in terms of a certain predefined condition. Thus, recent research work in the field of RM logic has been focused, to a greater extent, on the optimization .. RM (~ ] RM (~) RM(2"-~) of RM functions, where the search space is among 2" possible polarities and the cost function is the number of EX-OR gates in most cases [20] , [24] . In an attempt to find the global best polarity, all of the 2 n fixed-polarity RM expansions are first derived from a given Boolean expression using one of the conversion techniques mentioned previously. Then a brute-force, exhaustive-search method is applied to find the most optimum expansion. The optimization process has the general paradigm shown in Figure 1 . Unfortunately, most conversion methods are inefficient and perform extremely poorly when n is large. Even with the more efficient tabular technique [4] , the conversion from a Boolean function to any fixed-polarity RM expansion has a time complexity of 0(2';), and when n is large, the time taken is still rather substantial. Although Besslich [5] developed an efficient computer method based on coefficient maps by Wu et al. [39] to generate all 2 n sets of generalized RM coefficients of an n-variable Boolean function, its algorithm and efficiency for a general case (especially when n is large) are not clear. Miller and Thomson [24] have also presented an optimization technique to find out all b-vectors from a given "good polarity" b-vector, but a good polarity predictor is needed to achieve the potential efficiency of the method. The optimization methods mentioned above, and those in [11] , [17] , [21] , [34]- [37] , [40] , belong to the exhaustive-search type, which can always guarailtee an optimum RM expression in terms of the number of EX-OR gates, but the searching time may become prohibitively large when the number of variables is greater than about 20. However, with the computing power of today's personal computers this has become less of a problem. In addition, there are many circuit realizations that do not require a large number of variables (say, n ~< 20) [2] , [ 12] ,
In recent years, graph-based algorithms [6] such as ordered binary decision diagram (OBDD) and ordered functional decision diagram (OFDD) methods have been proposed for the optimization of RM functions [9] , [10] , [25] , [29] , [30] , [31 ] . Despite their efficient operations, there are some undesirable characteristics. One of the problems is variable ordering, which is a heuristic process. Initially, one must choose some ordering of the system inputs as arguments to all of the functions to be represented in OBDDs or OFDDs. For some functions, the size of the graph representing the function is highly sensitive to this ordering. In addition, there are some functions that can be represented by Boolean expressions or logic circuits of reasonable size, but for all input ordering the representation as a function graph is too large to be practical. The problem of computing an ordering that minimizes the size of the graph is itself an NP-complete problem; thus the use of OBDDs and OFDDs to represent fixed-polarity RM forms remains an area for further research. There are also optimization techniques that are based on genetic algorithms [7] , [23] , [27] , [30] and rule-based approaches [8] , [27] , [30] . These graph-based, rule-based, and genetic-algorithm methods belong to the nonexhaustive-search type, which generally has less searching time (even for a large number of variables), but because of their heuristic nature, the resulting RM expression may not be optimum. In certain cases, for example, in using a genetic algorithm, a wrong choice of an initial state may not lead to a definite answer at all [27] .
In this paper, an exhaustive-search method for the optimization of RM polynomials is proposed. We prove that two fixed-polarity RM expansions whose polarities are dual can be derived from each other without resorting to Boolean expressions. This means that from a known fixed-polarity RM expansion, all other fixed-polarity RM expansions with the same number of variables can be derived. Using the property of a hypercube [22] , this new conversion method leads to a recursive way of finding all the RM expansions efficiently. Two important features of our method are that the conversion from one RM expansion to another is carried out using one-bit checking and a good polarity predictor is not required. The method enables us to propose a new optimization paradigm, as shown in Figure 2 . Some comparison results with known exhaustive-search algorithms [4] , [24] , [37] , [40] are also presented to illustrate the performance of our method. The proposed method should not be compared with nonexhaustive-search methods, as the latter are likely to perform better in terms of speed because of the different searching space and technique.
RM expansions

Canonical form
In a canonical RM expansion, each variable appears either in complemented or uncomplemented form, but not both. Thus, in logic circuit literature, a canonical RM expansion is an alternative name for a fixed-polarity RM expansion. We know that any n-variable Boolean function can be represented in a sum-of-product form where f ' {0, 1} ~ -+ {0, i}, m i are the minterms, and a i 6 {0, l}. It has been proved directly [ 1 ] or indirectly [2] , [8] that (1) can also be expressed in canonical RM form as 2 ' -1
i=0 where
k=0 where p (= 0 ..... 2" --1) refers to a given RM polarity, :~ = xk or s xk c {0, 1}, qS} p) are known as product terms for the particular p, and bl p) c {0, 1} determine whether a product term is present or not. In addition, i~ 6 {0, 1} is the power of k~, which indicate the presence or absence of a variable. We define 0 ~ = 0. The symbol | represents the EX-OR operation, and multiplication is assumed to be the AND operation.
Derivation
Definition 1. Two polarities are defined to be dual polarity if they exhibit the following property: the n-bit binary strings of these two polarities have n -1 bits in common, where n is the number of variables (n >~ 1).
Definition 2. The only different bit between dual polarities is called the permuting bit.
Examples of dual polarities can be found in polarities 0 and 1 (n = 1), polarities (0 0)and(0 1)(n=2),andpolarities(0 0 0)and(0 0 1)(n=3), etc. In all these examples, the permuting bits are bit 1. For convenience, (p j, q j) is used to denote a polarity dual with permuting bit j. Corollary 1. The fixed-polarity RM with polarity qj can be derived from the fixed-polarity RM with polarity p j, where (p j, q j) is dual polarity.
Proof. From (2) with p = p j, we have
where
Equation (5) can be written as
\k=j+1
Replacing (2j)ij with 1 G (~Cj) i j, and pj with q j, we obtain
\k=j+l Equation (7) is not yet in product-term form. Because A(B 9 C) = AB | AC, it is easy to show that
for some arbitrary binary variables A, B, C, and D. Applying (8), (7) becomes
k=j+l \k=j+l (9) which is now in the form of product terms. In (9), the variable 2j has been replaced by .~j. Thus, by substituting (9) in (4), we obtain the RM expansion f(qJ).
[]
In the derivation, we need to check the RM expansion at one particular bit only to derive the RM expansion of other polarity. Comparing (6) and (9), we notice that a new term is created when a product term in polarity pj is expressed in polarity qj. If we write (9) as q$~qP = # | v, then if (.~j)ij = l, the new term is v; if (2j) i] is a variable, the new term is D~. The new term can be generated as follows. Convert the product term into a binary string by replacing a variable by 1 or 0 depending on whether the variable is present or not. Copy all bits of this string except bit j, which is changed from ! to 0. Keep in mind that the final RM expansion with polarity qj is given by (2) with p = qj. The new term may be coincident with other terms and should be canceled according to the rule A @ A = 0. This leads to the following algorithm for deriving f(qi) from f(P.i)
Step I.
Step 2.
Step 3.
Step 4.
Algorithm
Convert product terms of f(PJ) into binary strings. A variable that is present in a product term is replaced by 1, and an absent variable is replaced by 0. Generate a new term if bit j of a binary string is I. Replace bit j with 0 and copy all other bits to generate the new term. Cancel pairs between original strings and newly generated strings. The uncanceled strings are the product terms of f(r Polarity 4 (100) and polarity 6 (110) are single-bit different at bit 2. Thus the RM expansion in polarity 4 can be derived directly from (l 1) instead of transforming it from the Boolean form in (10). Table 1 illustrates the process, and we obtain f(4) =_@Z(0,1,2,6)= I|174 ClearLy, we have the same results.
Example
Comments
It is easy to see the advantage of the algorithm in Section 2.3 over the tabular technique. It needs only one-bit operation. However, to derive an RM expansion directly from minterms using the tabular technique, one must compare each bit of a Boolean function with the desired polarity; thus, n bits must be checked for an n-variable function. In addition, the remaining terms in the tabular technique must undergo an EX-OR operation with the desired polarity in order to obtain the corresponding RM expansion. In our method, no EX-OR operation is needed, and no good polarity predictor is required. Substantial time can be saved if we derive all the 2 " RM expansions this way.
Notice from the example in Section 2.4 that, apart from p ----100, we can easily derive RM expansions for p = 111 and 010. Then from p = 111, we can go on to p = 110, 101, and011; from p = 010, we can go on to p = 011,000, and 110, etc. Thus, by repeated application of the algorithm on newly generated RM expansions, we can derive RM expansions for all polarities. However, when n is large and without elaborate checking steps, this process generates many repetitions of the same polarities and does not know when to stop. All of this implies inefficiency. Because of the single-bit difference in polarity, it motivates us to exploit a particular link among the 2 '~ polarities based on a hypercube structure. By formulating all polarities as nodes of a hypercube, we will show in the next section that there exists a recursive route that covers all the nodes and transverses each node only once. The result enables us to propose an efficient exhaustive-search optimization of RM expansions.
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1111 0000 0001 1000 1001 Figure 3 . Four-dimensionaL hypercube.
Hypercube
Although traversing single-bit-difference binary strings can be based on Gray code, we have chosen a hypercube data structure because of its regularity, its small diameter, its many interesting graph-theoretic properties, and its ability to handle many computations quickly and simply. Basically, a hypercube consists of 2 n nodes interconnected into an n-dimensional Boolean cube that can be defined as follows. Let the binary representation of i be in tin-2 " "io, where 0 ~ i ~< 2 ' -1. Then node di is connected to node d j, where j = in-t in-2 " " " ik 9 " "io, for 0 ~< k ~< n -1. In other words, two nodes are connected if and only if their indices differ by only one bit position. Figure 3 shows a four-dimensional hypercube. Of interest to us is that the hypercube has a recursive structure [22] . We can extend a d-dimensional cube to a (d + l)-dimensional cube by connecting corresponding nodes of two d-dimensional cubes. One cube has the most significant address bit equal to 0; the other cube has the most significant address bit equal to 1. Proof'. The proof is by induction on n. For n --1, the l-dimensional bypereube has two nodes with indices of 0 and l, respectively. These two nodes are connected, so we have a route that passes all nodes only once.
For n = k, assume that the theorem is true. This means that there is a route RST starting from node ds (S = Sk-ISk-2 "'" SO) and stopping at node dr (T =
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Tk-1 Tk-2 9 " " TO) and it passes all 2 k nodes only once. Note that the reverse route, RTS (from dT to ds), also passes all nodes only once.
For n = k + 1, a (k + l)-dimensional cube is constructed by connecting corresponding nodes of two k-dimensional cubes. One cube has the most significant address bit equal to 0; the other cube has the most significant address bit equal to 1. We can traverse the first k-dimensional cube taking route RsT, go to the second cube using the connection between node (OTk-i T~-2... To) and node (1 T~-I Tk-2 " 9 To), and traverse the second k-dimensional cube taking route RTS.
This route covers all 2 k+l nodes and passes each of them only one time.
[] The proof also gives a method to construct the route.
Definition 3. The route in a hypercube possessing the feature as described in the preceding Theorem is called a recursive route.
Examples of recursive routes
Let the route for a 1-dimensional hypercube be 0 -+ i. Then the route for a 2-dimensional hypercube is 00 -+ 01 -+ 11 -+ 10. The route for a 3-dimensional hypercube is 000 -+ 001 --+ 011 --+ 010-+ 110 -+ 111 --> 101 --+ 100, and the route for a 4-dimensional hypercube is 0000 --+ 0001 ---> 0011 -+ 0010 --> 0110 --+ 0111 ---> 0101 --> 0100 -~ 1100 -+ 110t --+ 1111 -+ 1110 --> 1010 -+ 1011 -+ 1001 ---> 1000, and so on.
Optimization of RM circuits
Exhaustive search based on recursive route
Now we are in a position to perform optimization of RM expansions using the paradigm in Figure 2 . First, a given Boolean function is transformed into a zeropolarity RM function using a known method, say the tabular technique [4] . From there on, our algorithm (given in Section 4.2) will take over to perform an exhaustive search over the 2 n polarities to determine the polarity (or polarities) which results (or result) in the minimum number of EX-OR gates in the RM expansion (expansions), assuming that EX-OR gates are the most expensive components. The bracketed quantities mean that there may be more than one RM expansion with different polarities but with the same minimum number of EX-OR gates, which constitutes the defined cost function. In Section 2, we presented the algorithm for deriving RM expansions with dual polarity. In Section 3, we defined the recursive route that covers all possible 2 '* polarities. In the recursive route, two neighboring polarities are single-bit different, thus making it possible to derive all the RM expansions. Combining the algorithm in Section 2 and the recursive route in Section 3, an exhaustive-search technique is presented below for the optimization of RM circuits. Step 1.
Step 5.
Optimisation algorithm
Get the number of variables n, and get the minterms. Initialize the polarity, p' = 0. Obtain the zero-polarity RM expansion (using the tabular technique 
Example
Consider the same three-variable Boolean logic function in Section 2.4, ke.,
The result of the exhaustive-search method taking the recursive route is shown in Table 2 .
Simulations and comparisons
The actual timing of exhaustive search, taking the conventionai way (Figure l) or using the hypercube recursive route (Figure 2 ), will vary with the Boolean functions. In addition, the number of minterms in a Boolean function also affects the optimization time. Therefore, we are not able to give an exact formula to [37] , [40] , we can still show the effectiveness of our method experimentally based on randomly generated Boolean functions. All methods were implemented on a Pentium II300MHz PC with 64MB RAM using C++ programs. The first experiment was to verify the correctness of our method compared to the conventional method. The objective was to find the RM expansion with the least number of EX-OR operations. Numerous randomly generated logic functions whose number of variables ranges from 3 to 10 were tested. Table 3 lists some of the tested results. For each test function, both methods gave the same result, thus verifying the correctness of our approach. In cases where more than one optimum RM expansion was found for a given Boolean function, extra cost functions [24] , like AND-gate = 2 cost units and NOT-gate = 1 cost unit, could be included to refine selections in actual circuit implementation. Notice that the first 4-variable Boolean function in Table 3 was optimized at polarities 7 and 8. Applying the mentioned cost function, f(7) and f(8) would incur 32 cost units and 22 cost units, respectively. Hence, the best choice was f (8) .
The second experiment was to compare the time taken to find the optimum RM expansion. The number of minterms in a Boolean function affects the optimization time, so we carried out the comparison in two cases. In the first case, the number of minterms in a randomly generated Boolean function was set at 80% of all possible numbers of minterms. Table 4 lists the comparison results. In the second case, the number of minterms was set at 20% of all possible numbers of Table 5 . It can be observed from Tables 4  and 5 that the method presented in this paper generally performs more efficiently than the algorithms in [4] , [24] , [37] , and the fast Reed-Muller transform (FRMT) described in [40] . However, the proposed method is not as time efficient as the second algorithm in [40] because the latter has extra steps for adjacent polm'ity mapping which may speed up execution. However, it should be noted that this speedup execution is achieved at the expense of a more complicated algorithm, and in addition, the second algorithm in [40] has a memory requirement of at least O (2"), whereas our algorithm requires storage of at most O (n2).
Conclusions
We have shown how to derive canonical RM expansions of all polarities from a known fixed-polarity RM expansion. As a result, a simple algorithm has been developed to facilitate efficient derivation of RM expansions based on a single-bit difference in polarity. To avoid repetitions of polarities and to provide a proper stopping criterion for the algorithm, we have formulated all polarities as nodes of a hypercube and used a recursive route to traverse all nodes without repetitions. An exhaustive-search optimization method has thus been proposed, and test results have shown that it generally works as efficiently as, if not better than, other good exhaustive-search methods of Boolean-to-RM conversions. Because of the simplicity of the proposed algorithm, it can also be implemented more readily.
