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Abstract. Elongated objects are more difficult to filter than more iso-
tropic ones because they locally comprise fewer pixels. For thin linear
objects, this problem is compounded because there is only a restricted
set of directions that can be used for filtering, and finding this local
direction is not a simple problem. In addition, disconnections can easily
appear due to noise. In this paper we tackle both issues by combining
a linear filter for direction finding and a morphological one for filtering.
More specifically, we use the eigen-analysis of the Hessian for detecting
thin, linear objects, and a spatially-variant opening or closing for their
enhancement and reconnection. We discuss the theory of spatially-variant
morphological filters and present an efficient algorithm. The resulting
spatially-variant morphological filter is shown to successfully enhance
directions in 2D and 3D examples illustrated with a brain blood vessel
segmentation problem.
Keywords: spatially-variant morphology.
1 Introduction
In this paper, we define thin objects in image as semantically consistent objects
that exhibit at least one dimension much smaller than the others. We focus
particularly on elongated thin objects, locally curve- or line-like, e.g. fibres, hair,
strings, or blood vessels.
It is generally difficult to filter such objects. Indeed, classical filters in the
literature assume extended objects (median, averaging, linear convolutions, mor-
phological filters with standard structuring elements) [1, 2]. Those that do not
make this assumption still filter only in areas of low gradient in a region of in-
terest [3–5]. Elongated objects may in fact present no part with a suitable low
gradient, due to both noise and object edges, as in Figure 1. For elongated ob-
jects, in the literature, it is often assumed that one dimension is long, everywhere
Fig. 1. A thin, noisy brain blood vessel. There is no low-gradient zone in this object,
disconnections are due to noise.
tangent to the object. Filtering can be applied along this direction without nec-
essarily destroying the object entirely. Within the morphology framework, one
classically use families of segments as structuring elements (SEs), selecting the
one best matching each object [6]. This, however, requires directional sampling,
which may be prohibitive in 3D. Alternatively, path-based families of structur-
ing elements can be used instead with no sampling required, but with similar
complexities and running times [7, 8]. Finally, in [9], curvature evaluation was
also used in 2D in conjunction with mathematical morphology operators.
Linear (in the mathematical sense) filtering methods have also been pro-
posed. In the case of the scale-space framework, which should be suitable to
this problem, edge and ridge detection methods were proposed [10, 11] utilising
the Hessian or the structure tensor [12, 13]. As an extension of these methods,
anisotropic diffusion is often proposed for filtering, using the tensorial informa-
tion for diffusing only within the object. In practice diffusion may fail if the
object is very thin [14].
Elongated objects have a tendency to be sensitive to noise, often implying
disconnection along the object, as is readily apparent in Figure 1. Segmentation
of this kind of objects is often reliant on connection being maintained throughout
the object. Diffusion is often not well suited for this task [15, 14] as it will become
isotropic outside the oriented objects.
In order to achieve reconnection, disconnected sets can be matched [16],
but this is an ill-posed problem. Minimal path methods have been proposed to
achieve reconnection [17, 18], but the problem of specifying endpoints can be
difficult to solve.
Recently, two similar 2D approaches were proposed combining the analysis of
orientation from either the Hessian or the structure tensor, and using spatially-
variant (SV) morphology to bridge the disconnection gaps [19, 20]. This is a
productive approach, as long as the resulting filter is indeed a morphological
one, and directions are well estimated.
Spatially-variant mathematical morphology (SVMM) was introduced in [21]
for binary sets using structuring functions. In [22] it was used for adaptive filter-
ing on grey-level and colour images. An efficient algorithm for variable rectangles
was proposed in [23], finally, SVMM was studied from the theoretical point of
view in [24–26].
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In this article, in the first section we expose a simple version of the theory
of SVMM together with an efficient algorithm. In the second section we briefly
introduce multi-scale Hessian analysis for the study of local directions. In the
third section we present applications using both concepts combined.
2 Spatially-Variant Morphological Filtering
The theory of SVMM and corresponding algorithms are formulated with the
purpose of filtering an image differently at various positions. In the case of elon-
gated objects, we wish to discover their local orientation and filter them locally
along this direction, for instance, with an oriented segment.
This presents a challenge. Traditionally one could use a supremum of open-
ings or an infimum of closings with a family of segments or paths as SEs, but
the range of this kind of filters is limited. For instance, there is no known way
to produce in this manner a morphological equivalent to an edge-enhancing,
orientation-driven, inverse diffusion filter as in [12].
In this section we present the theory upon which, the filter presented in
section 4 relies on.
2.1 Adjunction and spatially-variant morphology
First, we note that it is not useful to establish a distinction between binary and
grey-level SVMM. Indeed, SVMM can be described on an arbitrary lattice in
which SEs are available. In general, one can construct a simple SV morphological
operator by computing a max or min filter using an SE that is not the same
everywhere in the image. For instance, one can use parametrized disks or oriented
segments, and vary respectively the diameter or the orientation according to a
scalar field. Erosions and dilations with these SEs pose no problem by themselves.
However, for filtering, openings and closings are the more interesting operators,
but adjunct respective dilations and erosions are not trivially computed, as we
shall see shortly..
Note that in general even though one can perform a kind of pseudo-opening or
closing operation in each separate SE (by combining a max and min filter in the
same window), the result of such an operator is not guaranteed to be idempotent
due to the change of homothecy or rotation, and would furthermore be dependent
on the order of operations. Consequently, it will not be a morphological filter [2].
In Figure 2, the concept of adjunction is illustrated in the case of SE-based
operators. In Figure 2(a) we have the translation-invariant (TI) case of a 2× 1
horizontal line segment. In the general case, the transpose of a SE B, noted Bˇ is
Bˇ(x) = {y | x ∈ B(y)}, (1)
where x and y are points, andB(y) is the potentially spatially-variant structuring
element originating at point y. For a TI operator as in Figure 2(a), we observe
that the general definition collapses to the usual one, i.e, Bˇ = −B, the symmetric
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of B with respect to the origin. However, for the SV case this is not true. In
Figure 2(b), we use the same SE, but with varying orientation (arrows denote
directions). In Fig. 2(b), for the indicated pixel, the transpose of the SE is not
a segment.
(a) TI case. (b) SV case.
Fig. 2. Adjunct structuring elements with explicit formulation for Bˇ for the TI case
but not the SV one (as for the highlighted pixel).
Computing openings and closings with SV erosions and dilations requires the
transpose to be computed everywhere, which can be computationally expensive
requiring an exhaustive search. This becomes prohibitive for large, nD data
(n ≥ 2). In the next section we present a way to decrease the computation
complexity.
2.2 Adjunct by conditional propagation
In the following, we describe the SV dilation δ and its adjunct erosion ε both
using spatially-variant SEs .
Let L be a family of functions, or images, defined as a mapping from the
support D to the set of values V . Let δ, ε: L → L be a dilation and an erosion
of f ∈ L given by:
[δB(f)](x) = [
∨
b∈B(x)
fb](x) (2)
[εBˇ(f)](x) = [
∧
b∈Bˇ(x)
fb](x), (3)
where fb denotes the translation of f by b computed as fb(x) = f(x − b). B
stands for the structuring element. In standard mathematical morphology, B is
translation invariant, defined as B ⊂ D.
In the context of SVMM, B is often denoted as structuring function and is
defined as B : D → P(D), P being the collection of all subsets of D. As above,
B(x) denotes the structuring element B originating at point x.
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The transpose of B, denoted Bˇ, is defined in Eq. 1 and used in Eq. 3. This
formulation of Bˇ can be computationally costly. It can a priori be of arbitrary
extent depending on the B family, which becomes problematic for forming filters
based on adjunctions of dilations and erosions in order to make a closing ϕB or
an opening γB :
ϕB(f) = εBˇ(δB(f)); γB(f) = δB(εBˇ(f)). (4)
Note that there also exists a complementary, SE-based SV erosion εB(f) =
−δB(−f) and its adjunct δBˇ(f), and that in general εB and εBˇ differ.
In the following we propose an implementation of the adjunct operator iden-
tical in complexity to the normal one.
Implementation The inf/sup-of-functions in Eqs. 2 and 3 are usually com-
puted sequentially in raster scan order according to this scheme:
[δB(f)](x) = max
b∈B(x)
f(x− b) (5)
[εBˇ(f)](x) = min
b∈Bˇ(x)
f(x− b) = min
y|x∈B(y)
f(x− y) (6)
The dilation of Eq. 5 is computed in O(MN), where N = Card(D) , and
M = Card(B(x)). In the following erosion, from Eq. 6, given some x, the set
{y | x ∈ B(y)} is a priori unknown and is computed in O(N2) by exhaustive
search. However, relaxing the sequential order of computing, the adjunct erosion
of Eq. 6 can be computed more efficiently, as shown below.
Theorem 1 (Conditional propagation for the adjunct erosion). Assume
εBˇ(f), i.e. the output, originally set everywhere equal to f . One can sequentially
read the input f at each point x. Considering the structuring element B(x) of
origin x, for all elements y of B(x), we update the output value [εBˇ(f)](y) by
taking the min operator between the current input value at x and the current
output value at y.
Proof. It is easy to show that both ways of computing the adjunct are equivalent.
As we scan the input image at x and update the value in the output image at
y, we are indeed computing a min operator between all the origins of B(x) such
that B(x) intersects y. So, once the whole image has been scanned, if B(x)
intersects y, then x is in Bˇ(y) and vice-versa.
This theorem is illustrated in Figure 3. In the Fig. 3(a) the original image is
illustrated with the directions at each pixel as arrows. The structuring element
B is originating at the selected pixel x for a SE-based dilation δB . The result of
this dilation is shown in the Fig. 3(b). In the same figure the adjunct structuring
elements Bˇ are pointing at the selected pixel y for the efficient adjunct erosion.
This operation is performed with the minimal value updated everywhere along
Bˇ as it spans the image, the result can be observed in the Fig. 3(c).
5
Fig. 3. Efficient SV closing (arrows at each pixel denote directions, thick long arrows
indicate the operation on the selected pixel).
This theorem leads to Algorithm 1 based on a conditional propagation of
the value at the origin of each B(x). In this algorithm, the for loop (lines 4-5)
computes sequentially for all x ∈ D, the dilation δB(f) implemented by definition
of Eq. 5. Every δB(f) is then stored in d (previously initialized (line 3)). Notice
that there is no need to store the entire image δB(f). The erosion is implemented
by a conditional propagation (lines 6-7).
The result ϕB(f) is available as soon as the raster scan of the input image
ends (lines 2-7). The overall computational complexity is O(∑x∈D Card(B(x))).
If B is of constant size, this reduces to O(MN), where N = Card(D), and
M = Card(B). The SV opening can be computed analogously.
Notes (1) In the illustrated algorithm the closing starts with the SE-based dila-
tion, but it would be possible to start with the complementary, adjunct dilation
δBˇ , followed by the SE-based erosion εB . The two results differ in general. (2)
Forming an opening starting with the adjunct erosion requires intermediary stor-
age. (3) SE can be of any shape, not just a line segment.
In the following section we propose a way to derive an orientation tensor
field.
3 Multiscale Hessian analysis
For a real, twice derivable function L(x1, . . . , xi, . . . , xn) on a support D, the
Hessian operator is the order-2 tensor of the second derivatives
H =
(
∂2L
∂xi∂xj
)
1≤i,j≤n
.
If the second derivatives are continuous, H is symmetric semi-definite. In com-
puter vision, the derivative operator ∂ is not well-defined because of digitization,
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Algorithm 1: Spatially-Variant Closing
Input: image f , structuring function B
Result: closing ϕBf
Data: d - scalar
ϕBf ←∞ ; initialize ϕBf to ∞1
forall x ∈ support(f) do2
d← 0 ; initialize d to 03
forall b ∈ B(x) do4
d← max(d, f(x−b)) ; —– dilation (δB(f)) —–5
forall b ∈ B(x) do6
ϕBf(x−b)← min(ϕBf(x−b), d) ; —– erosion (εBˇ(f)) —–7
and so H is only estimated, at a certain scale σ, via a convolution of L by a
Gaussian of parameter σ and a discrete derivative operator [1]. Eigen-analysis
of H can reveal local structure information. In this paper we focus on the case
n = 3, with the three eigenvalues, |λ1| , |λ2| , |λ3|, of H in increasing order, and
(e1, e2, e3) as their corresponding eigenvectors.
3.1 Line detection using the Hessian in 3D
Here we mostly follow the formulations by [11, 13]. Tubular objects in 3D are
indicated by features which exhibit low curvature along the main axis of the
object, and strong curvature in the perpendicular plane to this axis. In Hessian
eigenspace, this translates to |λ3| ≥ |λ2| ≥ |λ1|, and the main axis is indicated by
e1 (in the case of a bright vessel). Consequently, V = λ3−λ2 is a simple tubular
indicator, which is of high value in tubular structures. Frangi [13] has a more
sophisticated model for computing a so-called “vesselness measure” involving
multiscale analysis to estimate the probability of a voxel to belong to a blood
vessel:
ν(x, σ) =
{
0 if λ2 > 0 or λ3 > 0,
(1− e
−R2
A
2α2 ) · e−
R2
B
2β2 · (1− e
−S2
2γ2 ) otherwise,
(7)
with
RA =
|λ2|
|λ3|
,
RB =
|λ1|√
|λ2λ3|
,
S = ‖Hσ‖ =
√∑
j λ
2
j ,
(8)
in which RA differentiates between plate and line like objects, RB describes
blob-like ones, and S accounts for the intensity difference between these objects
and background. Parameters α, β and γ influence the weight of the according
objects. The final vesselness result is produced by its best response at different
scales σ for each voxel x.
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Fig. 4. Illustration of the directional closing. The original, noisy, broken vessel is at
the top. Vessel directions are estimated from the Hessian (first step). A SV dilation
and its adjunct erosion are performed in the main direction of the vessel (second step).
To eliminate noise, a reconstruction from the vesselness is also performed.
Blood vessels are not strictly made of tubular structures, but also of junctions,
more complex, spongious areas, and stenosis, forming double conic shapes. In
general, junctions and also thin objects that are not tube-like, e.g. membranes,
surfaces or double cones, can also be characterized to some degree with the
Hessian analysis but ultimately will require more sophisticated analysis. There
are works that have proposed Hessian-based formulations of these kind of objects
[27, 28].
In the application part of this article, we only consider the tubular object
detection problem.
4 Application
In this section we describe an application where combined Hessian and mor-
phological analysis is useful. More specifically, we propose to improve Frangi’s
vesselness measure by morphological SV closing, allowing to reduce the noise
and vessel disconnections.
4.1 Algorithm
The steps of the algorithm are illustrated in the Figure 4. In the first step
of the algorithm, the Hessian analysis is performed at each pixel on multiple
scales of the image. The vesselness as in Eq. 7 is calculated across these scales
with the maximum final response for each voxel. This indicates which voxels
belong to a tubular feature but fails to connect vessels portions when the noise
level is too high or when vessels are too narrow. However, we observe that the
orientation field is relatively robust within an appropriate choice of scales (see
more discussion in Section 4.2).
In the second step, we use a family B(e1(x)) of centered segments as struc-
turing elements oriented in the direction of e1, and of fixed length for the mor-
phological closing operation with the aim of vessel reconnection. The SE-based
dilation is followed by the adjunct erosion δB(εB) as in section 2.2. In order
to propagate the objects in the space, the dense orientation field in necessary.
In our case, this is required only as far as the dilation can reach. At first, the
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dilation is performed only on the directional image. Then, the actual intensity
image is dilated according to the directions obtained in the previous dilation.
This is followed by the adjunct erosion operation. This ensures an idempotent
result, which guarantees that the resulting filter obeys all morphological rules.
Following the morpho-Hessian closing - which performs like an edge-enhancing
inverse diffusion filter in some ways - noise levels are generally increased. In or-
der to filter out the noise not connected with vessels and reconnect the vessels,
we perform the gray-level reconstruction [29] using the initial vesselness image
as marker, and the result of the morphological closing as mask. For the simple
example from the Fig. 4, the result of the grayscale reconstruction is similar to
the closing.
4.2 Results and discussion
The described algorithm was implemented with the ITK library using the avail-
able implementations of vesselness.
The image volume is produced with MRI and is of size 256x256x256 pixels.
The time processing of the Hessian multiscale method is 2 minutes and of the
morphological closing is 1 minute 20 seconds on a single core of a 2.5GHz Intel
Quad-Core Xeon processor.
The considered vesselness parameters have been set to: α = β = 0.5 and γ
= 5, as proposed in [13]. The SE is symmetric according to the origin projecting
the opposite direction of the current pixel, its total length is fixed at 7 voxels. It
would be also possible to modify the length of B according to λ1 (this might be
more costly at larger scales), but experiments indicate that this is not critical.
Commonly, the lower scales are more sensitive to noise. Furthermore, in [30] it
has been reported that the vesselness response curve differs not more than 3 per-
cent between σ = 1 and σ = 2
√
2 using a set of discrete values σi ∈ 1,
√
2, 2, 2
√
2
and that is applicable for most applications. For this filtering method, we used
the scales between σ = 1 and σ = 2
√
2 with three logarithmic natural incremen-
tation steps.
The results are illustrated in Figure 5 with an application to the segmentation
of brain vessels obtained with MRI angiography modality.
The original and filtered images are surface-rendered with the same thresh-
old. The volume-rendered image (Figure 5(a)) shows that the image contains
a high level of noise and disconnections that prevent using a low threshold for
detecting all vessels. In Figure 5(b), it can be observed that the vesselness filters
out the noise, but does not manage to reconnect the noise-corrupted vessels.
However, the orientation of the first eigenvector (Figure 5(c)) remains relatively
unchanged by the noise level, due to Gaussian filtering in the Hessian estima-
tion (the turbulence-like effect of the vector flow is an artifact of a visualisation
program). Thanks to these principal vessel directions and in the contrast to the
vesselness filter, morpho-Hessian filter (Figure 5(d)), accomplishes reconnections
of the smaller vessel parts and eliminates the noise, up to some extent.
The gray-level reconstruction eliminates all non-connected noise of the result
of morpho-Hessian filter. The final segmentation is achieved by top-hat thresh-
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(a) Volume rendering of small arteries of
the brain (in red) in MRI-TSA modality.
(b) Surface rendering of the vesselness re-
sponse.
(c) Vector flow lines of the principal eigen-
vectors oriented in the main direction of
the vessel.
(d) Reconstructed vessel by spatially-
variant closing.
Fig. 5. Application to the segmentation of brain vessels.
olding [1]. The threshold parameter is chosen heuristically and is the same for
all methods while an automated segmentation method is under development.
5 Conclusions
In this article we have presented a concise theory of spatially-variant morphology
with the main result being an efficient algorithm in O(MN) for spatially-variant
openings and closings, where N is the size of the image, and M (M ≪ N) is the
size of the structuring element. While SVMM is not in itself novel, we believe
that the presentation of the algorithm in this article is simple and enlightening.
As an application, we have presented a morpho-Hessian filter for 3D image
filtering, in particular, enhancement and reconnection of thin, tubular objects.
Directions in 3D were obtained by eigen-analysis of the Hessian, and reconnec-
tion was achieved by SV morphology. Hessian analysis is fast, multiscale and
relatively robust for object direction detection, whereas orientation analysis us-
ing known MM methods would require directional sampling, which, in turn,
would be prohibitive in 3D. Conversely, anisotropic diffusion is inefficient, re-
quiring many iterations and featuring convergence issues, whereas a closing or
opening converges in one iteration.
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The results obtained by applying this filter on real 3D MRI-TSA data, com-
pared to those acquired with the vesselness function [13], underline the aptitude
of the suggested routine for reconnection of the smaller vessels.
Our proposed filter also requires very few parameters, namely the range of
scales in Hessian analysis and the length of the closing/opening segment for
reconnection.
Overall, this approach may be seen as a productive combination of linear and
non-linear techniques. Future work includes studying alternatives to the Hessian
tensor for improved noise robustness and direction detection. The handling of
scales with regard to the topology of the vascular tree could also be consid-
ered in further works. And, as proposed in [23], the size of the spatially-variant
structuring elements could be resized according to the eigenvalues of the Hessian
matrix. Lastly, a more complete application involving large-scale reconstruction
of the brain vascular system, its semi- or completely automatic segmentation
and classification of arteries and veins are our ultimate goals.
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