Abstract. Gröbner basis detection (GBD) is defined as follows: given a set of polynomials, decide whether there exists -and if "yes" find -a term order such that the set of polynomials is a Gröbner basis. This problem was proposed by Gritzmann and Sturmfels (1993) and it was shown to be NP-hard by Sturmfels and Wiegelmann. We investigate the computational complexity of this problem when the given set of polynomials are the generators of a zero-dimensional ideal. Further, we propose the Border basis detection (BBD) problem which is formulated as follows: given a set of generators of an ideal, decide whether the set of generators is a border basis of the ideal with respect to some order ideal. We analyse the complexity of this problem and prove it to be NP-complete.
Introduction
The theory of Gröbner bases, introduced by Bruno Buchberger in 1965 [6] , has played the central role in computational commutative algebra and algebraic geometry for the past few decades. Gröbner bases has yielded simple, yet elegant, solutions to classical problems like ideal membership problem and solving system of polynomial equations. The theory of Gröbner bases has also been applied to many areas such as formal verification [24] , cryptography [9] to name a few. Inspite of its widespread applicability, it is not practical to use Gröbner bases for large scale applications because of the time complexity involved in computing the Gröbner bases. It has been shown that it is EXPSPACE-hard [18] to compute Gröbner bases. Even for a special class of polynomial ideals like binomial ideals it has been shown that the computation of Gröbner bases is still expensive [13] . That said, it is still necessary to come up with "efficient" algorithms which can perform well on some specific classes of input instances. As far as the knowledge of the authors are concerned, in all the current known algorithms [6, 7, 8, 10 ] to compute Gröbner bases, a term order is first fixed and then the Gröbner bases is computed from the given set of polynomials. It is well known [4] that the complexity of computation of Gröbner bases strongly depends on the term ordering over which the Gröbner basis is computed. So it is necessary to choose the right term order with respect to which the Gröbner bases is computed. But what if the given set of generators is already a Gröbner bases with respect to some term order? In such a case, we do not have to waste time by computing a Gröbner bases from the given set of generators with A part of this paper, in particular showing the NP-completeness of BBD, has been presented at ISSAC 2011 [2] .
respect to a different term order. Hence, it would be interesting to find, constructively, whether there exists a term order which will make the given generating set a Gröbner basis and in case it does, we would like to find such a term order. Gritzmann and Sturmfels in [12] introduced this problem referred to as Gröbner Basis Detection as an application of Minkowski addition of polytopes. Later, Sturmfels and Wiegelmann [22] showed that GBD is NP-hard. For this, they introduced a related problem called SGBD (Structural Gröbner basis detection) which was shown to be NP-complete by a reduction from the set packing problem. Using SGBD it was proved that GBD is NP-hard. We consider a special case of the GBD problem when the set of polynomials are generators of a zero dimensional ideal which we term it as GBD 0dim problem. More formally, GBD 0dim is defined as follows: given a set of polynomials f 1 , . . . , f s such that f 1 , . . . , f s is a zero-dimensional ideal, decide whether there exists -and if "yes" find-a term order such that the set of polynomials is a Gröbner basis. One of our results is to study the computational complexity of GBD 0dim problem.
Related to the GBD problem, we study the detection problem in the case of border bases which is an alternative to Gröbner bases in the case of zero-dimensional ideals. Unlike Gröbner bases, which is not suitable to be used to describe ideals which are constructed from measured data, border bases has been shown to be numerically stable. The notion of border bases was introduced to find a system of generators for zero dimensional ideals having some nice properties. The theory of border bases was used by Auzinger and Stetter [3] to solve zero dimensional polynomial systems of equations. Kehrein and Kreuzer [14] gave characterisations of border bases [14] and also extended Mourrain's idea [19] to compute border bases [15] . The border bases as computed by the algorithm were associated with degree compatible term orderings. Mourrain and Trébuchet in [20] weakened the monomial ordering requirement and proposed an approach to construct the quotient algebra. Recently, Mourrain and Trébuchet extended their work in [21] to give an algorithm to compute border bases. Brian and Pokutta [5] gave a polyhedral characterisation of order ideals and gave an algorithm to compute border bases where the associated order ideals were independent of term orderings. In this work, we define the border basis detection problem and study its computational complexity. More specifically, we prove that the border basis detection is NP-complete.
Organization. In § 2, we give preliminaries to prove the NP-hardness of GBD 0dim and propose a simple algorithm to solve it which runs in polynomial time if the number of indeterminates is a constant. In § 3, we review the concepts of border bases. In § 4, we define BBD and then show that BBD belongs to the NP complexity class. We then show that the problem is NP-complete.
2.
Gröbner basis detection for zero-dimensional ideals 2.1. Notations. Consider the polynomial ring k[x 1 , . . . , x n ], where k is a field. The set of all terms * is the set T n = {x
The leading term of a polynomial f , with respect to a term order ≺, is denoted by lt ≺ (f ). Let F be a set of polynomials. The set of leading terms of polynomials in F with respect to a term order ≺ is denoted by lt ≺ (F). Whenever the term order ≺ is clear from the context, we use lt(f ) instead of lt ≺ (f ). A pure power is a term which is of the form x α i for some i ∈ {1, . . . , n} where α ∈ N n . The total degree of a term
We represent all the terms of total degree i by T n i and all the terms of total degree less than or equal to i by T n ≤i . By support of a polynomial we mean, all the terms appearing in that polynomial i.e., support of a polynomial f = s i=1 c i t i , denoted by Supp(f ), is {t 1 , . . . , t s }, where t i ∈ T n and each c i is nonzero and belongs to k. Similarly, support of a set of polynomials S is the union of support of all the polynomials in the set i.e.,
2.2. Preliminaries. Consider the polynomial ring k[x 1 , . . . , x n ] where k is a field. We recall the fact that any term order ≺ can be represented by a positive weight vector w ∈ R n + i.e.,
A polynomial f is said to be reduced to h in one step by g with respect to term order ≺, denoted by f g − → h, if lt(f ) = lt(g)t and h = f − tg for some term t. A polynomial f is said to be reduced to h by a set of polynomials F = {f 1 , . . . , f s } if
Let f 1 , . . . , f s ∈ P and let a = f 1 , . . . , f s . Let S be the system of polynomial equations given below:
. . , x n ) = 0 The following result from commutative algebra will be useful later in proving correctness of our reduction. Proposition 2.1. Let ≺ be a term ordering on T n . The following conditions are equivalent. a) The system of equations S has only finitely many solutions. b) For every i ∈ {1, . . . , n}, there exists a number α i ≥ 0 such that we have
The proof of the above proposition can be found in [17] .
The Gröbner basis detection (GBD) problem was introduced by Gritzmann and Sturmfels in [12] as an application of the Minkowski addition of polytopes. GBD is defined as follows:
(GBD) Given a set of polynomials F = {f 1 , . . . , f s }, decide whether there exists -and if "Yes" find -a term order w ∈ R n + such that F is a Gröbner basis with respect to w. This problem was shown to be NP-hard by showing the NP-completeness of a variant of GBD called 'Structural Gröbner basis detection' (SGBD). The SGBD is described as follows:
(SGBD) Given a set of polynomials F = {f 1 , . . . , f s }, decide whether there exists -and if "Yes" find -a term order w ∈ R n + such that lt w (F) is a set of pairwise coprime terms. The main aim of this paper is to show that it is NP-hard to detect whether a set of polynomials is a Gröbner basis of a zero-dimensional ideal. The Gröbner basis detection zero-dimensional ideals is defined as follows.
(GBD 0dim ) Given a set of polynomials F = {f 1 , . . . , f s }, decide whether there exists -and if "Yes" find -a term order w ∈ R n + such that F is a Gröbner basis of a zero-dimensional ideal with respect to w. In order to show that GBD 0dim is NP-hard, we define two problems HGBD m and HSGBD m which are variants of GBD and SGBD and determine their complexities.
(HSGBD m ) Given a set of homogenous polynomials F = {f 1 , . . . , f s } of constant degree m, decide whether there exists -and if "Yes" find -a term order w ∈ R n + such that LT w (F) is a set of pairwise coprime monomials.
(HGBD m ) Given a set of homogenous polynomials F = {f 1 , . . . , f s } of constant degree m, decide whether there exists-and if "Yes" finda term order w ∈ R n + such that F is a Gröbner basis with respect to w. We first show that HSGBD m is NP-complete by a reduction from m-set packing. This reduction is obtained by a modification of the reduction from set packing to SGBD in [22] . The m-Set packing is described as follows.
(m-Set packing) Given a family S = {S 1 , . . . , S k } of subsets of {1, . . . , ν} such that all subsets have atmost m elements, and a goal c ∈ N. Are there c pairwise disjoint sets in S? This problem is proved to be NP-complete (see, for example, in [11] ) for m ≥ 3. Without loss of generality, we can assume that there exists at least two sets which are mutually disjoint.
Then, we show that HGBD m is NP-hard for m ≥ 4. We perform a polynomial time reduction from HGBD m to GBD 0dim which will prove our result.
2.3. Complexity.
2.3.1.
Reduction from m-Set packing to HSGBD m+1 . The reduction from Set packing to SGBD is described in [22] . We modify their approach to show that even homogenous SGBD i.e., HSGBD m+1 is NP-complete. The modified reduction is described below.
Let (ν, S, c) be an instance of m-Set packing problem, we construct an instance of HSGBD m+1 as follows. Consider the polynomial ring
in ν + ck variables, and we encode S j by the monomial M j = i∈Sj X i . Then we define c polynomials,
Note that all the terms in the polynomials f 1 , . . . , f s are of degree exactly m + 1. Also, deg(M j ) is atmost m and hence the exponent of Y ij is nonzero. We observe that F is a "Yes"-instance to HSGBD m+1 if and only if F is a structural Gröbner basis. Recall that a set of polynomials F is a structural Gröbner basis if every pair of terms in LT(F) is mutually disjoint. Lemma 2.2. F = {f 1 , . . . , f m } is a structural Gröbner basis if and only if (ν, S, c) is a "Yes"-instance of the set packing problem.
Proof. Let F = {f 1 , . . . , f c } be a structural Gröbner basis with leading terms Y cic M ic . Since they are pairwise coprime, F is a structural Gröbner basis with respect to w. The proof is complete.
The NP-completeness of SGBD was used in [22] to show that GBD was NP-hard. The same proof also shows that HGBD m+1 is NP-hard. For completeness sake, we reproduce the proof here. Proof. Let F be the set of polynomials which is the output of the reduction from m-set packing to HSGBD m+1 .
Assume that there exists a term order ≺ such that all the leading terms of the polynomials of F are mutually coprime. This implies that F is a Gröbner basis with respect to ≺.
Assume that F is a Gröbner basis with respect to the term order ≺. Then, it needs to be shown that lt(f i ) and lt(f j ) are coprime for all i and j. The Spolynomial of any two polynomials f and g reduces to zero with respect to F. Any polynomial f k for k = {i, j} involves a variable Y lk in its leading term and hence it does not participate in the reduction of S(f i , f j ). Thus S(f i , f j ) reduces to zero by {f i , f j } only. Hence from Lemma 3.3.1 in [1] , lt( 
2.3.2.
Reduction from HGBD m to GBD 0dim . Let F be the input to the homogenous m-SGBD. We will construct F as follows.
F is a Gröbner basis with respect to term order ≺ iff F is a Gröbner basis of a zero-dimensional ideal with respect to ≺.
Proof. Suppose F is a Gröbner basis then we show that F is a Gröbner basis. For that we show that for any two polynomials f, g ∈ F , S(f, g)
Since F is a Gröbner basis w.r.t ≺, S(f, g)
Since f, g are just monomials, we have S(f, g) = 0.
Observe that the degree of lcm of two terms is greater than or equal to the maximum of the degrees of the two terms. Hence, lcm(lt(f ), lt(g)) ≥ 2m + 1. And so, the degree of
is greater than or equal to m + 1.
Consequently, the degree of all the terms in
f is greater than or equal to 2m + 1. Now, consider S(f, g):
As argued earlier all the terms in the first part of the above sum have degree at least 2m + 1 and the second part is a term of degree at least 2m + 1. And hence, all the terms in S(f, g) have degree at least 2m + 1. It can be observed that S(f, g) can be reduced by the polynomials in G i.e., S(f, g)
, . . . , x 2m+1 n ∈ G and hence in LT (F ), F is a Gröbner basis of a zero-dimensional ideal.
Suppose that F is a Gröbner basis. If we show that for any pair of polynomials f, g in F, S(f, g) F − → 0 then it would be imply that F is a Gröbner basis. Let f, g ∈ F.
The lcm of two terms divides the product of those two terms. Hence, the degree of lcm of two terms is atmost the sum of degrees of the two terms. This implies that the degree of lcm(lt(f ), lt(g)) is atmost 2m. Hence, degree of
is atmost m. Consequently, total degree of all terms in
g is atmost 2m. Hence, total degree of all the terms in S(f, g) is atmost 2m. The following claim proves that S(f, g) can be reduced to zero only by the polynomials in F.
, where g i ∈ F. Then, h i contains terms of degree atmost 2m. Proof. We prove it by induction on the number of reduction steps. The assertion is true when S(f, g) is reduced to zero in one step. Assume that after l number of reduction steps, all the terms in h l have degree atmost 2m. Now consider the (l + 1) th reduction step which is h l g l+1 − −− → h l+1 . h l can be reduced only by polynomials in F and hence g l+1 ∈ F. If lt(h l ) = t.lt(g l+1 ) then deg(t) = m and hence, h l+1 = h l − t.g l+1 contains only terms of degree atmost 2m in it's support.
From the above claim the S-polynomials of any two polynomials in F have to be reduced by polynomials in F since the support of all polynomials in G have degree at least 2m + 1. Also, we know that S(f, g) F −→ 0. This proves that F is a Gröner basis with respect to ≺.
2.4.
Algorithm. In this section, we give an algorithm to find whether a given set of polynomials is a Gröbner basis of a zero dimensional ideal with respect to some term order. If we assume that the set of indeterminates is a constant, then the algorithm runs in time polynomial in the input instance. We first give a high level description of the algorithm from [22] (Algorithm 7 in Section 2.1) which we will term as Solve-SGBD. The procedure Solve-SGBD will be used as a subroutine in our algorithm. Consider the polynomial ring k[x 1 , . . . , x n ]. Let H = {u 1 , . . . , u n } be a set of polynomials such that each u i contains at least one pure power in its support. The procedure Solve-SGBD on input H, finds a term order such that the leading terms of all the polynomials in H are mutually coprime. This is achieved as follows. First it is established that there exists at most one term order for which all the polynomials in H are mutually coprime. This is proved by the following lemma which shows that in case of H, there exists at most one permutation which can be realised by a term order. We say that a permutation ρ on {1, . . . , n} is realised by a term order ≺ if it is defined such that lt(u l ) is a pure power in x ρ(l) for all l ∈ {1, . . . , n}.
Lemma 2.5. [22] Let u i be the part of u i that contains only pure powers. Let u i be represented as follows.
A permutation σ cannot be realized by a term order if there is another permutation
is maximized amounts to solving the bipartite maximum matching problem in graphs. After such a permutation ρ is found, we need to find ≺ such that ρ realised by ≺. This is done using the following lemma.
Lemma 2.6. [22]
For any term X αi ∈ Supp(u i ) and X αi = lt(u i ), consider the difference vector a (i,ρ(i)) −α i and let Γ be the matrix whose rows are all these vectors for all i. There exists a term order w such that lt(
for i = 1, . . . , n if and only if the linear system of inequalities Γw > 0, w > 0 has a solution.
Hence, finding a term order associated to the permutation ρ reduces to solving a linear program. Note that both the bipartite maximum matching algorithm and the linear program can be solved in polynomial time. This completes the informal description of Solve-GBD.
We now describe the preliminaries necessary to describe our algorithm. Let F be the set of input polynomials to our algorithm. Let F = F 1 ∪ F 2 such that F 1 be the set of polynomials where each polynomial contains at least one pure power in its support and F 2 be the set of polynomials where each polynomial does not contain any pure power in its support. Let f i ∈ F 1 be written as:
such that g i is a polynomial containing only pure powers in its support and h i is a polynomial containing no pure power in its support such that if t ∈ Supp(g i ) then t is of the form t = x a (i,j) j for some j ∈ {1, . . . , n} and for all j, x
Let the set of all g i 's be G 1 = {g 1 , . . . , g r } such that none of g i is nonzero. We can safely assume that r ≥ n since if r < n then by Definition 2.1, F cannot be a Gröbner basis of a zero dimensional ideal. We are now ready to describe the algorithm.
A simple case. Before that, as a warmup, we first consider the simple case when all the polynomials in F 1 are homogenous and any two polynomials in F 1 have the same degree. We claim that in this case, F cannot be a Gröbner basis of a zero dimensional ideal. Assume that there exists a term ordering ≺ such that F is a Gröbner basis of a zero-dimensional ideal. We first observe that there must exist a subset f i1 , . . . , f in in F 1 such that lt(f ij ) = x a (j,i j ) j (the leading term is with respect to term order ≺) for all j ∈ {1, . . . , n}. Let us call this subset of F 1 as S and the corresponding subset in G 1 as S which is composed of g i1 , . . . , g in . Let g ij be represented as follows.
where c ij ,l ∈ k for all j, l ∈ {1, . . . , n}. Note that the permutation ρ 1 on {i 1 , . . . , i n } is realised by the term order ≺, where ρ ij = j. Consider another permutation ρ 2 on {i 1 , . . . , i n } such that ρ 2 is different from ρ 1 . Since all polynomials in S are homogenous with the same degree and correspondingly all polynomials in S are homogenous with the same degree, the two products Π n j=1 a (ij ,ρ1(ij )) and Π n i=1 a (ij ,ρ2(ij )) are the same. Lemma 2.5 says that in such a case there can be no permutation that can be realized by ≺ contradicting the fact that ρ 1 realizes ≺. This further implies that there does not exist any term order with respect to which F is a Gröbner basis of a zero dimensional ideal.
We now proceed to describe the algorithm.
Algorithm Solve-GBD 0dim :
Input: Set of polynomials F = {f 1 , . . . , f s }. Output: Return ("Yes",≺) if F is a Gröbner basis with respect to some term order ≺ else return "No".
Step 1: Consider a n-subset S (subset of n elements) of F 1 not picked in any of the previous iterations. If no such subset exists then jump to Step 6.
Step 2: Consider the corresponding subset S in G 1 .
Step 3: Using Solve-SGBD, compute a unique term order ≺ such that the leading terms of polynomials in S are mutually disjoint.
Step 4: With respect to ≺, test whether F is a Gröbner basis.
Step 5: If F is a Gröbner basis w.r.t ≺, then return ("Yes" and term order ≺) else repeat Step 1.
Step 6: Return "No".
The following argument establishes the correctness of the algorithm. Assume that the algorithm returns "Yes" then for a particular n-subset S of G 1 , the leading terms of all the polynomials in S are mutually coprime. This can happen only if the leading terms of polynomials in G 1 are pure powers. Also, in Step 4 we check whether F is a Gröbner basis w.r.t ≺. Hence with respect to ≺, F is a Gröbner basis such that for each indeterminate x i there exists a polynomial such that the leading term of that polynomial is a pure power in x i . In other words, there exists a term order such that F is a Gröbner basis with respect to that term order.
Conversely assume F is a Gröbner basis of a zero dimensional ideal with respect to a term order ≺. Then there exists a subset {f i1 , . . . , f in } of F such that lt(f ij ) = x a (i j ,j) j . For this subset S, a term order ≺ is detected in Step 3, by the correctness of Solve-SGBD, such that the leading terms of all the polynomials in S are mutually coprime. Since S is a n-subset, all the leading terms of S are pure powers such that no two leading terms are pure powers of the same indeterminate. Consequently in Step 4, F is verified to be a Gröbner basis with respect to ≺ and hence returns "Yes".
Analysis of running time of the algorithm: Step 2 and 3 take f (n) time where f (n) is a polynomial in n. But the number of iterations of the algorithm is equal to number of all possible n-subsets of F 1 . Hence, the number of iterations can be upper bounded by s n < s n . Hence, running time of the algorithm is O s n f (n) † . Note that if the number of indeterminates was a constant then the algorithm runs in time polynomial in the number of input polynomials.
Border Bases
Let k[x 1 , . . . , x n ] be a polynomial ring, where k is a field. We start with some definitions that are useful to understand the theory of Border bases. These definitions can be found in [16] . 
The first border closure of O is defined as the set O ∪ ∂O and it is denoted by ∂O.
It can be shown that ∂O is also an order ideal. 
That is, the O-border prebasis consists of polynomials which have exactly one term from ∂O and rest of the terms are in order ideal O.
The definition of O-border basis is given below.
. . , t µ } be an order ideal and G = {g 1 , . . . , g ν } be an O-border prebasis consisting of polynomials in a.
We say that the set G is an O-border basis of a if the residue classes of t 1 , . . . , t µ form a k-vector space basis of k[x 1 , . . . , x n ]/a.
The following statements can be shown [16] : (i) an O-border basis of an ideal a indeed generates a, and (ii) for a fixed order ideal O, with respect to an ideal a there can be at most one O-border basis for a.
In [14] , a criterion was stated for an O-border prebasis to be O-border basis termed as "Buchberger criterion for border bases". The following notion is required for stating that criterion. † Big-O notation Definition 5. Let G = {g 1 , . . . , g ν } be an O-border prebasis. Two prebasis polynomials g k , g l are neighbors, where k, l ∈ {1, . . . , ν}, if their border terms are related according to x i b k = x j b l or x i b k = b l for some indeterminates x i , x j . Then, the corresponding S-polynomials are
We
In the next section, we state border basis detection problem and give our result.
Remark. Mourrain and Trébuchet in [20] gave an algorithm to compute generators of a zero-dimensional ideal which turn out to be more generic than border bases. Instead of order ideals, Mourrain considers a set of monomials which are connected to 1. There are concrete examples where a set of monomials which are connected to 1 is different from the order ideals. For example [15] , {1, x, xy} is not an order ideal but it is connected to 1. For more details, refer [19, 20] . We do not study the border basis detection problem with respect to the more generic setting introduced by Mourrain in our paper and leave this as a future direction to be explored.
Border Basis Detection

BBD is described as follows:
Given a set of polynomials F such that a = F where a is an ideal, decide whether F is a O-border basis of a for some order ideal O. We first describe the input representation of the polynomials for the BBD instance. We follow the "sparse representation" as in [12] to represent the polynomials in F. Let k[x 1 , . . . , x n ] be the polynomial ring under consideration and let F be the set of input polynomials in the BBD instance. Consider a polynomial f = c 1 X α1 + · · · + c s X αs ∈ F where c i ∈ k, X αi = x 1 α1i · · · x n αni for i ∈ {1, . . . , s} and α i = (α 1i , . . . , α ni ) ∈ Z n ≥0 . f is represented by its non-zero field coefficients c 1 , . . . , c k and its corresponding non-negative exponent vectors α 1 , . . . , α s .
In this section, we show that BBD is NP-complete. The NP-complete problem we have chosen for our reduction is 3,4-SAT. 3,4-SAT denotes the class of instances of the satisfiability problem with exactly three variables per clause and each variable or its complement appears in no more than four clauses. The 3,4-SAT problem was shown to be NP-complete by Tovey [23] .
Let I be an instance for the 3,4-SAT problem. Let X 1 , . . . , X n be variables and C 1 , . . . , C m be clauses in I such that I = C 1 ∧ · · · ∧ C m . Each clause is a disjunction of three literals. For example, (X i ∨ X j ∨ X k ) represents a clause for i, j, k ∈ {1, . . . , n}. Assume without loss of generality that X i appears in at least one clause and so does X i . Also assume that X i and X i do not appear in the same clause for any i ∈ {1, . . . , n}. We construct a BBD instance from this 3,4-SAT instance. k[x 1 , . . . , x n , x 1 , . . . , x n , c 1 , . . . , c m , x c1 , . . . , x cm , Y ], where k is a field. We will reduce the 3,4-SAT instance I to a set of polynomials F ⊂ P . Note that P is a polynomial ring with N = 2n + 2m + 1 indeterminates. 4.1. Preliminary observations. Before we describe the reduction, we list some definitions and observations that will be useful for our reduction.
Consider the polynomial ring
• With respect to all the clauses in which X i , X i appear for i ∈ {1, . . . , n},
we associate the term t • With respect to each X i , X i for i ∈ {1, . . . , n}, we associate the terms
• We define children of a term t to be ch(t) = {t | for some indeterminate y, t y = t}.
Note that each term can have at most N children.
• Extending the above definition, we define children of a set of terms S to be ch(S) = t∈S
ch(t). It follows that for two sets of terms A and B, ch(A∪B) = ch(A) ∪ ch(B).
• We define parents of a term t to be pt(t) = {t | for some indeterminate y, ty = t }.
Note that each term has exactly N parents.
• Extending the above definition, we define parents of a set of terms S to be pt(S) = t∈S pt(t).
• K Xi = t X i xc l c l X i appears in clause C l for some l ∈ {1, . . . , m} for i = 1, . . . , n. (Note: If t , t are two terms such that t x = t for some indeterminate x then we represent t as t x . This notation is used for convenience.)
xc l c l X i appears in clause C l for some l ∈ {1, . . . , m} for i = 1, . . . , n.
• P Xi = t Xi x c l X i appears in clause C l for some l ∈ {1, . . . , m} for i = 1, . . . , n.
• P i = P Xi ∪ P Xi for i = 1, . . . , n. The number of clauses where X i or X i appear is |P i |. Hence, |P i | ≤ 4.
• We define I(t) to be the number of indeterminates that divide a term t.
Note that I(t) = |ch(t)|.
• The region associated with X i , X i for i ∈ {1, . . . , n} is defined as
In other words R i consists of all the children of P i and hence |R i | ≤ 4N . For i, j ∈ {1, . . . , n} and i = j, since every term in R i contains either x i or x i (and does not contain x j , x j ) and similarly every term in R j contains either x j or x j (and does not contain x i , x i ) and hence R i ∩ R j = φ. We now state and prove a few observations that will be useful for the reduction 4.
Lemma 4.1. Two distinct terms can have no more than one common parent i.e., for two distinct terms t 1 , t 2 , |pt(t 1 ) ∩ pt(t 2 )| ≤ 1.
Proof. Consider two terms t 1 , t 2 such that t 1 = t 2 . Assume that there exists two distinct terms t, t such that t 1 , t 2 ∈ ch(t) and t 1 , t 2 ∈ ch(t ). This implies that there exists indeterminates y 1 , y 2 , y 1 , y 2 such that t 1 y 1 = t, t 2 y 2 = t, t 1 y 1 = t , t 2 y 2 = t . This implies that y 2 y 1 = y 1 y 2 . Since, y 1 = y 1 and y 1 = y 2 , we get a contradiction.
From the previous lemma, we have the following corollary. Lemma 4.4. No two terms from two different regions can have a common parent i.e., if there are two terms t 1 ∈ R i , t 2 ∈ R j then there exists no term t 3 such that t 1 , t 2 ∈ ch(t 3 ).
Proof. Let t 1 ∈ R i and t 2 ∈ R j for some i, j ∈ {1, . . . , n}. Assume without loss of generality that t 1 ∈ ch(t Xi y) (a similar argument holds if t 1 ∈ ch(t Xi y)), where y is an indeterminate such that t Xi y ∈ P Xi . Hence, there exists an indeterminate y such that t 1 y = t Xi y. Now, if we assume that there exists a term t 3 such that t 1 , t 2 ∈ ch(t 3 ) then there exists two indeterminates y 1 , y 2 such that,
But, x i x i 2 |t Xi ⇒ x i x i 2 |t 2 y 2 y ⇒ x i x i 2 |y 2 y (since x i , x i does not divide any term in R j ) and hence a contradiction. Lemma 4.5. Let O be an order ideal. If all the children of a term t are in ∂O then t cannot be in ∂O and O i.e., for a term t such that ch(t) ⊂ ∂O then t / ∈ O, t / ∈ ∂O.
Proof. Let t be a term such that ch(t) ⊂ ∂O. If t ∈ O then ch(t) ⊂ O and hence t / ∈ O. If t ∈ ∂O then there exists some indeterminate y such that for some term t ∈ O, we have t y = t. But t ∈ ch(t) ⇒ t ∈ ∂O, a contradiction. Hence, t / ∈ ∂O. Lemma 4.6. For a term t such that t ∈ ch(P i ) where i ∈ {1, . . . , n}, then I(t) ≥ |P i | + 2 (Recall that I(t) is the number of the indeterminates that divide t).
Proof. For a term t ∈ P i , I(t ) = 3 + I(t Cx i ), but
We have I(t ) = min(|P i | + 1, 4) + 3 and thus for t ∈ ch(t ), I(t) ≥ min(|P i | + 1, 4) + 2 = min(|P i | + 3, 6) and since |P i | ≤ 4,
Lemma 4.7. Let t 1 , t 2 be terms such that t 1 t = t 2 where t is a term and t = 1. If x is an indeterminate such that x divides t then t 1 t2 x .
Proof. Since x divides t, x also divides t 2 and hence In other words, the above lemma states that if a term t 1 divides t 2 and t 1 = t 2 , then there exists a child of t 2 , say t 3 such that t 1 divides t 3 .
BBD is in NP.
We ask the following question: When is a set of terms a border with respect to an order ideal. It turns out that if the terms in B obey some conditions then there exists an order ideal such that B is it's border.
Let B ⊂ T n be a finite set of terms. Let B be a subset of B such that every term t in B obeys the following conditions: (C1) For indeterminates y, x such that x|t and y = x, at least one of ty,
(C2) There exists an indeterminate x such that x|t and t x / ∈ B. (C3) Let t , t be terms such that t |t , t |t and t is a parent of t . If t ∈ B then t is in B. If B = B then we say that "B satisfies the three conditions" else we say that "B does not satisfy the three conditions". We will later prove that the three conditions mentioned before are sufficient and necessary for the existence of an order ideal such that B is it's border. Before that we state an equivalent formulation of third condition. For a term t in B consider the following set:
S t = t ∈ T n t |t and ∃ a term t ∈ B such that t |t } Lemma 4.8. All the terms in B obey the third condition if and only if S t ⊂ B for all t ∈ B.
Proof. If for all t ∈ B, S t ⊂ B then B satisfies the third condition. Assume all terms in B obey (C3). Let t be a term in B and let S t be the subset of S t such that it contains all the terms in S t and not in B. If S t = ∅ then S t ⊂ B. Hence assume that S t = ∅. Let t be a term in S t such that no term in S t divides t . Since t ∈ S t , there exists a term t 1 such that t 1 |t and t 1 ∈ B. From lemma 4.7, t 1 |t where t ∈ ch(t ). Since t 1 |t , t |t and t 1 ∈ B, we have t ∈ S t . By the choice of t , t ∈ S t which means t ∈ B. We have a situation where there are three terms t, t , t such that (i) t |t , t |t, (ii) t, t ∈ B, t / ∈ B and (iii) t ∈ pt(t ). But this contradicts the fact that all the terms in B satisfy the condition (C3).
From the above lemma, for a term t ∈ B the (C3) condition can be rephrased as follows: (C3') For terms t , t such that t ∈ B, t |t and t |t then t is in B.
The following theorem gives the necessary and sufficient conditions for B to be the border of an order ideal O. Proof. Let O be an order ideal such that B is it's border i.e. B = ∂O. Assume that B does not satisfy the three conditions which means there exists a term t ∈ B which does not obey all the three conditions. Consider the following cases: Case (i) Suppose t does not obey (C1). There exists indeterminates x, y such that x|t, y = x and t 1 = ty / ∈ B, t 2 = ty x / ∈ B, t 3 = t x / ∈ B. Since t ∈ ∂O, t 3 is in O which implies that t 3 y = t 2 ∈ O since t 2 / ∈ ∂O. Similarly, t 2 x = t 1 ∈ O. But O is an order ideal and since t|t 1 , t should be in O and hence a contradiction. Case (ii) Suppose t does not obey (C2). Then ch(t) ⊂ B = ∂O. From lemma 4.5, t / ∈ ∂O which is a contradiction. Case (iii) Suppose t does not obey (C3). There exists two terms t , t such that t ∈ B, t ∈ O and t |t , t |t, t ∈ pt(t ). Since O is an order ideal, t ∈ O implies that t ∈ O, a contradiction. Hence B has to satisfy the three conditions for it to be the border of the order ideal O.
Assume that B satisfies all the three conditions. Now, consider the following set:
Claim. O is an order ideal. Proof. Consider a term t ∈ O. Let t be a term such that t |t. By the construction of O, there exists a term t ∈ B such that t|t and this implies that t |t . Now, if t was in B then from lemma 4.8, t would violate the third condition and hence t / ∈ B. Hence, t ∈ O.
Claim. B = ∂O.
Proof. We will first show that B ⊂ ∂O. Consider a term t ∈ B and from the second condition there exists a term t / ∈ B such that t = t x for some indeterminate x. This implies that t ∈ O and hence, t x = t ∈ ∂O since t / ∈ O. It remains to show that ∂O ⊂ B. Let t 1 ∈ ∂O and hence there exists a term t ∈ O such that tx = t 1 ∈ ∂O for an indeterminate x. From the construction of O, t divides at least one term in B. Let t 2 ∈ B such that t|t 2 and if there is a term t such that t|t and t |t 2 then t ∈ O. Since t|t 2 , from Lemma 4.7 there exists a child of t 2 such that t divides that term. Let x 1 be an indeterminate such that
Let B be a set of terms and let m be the size of binary representation of B. For a term t ∈ B and a fixed pair of indeterminates (y, x), we can search whether Let B be the border of some order ideal O i.e. B = ∂O and let F be a set of polynomials such that the support of each polynomial in F contains exactly one term from B and |B| = |F|. We state a lemma that will be helpful in checking whether F is a O-border prebasis. Proof. Let F be a O-border prebasis. Then, B = Supp(F\B) ⊂ O. Let t ∈ B i.e., t ∈ O. For an indeterminate x, consider the sequence of terms t, tx, tx 2 , . . .. Not all the terms in the sequence can be in O since O is a finite set of terms. Let i be the least number such that tx i / ∈ O and hence tx i ∈ ∂O. Thus, t divides a term in ∂O.
Let t be a term in B such that t divides a term t ∈ B. As mentioned before, ∂O is an order ideal and hence t ∈ ∂O. Since, t / ∈ ∂O, t has to be in O. Thus, B ⊂ O. Hence, |B| = |F| and support of each polynomial in F contains exactly one term in B and the rest of the terms are in O. Thus, F is a O-border prebasis.
We now prove that BBD is in NP. Proof. Let F be a set of input polynomials to the BBD instance such that a = F . Assume that a set B = Supp(F) containing exactly one term from each polynomial in F and |B| = |F|, is given as a "YES" certificate (A "YES" certificate is a proof to show that F corresponds to an "yes" instance of BBD i.e. F is a border basis of a with respect to some order ideal) for F such that B = ∂O for some order ideal O and F is a O-border basis. Let the binary size of representation of F, B be denoted by m F , m B respectively. This certificate can be verified in polynomial time as follows: We have seen that it can be verified in time polynomial in m B and N whether B is the border of some order ideal O. In order to check whether F is a O-border prebasis, from the previous claim we need to check whether each term in Supp(F)\B divides a term in B. This can be implemented in O m F m B time. And in time polynomial in m F , it can be verified whether F satisfies the Buchberger criterion. Since a "YES" certificate for the BBD instance can be verified in polynomial time, BBD is in NP.
We now give a polynomial time reduction from 3,4-SAT to BBD.
4.3.
Reduction. To construct the set of polynomials F, which is an input instance to BBD, from 3,4-SAT instance I we define three types of polynomials namely, vpolynomials, c-polynomials and t-polynomials.
Definition 6. With respect to variable X i for i ∈ {1, . . . , n}, associate a polynomial
We shall refer to such polynomials as v-polynomials (variable polynomials)
i.e F v is a set of v-polynomials.
Definition 7.
With respect to each clause C l in I for l ∈ {1, . . . , m}, we associate a polynomial. Without loss of generality assume that C l = (X i ∨ X j ∨ X k ), for i, j, k ∈ {1, . . . , n}. The polynomial associated with C l is
We will refer to the above set of polynomials as c-polynomials (clause polynomials).
The third set of polynomials are those that contain just one term in their support:
We refer to the set of polynomials in F as t-polynomials (polynomials containing just one term).
From the above set of polynomials, we construct the system of polynomials F which is an instance to the BBD problem:
Note that all the terms in Supp(F) have total degree either 7 or 8. Also, for any two polynomials f, g ∈ F we have Supp(f ) ∩ Supp(g) = ∅. We now show that the reduction can be performed in polynomial time.
Analysis of running time: The construction of each polynomial in F c , F v can be done in time polynomial in n, m. So F c , F v can be constructed in time polynomial in n and m since |F c | = m and |F v | = n. F 1 , F 2 can be computed in time polynomial in |F 1 | and |F 2 |. Also |F 2 | is bounded above by
Hence F 1 , F 2 can be constructed in time polynomial in N . Since F c , F v , F 1 and F 2 can be constructed in time polynomial in N , the reduction can be performed in polynomial time.
We state a theorem that will be helpful for proving the correctness of reduction.
Theorem 4.12. Let F be a O-border basis. If X i appears in C l for i ∈ {1, . . . , n}, l ∈ {1, . . . , m} then both t Xi and
for i ∈ {1, . . . , n}, l ∈ {1, . . . , m}, then both t Xi and
Proof. Assume that X i appears in C l . We have
t Xi x c l c l and
Since F 2 contains t-polynomials, every term in the support of F 2 has to be in ∂O and similarly all the terms in F 1 has to be in ∂O. Hence,
Now, both t Xi ,
cannot be in ∂O without contradicting the Lemma 4.5. Similarly, it can be argued that if X i appears in C l then both t Xi and
We now prove the correctness of the reduction from 3,4-SAT instance I to BBD instance F. Proof. Suppose F is an O-border basis of a with respect to order ideal O, we will construct an assignment to I and show that it is a satisfying assignment.
The truth values to variables in instance I are assigned as follows. Consider the polynomial t Xi + t Xi ∈ F v for i ∈ {1, . . . , n}. Exactly one among the terms t Xi , t Xi has to be in O and the other term in ∂O. If t Xi is in O, then assign true value to variable X i and if t Xi is in O, then assign false value to X i . terms of total degree 6 or less are in O, all the terms of total degree 7 in T are also in ∂O. So, assume that there exists a term t such that deg(t) = 8 and ch(t) ⊂ T . We prove by contradiction that such a term cannot exist. Since all the terms of total degree 7 in T are in ∪ n i=1 R i , ch(t) ⊂ ∪ n i=1 R i . From Lemma 4.4, ch(t) should be a subset of R i for some i ∈ {1, . . . , n}. There are two cases for t as described below.
(i) t ∈ P i : Assume without loss of generality, t = t Xi x c l ∈ P Xi for i ∈ {1, . . . , n}, l ∈ {1, . . . , m}. By our construction, both t Xi and t X i xc l c l cannot be in T . Hence at least one child of t is in O and thus not all terms in ch(t) is contained in T . So, this case is not possible.
(ii) t / ∈ P i : From Corollary 4.3, we have
Now, for any term t ∈ ch(t) we have I(t ) ≤ |P i |. But from Lemma 4.6, I(t ) ≥ |P i | + 2 for any term t ∈ ch(P i ) = R i . Thus this case is not possible.
From the above two cases we get a contradiction that there exists a term t such that ch(t) ⊂ R i for some i ∈ {1, . . . , n} and thus ch(t) T . So, t has at least one child in O. Thus, T ⊂ ∂O.
Claim. F is a O-border prebasis.
Proof. In order to show F is a O-border prebasis, we have to show that each polynomial in F has exactly one term in ∂O and the rest of the terms in O. We show this for all the polynomials in F:
• t-polynomials: From our construction, all the terms in the t-polynomials are in T i.e. in ∂O and hence each polynomial has exactly one term in ∂O.
• v-polynomials: Again by our construction, each v-polynomial has exactly one term in T i.e. ∂O and the other term in O.
• c-polynomials: Consider a clause C l for l ∈ {1, . . . , m}. Assume that C l = (X i ∨ X j ∨ X k ) where i, j, k ∈ {1, . . . , n} in the instance I. Let f be the polynomial associated with the clause C l :
Since all the terms in the support of f have total degree 7, the terms must either be in ∂O or O. Consider the following cases: Case (i): More than one term in f is in ∂O: this cannot happen from our construction. Case (ii): All the terms are in O: This can happen only if all of t Xi , t Xj , t X k are in ∂O which implies that X i , X j , X k are false in assignment A. So, C l is false. But this is not possible since assignment A satisfies instance I. Hence this case is not possible. From the above two cases, we deduce that exactly one term in the support of f belongs to ∂O and from our construction, rest of the terms in f must belong to O.
Since any polynomial in F must be either a t-polynomial, c-polynomial or vpolynomial, from the above argument we deduce that F is a O-border prebasis.
Claim. F is a O-border basis of a. Proof. Since F is a O-border prebasis, if F satisfies Buchberger criterion for border basis then F is a O-border basis. Thus we need to show that for any two neighbouring polynomials f, g ∈ F, S(f, g) can be written as a linear combination of polynomials in F. Before we consider the following cases for f and g we note that any polynomial containing only terms of total degree 8 in it's support can be expressed as a sum of t-polynomials in F 1 ⊂ F. Thus, in order to prove that F satisfies Buchberger criterion it is enough to show that the support of S(f, g) contains only terms of total degree 8. Neighbouring polynomials f, g can be of the following cases, Case (i): f and g are t-polynomials: then S(f, g) = 0. Case (ii): f is a t-polynomial and g is a c-polynomial or a v-polynomial: All the terms in Supp(g) have total degree 7. Hence for any indeterminate y, all the terms in Supp(yg) are of total degree 8. If f ∈ F 2 , then yf for any indeterminate y is also a t-polynomial of total degree 8. The S-polynomial of f and g can be S(f, g) = f − y 1 g or S(f, g) = y 2 f − y 1 g, for some indeterminates y 1 , y 2 . In the first case, f has to be in F 1 (if f were to be in F 2 , by the way we have written the S-polynomial the border term of total degree 7 in f is equal to y 1 b of total degree 8 where b is the border term in g which is not possible) and hence support of S(f, g) contains only terms of total degree 8. The second case can happen only if f ∈ F 2 and hence support of S(f, g) contains only terms of total degree 8. Case (iii): f and g are not t-polynomials: S-polynomial of f and g is of the form, S(f, g) = y 1 f − y 2 g, for some indeterminates y 1 , y 2 . As argued before, all the terms in the support of y 1 f and y 2 g are of total degree 8. Hence, all the terms in the support of S(f, g) contains only terms of total degree 8. From the three cases it follows that F is a O-border basis of a.
Thus, we have proved that I has a satisfying assignment if and only if F is a O-border basis of a = F for some order ideal O. There is a polynomial time reduction from 3,4-SAT instance to BBD instance and since 3,4-SAT is NP-complete, we have the result that BBD is NP-complete. We give an example to illustrate the reduction.
Example
Let us consider an instance I to the 3,4-SAT problem as follows.
(X 1 ∨X 2 ∨X 3 )∧(X 1 ∨X 3 ∨X 4 )∧(X 2 ∨X 3 ∨X 4 )∧ (X 1 ∨X 2 ∨X 4 )∧(X 1 ∨X 3 ∨X 5 ).
where X 1 , . . . , X 5 are the variables. After the polynomial time reduction, the input polynomials to the BBD problem and hence does not belong to O, we assign X 1 to be false. Similarly, X 2 , X 3 , X 4 are assigned true and X 5 are assigned false. It can be observed this assignment satisfies the formula.
Concluding remarks
In this paper, we introduced the border basis detection (BBD) problem on the lines of Gröbner basis detection (GBD) introduced by Gritzmann and Sturmfels. GBD was shown to be NP-hard by Sturmfels and Wiegelmann by proving a variant called structural Grobner basis detection (SGBD) NP-complete by a reduction from set packing problem. The GBD problem when the given set of polynomials are generators of a zero-dimensional ideal is studied. Further, we define BBD and prove the problem to be NP-complete by a reduction from 3,4-SAT.
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