Abstract. We introduce two new attacks: the single-bit template attack and the template-enhanced DPA attack. The single-bit template attack can be used very effectively to classify even single bits in a single side channel sample with a high probability of correctness. The templateenhanced DPA attack, combines traditional DPA with single-bit template attacks to show that if an adversary has access to a test card with even a slightly biased RNG, then he/she can break protected cryptographic implementations on a target card even if they have perfect RNGs. In support of our claim, we report results from experiments on breaking two implementations of DES and AES protected by the masking countermeasure running on smartcards of different manufacturers. In light of these results, the threat of template attacks, generally viewed as intrinsically difficult to mount, needs to be reconsidered.
Introduction
Several side channel cryptanalytic techniques, such as those based on measuring timing, power consumption and electromagnetic emanations have been used effectively to launch a wide range of attacks such as simple power analysis (SPA), differential power analysis (DPA), higher order DPA, template attacks and multichannel attacks [Koc96,KJJ99,AARR02,CRR02,ARR03] against a wide variety of cryptographic devices. While countermeasures, even provably secure ones, have been developed for some attacks such as DPA, the perceived difficulty (in terms of the work effort required by an adversary) of launching other attacks has led developers to discount their feasibility. This is particularly true for template attacks. For instance, the very high successful classification results that can often be achieved with the analysis of a single side channel sample, make template attacks the ideal choice to attack ciphers, such as stream ciphers, which use ephemeral keys. However, until now all published works [CRR02, RO04] used template attacks to classify the state of a byte, e.g., a key byte in RC4. This makes the process of creating templates quite tedious since 256 templates need to be created for each byte. Further, templates for the full attack cannot be precomputed as the templates for a subsequent key byte need to be created for each likely hypothesis for the earlier key bytes, i.e., the template building process can only be guided by partial attack results. In this paper, we show that this apparent difficulty is not intrinsic and present two new attack techniques to surmount it.
Contributions
Our first contribution is the single-bit template attack technique. For a given bit, this attack uses DPA to build templates. It relies on our experimental observation that templates can be built from peaks observed in a DPA attack and these templates can predict the value of a single DPA-targeted bit in a single side channel sample with high probability. Thus, even though the specific computation yielding the single sample uses byte sized variables, the template can predict a single bit from those variables.
This technique immediately yields attacks where an adversary precomputes a large number of single-bit templates using several different DPA attacks on a test device and uses these precomputed templates and their classification probabilities to attack a single sample from an identical target device. These templates provide the best guess for each of the DPA-targeted bits and the template classification probabilities can be used to guide a weighted brute force search for the key. With enough precomputed templates, the entropy of the key is reduced substantially making the weighted brute force search practical. For example, in an experiment on a DES implementation, just attacking the 32-bits of S-box output in the first round, reduced the key entropy by over 16 bits. Clearly, by building templates, for DPA attacks carried on other variables in other rounds, the key entropy could be further reduced.
Reflecting further on the single-bit template attack, it should be evident, that knowledge of a single-bit template is comparable to having some partial knowledge about the key used in a card. Possession of several such single-bit templates is akin to having a master key that can be used to break any of a collection of cards from the same mask. This is true even for cards that are protected by DPA countermeasures such as secret sharing and random masking [GP99, CJR + 99, AG01], if single-bit templates for the bits being processed in such cards can be built.
The second major contribution of this paper is to introduce template-enhanced DPA attacks which can be used to attack DPA protected cards under some assumptions. The problem with such cards is that single-bit templates (as described earlier) cannot be built, since in principle, the DPA protection renders DPA (the first step in building single-bit templates) infeasible. However, in practice, this is not a limitation, as there are multiple ways to get hold of a test card with a (slightly) biased RNG. For example, an adversary in collusion with the designers, testers and maintainers of card software may have hooks to add code to disable specific RNG registers on their own test cards while changes to deployed cards in the field may be much more tightly controlled and impossible for an adversary. Some production cards may fail the RNG tests at fabrication time and may be discarded only to be picked up by an adversary. In our experience, we have sometimes encountered even production cards with slight RNG bias (to the tune of 3-4%). Therefore, if cards are not tested or tested to wide tolerance limits, then it is highly likely that several cards in the field may have slightly biased RNGs. As a last resort, an attacker could mount an intrusive attack to disable the RNG on his own test card.
Given a test card with a (slightly) biased RNG, an adversary can successfully perform multiple DPA attacks on the test card to build single-bit templates. The DPA peaks in these attacks would occur at locations where the masked value of the predicted variable bit (such as an S-box output bit) occur, since the masking is imperfect. Single-bit templates built using these DPA peaks would then be able to classify corresponding bits of the masked variables used in any card, including cards that have a perfect RNG. The template-enhanced DPA attack works by setting the DPA selector function to be the XOR of the standard DPA selector function (e.g., an S-box output bit for a key hypothesis) and the classification obtained by the single-bit templates (such as the masked S-box output bit). Depending on the effectiveness of the template classification, this DPA selector function will have high correlation with the mask bit being used. Thus for the right key hypothesis, this attack will show DPA peaks at locations where the random mask is being used.
We demonstrate such a single-bit template attack for two DPA protected implementations: a protected DES implementation on a 6805 based smartcard and a protected AES implementation on an AVR architecture. We also report a surprising result that indicates that in practice, the bias of the RNG in the test card has little relevance to the effectiveness of the template-enhanced DPA attack. The RNG bias only affects the effort required to build single-bit templates. The classification error with single-bit templates built using a slightly biased RNG is not significantly worse than the classification error using templates built using a completely broken (fixed at 0) RNG.
The paper is organized as follows: In Section 2, we introduce single-bit template attacks. In Section 3, we introduce the template-enhanced DPA attacks and show how it can be uses to attack two smartcards of different architecture 1 , which run protected implementations of DES and AES.
Single-Bit Template Attack
We extend earlier work on template attacks [CRR02, RO04] that focused on classifying a byte in a computation, e.g., a byte of key used in RC4, by showing how template attacks can be applied to classify single bits in a computation from a single side channel sample.
A template attack begins by selecting variables occurring in the computation for which templates would be built. Furthermore, it requires a selection of significant points for each of the selected variables that are included in the corresponding template. Having a good selection criterion for significant points is critical to the success of template attacks and this problem has been well studied: ideally, the significant points should have high variance with respect to the particular variable of interest. For example, Bohy et al. [BNSQ03] suggest Principal Component Analysis (PCA) while Rechberger et al.
[RO04] suggest a simpler and computationally less expensive approach that resembles classical DPA. For the single-bit template attack, we let DPA attacks guide the selection of both the bits in the computation for which templates are built and significant points included in these templates. Templates are built for the bits for which a DPA attack is successful and the significant points included in a template are the points with the top N highest DPA-peaks.
We illustrate the attack by means of an example. Consider an unprotected implementation of DES on smartcard A. Consider the 32 s-box output bits of the DES computation in round one. For the unprotected DES implementation, one can easily perform DPA for each of the 32 output bits. Correspondingly, we built a pair of templates for each output bit corresponding to the bit being equal to 0 and 1 respectively. In order to build these templates, we performed a DPA of each output bit using the improved DPA metric described in [ARR03] which results in a higher signal-to-noise ratio (SNR) than the standard DPA. The improved metric is computed by using the following formula:
where µ H is the difference of sample means of signals in the 0-bin and the 1-bin respectively for a hypothesis H. Similarly, σ In our experiments, we chose the 50 highest peaks from this DPA metric to select significant points and built a pair of templates for these points for each s-box output bit using a single set of 1400 side channel samples. To estimate classification success rate, we classified the state of the 32 sbox output bits using a single set of another 100 random side channel samples measured from the same device. The classification success rates η S i b j for the i-th s-box and j-th bit, 1 ≤ i ≤ 8 and 0 ≤ j ≤ 3, together with the corresponding entropy loss are shown in Table 1 . The classification success rates ranged from 0.72 to 1.00; in the worst case s-box 3, bit 3 and s-box 6, bit 0 were predicted correctly for only 72 of the 100 samples. From these results, the probability that the entire 32-bit output of all s-boxes is classified correctly is
.0154 which although small is still 66-million times higher than a random guess.
These results can also be viewed in terms of entropy loss. For a particular bit, if the classification success rate is p, then its corresponding entropy loss is given by 1 + (1 − p) log 2 (1 − p) + p log 2 (p). To compute the entropy loss for multiple bits we can add the individual losses (this corresponds to the worst case where classification of different bits is independent). From this formula, we can see that 16.8-bits of entropy has been lost from the 48-bits of the DES key used in the first round (out of a maximum possible loss is 32-bits if the classification was perfect). The loss of entropy of the keyspace can be translated into reduced expected computational cost of a guided exhaustive search through the entire keyspace that examines more likely keys earlier than the less likely keys.
For DES implementations, the attack can be improved substantially. Templates can be built not just for round 1, s-box output bits but also for other bits such as the data bits fed to the second round. These templates will further narrow down the possibilities for the 48 key bits used in the first round. In addition, templates can be built for the corresponding DPA attacks on the last two rounds of DES (which utilize another 48-bit size subset of the key) and so on. Depending on the implementation, single-bit templates can also be built directly for the key bits that are likely to be highly effective since the same key bits show up in multiple locations in a round and across multiple rounds.
To summarize, single-bit template attacks are capable of classifying a single bit in a single side channel sample with high probability even though the influence of a single bit on the side channel signal is generally very little at a particular instance of time, and is superimposed by several sources of noise including that from other adjacent bits. Cryptographic algorithms with high contamination properties [CRR02] , such as DES, are ideally suited for single-bit classification. Multiple precomputed single-bit templates can lead to practical guided keyspace search algorithms using only a single sample from the target device. Moreover, single-bit attacks when combined with other attacks can result in much more devastating attacks as we show in the next section.
3 Attacking the Masking Countermeasure:
Template-Enhanced DPA
The proposed attack consists of two steps: a profiling phase and a hypothesis testing phase. In the profiling phase, the adversary, who is in possession of a test card with a biased RNG, builds templates, and in the hypothesis testing phase, the adversary uses these prebuilt templates to mount a DPA-like attack on a target card which is identical to the test card, but has a perfect RNG.
Profiling Phase
We assume that the adversary has a test card with a biased RNG that produces 0 bits with some biased probability ν = 0.5, and that the adversary only faces masking countermeasures such as the duplication method [GP99] As an illustration, consider the upper plots of Figures 2 and 3 that show DPA attacks on two test cards, one with a protected DES implementation, and another with a protected AES implementation. The target of both attacks was the bit 0 of s-box 1 in round one. The differential samples were obtained by switching off the RNGs of the test cards (ν = 1). Both plots show peaks at points in time when the masked s-box output bit leaks. Note that the differential trace from the AES implementation contains less peaks compared to the DES implementation due to the lower contamination properties of AES.
The first step in the profiling stage is to perform exhaustive DPA attacks on the test card using as many samples as possible. In a card with a biased RNG, where the mask is not perfectly random, such an attack will succeed since the DPA prediction of an algorithmic bit (e.g., s-box output bit s(x ⊕ k)) would be correlated with the masked value of that bit. A successful DPA attack will give us the subkey k (in fact we will get all the subkeys) and also reveal the points of time t * when targeted masked algorithmic bit (e.g., masked s-box output bit
The second step of the profiling phase is to create single-bit templates based on each of the DPA attacks. For each DPA attack, the adversary builds a pair of templates for the masked bit being 0 and 1 by using the collected samples at the points where the DPA peaks appear. It may seem that building the template pairs will require that the adversary knows which of the N collected samples have the masked bit 0 and which have the masked bit 1. This is not possible in general, unless the RNG is completely broken in a known way (e.g., fixed at 0). Instead the adversary blindly assumes that the bit is exactly the same as the DPA prediction and builds the templates anyway.
Clearly, if the RNG is not fixed at 0, but has a probability ν of outputing a 0 bit, the templates built by an adversary have significant errors. For example when ν > 0.5, then the 0-bit template will be built using roughly ν * N/2 samples that are actually 0 samples and roughly (1 − ν) * N/2 samples that are actually 1's. When ν < 0.5, then the templates are inverted: the 0 template is built using more 1 samples than 0 samples. Such templates are equally useful since they will consistently predict the bit incorrectly with high probability. When ν = 0.5, DPA will not work and the templates as described here cannot be built.
We will show later in the paper that even though significant errors are introduced in the templates when the RNG is very slightly biased, i.e., when ν is close to 0.5, if enough signals are used to build these templates, then the performance of the template-enhanced DPA attack is not significantly impacted -the attack works almost as well as an attack using perfect templates (ν = 1).
Hypothesis Testing Phase
Once the adversary has built templates to classify masked s-box output bits in DES or AES using a test device with imperfect RNG, he/she is given a target device to attack that is identical to the test device, except for the fact that its RNG is perfect.
The adversary can make a hypothesis regarding the secret key k used in the target device, and for a particular side channel sample, use the key hypothesis to predict the unmasked output bit s(x ⊕ k). Furthermore, the adversary can use template classification to predict the masked output bit s(x ⊕ k) ⊕ m. These two together can be used to predict the mask bit m itself
Since the mask bit m is an intermediate variable in the algorithm, it will leak at some instances of time in the side channel sample. The idea is to perform a DPA-like attack on the prediction of m according to the equation above. If the hypothesized value of k is correct, peaks will show up in the corresponding differential trace at points in time when the mask bit m leaks.
The number of samples required to perform this attack depends on two main factors: the number of samples required to perform a DPA attack based on a perfect prediction for m and the template classification error probability . The first factor is a function of the leakage properties of m in the smart-card, while the second factor is dependent on the quality of single-bit templates. A higher value of results in worse SNR of the differential sample since classification errors make the predicted and actual values of the mask m less correlated. To estimate the impact of classification error , we modified the SNR model proposed by Messerges et al. in [MDS99] to account for the additional noise caused by the misclassification (details are given in the Appendix). Table 2 shows the impact of on the proposed template-enhanced DPA attack. This table assumes that a certain SNR ratio is obtained using 100 side-channel samples with perfect classification and computes how many side-channel samples would be needed to achieve the same SNR with different values of . Given the classification results obtained for single-bit templates in the earlier section, where all error probabilities were less than 0.3 and many were under 0.1, it would be reasonable to assume that the template-enhanced DPA attacks would be a factor of 1.5 to 6 more expensive (in terms of the number of required samples) than the regular DPA attacks. Table 2 . Number of measurements N required to achieve a constant SNR in a template-enhanced DPA attack for different template classification errors .
Results
We performed the proposed template-enhanced DPA attack on two smardcards: a protected DES implementation on the smartcard A and a protected AES implementation on the smartcard B. For each smartcard, in the profiling phase, the templates were built with the RNG turned off (ν = 1). In the hypothesis testing phase, traces were obtained with the RNG on and working perfectly (ν = 0.5). For the smartcard A, the lower plot in Figure 2 shows the differential trace of the template-enhanced DPA attack on the hypothesized mask bit m. A similar differential trace for the smartcard B is shown in the lower plot of Figure 3 . Both plots contain distinct peaks even though the masking protection was fully functional. For completeness, Figure 4 shows a template-enhanced DPA trace for a false key hypothesis for smartcard B, which shows no peaks.
If the RNG in the test card during the profiling phase is just slightly biased instead of being broken, then the templates obtained from the test card would have significant cross-contamination. One may conjecture that as a result, the probability of error would be higher as the bias in RNG becomes smaller. However, this is not the case-in the appendix, we prove the following counterintuitive result. In our experiments, we found that the noise covariance matrices of side channel traces for different values of mask bit are nearly the same. For the actual covariance matrices obtained in one of our experiments, we performed a Monte Carlo simulation of how well the signal classification works when templates are built using different numbers of samples from the test card with different RNG biases. In this simulations, the samples were generated by sampling from the noise probability distributions and the RNG bias was simulated by randomly misclassifying samples into the bins used to build templates. We also performed an actual experiment where 1000 samples were obtained from the test card and templates were build for different RNG biases (again simulated by putting samples randomly in incorrect bins). The results of these experiments are shown in Figure 5 . Three plots are derived from the Monte Carlo simulation involving 1000, 10,000, and 100,000 traces from a simulated test card with biased RNG to build templates. These three plots show that as the number of traces from the test card increases, the probability of classification error becomes insensitive to the RNG bias. The fourth plot is the experimental using 1000 samples from a test card to build templates. The experimental curve is in excellent agreement with our analytical results.
In summary, even with a test card with very small RNG bias, it is possible to mount template-enhanced DPA attacks; the only effect of a small bias is that many more samples are needed to build templates that are as good as template built from a card with completely broken RNG. [MDS02] T. S. Messerges 
where A denotes the transpose of the matrix A. We note that derivation of (4) requires tedious but straight-forward algebraic manipulations. Similarly, the mean and covariance of samples collected for H 1 is given by
During the hypothesis testing phase, an adversary would use distorted templates based on (3)-(6) to classify the target bit from a captured side-channel emanation s. Specifically, the decision criterion is given by
where a decision is made in favor of H 1 if the above inequality is true, and in favor of H 0 otherwise.
By assuming Σ 0 = Σ 1 = Σ 5 , (7) can be reduced to the following [Tre68]
By using (3) and (5) along with the symmetry of inverses of covariance matrices to cancel common terms, we can further simplify (8) to
Note that ∆m Σ −1 s is a linear combination of Gaussian variables. As a result, under the hypothesis H 0 , ∆m Σ −1 s is Gaussian distributed with the following mean and variance
Let Q(x), x 0 denote the probability of a Gaussian random variable with mean 0 and variance 1 being larger than x. Under the hypothesis H 0 (and by symmetry, under the hypothesis H 1 ), the probability of error incurred by using the distorted templates is given by
We can express the numerator of Q(·) in the above equation solely in terms of ∆m by realizing that m 1 Σ −1 m 0 is one dimensional and therefore it equals to its transpose
In our experiments, this assumption holds well.
Thus, probability of error can be expressed as
Our task is to prove that the argument of Q(·) in the above equation is independent of α, and therefore, the probability of error in hypothesis testing phase is independent of the RNG bias. Our strategy is to factorize the numerator and denominator of the argument of Q(·) in (13), and show that factors involving α cancel each other out. The first step towards this factorization is to obtain an expression for Σ −1 in terms of Σ −1 by using the matrix inversion lemma. The matrix inversion lemma states that for arbitrary matrices A, U, C, and V , with the only restriction that inverses of A and C exist and the product U CV and the sum A + U CV are well-defined, the following holds true
Substituting A = Σ, U = α(1 − α)∆m, C = 1, and V = ∆m , we obtain
Let β = ∆m Σ −1 ∆m. Since β is a one dimensional quantity, it can be factored out to obtain
Now we are ready to factor the numerator. 
Similarly, to factorize the denominator, we perform the following steps. 
Using (16) and (17), the numerator and denominator of (13) can be simplified to give the following expression for probability of error
Note that since Σ −1 is a positive definite matrix, β > 0. Furthermore, β only depends on the statistics of emanations under H 0 and H 1 . In particular, it does not depend on α.
B Impact of Classification Error on SNR
Let ν be the probability of correct classification in a DPA attack for a bit X. If ν = 1, then the erroneous classification of the bit X can be interpreted as an additional noise source in the differential trace. If the bit X leaks at times t * and δ denotes the average difference in amplitude of two l-bit wide operands separated by the Hamming distance one, the expected values of the zero-bit and one-bit partition are 6 :
where a denotes some operand independent voltage offset and the term l−1 2 · δ denotes the average algorithmic noise caused by the remaining l − 1 bits of the operand. The differential trace ∆(t * ) can then be given as
whereas ∆(t = t * ) approximates zero. A possible expression of the SNR of a differential trace in DPA attacks was given by Messerges et al. in [MDS99] . We enhance their SNR description with the additional noise factor (2 · ν − 1) caused by the misclassification, which yields
where N denotes the number of measured side channel traces, α denotes the percentage of algorithmic noise 7 at times t = t * and σ 2 denotes the variance of non-algorithmic time-invariant noise contained in a single trace. Let us assume that in case of perfect classification at ν = 1, an adversary would have to measure N = 100 traces to obtain a differential trace with an acceptable SNR. From the above formula, it follows that for an arbitrary error ν the adversary will need ( 10 2ν−1 ) 2 samples to obtain the same SNR. Table 2 provides the number of traces needed for different values of = 1 − ν, using this formula.
