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1. Introduction
For a number ﬁeld k, a fundamental problem in arithmetic geometry is to describe the set of
k-rational points on a projective variety X(k) in terms of its geometric invariants. Let X(k) denote
a Fano variety with anticanonical height function H : X(k) → R. For a suitably nice open subset U ⊆ X ,
the Manin conjecture states that
#
{
x ∈ U (k): H(x) B}∼ aB(log B)b−1,
where a = a(X(k)) is a constant and b = b(X(k)) is the rank of the Picard group of X(k). Furthermore,
Peyre provides an interpretation for the constant a(X(k)) in [9].
Although Batyrev and Tschinkel have found a counterexample (see [2]) to Manin’s conjecture, many
cases of the conjecture have been demonstrated through a variety of techniques. For example, Franke,
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Tschinkel veriﬁed that the Manin conjecture holds for toric varieties. De la Bretèche and Browning
have also shown that the asymptotic holds for many cases of del Pezzo surfaces (see, for instance, [3]
and [4]).
We consider the variety deﬁned by x0 y0 + · · · + xs ys = 0 in Ps(Q) × Ps(Q). This is a ﬂag variety
with anticanonical height function
H(x,y) = max
0i, js
|xi y j|s, (1.1)
where we choose representatives x = (x0, . . . , xs) ∈ Zs+1 and y = (y0, . . . , ys) ∈ Zs+1 with
gcd(x0, . . . , xs) = gcd(y0, . . . , ys) = 1. Let
N(B) = #{(x,y) ∈ Ps(Q) × Ps(Q): x · y= 0, x0 · · · xs y0 · · · ys = 0, and H(x,y) < B}. (1.2)
For the variety x0 y0 + · · · + xs ys = 0, the Manin conjecture predicts that N(B) ∼ κB log B, where κ is
a constant.
The general case of the Manin conjecture for ﬂag varieties was ﬁrst proved in [6] by Franke, Manin,
and Tschinkel via deep results concerning the meromorphic continuation of Eisenstein series. The
result has also been studied by Thunder, Peyre, and Robbiani in [9,11], and [10], respectively. Thun-
der’s approach employs the geometry of numbers and estimates for the number of lattice points in
bounded domains. Robbiani uses a complicated variant of a new form of the circle method due to
Heath-Brown (see [7]), and such an approach cannot be used for forms of degree greater than three
due to limitations of the underlying method. Furthermore, Robbiani’s proof requires that s 3.
The purpose of this paper is to demonstrate that N(B) ∼ κB log B via a classical form of the circle
method. This approach has the potential of working in a more general setting where machinery such
as eﬃcient differencing could be useful.
2. Overview
We ﬁrst need to deﬁne some notation. Let f (x) and g(x) be real-valued functions of x, and suppose
that g(x) only takes on positive values. If there exists a constant c > 0 such that | f (x)|  cg(x) for
all x, we write f (x)  g(x) or f (x) = O (g(x)). If limx→∞ f (x)/g(x) approaches a positive constant,
then we say that f (x) ∼ g(x). Lastly, whenever  appears in a statement, we are asserting that the
statement holds for any  > 0.
Let x = (x0, . . . , xs) and y = (y0, . . . , ys) be vectors lying in Rs+1. For the sake of concision, we
write x0 for (x1, . . . , xs) and likewise y0 for (y1, . . . , ys). Furthermore, for any vector u, we deﬁne
‖u‖∞ = max |ui |, where the maximum is taken over all components ui of u. Let
X1 =
{
(x0,y0) ∈ R2s: ‖x0‖∞  1, ‖y0‖∞  1, and |x0 · y0| 1
}
.
We deﬁne the local density at inﬁnity to be
σ∞ =
∫
X1
dx0 dy0, (2.1)
and the singular series to be
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∞∑
q=1
φ(q)
qs+1
.
Note that for s 2, we have S  1.
In this paper, we prove the following theorem.
Theorem 2.1. For s 2 and B  2, we have
N(B) =
(
s + 1
2s
)
ζ(s)−2σ∞SB log B + O (B).
Let
W = {(x,y) ∈ (Z \ {0})2s+2: y0 > 0, ‖y‖∞  y0  B1/2, and ‖x‖∞  B/y0}
and
N0(B) = #
{
(x,y) ∈ W: x · y= 0}.
In order to verify Theorem 2.1, we prove the following theorem.
Theorem 2.2. For s 2 and B  2, one has
N0(B) = 1
2
σ∞SBs log B + O
(
Bs
)
.
Let e(α) = exp(2π iα) and
F(α) =
∑
(x,y)∈W
e(αx · y). (2.2)
Let δ > 0 be a small positive constant with δ < 1/10, and let Q = Bδ . We deﬁne
M(a,q) = {α ∈ R: |α − a/q| B−1Q }.
The major arcs are deﬁned to be
M =
⋃
1aqQ
(a,q)=1
M(a,q),
and the minor arcs are
m = [B−1Q ,1+ B−1Q ) \ M.
Note that when 1  a1  q1  Q and 1  a2  q2  Q with (a1,q1) = (a2,q2) = 1, we have
M(a1,q1) ∩ M(a2,q2) = ∅ if and only if a1 = a2 and q1 = q2. Thus, the major arcs M(a,q) that con-
stitute M are disjoint. Since
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T
e(αn)dα =
{
1, when n = 0,
0, when n ∈ Z\{0},
where T = [0,1), we have
N0(B) =
1+B−1Q∫
B−1Q
F(α)dα.
In order to prove Theorem 2.2, it now suﬃces to demonstrate that for B  2, one has
∫
m
F(α)dα = O (Bs+Q −1) (2.3)
and
∫
M
F(α)dα = 1
2
σ∞SBs log B + O
(
Bs
)
. (2.4)
We prove (2.3) in Section 3 and (2.4) in Section 4. In Section 5, we derive Theorem 2.1 from Theo-
rem 2.2.
3. The minor arcs
Our goal for this section is to prove (2.3). We ﬁrst record a reciprocal sum estimate and a version
of Hua’s inequality. In this section, we write ‖α‖ for the fractional part of α.
Lemma 3.1. Suppose that X and Y are real numbers with X  1 and Y  1. Also, suppose that a ∈ Z, q ∈ N,
and α ∈ R satisfy |α − a/q| q−2 and (a,q) = 1. Then,
∑
1yY
min
(
XY
y
,‖αy‖−1
)
 XY
(
1
q
+ 1
X
+ q
XY
)
log(2Yq).
Proof. See [12, Lemma 2.2]. 
Lemma 3.2. One has
#
{
(x, x′, y, y′) ∈ Z4: 1 |xy| = |x′ y′| B} B1+ . (3.1)
Proof. For a natural number n, let τ2(n) denote the number of positive integers that divide n.
A standard divisor function estimate (see, for example, the argument on page 10 of [5]) shows that
τ2(n)  n, and hence,
#
{
(x, x′, y, y′) ∈ Z4: 1 |xy| = |x′ y′| B} ∑
1nB
(
τ2(n)
)2  ∑
1nB
n  B1+ . 
With greater effort, in fact, one may obtain an upper bound for the left-hand side of (3.1) of
the shape O (B(log B)3) (see [8, Lemma 2.5]). We are now in a position to show that the minor arc
contribution is O (Bs+ Q −1), thereby conﬁrming (2.3). One diﬃculty that arises in the proof is that
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on y0. In order to get around this, we employ a standard argument from the theory of Fourier analysis
to de-interlace the pairs (xi, yi) (see the appendix due to Montgomery in [13]). We deﬁne
g(α,γ ,η) =
∑
x,y
1|xy|B
e(αxy − γ x− ηy).
Let
DR(γ ) =
∑
1|z|R
e(γ z),
and note that for positive real numbers R and S with RS  B , we have
∫
T2
g(α,γ ,η)DR(γ )DS (η)dγ dη =
∑
1|x|R
1|y|S
e(αxy). (3.2)
Lemma 3.3. For s 2, one has
∫
m
F(α)dα = O (Bs+ Q −1).
Proof. Denote by γ = (γ1, . . . , γs) and η = (η1, . . . , ηs) vectors lying in Ts . Let
G(α,γ ,η) =
∑
1y0B1/2
1|x0|B/y0
e(αx0 y0)
s∏
i=1
g(α,γi, ηi)Dy0 (γi)DB/y0 (ηi).
By using (3.2), we are able to rewrite F(α) as
F(α) =
∫
Ts
∫
Ts
G(α,γ ,η)dγ dη. (3.3)
Let
C = [B−2s−2,1− B−2s−2]s.
Using trivial estimates, we ﬁnd that
g(α,γ ,η) 
∑
x,y
1|xy|B
1 
∑
1yB
B/y  B log B (3.4)
and
Dy0 (γ )DB/y0 (η)  y0(B/y0) = B
uniformly in α, γ , and η. Hence, we have
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uniformly in α, γ , and η. The measure of (Ts ×Ts)\ (C ×C) equals the volume of the boundary shell,
which is O (B−2s−2). Hence, together with (3.3) and (3.5), we obtain
∫
m
F(α)dα =
∫
m
∫
C
∫
C
G(α,γ ,η)dγ dηdα + O (1). (3.6)
When γ /∈ Z and R  1, one ﬁnds by summing the geometric progressions that
DR(γ ) = e(γ ) − e(R + 1γ ) + e(−Rγ ) − 1
1− e(γ ) . (3.7)
Let
D∗(γ ,η) =
s∏
i=1
(
1
1− e(γi)
)(
1
1− e(ηi)
)
.
By applying (3.7), we ﬁnd that there exists a complex number ρ(B, y0,γ ,η), independent of x0 and
of modulus at most 42s , such that
s∏
i=1
Dy0 (γi)DB/y0 (ηi) = ρ(B, y0,γ ,η)D∗(γ ,η) (3.8)
for all (γ ,η) ∈ C2. Hence, for all (γ ,η) ∈ C2, we may write
G(α,γ ,η) = D∗(γ ,η)h(α, B,γ ,η)
(
s∏
j=1
g(α,γ j, η j)
)
, (3.9)
where
h(α, B,γ ,η) =
∑
1y0B1/2
ρ(B, y0,γ ,η)
∑
1|x0|B/y0
e(αx0 y0).
By the triangle inequality, we ﬁnd that
∣∣h(α, B,γ ,η)∣∣ 42s ∑
1y0B1/2
∣∣∣∣ ∑
1|x0|B/y0
e(αx0 y0)
∣∣∣∣ ∑
1y0B1/2
min
(
B/y0,‖αy0‖−1
)
uniformly in γ and η. By Dirichlet’s approximation theorem, for every α ∈ R, there exist elements
a,q ∈ Z such that 1  q  BQ −1, (a,q) = 1, and |α − a/q| < q−1B−1Q . If α ∈ m, for such a choice
of a and q, we must have that q > Q and |α − a/q| < q−1B−1Q  q−2. Therefore, an application of
Lemma 3.1 with X = Y = B1/2 implies that
h(α, B,γ ,η)  BQ −1 log B (3.10)
uniformly in γ ,η, and α ∈ m. From (3.4), (3.9), and (3.10), we may conclude that
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m
∫
C
∫
C
G(α,γ ,η)dγ dηdα
 Bs−1Q −1(log B)s−1
∫
C
∫
C
∣∣D∗(γ ,η)∣∣ ∫
m
2∏
j=1
∣∣g(α,γ j, η j)∣∣dα dγ dη. (3.11)
On making use of orthogonality, it follows from Lemma 3.2 that
∫
T
∣∣g(α,γ ,η)∣∣2 dα  ∑
x,x′,y,y′
1|xy|=|x′ y′|B
1 B1+ .
Hence, by Schwarz’s inequality, we ﬁnd that
∫
m
2∏
j=1
∣∣g(α,γ j, η j)∣∣dα  2∏
j=1
(∫
T
∣∣g(α,γ j, η j)∣∣2 dα
)1/2
 B1+ .
From (3.11), we now have that
∫
m
∫
C
∫
C
G(α,γ ,η)dγ dηdα  Bs+ Q −1
∫
C
∫
C
∣∣D∗(γ ,η)∣∣dγ dη. (3.12)
Observe that
1−B−2s−2∫
B−2s−2
dβ
1− e(β) 
1−B−2s−2∫
B−2s−2
dβ
‖β‖  log B,
which implies that
∫
C
∫
C
∣∣D∗(γ ,η)∣∣dγ dη  (log B)2s  B . (3.13)
Combining (3.6), (3.12), and (3.13) yields the upper bound
∫
m
F(α)dα  Bs+ Q −1.
This completes the proof of the lemma. 
4. The major arcs
In order to prove (2.4), we ﬁrst prove an auxiliary lemma. Throughout this section, when
α ∈ M(a,q), we write β = α − a/q.
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∑
1|x|X
e(αxy) = q−1
q∑
u=1
e
(
a
q
uy
) X∫
−X
e(βxy)dx+ O (q(1+ |βXy|)).
Proof. By splitting the sum into arithmetic progressions modulo q, we have
∑
1|x|X
e(αxy) =
q∑
u=1
e
(
a
q
uy
) ∑
|x|X
x≡u (mod q)
e(βxy) + O (1)
=
q∑
u=1
e
(
a
q
uy
) ∑
r∈Z|qr+u|X
e
(
β(qr + u)y)+ O (1)
=
q∑
u=1
e
(
a
q
uy
) ∑
q−1(−X−u)rq−1(X−u)
e
(
β(qr + u)y)+ O (1). (4.1)
The inner sum may be replaced with an integral by noting that from the mean value theorem,
∑
q−1(−X−u)rq−1(−X−u)
e
(
β(qr + u)y)=
(X−u)/q∫
(−X−u)/q
e
(
β(qr + u)y)dr
+ O
(
1+ q−1X max
q−1(−X−u)rq−1(X−u)
|βqy|
)
= q−1
X∫
−X
e(βxy)dx+ O (1+ |βXy|).
Therefore, we may conclude from (4.1) that
∑
1|x|X
e(αxy) = q−1
q∑
u=1
e
(
a
q
uy
) X∫
−X
e(βxy)dx+ O (q(1+ |βXy|)). 
Deﬁne
V1 =
{
y ∈ Zs+1: 1 |y1|, . . . , |ys| y0  B1/2
}
and
X2 =
{
x ∈ Rs+1: ‖x‖∞  B/y0
}
.
Let
S(a,q,y) =
∑
x (mod q)
e
(
a
q
x · y
)
(4.2)
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T (y) =
B−1Q∫
−B−1Q
∫
X2
e(βx · y)dxdβ. (4.3)
Lemma 4.2. For s 2, one has
∫
M
F(α)dα =
∑
1aqQ
(a,q)=1
∑
y∈V1
q−1−s S(a,q,y)T (y) + O (Bs).
Proof. For α ∈ M(a,q), by Lemma 4.1, we have that
F(α) =
∑
y∈V1
J (α, y0, y0) · · · J (α, y0, ys),
where
J (α, y0, y) = q−1
q∑
u=1
e
(
a
q
uy
) B/y0∫
−B/y0
e(βxy)dx+ O (q(1+ |β|B)).
Note that for α ∈ M(a,q), we have
q
(
1+ |β|B) qQ .
In addition, the trivial estimate |e(z)| 1 for z ∈ R yields
q−1
q∑
u=1
e
(
a
q
uy
) B/y0∫
−B/y0
e(βxy)dx  B/y0.
Therefore, we may write
∫
M
F(α)dα −
∑
1aqQ
(a,q)=1
∑
y∈V1
q−1−s S(a,q,y)T (y)  E1 + E2,
where
E1 =
∑
1aqQ
(a,q)=1
∑
y∈V1
B−1Q∫
−B−1Q
(qQ )s+1 dβ
and
E2 =
∑
1aqQ
(a,q)=1
∑
y∈V1
B−1Q∫
−B−1Q
(qQ )(B/y0)
s dβ.
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E1  B−1Q s+2
∑
1qQ
qs+2
∑
1y0B1/2
ys0  B(s−1)/2Q 2s+5,
and
E2  Bs−1Q 2
∑
1qQ
q2
∑
1y0B1/2
1  Bs−1/2Q 5.
Recalling that we chose Q to be Bδ and δ < 1/10, we may conclude that E1+ E2  Bs . This completes
the proof of the lemma. 
Let
X3(y) =
{
x0 ∈ Rs: ‖x0‖∞  1 and |x1 y1/y0 + · · · + xs ys/y0| 1
}
. (4.4)
Lemma 4.3. For s 2, one has
T (y) = Bs y−1−s0
∫
X3(y)
dx0 + O
(
Bs
Q s|y0 · · · ys|
)
.
Proof. Let
G(x,y) = x0 + x1 y1
y0
+ · · · + xs ys
y0
and
X4 =
{
x ∈ Rs+1: ‖x‖∞  1
}
.
By a change of variables in the right-hand side of (4.3), namely x→ (B/y0)x and β → B−1β , we have
T (y) = Bs y−1−s0
Q∫
−Q
∫
X4
e
(
βG(x,y)
)
dxdβ.
Since
D∫
C
e(γ x)dx  min(|D − C |, |γ |−1)
for γ = 0, it follows that when yi = 0 for 0 i  s, we have
∫
|β|>Q
∫
X4
e
(
βG(x,y)
)
dxdβ 
∫
|β|>Q
ys0
|βs+1 y1 · · · ys| dβ 
ys0
Q s|y1 · · · ys| .
Therefore, we have
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∞∫
−∞
∫
X4
e
(
βG(x,y)
)
dxdβ + O
(
Bs
Q s|y0 · · · ys|
)
.
Let
X5(y,u) =
{
x0 ∈ Rs: ‖x0‖∞  1 and
∣∣u − (x1 y1/y0 + · · · + xs ys/y0)∣∣ 1}.
Observing that
λ∫
−λ
e(βu)dβ = sin(2πλu)
πu
for u = 0, adopting the convention that
sin(2πλu)
πu
= 2λ
when u = 0, and making a change of variables, namely
x0 → (u − x1 y1/y0 − · · · − xs ys/y0),
we may conclude that
∞∫
−∞
∫
X4
e
(
βG(x,y)
)
dxdβ = lim
λ→∞
∫
X4
sin(2πλG(x,y))
πG(x,y)
dx
= lim
λ→∞
s+1∫
−s−1
ψ2(y,u)
sin(2πλu)
πu
du, (4.5)
where
ψ2(y,u) =
∫
X5(y,u)
dx0.
We note that if u is not in the interval
[−1− (|y1| + · · · + |ys|)/y0,1+ (|y1| + · · · + |ys|)/y0],
then X5(y,u) is empty, and hence ψ2(y,u) = 0. The latter values of u consequently make no con-
tribution in the last integral in (4.5). Since ψ2(y,u) is a function of bounded variation in u, by the
Fourier Integral Theorem, we have that
∞∫
−∞
∫
X4
e
(
βG(x,y)
)
dxdβ = ψ2(y,0).
On noting from (4.4) that X5(y,0) = X3(y), it now follows that
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∫
X3(y)
dx0,
which completes the proof of our lemma. 
Lemma 4.4. For s 2, one has
∫
M
F(α)dα = 1
2
σ∞SBs log B + O
(
Bs
)
.
Proof. Let
V2(q) =
{
y ∈ Zs+1: 1 |y1|, . . . , |ys| y0  B1/2 and q
∣∣ gcd(y0, . . . , ys)}
and
V3(q) =
{
y ∈ Zs+1: 1 |y1|, . . . , |ys| y0  q−1B1/2
}
.
Note that from (4.2),
S(a,q,y) =
∑
x (mod q)
e
(
a
q
x · y
)
=
{
qs+1, when q | gcd(y0, . . . , ys),
0, when q  gcd(y0, . . . , ys).
By Lemmas 4.2 and 4.3, we have
∫
M
F(α)dα − Bs
∑
1aqQ
(a,q)=1
∑
y∈V2(q)
y−1−s0
∫
X3(y)
dx0  Bs + BsQ −s
∑
1aqQ
(a,q)=1
∑
y∈V2(q)
|y0 · · · ys|−1
 Bs + BsQ −s
∑
1qQ
q−s
∑
y∈V3(q)
|y0 · · · ys|−1
 Bs,
and hence, in view of the deﬁnitions of V2(q), V3(q), and X3(y), one has
∫
M
F(α)dα = Bs
∑
1aqQ
(a,q)=1
q−1−s
∑
y∈V3(q)
y−1−s0
∫
X3(y)
dx0 + O
(
Bs
)
. (4.6)
Let
X6(y0) =
{
(x0,y0) ∈ R2s: ‖x0‖∞  1, ‖y0‖∞  y0, and |x1 y1/y0 + · · · + xs ys/y0| 1
}
.
For K ∈ R and y0  1, since the set
{
y ∈ R: |y| y0 and |xy/y0 − K | 1
}
is an interval for any choice of x ∈ R, we have
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∑
1|y|y0
1∫
−1
|xy/y0−K |1
dx−
y0∫
−y0
1∫
−1
|xy/y0−K |1
dxdy
∣∣∣∣∣ 
1∫
−1
∣∣∣∣∣
∑
1|y|y0|xy/y0−K |1
1−
y0∫
−y0
|xy/y0−K |1
dy
∣∣∣∣∣dx

1∫
−1
dx 1.
We may iteratively apply the above inequality s times to exchange our sum over yi for an integral
over yi for each 1 i  s. By carrying out this procedure, we obtain that
∑
y∈V3(q)
y−1−s0
∫
X3(y)
dx0 −
∑
y0q−1B1/2
y−1−s0
∫
X6(y0)
dx0 dy0 
∑
y0q−1B1/2
y−20  1. (4.7)
Furthermore, by making the change of variables y0 → y0y0 and recalling (2.1), one has
∑
y0q−1B1/2
y−1−s0
∫
X6(y0)
dx0 dy0 = σ∞
∑
y0q−1B1/2
y−10 . (4.8)
Combining (4.6)–(4.8), we have now shown that
∫
M
F(α)dα = σ∞Bs
∑
1aqQ
(a,q)=1
q−1−s
∑
y0q−1B1/2
y−10 + O
(
Bs
∑
1qQ
q−s
)
= σ∞Bs
∑
1aqQ
(a,q)=1
q−1−s
(
1
2
log B − logq + O (1)
)
+ O (Bs)
= 1
2
σ∞Bs log B
∑
1qQ
φ(q)
qs+1
+ O (Bs).
On observing that
∑
1qQ
φ(q)
qs+1
= S + O (Q 1−s),
we now ﬁnd that
∫
M
F(α)dα = 1
2
σ∞SBs log B + O
(
Bs
)
. 
Theorem 2.2 now follows from Lemmas 3.3 and 4.4.
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Now that we have completed our proof of Theorem 2.2, we are able to derive Theorem 2.1. Let
U(B) =
{
(x,y) ∈ (Z \ {0})2s+2: x · y= 0 and max
i, j
|xi y j | B
}
and N1(B) = #U(B). We ﬁrst prove two auxiliary lemmas. Then, we derive an asymptotic formula for
N1(B), and we conclude by applying our asymptotic formula for N1(B) in combination with Möbius
inversion to prove Theorem 2.1.
Lemma 5.1. For s 2, one has
#
{
(x,y) ∈ (Z ∩ [−B1/2, B1/2])2s+2: x · y= 0} Bs.
Proof. Note that
xy = 1
4
(
(x+ y)2 − (x− y)2)
and that the mapping L : Z2 → Z2, deﬁned by L(x, y) = (x + y, x− y), is injective. Hence, by setting
(ui, vi) = (xi + yi, xi − yi), the set
{
(x,y) ∈ (Z ∩ [−B1/2, B1/2])2s+2: x · y= 0}
injects into the set
{
(u,v) ∈ (Z ∩ [−2B1/2,2B1/2])2s+2: (u20 − v20)+ · · · + (u2s − v2s )= 0}.
The size of the above set is equal to
∫
T
∣∣H(B)∣∣2s+2 dα,
where
H(B) =
∑
|z|2B1/2
e
(
αz2
)
.
Since (2s + 2) 6, we may deduce from Chapter 2 of [12] that
∫
T
∣∣H(B)∣∣2s+2 dα  Bs.
The lemma now follows. 
Lemma 5.2. For s 2, B  2, and i ∈ {0, . . . , s}, one has
#
{
(x,y) ∈ U(B): |yi| = max
j
|y j| B1/2 and max
0k<i
|yk| < |yi|
}
= σ∞SBs log B + O
(
Bs
)
.
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#
{
(x,y) ∈ U(B): yi = max
j
|y j| B1/2 and max
0k<i
|yk| < yi
}
= 1
2
σ∞SBs log B + O
(
Bs
)
.
The lemma now follows by noting that
x · y= 0 ⇔ x · (−y) = 0
in order to account for both positive and negative values of yi . 
Lemma 5.3. For s 2 and B  2, one has
N1(B) = (2s + 2)σ∞SBs log B + O
(
Bs
)
.
Proof. We ﬁrst split the set U(B) into 2s + 2 regions. Note that for each point in this set, either
maxi |xi |  B1/2 or max j |y j|  B1/2. The 2s + 2 regions that we consider are K0, . . . ,Ks,L0, . . . ,Ls,
where
Ki =
{
(x,y) ∈ U(B): |xi | =max
j
|x j | B1/2 and max
0k<i
|xk| < |xi |
}
and
Li =
{
(x,y) ∈ U(B): |yi| = max
j
|y j| B1/2 and max
0k<i
|yk| < |yi|
}
.
Observe that when 0 k < l  s, we have Kk ∩ Kl = ∅ = Lk ∩ Ll . Furthermore, for k, l ∈ {0, . . . , s}, the
intersection of Kk and Ll lies inside the set
{
(x,y) ∈ (Z ∩ [−B1/2, B1/2])2s+2: x · y= 0},
and so by Lemma 5.1, the size of Kk ∩ Ll is O (Bs).
By applying Lemma 5.2, we see that each of our 2s + 2 regions K0, . . . ,Ks,L0, . . . ,Ls is of size
σ∞SBs log B + O
(
Bs
)
.
Hence, we have
N1(B) = (2s + 2)σ∞SBs log B + O
(
Bs
)
. 
We now prove Theorem 2.1.
Proof of Theorem 2.1. Recall the deﬁnitions of H(x,y) and N(B) in (1.1) and (1.2), respectively. When
counting the points that contribute to N(B) and N1(B), note that the height of a solution differs by a
power of s. Furthermore, for (x,y) ∈ Ps(Q)×Ps(Q), the deﬁnition of our anticanonical height function
H(x,y) assumes that gcd(x0, . . . , xs) = gcd(y0, . . . , ys) = 1. Also, for (x,y) ∈ Ps(Q) × Ps(Q), we have
(x,y) = (x,−y) = (−x,y) = (−x,−y). Let M(B) = N(Bs). Hence, by Möbius inversion, we deduce that
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4
∞∑
i=1
∞∑
j=1
μ(i)μ( j)N1
(
B
i j
)
=
(
s + 1
2
)
σ∞S
∑
i, j
i jB
μ(i)μ( j)
(
B
i j
)s
log
(
B
i j
)
+ O
(∑
i, j
i jB
Bs
is js
)
=
(
s + 1
2
)
σ∞SBs log B
∑
i, j
i jB
μ(i)μ( j)
is js
+ O
(
Bs
∑
i, j
i jB
log(2i j)
is js
)
.
Note that
Bs
∑
i, j
i jB
log(2i j)
is js
 Bs
and that
∑
i, j
i jB
μ(i)μ( j)
is js
=
( ∑
1iB1/2
μ(i)
is
)2
+ O
( ∑
1kB
1
ks
∑
l>B1/2
1
ls
)
= (ζ(s)−1 + O (B(1−s)/2))2 + O (B(1−s)/2)
= ζ(s)−2 + O (B(1−s)/2).
Hence, we have
M(B) =
(
s + 1
2
)
ζ(s)−2σ∞SBs log B + O
(
Bs
)
,
which implies that
N(B) = M(B1/s) =
(
s + 1
2s
)
ζ(s)−2σ∞SB log B + O (B).
This completes the proof of Theorem 2.1. 
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