Software architecture design plays the key role for logistics and transport software engineering. One of the design approaches is to reuse the architectural patterns, which express a fundamental structural organization of software systems and its behaviour. The usage of the proven and tested solutions allows us to increase the software quality and reduce potential risks.
Introduction
It's important to construct architecture for logistics and transportation software properly and with the use of best practices, so we need to pay a lot of attention when building software architecture for such systems.
Architectural design provides an understanding of the system organization. Also it creates a framework for the proper representation of a system. The creation of architecture is the first and fundamental step in the software designing. It creates software system representation base that satisfies to the full range of detailed requirements [1, 2, 3] .
As long as there is no effective method for the architecture building we should rely on used techniques as well as past experience in that area. One of the common approaches is to use architectural patterns for creation of the software architecture.
Architectural patterns organize the essence of architecture which was used in various software systems. Today the patterns are widely used during the software development process. They help to reuse the knowledge and best practice [4, 5, 6] .
Architectural patterns can be seen as a generalized description of best practice. The patterns were tested and proven in a variety of systems and environments, as a result of that, the architectural pattern describe the system organization which has been successful in previous systems.
It ' s obvious what we need to have some technique that allows selecting the optimal suite of patterns from a number of patterns, also such selection should take into account the specific requirements for the logistics and transport system.
Selection of an Optimal Patterns Suite
To select an optimal patterns suite we need to define a model, choose a set of patterns and examine their impact on system characteristics.
Model definition for selection of an optimal patterns suite
Let's assume that there is a set of patterns which can be separated into groups according to their corresponded functionality. Also we know numerical values of system characteristics which depend on used patterns for the given system. So we need to develop a model which helps us to determine the optimal suite of patterns for logistic and transport system with a given functionality.
Suppose that there is a set of input pattern groups -{ 1,..., }. where P ij -i-th pattern from group j, m j -number of pattern in group j which is a variable number.
Let's assume that from some groups we aren't obligated to select a pattern (this is due to the fact that the selection of some patterns can exclude a whole group of patterns). On the other hand, we can select several patterns from some of the groups.
Thus the input data for our model makes a complete set of patterns for each group, and such set can be represented as a multiset.
For simplicity, we reduce the multiset to a uniform set of patterns 1 { ,..., } n P P where we use special restrictions for partitioning to the groups. At the output, the model with the specified constrains should select the optimal combination of patterns which should be used for software development.
The produced restrictions should exclude those combinations of patterns that are logically inconsistent or interchangeable. In addition, some restriction should allow selection of multiple patterns from specified group of patterns.
The objective function for finding the optimal suite of pattern defined as follows:
where f(P i ) -function which reflects a numerical changes of the system characteristics depending on used pattern P i ; x i -variable which indicates the usage of the i-th pattern. It's obviously that the integrality constrain should be applied for a given variable x i :
where n -number of patterns in the one dimensional set which were transformed from the original multiset of patterns.
To indicate the fact that we can select only one pattern from the group, let's introduce the following restriction: 
∑
On the base of the mentioned definitions and assumptions, we obtain the classical integer programming problem where we need to find the optimal solution.
We should pay special attention for choosing the function f(P i ). Such selection should be based on the requirements for a software system.
The choice of patterns for Multi-tier architecture
According to the statistics on architecture types used for transportation and logistics systems, which are represented in the global ISBSG database, most of these systems are based on client-server architecture model [7] . Nowadays the most used subtype of such architecture is Multi-tier architecture. Therefore, for our case study we select a set of patterns used for transportation and logistics systems' Multi-tier architectures.
There are patterns that can be divided into the following groups: Table 1 which we use in our case study. 
The patterns usage restrictions
When we build the model we should take into account the following corresponding constraints: restrictions which are applied on pattern groups; restrictions applied on patterns compatibility. For the considered patterns we have the following limitations: 1. We can choose only one pattern from the first three groups as well as from Offline Concurrency Patterns; 2. We can choose any patterns from the remaining groups (each pattern can be selected only one time); 3. If Transaction Script is selected from the first group we can choose Table Data Gateway or Row Data Gateway from the second group; 4. If Table Module is selected from the first group we are allowed to choose only Table Data Gateway from the second one; 5. If Domain Model is selected from the first group we can choose Active Record or Data
Mapper from the second group.
Mathematical model building
Applying the above results we obtain the following objective function: ( )
with the following restrictions which came from the patterns usage limitations: a) We can choose only one pattern from the first three groups:
1, x x x x + + + = 1.
We can choose any patterns from the remaining groups (or not to choose a pattern at all): 1. Table Module is selected from the first group we are allowed to choose only Table Data Gateway from the second one:
1. 1. x x x + + ≤
Selecting of f(P i ) function
Using the above listed patterns we need to build a model for selecting the optimal suite of patterns; where the requirement for the software should be considered. For doing so we must determine the patterns impact on specific system characteristics. This means that we need to define the function f(P i ).
During the architecture design stage we can operate the system requirements as well as make indirect measures of some system characteristics, so one of the most suitable metric for consideration is functional point (FP) metric, which indirectly measures software and the cost of its development. The value of this metric reflects the functional complexity of the product [1, 8] . In addition to the complexity metric, inner (cohesion) and outer (coupling) relations should be measured [1] .
The selection of a pattern affects the overall system characteristics. Therefore, it is necessary that the metric for such system also reflects this influence. In our case the metric should reflect a change of FP metric, coupling and cohesion when we use a specific pattern.
In order to combine these three metrics let's use criterion of efficiency described in the publication [9] . As long as the calculation of the proposed metrics for coupling and cohesion is quite complicated we replace these metrics with alternatives which are supported by many tools for metric calculation. For example, we can use Coupling between Object Classes (CBO) and Lack of Cohesion of Methods (LCOM) metrics from Chidamber & Kemerer's metric suite [1, 10] .
CBO and LCOM metrics are calculated for specific classes, but we need to evaluate the entire system. So it's necessary to make these metrics applicable for a group of classes. We define Coupling between Object Classes Factor (CBOF) and Lack of Cohesion of Methods Factor (LCOMF) metrics which could be used in our criterion of efficiency.
CBOF metric is defined as the arithmetic mean of the normalized values of CBO in the system (the value of this factor varies from 0 to 1): The definition of LCOMF metric is similar, i.e. LCOMF defined as the arithmetic mean of the normalized values of LCOM in the system: 
where СF i -adjusted degree of influence coefficient which corresponds to F i used in original FP; c i -pattern influence on i-th system's characteristic.
For getting c i values, first, we need to evaluate a characteristic using the following scale: 1 -use of a pattern reduces the significance of a system characteristic; 2 -use of a pattern slightly reduces the significance of a system characteristic; 3 -no influence; 4 -use of a pattern slightly actualises a system characteristic; 5 -use of a pattern actualises a system characteristic (i.e. we must pay more attention to this characteristic when applying this pattern).
Next, these values are converted into c i using scale conversion rule presented in Table 2 . c Pi -pattern influence on LCOMF which is evaluated using scale similar to c i and varies from 1 to 5.
Obtaining values of indicators and coefficients
Prior the case study it's necessary to obtain the values of several indicators and coefficients. In our case, most of these values were obtained empirically.
Based on our requirements let's define the weight coefficient vector for metric of efficiency with the help of an expert evaluation. The weight coefficients of efficiency indicators for the functional points, coupling and cohesion factors are defined as:
So, functional points have the greatest weighting coefficient of efficiency indicator and LCOMF the least.
For obtaining FP' values we need to get the patterns influence coefficients. The Table 3 represents the patterns influence coefficients c i with the given requirements. These figures are empirical and intended to demonstrate the proposed technique, so these values might be not optimal. To obtain more precise values of the coefficients, the values should be calibrated on a number of projects. These values also might be different for the software of the other domains, i.e. not transportation or logistics. In addition, the values might vary for systems with other requirements. The coefficients c i listed in the table have the following meanings: c 1 -pattern influence coefficient on system characteristic "Data Communications"; c 2 -pattern influence coefficient on system characteristic "Distributed Data Processing"; c 3 -pattern influence coefficient on system characteristic "Performance"; c 5 -pattern influence coefficient on system characteristic "Transaction Rate"; c 8 -pattern influence coefficient on system characteristic "Online Update"; c 9 -pattern influence coefficient on system characteristic "Complex Processing"; c 10 -pattern influence coefficient on system characteristic "Reusability"; c 13 -pattern influence coefficient on system characteristic "Multiple Sites"; c 14 -pattern influence coefficient on system characteristic "Facilitate Change". We consider only these system characteristics, since the described patterns do not affect other characteristics of the system, i.e. the pattern influence for them is 3.
To obtain the values of FP' we also need to determine the value of FP which is required for each pattern implementation. The empirically estimated values are shown in Table 4 .
In addition to this we also need to evaluate the patterns impact on CBOF and LCOM values, so we need to obtain values of pattern influence coefficients c CBOF and c LCOMF . The values of pattern influence coefficients are listed in Table 4 . With the help of expert evaluation define the weighting coefficient used in for CBOF and LCOMF metrics as:
After analysing all the values of CBO and LCOM for the considered programs the threshold values for metrics CBOF and LCOMF defined as:
T CBO = 100; T LCOM = 1000.
Case Study
For the proposed technique validation let's perform a series of experiments using real logistics and transportation software systems.
Selection of logistics and transportation systems for case study
Based on the statistics on architecture types used for transportation and logistics systems in the global ISBSG database we can see that the majority of these applications based on multi-tier architecture.
For the case study we selected open source applications which are the most representative according to our requirements. We take into account the application domain (only logistics and transportation systems), popularity (number of download, ratio), commercial support, etc. As a result, the systems showed in Table 5 were selected. The presence of program source code allows us to obtain the values of CBO and LCOM for all available classes, which are used to obtain values of CBOF and LCOMF for each system (Table 7) . System characteristics for FP metric were determined based on the requirements and existing implementation of the software systems (Table 8) . 
The solution of integer programming problems
Having value of UFP, F i , CBOF and LCOMF we can obtain the objective functions for each considered system.
For example, let's find the optimal pattern suite for Dolibarr ERP&CRM system. To do so, we need first of all to obtain the objective function, which requires values of f(P i ); and to get the value of the function it's required to have values K and K' Pi .
When obtaining K' Pi we must also define FP', CBOF' and LCOMF' values. Such calculations for P 11 are given below: 
Having K and K' P11 values, we can obtain value of function, which reflects numerical changes of the system characteristics when pattern P 11 is used:
After we get all f(P i ) values using the same approach, we can obtain the objective function for Dolibarr ERP/CRM: Once the objective function is defined as well as all restrictions, we can find the optimal solution for this integer programming problem. The optimal solution for Dolibarr ERP&CRM system is formed by the following values of the variables: x 2 = x 8 = x 11 = x 13 = x 14 = x 15 = 1. Thus, the optimal pattern suite for our system consists of the following patterns: P 12 , P 24 , P 33 , P 41 , P 42 , P 51 .
In the same way we obtained optimal pattern suites for other systems (Table 9 ). The distribution of the considered patterns is illustrated on Figure 2 . From these results we can conclude that the most frequently used patterns from the first group are Domain Model and Service Layer. From the second: Active Record and Data Mapper, which is logical since there are restrictions on pattern usage combinations from the first and second groups. In the third group the most frequently used patterns are Model View Controller and Template View. Results showed that the use of Data Transfer Object pattern is reasonable for the most of cases; and Remote Facade pattern is noticeably less used. The most preferred pattern for considered systems from the last group is Optimistic Offline Lock.
Results and analysis
For the optimal pattern suites (which are obtained as a result of solving integer programming problems) for considered software systems we can obtain pattern-architecture efficiency metric K'. Before that we need to find average values of CF i , P FP , c CBOF and c LCOMF . The results of obtained patternarchitecture efficiency metric K' for considered systems are shown in Table 10 . Figure 3 shows the relation of original architecture efficiency (K) and pattern-architecture efficiency metric (K') for all considered systems. Ideally the value of pattern-architecture efficiency metric (K') must be lower than original architecture efficiency (K), since the values of coupling and cohesion should became better and the value of FP should be reduced. We can see that for lager system the architecture efficiency in improved by 2-5%, in contrast, it's deteriorated for small systems.
The results indicate that the use of optimal pattern suite isn't appropriate for each considered system. It can be noted that for systems where the value of FP is smaller than 1000 (i.e. small and medium software systems) the application of the proposed technique doesn't improve the architecture efficiency. The reason is quite simple: the pattern implementation itself requires reasonable effort which is costly for small systems, so such usage for small systems is overkill. For software system Openbravo ERP (number 6) we can conclude that the original figures were already close to the optimal. In addition, it is also possible that expert estimates of some indicators and coefficients aren't calibrated reasonably well.
To complete the picture we also need to discuss the changes in FP when using an optimal patterns suite. Figure 5 shows the values of function pointer of original architecture (FP) and functional points of pattern-architecture (FP') for each considered system. Percentage difference between the function pointer of original architecture and the functional points of pattern-architecture is illustrated on Figure 6 . As we can see the picture is slightly different compared to ΔK%. It could be explained by the fact that FP is only a part of the architecture efficiency metric.
Conclusions
In this paper the technique that allows selecting the optimal suite of architectural patterns for logistics and transportation software is proposed. This selection technique is reduced to the classical problem of integer programming where the optimal solution should be found.
As long as the most of the modern logistics and transportation systems are based on Multi-tier architecture, we've considered a set of patterns that are suitable for its creation. The proposed technique is applied for this set of architectural patterns.
Pattern-architecture efficiency metric is used to measure patterns' numerical impact on a system. This metric is based on functional point (FP) metric, which indirectly measures the functional complexity of software. In addition to the complexity metric, inner (cohesion) and outer (coupling) relations are taken into account.
For the case study we've selected eleven logistics and transportation software systems. The objective functions are defined for the case study as well as constrains on the use of specific architectural patterns. The resulting solution reflects the optimal suites of architectural patterns that are suitable for the development of the systems with the specified requirements.
The quantitative study is given to evaluate the changes in the architectural decisions efficiency by applying the selected suite of patterns. The analysis of case study results allowed determining the appropriateness of this technique application, which is dependent on the functional size of the software system.
According to that, the results indicate that the proposed technique is applicable for solving problems of optimal architectural patterns' suite selection when we construct architecture for the largescale logistics and transportation systems.
