We give a PSPACE algorithm for determining the signs of multivariate polynomials at the common zeros of a system of polynomial equations. One of the consequences of this result is that the "Generalized Movers' Problem" in robotics drops from EXPTIME into PSPACE, and is therefore PSPACE-complete by a previous hardness result CRei]. We also show that the existential theory of the real numbers can be decided in PSPACE. Other geometric problems that also drop into PSPACE include the 3-d Euclidean Shortest Path Problem, and the "2-d Asteroid Avoidance Problem" described in TRSI. Our method combines t1.e tl;eorem of the primitive element from classical algebra with a symbolic polynomial evaluation lemma from [BKR]. A decision problem involving several algrtbraic IIUIII~W~S is rctl~~c-~d to a problem involving a siuglc illgel)rilic u~tt~ber or pritnit.ive clement, which rationally grueratrs all the given i+;et)raic nurrlbers.
Introduction
Ever since 'I'arski's paper [Tar1 on the decidability of the theory of real closed fields, there have been steady improvements in the time and space bounds of algebraic algorithms. A double-exponential time algorithm for the theory was given by Collins CC011 . Collins' method was later improved by Ben-Or, Kozen and Reif CBKRJ to single-exponential space. If only existential quantification i:s allowed, the theory of the reals has au EXPTIME solution, described in [GV] . The [BKR] method was interesting in that it was purely symbolic, i.e. it dill not require nunleriral rctot isolation, as did ~~ollifts' ruc+hc~tl. Irlsteatl [BKR] nlaclc use of a polylog space algorithnl for finding the signs of a. set of polynomials at thr ro0t.s rif a given polynomial.
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In this paper we generalize the [BKR] lemma, which applied to the roots of a siugle univariate polynomial. to the COIlllllOfl Zeros of several polyuomials in several variables. Our generalized algorithm requires only polynomial space (the problem it solves is at least NP-hard). [:sing this result. we obtain a PSPACE algorithm for the existent,ial theory of the reals. We also apply the lemma to obtain PSP=\CE upper bounds for several problems in robotics.
The "Generalized Movers' Problem" which is the problem of finding a collision-free path for a robot with n degrees of freedom moving among polyltedral obstacles, was shown to be PSPACE-hard by Reif [Rei] .
The problem was treated by [Loz] for t,he restricted cases of tnotion without rotation in two and three dimensions. Later [SS] gave a double-exponential tinte algorithm for the general problem basetl on (!ollins' ct,llular algebraic decotupoXition [&I] _ Tht. sl~i~ce bouu<l was inlproved to sirrgle-ral,~,nr.l1t i al by KOZCII aud Yap CK\'l Evcnt.u;~lly, it singlet c~sl1c)tIcutial t.imc irlKc)rit htll tiW i IW u1overs' prol~l~~1~~ was tlt*sc.ril)c*tl in [<!?!51>] In t.his paper, we briug that. algoritht11 into PSPACE. showing that the movers problem is PSPACE-complete.
The 3-d euclidean shortest path problem is the problem of finding the shortest path between two given points which avoids some polyhedral obstatles. The problem has been dealt with by Sharir and Schotr iIS%] who gave an .LzO("' algorithm by reducing the problem to an algebraic decision problem in the theory of real closed fields. This was improved by Reif and Storer CRSt.1 who gave 2"0"'-time (n a(losn)j-space algorithm rising t.he same theory hut with a more efficient reduction.
We ddk thp 2-tl &~~~~~itf nc~uiduuc~ ywblrm as tile problc~m of tlr*t,crutining a c.ollisiorl-frees t)ilt,ll for il pi)iut ill the plane with I~ottutlc~tl velocity magnitude. with couvcx polygonal c)hst,acles ttloving with fixed ,incar velocitr ,( uo rot;rtiocrJ. The <)t)stacles arr* a.ssulned nut. to c<Jlide. Ln Cl{Sl the probleru wi(,s shown t,~ be solvablc~ irt tirric Y""".
ln [CR] botlt the 3-d euclidean short(sst path and the 2-d asteroid avoidance problenls were showr~ to be NP-hard. In [C87a] improvements in the exponents of upper bouuds for both problems were given. These improvements were based on the roadmap algorithm and ou the multivariate resultant as an equatiou solving tool. Here we improve the upper bounds for both problems to PSPACE. for i # L and j # 1. Assume for the moment that c satisfies (4), we compute the greatest common divisor of ~~(6 -cc) and pz(~) as polynomials in Z. If 6 = ai + cflj, then z = @j is a common root, and by the inequalit,ies We denote the resultant (with respect to Z) of polynomials a(z) and b(z) as RES,(a(z),b(z)).
Then from the first property above, the polynomial q(0) = RES,(pl(B -cZ),pz(Z)) vanishes 0Illy at B = Bi,j, So q(Z) is the primitive element polynomial we were looking for. The rational functions are found from the first subresultant which is of the form d(qx + +q (5) and which vanishes at the conu1~011 root z = @j.
The rational function ~2 is just and SiWX 0; = (@i,j -C8j), T1 is given by
Both the resultant and the first subresultant can he Corn--puted in polylog space from the Sylvester matrix using the determinant atgorit hm of [Gal. Inspection of the Sylvester matrix for pl (19-ce) and p*(z) shows that the degree of q(z) is dld2. The degrees of T~ and T:! are less than dld2, where we define the degree of a rational function as the maximum of the degrees of its numerator and denominator. It remains to show that we can compute a suitable constant c. There are only finitely many bad values of c, each one failing to satisfy one of the inequalities (4). Given pl and pz we choose c as follows:
First, we construct for both p, and p, "difference" polynomials A, (y) and AZ(y). Each Ai is the resultant with rrsprct to z of the polynomials p,(z) aud p,( t +-y). This resultant vanishes if and only if the two polynomials have a common root, that is if there is some a such that both 1: : a and z = a + y are roots. every root of Al (y) is therefore of the form (ai -Qj) for some pair of roots of p,, and similarly for A,(y). We denote the non-zero roots of A,(y) as 6zk and the non-zero roots of A,(y) as 6$ then (4) can be expressed as for all i # k, j # 1. Since we are only interested in non-zero coots of A,(y), we divide each A,(y) by its lowest power of y, giving polynomials A:(y) having only non-zero roots. Now we compute the resultant with respect to y of the polynomials Ai and A:(y). This gives us a resultant polynomial R(z) which is zero for each value I = c which violates some inequality in (8). The resultant R(z) Has polynomial degree and coefficient length in the degree and cocf-ficient lengths of p, and px, and knowing only these bounds we can readily obtain upper bounds on the size of any root of R(z), [Mig] . These bounds are again polynomial, and choosing a value of c slightly larger than the bound guarantees that it is not a root of R(z) and that the inequalities (4) are satisfied.
The computations for c can be performed in polylog space. 0
The rays not "at infinity" i.e. thosl! which have, say "0.j # 0. Then there is a polynomial q(x) of degree N, and rational functions rl(z), . ,r,(z), such that every solution ray not at infinity is of the form ( l,rl (0), , . . ,,r,(d)) for some root 8 ofq(z).
The polynomials q(z) and T&(Z) can be computed in polynomial space.
Proof
We add the linear polynomial z~ozo + . . . + u,x, to the system of polynomials, giving a system of n + 1 polynomials in n $ 1 variables. 
Note that this method does not work if there are infinitely many solution rays at infinity. However, as shown in [C88bl, this case can be dealt with by using the lowest degree term of the generalized characteristic polynomial instead of the resultant, which takes essentially the same time to compute, and is no larger than the resultant.
We are looking for a single po1ynomia.l whose ~00';s generate the coordinates of the solution rays. We construct it by defining a polynomial whose roots are linear colnbinations of the coordinates.
We choose n constants cl,. . . ,c,, and set
In this case and later cases, R denotes the resultant if it is non-vanishing, or else the lowest degree coefficimt of t,he generalized characteristic polynomial [C88a] . With this suljstitution, the factors of R corresponding to root,>. at infinity become constants, while the linear factors are of tlie form (II) So q(c) has degree N. We assume wit,hout 10~s of generality that as,j = 1 for rays not at, infinity.
Then tl:ie roots of q(z) are 8, where
To construct each rational function rk,, we make two other substitutions in the u-resultant. We set There will certainly be a co~nmon root if 1 = m = j> but there can also be spurious roots if the ci satisfy (la) for some (Ii,, # a;,j. Assuming for the moment that they do not, then the common root must be z = Bj -c~~, and it will be a root of the first subresultant.
LVe now compute the first subresultant of i;(z) and 9:( 219 -E), and let it be d@)Z + ,&(e We have postponed until now the qucsstion of how to find a suitable tuple C = (ct, . . . , cn) of const.ant s. The bad choices of C are of two types, and bolh can t)r detected during execution.
The first type are those that cause q(r) or q: (z) or qJ z) to vanish identically. q(z) will vanish ident.icatly if inner product of the t.upte of c,'s and a solution ray at intillit,y is zero, i.e. if Then &, (19) is a polynomial with the same sign as the rational fuuction h(8), (so long as the denominator of R,(O) is non-zero, which it will be at any rant 8 = 19, of q (8)) We now have a 5yst.c.m of p<Jyur>rlrials q,(e) such t.hat the sign sequence (Sigrl (Ql(8j) ), . , XiRI1(Qm(Bj))) at sorile real root 19, of (i(6) is the sitllte as the sign sequence (SiRII ((II(uj) 'I'tlc-lack of an c~tlic~it*rt( t11~~(,11o(l for c~)n~putatio~t wit.11 algc*-brair riumbc~rs deliued by ~ystcnrs of polynomials has been a barrier to efficient parallel solutions to a number of algebraic and geometric problems.
The main lemma of the last section removes this obstacle and leads to PSPACE algorithms for these problems.
The Existential Theory of the Reals
An existentially-quantified formula in the first order theory of the reals is a formula of the forni: 3x1~22 . . . 3x, P(q,x2 )..., 2,)
where each 16; E !I?, and where f'(z1, x2,, . . ,z,) is a predicate wtiich is a monotone boolean function of atomic predcat.es of the form fi( 21,x2 ,..., I,) ? 0 or g,(z~,zz ,..., 2,) > 0
There is no loss of generality iu this form for P over forms with arbitrary booleau functions and arbitrary inequalilies. Deciding the existential theory is equivalent to deciding whether sets of the form SP = {(%,%,..
.,G%)E 82" I P(%%-..,%))
are uon-empty. Such a set is called a Jemi-algebraic set. The basic method is to test the predica.te at a coll.ection of sample points in 92" one of which is guaranteed to be in the set if it is non-empty.
The sample points are extremal points in some direction of the closures of sign-inz,ariant sets. A sign-invariant set is the set of points where all the polynomials defining SP have particular signs. There are two obstacles to applying this method directly: (i) The set SP niay not be coiiipi~ct, so l.hat ext remal points nlay not exist, and (ii) intersections bctwcen surfaces given by the defining polynomials may be singular, in which case it may be difficult to compute 1.11~ extrernal points.
Step 1: Compactness To get compactness, we first need to bound the quantifiers, which we do by substituting Then for each i, gi(?/) 2 e if and only if g;(y) > 0. Conversely, if SQ. contains some point y for any E > 0, then that point also lies in S,.
Since the predicate is a monotone boolean function, and since e always appears ou the right of a 2, if the predicate is true of a point p for some value of 6, it will be true of that poiut for all E less than that value. 0
Step 2: Reduction to the non-singular case We assume that. t be compact set S*. is defined by a predicate which is a monotone boolean function of inequalities fi(y) > 0, all >'s having been converted to 2's. Suppose there are m polynomials fi : 91" + R. Then t.hey define a map f : R" -YP We first partition W'" into regions of fixed sign for each coordinate, and then look at the preimages of these regions in 9?". The latter are the sign-invariant sets.
Let R-denote the set (-~~0) and R+ denote (0,~). The real line 9 can be partitioned into 3 = {%-, {O}, a+} which is a Whitney regular stratification then the map f" : R("+"" -J?" is transversal to all the strata.
Thus the preimage f-'($m) is a Whitney regular -stratification of R["'"). If we define a real positive quantity 6 as Wc can also t.hink of /" as a falllily c,f~aps ft, paraureterized by 6, so t,hat fi : 92" x Y"' -' -Wm. Now we can make use of the generic map lemma CGCI lemma 4.6, which states that if a parametrized family of maps is trausversal t.o a manifold, theu the individual maps are 1,rausversal fo that manifold for a dense subset of the pnrumcfers. In our case this means that for a dense subset of R+, choosing a fixed 6 still gives us a map transversal to some stratum of 9". The set of 6 values which give us a map transversal to ~11 of the strata in g m -is the intersection of finit.cly Illillly dt~Itsc sllf,scts;, and is tllcrefore dense, Kually, t,tlc srt (bf "bad" vnl~~rs of 6 is sc.llli-irlKc,l,raic-, aucl siuc** ils rolllpl~*~~l~*t~t is dr~kw, it. ~ill~sl. 18th lillil.c*. '1'1111s 1: is l,r;uisvr*r5il I to 'jy fiw IIll _, sufiicicrttly 51rti1II f5 > 0. Now consider the predicate Ti(y,, . . , ~,,,a,, . . . ,a,) formed from t,he predicate @(yl, . . , yn) by replacing each polynomial fi with JF = fi + ai aud adding t,he constraint (20). We let ST; C PxMm deuote the set of points for which Ti is true. NOW ST; is a closed set, since alI the inequalities defining it are 2's or =. Furtlierlnorc, the y values are all in the range (-1 -6,l + a), while all a values are iu the range (-6,6 ).
Thus 5'~; is bounded and therefore compact. 
Proof
To show ST; non-euipty for sulalt criougti 6 ilIlplif3 SQ. non-empty, we pick a seq11e11ce
(Si) + 0, with all 0 < 6; < d. For each 6i t.llerc ix a point p, in ST,, . 'I'hc srclu~ncc pi, since it lies iu the compact, set ST;,, has a convergeut subsequence with some timit point p also in ST. . 111 fact p lies iu ST;0 which equals SQ. x {O}"', which shag that S,. is uon-empty.
Sketch of proof of the converse: we start from any point in SQ. x (0)" and move in some direction that changes the values of some of the f;, while adjusting the values of the a; so that the ff's are unchanged.
This gives points in S,, for all sufficiently small 6. 50 fi(p(s)) ltuist differ fro1ll /,(p(O)) fnr SOIIIC sttialt 3. tl gives t Iit. euclidran dist ancc of the ftirt.hest. p,oiut (in (L c~)or~lillates) ou the pat tl 9(3) froltl 9(O). Let 9n,.x be any point on t,he path q(s) where this maximum is attained. Then so~ne segment of the path 9(s) joins 9(O) to the point 9m.x. The euclidean magnitude of the a-coordinates of points (which equals t,heir &values from (20)) on this segment varies continuously from 0 to d, and so the segment contains points in ST; for all 0 5 6 5 d. Cl Theorem 3.3 The etistential theory of the reals is decidable in PSPACE.
Given a pr4icat.e P( 2,). . ,2,), using t.he last two lemmas WC can define a ucw predicate TS(vl,.
. ,Yn,ulr.. ,a,) s~lrlr that Sp is non-empty if anti only if t.herP exibt.s some c > 0 and a d(c) > 0 such that for all 0 < 6 < d, the set ST; is non-eIlq)ty.
Irutlcr reasonable measures of forlllula size, 7: tins size potyuomial iu the size of P.
Nnw Tl defines a compact set ST; c 2"~ R", which has a regular strat,ification iuto sign-invariant sets. Ouce we have a compact, non-singular set, it is easy to compute sample points.
We pick a non-zero vector v E 8" x W" and define a projection map r, : 92" x ?I'"' + W as n,,(c) = z . 'u. Now, sirice ST; is compact, x, attairts a maximum value when restricted to it. Let p be the poiiit where this maximum is attained.
p lies in some smooth sigu-invariant stratum of ST;.
We would like to find a finite set of points which is guaranteed to contain the poiut p. The tangent space of the stratum which contains p is determined by the polynomials that are zero at p, those that are nou-zero are irrelevaut.
lift a be the set of common zeros of the f: that are zero at p. If p is an extremal point in directiou D, then it will be a critical point of the map *"Jo, see [CGI or CCKf,] . Hy einimrrating the critical points of ?TuJa for every D i.fx. ft)r every subset of the polynomials, we are guaranteed to get oue sample point that lies in the set ST; if it is norl-enlpty.
To tind the critical points, we cm nutke use of the tube construction of IC87bl and CC88bl. Specifically, to find the critical points of the manifold (r defined by polynomials fi,, . , f;,, we define the polynomial ga = f; + . . . f f; -ff (21) and observe that for all sufficiently small Q, gp = 0 defines a smooth hypersurface.
The vector 21 E !I?' x Sz" gives the direction in which extremals are computed, and it can be shown that the set of directions for which all the critical poiuts are isolated IS dense CC87bI.
We can therefore assume without loss of generality that ~1 = I, and then critical points of R, restricted to i.tre hypersurfare g" :-0 are clr4inrtl by t,hr following routlitions:
,9a :7 0 (22) 5r a,g" '-* '~ '"3 ijg 0 for j 2,. . ,R k 712 as tlrnio~~st~ratetl in [C%Xb3, as (x + 0 there is a seque~~cr of critical points of r u sq--0) cotiverging to each non-tlegerierate I( critical point of x,1,.
Using the main lemma in this paper, we can find the signs of all the other polynomials at each critical point of ?T~/~~~=,+ if e, 6 and a are fixed. We are interested though, in the signs of the polynomials at "vanishingly small" positive values of these variables.
The main lemma reduces computation of the signs of the other fr to determination of the signs of certain polyuonials in the coeficients of gQ and the f,!. These will be polynomials in a, 6 and c. Now 6 must be less than d(r), and a must be sufficiently small that it defines a smooth tube around CT. Since c may depend on both e and 6, we need to choose a smaller than some function of e and 6.
We get correct results by assuming that 0 < a GE 6 < t << 1 where < indicates that t,he quantity on the left of the inequality is much smaller than that on the right, and that they are not related by auy polynomial, i.e. they are ir&pcndcnt transccudeutals. In concrete terms, the sigu of a polynomial in Q, 6 aud c for this specialization etluals the sign of the term of lowest degree under the lexicog,raphic order of variables a + 6 + e. This means we colIect tcsgether all terms of lowest degree in a, and from these select the ones with iowest degree in 6, and finally pick the term of lowest degree in c. where pn and p,,+ 1 are t.ltc: start arld rntl-point of the path respectively.
The formula YL(I) has sizlr polynorni;tl in the environment description, and for fixed 1!, it can be decided in PSPACE.
Thus we can find polynomially man)' bits of the shortest path length in PSPACE.
The 2-d asteroid avoidance problem is an existence prohlem, and can be solved by defining a sin1ila.r precdicate. See e.g.
[RSJ or [CPi'aJ. The only difference is that each path segment is in 2-d space plus time instead Iof 3-d, and that path segments must satisfy a velocity coustraint., which artlorint,s to a constri :ttt in the slopr of the. srg~ricYlt irr s[mcrtime.
Once again the pret1irat.e 1tilS p<)lynottiial size, iri t,lle size of t,he etivirorlinent.
description, autl we concllltlc~ t.llilt 2-d astcroitf avoidanc-c is drci(lable in I'SI':\(~E. I I
The input to the roadmap algorithm is a setnialgebraic set specified by n polynomials p;( ~1,. . . , I, ) of degree d in F variables.
The roadmap algorithm as described in [C%ib] uses finite length binary approximations to real algebraic numbers, which are solutions of some set of polynomial equations pj = 0 derived from the p,. All the algebraic computations in the algorithm reduce to substitution of these approximations into other polynomials and testing their signs. For our PSP;ICE result: we compute the signs of the latter polynomials directly using lemma 'L. 
