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INTRODUCTION 
Depuis que les ordinateurs sont apparas, des milliards d'informations y ont et6 
enregistrdes dans plusieurs bases de donnges, dans divers domaines de connaissances et sur 
diverses formes (num6riques, textuels, imag6s etc...). Etant donni que les ressources 
informationnelles sont de plus en plus accessibles aux utilisateurs persomiels, le principal 
probldme aujourd'hui est de savoir comment acc&ler i l'information dont on a besoin, de 
fa$on pr6cise et conviviale. Pour cela, il faut donc utiliser des systemes de recherche 
d'information (SRI). 
Plusieurs types de SRI peuvent Stre trouves dans le marche, selon les caract6ristiques 
de 1'information ou de i'application: les SQL (Structured Query Language) pour 
1'interrogation de bases de donn6es relationnelles, les Systemes de Recherche dlnformation 
Documentaires pour les bases de donndes rdferentielles, les Systdmes Experts pour les bases 
de connaissances, les Systdmes Hypertexte pour les donnees organisdes sous forme 
d'hyperdocuments, etc. 
Plusieurs efforts ont 6t6 faits pour ddvelopper un SRI de mani&re & le rendre plus 
convivial et precis par rapport aux resultats de la recherche d'infonnation. Paimi ceux-ci on 
trouve le Systeme de Recherche d'Information en Langage Naturel. 
Langage naturel ou langue naturellel La langue, selon le Robert, est un "systSme 
d'expression et de communication, commun a im groupe social (communaute linguistique) => 
idiome". Le terme langue est ainsi plus appropri6 k designer des idiomes comme la langue 
frangaise, la langue anglaise, la langue portugaise etc. Quant au terme langage, toujours 
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selon le Robert, est "la fonction d'expression de la pens6e et de communication entre les 
hommes, mise en oeuvre au moyen d'un syst6me de signes vocaux (parole) et eventuellement 
de signes graphiques (ecriture) qui constitue une langue". Le dictionnaire Robert precise 
encore que, langage d6signe tout syst^mes de signes permettant la communication. Ainsi, on 
a le terme langage machine avec lequel on donne des instructions a un ordinateur. Le terme 
naturel est souvent trouve dans le domaine du traitement automatique des langnes ceci pour 
pr6ciser qu'il ne s'agit pas des langages formels ou des langages de programmation, etc... 
Encore, selon le Robert,"langage naturel, que repr&entent les langues du monde". Lorsqu'un 
langage utilise les termes et les structures de la langue on parle alors de langage naturel 
[POLITY]. 
Dans ce contexte, bien que les Syst&mes Hypertexte correspondent plutdt 6 une 
proc6dure de navigation dans Vinformation qu'a un langage (Tinterrogation en vue de trouver 
Vinformation, ils sont tout de m6me a considerer du fait que des approches sdmantiques pour 
la cr6ation des liaisons dans ces systdmes existent deja. 
Le but de ce travail est de presenter l'6tat de la litt6rature sur les syst6mes de 
recherche d'information en langage naturel. On exposera dans un premier temps le 
fonctionnement de ces systemes, ses structures et les problemes de convivialit6 et de 
pr6cision. On essayera ensuite de definir SRI en Langage Naturel. Pour bien connaitre les 
approches plus recentes, on fera une typologie des Systemes de Recherche dlnformation, 
suivi de la pr6sentation de quelques prototypes et systdmes. On pr6sentera dans la conclusion 
de ce travail quelles sont les caract6ristiques la plus souhaitables pour un SRl en Langage 
Naturel et quelies sont les tendances actuelles. Les documents cit6s dans le corpus de ce texte 
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sont 6num6res dans la liste R6ferences Bibliographiques. Les autres documents non cit6s 
et/ou non consult6s sont 6num6res dans la liste Bibliographie. 
La documentation necessaire pour 61aborer cette Note de Synthese a 6t6 trouv6e aux 
moyens de recherches r6alisees sur les bases de donn6es INSPEC, PASCAL et LISA. Le 
tableau 1 presente la strat6gie utilisee et les r6sultats obtenus. Les resultats ont ete limites aux 
demieres annees en excluant ce qui concerne la conception et le fonctionnement d'un Systeme 
de Recherche cflnformation. 
Sources Periode Strat6gie de recherche R6sultat Pertinence 
INSPEC1 1993 -1995 
((information (w) retriev-al (w) systems) and 
(natural (w) language*) not (speech (w) 
recognition)) / de,id 45 31 
LISA2 1990 -1994 
(((su = natural language) or (su = computational 
linguistics)) and da > 90) and (su = inforniation 
retrieval) 47 21 
PASCAL3 1992, 19944 
(((li = interrogation et li = base* et li = donnee*) 
ou (li = recherche et li = information)) et (li = 
langage etli = naturel) 72 34 
Autres5 22 
TOTAL 164 108 
Tableau 1 - Recherche Documentaire 
1 Consultation realisee au Centre de Documentation de 1'ENSSIB et a 1'URFIST 
2 Consultation realisfe sor CD-ROM & la bibliotheque de 1*ENSSIB 
3 Consultation realisee sur CD-ROM 6 rUniversiti Claude Bernard - Biblioth^que Universitaire 
4 n n'a pas et6 possible de consulter l'annee 1993 de la base PASCAL, la BU n'en a pas eu cette arrnee 
5 Documents obtenus au moyen de recherche documentaire dans la bibliotheque et dans le Centre de 
Documentation de l'ENSSIB 
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CHAPITRE I — Systemes de Recherche d'Information (SRI) 
1. Conception 
Un Systeme de Recherche d'Information (SRI) est un dispositif que s'interpose entre 
les usagers potentiels et la collection d'information [HARTER]. De plus, il a une fonction 
typique, c'est la s61ection des documents dans une base de donnees, en r6ponse & une requSte 
de 1'usager, et leur rangement en ordre de pertinence [STRZALKOWSKI]. 
Selon Smeaton, ce qu'un SRI propose est la recherche de documents en rdponse a une 
requSte de l'usager de maniere & ce que le contenu de ces documents corresponde au besoin 
originel d'information de 1'utilisateur [SMEATON]. 
i ! ! 
Salton en conctusion affirme qu'un SRI traite de la representation, du stockage, de 
1'organisation et de I'acc£s aux items d'information [SALTON et MCGILL]. 
On peut dire alors qu'un SRI est d'une part une interfitce (pour interagir avec les 
usagers), des m6canismes afiri de d&erminer la pertinence ou non des documents par rapport 
& la demande des usagers et d'autre part une structure de donn6es organisee de mani£re a 
permettre l'acc6s rapide et precis a rinformation. 
2. Les SRI et les Systemes d'Information 
Les Systimes de Recherche de rinformation pr6sente des points de similitude avec 
plusieurs domaines de traitement d'mformation. Les plus importants systfcmes (finformation 
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automatises sont les systemes de gestion d'information» les systemes de gestion de bases de 
donn6es, les systemes de support a la d6cision, les systemes de question-r6ponse, ainsi que les 
systemes de recherche d'information. La figure 1 montre les relations entre les plusieurs types 
de systfcmes d'information [SALTON et MCGtt,]. 
Recherche de 
documents et de 
references, stockage 
destextes, 
traitement des 
requetes 
(correspondance 
approximative) 
recherehe des 
elements de donnees 
(numeriques) 
stockds, stockage des 
donnees en forme de 
tableaux, traite des 
requetes 
(correspondance 
exacte) 
Recherche 
dlnformation 
Question 
R6ponse 
Gestion de 
Base de Donnees 
Gestion 
d'Information 
Redierche des faits, 
stockage de faits 
et/ou connaissance 
surun domaine 
sp&ifique, trait de 
requetes sans 
restriction 
ajouteaux 
SGBD des 
procedures 
d'analyse et de 
synthese 
Figure 1 - Superposition entre les quatre types de systdmes d'information 
Les Svolutions recentes des technologies de Finformation ont modifie ce paysage et 
multipli6 les banques de donn6es en texte integral, les applications de la gestion £lectronique 
de documents et surtout les systemes dinformation multimedias [POLITY]. 
Un point en commun entre tous ces systemes d'information est 1'interface n6cessaire 
pour que 1'usager puisse avoir acces aux informations. 
Tout SRI peut etre d£crit comme un systeme constitue d'un ensemble d'information 
(DOCS), un ensemble de requetes (REQs) et d'un mecanisme (SIMTLAIRE) qui ditermine 
quelles informations repondent aux requStes [SALTON et MCGIL]. 
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SIMILAIRE / X 
( R E Q s  / DOf!S ) 
Ensemblede 
requetes 
Mecanisme pour determiner 
quelle information repond a 
unerequete donnee 
Ensemble d'information 
Figure 2 - Environnement d'un syst&ne d'information 
Processus de d&ermination de 
similitudes de la representation de la requete 
avec la representation de 1'information 
(SIMILAIRE) 
processus de processus de 
REQS LANG DOCS 
langage Ensemble 
requetes d'indexation d'information 
Figure 3 - Schema fonctionnel d'un systeme d'information 
3. Utilisation d'uii SM: probtemes de convivialit6 et de pr6cision des rfeultats 
Face a la prolif6ration des sources rfinformations et k 1'utilisation g6n6ralis6e d'outils 
informatiques de plus en plus 6volues, rutilisateur final veut disposer de syst6mes d'utilisation 
simples et conviviaux lui donnant rapidement une vision syntiietique des informations, mais 
aussi des r6ponses pertinentes k ses questions precises [CORET et al.]. 
Autrement dit, les systemes d'information traditionnels possddent des interfaces dits a 
la commande qui exigent de 1'utilisateur la maltrise d'un grand nombre de connaissances de 
caractdre h£t£rogene puisque certaines sont d'ordre informatique, d'autres concernent la 
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structuration des donnees, et d'autres enfin ont trait au vocabulaire du domaine. Ces systemes 
sont des syst&mes professionnels et demandent donc, comme pour tout outil professionnel, 
une certaine formation. On listera ici quelques 61ements dont la maltrise conditionne 
1'utilisation de ces systemes [POLITY]: 
o un certain nombre de commandes pour se mettre en mode interrogation, pour 6crire 
une requete dans une syntaxe correcte, pour visualiser les resultats, pour les 
imprimer, etc.; 
o la logique booleenne indispensable dans une recherche multicrit&res. Intersection, 
union, exclusion sont les prdrequis pour 1'execution d'une bonne strat6gie de 
recherche; 
o la troncature et les differents op6rateurs de comparaison, de proximit6 etc...; 
o la stracture conceptuelle de la base de dormees, les noms des champs a interroger et 
les conventions d'6criture dans chacun de ces champs; 
o les termes d'indexation, les lexiques, les thesaurus, etc... 
La convivialite des interfaces de SRI a ete mise sous 6preuve avec la croissance 
soudaine des usagers de bases de donnees dans divers secteurs d'activit6s. Pour avoir acc6s & 
1'information, 1'usager doit se familiariser avec le SRI et dominer quelque langage 
cTinterrogation de base de donn6es. Cette difficulte de familiarisation rend diflficile la 
croissance du nombre de ces usagers [SHOW et al.]. 
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Le plus grande d6faut des interfaces de SRI ou langages de recherche est qu'elles sont 
de mamere g6n6rale difficiles k apprendre et & utiliser, sp6cialement pour les usagers noii 
specialis6s. Cela est dfl au fait qu'elles ont des regles rigides de grammaire et des expressions 
mathematiques compliquees (dans le cas du SQL) [WANG]. 
En plus des probl&nes de convivialit6, la recherche d'information traditionnelle trouve 
des problemes de precision quant aux r6sultats de la recherche. 
Souvent exprimes sous forme d'une combinaison booleenne de mots cl6s, une 
recherche d'information peut s'exprimer 4 l'aide d'une spdcification de proximite ou m6me 
inclure les poids (d6termines automatiquement ou par d&inition de l'usager) sur les mots cles. 
Cependant, ce type de recherche peut 6tre non efficace, principalement pour les raisons 
suivantes: 
o les mots du texte peuvent avoir des sens ou des signifies dif&rents selon le 
domaine. Exemple: Sharp peut indiquer une intensite de douleur en medecine ou 
une mesure de qualite d'un outil de coupe en ttavaux de bois; 
o les m&mes mots peuvent 6tre utilises en differentes phrases, tout en ayant des 
liaisons diff&entes et exprimer des concepts totalement dissemblables. Les 
Juvenile victims of crime and victims qf juvenile crime utilisent les m6mes quatre 
mots mais ont un autre ordre et signifi6 different; 
o des mots completement differents peuvent etre utilis6 pour exprimer le m6me 
concept. Par exemple, les phrases Stomach pain qfter eating and prandial 
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abdominal disconrfort ont le mdme sens mais les mots utilises dans la phrase sont 
compldtement distincts. 
Les approches conventionnelles utilis^es en Recherche dlhformation telles que 
1'indexation basee sur les mots et la recherche par expressions booleennes ne peuvent pour 
autant pas r6soudre ce type de probleme [SMEATON2]. 
L6valuation dune requete dans la recherche d'information peut etre vue comme linp 
comparaison entre les documents et la requdte (ou entre leurs repr6sentations). Dans le 
moddle classique [SALTON et MCGILL], cette comparaison est faite directement. Cest-6-
dire, une comparaison basee sur 1'utilisation commune des mots cles entre le document et la 
requete. Le point critique de ce modele, est que si un document semantiquement pertinent 
n est pas represente par les m6mes mots cl6s de la requete, alors le document sera jug6 non 
pertinent pour le systeme. Par exemple, en un SRI ou la recherche est feite aux moyens 
d expressions booleennes, un document sur « document retrieval» ne sera pas trouve si on 
utilise une requete telle que «information retrieval»[NIE]. 
Par cons6quent, plusieurs chercheurs travaillent sur les SRI de manidre a amdliorer la 
precision des resultats et a faciliter l'acc6s & l'information avec un minimum de coftt de 
familiarisation [SHOW et al.]. 
Ainsi, dans le but de rendre le Systeme de Recherche dTnformation plus convivial et 
pour garantir des resultats plus pr6cis, plusieurs chercheurs travaillent sur le d6veloRpement 
et Pamelioration des SRI en langage naturel. 
Le developpement des interfaces d'un systeme d'information en langage naturel est 
souhaitable du point de vue de 1'usager car il n'a pas besoin d'apprendre un nouveau langagp 
de commande arhficielle de meme qu'est plus facile pour 1'usager d'exprimer ses besoins 
d'information en langage naturel [SMEATON1]. 
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CHAPITRE II — Syst6mes de Recherche d'Iiiformatioii en Langage Naturel 
1. Conception ou caract6risation 
On trouve dans la litterature specialisee plusieurs riferences traitant des Systemes de 
Recherche dlnformation en Langage Naturel. Cependant, il est difBcile d'etablir une 
difinition precise d'un SRI en Langage Naturel car il y a une variete de systemes, dits en 
langage naturel, mais que presentent differentes manieres de communiquer avec les usagers. 
11 faut donc mieux 6tablir une typologie de ces systdmes que les definir. 
La caract6ristique la plus commune & ces systdmes dans la litt6rature sp6cidisee, est 
que ces usagers peuvent faire leurs demandes de recherche sous forme de phrases, en anglais, 
en fiangais, en espagnol, etc... [ROWE et GUGLEELMO] [DAMI et LALLICH-BOIDIN] 
[SHOWetal.]. 
Une autre caracteristique possible des SRI en Langage Naturel est Tutilisation des 
stroctures syntaxiques. II y a alors comparaison entre les structures syntaxiques des 
documents et de la requete [SMEATON et SHERIDAN]. 
D'autre part, il y a d'autres systemes, comme par exemple WAIS, oii les requetes sont 
formul6es en langage quasi-naturel, 6tant donn6 que celles-ci sont formulees au moyen de 
mots ou de phrases [KAHLE et al.]. 
Si on considere que tous les systemes qui manipulent des requBtes constitues soit par 
de phrases avec une structure syntaxique, soit par de groupes de mots combines (depourvues 
de stracture syntaxiques) ou meme de mots de la langue, sont des SRI en Langage Naturel, il 
faudra alors inclure dans ceux-ci les systemes traditionnels de recherche bibliographique 
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d'information. En effet ils manipulent des requStes constituees d'expressions booleennes qui 
sont une combinaison des mots et operateurs (et, ou, sauf), eux aussi de mots de la langue. 
Ainsi, le critere pour d6finir un systeme comme etant en langage naturel ou non, ne 
peut pas se restreindre a la seule fagon dont la requSte est formulee. Alors il faut faire une 
typologie pour mieux les caract6riser. 
2 Typologie des SRI a langage naturel 
A pariir de la litterattire trouvee sur ces systdmes on peut 6tablif une typologie selon 
les criteres suivants : 1) les diflSrents lypes rfinteriaces ; 2) les types de langage du dialogue 
usager-syst&me; 3) le traitement de la requete; 4) la repr&entation du contenu et 1'evaluation 
de la r6ponse. 
2.1 Dif$6rents types d'interfaces 
Plusieurs systemes d'interaction entre Vusager et Vordinateur pour l'acc<bs & 
rinformation sont connus et peuvent 6tre classds en quatre types: 1) interfaces orientds k 
aiborescence de menus; 2) interfaces orient6s au dialogue; 3) interfaces de navigation; 4) 
interfaces multimodales. Eventuellement, il est possible de trouver des interfaces que 
combinent les avantages des types cit6s ci-dessus avec d'autres de maniere a ameliorer la 
convivialite. 
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2.1.1 Interfaces orient6s 1 arborescence de menus 
Ces interfaces on 1'avantage de la simplicit6 puisque 1'usager doit seulement indiquer, 
a chaque etape, 1'option choisi; ces systemes efficaces lorsqu'ils sont bien adapt6s au public 
pour lequel ils sont prepares, ont toutefois l'inconv6nient d'Stre tr6s rigides: d'abord, comme 
on ne peut pas proposer un choix trop important, ils ne peuvent etre congus que pour un type 
d'utilisateurs relativement bien d6fini; en suite, le d6roulement de ces menus devient vite 
insupportable a 1'usager experimentd (or une personne, novice lors de la premifre 
interrogation, s'exerce rapidement si elle pose plusieurs question d'affil6e) [GTTTMTKR-
SORBETS]. 
Les ddfauts des interfaces a menus ont 6t6 k maintes reprises soulignds : rigidM, 
lenteur du d6roulement, inefficacit£ de la recherche lorsque elle porte sur plusieurs critdres 
(seul 1'operateur « et» est gen6ralement disponible). Cependant, on constate que pour une 
utilisation occasioimelle, et pour des applications tr£s cibl6es ne mettent pas en jeu un 
vocabulaire tres 6tendu, elles ont un grand succds. Ces interfaces sont devenues courantes a 
l'heure actuelle [POLirY]. Exemples : les applications bancaires ouvert au grand public, les 
applications touristiques etc. Pour les applications de recherche d'information documentaire 
il y a un systeme que s'appelle CANSEARCH. 
CANSEARCH est un systdme de recherche d'information sur la litt6rature 
concemant k la therapie du cancer dans la base Medline. II a et6 d£velopp6 par 
[POLLITT], ayant comme but les usagers novices. II est bas6 sur une arborescence 
de menus ou les usagers font la selection des options en touchant une ecran tactile. 
Les usagers n'utilisent pas des clavier. Les usagers construisent la requSte en 
s61ectionnant les mots ou phrases pr6sent6s dans les difFerei' l'6cran. 
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Ce type d'approche est connu comme Menu en Langage Naturel et il utilise des 
bases de connaissances pour la repr^sentation du contenu des documents. 
Thompson et ses collegues ont d6veloppe un ensemble d'outils pour la construction 
d'interfaces de recherche d'information oriente a menus en langage naturel 
[ALBERICO et MICCO]. 
2.1.2 Interfaces orient6s au dialogue 
Ces interfaces ont soit un langage formel soit un langage non formel plus proche du 
langage courant des hommes, pour faire 1'interaction entre les systemes et les utilisateurs. Un 
exemple d'interface k langage formel (voir la section 2.2.1, Langages Formels) est celle 
utilisee pour les Systimes de Recherche Documentaire (STAIRS, BRS, etc...) et celle utilis6e 
pour les bases de donn6es relationnelles que s'appellent SQL - Structured Query Language 
(ORACLE, INGRES, etc...). 
Les recents d6veloppements des techniques du Traitement Automatique du Langage 
Naturel, les outils de 1'Intelligence Artificielle, et l'aide des outils statistiques et des 
probabilites, ont permis la conception d'autres interfaces utilisant des langages plus proches 
des ceux couramment parles pour les humains (voir le paragraphe 2.2.2, Langages Non 
Formels). Comme exemple on peut distinguer: le Spirit, le SCISOR, le WIN, le PBS, etc... 
2.13 Interfeces de navigation 
Ces interfaces comprennent les systemes hypertextes et hyperm6dias. Le mot 
hypertexte a 6t6 crde par Theodore H. Nelson pour designer des 6crits non-lin£aires. Les 
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caracteristiques principales des hypertextes sont celles qui d6finissent les hyperdocuments 
[BALPE]: 
o ils sont constituis d'un ensemble d'informations enregistr6es, uniquement de 
nature textuelle, au sein desquelles les parcours de lecture peuvent 6tre multiples; 
o ils utilisent le multifenetrage: plusieurs documents lus pouvant s'inscrire 
simultanement sur un meme espace-ecran; 
o ils permettent une certaine interactivite: la possibilite offerte au lecteur de faire ses 
choix de parcours localement, c'est-a-dire, a la diffdrence des parcours de bases de 
donn6es par exemple, non pas au depart de la demande qui est alors trait6e 
globalement par i'ordinateur, mais en fonction de la lecture qu'il est en train de 
faire. 
Les syst&nes hyperm6dia sont, en effet, un ensemble d'informations appartenant k 
plusieurs types de m&lias (textes, son, image, logiciels) pouvant etre lus, 6coutes ou vus 
suivant les multiples parcours de lectures, en utilisant 6galement la possibilite de 
multifen&trage. Ce que diffdrencie essentiellemerit rhypermedia de 1'hypertexte, n'est ainsi 
que la nature symbolique des codages d'information utilisees. Un hyperm6dia n'est rien 
d'aiitre qu'un hypertexte gerant des textes supportes par des m6dias divers [BALPE]. 
Exemples des systemes hypertexte / hyperm6dia: GUIDE, HYPERCARD, SUPERCARD, 
HYPERDOC, WWW etc... 
L'utilisation du traitement linguistique dans la documentation pour les 
d6veloppements des systdmes de recherche d'information en langage naturel n'est pas eri 
concurrence avec les approches de type hypertexte, dans la mesure ou la recherche en acces 
15 
direct et par la navigation sont comp!6mentaires. De plus les outils de calcul de proximite 
semantique entre textes peuvent devenir les moyens d'aide a la construction de liens 
hypertextes soit lors de Velaboration des hypertextes soit dynamiquement lors de Vutilisation, 
en fonction du besoin exprimd par 1'utilisateur [FLUHR]. 
U existe actuellement quelques travaux utilisant des outils de traitement automatique 
du langage naturel pour am61iorer ce type de systeme. Comme exemples de produits on peut 
distinguer : les logiciels CoDHIR [MAREGA et PAZIENZA], ConQuest [ADDISON et 
NELSON] et VISAR [CLITHEROW et al.]. 
Exemples: 
a) CoDHIR [MAREGA et PAZIENZA] 
CoDHIR est un syst&me de recherche d'information orient6 a navigation 
hypertextuelle. II accomplit d'une part les fonctions spdcifiques d'un syst&ne de 
recherche d'information (1'evaluation de pertinence parmi les documents et entre 
les requBtes et les documents, ainsi que les documents trouves) et d'autre part les 
fonctions hypertextuelles (liaisons s^mantiques parmi les documents, modules pour 
la navigation dans une base de donn6es bibliographique, etc...) en utilisant des 
methodologies basees sur les outils de traitement automatique du langage naturel. 
b) ConOuest [ADDISON et NELSON] 
ConQuest est un systdme de recherche d'information textuelle en langage naturel, 
bas6 sur concepts et commercialis6 par ConQuest Software Inc. II possede des 
fonctions de recherche et de butinage qui lui permet de automatiquement trouver 
des concepts lies dans un document en utilisant du traitement automatique du 
langage naturel et de la construction d'une base de connaissance. II peut lier les 
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concepts des documents dynamiquement en agissant comme un hypertexte 
intelligent Les techniques utilisis incluent : traitement automatique du langage 
naturel; methode de probabilit6 pour la determination de pertinence des 
documents; m6thode pour lier statistiquement les documents en considfrant la 
pr6sence de concepts; rdseaux s6mantiques et graphes conceptuels. 
2.1.4 Interfaces meltlmodales 
Actuellement, avec le developpement de la technologie permettant d'utiliser des outils 
graphiques et des accessoires comme la souris, quelques interfaces ont 6t6 construites avec 
des diffdrents modes d'expression. Le terme « mode » utilis6 dans ce contexte, signifie le 
moyen d'exprimer. II suppose 1'existence d'un « mddium » correspondent pour transporter 
rinformation. En effet, la notion d'interface multimodale n'a de sens que dans un contexte de 
station multim^dia. L'idee est que l'op6rateur soit capable de dialoguer avec le syst£me 
utilisant le mode le plus adequat d son niveau de connaissance. Quelques exemples de modes 
disponibles: le graphique (utilisd pour dessiner plans, diagrammes etc...), le gestuel (utilis6 
pour faire mouvementer des objets, ex.: la souris), en langage naturel (utilis6 pour d6crire 
une situation, une requSte etc...), en langage a la commande (utilis6 pour dialoguer avec les 
systdmes) [DAMI et LALLICH-BOIDIN]. 
Exemple: 
ESPRITII/MMI2 - Multi-Mode Interface for M-Machine Interaction 
Cest un systime expert et a comme but la constraction d'un systeme de 
communication homme-machine capable de travailler en plusieurs modes 
d'expression (langage naturel, graphique, gestuel et langage a la commande). L'id6e 
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est de developper une interface interactive dont un operateur humain puisse 
dialoguer avec un syst&ne expert. Ainsi, il est tr6s important que le projet soit 
congu en tenant compte d'abord de la conduite de 1'utilisateur. Pour cela, font partie 
de Vequipe du projet des psychologues, et des informaticiens. Le syst£me consiste 
en plusieurs modules « experts ». Tous les modes travaillent avec une unique base 
de communication repr6sent6e par une expression que s'appelle CMR (Common 
formalism for representation of meaning). Une expression CMR consiste en 
plusieurs parties : une logique de proposition de premi^re ordre; des operations 
d'enonciation; des informations syntaxiques et chronologiques; des «iUocutionary 
force ». Sur cet aspect, le CMR est une commande de description syntaxique. 
Ainsi le systeme transforme les commandes en langage naturel en expressions 
CMR, et vice versa. Pour cela, le systeme realise 1'analyse linguistique en trois 
stages: 1) analyse morphologique; 2) analyse syntaxique (son fondement 
linguistique et son application sous forme d'un systeme expert); 3) expressions 
logiques [DAMI et LALLICH-BOIDIN]. 
2.2 Typ<s de langage d'interface usager-systfeme 
Essentiellement on peut trouver dans cette typologie deux classes de langages: 1) 
langages formels; et 2) langages non formels. 
2.2.1 Langages formels 
Lets principales caractiristiques de ce type de langage viennent du fait qu'il est 
artificiellement ctefini, qu'il possede des regles rigides de grammaires et quMl utilise des 
expressions complexes (booleennes et/ou math^matiques) [WANG]. 
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Par cons£quent, 1'utilisateur non expert trouve des difficultes & les utiliser. On trouvie 
d'autres applications a ce type de langage principalement celles de la recherche documentaire 
(langage a la commande bas6 sur des expressions booleennes) et les interfaces SQL pour la 
recherche sur les bases de donnees relationnelles. 
En ce que conceme les applications de la recherche documentaire ou la recherche de 
texte int6gral, les problemes d'utilisation, de convivialite et de pr6cision ont 6t6 discut6 dans 
le chapitre prec6dent (voir Chapitre I, section 3). 
Exemples d'utilisation de ce type de langage sont les grands serveurs de bases de 
donn6s (DIALOG, STN, QUESTEL, etc...), que disposent des logiciels capables d'interroger 
ces bases permettant opdrations comme [DEWEZE]: 
o formulation des notions recherchees & 1'aide d'operandes que sont les mots-cles en 
langage naturel ou les descripteurs (unitermes ou syntagmes) en langage controle 
(6ventuellement a partir d'un lexique visualisable); 
o combinaisdn bool6enne des operandes a l'aide d'operateurs logiques (ET, OU, 
SAUF); 
o combinaison 6ventuelle des op6randes avec des op6rateurs de distance (mots 
adjacents dans un ordre donni, mots presents dans la meme phrase - ou paragraphe 
- d'une rdference); 
Exemple: information (w) retrieval (w) systems => cette expression indique 
qu'on cherche les r6ferences que possddent les mots information, retrieval et 
systems dispose adjacentement (1'operateur (w) indique que les mots doivent Stre 
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adjacents) comme : information retrieval systems. On ameliore la pr6cision du 
r6sultat. 
recherche d'une chaine de caracteres dans le texte (titre et resum6), par exemple 
pour la recherche de composes chimiques, eventuellement a 1'aide de troncatures 
ou de masques (a gauche ou k droite) remplagant des prefixes ou d'autres chaines 
de caracteres; 
Exemple : biblio+ => cette expression indique qu'on cherche tous les mots avec 
la base « biblio », comme resultat on peut obtenir des ref&ences avec les mots : 
bibliobus, bibliographie, bibliographique, bibliometrie, bibliophile, bibliophiles, 
bibliophilie, bibliotii6conomie, bibliotheque. 
II est evident que le temps de reponse de toute recherche documentaire utilisant les 
possibilites d'interrogation au moyen de descripteurs tronqugs k droite sera 
directement proportionnel au nombre de descripteurs du lexique r6pondant au 
critdre de troncature. En consequence, 1'operateur de troncature ne doit pas 
systematiquement 6tre utilis6 pour rinterrogation d'une base de donn6es; ne 
jamais oublier que la consultation du lexique est aussi une fagon sflre de lever une 
ambiguM Les temps de reponse les meilleurs et la pertinence parfaite des r6ponses 
sont obtenus k partir des descripteurs non tronqu6s. 
visualisation des r6sultats en ligne; 
impression des r6sultats en differ6; 
sauvegarde du questionnaire et possibilite de 1'executer ult6rieurement 
20 
Pour ce type de systeme on constate Pexistence, encore rudimentaire, d'un traitement 
linguistique du contenu des documents, ce qui permet la troncature et la recherche en utilisant 
des mots. 
Par rapport aux interfaces du type SQL, au-dela de la complexit6 du langage, le plus 
grand probl&ne est qu'ellesne sont pas capables d'exprimer des concepts vagues, etant donne 
qu'elles n'expriment que des valeurs exacts ou des intervalles de valeurs. Ainsi, pour une 
application factuelle comme les systemes d'information g6ographiques, oti on peut trouver 
souvent des concepts vagues comme «tres chaud », « haute elevation », « bas temp6rature », 
etc..., ces interfaces ne sont pas simples a utiliser. II faut bien connaltre les operateurs 
matiiematiques et la maniere de les placer selon 1'ordre logique definit pour la langage 
[WANG]. Exemple de requete SQL pour trouver, dans une base de donnees dMnformations 
geographiques, jusqu'a 5 villes qui sont au moins de 25 Km des campings et aussi qui sont au 
moins de 6,25 Km des centres historiques: 
SELECT name FROM city 
WHERE 5 < (SELECT count (camp name) 
FROM distancetocampingsite 
WHERE city_name=CITY.name and distance < 25) and 
5 <, (SELECT count(hist_name) 
FROM distancetohistoricspot 
WHERE city_name=CrTY.name and distance < 6,25) 
2.2.2 Langages non formels 
La caracteristique principale de ce type de langage est qu'il est plus proche de la 
langue parlee, sans la complexit6 d'un langage formel. La construction de ces interfaces est 
bas6es sur les techniques du traitement automatique du langage naturel pour la repr6sentation 
du contenu des documents et des requetes. Pour la d6termination de la similarit6 entre les 
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documents et les requStes, d'autres techmques sont aussi utilisdes comme les outils 
statistiques, de probabilite, de systemes experts, etc. 
Les principaux problemes trouves dans cette type d'interface sont: la synonymie 
(plusieurs mots avec le meme sens), la polysemie (mots a plusieurs sens ou signiftes 
jMAULDIN]), Tanaphore (ph6nomene ou un mot, de la classe des pronoms, fait r£ference a 
un mot ant^rieur dans une phrase [DAMI et LALLICH-BOIDIN]), 1'ellipse (omission d'un ou 
des plusieurs mots dans une phrase et qui rend cependant celle-ci compiihensible). De plus, 
il y a le probldme de la dependance du domaine, qui rend Vutilisation de ces interfaces 
presque toujours restieinte a un seul domaine. 
Exemples des interfaces avec langages non formels: 
a) PBS - Parsins. Boolean Recoenition. Stemmine 
Cest une interface en langage naturel pour un syst6me de recherche d'information 
bibliographique. Les requStes sont soumises en langage naturel. Llnterface PBS 
essaye d'identifier les termes et les operateurs booleens implicites dans la requete. 
Cette interface permet la reformulation de la requdte utilisant un morceau d'un 
document trouv6 comme rdsultat d'une recherche ant6rieur et indiqu6 par 
1'utilisateur comme 6tant celui le plus representatif de son besoin tfinformation. 
[SAMSTAG-SCHNOCK et MEADOW] 
b) ESPRIT SlMPR 
Ce projet a comme but de traiter les documents techniques 6 texte integral de 
manidre a extraire les termes que puissent repr6senter precisement ses contenus. Un 
autre but est 1'investigation des techniques pour la classification automatique de 
documents, Vapprentissage de la machine dans la classification de documents et la 
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recherche de documents techniques. L'approche utilisee pour la recherche 
d'information est basee sur la comparaison des phrases de la requete et des 
documents de la base de donn6es. Le traitement automatique du langage naturel est 
r6alise aux moyens des deux analyses inddpendantes: 1'analyse morphologique et 
1'analyse syntaxique. L'analyse syntaxique est faite selon la grammaire CGP 
(Constraint Grammar Parser). L'avantage de cette approche est qu'elle est 
efficiente, independante du domaine et qu'elle a besoin d'un dictionnaire mais noii 
d'une base de connaissances comme ce qui est demand  ^ pour 1'analyseur 
semantique. Par contre, elle genere et d6finit la structure du texte et non le contenu 
ou la valeur semantique. Elle ne peut pas r6soudre non plus les plusieurs types 
d'ambiguTtes. 
Pour la repr6sentation du contenu des documents et des requetes elle g6n6re, 4 
partir de 1'analyse linguistique, une structure d'Aibre Stractur6 Analytique (Tree 
Structured Analytics - TSA). 
Pour la determination de la similaritd entre Ies documents et la requete ce systdme 
adopte une comparaison a trois niveaux: comparaison de mots, de la structure TSA 
elle-m6me et de la structure r6siduelle. Les probldmes d'ambigu$t6 sont traites au 
niveau de Tanalyse morpho-syntaxique, bien que d'autres ambigultes existent elles 
ne sont pas traitees ici [SMEATON et SHERIDAN]. 
23 Traitement de to requ6te en langage naturel 
Cette typologie ne concerne que les interfaces dont le dialogue est en langage naturel. 
Selon Binot, on peut distinguer trois grandes ginerations d'interfaces de dialogue: a) 
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interfaces a traduction directe; b) interfaces & traduction & une langage interm6diaire; c) 
interfaces k moddle du discours avec des modele d'utilisateur [BINOT et al.2]. 
2.3.1 Interfaces & traduetion directe 
Les premi&res interfaces developpees etaient «k traduction directe», c'est-a-dire 
qu'elles se composaient essentiellement d'un analyseur-traducteur transformant directement 
1'enonce du langage naturel dans un formalisme addquat pour 1'application vis6e (par 
exemple un formalisme d'interrogation de bases de donnfes) [BINOT et al.2]. 
Exemple: 
a) Un prototvpe d'interface. en laneaee naturel. pour les svstemes d'information 
geographiaue. [WANG] 
Plusieurs concepts lies aux donnees g6ographiques sont vagues alors que les 
interfaces tfinterrogation de bases de donn6es relationnelles ont 6te developpees 
pour n'exprimer que les concepts pr6cis. Par exemple, un usager veut savoir d'un 
Systeme dlnformation G6ographique quelles sont les villes qui ont une temp6rature 
moyenne, une tres basse humidite et une haute altitude. Or, les interfaces 
traditionnelles ne sont pas capables d'exprimer les conditions de selection comme 
« moyenne »,« basse », « haute » et le modificateur «tres ». Ils peuvent neanmoins 
specifier les valeurs precises ou les intervalles de valeurs. Ainsi, Fangju Wang 
propose un prototype d'interface en langage naturel ajoute a une approche basee sur 
les concepts d'ensemble flou pour r6soudre les problemes d'expression des concepts 
vagues (comme moyenne, tres basse, haute, peu etc.). Ce prototype utilise des 
outils linguistiques pour traiter les requStes et les traduire par une requ&te SQL. 
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b) IDQS - Intellieent Database Ouerv Svstem [SHOW et al.] 
IDQS est une interface intelligente pour les bases de donnges relationnelles. Elle 
est constitude de deux grands ensembles d'outils: l'unit6 de traitement automatique 
du langage naturel (Left-Associative Grammar [HAUSSER], [KONG et SHOW]) et 
la base de connaissances. Elle suit le principe de traduction des requ6tes en langue 
anglaise pour le SQL. 
2.3.2 Interfaces k traduction i un langage intermSdiaire 
La deuxieme gen6ration d'interfaces est bas6e sur la notion de «langage 
interm6diaire ». Ce second modde, adopte par la grande majorite de systemes actuels, divise 
le processus de comprehension en deux 6tapes [BINOT et al.2]: 
a) un analyseur gen6ral traite 1'enonce en langage naturel pour produire une 
representation de son contenu s6mantique dans un «formalisme intermediaire de 
representation du sens»; 
b) un interprfcte, dependant de 1'application visee, examine le contenu de la 
representation interm6diaire et decide des operations qu'il importe d'effectuer dans 
le contexte de 1'application, ce qui comprend normalement la traduction de tout ou 
de partie de la forme interm6diaire dans un formalisme sp6cifique a 1'application. 
Exemple: 
a> LOOUIIBINOT et al.21 
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LOQUI est une interface pour les bases de donnees relationnelles, basee sur 
1'usage d'un formalisme intermediaire et d'un modele conceptuel explicite 
du domaine du discours. Les principaux el6ments de cette interface sont: 
o traitement lexique et morphologique de l'6nonce, permettarit 
d'identifier un "lexique dynamique" (liste de sens possibles de tous 
les mots); 
o un analyseur genere a partir de ce lexique dynamique une 
repr6sentation sdmantique inteme representant le sens de la phrase; 
o cette reprgsentation semantique intermddiaire fait 1'objet d'un 
processus d'interprdtation semantique et pragmatique dont un des 
aspects reside dans 1'extraction des informations appropri6es de la 
base de donnees; 
o un processus de determination de la r6ponse g6n6re, k partir du 
resultat fourni par la base de donnees et de diverses informations 
relatives a l'6nonc6 et au contexte du dialogue, une nouvelle forme 
s6mantique interm6diaire decrivant le contenu de la reponse & 
g6nerer; 
o un gen&ateur "tactique" produit une reponse en langage naturel k 
partir de la forme semantique qui lui est fourni; 
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o les processus qui pr6cedent s'appuient sur un modele conceptuel du 
domaine d'application et sur un modele explicite de la structure du 
dialogue en cours et des informations lifes au contexte de ce 
dialogue [BINOT et al.2]. 
2.3.3 Interface 4 raodtie du domaine du discours avec des modtie utilisateur 
Enfin on peut distinguer une troisidme g6neration d'interfaces, caract6risee par le fait 
qu'elles incluent, outre un modele explicite du domaine du discours, un mod61e explicite de 
1'utilisateur [BINOT et al.2]. 
Exemples: 
a) ESPRIT/MMI2 [BINOT etal.1] 
b) Prototvpe (une extension de DIALECT [BASSANO]) 
Prototype pour la recherche documentaire base sur les outils de traitemerit 
automatique du langage naturel et des systemes experts. II part d'un modele 
linguistique realis6 par plusieurs experts qui cooperent entre eux pour: 
a) extraire des documents proposes par un syst6me documentaire, 1'essentiel 
de 1'information interessante pour une application de type documentaire; 
b) construire un reseau de lexis permettant ainsi de relancer automatiquement 
la recherche documentaire. II introduit, aussi, une m6thode de reformulation 
qui permet, 6 partir des documents pertinents, de regrouper les mots qui 
peuvent etre en relation, dans une classe s6mantique sans utiliser de 
thesaurus [MEKABOUCHE et BASSANO]. 
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( Requete Initiale d'utilisateur 
" naturel.-
( Rdseaux de lexis ") Exploitation de 
la base de donnes 
Analyseur linguistique multi-experts 
Figure 4 - Fonctionnement global du prototype de Mecabouche et Bassano 
c) Prototvpe utilisant les architectures neuro-mimetiaues et les svstfones multi-
experts 
Ce prototype part de 1'architecture classique multi-expert [BASSANO] et propose 
de « casser » les differents experts definis dans Varchitecture multi-experts en un 
ensemble de micro-experts. Tous ces micro-experts seront ger6s par un reseau 
neuronal, utilisant 1'apprentissage type, un ensemble d'entrainement et le 
traitement de pond&ations avec algorithme d'entropie. Comme l'approche de 
MECABOUCHE et BASSANO, ce prototype considere la question de la 
reformulation des requdtes [DESROCQUES et al.]. 
2.4 Repr6sentations dn contenu et 6valuation des rtponses 
La typologie des SRI par rapport a la fapon de representation du contenu des 
documents dans une bases de donnees est etroitement liee & la caracteristique de rapplication. 
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Pour 6tablir la typologie des SRI on va restreindre 1'univers d'application & ceux qui traitent 
des donnfes textuelles, soit compos6es par des r6ferences, soit de la propre information 
primaire. Selon les documents trouves dans la litterature specialis6, on s'est apergu que les 
systemes utilisent les approches suivantes: a) Repr6sentation par mots ou groupe de mots; b) 
Representation utilisant des bases de connaissances; c) Representation par structure 
syntaxique. 
2.4.1 Repr&entation par mots ou groupe de mots 
Un Syst&me de Recherche d'Information typique s61ectionne les documents thme base 
de donnees en reponse aux requdtes des utilisateurs et les present selon une ordre de 
pertinence. La procedure habituelle consiste d'une part d'une m6thode d'indexation afin de 
selectionner les termes (mots ou phrases), et d'autre part en la cr6ation d'un fichier inverse 
(findice lequel permet l'acc6s facile aux documents [STRZALKOWSKI]. 
Uapproche conventionnelle pour la repr6sentation du contenu des documents est 
r6alis6e soit par 1'indexation autonmtique du texte par mots ou racines de mots soit par 
1'indexation par mots ou phrases extraits manuellement d'un vocabulaire contrdl6. 
[SMEATON2] 
L'indexation automatique peut se faire selon plusieurs m6thodes. On peut distinguer: 
a) des methodes 616mentaires comme la simple extraction des mots oii ces mots sont 
des descripteurs en excluant les mots vides [FLUHR]; 
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b) des methodes statistiques que consistent k ddfinir un modele probabiliste des 
occurrences des mots dans un document considerg a 1'interieur d'une collection 
bien definie de maniere a etablir leur caractdre pertinent pour participer a la 
description du contenu [BOUCHE]; 
c) des metiiodes linguistiques oili 1'identification des parties du discours pertinentes se 
fait sur des criteres linguistiques. Une des approches linguistiques part du principe 
que le lexique, en tant que composant de la langue, ne contient que des elements 
qui sont des propri6t6s, c'est-$t-dire des predicats. Le mot est donc un predicat et il 
ne peut pas Stre consid6re de fagon isol6 car il fait r6ference & un objet de la r6alit6 
extra-linguistique de 1'auteur du docranent. II ne peut donc pas etre un descripteur 
[BOUCHE]. 
La finalit6 du descripteur exclut qu'on puisse 1'envisager en faisant abstraction de 
la valeur r6ferentielle de ses occurrences dans le corpus. Les mots de la langue, en 
tant qu'ils sont mots de la langue, ne signifient que des attributs, et non des 
substances, tant qu'ils ne sont pas mis en oeuvre dans le discours. Le descripteuf, 
quant a lui signifie une entite au sens de la philosophie d'Aristote. Le descripteur 
ne peut donc pas etre consid6re, a Vinstar des mots de la langue comme un symbole 
sans ref6rence [LE GUERN1]. 
Ainsi, un descripteur doit etre represente par la plus petite unite du discours 
porteuse d'une valeur ref6rentielle, d6nomme syntagme nominal. C'est elle 
qu'importe d'identifier dans le document [BOUCHE]. 
Deux ph6nom6nes linguistiques limitent la comp6tence de 1'utilisateur en choisir les 
termes de recherche: a) la polysemie, mots avec multiples sens; et b) la synonymie, plusieurs 
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mots ou phrases pour designer le mSme concept. La polysemie r6duit la « prdcision »- mesure 
de performance d'une recherche d!information qu'indique la proportion de documents trouv6s 
qui sont reellement pertinents - tandis que la synonymie reduit le « rappel» - mesure de 
performance d'une recherche d'information qu'indique la proportion de documents pertinents 
qui sont vraiment trouv6s [MAULDIN]. 
Pour la d6termination de la similariti entre les termes de la requSte et ceux des 
documents on a trois modeles: 1) comparaison exacte; 2) espace vectoriel; 3) mod&es de 
probabilites. Le modele de comparaison exacte s'applique plus & la recherche 
bibliographique, tandis que les mod61es espace vectoriel et de probabilites presentent des 
meilleurs resultats lorsque ils sont utilis6s sur les bases de donnes textes int6gral 
[PRITCHARD-SCHCX:H]. 
Exemples: 
a) WIN - Westlaw Is Natural [PRITCHARD-SCHOCH] 
WIN est un Syst6me de Recherche d'Mormation en Langage Naturel sur la base 
WESTLAW, developpe par Howard Turtle et Jim Olson. WES1LAW est une base 
de donnees (en texte integral) juridique de Ventreprise WEST Publishing Company. 
Ce systeme manipule des requStes en langage naturel. Les techniques utilis6es ont 
ete le traitement automatique du langage naturel pour le traitement de la requete et 
les techniques statistiques pour la d6termination de la similarite entre la requete et 
les documents trouves; 
b)spmrr 
SPIRIT est un Systeme de Recherche d'Information en Langage Naturel 
multilangue realise par la societe Systex. Ce syst6me travaille avec des bases de 
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donn&s textuelles. Pour la repr6sentation du contenu des documents de la base de 
donnees, il utilise un traitement linguistique et statistique avant de la mise a jour du 
fichier invers6. La procedure de recherche d'information est faite aux moyens de 
trois diff6rents outils: 1) le traitement linguistique; 2) le traitement statistique; 3) 
le traitement de la reformulation de la requ&te (au cas ou la recherche n'a pas 
trouve ou a trouv6 une quantit6 insuffisante de documents, une procedure de 
reformulation permettant d'augmenter la representation de chaque concept de la 
requete). Cette reformulation est faite & partir du traitement au niveau lexique et 
des r6gles specifique d'un thesaurus. Les reponses donn6es par le Spirit sont triees 
par ordre decroissante de pertinence [RADWAN et al.]. 
2.4.2 Representation ntilisant des bases de connaissances 
Le langage naturel s'est montr6 insuilisant pour representer ou d6crire les faits dans 
un ordinateur. Sa richesse, sa vari6t6 et son enorme ambiguite ont diminu6 son utilisation en 
tant que moyen de description des faits dans 1'ordinateur [ALBERICO et MICCO]. 
Selon Wiedenhold, des donnees sont des faits objectifs que peuvent Stre v6rifi6s. Un 
compteur que enregistre le nombre de personnes qu'entrent et sortent d'un batiment est une 
collection de donn6es. Par contre, les connaissances sont abstraites, subjectives et ne sont pas 
facilement verifi6es. Les connaissances viennent de l'6ducation et de l'exp6rience, elles ne 
viennent pas directement du monde r6el. Elles sont plus floues et gen6rales que les dorm6es 
[WEDENHOLD]. 
32 
La litt&ature inclue une grande variete de diff6rentes methodes de representation de 
cxMmaissances, depuis les systemes formels bas6s sur des calculs propositionnels et des 
pr6dicats qui definissent les liens logiques restreints entre des entitis, jusqu'aux grandes 
structures de reseau qui d6crivent les entites par differents types d'attributs et qui inclue 
plusieurs differents liens parmi les entites [SALTON]. 
Exemples: 
a> SCISOR 
Cest un systeme de recherche d'information conceptuel. Ce type de systeme traite 
un ensemble d'information textuelle et 1'analyse creant une base de connaissances 
de manidre a fournir des reponses directes, en langage naturel, aux requdtes des 
usagers, elles aussi en langage naturel. La difference de ce type de syst6me par 
rapport aux autres systemes traditionnels de recherche d'information, est que la 
reponse est toujours une infomiation primaire et non une refdrence. Ce systdme 
utilise des outils de traitement automatique du langage naturel (analyseurs 
morphologique, syntaxique, semantique) pour Vanalyse des documents et des 
requStes. Pour la representation du contenu de ces documents il utilise une base de 
connaissances [SMEATON2]. 
b"> NAT-MULTTLING 
Cest une interface de recherche d'information multilingue commercialis6e par 
Cybernetix. Cette interface peut fonctionner avec des bases de donnees 
relationnelles (SQL) et avec des bases de donn6es textuelles ou bibliographiques 
(TEXTO). L'approche est fondee sur la comprehension des phrases et la traduction 
de ses signifi6s en formule logique de premiere ordre. Ainsi elle combine les outils 
de traitement automatique du langage naturel avec la programmation logique. 
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Uinterfece accepte la requete en langue frangaise, anglaise et espagnole. Les 
requetes formulees dans une de ces langues sont traduites vers un langage logique 
[CHOCH DIYACOVO et al.]. 
c) Prototvpe [HESS] 
Cest un systeme de recherche d'information documentaire bas6e sur des principes 
linguistiques et logiques. Ce systeme essaye de remplir la lacune qu'existe entre la 
syntaxe et la semantique en utilisant des outils developpes par le traitement 
automatique du langage naturel. II utilise une forme logique pour representer le 
contenu d'un ensemble d'informations afin de permettre d'eliminer des problemes 
d'ambigui'te. 
2.4J Repr6sentation par structures syntaxiques 
Ce type de representation privilegie la phrase comme moyen de comparaison. Son 
objectif est d'obtenir a partir de 1'analyse linguistique des documents les structures 
syntaxiques qui sont extraites et organisees sous forme d'arbre ajoutes aux informations 
syntaxiques des unit6s de la phrase. Cette structure est utilisee dans la procedure de 
d&ermination de la similarit6 entre les documents et les requdtes. 
Le justificatif pour ce type d'approche est qu'elle peut resoudre les problemes de 
polysdmie et de synonymie [MAULDIN]. 
Exemples de cette approche: 
aVESPRIT SIMPR 
Ce projet utilise, pour la representation du contenu des documents et des requetes, 
une structure que s'appelle TSA - Tree Structured Analitics, planifi6e pour codifier 
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les diff6rents types d'ambiguit6s-. Cette structure consiste en un arbre binaire oi 
sont stockes des infonnations comme: mots d'origine dans la phrase, ses racines, 
etiquettes de categorie lexique, morphologique et syntaxique [SMEATON et 
SHERIDAN]. 
b) FERRET - Flexible Expert Retrieval ofRelevant Emlish Text 
La construction du systeme FERRET est fondd sur la supposition de la pertinence 
homdomorphiste. Cette supposition 6tablit que les op^rations d'analyse de la 
requete, de la comparaison des stractures Case Frames et d'analyse des documents 
forment un homeomorphisme avec le jugement de pertinence des humains. 
Ce projet consiste en un systeme conceptuel de recherche d'information et utilise, 
de maniere analogue au projet SIMPR, 1'analyse linguistique pour extraire les 
concepts et les representer sous forme d'une structure denomm6e Case Frames, 
qu'a ete dessind pour r6soudre les problemes specifiques d'ambiguit6s 
[MAULDIN]. 
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CONCLUSION 
On a vu dans ce travail la description de quelques SRI dits en langage naturel. Ils ont 
6te classes selon les 4 typologies etablies & partir de la litt&ature trouv6e. En faisant cette 
classification on peut se rend compte des approches mises en oeuvre dans les derni£res 
annees pour le developpement de ces systemes. Or, il est difficile d'etablir une definition 
pr6cise de tels systemes. On arrive plutdt a obtenir les caracteristiques les plus souhaitables 
poureux. 
Am61iorer la convivialite d'utilisation de ces systdmes et augmenter la precision des 
r6sultats de la recherche d'infonnation sont les traits principaux. Ainsi on peut envisager les 
caracteristiques souhaitables suivantes: 
o interface de dialogue en langage naturel. 
Cette interface doit poss6der une interaction avec 1'usager de mani6re facile et 
naturelle afin d'eviter les contraints d'un apprentissage d'un langage avec des r£gles 
rigides de grammaire. Pour cela, il faut donc utiliser les 616ments que les humains 
utilisent pour se communiquer les uns avec les autres. Autrement dit, il faut utiliser 
un langage plus proche possible du langage parl6 pour les humains. Ainsi 
Vinterface doit 6tre construit vers Vusager final; 
o methode de traitement du contenu des documents et des requStes en considerant la 
fagon dont les humains reconnaissent la pertinence ou non d'un document. 
C'est-a-dire, il ne suffit pas de faire la simple extraction de mots, groupes de mots 
ou structures syntaxiques pour repr6senter les contenus des documents. Mais, 
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principalement identifier «les parties plus petites du discours (documents) que 
peuvent servir de base k une relation ref6rentielle autonome, les syntagmes 
nominaux »[LE GUERN2]. 
Les humains sont capables de distinguer en un coup d'oeil lorsqu'ils regardent un 
document, s'il est ou non pertinent par rapport k son besoin d'information. Certes 
derriere ce processus il y a des connaissances qu'ont ete accumul6es pendant des 
annees. Or, lorsque les hommes font le choix des documents pertinents parmi les 
autres, en regardant soit les titres, soit le propre contenu, ils ne font que comparer 
les 616ments rgferentiels existant dans ces champs avec ceux qu'ils ont d&inis 
comme leur besoins d'information; 
o mecanisme de retro-al i mentati on. 
Pour ameliorer encore la pr6cision des resultats de la recherche d'information, on 
consid6re qu'un mecanisme d'aide aux usagers sera interessant, pour les raisons 
suivants: a) permet un raffinement de la requSte; b) ce type d'interaction entre les 
usagers et les systemes, permettra aux usagers connaltre meilleur la base de 
donn6es et le domaine de ses documents. II y a d6ja quelques prototypes qui ont 
d6velopp6 ce type de mecanisme, appele reformulation [voir MECABOUCHE]. 
En autre, a mon avis 1'utilisation de plusieurs modes d'expression peut rendre les SRl 
plus conviviaux et agreables pour les usagers. 
Par contre les probtemes d'ambigu$tes, d'anaphore et d'ellipses continueront k exister, 
etant donne qu'ils sont inherents a la langue naturelle. Ces problemes ne peuvent pas etre 
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r6solus completement. On envisage ici Pimportance de la troisieme caracttiistique 
souhaitable (sur les mecanisme de retro-alimentation). C'est donc au moyen de cette 
interaction que les usagers peuvent faire un raffinement, en utilisant de son stock de savoir, et 
orienter les SRI vers un resuitat plus precis et coh&ent avec son besoin d'information. 
Dans ce aspect 1&, on considere la toroisieme g6neration d'interface de dialogue, 
classification etablie par [BINOT et al.2], comme une tendance, comme approche, pour le 
d6veloppement des Systemes de Recherche d'Information en Langage Naturel. 
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