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Chapter 1
Introduction
1.1 Scope of the Study
In the modern engineering world, technological advancements drive the product
design process. Increasingly powerful CAD programs make more complex prod-
uct designs possible, which in turn boost the demand for more complex proto-
types. At the same time, fast-moving competitive markets require frequent design
changes, shorter lead times, and tighter budgets. In short, prototyping must be
faster, better, and less expensive.
(b)
(a) (c)
Figure 1.1: Sheet metal prototyping with the incremental forming
process; (a) milling machine forming a conical part, (b)
CAD surface, blank-holder and tool, (c) ﬁnal part; pic-
tures courtesy of Johan Verbert (KUL)
Within this context, rapid prototyping in sheet metal is highly desirable be-
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cause the manufacturing of functional prototypes speeds up the time to market.
While the market is well developed when it comes to rapid prototyping for plastic
parts, the options for prototyping geometrically complicated sheet metal compo-
nents are more limited and extremely expensive, because all the methods available
require expensive tooling, machinery or manual labor.
Unlike many other sheet metal forming processes, incremental forming does
not require any dedicated dies or punches to form a complex shape. Instead, the
process uses a standard smooth-end tool, the diameter of which is far smaller
than the part being made, mounted on a three-axis CNC milling machine.
The sheet metal blank is clamped around its edges using a blank-holder. Dur-
ing the forming process, the tool moves along a succession of contours, which
follow the ﬁnal geometry of the part, and deforms the sheet into its desired shape
incrementally.
The incremental forming process is illustrated in Figure 1.1.
1.2 Context of the Research
The work presented in this thesis was started in October 2003 in the framework of
the SeMPeR project (Sheet Metal oriented Prototyping and Rapid manufactur-
ing). This was a four-year-long project, whose purpose was to develop a research
platform that would support an in-depth analysis of the incremental forming
and laser forming processes. This platform supported experimental, numerical,
and analytical research activities, the interaction between which was expected to
lead to the design of new and improved process variants and the identiﬁcation of
eﬀective process planning and control strategies.
Four research partners from three diﬀerent universities were involved in the
project, covering the various academic disciplines required. As project leader, the
PMA Department of the Catholic University of Leuven (KUL) provided extensive
background knowledge in numerically controlled sheet metal forming processes,
as well as long-term experience of experimental hardware development and pro-
cess planning. This department was in charge of the experimental study of the
processes. The MTM Department from the same university studied the processes
in detail using accurate ﬁnite element models. The MEMC Department of the
Free University of Brussels (VUB) provided expertise in in-process strain and
displacement measurement, and material characterization by means of inverse
method techniques. Finally, the ArGEnCo Department of the University of Liège
(ULg), to which the present author is aﬃliated, undertook the task of developing
a ﬁnite element code adapted to the incremental forming process.
Because of its promising outcome, the project held wide industrial interest:
several companies assisted in ensuring the ultimate industrial relevance of the
research and provided logistical support in terms of hardware, materials, and
speciﬁc data.
1.3 Objective of the Thesis
Although the SeMPeR project aimed at studying two rapid prototyping processes,
the present work focused only on one of those: incremental forming.
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The goal of the team at the University of Liège was to adapt a department-
made ﬁnite element code, Lagamine, to the incremental forming process. In
particular, the computation time had to be reduced as much as possible while
maintaining a suﬃcient level of accuracy.
1.4 Outline of the Thesis
The body of the text is divided into three parts.
The ﬁrst part contains two chapters. The ﬁrst of these provides a literature
review in the ﬁeld of incremental forming. More speciﬁcally, it introduces the pro-
cess, presents an overview of its practical implementation and experimental setup
requirements, and shows its beneﬁts and limitations. Then, the chapter focuses
on the latest developments in terms of ﬁnite element modeling and analytical
computations.
The second chapter presents the numerical tools used throughout this re-
search. This consists mainly of the ﬁnite element code, the elements, and the
constitutive laws. Then, this chapter gives an overview of the experimental setup
and measuring devices used during the experimental tests performed in Leuven.
The second part focuses on dynamic explicit simulations of incremental form-
ing and contains four chapters. The ﬁrst justiﬁes the use of a dynamic explicit
strategy. The second presents the new features added to the ﬁnite element code
in order to be able to model incremental forming with such a strategy. The third
explains the computation of the mass matrix of the shell element used throughout
this part of the thesis and justiﬁes this computation. Finally, the fourth chap-
ter analyzes the overall performance of the dynamic explicit simulations both in
terms of accuracy and computation time.
The third part of this thesis contains an in-depth analysis of the incremen-
tal forming process using more classic implicit ﬁnite element simulations. This
analysis is performed in two steps. In a ﬁrst chapter, the inﬂuence of using a par-
tial mesh for the simulations is evaluated in terms of accuracy and computation
time. Then, in a second and ﬁnal chapter, a detailed analysis of the deformation
mechanism occurring during this forming process is carried out.
Finally, this thesis ends with the major conclusions drawn from the research
and perspectives on possible means of further improving the simulation tool.
1.5 Original Contributions
Through this research, several major contributions were achieved.
First, a comprehensive literature review of the incremental forming process
was carried out. In particular, the review focused on original articles concerning
the limitations of the process and possible ways of bypassing them; on the most
recent explanations for the increased formability observed during the process;
and on the state of the art in ﬁnite element simulations of incremental forming.
Understanding the concepts and diﬃculties inherent in these publications was
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made possible particularly by the SeMPeR project thanks to the discussions held
and the monthly follow-ups on research performed by its members.
Secondly, Lagamine's shell element was corrected and its mass matrix mod-
iﬁed to enable its use with an explicit strategy. Following this, a new approach
for modeling the contact between an element and the forming tool during sim-
ulations in a dynamic explicit strategy was developed and thoroughly tested. A
detailed comparison of the inﬂuence of various ﬁnite element parameters on the
simulations' results was performed, in particular regarding the choice between
using the implicit and explicit strategies and the use of mass scaling to reduce
the computation time.
In addition, many simulations were validated thanks to experimental results.
Moreover, the computation time required for simulations of the forming of
parts with rotational symmetry was radically reduced by using a partial model
with a new type of boundary conditions.
Finally, the material behavior occurring during incremental forming was ana-
lyzed.
Part I
State of the Art and Tools
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Chapter 2
State of the Art
2.1 Incremental Forming Process
2.1.1 History
Although the basic ideas of incremental forming were patented almost forty years
ago by Leszak [LES67], they were not put into practice until quite recently. One of
the reasons for that fact is the development of the computer numerically controlled
(CNC) machines. This topic started to appear in scientiﬁc literature beginning
in the early nineties [POW92, ISE92, KIT93, MAT94]. This process has since
been developed in response to the observed deﬁciency in rapid prototyping in the
ﬁeld of sheet metal forming.
Some classic sheet metal forming processes are stamping, drawing, and press-
ing. In these processes, commonly used in the industry, a blank of sheet metal is
clamped around the edges, while the middle section is forced by a punch into a
die to stretch the metal into the desired shape. A variant, called deep drawing
because of the height of the formed part, is represented in Figure 2.1. The gap
between the punch and the die has been exaggerated for illustration purposes. In
this case, the sheet metal blank is clamped using a blank-holder subjected to a
given pressure. Cups formed using this process are presented in Figure 2.2.
Figure 2.1: Deep drawing of a cup [TAL96, page 18]
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Figure 2.2: Cups produced by the deep drawing process; picture
courtesy of Laurent Duchêne (ULg)
For high volume production, this method is highly eﬃcient since the produc-
tion time of each part is considerably short and the high cost of the die and punch
can be shared among a large number of parts. However, for prototyping or small
batch production, the manufacturing time, as well as the cost, of the die and
punch is a large burden.
2.1.2 Shear-Spinning Process
The shear-spinning process, a variant of the conventional spinning process, is
often considered to be the ancestor of incremental forming [KIM00, HAG03].
Both processes have been in use for many years and involve the forming of
axisymmetric parts over a mandrel with tools or rollers. This process is somewhat
similar to forming clay on a potter's wheel [KAL95, page 480].
The conventional spinning process is illustrated in Figure 2.3a, along with
some parts that can be made by using this approach. In his book, Kalpakjian
described this process the following way:
A circular blank of ﬂat or preformed sheet metal is held against a
mandrel and rotated while a rigid tool deforms and shapes the ma-
terial over the mandrel. The tools may be activated manually or by
a computer-controlled hydraulic mechanism. The process involves a
sequence of passes and requires considerable skill. Conventional spin-
ning is particularly suitable for conical and curvilinear shapes, which
otherwise would be diﬃcult or uneconomical to produce. Part diame-
ters may range up to six meters. Although most spinning is performed
at room temperature, thick parts or metals with low ductility or high
strength require spinning at elevated temperatures [KAL95, page 480].
The wall thickness of the formed part is, in theory, the same as the initial blank.
More information about this process can be found in literature [SOR63].
More suitable for thicker materials, the shear-spinning process produces dif-
ferent results compared to those obtained by conventional spinning, as illustrated
in Figure 2.3b. Kalpakjian described this other process as follows:
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(a) Conventional spinning process
(b) Shear-spinning process
Figure 2.3: Description of the spinning process [KAL95, page 481]
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This process produces an axisymmetric conical or curvilinear shape
while maintaining the part's maximum diameter and reducing the
part's thickness. Although a single roller can be used, two rollers
are preferable in order to balance the forces acting on the mandrel.
Typical parts are rocket motor casings and missile nose cones. Parts
up to about three meters in diameter can be formed. The operation
wastes little material and can be completed in a relatively short time.
[. . . ] The spinnability of metal is deﬁned as the maximum reduction
in thickness to which a part can be subjected by spinning without
fracture [KAL95, page 481].
Similarly to the conventional spinning process, more information about this vari-
ant can be found in literature [KOB61].
2.1.3 General Description
Unlike many other sheet metal forming processes, incremental forming does not
require any dedicated dies or punches to form a complex shape and is therefore
well adapted to rapid prototyping, as conﬁrmed by several authors [DUF05a,
HIR02, JES01b, LEA01, YOO03]. The process uses a standard smooth-end tool,
the diameter of which is far smaller than the part being made, mounted on a
three-axis CNC milling machine. A diagram of such a machine with a vertical
axis is shown in Figure 2.4.
Figure 2.4: Vertical milling machine [KAL95, page 734]
The sheet metal blank is clamped around its edges using a blank-holder. Dur-
ing the forming process, the tool moves along a succession of contours, which
follow the ﬁnal geometry of the part, and deforms the sheet into its desired shape
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incrementally. A schematic description of the process is shown in Figure 2.5 and
an example of the tool path in Figure 2.6.
Figure 2.5: Single point incremental forming [DUF03]
Figure 2.6: Tool path for a conical shape [HE05a]
The deformation is highly localized around the tool [HEN05c, HIR02]. As a
result, the regions of the blank that have not yet been touched by the tool remain
undeformed, even though they can undergo rigid displacement and rotation.
Another advantage of the process is that the deformation level that can be
reached by the material is much higher than in conventional forming. More
information about formability in incremental forming can be found in Section
2.2.
2.1.4 Experimental Setup
In addition to using a standard milling machine as shown in the previous section,
other designs are possible, as described below.
In order to satisfy their own particular speciﬁcations, Allwood et al. designed
their own incremental forming machine, which is presented in Figure 2.7 [ALL05].
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Due to its particular design, this machine has the advantage of achieving a much
larger axial load, up to 13 kN, which is not possible with a regular milling machine.
Another possible design is that used by Hirt et al., the purpose-built Amino
machine, as shown in Figure 2.8 [HIR04b].
Figure 2.7: Allwood's SPIF machine [ALL05].
Figure 2.8: Purpose-built Amino machine [HIR04b]
Finally, some authors chose to use industrial robots, similarly to the one
illustrated in Figure 2.9 [SCH04, LAM05]. The advantages of this approach over
conventional forming are its ﬂexibility and the possibility of combining several
phases of the manufacturing chain, such as sheet positioning, forming, trimming,
and surface treatments. Also, such robots usually have more than three degrees
of freedom (DOFs). Therefore, they can change the orientation of the forming
tool in addition to its position. These machines do not have to keep the forming
tool perpendicular to the sheet metal at all times, as is the case with more classic
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three-axis machines. This is especially useful for deep geometries with large wall
angles because it can prevent a collision between the tool (or its holding ﬁxture)
and the sheet metal.
The major drawback of these robots is the fact that their arm is not as stiﬀ as
the frame of a milling machine, leading to a less accurate positioning, especially
under high loading conditions.
Figure 2.9: Industrial robot used for SPIF [SCH04]
2.1.5 Process Variants
a. SPIF
The process that was shown in Figure 2.5 is often called single point incremental
forming (SPIF) in literature because there is theoretically only one point on the
tool's surface in contact with the sheet metal. In practice, however, the contact
zone extends to a small region of the tool, as shown by Eyckens, who performed
a very detailed simulation of the contact [EYC08a].
Although this thesis focuses only on SPIF, other variants exist, as shown in
the next sections.
b. TPIF
In addition to SPIF, another variant of the process exists called two point in-
cremental forming (TPIF) for which a second tool or support is present on the
opposite face of the sheet metal [JES01a, MAT01, SAW99, TAN99, JES05a].
In his PhD thesis, Shankar classiﬁed the TPIF processes into two main cate-
gories [SHA08, page 5]:
• TPIF with a static support;
• TPIF with a kinematic support.
For TPIF with a static support, there is a ﬁxed partial positive die on the opposite
face of the sheet metal with respect to the forming tool. This partial positive die
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can either be generic, as in Figure 2.10, or speciﬁc to the shape to be produced, as
in Figure 2.11. In the latter case, a new die must be manufactured for each type
of part to be produced, which makes the process less ﬂexible. For both cases, the
support is ﬁxed while the clamping system holding the sheet metal moves in the
direction perpendicular to the tool.
Figure 2.10: TPIF with a generic partial positive die [DUF03]
Figure 2.11: TPIF with a speciﬁc partial positive die [TEK07]
For TPIF with a kinematic support, the partial positive die moves at the same
time as the forming tool. Several conﬁgurations for this variant exist in literature.
Meier et al. designed a forming method in which two industrial robots move in a
synchronized manner in order to form the sheet metal from both sides: in their
ﬁrst paper, one robot carried a forming tool and the other one, a partial support
[MEI05]; in their second paper, both robots carried a forming tool [MEI07].
Maidagan et al. [MAI07] proposed a similar conﬁguration having a tricept
robot with a forming tool on one side and a three-axis moving table with a
partial support on the other side.
Finally, Franzen et al. [FRA08] designed a unique system called dyna-die,
which is shown in Figure 2.12. This system is composed of a forming tool and
a moving partial support. This support is ﬁxed on a rotating disk which moves
at the same time as the forming tool on the other side of the sheet. This system
has the advantage that it can be adapted to any single point incremental forming
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platform and does not require two robots. However, it is only suitable for forming
shapes with a rotational symmetry.
Figure 2.12: TPIF with kinematic support (dyna-die) [FRA08]
c. Laser-Supported SPIF
In addition to SPIF and TPIF, a third process variant, called laser-supported
SPIF, was recently developed [DUF07a, DUF08a]. It was patented by Duﬂou et
al. in 2006 [DUF06a].
Figure 2.13: Laser-supported SPIF [DUF07a]
In this process, a six-axis robot forms the sheet metal on one side while a laser
beam, mounted on a three-axis positioning system, heats the material dynami-
cally under the tool from the opposite face of the sheet metal, as illustrated in
Figure 2.13.
According to Duﬂou, experimental results demonstrate that this process vari-
ant results in reduced process forces, improved dimensional accuracy and in-
creased formability for a range of materials. Initial results also indicate that
residual stresses can be signiﬁcantly reduced by means of the dynamic heating
system that was developed [DUF07a].
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2.1.6 Forming Tools
The tools used in incremental forming are rather simple, usually in the shape of
a solid hard-steel hemispherical head mounted on a shaft. An example of this
type of tool with a diameter of 25 mm is shown in Figure 2.14.
Figure 2.14: 25-mm tool; picture courtesy of Johan Verbert (KUL)
In addition to this, other tool designs are also possible. Allwood et al. [ALL05]
designed their own tool, as shown in Figure 2.15. Besides its primary advantage
mentioned in Section 2.1.4, i.e., its large axial load capacity, it has the drawback
that some parts are impossible to form due to the conical shape of the tool, such
as parts with a steep wall angle.
Figure 2.15: Allwood's tool; 1. tool, 2. preload screw, 3. thrust bear-
ings, 4. radial bearings, 5. additional thrust bearing for
the preload force, 6. tool-holder and 7. clamping bolts
[ALL05].
Another interesting design was developed by Tanaka et al. who used, for TPIF,
a second tool made of elastic materials [TAN99].
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Finally, Hirt [HIR04b] used a universal tool head for which the ball is not
attached to the shaft. Instead, the ball is supported by a high-pressure ﬂuid and,
as a result, can roll freely.
2.1.7 Force Measurement
During incremental forming, it is crucial to know the level of forces acting on the
tool because these forces have an inﬂuence on the design of the tool, ﬁxture, and
machine. Indeed, experiments performed at the Catholic University of Leuven
(KUL) and whose results were used in this thesis have been carried out on a
milling machine which was not designed to work under a high level of axial force.
Without particular care, the machine  or its bearings, at the very least 
could be damaged. Moreover, the knowledge of the parameters governing the
force level is an important step towards understanding the incremental forming
process itself.
There are several ways of measuring the forces involved in incremental form-
ing. Jeswiet et al. [JES05a] used three-strain-gauge Wheatstone bridges, one for
each force component, mounted on the tool. For TPIF, an additional bridge was
mounted on the support post.
Similarly, Attanasio et al. [ATT08] designed two devices to measure forces
in TPIF: a strain gauge Wheatstone bridge mounted on the tool and a force
platform. They performed a series of experiments in order to test and compare
both systems and to study the inﬂuence of process parameters on the forces.
Allwood et al. [ALL05] used a force platform with six 10 kN load cells for the
design of their incremental sheet forming machine.
Finally, Bologa et al. [BOL05] and Duﬂou et al. [DUF05b] chose a dynamo-
metric table for their experimental research.
2.1.8 Limitations of Incremental Forming
The ﬁnal thickness of a part formed by SPIF can be estimated using the sine
law . This law was originally developed for the shear forming process, described
in Section 2.1.2, and simply states that
tf = t0 · sin
(pi
2
− α
)
, (2.1)
where t0 is the initial thickness, tf the ﬁnal thickness, and α the wall-angle mea-
sured with respect to the horizontal. This law is illustrated in Figure 2.16.
The sine law is based on the fact that the material is approximately in a
plane strain state in the direction of the tool movement and is only able to move
vertically toward its ﬁnal position when starting from a horizontal ﬂat sheet.
As shown in Figure 2.16, the comparison between the measured thickness and
the one predicted by the sine law is very good. Matsubara [MAT01] also showed
an accurate correlation in the thickness prediction of the wall of parts formed by
TPIF.
Young and Jeswiet [YOU04] performed a more detailed analysis of the thick-
ness and showed that this law is only correct on average but the thickness tends
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Figure 2.16: Prediction of the thickness in SPIF using the sine law
[HIR02]
to be slightly thinner in some regions. This phenomenon, which is often called
overforming, was conﬁrmed by Duﬂou et al. [DUF08b].
A direct consequence of the sine law is that the thickness decreases as the angle
increases, as illustrated in Figure 2.17. In particular, the theoretical thickness of
a part with vertical walls would be zero. The wall angle is a major limitation
of SPIF. As an example, Duﬂou et al. [DUF08b] performed a large series of
experiments in order to ﬁnd the maximum wall angle of several materials. Their
results are summarized in Table 2.1.
Figure 2.17: Thickness reduction in SPIF as predicted by the sine
law
The limitation in the maximum wall angle is only valid for parts formed in one
pass, i.e., when the tool follows the shape of the ﬁnal geometry. Other strategies
have been developed to overcome this limitation.
The ﬁrst papers reporting the forming of a part with vertical walls with in-
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Material Thickness Max. wall angle
[mm] [◦]
AA3003-O 1.2 71
AA3003-O 2.0 76
AA3103 0.85 71
AA3103 1.5 75
Ti Grade 2 0.5 47
DC01 1.0 67
AISI 304 0.4 63
Table 2.1: Maximum wall angles for cones made with SPIF with a
tool diameter of 10 mm [DUF08b]
cremental forming were written by Kitazawa and Nakajima in 1997 and 1999
[KIT97, KIT99]. The authors were able to form a cylindrical cup using TPIF
with a partial positive die. To do so, they developed a multistage strategy using
conical intermediate shapes. Iseki also produced a very similar part with TPIF
requiring two forming stages [ISE08].
Bambach et al. [BAM04, HIR04a] followed the same idea in 2004 and were
able to form a square pyramid with a wall angle of 81 degrees with a similar
multistage forming. This part is shown in Figure 2.18m. A year later, they were
able to form a square pyramid with vertical walls [HIR05].
Iseki and Naganawa [ISE02] produced a shallow square box with a vertical
wall using one-pass classic incremental forming followed by two additional forming
stages: one to produce right angles and another one to ﬂatten the bottom of the
part. This method, however, required special tools, a signiﬁcant disadvantage.
In 2008, two research teams published papers describing the strategy to pro-
duce cylindrical parts with SPIF without the need for special tools. Duﬂou et al.
[VER08, DUF08b] developed an advanced strategy involving several intermediate
shapes and were able to produce a cone with vertical walls using SPIF. Their idea
was to form cones successively with a constant depth but increasing wall angles.
This means that the region of the cone where the thickness is reduced is not
limited to the vertical wall but extends to a larger region. It can be explained as
if some material had been moved from regions that would otherwise have been
untouched by the tool if it had formed the ﬁnal cone in one pass.
Skjoedt et al. [SKJ08a] used a similar strategy but with slightly diﬀerent
intermediate shapes. In addition, they studied the inﬂuence of the direction of the
tool movement (upwards or downwards) during the forming of the intermediate
shapes on the thickness distribution.
2.1.9 Sample Parts
A wide variety of parts can be made with the incremental forming process. In
order to illustrate these possibilities, a number of test parts are shown in Figures
2.18a to 2.18r. Certain characteristics make these parts diﬃcult to manufacture
using traditional methods:
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• large wall-angles, e.g., (b), (c), (e), (m), and (r);
• changing slopes, e.g., (f), (i), (j), (k), and (o);
• inward curvature, e.g., (e), (j), and (l);
• asymmetric shapes, e.g., (d), (e), (f), (g), (h), (i);
• small details, e.g., (o), (p), and (q).
Incremental forming can also produce parts that can be used in the medical
domain, as well as for aeronautic and automotive industries. In that case, a good
surface ﬁnish is required. Examples are shown in Figures 2.19 and 2.20.
2.2 Formability in SPIF
2.2.1 Increased Formability
As stated before, the deformation level that can be reached by the material during
SPIF is much higher than in conventional forming. In particular, several authors
reported that the classic forming limit diagram (FLD) is not able to predict the
failure of parts formed using incremental forming since a much larger deformation
can be reached [YOU05, LAM05, MEY05].
The increased formability of incremental forming processes started to appear
in literature at the beginning of the nineties and is still an important topic today.
In order to measure the formability, Iseki developed a process called incremental
sheet metal bulging, which he used to derive an empirical FLD for SPIF [ISE93,
ISE94, ISE00, ISE01].
After Iseki, several other authors also published articles related to the devel-
opment of similar types of FLDs based on an experimental investigation of the
fracture occurring during the forming of various shapes [SHI01, FIL02, JES05d,
BAM07]. Each shape would produce a set of fracture points from which an em-
pirical FLD was derived.
Several possible explanations of this phenomenon of higher formability can be
found in literature. They will be investigated in detail in the paragraphs below.
a. Strain Path
First, it was suggested that this formability was due to the non-monotonic, ser-
rated strain paths to which the material is subjected during the SPIF process.
An example of such a strain path is shown in Figure 2.21. This ﬁgure represents
the evolution of the radial strain (approximately equal to the maximum principal
strain) as a function of the tangential strain (minimum principal strain) of an ele-
ment located in the region of the wall of a cone on the top layer of brick elements.
This strain path evolution is due to the fact that the tool, which has a small
radius and a limited inﬂuence around it, will approach and move away from the
element several times, progressively increasing the level of plastic deformation.
Classic FLDs are derived from monotonic loading, which are very diﬀerent
from the loading occurring in SPIF, and are therefore not able to predict the onset
of fracture [EYC07]. In order to prove this, van Bael et al. [VBA07] successfully
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
(m) (n) (o)
(p) (q) (r)
Figure 2.18: Parts used to test the capabilities of incremental form-
ing; sources: (a)(e) [JES05d]; (f)(j) [PAR03]; (k)
(l) [AMB04b]; (m) [BAM04]; (n)(q) [SCH04]; (r)
[DUF08b]
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(a) (b) (c)
Figure 2.19: Medical parts; (a) CAD model of an ankle support and
(b) ﬁnal product [AMB05a]; (c) cranial plate [DUF05a].
(a) (b)
(c) (d)
Figure 2.20: Industrial parts; (a) headlight reﬂector of a vehicule
[JES01b]; (b) solar cooker [JES05b]; (c) automotive
heat/noise shield and (d) motorbike gas tank [JES05c].
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Figure 2.21: Strain path during SPIF [FLO05]
used a Marciniak-Kuczynski (MK) model to predict the onset of necking of a
sheet subjected to the strain paths obtained by ﬁnite-element simulations.
b. Through-Thickness Shear
A second possible explanation which has often been mentioned as a likely phe-
nomenon to postpone failure during SPIF is the through-thickness shear . Figure
2.22 shows the deﬁnition of a local reference frame centered at the tool contact
point that will be used in the next sections to illustrate this shear phenomenon.
In this ﬁgure, the direction of the tool movement during one contour is noted t,
the direction of the normal to the sheet surface is noted n, and the direction g is
perpendicular to t and parallel to the wall.1
Emmens and van den Boogaard [EMM07] published an interesting article
about the shearing mechanism that is supposed to occur during SPIF and on
which the sine law is based. This shearing mechanism occurs in a plane con-
taining the directions n and g illustrated in Figure 2.22. In particular, their
study concentrated on the implications of this mechanism on the determination
of strains. Their conclusion was that a classic FLD is based on the fact that, dur-
ing a tensile test, failure occurs because of necking. When a material undergoes
shearing, it may cause a macroscopic behavior in which necking does not occur
or, at least, at levels other than in ﬂat stretching [EMM07].
Allwood et al. [ALL07] developed a simpliﬁed version of incremental form-
ing called paddle forming. By modeling this process with a ﬁnite element (FE)
method, the authors were able to demonstrate that the through-thickness shear
is signiﬁcant in the direction of the tool movement. This phenomenon is due to
the fact that the material on the top surface of the sheet metal tends to move in
the direction of the tool displacement because of friction. This shear mechanism
occurs in a plane containing the directions n and t deﬁned in Figure 2.22. Based
on their measurement, Allwood et al. incorporated this shear component into an
1g stands for generatrix because, when the part is a cone, this direction is parallel to the
generatrix of the cone.
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Figure 2.22: Deﬁnition of a local reference frame used to illustrate
the through-thickness shear
MK model and showed that the forming limit curves increase with increasing
thickness shear.
Similarly, Eyckens et al. [EYC08b] developed an MK model incorporating
through-thickness shear in two planes, perpendicular to the in-plane major strain
direction (plane containing the directions n and g) or the in-plane minor strain
direction (n and t), respectively. The authors showed that only the shear com-
ponent in the plane perpendicular to the minor strain has an eﬀect on the FLD,
which is again in the direction of the tool movement. In addition, they measured
the through-thickness shear experimentally occurring during SPIF by drilling
small holes into the sheet prior to forming and by analyzing their orientation at
the end of the forming process. This study showed a signiﬁcant amount of shear
which, used with the MK model, predicted an increased formability.
c. Bending-Under-Tension
Another phenomenon, called bending-under-tension, has been proposed by Em-
mens and van den Boogaard [EMM08b, EMM08a] to account for higher formabil-
ity. The conclusion of their study was that stretching with simultaneous bending
does allow large uniform straining.
d. Triaxiality
Finally, Martins et al. [MAR08] performed an analytical computation of the
strains which showed that the triaxiality ratio occurring during SPIF is smaller
than that during a classic stamping process. This ratio is known to play a role
in the formability of materials. They also showed that this ratio is larger in the
corners of the parts than in the ﬂat walls, which could explain the reason why
the parts with corners always fracture in these regions.
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e. Conclusions on the formability in SPIF
Seeing that these topics have only recently appeared in literature, there is no
deﬁnite answer as to which one causes the very large formability occurring during
SPIF. The ﬁnal answer is probably a combination of two or more of the above-
mentioned phenomena. One of the most likely is the through-thickness shear
since it has been experimentally and numerically veriﬁed by Eyckens et al. The
bending-under-tension mechanism proposed by Emmens and van den Boogaard
is also very promising. Indeed, the material under compression due to bending
probably delays the appearance of damage in the material, which increases the
strain level that can be reached.
2.2.2 In-Process Failure Prediction
In addition to the development of FLDs, some authors developed alternative
methods to predict part failure during the process. In particular, Ambrogio et al.
[AMB06] developed an innovative approach based on force measurement. Their
method is based on the observation that, during the forming of a cone, the force
usually increases until it reaches a peak, then decreases before reaching a steady
state.2 This peak is due to two counteracting eﬀects: the thinning of the mate-
rial, which tends to reduce the forming force, and the material hardening, which
increases it.
They also observed that, when a part is on the brink of failure, the force never
reaches a steady state but instead decreases rapidly after the peak until failure.
Therefore, they designed a failure criterion based on the force gradient after the
peak, which is only a function of the sheet thickness.
2.3 Finite Element Modeling
This section will examine the state of the art in FE modeling of incremental
forming.
2.3.1 Implicit or Explicit
The FE method is an analytical tool that can compute the solution of a continuum
problem by reducing it to a system of algebraic equations [BATH76, chapter 3].
Very often, the governing equation is an equilibrium equation which can be,
depending on the type of problem, either static or dynamic.
The integration of this equation over time is numerically computed and pro-
vides a solution at discrete times. Two time-integration schemes can be used: an
implicit or an explicit one.
2Duﬂou et al. showed that the peak in the forming force only appears for cones with a
large wall angle. When the wall angle is too small, i.e., smaller than 50 degrees for a cone
made of aluminum AA3003-O, the force simply increases until it reaches its steady-state value
[DUF05b].
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Implicit For the implicit integration scheme, an assumption is made as to the
values of the nodal velocities at the beginning of the time step. The nodal posi-
tions at the end of the time step can then be extrapolated. These positions are
related to the strains, which provide the stress value using the constitutive law.
The integration of the stresses over the volume of the elements, i.e., the internal
forces, must satisfy the equilibrium equation. For this reason, the initial assump-
tion on the nodal velocities must be corrected, which requires several iterations
in order to converge to the equilibrium.
The advantage of this method is that it is unconditionally stable, meaning that
it can provide the correct solution to the equation regardless of the size of the
time step. The drawback is that it requires several iterations before converging
to the exact solution. Moreover, at each iteration, a large linear system must
be solved. Each time step requires a considerable amount of computation and is
therefore time-consuming.
Explicit By contrast, the explicit integration scheme starts by computing the
equilibrium equation at the beginning of the time step. This requires the compu-
tation of the internal forces using the strains and constitutive laws as was done for
the implicit algorithm. The disequilibrium between internal and external forces
provides the initial nodal accelerations. Finally, the nodal positions at the end of
the time step are extrapolated using the initial nodal positions and accelerations.
With the explicit method, the equilibrium equation is never completely sat-
isﬁed. This method is conditionally stable, which ensures that the remaining
disequilibrium will remain insigniﬁcant provided that the amplitude of the step is
kept smaller than a critical value. This value depends on the smallest size of the
elements, on the elastic parameters (Young's modulus and Poisson's ratio), and
on the speciﬁc mass of the material. This means that the maximum time step is
always minute, leading to a large number of time steps before reaching the end of
the simulation.3 However, the computation of the initial nodal accelerations does
not require any system solution. Each time step is therefore computed relatively
quickly.
In general, the mass of the system can be artiﬁcially increased, leading to a
larger critical time step, without a signiﬁcant loss of precision, provided that the
kinetic energy of the system remains much smaller than the internal energy, e.g.,
less than 5 to 10 % [AMB05b]. This trick is called mass scaling . Another trick,
called time scaling, can be used to increase the speed of the tool artiﬁcially, which
also decreases the total computation time. Unlike mass scaling, time scaling can
only be used with materials that are not viscous, i.e., for which the stresses are
3The value of the critical time step depends on the units chosen for the lengths, the forces
and the time. For example, if the lengths are in millimeters, the forces in Newtons, and the
time in seconds, the order of magnitude of the critical time step is 10−7s, for a mesh of an
aluminum sheet metal with a characteristic mesh length of 1 mm. This was computed using
the formula
∆tc = Lmin ·
√
ρ
E
,
where ∆tc is the critical time step, Lmin the characteristic length of the smallest element of the
mesh, ρ the speciﬁc mass, and E Young's modulus.
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independent of the strain rate.
In literature, most of the authors using commercial FE codes claim that the
explicit integration scheme is faster than the implicit one. The remaining para-
graphs of this section will show various examples comparing explicit and implicit
approaches.
Bambach et al. [BAM05a] used Abaqus/Standard, which uses an implicit time-
integration scheme. In this article published in the SheMet2005 conference, it is
mentioned that, on average, 44 % of the iterations performed during one time
step resulted in a severe discontinuity iteration in order to achieve a consistent
contact state. This indicates that the computation time of SPIF simulations using
an implicit strategy is increased largely by the continuously alternating contact
conditions, preventing the code from using large time increments.
In two diﬀerent articles published in 2005, Bambach et al. [BAM05c, BAM05b]
compared both the implicit and the explicit integration schemes for a cone simula-
tion with a short tool path, shown in Figure 2.23, performed on Abaqus/Standard
and Abaqus/Explicit with shell elements. This tool path is not classic for the
forming of a cone since it does not follow the ﬁnal geometry. Instead, the con-
tours get larger and larger until the last one, which follows the bottom of the
cone. Moreover, the tool path has large vertical stepdowns of 5 mm, instead of
0.5 to 1 mm, which are more commonly used. Experimentally, such a tool path
produces a poor quality part as far as the surface ﬁnish is concerned. In addition,
the large stepdowns induce large axial tool forces, which can not be sustained by
standard CNC milling machine. The purpose of this tool path was to be as short
as possible in order to reduce the computation time of the simulations.
(a) (b) (c)
Figure 2.23: Bambach's cone with a short tool path; source: (a)(b)
[BAM05c], (c) [BAM05b]
The results of these simulations are summarized in Table 2.2. For both simu-
lations, the deviation with respect to experimental measurements was computed
in terms of sheet geometry and thickness. In this table, dmax is the maximum
normal distance between the simulated and measured shapes, dav is the aver-
age normal distance, and dth,max is the maximum deviation in thickness. The
accuracy of the explicit simulation was of poorer quality than the implicit one.
However, the CPU time was signiﬁcantly reduced. This is because the time step
in explicit ∆t was artiﬁcially increased using mass scaling to a value close to the
time step in implicit. The value of the mass-scaling factor was not given in the
article.
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Strategy ∆t [s] dmax [mm] dav [mm] dth,max [%] CPU time [h]
Implicit 0.004 1.09 0.59 11.7 7.32
Explicit 0.0001 1.82 1.19 15.6 0.58
Table 2.2: Numerical comparison between implicit and explicit sim-
ulations [BAM05b]
Qin et al. [QIN05] used LS-Dyna with an explicit time-integration scheme to
simulate the forming of a cone with SPIF and analyzed the inﬂuence of mass and
time scaling. On the one hand, they used a maximum mass-scaling factor which
multiplied the time step by a factor of two (compared to the case without mass
scaling). With such a small factor, the computation time was only halved and had
a negligible inﬂuence on the quality of the results, assuming that the simulation
without mass scaling is the reference. On the other hand, they used a time-
scaling factor up to 5000. Even with such a large factor, only a small deviation
of approximately 0.2 mm was observed in the prediction of the geometry and the
authors achieved a signiﬁcant reduction in the computation time. However, for
this simulation, they only simulated a small indent of the tool 4 mm inside the
material instead of the whole SPIF simulation.
Skjoedt et al. [SKJ08b, SKJ08a] also used LS-Dyna with an explicit time-
integration scheme. They used a time-scaling factor between 1000 and 1500
without additional mass scaling and were able to reduce the computation time
signiﬁcantly.
Ambrogio et al. [AMB04a] also used an explicit integration scheme with a
commercial FE code. They used time scaling to speed up the simulations and
increased the tool velocity to 5 m/s. In a separate article [AMB05b], the authors
multiplied the feed rate by a factor of 40 and used a velocity of 40 m/s. They
veriﬁed that the ratio between the kinetic energy and the total energy was always
under 10 %.
Robert et al. [ROB08] used Abaqus/Explicit without mass scaling but used
time scaling with an increased tool speed of up to 25 m/s. They also kept the
energy ratio under 10 %.
Kim et al. [KIM08] also used Abaqus/Explicit to simulate incremental forming
at an elevated temperature. The authors did not use time scaling because they
used a material law taking the strain rate into account. On the other hand, they
came to the conclusion that a mass-scaling factor of 100 is the best compromise
between simulation speed and accuracy.
Dejardin et al. [DEJ08a, DEJ08b] also used LS-Dyna in an explicit strategy
to form a cone. The main diﬀerence with the other authors is that after the
forming stage, Dejardin et al. performed a springback analysis both numerically
and experimentally. To do this, they sliced the cone into several rings. Then, they
cut these rings open and observed how their shapes had changed. To simulate this
elastic springback phenomenon, they used an implicit time-integration scheme
with the same FE code and claimed that it was more accurate than an explicit
one.
Lequesne et al. [LEQ08] used an implicit time-integration scheme but devel-
oped an adaptive remeshing technique to reduce the computation time. The
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strategy adopted was to start the simulation with a coarse mesh and reﬁne the
elements that were close to the tool. These elements can be coarsened if several
conditions are met: the tool must be distant from them, their curvature must
be small and their stresses and state variables uniform. These conditions ensure
that little information will be lost during coarsening.
Hadoush and van den Boogaard [HAD08] also used an implicit strategy with
a reﬁnement and coarsening technique.
The conclusion from this bibliographic study on the the choice between an
implicit and an explicit time-integration scheme is the following. For the forming
stage, all the authors using a commercial FE code claimed that it is possible to
reduce the computation time without signiﬁcantly deteriorating the quality of the
results. For this, they used an explicit scheme with an appropriate mass- or time
scaling instead of an implicit one. This will be the main argument used to justify
the new developments in the ﬁeld of the dynamic explicit integration scheme in
the Lagamine FE code, as will be explained in Chapter 4.
Several authors had used simulations performed with an implicit strategy as a
reference to validate the results obtained with the explicit strategy and to ensure
that the mass- and time-scaling factors are not too large.
A diﬀerent solution adopted by some authors to reduce the computation time
is to use an implicit strategy with adaptive remeshing. This feature, however, is
not available in every FE code.
Finally, it is advisable to use an implicit scheme to perform a springback
analysis.
2.3.2 Finite Element Type
The element type itself can greatly inﬂuence the quality of the simulation's re-
sults. Bambach and Hirt [BAM05c] tested several element types available in the
commercial FE code Abaqus using the same cone simulation as presented in the
previous section in Figure 2.23. Their results are summarized in Table 2.3 with
the same notations as in the previous section. All the element types starting with
C3D8 are eight-node brick elements, whereas the element type S4R is a four-node
shell element. The diﬀerence between all the brick element types comes from their
choice of anti-hourglass and anti-shear-locking modes. More details can be found
in Abaqus's user's manual [ABA03].
The best results were obtained with the shell element S4R, despite having
assumed a plane-stress state. Moreover, this element corresponds to the fastest
CPU time. One of the reasons for this conclusion is probably the fact that
only two elements were used across the thickness for the simulations with brick
elements, causing a loss of accuracy due to an inaccurate bending stiﬀness. On
the other hand, using more elements across the thickness would increase the
computation time further.
Most other authors also claim that shell elements are necessary to reduce the
computation time. For instance, Skjoedt et al. [SKJ08b] used LS-Dyna fully inte-
grated shell elements. Dejardin et al. [DEJ08a, DEJ08b] used LS-Dyna reduced
integration shell elements with an adaptive mesh reﬁnement.
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Element dmax [mm] dav [mm] dth,max [%] CPU time [h]
C3D8 2.59 1.54 14.52 17.6
C3D8R 6.35 3.56 15.09 15.4
C3D8R enh. 2.04 1.07 14.23 28.3
C3D8H 2.25 1.54 16.65 48.1
C3D8I 2.18 1.19 17.08 34.9
C3D8IH 2.17 1.07 17.07 103.3
C3D8RH 6.37 3.56 15.29 50.9
S4R 1.09 0.59 11.72 7.3
Table 2.3: Comparison between several element types of Abaqus
[BAM05c]
On the other hand, brick elements should be used when an accurate descrip-
tion of the stress state occurring across the thickness is important for the accuracy
of the results or when the user wants to use a complicated mechanical law. The
reason for this is that classic shell elements assume a plane-stress state across the
thickness and can not use 3D mechanical laws.
One way to overcome these limitations is to use an advanced type of shell
element called solid-shell. These elements are able to use any 3D constitutive
law. More details about shell and solid-shell elements will be given in Section
3.1.2.
The inﬂuence of the constitutive laws on simulations' predictions will be ex-
amined in the next section.
2.3.3 Constitutive Laws
The constitutive law describing the material behavior consists of two components:
the shape of the yield surface (yield criterion) and its evolution with respect to
time (hardening).
Regarding the yield criterion, most authors use a relatively simple law, e.g.,
Von Mises's [HE05a, SKJ08a, QIN05, ROB08] or Hill's [BOU08b]. The reasons for
this choice are that more advanced yield criteria do not bring about a signiﬁcant
increase in the accuracy of the prediction, require more computation, and are
hampered by diﬃcult identiﬁcation of their parameters.
As far as hardening is concerned, its choice is very important for the force
prediction during SPIF. Indeed, as was already presented in Section 2.2, the tool
follows a complex tool path, which generates in each element a serrated strain
path. This strain path shows a cyclic evolution, meaning that the material will
be loaded and unloaded several times. In this case, a mixed-type hardening law
(isotropic and kinematic) should be used in order to predict the stress state and
the forming forces accurately.
To prove this, Bambach [BAM05b] tested both a simple isotropic and a mixed-
type isotropic-kinematic hardening law on the cone simulation already presented
in Sections 2.3.1 and 2.3.2. As evidenced by the results shown in Figure 2.24,
the deformation simulated using the mixed-type hardening law is more accurate
than the one using a simple isotropic law. As mentioned before, the tool path
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used for this simulation was not conventional: given the large vertical pitch, it
only contained ﬁve contours. If a standard tool path were used, the eﬀect of the
cyclic loading on the mixed-type hardening law would be even greater.
Figure 2.24: Comparison between isotropic and kinematic hardening
[BAM05c]
He et al. [HE05a] also demonstrated that, when using an isotropic hardening
law, the predicted force on the tool is consistently 20 to 30 % higher than that
measured during experimental tests. Moreover, Flores et al. [FLO05] showed that
using a mixed-type hardening law could reduce the predicted force by a similar
factor.
To conclude this section about constitutive laws, it is important to observe
that, even though the use of an advanced law is recommended for accurate force
and springback prediction, these laws often require a large number of parameters.
The identiﬁcation of these parameters is quite diﬃcult and can have a great
inﬂuence on the results.
Bouﬃoux et al. [BOU08b, BOU08a] tested several procedures to identify the
parameters of constitutive laws for incremental forming simulations. These pro-
cedures are based on an inverse method. The principle of this method is to choose
a set of experimental tests whose results are sensitive to the material data to be
adjusted. These tests are simulated using an initial set of material parameters,
chosen arbitrarily, and the better this initial guess is, the faster the method will
be. Then, the numerical results are compared with the experimental measure-
ments and, using an optimization algorithm, the material data are iteratively
adjusted until a suﬃcient level of accuracy is reached. This method oﬀers the
possibility of choosing a complex test to ﬁt the parameters, inducing heteroge-
neous stress and strain states close to the ones reached during the process to be
simulated with this material model.
In their articles, Bouﬃoux et al. compared the inﬂuence of the hardening law
and the choice of the set of experimental tests on the quality of the material
model obtained, especially, on the quality of the force prediction during a simple
incremental forming test.4. To do so, the authors identiﬁed two hardening laws
(isotropic and mixed-type hardening), each with two sets of material parameters
using, on the one hand, classic tests only (i.e., a tensile test and a shear test),
4The simple incremental forming test used was a line test, which will be used later in this
thesis, as in Section 4.1.1
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and, on the other hand, a tensile test and an indent test.5. The conclusion was
that the material model with a mixed-type hardening law identiﬁed with a tensile
test and an indent test is more accurate than the other models.
2.4 Analytical Computations
Besides FE computations, several authors have tried to develop analytical com-
putations to predict various quantities related to the incremental forming process.
Some of these predictions will be analyzed in the next sections.
2.4.1 Strain Prediction
Predicting the strain of the ﬁnal product is one of the most useful analytical
computations. The main reason for this is that it gives an indication as to the
feasibility of the part and helps localize the regions where failure is most likely
to appear, modifying the tool path if necessary.
Kim and Yang [KIM00] developed a double-pass strategy to form a part with
a more uniform thickness. To do so, the authors used the sine law, introduced
in Section 2.1.8, to compute an approximation of the strain of the ﬁnal product.
From this approximate strain computation, they predicted to a certain degree the
location of the zones having a high strain. They then used this computation to
derive an intermediate shape having a large strain where a small one was observed
in the ﬁnal product, and vice-versa. Forming the part using this double-pass
strategy led to a ﬁnal product where the risk of failure was reduced.
Iseki [ISE01] developed an analytical model for strain prediction. This model
is based on a plane-strain hypothesis (no deformation in the direction of the tool
movement) and assumes that the sheet metal in contact with the forming tool
stretches uniformly. The author also developed an analytical model for strain
prediction during a multistage incremental forming of a cylindrical cup [ISE08].
Using this model, he was able to predict the thickness proﬁle. However, no
experimental veriﬁcation was available at the time.
Martins et al. [MAR08, SIL08] developed a model of the fundamentals of SPIF
based on a membrane analysis. From this model, the authors derived the stress
and strain states occurring in ﬂat surfaces, in rotationally symmetric surfaces,
and in corners.
2.4.2 Force Prediction
The prediction of forming forces occurring during incremental forming is also a
crucial piece of information. The main reason is that this governs the choice of the
hardware setup. Indeed, most classic milling machines only tolerate a relatively
limited axial force and exceeding this limit could potentially damage the machine
or, at least, its bearings.
5An indent test is a test during which a spherical tool makes an indent in a clamped metal
sheet. This is also the ﬁrst step of the line test. This test is very useful for two reasons: it is
performed with the same machine used for the SPIF process and generates a stress state in the
material that is similar to the one occurring during SPIF
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Several papers have been published about modeling forming forces as a func-
tion of experimental setup parameters. In a ﬁrst paper, Duﬂou and Tunçkol
[DUF06b] performed a series of experiments to study the inﬂuence of boundary
conditions (distance between the part and the backing plate), the wall angle and
the tool path. In particular, they studied pyramids with changing wall angles
and proved that the local wall angle is not the only determining factor for the
instantaneous forming force. As far as the tool path is concerned, they showed
that having a spiraling or a stepdown tool path does not aﬀect the forming forces,
except for local peaks at the tool stepdown location.
Following this study, Duﬂou et al. [DUF07b] published a second paper in
which they developed a model for force prediction during the forming of a cone
as a function of the stepdown amplitude, the wall angle, the tool diameter and
the sheet thickness. This model was a simple regression equation that could
predict the peak, the steady-state, and the in-plane forces with a high degree of
conﬁdence. For more complex geometries, they could not reach such a simple
equation but showed that the part geometry should be taken into account in the
model.
This work was later continued by Aerens et al. [AER09]. They were able to
develop a new model with a very eﬃcient strategy to ﬁt the parameters based
on experimental measurements where several materials were tested. For each
material, the authors ﬁtted a law that was able to accurately predict the level of
the steady-state tool force for various part geometries. They also ﬁtted a general
law valid for any material but in that case, the accuracy of the predictions was
reduced. The ultimate tensile strength of a given material seemed to be the key
material parameter governing the level of the forces.
2.5 Conclusions
The goal of this chapter was to give an overview of all the aspects of the SPIF
process: its history, its principles, and its interests and limitations. In particular,
one of the main contributions was the summary of the state of the art in the
ﬁeld of forming limit diagrams and concerning the increased formability observed
during SPIF.
Since this thesis is mainly focused on modeling SPIF, a large part of this
chapter was dedicated to its simulation techniques. With respect to FE simula-
tions, the most eﬀective technique adopted by many authors seems to be the use
of shell elements for the mesh of the sheet metal, an explicit integration scheme,
and a relatively simple constitutive law with a mixed-type isotropic-kinematic
hardening law. These observations were the starting point of all the develop-
ments performed in the course of this thesis. In addition to these, a section was
dedicated to analytical computations.

Chapter 3
Numerical Tools and
Experimental Equipment
The purpose of this chapter is to describe the numerical tools and experimental
equipment used to produce the results shown throughout this thesis.
The numerical tools include the FE code, the elements, the mechanical laws,
the meshing tools and the post-processing tools. The latter tools are Matlab
programs that were developed in order to be able to compare the results of several
simulations and experimental results easily and to plot the curves in a consistent
manner.
The experimental equipment consists of every piece of equipment needed for
the incremental forming process: a machine, various forming tools, a clamping
device to ﬁx the metal sheet to the table of the machine, and measurement devices
to extract useful data.
All the experimental tests of incremental forming and most of the measure-
ments used in this thesis were performed by the team of Prof. Joost Duflou
at the PMA Department of the Catholic University of Leuven. In addition, the
team of Prof. Hugo Sol from the MEMC Department of the Free University of
Brussels (VUB) performed the deformation measurements with a stereo camera
system.
3.1 Numerical Tools
3.1.1 Finite Element Code: Lagamine
When starting a thesis in which a great portion of the work is dedicated to sim-
ulations, the choice of the FE code is important. For the present work, one of
the goals was to ﬁnd ways of reducing the computation time. Since this could
mean reorganizing the code to best ﬁt the needs of the process under investiga-
tion, it was crucial to have access to the source codes and to be able to modify
everything. The self-made code Lagamine was chosen for these reasons.
Lagamine is a non-linear Lagrangian code that has been under development
at the ArGEnCo Department of the University of Liège since 1982 and was started
by Prof. Cescotto in order to simulate rolling [CES85].
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In addition to rolling, the code has been applied to numerous other forming
processes, such as forging [HAB90], continuous casting [CAST04], deep draw-
ing [DUC05b], powder compaction [MOS99], cooling processes [CASO05], and
incremental forming [HEN07a].
The code mainly focuses on modeling material behavior, especially metallic
materials, and is suitable for large strains and large displacements. A large variety
of constitutive laws are available, in particular in the ﬁelds of solid phase transfor-
mations [HAB92], recrystallization [HAB98b], damage models to predict crack ap-
pearance [ZHU92, ZHU95, CAST03], phenomenological laws with gradient plas-
ticity [LI96], micro-macro and texture-based laws [DUC02, DUC03, HAB04b] or
contact laws [CES93, HAB98a].
Lagamine has a large element library. Two particular elements are detailed
in the next section. Other types can be found in Zhu and Cescotto [ZHU94]).
3.1.2 Elements
This section contains a detailed description of the two types of elements that are
used in this thesis: a brick element and a shell element.
a. Brick Element: BWD3D
The following description of the BWD3D element is a simpliﬁed version of the
description published by Laurent Duchêne in one of his papers [DUC07].
The BWD3D element, shown in Figure 3.1, is an 8-node 3D brick element
with a mixed formulation adapted to large strains and large displacements. This
element can be coupled with any 3D mechanical law and its stress and strain
tensors are expressed in global axes.
Figure 3.1: BWD3D brick element and its local axes
This element uses a reduced integration scheme (only one integration point
in its center) and an hourglass control technique. It is based on the non-linear
three-ﬁeld1 Hu-Washizu variational principle with the assumed strain method
[SIM86, BEL91].
A ﬁrst feature of the BWD3D element is a new shear locking treatment based
on Wang and Wagoner's method [WAN04]. This method identiﬁes the hourglass
1The three ﬁelds are the stress-, strain-, and displacement ﬁeld.
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modes responsible for the shear locking and removes them. The two bending
hourglass modes and the warp (non-physical) hourglass mode are eliminated.
The volumetric locking treatment is also based on the elimination of inconvenient
hourglass modes.
A second feature of this element is the use of a corotational reference sys-
tem. In order to be able to identify the hourglass modes, crucial to the method,
the formulation of the element's kinematics must be expressed in a corotational
reference system [BEL91], closely linked to element coordinates. This reference
system must have its origin at the center of the element and its reference axes
are aligned (as much as possible, depending on the element shape) with element
edges. A fortunate consequence of this corotational reference system is a simple
and accurate treatment of the hourglass stress objectivity, by using initial and
ﬁnal time step rotation matrices.
The shear locking and the volumetric locking methods proposed by Wang and
Wagoner, together with the corotational reference system, have been successfully
implemented in the BWD3D element. The Wang-Wagoner method, as opposed
to other shear locking methods (see, for example, Li and Cescotto [LI97]), has
deep physical roots, which makes it very eﬃcient for various FE analyses. Further
details about the hourglass and the locking treatments in the BWD3D element
can be found in two articles by Duchêne et al. [DUC05a, DUC06]. Also, a more
complete description of the rotation of the local axis can be found in a separate
article by Duchêne et al. [DUC08].
b. Shell Element: COQJ4
Lagamine's shell element COQJ4 was originally developed for another FE code,
FINELg, by Jetteur [JET85, JET86a, JET86b, JET86c]. It was then improved on
by Jetteur et al. [JET87a, JET87b, JAA89] and was ﬁnally adapted to Lagamine
by Li, whose PhD thesis is the most comprehensive work about this element
[LI95]. Some information can also be found in the literature [BATO82].
This element is a 3D quadrilateral element with four nodes. It is based on
Marguerre's shallow shell theory. The global behavior of the element can be
divided into two modes. On the one hand, the bending behavior of the COQJ4
element is based on the classic Discrete Kirchhoﬀ theory. It uses a bi-cubic
interpolation and each node has 3 DOFs: w, ϕ1, and ϕ2, which are illustrated
in Figure 3.2. On the other hand, the membrane behavior uses a bi-quadratic
interpolation. Each node has therefore three additional DOFs: u1, u2, and the
drilling DOF, ϕz. The drilling DOF, ϕz, was added to avoid zero stiﬀness in the
case of co-planar elements meeting at one node. In total, then, each node has six
DOFs. A detailed description of the interpolation functions of the element and
the nodal DOFs can be found in Section 6.2.1.
If bending behavior is ignored, this element is reduced to a discrete Kirch-
hoﬀ plate element. The basic assumptions of Kirchhoﬀ's plate theory are the
following:
1. Sections normal to the mid-surface remain normal, which means that there
are no transversal shear strains;
2. The element is in a plane-stress state;
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Figure 3.2: COQJ4 shell element and its nodal DOFs
3. There is no extension of the normal, i.e., the thickness is constant.
In the COQJ4 element, the ﬁrst assumption is only imposed at the edges of the
element. The third assumption is violated during FE simulations but is fulﬁlled
during each time increment. This means that during one time increment, the
thickness of the element is kept constant but updated incrementally at the end of
each time step. The equation governing the thickness evolution can be chosen by
the user. In his thesis, Li presents two approaches that can be used in the COQJ4
shell element to update the thickness [LI95, section 5.6.3]. The ﬁrst approach,
called the global approach, assumes that the volume of the element is constant.
This is not completely accurate, because it neglects the elastic volumetric de-
formation, but is numerically very stable. The second approach is based on the
plane stress hypothesis. Throughout this thesis, the constant volume hypothesis
was chosen for all simulations. As will be shown in Section 9.2.2, this hypothesis
gives, unlike the plane stress hypothesis, accurate predictions of the thickness
during incremental forming, compared to experimental measurements.
The COQJ4 element is an extension of this discrete Kirchhoﬀ plate formula-
tion to shell elements. The shallow shell theory assumes that the slope (in local
coordinates) is less than 5 degrees. Therefore, Cartesian local axes can be used
instead of curvilinear coordinates (corotational coordinates). The computation
of the local axes is presented in Appendix B.
Inside the element, both the stress and the strain tensors are expressed in local
axes. The element uses two diﬀerent stress and strain tensor conventions for the
elastic and plastic parts.2. In addition, the stress components are integrated over
the thickness. More details about the stress and strain components and the state
variables of this element can be found in an internal report [HEN07c].
The element has four in-plane integration points, represented by four crosses
in Figure 3.2, and from one to eleven integration points across the thickness, a
number which is chosen by the user in the material law. It should be noted that
this element can not be used with just any 3D constitutive law, but requires the
use of dedicated plane stress laws. For this reason, a new class of shell element,
2The COQJ4 element assumes that the elastic part of the deformation is very small compared
to the plastic part. In the elastic domain, it assumes that the strains are inﬁnitesimal [LI95,
section 5.2.1]. Therefore, it uses the engineering strains and Cauchy's stress tensor. In the
plastic domain, however, it uses Green's strain tensor and Piola-Kirchhoﬀ's stress (PK2) tensor
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called solid-shell, is being investigated. This element will be based on Alves de
Sousa and Fontes Valente's solid-shell element [ALV05, ALV06] and will be able
to use classic 3D laws.
Much time was spent at the beginning of this thesis in order to grasp the
use of this element. Indeed, the fact that the element uses two stress and strain
tensors was not clearly stated in the element. Moreover, a few mistakes were
discovered in the material law and in the contact element. In addition to this, no
record was found as to the origin of the mass matrix in an explicit strategy, which
caused a signiﬁcant amount of diﬃculties, as will be shown later in the text.
c. Contact Element and Forming Tool
The contact elements available in the Lagamine FE code could only be used
with an implicit strategy. To use an explicit strategy, a new approach had to be
developed, as will be explained in Chapter 5.
The contact elements associated with both the BWD3D and the COQJ4 el-
ements are based on the same principle. Details about this contact approach
are available in literature [CES93, HAB98a]. This type of element uses a penalty
approach and the contact pressure is computed at four in-plane integration points.
The principle of the penalty approach is the following. At each each integra-
tion point, the penetration distance of the tool inside the shell or brick element
associated with the contact element is multiplied by a penalty coeﬃcient, Kp, to
generate a pressure ﬁeld on the element. The nodal forces energetically equivalent
to the pressure ﬁeld are then computed. During the assembling step, i.e., when
the nodal forces of all the brick or shell elements are regrouped in a global out-of-
balance vector, the forces of the contact elements are added to the corresponding
nodes and generate out-of-balance forces. During the equilibrium research, these
out-of-balance forces will be gradually eliminated from iteration to iteration of
the implicit algorithm by moving the nodes away from the tool, until they are
considered negligible.
When contact occurs, the forces generated by the tool pressure are thus never
completely removed, which means that the penetration distance never vanishes
completely either. However, the higher the penalty coeﬃcient is, the smaller
the remaining penetration distance will be. The choice of the penalty coeﬃ-
cient's value results from a compromise between accuracy and convergence be-
cause a high penalty coeﬃcient will produce a small remaining penetration dis-
tance but will introduce large terms in the stiﬀness matrix, which might then be
ill-conditioned and lead to convergence problems. Therefore, this coeﬃcient can
not be too large.
Friction is treated by taking into account the relative velocity between the
tool and the sheet, meshed with shell or brick elements. The relation between
the pressure applied to the element's surface and the relative velocity is based on
Coulomb's approach, which is similar to elastic-plastic behavior [CES93, CHA87].
As far as the spherical tool is concerned, its surface is always modeled using
a rigid sphere. Indeed, it is assumed that the stiﬀness of the tool is much higher
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than the stiﬀness of the sheet metal.3 Therefore, the tool can be considered
undeformable.
3.1.3 Constitutive Laws
This section, based on Flores's PhD thesis [FLO06, Section 2.4.1], introduces the
concepts of mechanical laws and gives their general governing equations.
The description of an elastic-plastic material law usually involves the descrip-
tion of two concepts: the shape of the yield surface and its evolution with an
increasingly plastic deformation. The yield surface divides the stress space into
the elastic and plastic domains. In other words, the yield surface is the boundary
between these two domains. A yield criterion F deﬁnes the shape and the size
of the yield surface. The evolution of this surface during the plastic deformation
can be described by a hardening constitutive equation.
In general, this yield criterion can be written as a function:
F (σ,X, σF ) = σeq(σ −X)− σF (peq) = 0, (3.1)
where σ is the stress tensor, σeq is the equivalent stress and is a scalar, X is the
back-stress tensor, which deﬁnes the center of the yield surface, and σF represents
the size of the yield surface and is a scalar function of peq, the equivalent plastic
strain. The elastic domain corresponds to F < 0, whereas the plastic domain
corresponds to F = 0.
The concept of equivalent stress and strain is such that
σ :  = σeq · eq. (3.2)
For isotropic plasticity, Von Mises's deﬁnition, described in the next section, is
applied. In all other cases, the equivalent norm must take into account the shape
of the yield locus. In general, the equivalent stress is deﬁned as
σeq(σ −X) =
√
(s−X) : H : (s−X), (3.3)
where s is the deviatoric part of σ and H is a fourth-order tensor that deﬁnes the
anisotropy of the material. As far as the equivalent strain is concerned, it can be
computed using Equation 3.2.
The following sections will give just a few examples of yield critera and hard-
ening laws that are used in this thesis. A much more complete description can
be found in Flores's PhD thesis [FLO06] or in several books [KHA95, DOG00].
All the simulations and experimental tests were performed with an AA3003-O
aluminum alloy. The material parameters of these laws were identiﬁed using an
inverse method to ﬁt the simulation curves to the experimental measurements.
The parameters of the diﬀerent laws are given in Appendix C.
3More information about the tool material used within this thesis can be found in Section
3.2.2.
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a. Yield Criteria
Cold-rolled metal sheets present anisotropic behavior of their mechanical prop-
erties due to the rolling procedure itself generating their crystallographic tex-
ture. The phenomenological anisotropic yield criteria described here express this
anisotropic behavior in an orthogonal set of material axes. These material axes
are taken in the rolling direction (RD), the transverse direction (TD) and the
normal (through-thickness) direction of the sheet (ND).
Von Mises's Yield Criterion This is the simplest, although most widely
used, yield criterion. The material's behavior is assumed to be isotropic and its
deﬁnition is characterized by the following equation:
σ2eq(σ) =
1
2
[
(σxx − σyy)2 + (σxx − σzz)2 + (σyy − σzz)2 +
6
(
σ2xy + σ
2
xz + σ
2
yz
)]
. (3.4)
For this deﬁnition, the choice of the material axes has no eﬀect.
Hill's 1948 Yield Criterion Hill's yield criterion is also very simple. It is a
generalization of Von Mises's criterion to anisotropic material [HIL50]. It is a
function of six material parameters, F , G, H, N , L, and M , although most of
the time, it is assumed that N = L = M and that G + H = 2. The equivalent
stress is deﬁned by the following equation:
σ2eq(σ) =
1
2
[
H (σxx − σyy)2 +G (σxx − σzz)2 + F (σyy − σzz)2 +
2N σ2xy + 2Lσ
2
xz + 2M σ
2
yz
]
. (3.5)
It can be seen that if F = G = H = 1 and N = L = M = 3, Von Mises's law is
recovered.
For computational reasons, it is possible to rewrite this equation using the
notation deﬁned by Doghri [DOG00, Annexe C], which takes advantage of the
tensor's symmetries. With this notation, the stress tensor is written as a vector
and the fourth-order tensor H as a two-dimensional matrix H. This gives the
following equation:
σeq =
√
1
2
σT ·H · σ (3.6)
with
H =

G+H −H −G 0 0 0
−H H + F −F 0 0 0
−G −F F +G 0 0 0
0 0 0 2N 0 0
0 0 0 0 2L 0
0 0 0 0 0 2M

and
σT = [σxx σyy σzz σxy σxz σyz]
T .
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Others Numerous other yield criteria are available in literature and in the
Lagamine FE code. More information can be found in Habraken's literature
review on plastic anisotropy [HAB04a] or in Banabic's book [BAN00]. However,
for the SPIF simulations, the computation time had to be as small as possible,
which prevented the author of the present work from using more complex laws.
The analysis of the simulations performed with Von Mises's and Hill's yield loci
showed that these simple yield surfaces were accurate enough to predict the form-
ing forces and the shape of parts formed with the material studied [HE05b]. Such
a conclusion has been extended to the formability study during SPIF simulations
performed by Eyckens [EYC08b]. Unlike the yield criterion, the hardening law,
described in the next section, has a much bigger impact on the simulation results.
b. Hardening Laws
The hardening law describes the evolution of the size and the center position of
the yield surface. There are three types of hardening:
• isotropic, where only the size of the yield surface can change;
• kinematic, where the size of the yield surface is ﬁxed but its center position
can vary;
• mixed isotropic-kinematic, where both the size and the center position are
modiﬁed.
Three laws will be described here: one simple isotropic law, Swift's law, and
two mixed hardening laws, Armstrong-Frederick's and Ziegler's laws.
Swift's Isotropic Hardening This hardening model describes the evolution
of the size of the yield surface σF . It is deﬁned as
σF (
p
eq) = K
(
0 + 
p
eq
)n
. (3.7)
It is a simple power law without horizontal saturation. An example of a stress-
strain curve is presented in Figure C.1 in Appendix C.
Armstrong-Frederick's Kinematic Hardening This model was introduced
in 1966 by Armstrong and Frederick [ARM66]. This is Lagamine's ﬁrst mixed-
type hardening law. First, it used Swift's law to describe the evolution of the size
of the yield locus. Then, the back-stress tensor, X, which represents the location
of the center of the yield locus, evolves with the equivalent plastic strain:
∇
X = CX
(
Xsat ˙
p −X peq
)
, (3.8)
where
∇
X is Jaumann's objective derivative of the back-stress tensor, CX is the
kinematic hardening saturation rate, Xsat is the saturation value of the kinematic
hardening, and ˙p is the plastic strain rate tensor. More information about this
law can be ﬁnd in an internal report by Pierre de Montleau [DEM03], in Flores's
PhD thesis [FLO06] or in the literature [DET04].
3.1 Numerical Tools 43
Ziegler's Kinematic Hardening The basic concepts of this law were pub-
lished by Ziegler in the late 1950s [ZIE59] and were an improvement on the ﬁrst
kinematic hardening law developed by Prager [PRA55]. This hardening law was
added to Lagamine in order to have the same mixed hardening law as in Abaqus.
Similarly to Armstrong-Frederick's law, Ziegler's uses Swift's law to describe the
evolution of the size of the yield locus. As far as the back-stress is concerned, the
governing equation of this law is the following:
∇
X = CA
1
σF
(
σ −X) ˙peq −GAX ˙peq, (3.9)
where CA and GA are material parameters.
3.1.4 Meshing Tools
A large number of simulations have been performed throughout this thesis. The
Lagamine FE code is not a commercial code and the generation of the input
ﬁles can be tedious. Therefore, several Matlab or Fortran programs have been
developed in order to help the user with the creation of the meshes and the
generation of all these input ﬁles.
Two shapes of metal sheets were commonly used for the simulations: square
and circular. For the square meshes, a program was written in Matlab in order
to help the user with the generation of all the simulation ﬁles.4 For the circular
meshes or the pie meshes (meshes for a portion of a circle), it is much more diﬃcult
to create a mesh with well-proportioned elements and adjust the element density.
For this reason, another program was developed in Fortran. This program is
generic and allows the user to deﬁne a variable mesh density easily. It can produce
a mesh with shell elements or several layers of brick elements, with or without
contact elements and with diﬀerent types of boundary conditions.5 Examples of
such meshes can be seen in Figure 3.3.
3.1.5 Post-Processing Tools
a. Graphs of Part Shapes
Two Matlab programs SelectNodesCut and GUI_IMP were developed in order to
produce plots of nodal coordinates. The purpose of these programs is to compare,
in the same graph, the shape of several sheet metal simulations in a cross section.
Many examples of such ﬁgures can be found throughout the thesis.
The creation of these plots is done in two steps. First, for each simulation,
the user must select a list of nodes located, in the initial undeformed mesh, in
a section plane and save the evolution of their coordinates in a text ﬁle. This
4This program, called MESH_SQUARE_SHEET, can generate not only the lag ﬁle with the mesh
(with brick or shell elements) but also all the ﬁles necessary for the simulations: the execution
ﬁle with the simulation parameters, the dep ﬁle with the displacement of the tool and the
pri ﬁle with the data to be saved. This program is available in the meshing tool database of
Lagamine.
5This program is called MESH_CIRCULAR_SHEET. In order to generate the mesh, the user can
either input the necessary data interactively or write them in a text ﬁle in order to reuse them.
This program is available in the meshing tool database of Lagamine.
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(a) (b)
(c) (d)
Figure 3.3: Square and circular mesh examples: (a) square mesh
with shell elements, (b) 90-degree pie mesh with brick el-
ements, (c) 360-degree circular mesh with brick elements,
(d) 45-degree pie mesh with shell elements
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is done using the program SelectNodesCut. This programs will ask the user to
choose the desired section plane. Since the meshes of the sheet metal used in
this thesis were always in the x-y plane with the thickness in the z-direction, it
was decided to perform cross sections only in a plane parallel to the z-axis, which
simpliﬁes the equation of this plane. This equation can be one of the following:
• x = a
• y = a
• x = ±y
• y = m x
• y = m x+ a
where a and m are user-deﬁned constants. Some of these cross sections are illus-
trated in 2D in Figure 3.4.
Figure 3.4: Example of cross sections used by SelectNodesCut
The program will then ask the user to locate both Lagamine's input and
result ﬁles on the disk. It will read the input ﬁle, which contains the initial
undeformed mesh, and generate the list of nodes. Then, it will automatically call
the program Select in order to read the result ﬁle and save the coordinates of
the nodes in a text ﬁle, called imp ﬁle. As an example, a few lines of such a ﬁle
are shown in Figure 3.5.
After creating an imp ﬁle for each simulation, the second step is to read these
ﬁles and plot the desired data. This is done using a graphical user interface (GUI)
developed also in Matlab and called GUI_IMP. A screen capture of this program
is shown in Figure 3.6.
This program is very intuitive and easy to use. The ﬁrst step is to locate,
for each simulation, the imp ﬁle by clicking on the Browse button. The user
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Line test - impl simulation with shells
************************************************************************
================================================================================
TIME = 0.1000000 ALACUM = 0.000000 ALAMF = 0.000000
================================================================================
COORDONNEES ACTUALISEES -- TEMPS = 0.100
*********************************************
NODE 26 DOF 1 -91.0000 DOF 2 0.00000 DOF 3 0.00000 ...
NODE 77 DOF 1 -87.3553 DOF 2-0.367519E-05 DOF 3-0.627918E-01 ...
NODE 128 DOF 1 -83.7147 DOF 2-0.208977E-05 DOF 3-0.190372 ...
NODE 179 DOF 1 -80.0759 DOF 2 0.289303E-07 DOF 3-0.345642 ...
NODE 230 DOF 1 -76.4382 DOF 2 0.454224E-05 DOF 3-0.520029 ...
NODE 281 DOF 1 -72.8012 DOF 2 0.941654E-05 DOF 3-0.711676 ...
NODE 332 DOF 1 -69.1651 DOF 2 0.190559E-04 DOF 3-0.921626 ...
NODE 383 DOF 1 -65.5299 DOF 2 0.308034E-04 DOF 3 -1.15314 ...
NODE 434 DOF 1 -61.8961 DOF 2 0.598576E-04 DOF 3 -1.41102 ...
NODE 485 DOF 1 -58.2642 DOF 2 0.788061E-04 DOF 3 -1.70226 ...
...
================================================================================
TIME = 0.2000000 ALACUM = 0.000000 ALAMF = 0.000000
================================================================================
COORDONNEES ACTUALISEES -- TEMPS = 0.200
*********************************************
NODE 26 DOF 1 -91.0000 DOF 2 0.00000 DOF 3 0.00000 ...
NODE 77 DOF 1 -87.3445 DOF 2-0.305733E-04 DOF 3-0.126249 ...
NODE 128 DOF 1 -83.7059 DOF 2-0.420312E-04 DOF 3-0.383378 ...
NODE 179 DOF 1 -80.0723 DOF 2-0.513583E-04 DOF 3-0.686186 ...
NODE 230 DOF 1 -76.4413 DOF 2-0.554017E-04 DOF 3 -1.02086 ...
NODE 281 DOF 1 -72.8119 DOF 2-0.524140E-04 DOF 3 -1.38198 ...
NODE 332 DOF 1 -69.1838 DOF 2-0.381856E-04 DOF 3 -1.76884 ...
NODE 383 DOF 1 -65.5571 DOF 2 0.999124E-05 DOF 3 -2.18697 ...
NODE 434 DOF 1 -61.9327 DOF 2 0.104874E-03 DOF 3 -2.65124 ...
NODE 485 DOF 1 -58.3132 DOF 2 0.390541E-03 DOF 3 -3.19486 ...
...
Figure 3.5: Extract from an imp ﬁle
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Figure 3.6: Graphical user interface used to read imp ﬁles
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must also input the number of layers of nodes across the thickness6, choose one or
several simulation times, the string to be displayed in the legend for that curve,
and the line style and color. The user can also choose the title of the graph, the
position and orientation of the legend, the axes labels and data ranges, and which
nodal coordinate (or function of a nodal coordinate) corresponds to which axis
on the ﬁgure. As an example, if the mesh is a square metal sheet and the user
is interested in the shape of the part in a cross section along the x-axis, he or
she should plot the x-coordinate on the horizontal axis and the z-coordinate on
the vertical axis. On the other hand, if the mesh is a circular metal sheet and
the user wants to plot the shape of the part in a cross section at 45◦ from the
x-axis, he or she should plot the radial distance, i.e.,
√
x2 + y2, on the horizontal
axis and once again the z-coordinate on the vertical axis. More complex formulae
could be used.
Finally, all the parameters of the GUI can be saved in a text ﬁle in order to
reuse them later.
b. Graphs of Forces
The Matlab program GUI_REA was developed in order to read tool force data of
one or several simulations and plot their evolution as a function of time. The
ﬁles containing the force data must be rea ﬁles, which are a standard output
of Lagamine.7 The syntax of these ﬁles is very simple: each line contains the
current time and the three tool force components. Lagamine always writes
the forces in the global coordinate system. In the case of a simulation with
rotational symmetry, it is usually preferable to analyze the force in terms of radial,
circumferential and vertical components. In that case, an additional program,
called Convert_xyz_radius_theta_z, can read the tool position for each time
step, convert the forces into the new coordinate system, and create a new rea
ﬁle.
Similarly to GUI_IMP, a GUI facilitates the use of the program GUI_REA. For
each simulation, the user must locate the rea ﬁle by clicking on the Browse
button. Then, he or she can choose the string to be displayed in the legend for
that particular simulation and the line style and color. The user can also choose
which force component must be plotted: this can be one or several individual
components, or a function of several components like the norm of the force vec-
tor. Finally, an additional feature can be used in the case of forces with high
oscillations in order to have a smoother curve. Large oscillations in the force
often happen in FE simulations if the mesh is not ﬁne enough. The user can
then choose between two built-in smoothing methods (a moving average8 or a
6For a simulation with shell elements, the number of layers of nodes is always one. On the
other hand, for a simulation with brick elements, the number of layers of nodes is equal to the
number of layer of elements across the thickness, plus one.
7Another ﬁle, ipr, is also available in Lagamine but can easily be converted into the required
format using another program called Convert_IPR_REA. This program is located in the same
directory as the program GUI_REA.
8For an n-point moving average, the value at each point is replaced by the average of the
values of the (2n+ 1) points around it:
yn−avg(i) =
1
2n+ 1
[y(i− n) + y(i− n+ 1) + . . .+ y(i) + . . .+ y(i+ n− 1) + y(i+ n)] .
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high-pass ﬁlter9) or input a user-deﬁned one. Again, all the parameters of the
GUI can be saved in a text ﬁle for later use.
A screen capture of this program is shown in Figure 3.7. An example of a plot
generated with this program is shown in Figure 3.8.
Figure 3.7: Graphical user interface used to read rea ﬁles
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3.2.1 Machine
Most users perform the experimental forming tests on a standard three-axis CNC
milling machine. This is the choice that was made within the SeMPeR project.
The machine was a 3-axis CNC ACIERA milling machine with a horizontal spin-
dle. Two DOFs were obtained by the movement of the table along the horizontal
and vertical axes, a third resulting from the displacement of the spindle along its
axis. The main characteristics of the machine are summarized in Table 3.1.
For incremental forming, the tool speed was reduced to 2000 mm/min and
the spindle rotation speed was kept between 80 and 250 RPM, depending on the
wall angle of the part being made and on the tool size.
9The high-pass ﬁlter uses a Butterworth ﬁlter of order eight [BUT30]. The input argument
of this function is the normalized cutoﬀ frequency ωn. This is a real number between 0 and 1,
where 1 corresponds to Nyquist's frequency, i.e., half the sample rate. More information can
be found in Matlab help or in literature [SMI02].
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Figure 3.8: Example of a graph showing the evolution over time of
the radial, circumferential and vertical components of the
tool force during one contour of the forming of a 50-
degree cone
Characteristics Value [Unit]
Total power 27 [kW]
Spindle power 9 [kW]
Spindle rotation speed 504000 [RPM]
Displacement of table 500 × 400 [mm]
Displacement of spindle 300 [mm]
Maximum tool speed 6000 [mm/min]
Table 3.1: Characteristics of the ACIERA machine
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3.2.2 Forming Tools
The tools used in the SeMPeR project were a solid hard-steel hemispherical head
mounted on a shaft, as shown in Figure 2.14.
The tools were manufactured from a hard steel, called Vanadisr 23, manu-
factured by Uddeholm [UDDEL]. This steel was then heat-treated. Vanadisr
23 is a high-performance powder metallurgical steel used for cutting tools. More
speciﬁcally, it is a chromium-molybdenum-tungsten-vanadium alloyed high-speed
steel which is characterized by
• high wear resistance (abrasive proﬁle),
• high compressive strength,
• superior through-hardening properties,
• good toughness,
• excellent dimensional stability on heat treatment,
• and excellent temper resistance.
This alloyed steel is suitable for cutting tools such as reamers, taps, milling
cutters, and broaches. The measured hardness of the tools is 859.30±7.22 HV
(Vickers hardness). Several diameters of the tool tip were used: 10, 12.7, 15, 20,
and 25 mm. Two pictures of the tools are shown in Figures 2.14 and 3.9.
The tools were inserted into a holding ﬁxture designed for the milling machine,
as shown in Figure 3.9.
Figure 3.9: 5-mm tool inserted in the tool holding ﬁxture; picture
courtesy of Johan Verbert (KUL)
3.2.3 Clamping Device
A clamping device was used to ﬁx the blank on the table. Since a milling machine
with a vertical spindle was used at the beginning of the SeMPeR project, a ﬁrst
version had been designed for this machine. An exploded assembly view and a
cross section view are presented respectively in Figures 3.10 and 3.11. This device
is composed of several parts:
• a support, leaving some space underneath the part so that it can deform
freely, and so that the on-line optical measuring system (see Section 3.2.5)
can see a good portion of its bottom surface;
52 Chapter 3 Numerical Tools and Experimental Equipment
• the top plate, which is the main support of the part, used to center the
backing plate and provide the system with a suﬃcient amount of rigidity;
• the backing plate, which is needed to prevent global deformation of the part
and to obtain sharp edges;
• the clamping plate, which is bolted upon the top plate in order to compress
the edges of the part between the top plate and the backing plate, thereby
preventing it from sliding.
Figure 3.10: Exploded assembly view of the clamping device; picture
courtesy of Johan Verbert (KUL)
In the example of the milling machine with a horizontal spindle, the support
diﬀers slightly from the above design, but the other parts remain the same. Some
pictures of this clamping device are shown in Figure 3.12. In this case, the
device is placed vertically, which solves the problem of having enough space under
the part for the optical system and provides easy access to its bottom surface.
Unfortunately, this type of orientation excludes the possibility of using an oil
bath on the top surface of the sheet metal, making lubrication of the part more
diﬃcult during forming. The solution chosen was to use a cooling ﬂuid10 which
also lubricates this surface.
10A cooling ﬂuid is a ﬂuid which is continuously sprayed on the tool and on the metal sheet
during the whole process to prevent them from overheating.
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Figure 3.11: Cross section of the clamping device; picture courtesy
of Johan Verbert (KUL)
(a) Side view of the complete system (b) View from behind
(c) Close-up view on the backing plate and the tool
Figure 3.12: Clamping device for the horizontal spindle milling ma-
chine; pictures courtesy of Johan Verbert (KUL)
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3.2.4 Force Measurement
In the SeMPeR project, the forces acting on the tool were measured using a
force platform [DUF05b]. This platform was a Kistler 9265B six-component force
dynamometer, as shown in Figure 3.13, capable of measuring a vertical force
between -15 and 30 kN and two horizontal forces of ±15 kN.
Figure 3.13: Kistler force platform [KISTL]
This device was connected to a complementary Kistler 5017B 8-channel charge
ampliﬁer, then was placed between the clamping device and the work table of the
milling machine. The forces applied on the tool were then recorded on a computer
equipped with a data acquisition system.
3.2.5 Deformation Measurement
Two techniques were used for measuring the deformation of the parts: Digital
Image Correlation Technique (DICT)n to measure parts during forming, and
laser scanning for the oﬀ-line measurements.
a. DICT
According to the Limess website [LIMESS],
Digital Image Correlation is a data analysis method which uses a pro-
prietary mathematical correlation method to analyze digital image
data taken while samples are subjected to mechanical stresses. Con-
secutive image captures taken during the testing phase will `show' a
change in surface characteristics as the specimen is aﬀected by the
mechanical stresses imposed upon it.
The system is composed of two cameras mounted on a ﬁxing device, a com-
puter with a data acquisition device and sample plates with a given pattern used
during the system calibration, as shown in Figure 3.14. A light source must also
be available.
As illustrated by the images in Figure 3.15, the work principle is the following
[LIMESS]:
The sample is prepared for testing by the application of a random dot
pattern to its surface. An image is acquired of the newly `speckled'
sample before loading. The sample is subject to surface deformation
as a load is applied. A series of images are taken during this loading.
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Figure 3.14: DICT components [GOM]
These other images show a deformed random dot pattern relative to
the initial, undeformed random dot pattern. From the diﬀerence in
the deformed images and the undeformed image, a deformation plot
can be calculated for each image.
The principal advantage of DICT is that it can take on-line measurements,
without contact with the part. Its drawbacks are that:
• the lighting needs to be uniform for the camera to be able to recognize all
the points of the patterns on the images;
• both the density of the dot pattern which is applied on the surface of the
sample and the size of the dots have to be carefully chosen;
• the calibration process of the system can be time-consuming, especially for
3D measurements11;
• the cameras need to see the part from a certain angle, which prevents
them from seeing the whole part;
• only the bottom surface of the sheet metal can be scanned, since the tool
blocks the view of the top surface for the camera;
• the cameras must be placed at a certain distance to be able to focus on the
part, which is sometimes diﬃcult to achieve because of the limited space
available behind the part.
For the SeMPeR project, two diﬀerent DICT systems were available: Aramisr
(at the KUL) and Limessr (at the VUB). The validation of the Limessr system
with FE simulations was discussed in an article published during Esaform'05
conference [WAT05].
b. Laser Scanning
For the SeMPeR project, Metrisr LC50, a laser scanning device, was also avail-
able for measuring formed parts. According to this device's developers [METRIS],
laser scanning enables complete modeling and inspection of parts
with complex free-form surfaces or features such as holes, slots, etc.
11Indeed, for 2D measurements, only one camera is needed, which makes the process easier.
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(a) (b)
(c) (d)
Figure 3.15: Work principle of DICT [GOM]; (a) close-up view of the
specimen, the camera and the lighting; (b) evolution of
the dot pattern of the specimen during deformation; (c)
specimen before and after deformation; (d) plot of the
results.
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Whereas with traditional touch probes, it can take hours or even days
to measure full parts, laser scanning is a non-contact scanning technol-
ogy which gives the results within minutes and is suited for measuring
ﬂexible or fragile materials, which often present severe challenges for
touch probes due to the risk of indentations or surface scratches.
The main advantage is that this device can scan both sides of the surface of
the part when the forming process is ﬁnished and gives, by taking the diﬀerence,
the thickness of the part.
Figure 3.16: Laser scanning device [METRIS]

Part II
Dynamic Explicit Simulations of
SPIF
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Chapter 4
Motivations
The purpose of this chapter is to explain the motivations for the developments in
the dynamic explicit ﬁeld in the Lagamine code. This will be done by showing
the performance of the simulation tool using an implicit strategy, before making
any modiﬁcations to the code.
4.1 Simulation Examples
In order to evaluate the performance of the available simulation tool, two simu-
lations were performed: a line test and a cone. For both simulations, the focus
will be on the computation time, rather than on the accuracy of the results. For
this reason, this chapter will not contain a description of all the material param-
eters, ﬁnite element type, mesh, etc. More detailed analyses will be done later in
Chapters 8 and 9.
4.1.1 Line Test
A line test can be considered a simpliﬁed version of the SPIF process. The tool
path consists of two successive linear displacements of 100 mm in the middle of
the metal sheet at a depth of 5 and 10 mm, respectively, as illustrated in Figure
4.1. The lengths in the ﬁgure are expressed in millimeters, as will always be the
case throughout this thesis (unless otherwise speciﬁed).
Figure 4.1: The line test and its tool path
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Using the Lagamine FE code with an implicit strategy and a mesh made
with either shell or brick elements, the computation times are given in Table 4.1.
These simulations were all performed on the same computer, with one CPU. Two
methods for storing a linear system of equations were tested:
• KNSYM=3 uses a sparse storage method;
• KNSYM=4 uses a skyline storage method.
The skyline system is usually faster but requires a signiﬁcant amount of storage
space. The sparse system takes up less memory space and is independent on
the numbering of the DOFs, but is usually slower. Both meshes  brick and
shell  used the same in-plane element density shown in Figure 4.2. The mesh
with shell elements contains 1612 elements, whereas the one with bricks contains
6448 elements, i.e., 3 layers of bricks and 1 layer of contact elements. 1 The
smallest elements have an in-plane area of 2.275× 2.275 mm2. The symmetry of
the problem was not taken into account here because the purpose was to have an
order of magnitude of the computation time for a simple SPIF test, not to reduce
that time as much as possible, as is the case for later simulations.
Figure 4.2: Mesh used for the line test
The conclusion from this test is that even for such a small SPIF simulation,
the computation times are relatively large and can vary greatly  from about
1For the shell element, the contact element is included in the element itself, whereas it needs
to be explicitly deﬁned for the brick element.
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Element type
Computation time [s]
KNSYM=3 KNSYM=4
Shell element 4 986 1 314
Brick element 65 762 31 728
Table 4.1: Computation times in seconds for the line test simulation
20 minutes to 18 hours  depending on the element type and system solution
method. With an optimized mesh of shell elements simulating only half of the
sheet metal with appropriate boundary conditions2, the simulation time could be
reduced to less than 3 minutes.
4.1.2 Cone Simulation
A cone is the most common part made with the SPIF process. It is widely tested
in literature because the wall angle of the cone corresponds to the diﬃculty in
producing the part. In this section, a 50-degree cone with a depth of 30 mm was
simulated. This angle is far from the limiting angle for the material used, which
is around 73 degrees.
Figure 4.3: 3D view and dimensions of the 50-degree cone
The tool path consists of a succession of 30 circular contours with a vertical
stepdown of 1 mm between two successive ones, as shown in Figure 4.4.
In order to speed up the simulation, only one quarter of the cone was simu-
lated with appropriate boundary conditions. More details about the boundary
conditions will be given in Chapter 8, and in particular in Section 8.1.2. The
mesh, shown in Figure 4.5, was designed with shell elements. It contained 4 448
nodes (26 392 DOFs) and 4 506 elements.
The norm of the total displacement is shown in Figure 4.6. The computation
time was approximately 95 hours or almost four days.
The same simulation was also run without any simpliﬁcation: the full 360◦
mesh contained 17 569 nodes (104 262 DOFs) and 17 376 elements. In that case,
the computation time was around 1640 hours, i.e., more than 3 months, far from
the four days needed for a quarter of the cone. The thickness proﬁle at the end
of this simulation is shown in Figure 4.7.
2418 elements and 468 nodes with symmetry boundary conditions
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Figure 4.4: Tool path of a 50-degree cone
Figure 4.5: 90-degree pie mesh of the cone
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Figure 4.6: Norm of the displacement of a 50-degree cone  partial
model
Figure 4.7: Thickness of a 50-degree cone  global model
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4.2 Conclusions
As illustrated in the previous section, the computation time of SPIF simulations
can be enormous, especially if no simpliﬁcation is applied.
Several authors claim that an explicit strategy can decrease the computation
time, as explained in the literature review in Section 2.3.1. At the beginning
of this thesis, the Lagamine FE code was already able to perform dynamic
explicit simulations but a major problem had to be solved in order to simulate
the SPIF process: the existing contact element could not work with the explicit
strategy and a new one had to be developed. At that stage, it was decided to
develop a special contact element that would only work with the SPIF process
but would be highly eﬃcient in the search for the contact points and the accuracy
of their location, since the position of the tool and its geometry is always known
in advance.
The details of these developments will be explained in the next chapter.
Chapter 5
Moving Spherical Tool Method
The basic concepts of this new method were developed with the help of André
Godinas.1 This method was also the subject of the present author's Master's
thesis, ﬁnished in September 2005 [HEN05a]. Although a few sections of this
chapter are directly taken from that thesis, the presentation adopted here is
slightly diﬀerent and was chosen because it corresponds more accurately to the
equations programmed into the code.
5.1 Structure of the Lagamine Explicit Code
Before going into detail on the new developments added to the ﬁnite element code
Lagamine, this section will brieﬂy summarize the structure of the code when
working with the explicit strategy.
5.1.1 Equilibrium Equation
Within the Lagamine code, the general dynamic equilibrium equation is written
at the end of the time step:
M x¨ 1 + C x˙ 1 + F int = F fixed + F contact + F ext (5.1)
where M x¨ 1 = inertia forces,
C x˙ 1 = damping forces,
F int = internal forces (integration of stresses),
F fixed = supporting forces (reactions on ﬁxed DOFs),
F contact = contact forces,
F ext = externally applied forces.
This equation is discretized at the nodes of the system. The left-hand side
represents the total internal forces, which were split into the inertia forces (due to
the acceleration of the nodal masses), the damping forces (due to velocity), and
the internal forces (due to displacement). The latter term is the most diﬃcult
to compute. Starting from the nodal displacements, it involves computing the
1Godinas's report, written in French, is included in the appendix of an internal report
[HEN05b, Appendix B].
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strain at the integration points. Then, the stresses are computed (also at the
integration points) using the constitutive law of the material. 2 Finally, those
stresses are integrated over the element's volume (or surface for 2D elements) in
order to compute the internal forces.
The right-hand side of the equation contains the load vector, which again was
split into three components: the supporting forces (due to the fact that ﬁxing
a DOF introduces a force in the same direction), the contact forces (due to the
contact between the tool and the sheet), and the externally applied forces.
Since Equation 5.1 is solved using an explicit integration scheme, the matrices
M and C must be diagonal.
On the one hand, for the mass matrixM , it is quite intuitive to ﬁnd a diagonal
matrix, at least for the translational DOFs: each of them contains the mass of its
corresponding node. For the rotational DOFs, however, it is more diﬃcult. Each
of them contains some kind of rotational inertia, which depends on the geometry
of the element. For a more detailed explanation, the next chapter will show how
to compute the complete mass matrix, starting from the interpolation functions
of the element, and how to diagonalize that matrix.
On the other hand, the damping matrix C is not always based on physical
grounds and can be chosen in many diﬀerent ways. In the Lagamine code, the
simple approach chosen is either simply to ignore this term, which can sometimes
cause instabilities, or to use proportional damping. In that case, C is chosen
to be equal to a linear combination of the mass matrix and the elastic stiﬀness
matrix:
C = c1 M + c2 K
e,
both matrices being diagonal and computed once at the beginning of the simula-
tion.3.
5.1.2 Time Step Algorithm
The computation of a time step is schematically represented in Figure 5.1. At the
beginning of each time step, the complete state of the system is known, i.e., the
position x 0, the velocity x˙ 0 and the acceleration x¨ 0 of every DOF. The position
at the end of the time step is computed using a simple extrapolation rule:
x 1 = x 0 + x˙ 0 ∆t+ x¨ 0
∆t2
2
, (5.2)
2In non-linear FE codes, every quantity is computed by increments. The stresses do not
depend on the position at a given time, but rather on the history of the displacements, i.e.,
the sum of all the small displacement increments starting with the initial state of the material.
The input of the constitutive law is then the strain rate  or the velocity gradient  and the
time step ∆t instead of the position. At each time step, the variations in stresses and internal
variables over the time step are computed and added to the total stresses and internal variables.
3For the shell element COQJ4, these two matrices are functions of the orientation of the
element. Therefore, they are computed in the local axes of the elements in the preprocessor and
need to be rotated in the global axes at every time step within the Lagamine code. The choice
of the initial elastic stiﬀness matrix results from the fact that the complete stiﬀness matrix is
not computed when using an explicit strategy
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Begin
x 0
x˙ 0
x¨ 0
-
Extrapolation
x 1̂˙x 1 -
Equilibrium
end of step
x¨ 1 -
Extrapolation
End
x˙ 1
Figure 5.1: Time step in a dynamic explicit strategy
where ∆t is the time step. An estimate of the ﬁnal velocity is also computed
using the following equation:̂˙x 1 = x˙ 0 + x¨ 0 ∆t. (5.3)
The hat above the variable x˙ 1 is there as a reminder that it is only an estimate
and that this variable will be recomputed later. The reason for that is that this
quantity is needed to compute the damping term when solving the equilibrium
equation. Moreover, the end-of-step velocity is also needed to compute the contact
forces, as will be explained in the next section.
Using the end-of-step position x 1, the strains can be computed, which, in
turn, are used to obtain the stresses using the constitutive laws of the material.
The integration of these stresses provides the internal forces F int. If the three
force components of the right-hand side of the equilibrium equation are also given,
the only unknown in the equilibrium equation (5.1) is the ﬁnal acceleration x¨ 1,
which can be computed using all the other terms and the inverse of the diagonal
mass matrix M :
x¨ 1 = M
−1 ·
(
−C ̂˙x 1 − F int + F fixed + F contact + F ext) . (5.4)
This system of equations is diagonal and does not need any complicated matrix
computation. Each DOF can be computed independently.
Finally, the end-of-step velocity x˙ 1 can be computed using the linear acceler-
ation method (simpliﬁed version of the Wilson θ method where θ = 1), for which
the acceleration is assumed to vary linearly over the time step [BATH76, p. 319].
This method is a simple extrapolation algorithm using the average acceleration
over the time step instead of the initial acceleration:
x˙ 1 = x˙ 0 +
x¨ 0 + x¨ 1
2
·∆t. (5.5)
5.1.3 Lagamine Routines
The ﬂow chart presenting the general architecture of the code in a dynamic ex-
plicit strategy is shown on the next page. It presents the main routines used,
along with a short description of each of them. The place where the new routines
are added is called MST_MAIN. This ﬂow chart is a simpliﬁed version of the global
ﬂow chart of the Lagamine code, which is valid for both the implicit and explicit
strategies and is found in the user manuals of the code.4
4See ﬁle Manuels\Lagamine\Organigramme\Lagamine_routines_en.pdf
LENABO
LENAB
LAMIN1
LAMIN2
INITB Reading permanent file and storage in central memory
Initialisations...
Loop over STEPS
INIDDL
For imposed DOF, compute end-of-step position.
For free DOF, compute end-of-step position based on beginning-of-step position,
velocity and acceleration
NORME1 Read imposed forces (file *.loa)Take imposed forces into account for reactions
ELEMB 1st element loop
1st loop
End
Only contact
elements
End of loop over
STEPS
Contact element
routine CALFON CONTExx
Check if contact in case of
a contact “solid-solid”
2nd loop
End
All elements Element routine LOI2 Constitutive law
FPNOMD Imposed nodal masses or damping
CONDYN Compute end-of-step acceleration (out-of-balance forces divided by mass) andvelocity
PRISUM User’s routine for printing data related to nodes
ELEMB2
Loop over
elements
End
PRISIG
2nd element loop
User’s routine for printing data related to current element
END
Label 106
Label 094
Label 604
Label 900
Save data concerning the nodes on file NTOUT (and possibly NRESU)
Save data concerning the current element on file NTOUT (and possibly NRESU)
MST_MAIN Moving Spherical Tool algorithm...
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5.2 General Principal of the New Method
The new method added to the Lagamine code is called the Moving Spherical
Tool (MST), because it computes the contact forces between a spherical tool and
a metal sheet.
As presented in the previous section, the equilibrium equation is written at
the end of the time step. When solving this equation, it was assumed that all
the external forces were known, and that the only unknown was the acceleration.
This is the case for all types of loading, except in the case of contact forces
with the spherical tool. With a classic contact element, these are computed by
multiplying a penalty coeﬃcient by the distance of penetration of the tool inside
the metal sheet. The approach used here is diﬀerent and consists in computing
the contact forces a posteriori in order to meet suitable contact conditions at the
next time step.
The main idea of the Moving Spherical Tool method is to split the computation
of the acceleration x¨ 1 into two parts:
x¨ 1 = M
−1 ·
(
−C ̂˙x 1 − F int + F fixed + F ext)︸ ︷︷ ︸
x¨∗1
+M−1 · F contact︸ ︷︷ ︸
∆x¨ 1
, (5.6)
which are computed at diﬀerent stages of the time step.
The ﬁrst part of the acceleration x¨∗1 contains all the terms of the equilibrium
equation except the contact forces. This is symbolized by an asterisk in super-
script. The size of this vector is the number of DOFs in the whole structure. The
second part ∆x¨ 1 deals solely with the contact forces, and therefore contains the
DOFs of the elements that are in contact with the tool (or the elements directly
adjacent to them) only.
The goal of the method is to choose the contact forces necessary to achieve a
physically acceptable relative position and velocity between the tool and the sheet
at the next step, i.e., a position for which the interpenetration is exactly zero and
Coulomb's friction law is satisﬁed. Ignoring the contact forces, the ﬁrst part can
be computed by the Lagamine code without any change to its classic algorithm,
as illustrated in Figure 5.2. Since the computation of the second part involves
the position and velocity of the tool and the sheet one step ahead, this can be
done eﬃciently at the beginning of the next step as will be explained below.
At the beginning of the next step, the end-of-step position and an estimate of
the end-of-step velocity will be computed, using the equations
x∗2 = x 1 + x˙
∗
1 ∆t+ x¨
∗
1
∆t2
2
(5.7)
and ̂˙x∗2 = x˙∗1 + x¨∗1 ∆t. (5.8)
Once again, the asterisk means that the contact forces are not taken into account;
the hat represents an estimate of the variable.
For a given modiﬁcation of the initial acceleration ∆x¨ 1 due to contact forces
x¨ 1 = x¨
∗
1 + ∆x¨ 1,
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Time step 0
Begin
x 0
x˙ 0
x¨ 0
-
Extrapolation
x 1̂˙x 1 -
Equilibrium
end of step
without contact
x¨∗1 -
Extrapolation
End
x˙∗1
Time step 1
x 1
x˙∗1
x¨∗1
-
Extrapolation
x∗2̂˙x∗2 - · · ·
Figure 5.2: Two consecutive time steps in a dynamic explicit strategy
without contact forces
the initial velocity is modiﬁed by ∆x˙ 1
x˙ 1 = x˙
∗
1 + ∆x˙ 1
with
∆x˙ 1 = ∆x¨ 1
∆t
2
,
as shown by equation (5.5). Consequently, the ﬁnal position and velocity are
modiﬁed as follows:
∆x 2 = ∆x˙ 1 ∆t+ ∆x¨ 1
∆t2
2
= ∆x¨ 1 ∆t
2 (5.9)
and
∆̂˙x 2 = ∆x˙ 1 + ∆x¨ 1 ∆t = ∆x¨ 1 32∆t. (5.10)
To summarize, the sensibility of the ﬁnal position to a modiﬁcation of the
initial acceleration is equal to
∂x 2
∂∆x¨ 1
=
∆x 2
∆x¨ 1
= ∆t2 (5.11)
and, for the ﬁnal velocity, the sensibility is equal to
∂̂˙x 2
∂∆x¨ 1
=
∆̂˙x 2
∆x¨ 1
=
3
2
∆t. (5.12)
Once the desired relative position and velocity between the tool and the sheet are
known, ﬁnding which contact forces are needed is simple using these sensibilities.
5.3 Detailed Algorithm of the New Method
This section will focus on the details of the algorithm implemented, in particular
the search for the contact points using an oil-stain method and the adjustment
of the contact forces in order to fulﬁll the geometric conditions. A description of
each routine added in the code is also given in Appendix A.
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5.3.1 Contact Search
During the incremental forming process, the tool moves around the metal sheet.
The location of the contact point(s) changes constantly but follows the same trend
as the tool path. Therefore, the contact search should be focused around the tool
center. The strategy adopted for this search is given in the following paragraphs.
a. Neighborhood
The ﬁrst step is to select a neighborhood around the position of the tool center
at the end of the time step (with the contact forces still unknown), i.e., a set of
elements satisfying a proximity condition. This condition compares the distance
from the tool center to a function of the characteristic size of the elements and
the tool radius:
D2 ≤ s (L2 +R2) (5.13)
where D is the minimum distance between the tool center and the four nodes of
the contact element;
L is the length of the longest diagonal of the element;
R is the radius of the tool;
s is a coeﬃcient adjusting the size of the neighborhood and is usually
chosen to be 1.5.
The size of the neighborhood will increase if the tool radius or the element size
increases. An example of neighborhood (with α = 1.5) is shown for three diﬀerent
tool positions in Figure 5.3.
Instead of inspecting each element of the metal sheet one by one, an oil-stain
strategy was adopted.5 This strategy has three simple rules. First, it starts by
inspecting the elements that were in the neighborhood at the previous time step.
Then, when an element satisﬁes the proximity criteria, it is added to the current
neighborhood and its neighbors are also inspected. Finally, the algorithm stops
when no neighbor satisﬁes the criteria any longer. The algorithm is very eﬃcient
since only a small number of elements are inspected.
b. Potential contact points
The next step is to search for potential contact points among the elements in the
neighborhood. These points can be anywhere inside, on an edge, or on a corner
of the elements. Their distance with respect to the tool center does not matter
here.
As illustrated on a 2D example in Figure 5.4, a potential contact point on an
element is deﬁned as the point where the perpendicular to the element's surface
goes through the tool center. If the elements are considered inﬁnite, each element
has one and only contact point.6 Since they have a ﬁnite size, two cases are
5It is called an oil-stain method because the elements are added from neighbor to neighbor,
hence the neighborhood grows like a stain that spreads over the metal sheet.
6For shell elements, since their surface is quadratic, this statement might not be true. In
order to avoid problems, it will be assumed that the curvature of the elements will always
remain smaller than the tool radius. This is a reasonable assumption since the out-of-plane
displacement of the shell elements (and then the curvature) is supposed to be a small correction
to the approximate linear geometry.
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1 2 3
- -
Figure 5.3: Elements in the neighborhood for three diﬀerent tool po-
sitions
Figure 5.4: Deﬁnition of the potential contact points and the normal
direction
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possible. On the one hand, if the potential contact point lies inside the element's
boundaries  like point A for element 3 in Figure 5.4  it is considered a valid
point. On the other hand, if it is outside the element's boundaries, this point is
projected to the closest point along the boundary. In order to decide if the point
is valid or not, all the elements adjacent to the boundary (edge or corner) must
be considered. If all the adjacent elements indicate that the contact is on the
boundary  like elements 4 and 5, which indicate a contact in B  the point
is valid. The normal in that case is the direction from the contact point to the
tool center, even if this direction may not be perpendicular to any of the adjacent
elements. If the adjacent elements do not indicate the same point  for example,
element 1 indicates a contact in C while element 2 does not  the point is not
valid.
Those points are called potential contact points because it is not guaranteed
that they will be in contact with the tool. Their validity in that case will depend
on their distance from the tool center. The only certainty is that if there is
contact, it will happen in one (or several) of those points.
5.3.2 Shape of the System of Equations
As stated before, the algorithm has to adjust the intensity of the contact forces at
the beginning of the time step (old contact points) in order to satisfy geometric
conditions at the contact points at the end of the time step (new contact points).
To achieve this, the algorithm has to solve a system of equations. It is therefore
essential to have the same number of equations as unknowns, hence the same
number of new contact points as old contact points.
In general, among the potential contact points, only a few will actually be in
contact at the end of the time step. In most cases, these points are approximately
located at the old contact points' locations, shifted in the same direction and
distance as the tool displacement during the time step. This remark provides
the algorithm with a strategy for selecting the new contact points among the
potential contact points:
For each old contact point, one and only new contact point is selected.
This is done by choosing the potential contact point nearest the old
contact point location shifted in the same direction and distance as
the tool displacement during the time step.
The remaining potential contact points are temporarily ignored, as their con-
tact situation will be analyzed at the end of the algorithm. If the tool penetrates
the material at those points, they will be considered contact points for the next
time step; if not, they are ignored. This mechanism is used to increase the number
of contact points, which is essential especially at the beginning of the simulation.
When a new contact point appears, there is always a delay of one time step be-
tween the detection of the contact and the instant when the algorithm considers
it to be a contact point.
In the (rare) cases where there are fewer potential contact points than old
contact points, a special treatment is performed. The algorithm simply ignores
certain old contact points when establishing the one-to-one relation between the
old and new contact points. The former contact forces will be set to zero. This
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might happen, for instance, if two old contact points were close to each other on
both sides of an edge, but become only one new contact point located on the edge
because the angle between both elements had changed.
The geometric conditions at the new contact point only concern three quan-
tities, which are dependent on the three components of both the position and
the velocity vectors: the distance d with respect to the tool measured along the
normal, which was deﬁned in Section 5.3.1, and the relative velocity between the
contact point on the metal sheet and on the tool surface in two orthogonal direc-
tions in the tangential plane (perpendicular to the normal direction7) vs and vt.
These three quantities are expressed in a reference frame local to each element at
the end of the time step.
For consistency reasons, the contact forces at the old contact points are also
expressed in a reference frame local to the element at the beginning of the time
step. These are the normal force, P , and the friction force in two orthogonal
directions, Fs and Ft.
If n is the number of old contact points (which is also the number of new
contact points given the one-to-one relationship established before), 3n equations
can be written, giving the 3n geometric conditions of the new contact points at
the end of the time step  d(i), v
(i)
s and v
(i)
t for i = 1 . . . n  as a function of
those same quantities before applying the contact forces  d∗(i), v∗(i)s and v
∗(i)
t 
and the values of the 3n contact forces applied on the old contact points  P (j),
F
(j)
s and F
(j)
t for j = 1 . . . n.
In addition to this set of 3n equations, an additional unknown, the tool angular
speed (or rotation speed) at the end of the time step ω2, can be added along with
an equation giving these quantities as a function of the angular speed at the
beginning of the time step ω1 and the 2n friction forces. This is only useful when
this rotation is free. In the case where it is imposed by the machine's rotation
speed ω, this equation is trivial, and equal to
ω2 = ω1 = ω (5.14)
at any time.
The set of (3n+ 1) equations is presented in Figure 5.5. The computation of
the individual terms of the matrix is explained in the next section.
5.3.3 Computation of the Matrix
This section will focus on the computation of all the terms of the matrix shown
in Figure 5.5, i.e., the matrix linking the contact forces on the old contact points
to the positions and velocities of the new contact points. This requires a detailed
description of the local reference frame (r, s, t), in which the forces, positions and
velocities of the contact points are expressed.
7This plane might be diﬀerent from the mid-plane of the element, deﬁned as the plane
containing the two diagonals of the quadrilateral, for two reasons. First, in the case of shell ele-
ments, the element's surface is quadratic and has therefore an out-of-plane component, thereby
changing the curvature and the orientation of the normal direction. Secondly, if the contact
point is located on an edge or a corner, the normal direction is not normal to any of the elements
as explained in Section 5.3.1.
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Let C(i) be a contact point located at latitude ϕ(i) on the surface on the tool,
as shown in Figure 5.6. The ﬁrst base vector, r, goes from the contact point
toward the tool center. The second base vector, s, is perpendicular to r and lies
in the plane containing r and the tool rotation axis, which is assumed to be z here.
Vector s is thus tangent to a meridian. The third base vector, t, is perpendicular
to both other vectors and is deﬁned by
t = r ∧ s.
This last vector is thus tangent to a parallel.
Figure 5.6: Local axis at the contact point
a. First Line of the Matrix
The ﬁrst line of the matrix contains the equilibrium of momentum about the tool
axis, which is assumed to be z:
n∑
i=1
(
F (i) ∧R(i)
)
· z = I dω
dt
= I ω˙ (5.15)
where n is the number of (old) contact points, I is the inertia of the tool (mounted
on the machine) about its rotation axis, ω˙ is the angular acceleration of the tool,
F (i) is the ith friction force, R(i) is the vector going from the tool center to the
point of application of this force on the tool surface and z is a unit vector pointing
in the direction of the tool axis, going from the tool center toward the machine.
If the vectors are expressed in the local reference frame (r, s, t), they become
F (i) =
(
F (i)r , F
(i)
s , F
(i)
t
)
(5.16)
and
R(i) =
(
R(i)r , R
(i)
s , R
(i)
t
)
= −R · r, (5.17)
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where R is the tool radius.
For a given i, the term in the sum of the left-hand side of Equation 5.15
becomes(
F (i) ∧R(i)
)
· z = R
(
F (i)s t− F (i)t s
)
· z. (5.18)
Since t is orthogonal to z and s · z = cosϕ(i), Equation 5.18 becomes(
F (i) ∧R(i)
)
· z = R cosϕ(i) F (i)t . (5.19)
Finally, the integration of Equation 5.15 over one time step gives
ω2 = ω1 +
R
I
n∑
i=1
cosϕ(i) F
(i)
t ∆t. (5.20)
The terms of the ﬁrst line of the matrix are then equal to:
∂ω
∂F
(i)
s
= 0 (5.21a)
∂ω
∂F
(i)
t
=
R cosϕ(i)∆t
I
. (5.21b)
b. First Column of the Matrix
The ﬁrst column of the matrix, which deals with the inﬂuence of rotation speed of
the tool on the relative velocities v
(i)
s and v
(i)
t , is easy to compute. The equation
linking the rotational velocity ω and the tangential velocity v
(i)
t is
v
(i)
t = R cosϕ
(i) ω. (5.22)
The partial derivatives are then given by
∂v
(i)
s
∂ω1
= 0 (5.23a)
∂v
(i)
t
∂ω1
= R cosϕ(i). (5.23b)
c. Other Terms of the Matrix
The other terms of the matrix involve one new contact point i and one old contact
point j. For a given i and j, the terms of the matrix form a sub-matrix:
∂d(i)
∂P (j)
∂d(i)
∂F
(j)
s
∂d(i)
∂F
(j)
t
∂v
(i)
s
∂P (j)
∂v
(i)
s
∂F
(j)
s
∂v
(i)
s
∂F
(j)
t
∂v
(i)
t
∂P (j)
∂v
(i)
t
∂F
(j)
s
∂v
(i)
t
∂F
(j)
t

. (5.24)
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For all these nine terms, the computation is similar. Therefore, it will only be
illustrated here for the ﬁrst one ∂d(i)/∂P (j). This term represents the inﬂuence of
a normal force located on the jth old contact point on the distance between the ith
new contact point and the tool center. The computation is performed in several
stages. First, an arbitrary normal force ∆P (j) is placed at the old contact point.
Using the interpolation functions of the element, four energetically-equivalent
nodal forces F
(j)
n can be computed:
F (j)n = Φ
n(ξ(j), η(j))∆P (j), n = 1 . . . 4, (5.25)
where Φn(ξ(j), η(j)) is the nth interpolation function of element j evaluated at
the point where the force P (j) is applied. These forces induce a modiﬁcation of
the initial acceleration of those nodes ∆x¨n,1, as shown by Equation (5.6), which
in turn causes a modiﬁcation of the ﬁnal position ∆xn,2, as shown by Equation
(5.9). If elements i and j have at least one node in common, these modiﬁcations
will have an inﬂuence on the position of the ith new contact point ∆x(i)c , which
can be computed using the interpolation functions of the ith element:
∆x(i)c =
4∑
n=1
Φn(ξ(i)c , η
(i)
c ) ∆xn,2 (5.26)
where the interpolation functions are evaluated at the local coordinate of the new
contact point i. The modiﬁcation of the normal distance due to the arbitrary
normal force is then given by this vector ∆x(i)c projected along the normal unit
vector nˆ(i):
∆d(i) = ∆x(i)c · nˆ(i). (5.27)
The term is ﬁnally equal to
∂d(i)
∂P (j)
=
∆d(i)
∆P (j)
. (5.28)
5.3.4 Types of Contact
In general, three diﬀerent types of contact may occur: a sticking contact, a sliding
contact or no contact. According to the type of contact, the constraints that must
be set by the equations are diﬀerent.
1. For a sticking contact, the distance d to the tool center must be equal to
the tool radius and the relative velocities vs and vt of the contact point on
the metal sheet and on the tool must be zero. The normal contact force P
must be positive and the norm of the friction force must be smaller than the
critical value given by Coulomb's law, i.e., Ff =
√
F 2s + F
2
t ≤ µP where µ
is the friction coeﬃcient.
2. For a sliding contact, the distance d must also be equal to the tool radius.
The normal contact force P must be positive and the friction forces must
be equal to the critical value given by Coulomb's law, i.e., Ff = µP . The
direction of the relative velocity vector must be approximately opposite to
the direction of the friction force vector; in other words, their scalar product
must be negative.
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3. If there is no contact, the contact forces are set to zero. In that case, the
distance d must be larger than the tool radius.
The problem with this algorithm is that it does not know in advance which
contact condition must be applied to each of the contact points. As a result, an
iterative strategy was adopted.
For the ﬁrst iteration, a sticking contact is assumed for every contact point.
Then, from one iteration to the other, the hypothesis on each contact point may
vary independently. At the end of each iteration, a test is performed for each
contact point depending on its current type of contact. If the test is not satisﬁed,
the hypothesis of this contact point is modiﬁed according to the rules deﬁned in
Figure 5.7. If at least one hypothesis is modiﬁed, a new iteration is performed.
If not, the algorithm is terminated.
Contact Hypothesis Output Tests
Sticking d = R P , Fs & Ft If P < 0 ⇒ No contact
If Ff > µP ⇒ Sliding
Else OK
Sliding d = R P , vs & vt If P < 0 ⇒ No contact
Ff = µP If V · F f > 0 ⇒ Sticking
Else OK
No contact P = Fs = Ft = 0 d If d < R ⇒ Sticking
Else OK
Figure 5.7: Contact conditions
A sticking contact is the default case. The equations presented in the previous
section correspond to this situation. The other two types of contact are slightly
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diﬀerent.
If no contact is assumed, the contact forces must be equal to zero and the
three equations concerning this new contact point are replaced by the following
ones:  00
0
 =
 00
0
+
 1 0 00 1 0
0 0 1
 ·
 P (1)F (1)s
F
(1)
t
 . (5.29)
For a sliding contact, modifying the equation is more diﬃcult. Indeed, the
constraints are that the distance must be equal to the radius of the tool and the
norm of the friction forces
√
F 2s + F
2
t must be equal to the critical value µP .
Since this condition can not be applied with a linear system of equations, the
solution that was ﬁnally chosen was to impose that:
Fs = µP
F ∗s√
(F ∗s )2 + (F
∗
t )
2
(5.30a)
Ft = µP
F ∗t√
(F ∗s )2 + (F
∗
t )
2
(5.30b)
where F ∗s and F
∗
t are the values of the friction forces obtained in the previous
iteration. As shown in Figure 5.7, the contact state at the previous iteration can
only be either a sticking or a sliding contact. This condition is then equivalent to
imposing a norm of the friction force equal to the critical value and oriented in the
direction obtained in the previous iteration. In other words, the magnitude of the
friction force is scaled down to the correct value without changing its direction.
Equations 5.30 can be imposed in the linear system of equations by changing two
of the three equations for this new contact point:
 d(i)0
0
 =
 d∗(i)0
0
+

∂d(1)
∂P (1)
∂d(1)
∂F
(1)
s
∂d(1)
∂F
(1)
t−µF ∗s√
(F ∗s )2+(F ∗t )2
1 0
−µF ∗t√
(F ∗s )2+(F ∗t )2
0 1
 ·
 P (1)F (1)s
F
(1)
t
 (5.31)
where d(i) must be equal to the tool radius R. After the resolution of the system,
the algorithm must check that the velocity of the contact point is indeed in the
direction opposite to the friction force. This is achieved by evaluating the scalar
product between the velocity V = [vs, vt]
T and the friction force F f = [Fs, Ft]
T ,
which should be negative:
V · F f ≤ 0. (5.32)
If this is not the case, the friction force is too high and the hypothesis on the
type of contact should be changed to a sticking contact.
This iterative process should converge after a few iterations. If this is not the
case, a small interpenetration is allowed for the non-contact case.
Chapter 6
Mass Matrix of the COQJ4
Shell Element
The goal of this chapter is to check the computation of the mass matrix pro-
grammed inside Lagamine's shell element. Indeed, as will be shown in the next
chapter, some simulations experienced convergence problems and it was suspected
that the problem stemmed from the rotational DOFs of the mass matrix, whose
computation was uncertain.
The dynamic explicit code only uses a diagonal mass matrix. In order to
verify this matrix, it was decided ﬁrst to recompute the complete matrix starting
from the interpolation functions of the element. Then, using diagonalization
techniques, the diagonal matrix was derived from the previous result.
Before diving into the details of the interpolation functions of the COQJ4 shell
element, the ﬁrst section summarizes the global ideas behind the computation of a
mass matrix and illustrates the computation on a hypothetical four-node element
having only three DOFs per node.
The content of this chapter can also be found in an internal report from the
University of Liège [HEN07b].
6.1 Simpliﬁed Mass Matrix
Let x be the position vector of a point inside an element E, x˙ its velocity, and
x¨ its acceleration. Finally, let δx be a virtual displacement, which produces a
virtual strain increment of δ. The virtual work principle applied to the volume
of element E states that
∫
V
σ : δ dv +
∫
V
(ρx¨) · δx dv =
∫
V
F · δx dv. (6.1)
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Using the index notation, Equation 6.1 becomes1∫
V
σij δij dv︸ ︷︷ ︸
Internal forces
+
∫
V
(ρx¨i) δxi dv︸ ︷︷ ︸
Inertia term
=
∫
V
Fi δxi dv︸ ︷︷ ︸
External forces
. (6.2)
The basic principles of the ﬁnite element method require that the position
vector xi be expressed as a function of the nodal positions x
J
i of the four J nodes
deﬁning the element using the interpolation functions ΦJ :
xi =
4∑
J=1
ΦJxJi . (6.3)
This equation is valid for a simple four-node element with three DOFs per node.
For the COQJ4 element, which has six DOFs per node and more complex in-
terpolation functions, the detailed computation will be performed in the next
section.
After taking its second derivative, Equation 6.3 becomes:
x¨i =
4∑
J=1
ΦJ x¨Ji . (6.4)
Similarly, the virtual displacement is equal to
δxi =
4∑
J=1
ΦJδxJi . (6.5)
Using Equations 6.4 and 6.5, the inertia term of Equation 6.2 becomes
I =
∫
V
(ρx¨i) δxi dv =
∫
V
ρ
4∑
I=1
4∑
J=1
ΦIΦJ x¨Ii δx
J
i dv. (6.6)
The notation of this expression can be vectorized if, for each combination of
I and J , a new matrix M IJ is introduced:
M IJ = ρ
 ΦIΦJ 0 00 ΦIΦJ 0
0 0 ΦIΦJ
 = ρΦIΦJ
 1 0 00 1 0
0 0 1
 . (6.7)
In that case, Equation 6.6 can be written as
I =
∫
V
4∑
I=1
4∑
J=1
(
x¨I
)T
M IJ δxJdv. (6.8)
1As a reminder, unless explicitly speciﬁed, every index appearing twice in the same factor
implies a summation over the three DOFs:
aibi
∆=
3∑
i=1
aibi = a · b.
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Each of these M IJ matrices represents the contribution of the interaction be-
tween two terms  the acceleration of node I of the element x¨I , and the virtual
displacement of node J , δxJ  to the computation of the virtual energy.
Finally, the nodal vectors x¨I and δxJ can be stored in two (12× 1) vectors,[
x¨N
]
=
〈
x¨11 x¨
1
2 x¨
1
3 x¨
2
1 x¨
2
2 x¨
2
3 x¨
3
1 x¨
3
2 x¨
3
3 x¨
4
1 x¨
4
2 x¨
4
3
〉T
(6.9)
and [
δxN
]
=
〈
δx11 δx
1
2 δx
1
3 δx
2
1 δx
2
2 δx
2
3 δx
3
1 δx
3
2 δx
3
3 δx
4
1 δx
4
2 δx
4
3
〉T
, (6.10)
where the super-script N stands for nodal unknowns, and the sixteen M IJ ma-
trices can be stored in a (12× 12) matrix M :
M =

M11 M12 M13 M14
M21 M22 M23 M24
M31 M32 M33 M34
M41 M42 M43 M44

. (6.11)
Using these new vectors and this matrix, the inertia term of the virtual work
principle becomes
I =
∫
V
[
x¨N
]T
M
[
δxN
]
dv. (6.12)
The matrix M is called the mass matrix. Its complete form is shown in Figure
6.1.
M = ρ

Φ1Φ1 0 0 Φ1Φ2 0 0 Φ1Φ3 0 0 Φ1Φ4 0 0
0 Φ1Φ1 0 0 Φ1Φ2 0 0 Φ1Φ3 0 0 Φ1Φ4 0
0 0 Φ1Φ1 0 0 Φ1Φ2 0 0 Φ1Φ3 0 0 Φ1Φ4
Φ2Φ1 0 0 Φ2Φ2 0 0 Φ2Φ3 0 0 Φ2Φ4 0 0
0 Φ2Φ1 0 0 Φ2Φ2 0 0 Φ2Φ3 0 0 Φ2Φ4 0
0 0 Φ2Φ1 0 0 Φ2Φ2 0 0 Φ2Φ3 0 0 Φ2Φ4
Φ3Φ1 0 0 Φ3Φ2 0 0 Φ3Φ3 0 0 Φ3Φ4 0 0
0 Φ3Φ1 0 0 Φ3Φ2 0 0 Φ3Φ3 0 0 Φ3Φ4 0
0 0 Φ3Φ1 0 0 Φ3Φ2 0 0 Φ3Φ3 0 0 Φ3Φ4
Φ4Φ1 0 0 Φ4Φ2 0 0 Φ4Φ3 0 0 Φ4Φ4 0 0
0 Φ4Φ1 0 0 Φ4Φ2 0 0 Φ4Φ3 0 0 Φ4Φ4 0
0 0 Φ4Φ1 0 0 Φ4Φ2 0 0 Φ4Φ3 0 0 Φ4Φ4

Figure 6.1: Mass matrix of a four-node element with three DOFs per
node
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6.2 General Mass Matrix
In the previous section, the mass matrix was developed for a simpliﬁed case:
a four-node element with three DOFs per node using only ﬁrst-order interpola-
tion functions. However, the shell element used in the Lagamine code is more
complex than this simpliﬁed element.
In order to derive the general mass matrix for this shell element, this section
will ﬁrst introduce the interpolation functions of the shell element, then develop
the consistent mass matrix, and ﬁnally simplify it to obtain the lumped diagonal
mass matrix.
6.2.1 Interpolation Functions
The shell element available in Lagamine is called COQJ4. It consists of four
nodes and uses the Discrete Kirchhoﬀ Theory (DKT). Every node has six DOFs,
i.e., three degrees of translation and three degrees of rotation. More details can
be found in Section 3.1.2.
The geometry of this element is described using eight interpolation functions:
four ﬁrst-order interpolation functions that describe the global geometry of the
shell (just as for any four-node element) and four second-order interpolation func-
tions that describe the curvature of the element, namely, by adding a slight cor-
rection in the direction of the normal to the mid-plane of the element. The shell
elements are then oriented, which means that their geometry depends on the di-
rection of the normal and, therefore, requires the deﬁnition of a local reference
frame for each element. These two kinds of interpolation functions are described
further in the next sections.
a. First-Order Interpolation Functions
The reference element is presented in Figure 6.2. Its local coordinates are −1 ≤
ξ ≤ +1 and −1 ≤ η ≤ +1.
Figure 6.2: Reference element
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The ﬁrst-order interpolation functions ΦI(ξ, η) are deﬁned on the reference
element. The mapping between the local coordinates of the reference element
(ξ, η) and the global position vector x of any point inside an element is given by
x =
4∑
I=1
ΦI(ξ, η) xI (6.13)
where xI is the position vector of node I of the element. The interpolation
functions are bilinear functions which satisfy
ΦI(ξ, η) =
{
1 at node I
0 at other nodes.
(6.14)
The functions are plotted in Figure 6.3 and are equal to
Φ1 =
(1− ξ)(1− η)
4
; (6.15a)
Φ2 =
(1 + ξ)(1− η)
4
; (6.15b)
Φ3 =
(1 + ξ)(1 + η)
4
; (6.15c)
Φ4 =
(1− ξ)(1 + η)
4
. (6.15d)
Figure 6.3: Interpolation functions of the corner nodes
b. Second-Order Interpolation Functions
The second-order interpolation functions are used to compute a correction to the
geometry added in the direction of the normal to the mid-plane of the element.
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The deﬁnition of this normal direction is not as straightforward as it may seem,
since the element is not necessarily planar; in that case, it is not possible to ﬁnd
a plane that contains all four nodes.
The deﬁnition of the local axes of the element starts by choosing the refer-
ence plane of the element, deﬁned as the plane containing the medians of the
element, which are also equal to the derivative of the global coordinates with
respect to the intrinsic coordinates ∂x/∂ξ and ∂x/∂η. Since these two directions
are not necessarily perpendicular to each other, they must be transformed into
two new co-planar directions R and S. Finally, the third direction T is chosen
perpendicular to the ﬁrst two axes:
T = R ∧ S. (6.16)
A detailed computation of the local axes is given in Appendix B.2
The formulation of the correction to the approximate geometry can be easily
introduced if the rotational DOFs of the nodes are replaced by ﬁctitious nodes
placed at the midpoint of each edge. In that case, the global displacement ﬁeld
can be written as
x =
4∑
I=1
ΦI(ξ, η) xI + T
4∑
I=1
ΦI+4(ξ, η) wI+4, (6.17)
where wI+4 is the relative displacement, in the direction normal to the mid-
plane of the element, of node I + 4 compared to its initial position, which is
located at midpoint of its two adjacent nodes I and I + 1.3 ΦI+4(ξ, η) denotes
the interpolation functions of the mid-side nodes I+4. These functions are given
by
Φ5 =
(1− ξ2)(1− η)
2
, (6.18a)
Φ6 =
(1− η2)(1 + ξ)
2
, (6.18b)
Φ7 =
(1− ξ2)(1 + η)
2
, (6.18c)
Φ8 =
(1− η2)(1− ξ)
2
, (6.18d)
and are illustrated in Figure 6.4.
It can be shown [HEN05b, Appendix B] that the relation between the relative
displacement of the mid-side node wI+4 of an edge and the three rotational DOFs
of its adjacent nodes θI and θI+1 is given by
wI+4 =
[
θI+1 − θI]T︸ ︷︷ ︸
(1×3)
· [I − TT T ]︸ ︷︷ ︸
(3×3)
· [xI+1 − xI]︸ ︷︷ ︸
(3×1)
/8, (6.19)
2This is also explained in an internal report [HEN07c] and in Kaiping Li's thesis [LI95, p.
3.11].
3For node I=1, 2, 3, and 4, the notation (I + 1) produces respectively 2, 3, 4, and 1.
Therefore, a more accurate notation of node (I + 1) would be ((I mod 4) + 1), since it can only
take a value between 1 and 4.
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Figure 6.4: Interpolation functions of the mid-side nodes for the shell
element
where I is a unit tensor represented by ones on the diagonal and zeros everywhere
else. It should be noted that wI+4 is independent of the choice of the directions
R and S, but depends only on the direction T . In this formula, the vector θI is
given by
θI =
 θ
I
1
θI2
θI3
 =
 ϕ
I
2
−ϕI1
ϕI3
 , (6.20)
where • ϕIi is the rotation around the i-axis in the clockwise direction (this con-
vention is called the right-hand-side rule);
• θI1 and θI2 are the rotations in planes (1,3) and (2,3) respectively, the
positive rotations being the rotations for which the 3-axis comes closer
to the 1- and 2-axes, respectively;
• θI3 is equal to ϕI3.
The convention used for θI is diﬀerent from the classic right-hand-side rule
as illustrated in Figure 6.5. This convention is often used in literature on shell
elements [BATO92, LI95]. When writing the mass matrix in the next section,
this will have to be taken into account since Lagamine always uses the right-
hand-side convention.
c. Particular Case: Local Reference Frame
The development of the consistent mass matrix will be performed in the local
reference frame. In that case, the expression of the interpolation functions can
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Figure 6.5: Rotation convention for the interpolation functions
be simpliﬁed. Indeed, the normal direction is always equal to
T =
 00
1
 . (6.21)
Therefore, the three components of the vector Equation 6.17 become

x1 =
4∑
I=1
ΦI(ξ, η) xI1
x2 =
4∑
I=1
ΦI(ξ, η) xI2
x3 =
4∑
I=1
ΦI(ξ, η) xI3 +
4∑
I=1
ΦI+4(ξ, η) wI+4.
(6.22)
The second derivatives of these equations are

x¨1 =
4∑
I=1
ΦI(ξ, η) x¨I1
x¨2 =
4∑
I=1
ΦI(ξ, η) x¨I2
x¨3 =
4∑
I=1
ΦI(ξ, η) x¨I3 +
4∑
I=1
ΦI+4(ξ, η) w¨I+4
(6.23)
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and the three components of the virtual displacement are given by

δx1 =
4∑
I=1
ΦI(ξ, η) δxI1
δx2 =
4∑
I=1
ΦI(ξ, η) δxI2
δx3 =
4∑
I=1
ΦI(ξ, η) δxI3 +
4∑
I=1
ΦI+4(ξ, η) δwI+4.
(6.24)
Equation 6.19, which expresses the relative displacement of the middle-side
node as a function of the DOFs of the adjacent nodes, becomes
wI+4 =
[
θI+1 − θI]T ·
 1 0 00 1 0
0 0 0
 · [xI+1 − xI] /8. (6.25)
The important factor in this expression is the diﬀerence between the rotations
of the two adjacent nodes θI and θI+1. If the membrane deformation remains
small, the factor involving the position vectors of the two adjacent nodes can be
considered constant:[
xI+1 − xI] ≈ [XI+1 −XI] , (6.26)
where a vector with a capital letter represents the position in the initial conﬁg-
uration and a vector with a small letter, the actualized coordinate. The ﬁnal
expression for the displacements of the four mid-side nodes are then given by
wI+4 =
1
8
[(
θI+11 − θI1
)(
XI+11 −XI1
)
+
(
θI+12 − θI2
)(
XI+12 −XI2
)]
. (6.27)
Since the factors involving the position vectors are assumed to be constant,
the second derivative of this expression is
w¨I+4 =
1
8
[(
θ¨I+11 − θ¨I1
)(
XI+11 −XI1
)
+
(
θ¨I+12 − θ¨I2
)(
XI+12 −XI2
)]
. (6.28)
Similarly, the virtual displacements of the mid-side nodes are given by
δwI+4 =
1
8
[(
δθI+11 − δθI1
)(
XI+11 −XI1
)
+
(
δθI+12 − δθI2
)(
XI+12 −XI2
)]
.
(6.29)
6.2.2 Consistent Mass Matrix
The computation of the consistent mass matrix follows the same methodology as
in Section 6.1. Using the interpolation functions of the shell element developed in
the previous section, i.e., Equations 6.23 and 6.24, the inertia term of Equation
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6.6 (the virtual work principle) becomes
I =
∫
V
ρ [x¨1δx1 + x¨2δx2 + x¨3δx3] dv (6.30a)
=
∫
V
ρ
4∑
I=1
4∑
J=1
[
ΦIΦJ
(
x¨I1δx
J
1 + x¨
I
2δx
J
2 + x¨
I
3δx
J
3
)
+ ΦI+4ΦJ+4w¨I+4δwJ+4
+ ΦIΦJ+4x¨I3δw
J+4 + ΦI+4ΦJw¨I+4δxJ3
]
dv (6.30b)
∆
=
∫
V
4∑
I=1
4∑
J=1
(
x¨I
)T
M IJ δxJdv (6.30c)
=
∫
V
[
x¨N
]T
M
[
δxN
]
dv, (6.30d)
where x¨I =
〈
x¨I1 x¨
I
2 x¨
I
3 ϕ¨
I
1 ϕ¨
I
2 ϕ¨
I
3
〉T
,
δxJ =
〈
δxI1 δx
I
2 δx
I
3 δϕ
I
1 δϕ
I
2 δϕ
I
3
〉T
,[
x¨N
]
=
〈 (
x¨1
)T (
x¨2
)T (
x¨3
)T (
x¨4
)T 〉T ,[
δxN
]
=
〈 (
δx1
)T (
δx2
)T (
δx3
)T (
δx4
)T 〉T ,
M IJ = (6× 6) sub-matrix of the mass matrix M (24× 24).
Determining each of the sub-matrices of the mass matrix will be performed
by identifying the corresponding terms in Equations 6.30b and 6.30c. Equation
6.30b contains three kinds of terms:
• Translational terms x¨Ii δxJi
• Rotational terms w¨I+4δwJ+4
• Mixed terms x¨I3δwJ+4 and δxJ3 w¨I+4
Each of these will be explained in the following three sections. In order to simplify
the notation, two functions can be introduced:4
P I+4(ξ, η) =
1
8
(
XI+12 −XI2
)
ΦI+4(ξ, η) (6.31)
and
QI+4(ξ, η) =
1
8
(
XI1 −XI+11
)
ΦI+4(ξ, η). (6.32)
Additionally, the dependence on the two variables ξ and η will generally not be
written explicitly.
4These functions are computed by the preprocessor of the FE code Lagamine.
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a. Translational Terms
The translational term in Equation 6.30b is equal to
ρΦIΦJ
(
x¨I1δx
J
1 + x¨
I
2δx
J
2 + x¨
I
3δx
J
3
)
, (6.33)
for a given value of I and J (no summation). It can be seen that this is equivalent
to
(
x¨I
)T
M IJ δxJ =

x¨I1
x¨I2
x¨I3
ϕ¨I1
ϕ¨I2
ϕ¨I3

T 
M IJ11 0 0 × × ×
0 M IJ22 0 × × ×
0 0 M IJ33 × × ×
× × × × × ×
× × × × × ×
× × × × × ×


δxJ1
δxJ2
δxJ3
δϕJ1
δϕJ2
δϕJ3

, (6.34)
where M IJ11 = M
IJ
22 = M
IJ
33 = ρΦ
IΦJ .
b. Rotational Terms
This section focuses on the rotational terms in Equation 6.30b, for a given value
of I and J (no summation):
ΦI+4ΦJ+4w¨I+4δwJ+4ρ. (6.35)
Substituting Equations 6.28 and 6.29 into this equation gives
1
8
ΦI+4
[(
θ¨I+11 − θ¨I1
)(
XI+11 −XI1
)
+
(
θ¨I+12 − θ¨I2
)(
XI+12 −XI2
)]
∗ . . .
1
8
ΦJ+4
[(
δθJ+11 − δθJ1
)(
XJ+11 −XJ1
)
+
(
δθJ+12 − δθJ2
)(
XJ+12 −XJ2
)]
ρ.
(6.36)
Next, introducing the two functions P I+4 and QI+4, this equation becomes[(
θ¨I+11 − θ¨I1
) (−QI+4)+ (θ¨I+12 − θ¨I2)P I+4] ∗ . . .[(
δθJ+11 − δθJ1
) (−QJ+4)+ (δθJ+12 − δθJ2)P J+4] ρ. (6.37)
Finally, taking into account the fact that Lagamine uses a diﬀerent sign con-
vention, as shown in Equation 6.20 (p. 89), Equation 6.37 becomes[(
ϕ¨I+12 − ϕ¨I2
) (−QI+4)+ (ϕ¨I+11 − ϕ¨I1) (−P I+4)] ∗ . . .[(
δϕJ+12 − δϕJ2
) (−QJ+4)+ (δϕJ+11 − δϕJ1) (−P J+4)] ρ. (6.38)
In this case, the placement of the diﬀerent terms in the sub-matrix M IJ is
more complicated since Equation 6.38 involves rotational DOFs for nodes I, I+1,
J , and J+1, whereas Equation 6.30c only involves DOFs for nodes I and J . This
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seeming problem can be solved because Equation 6.30c contains a double sum
over I and J . Indeed, it can be seen that
4∑
I=1
xI+1yI+1 =
(
x2y2 + x3y3 + x4y4 + x1y1
)
=
4∑
I=1
xIyI . (6.39)
Therefore, adding or subtracting a given number to I or J can be performed if
the same operation is performed for all the terms of a monomial, i.e., the terms
separated by multiplication or division. For example,(
ϕ¨I+12 − ϕ¨I2
)
QI+4 = ϕ¨I+12 Q
I+4 − ϕ¨I2QI+4
= ϕ¨I2Q
I+3 − ϕ¨I2QI+4
= ϕ¨I2
(
QI+3 −QI+4) . (6.40)
Using similar transformations, Equation 6.38 can then be transformed into the
following:5[(
−ϕ¨I2QI+3 + ϕ¨I2QI+4
)
+
(
−ϕ¨I1P I+3 + ϕ¨I1P I+4
)]
∗ . . .[(
−δϕJ2QJ+3 + δϕJ2QJ+4
)
+
(
−δϕJ1P J+3 + δϕJ1P J+4
)]
ρ
=
[
ϕ¨I2
(
QI+4 −QI+3
)
+ ϕ¨I1
(
P I+4 − P I+3
)]
∗ . . .[
δϕJ2
(
QJ+4 −QJ+3
)
+ δϕJ1
(
P J+4 − P J+3
)]
ρ,
(6.41)
where the rotational and virtual DOFs always appear with an index I and J ,
respectively.
The identiﬁcation with Equation 6.30c can now be performed. The result is
the following:
(
x¨I
)T
M IJ δxJ =

x¨I1
x¨I2
x¨I3
ϕ¨I1
ϕ¨I2
ϕ¨I3

T 
× × × × × ×
× × × × × ×
× × × × × ×
× × × M IJ44 M IJ45 0
× × × M IJ54 M IJ55 0
× × × 0 0 0


δxJ1
δxJ2
δxJ3
δϕJ1
δϕJ2
δϕJ3

(6.42)
where M IJ44 = ρ
(
P I+4 − P I+3) (P J+4 − P J+3),
M IJ45 = ρ
(
P I+4 − P I+3) (QJ+4 −QJ+3),
M IJ54 = ρ
(
QI+4 −QI+3) (P J+4 − P J+3),
M IJ55 = ρ
(
QI+4 −QI+3) (QJ+4 −QJ+3).
5Similarly to footnote 3 page 88, it should be noted that the superscripts of P and Q can
only take a value between 5 and 8. Therefore, P I+3 is equal to 8, 5, 6, and 7 for I equal to 1,
2, 3, and 4, respectively. As a result, an alternative notation for the superscript (I + 3) should
be ((I + 2 mod 4) + 5).
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It should be noted that the sum of each of the rotational terms of any line or
column vanishes. For example, for a given line I, the sum of M IJ44 is equal to
4∑
J=1
M IJ44 = ρ
(
P I+4 − P I+3) 4∑
J=1
(
P J+4 − P J+3)
= ρ
(
P I+4 − P I+3) [(P 5 + P 6 + P 7 + P 8)− (P 8 + P 5 + P 6 + P 7)]
= 0. (6.43)
c. Mixed Terms
This section focuses on the mixed terms in Equation 6.30b. For a given value of
I and J (no summation):
ρΦIΦJ+4x¨I3δw
J+4 + ρΦI+4ΦJw¨I+4δxJ3 . (6.44)
Substituting Equations 6.28 and 6.29 into this equation and introducing the func-
tions P I+4 and QI+4 gives
ρΦI x¨I3
[(
δθJ+11 − δθJ1
) (−QJ+4)+ (δθJ+12 − δθJ2)P J+4]+ . . .
ρΦJδxJ3
[(
θ¨I+11 − θ¨I1
) (−QI+4)+ (θ¨I+12 − θ¨I2)P I+4] . (6.45)
Then, using Lagamine's sign convention for the rotational DOFs gives the fol-
lowing equation
ρΦI x¨I3
[(
δϕJ+12 − δϕJ2
) (−QJ+4)+ (δϕJ+11 − δϕJ1) (−P J+4)]+ . . .
ρΦJδxJ3
[(
ϕ¨I+12 − ϕ¨I2
) (−QI+4)+ (ϕ¨I+11 − ϕ¨I1) (−P I+4)] . (6.46)
The next step in the transformation of this formula consists in renaming the
indices and substituting I + 1 by I and J + 1 by J :
ρΦI x¨I3
[
δϕJ2
(
QJ+4 −QJ+3
)
+ δϕJ1
(
P J+4 − P J+3
)]
+ . . .
ρΦJδxJ3
[
ϕ¨I2
(
QI+4 −QI+3
)
+ ϕ¨I1
(
P I+4 − P I+3
)]
.
(6.47)
The identiﬁcation with Equation 6.30c gives the ﬁnal terms of the sub-matrix
M IJ :
(
x¨I
)T
M IJ δxJ =

x¨I1
x¨I2
x¨I3
ϕ¨I1
ϕ¨I2
ϕ¨I3

T 
× × × 0 0 0
× × × 0 0 0
× × × M IJ34 M IJ35 0
0 0 M IJ43 × × ×
0 0 M IJ53 × × ×
0 0 0 × × ×


δxJ1
δxJ2
δxJ3
δϕJ1
δϕJ2
δϕJ3

(6.48)
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where M IJ34 = ρΦ
I
(
P J+4 − P J+3),
M IJ35 = ρΦ
I
(
QJ+4 −QJ+3),
M IJ43 = ρΦ
J
(
P I+4 − P I+3),
M IJ53 = ρΦ
J
(
QI+4 −QI+3).
It should be noted that the sum of the mixed terms for a line or a column
does not always vanish. Instead, it gives the following result for a line:
4∑
J=1
M IJ34 =
4∑
J=1
M IJ35 = 0,
4∑
J=1
M IJ43 = ρ
(
P I+4 − P I+3) ,
4∑
J=1
M IJ53 = ρ
(
QI+4 −QI+3) ,
(6.49)
and for a column:
4∑
I=1
M IJ34 = ρ
(
P J+4 − P J+3) ,
4∑
I=1
M IJ35 = ρ
(
QJ+4 −QJ+3) ,
4∑
I=1
M IJ43 =
4∑
I=1
M IJ53 = 0,
(6.50)
using the basic property of the interpolation functions:
4∑
I=1
ΦI = 1. (6.51)
d. Complete Matrix
In the previous three sections, the diﬀerent parts of the sub-matrices M IJ were
computed separately. They can now be assembled. The ﬁnal result is the follow-
ing:
M IJ =

M IJ11 0 0 0 0 0
0 M IJ22 0 0 0 0
0 0 M IJ33 M
IJ
34 M
IJ
35 0
0 0 M IJ43 M
IJ
44 M
IJ
45 0
0 0 M IJ53 M
IJ
54 M
IJ
55 0
0 0 0 0 0 0

(6.52)
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where M IJ11 = M
IJ
22 = M
IJ
33 = ρΦ
IΦJ ,
M IJ34 = ρΦ
I
(
P J+4 − P J+3),
M IJ35 = ρΦ
I
(
QJ+4 −QJ+3),
M IJ43 = ρΦ
J
(
P I+4 − P I+3),
M IJ53 = ρΦ
J
(
QI+4 −QI+3),
M IJ44 = ρ
(
P I+4 − P I+3) (P J+4 − P J+3),
M IJ45 = ρ
(
P I+4 − P I+3) (QJ+4 −QJ+3),
M IJ54 = ρ
(
QI+4 −QI+3) (P J+4 − P J+3),
M IJ55 = ρ
(
QI+4 −QI+3) (QJ+4 −QJ+3).
The complete mass matrix is also shown in Figure 6.6. The terms located on
the diagonal are printed using a bold blue font.
It can be seen that the sixth DOF does not contribute to the mass. However,
it is necessary to keep this DOF because, otherwise, this can lead to numerical
problems in case of a discontinuity between the normal of two adjacent elements
[BATO92, page 371]. Within the Lagamine code, a correction is added to each
of the sub-matrices M IJ :
M IJ =

M IJ11 0 0 0 0 −M IJ34
0 M IJ22 0 0 0 −M IJ35
0 0 M IJ33 M
IJ
34 M
IJ
35 0
0 0 M IJ43 M
IJ
44 M
IJ
45 0
0 0 M IJ53 M
IJ
54 M
IJ
55 0
−M IJ43 −M IJ53 0 0 0 M IJ44 +M IJ55

. (6.53)
6.2.3 Diagonal Mass Matrix
Several techniques can be used to diagonalize the mass matrix. The easiest one
consists in extracting the diagonal terms of the matrix, which gives the following
diagonal vector
M d = ρ
〈
(Φ1)
2
, (Φ1)
2
, (Φ1)
2
, (P 5 − P 8)2 , (Q5 −Q8)2 , 0 , . . .
(Φ2)
2
, (Φ2)
2
, (Φ2)
2
, (P 6 − P 5)2 , (Q6 −Q5)2 , 0 , . . .
(Φ3)
2
, (Φ3)
2
, (Φ3)
2
, (P 7 − P 6)2 , (Q7 −Q6)2 , 0 , . . .
(Φ4)
2
, (Φ4)
2
, (Φ4)
2
, (P 8 − P 7)2 , (Q8 −Q7)2 , 0
〉T
.
(6.54)
Using the sub-matrix notation, this equation is equivalent to:
M d = ρ
〈 (
M1d
)T (
M2d
)T (
M3d
)T (
M4d
)T 〉T (6.55)
where
M Id =
〈
DI1 , D
I
2 , D
I
3 , D
I
4 , D
I
5 , D
I
6
〉T
, I = 1 . . . 4 (6.56)
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Figure 6.6: Consistent mass matrix of the COQJ4 element
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and DI1 = D
I
2 = D
I
3 = ρ
(
ΦI
)2
,
DI4 = ρ
(
P I+4 − P I+3)2,
DI5 = ρ
(
QI+4 −QI+3)2,
DI6 = 0.
Like the transformation of Equation 6.53, the term corresponding to the sixth
DOF of each sub-matrix could also be corrected by summing the terms of the
fourth and ﬁfth DOFs:
DI6 = ρ
[(
P I+4 − P I+3)2 + (QI+4 −QI+3)2] .
Another diagonalization technique consists in summing up the corresponding
terms of the diﬀerent blocks of the matrix:
DIi =
4∑
J=1
M IJii , (6.57)
where no summation is implied on the repeated index i of the right-hand side of
this equation. This gives the following diagonal matrix:
DI1 = D
I
2 = D
I
3 = ρΦ
I
(
Φ1 + Φ2 + Φ3 + Φ4
)
= ρΦI (6.58)
and
DI4 = D
I
5 = D
I
6 = 0. (6.59)
However, this matrix would not be acceptable, since no mass is assigned to the
rotational DOFs. Therefore, a correction must be added to the rotational DOFs.
a. Li's Matrix
Within Lagamine, two diﬀerent diagonal matrices are programmed. The ﬁrst
one, Li's matrix, is deﬁned by
DI1 = D
I
2 = D
I
3 = ρΦ
I ,
DI4 = ρ
(
P I+4 − P I+3) (P I+4 − P I+3 − P I+6 + P I+5) ∆= PP I ,
DI5 = ρ
(
QI+4 −QI+3) (QI+4 −QI+3 −QI+6 +QI+5) ∆= QQI ,
DI6 = PP
I +QQI .
(6.60)
This is the default diagonal matrix. Unfortunately, no record was found regarding
the origin of this matrix.
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b. Jetteur's Matrix
The second matrix, Jetteur's matrix, was added following the apparition of some
problems with Li's matrix. With this matrix, the rotational masses are simply
proportional to the translational ones. It is deﬁned by
DI1 = D
I
2 = D
I
3 = ρΦ
I ,
DI4 = D
I
5 = cρΦ
I ,
DI6 = D
I
4 +D
I
5,
(6.61)
and
c = max
(
t2/12;S/18
)
, (6.62)
where t is the thickness of the element and S, its surface. This matrix was
suggested by Jetteur, who programmed the shell element within another code de-
veloped at the University of Liège, FINELg. It was added to Lagamine in order
to try to solve problems regarding mass in rotation. The deﬁnition of Equations
6.61 and 6.62 represents the fact that the masses of the translational DOFs are
the only essential terms of the mass matrix. The masses of the rotational DOFs,
on the other hand, do not play an important role and can, therefore, be chosen
more or less arbitrarily.
Using the explicit strategy, the time step is conditionally stable and is pro-
portional to
∆t ≈ L
√
ρ
E
.
Therefore, the rotational terms of the mass matrix must be chosen in such a way
that they do not reduce the maximum stable time step excessively. This choice is
made by computing the natural frequencies of a rectangular sheet. The coeﬃcient
t2/12 comes from the bending behavior, whereas the coeﬃcient S/18 comes from
the membrane behavior.

Chapter 7
Evaluation of the Moving
Spherical Tool Method
The goal of this chapter is to analyze the overall performance of the Moving
Spherical Tool method.
7.1 Indent Test
The simplest dynamic explicit simulation that can be performed is an indent
test, shown in Figure 7.1.1 A clamped square metal sheet of 10× 10 mm2 with a
thickness of 0.3 mm is punched in its center by a spherical tool whose radius is 5
mm. At the end of the simulation, after 1 s, the vertical displacement of the tool
is 2 mm. The mesh is a regular grid of 10 × 10 = 100 shell elements.
Figure 7.1: Indent Test
A mass-scaling factor of 100 was used. In addition to that, the rotational
masses were multiplied by 1000. The reason for this multiplication will be ex-
plained in the next section. Figure 7.2 shows the deformation in a cross section
along the vertical plane x = 0. This simulation required 714 000 time steps. The
computation time was 47 minutes on a regular computer (laptop with Pentium M
1The displacements were not ampliﬁed in the drawing.
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Figure 7.2: Comparison between the implicit and MST dynamic ex-
plicit simulations for the prediction of the shape (top,
middle and bottom surfaces) of the indent simulation.
Cross section along x=0.
Figure 7.3: Inﬂuence of the penalty coeﬃcient on the prediction of
the shape (top surface) of the indent simulation. Cross
section along x=0. Global view and zoom.
7.2 Mesh Sensitivity with the Explicit Strategy 105
Implicit Kp = 10
2 Implicit Kp = 10
3
Implicit Kp = 10
5 MST
Figure 7.4: Comparison of the tool's penetration for diﬀerent values
of the penalty coeﬃcient for the implicit simulations and
for the MST dynamic explicit simulation.
1.86 GHz). In comparison, the same simulation with an implicit strategy required
110 time steps and took only 12 seconds.
In an implicit strategy, the accuracy of the contact is a function of the penalty
coeﬃcient. Figures 7.3 and 7.4 show the penetration of the tool in an implicit
strategy for diﬀerent values of the penalty coeﬃcient, as well as in a dynamic
explicit strategy with the MST method. Kp = 10
3 is the best compromise between
accuracy and good convergence2, which is why that value was chosen for most of
the implicit simulations performed throughout this thesis. The dynamic explicit
simulation with MST does not have any interpenetration, as it does not use a
penalty method.
On this ﬁrst very simple example, the new simulation method seems to provide
accurate results but the computation times are much higher. This might be due
to the fact that this simulation has a very small number of elements, which is
in favor of the implicit integration scheme. This issue will be discussed more in
detail in the next example.
7.2 Mesh Sensitivity with the Explicit Strategy
After this ﬁrst basic example, another more complicated simulation was tested:
the line test. This simulation was already introduced in Section 4.1.1 page 61.
2Kp = 105 was the highest value for which convergence was achieved. On the other hand,
Kp = 102 led to a maximum interpenetration of about 0.1 mm in the center of the sheet, which
is more than 30 % of the initial sheet thickness and is close to 50 % of the deformed sheet
thickness. There is no signiﬁcant diﬀerence in accuracy between Kp = 103 and Kp = 105.
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After a few runs, this simulation appeared to be highly unstable. Figure 7.5
shows the result of a simulation at two diﬀerent stages: after the ﬁrst indent
(point B in Figure 4.1 page 61) and during the ﬁrst line (between points B and
C). Whereas for the ﬁrst stage, the simulation seemed to run normally, it stopped
at the second stage after an obvious convergence problem. It had already been
mentioned in the present author's Master's thesis [HEN05a] that there was a
convergence problem with Lagamine's shell element in an explicit strategy but
without understanding what was causing it.
Figure 7.5: Total displacement at two stages of the simulation with-
out mass scaling  illustration of the convergence prob-
lems in a dynamic explicit strategy
Four possible sources for these instabilities in the explicit strategy were iden-
tiﬁed: the mesh (in particular the aspect ratio of the elements), the rotational
DOFs of the mass matrix, the absence of numerical damping, and the new MST
method added in the Lagamine code. This section will focus on the inﬂuence of
the mesh.
In order to eliminate the possible source of error coming from the MST algo-
rithm, a simpler simulation was chosen: a square metal sheet of 182×182 mm2
was deformed by applying, in 0.15 s, a vertical displacement of 5 mm to its
center node. Since the problem is symmetric, only one fourth of the mesh was
modeled with symmetry boundary conditions. This simulation uses an imposed
nodal displacement and not the new contact method developed with the new
MST dynamic explicit method.
When creating a mesh with thin shell elements, it is often stated in literature
that each element should follow two basic design rules in order to behave properly:
1. Its in-plane shape should be as square as possible:
lmax
lmin
∼= 1 (7.1)
where lmin and lmax are the two in-plane lengths of the element.
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2. Its thickness t should be much smaller than its characteristic in-plane length
l:
t
l
<< 1. (7.2)
To test if these two properties are important for Lagamine's element, two
in-plane mesh densities were used, as shown in Figures 7.6a and 7.6b. On the one
hand, the variable mesh density (a) contains elements of several sizes, including
small elements (0.455×0.455 mm2), large elements (4.55×4.55 mm2) and elon-
gated elements (0.455×4.55 mm2). On the other hand, all the elements of the
constant mesh density (b) have the same size, i.e., 2.275×2.275 mm2. Then, for
each of these two mesh densities, two thicknesses were tested. This resulted in
four diﬀerent meshes, whose characteristics are summarized in Table 7.1.
(a) Variable mesh density (b) Constant mesh density
Figure 7.6: In-plane mesh densities used for the study of the inﬂuence
of the elements' aspect ratio in an explicit strategy
Mesh Density Thickness t/l lmax/lmin
Mesh 1 (a) 1.20 mm 3 10
Mesh 2 (a) 0.04 mm 0.1 10
Mesh 3 (b) 7.00 mm 3 1
Mesh 4 (b) 0.20 mm 0.1 1
Table 7.1: Characteristics of the four meshes used for the study of
the inﬂuence of the mesh in an explicit strategy
As can be seen, simulations with meshes 1 and 3 diverge rapidly. As an exam-
ple, Figure 7.7 shows the deformed shape of mesh 1 after an imposed displacement
of only 16 µm.
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Figure 7.7: Deformed shape with Mesh 1
Thickness [mm] t/l Results?
7.0 3.0769 Diverge
6.0 2.6374 Diverge
5.0 2.1978 Diverge
4.0 1.7582 Diverge
3.0 1.3187 Diverge
2.2 0.9670 Diverge
2.0 0.8791 Diverge
1.8 0.7912 Diverge
1.6 0.7033 Diverge
1.4 0.6154 Diverge
1.3 0.5714 Diverge
1.2 0.5275 Starts to diverge
1.1 0.4835 Starts to diverge
1.0 0.4396 Starts to diverge
0.9 0.3956 Good results
0.8 0.3516 Good results
0.6 0.2637 Good results
0.4 0.1758 Good results
0.2 0.0879 Good results
Table 7.2: Inﬂuence of the relative thickness on the quality of the
mesh in an explicit strategy
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On the other hand, simulations with meshes 2 and 4 produce results close to
the ones obtained in the implicit strategy. It seems that the thickness is more
important in determining the quality of a mesh, compared to the in-plane aspect
ratio of the elements. In order to be more speciﬁc on which thickness is acceptable
and which is not, the same simulation was run using a constant mesh density (b)
with a thickness ranging from 0.2 mm to 7 mm. As a reminder, the elements have
an in-plane size of 2.275×2.275 mm2. The results of the simulations are shown
in Table 7.2. It can be seen that the thickness must be smaller than or equal to
40 % of the characteristic in-plane length of the elements. To be on the safe side,
a value of one third is recommended.
7.3 Line Test
The previous section focused on the analysis of the mesh characteristics on the
stability of the results in a dynamic explicit strategy. This resulted in a criterion
that the shell elements should fulﬁll.
The current section focuses on the second possible source for the instabilities in
an explicit strategy, i.e., the rotational DOFs of the mass matrix. The simulation
used was again the line test. The mesh that was originally used for this simulation,
presented in Figure 4.2 page 62, had to be redesigned in order to fulﬁll the
stability criteria. The new mesh was composed of 2500 regularly distributed
square elements, as shown in Figure 7.8. All the elements had an in-plane size of
3.62×3.62 mm, to be compared with a thickness of 1.2 mm.
Figure 7.8: New regular mesh for the line test simulation (units in
mm)
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7.3.1 Results without Mass Scaling
First of all, the simulation was run without any mass scaling and using Li's
diagonal mass matrix, introduced in Section 6.2.3. This simulation was unstable.
The deformed shape is shown in Figure 7.5 and was already commented on in
Section 7.2.
When the simulation stopped, the result showed an accordion-like deformation
mode, which indicated that the elements did not behave properly in rotation.
In order to solve that problem, the rotational DOFs of the mass matrix were
multiplied by an arbitrary factor, ranging from 10 to 1000. The deformation of
the sheet after the ﬁrst linear tool displacement, i.e., for the tool located at point
C in Figure 4.1, is presented in a cross section along y = 0 in Figure 7.9 for
diﬀerent factors of multiplication.
In the legends of the following ﬁgures, M stands for mass and the number
following it is the mass-scaling factor  one, in this case, meaning no mass scaling.
Similarly, MR stands for rotational mass and the number following it gives the
additional multiplication of the rotational DOFs of the mass matrix. Finally,
the simulations that did not reach the desired time step because of convergence
problems and instabilities are marked using an asterisk.
It can be seen in Figure 7.9 that multiplying the rotational DOFs produces the
targeted stabilization. For this simulation, there is almost no diﬀerence between
a factor of 10 and 1000.
The same simulation was also run with the other diagonal mass matrix, Jet-
ter's matrix, introduced in Section 6.2.3. The result is once again shown after
the ﬁrst linear tool displacement (point C) in Figure 7.10.
Jetteur's mass matrix seems to produce more stable results, even without
scaling the mass in rotation. This might be due to the fact that both ﬁgures are
shown at the end of the ﬁrst line. The level of deformation reached at that stage
of the simulation is quite limited. However, Figure 7.11 conﬁrms these results.
This ﬁgure shows the results using both matrices at the end of the second line, for
the tool located at point E in Figure 4.1. The only simulation that did not reach
this point is the one using Li's matrix without mass scaling in rotation. Even
though there are some oscillations with Jetteur's matrix when using a rotational
mass-scaling factor of 1 or 10, the results are more stable.
However, as far as accuracy is concerned, the results are not satisfactory.
Figure 7.12 shows the same curves as in the previous ﬁgure but the scale of the
vertical axis was changed in order to magnify the diﬀerences between the curves.
It can be seen that a scaling factor of 100 or 1000 produces the same results
with both Li's and Jetteur's matrices but these results are diﬀerent from the
ones obtained in the implicit strategy. The maximum discrepancies between the
curves is around 0.8 mm. As a reminder, the initial sheet thickness is 1.2 mm.
7.3.2 Inﬂuence of Mass Scaling
In order to speed up the simulation, it was necessary to use mass scaling, since
it increases the largest stable time step.
Figures 7.13 and 7.14 compare the inﬂuence of mass scaling on the shape in
a cross section along y = 0 at the end of the ﬁrst line (point C) when using,
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Figure 7.9: Comparison of the inﬂuence of mass scaling in rota-
tion when using Li's matrix at the end of the ﬁrst line
(point C)
Figure 7.10: Comparison of the inﬂuence of mass scaling in rotation
when using Jetter's matrix at the end of the ﬁrst line
(point C)
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Figure 7.11: Comparison of the inﬂuence of mass scaling in rotation
when using Li's and Jetteur's matrices at the end of the
second line (point E)
Figure 7.12: Comparison of the inﬂuence of mass scaling in rotation
when using Li's and Jetteur's matrices at the end of the
second line (point E)  zoom on the vertical axis
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respectively, Li's and Jetteur's diagonal matrices without any additional mass
scaling in rotation. In these ﬁgures, it is obvious that Jetteur's matrix produces
more stable results if no additional mass scaling in rotation is used.
The same results are shown at the end of the second line (point E) in Figures
7.15 and 7.16, respectively. These ﬁgures lead to the same conclusions as at the
end of the ﬁrst line (point C), as far as stability and accuracy are concerned.
If an additional mass-scaling factor in rotation of 1000 is applied, the results
are diﬀerent, especially when using Li's matrix. Figures 7.17 and 7.18 compare
the inﬂuence of mass scaling on the shape in a cross section along y = 0 at the
end of the ﬁrst line (point C) when using Li's and Jetteur's diagonal matrices,
respectively, with an additional mass-scaling factor in rotation of 1000. It can be
seen that in this case, there is no signiﬁcant diﬀerence between Li's and Jetteur's
matrices when the mass-scaling factor is smaller than 103 to 104. The simulations
with Jetteur's matrix seem to be slightly less stable. Indeed, the results with a
mass-scaling factor of 104 already had some small parasitic oscillations, which
was not the case with Li's matrix.
The same results are shown at the end of the second line (point E) in Fig-
ures 7.19 and 7.20, respectively. Similar conclusions can be drawn as far as the
maximum mass-scaling factor and the stability of Jetteur's and Li's matrices.
In conclusion, in all the results presented in this section (Figures 7.13 to 7.20),
the use of an additional scaling factor for the rotation terms of the mass matrix
greatly improved the stability of the results. Moreover, the results obtained with
Li's matrix are slightly more stable than the one obtained with Jetteur's matrix,
especially for large mass-scaling factors.
A mass-scaling factor of up to 104 can be used without any signiﬁcant deterio-
ration of the results. This factor leads to a multiplication of the maximum stable
time step by the square root of this number, hence a reduction in the computa-
tion time by a factor of 100. This can be veriﬁed in Table 7.3, which presents the
computation times of all the line test simulations. The computation time of the
simulation with a mass-scaling factor of 104 is around 50 % of the computation
time of the implicit simulation. However, a mass-scaling factor of 103, which is
safer concerning stability, does not decrease the CPU time.
In terms of accuracy, the shape of all the dynamic explicit simulations is
consistently too deep (up to 1 mm).
7.4 Conclusions on the MST Method
The purpose of the present chapter was to evaluate the performance  both in
terms of accuracy and computation time  of the dynamic explicit strategy with
shell elements, and the MST method in particular, to simulate the SPIF process.
The main conclusion of this study is that, on the one hand, it is possible
to reduce the computation time of the simulation by using a dynamic explicit
approach instead of a classic implicit strategy. On the other hand, this approach
has several drawbacks with the Lagamine code.
First, the use of a dynamic explicit strategy introduces inertia terms into the
equilibrium equation and parasitic oscillations. With a more advanced commer-
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Figure 7.13: Comparison of the inﬂuence of mass scaling (without
any additional scaling in rotation) when using Li's ma-
trix at the end of the ﬁrst line (point C)
Figure 7.14: Comparison of the inﬂuence of mass scaling (without
any additional scaling in rotation) when using Jetteur's
matrix at the end of the ﬁrst line (point C)
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Figure 7.15: Comparison of the inﬂuence of mass scaling (without
any additional scaling in rotation) when using Li's ma-
trix at the end of the second line (point E)
Figure 7.16: Comparison of the inﬂuence of mass scaling (without
any additional scaling in rotation) when using Jetteur's
matrix at the end of the second line (point E)
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Figure 7.17: Comparison of the inﬂuence of mass scaling (with an
additional scaling in rotation of 1000) when using Li's
matrix at the end of the ﬁrst line (point C)
Figure 7.18: Comparison of the inﬂuence of mass scaling (with an
additional scaling in rotation of 1000) when using Jet-
teur's matrix at the end of the ﬁrst line (point C)
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Figure 7.19: Comparison of the inﬂuence of mass scaling (with an
additional scaling in rotation of 1000) when using Li's
matrix at the end of the second line (point E)
Figure 7.20: Comparison of the inﬂuence of mass scaling (with an
additional scaling in rotation of 1000) when using Jet-
teur's matrix at the end of the second line (point E)
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Simulation M CPU time [s] Relative CPU time
Implicit  7 273 100 %
MST Li 100 315 926 4 344 %
MST Li 101 89 519 1 231 %
MST Li 102 30 461 419 %
MST Li 103 9 786 135 %
MST Li 10 4 3 446 47 %
MST Li 105 1 034 14 %
MST Li 106 381 5 %
MST Jett 100 302 291 4 156 %
MST Jett 101 104 080 1 431 %
MST Jett 102 31 003 426 %
MST Jett 103 11 308 155 %
MST Jett 10 4 3 292 45 %
MST Jett 105 1 164 16 %
MST Jett 106 376 5 %
Table 7.3: Comparison of the computation times of line test simula-
tions for diﬀerent mass-scaling factors
cial code like Abaqus/Explicit or LS-Dyna, numerical damping limits the eﬀect
of these terms and make the use of very large mass-scaling factors possible. For
example, Abaqus could produce stable results for the line test with a mass-scaling
factor of up to 105, which signiﬁcantly reduces the computation time. With the
Lagamine code, only a very simpliﬁed damping model exists but no satisfactory
set of damping parameters could be found to stabilize the results. Therefore, the
shape can not be predicted as accurately with an explicit strategy as with the
implicit strategy.
Secondly, the choice of the mass-scaling factor results from a compromise
between accuracy and computation time. It is always recommended to compare
the results obtained with diﬀerent values. With Lagamine, the mass-scaling
factor is limited to approximately 103. Unfortunately, this factor did not produce
any reduction in the computation time, compared to the implicit simulation. This
conclusion could be modiﬁed if the mesh had many more DOFs.3 However, with
shell elements, the in-plane element size can not be reduced too much because it
needs to be larger than the thickness. Therefore, the number of shell elements is
limited by the size of the sheet metal.
Thirdly, the explicit strategy is much more unstable than the implicit one.
Even when the time step is smaller than the maximum stable time step, it is
necessary with Lagamine's shell element to increase the value of the masses of
the rotational DOFs in order to stabilize the results.
Finally, the simulations using a dynamic explicit strategy are much more
sensitive to the quality of the mesh than the simulations with an implicit one.
3Indeed, the computation time in an implicit strategy is proportional to the square of the
number of DOFs, but increases approximately linearly with this number when using a dynamic
explicit strategy.
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Therefore, the user should be very careful when designing a mesh. In particular,
the thickness of the elements should always remain much smaller than the in-
plane length. When using an implicit strategy, this condition is less strict. For
example, Mesh 1 of Table 7.1 could produce accurate results with an implicit
strategy, even though none of the two design rules was respected.
With all these drawbacks, Lagamine does not seem to be very appropriate
for simulating SPIF with a dynamic explicit strategy. To make up for this lack,
it would be necessary to add an eﬃcient damping algorithm. Otherwise, the
implicit strategy is recommended.
The next chapters of this thesis will investigate the deformation mechanism
occurring during SPIF. This will be done on more complex geometries like cones
using an implicit strategy.

Part III
Implicit Simulations of SPIF
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Chapter 8
Analysis of the Boundary
Conditions
In order to reduce the computation time of part having a rotational symmetry, a
possible solution was to simulate only part of the mesh (a pie) and apply boundary
conditions to both edges of the pie in order to replace the missing material. The
purpose of this chapter is to analyze the inﬂuence of this simpliﬁcation. This will
be done on a complex part: a cone with vertical walls performed in ﬁve diﬀerent
steps.
8.1 Description of the Cone with Vertical Walls
8.1.1 Geometry and Material
Figure 8.1 shows a 3D view and a schematic view with the dimensions of the
cone. It is a cone with a vertical wall (a cylinder) with a depth of 30 mm. The
tool is a sphere with a diameter of 10 mm.
Figure 8.1: 3D view and dimensions of the cone with vertical walls
The material used is an AA3003-O aluminum alloy, whose characteristics are
presented in Appendix C. The initial thickness of the metal sheet is 1.5 mm.
When forming a cone with this material, the maximum wall angle that can be
achieved before failure is between 71 and 76 degrees [DUF08b]. Forming a cone
with vertical walls is then impossible since the theoretical thickness of such a part
is zero and the part would break, at least with a classic tool path where the tool
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follows the ﬁnal geometry. As explained in the literature review in Section 2.1.8,
it is possible to overcome this limitation by using an advanced tool path.
Verbert et al. developed a multi-stage forming strategy [DUF08b]. Instead
of forming a 90-degree wall-angle cone directly, the authors started by forming
a 50-degree cone, followed by a 60, 70, 80, and 90-degree cone. The global tool
path is then composed of a succession of ﬁve stages during which the tool forms
cones with increasing wall angles, as presented in Figures 8.2a to 8.2e. So, the
global tool path is composed of ﬁve times 30 contours, with a stepdown of 1 mm
between two successive contours.
The location of the stepdown in the circumferential direction is diﬀerent in
each of the ﬁve stages, as can be seen in the ﬁve ﬁgures.1 The reason for this
is that fracture would most likely occur during the stepdown because of exces-
sive thinning if it were always performed at the same location. A zoom on the
transition between successive contours is shown in Figure 8.2f .
8.1.2 Finite Element Model
The simulation of the cone's forming was performed using the Lagamine FE
code.
As stated in the introduction of this chapter, the goal is to analyze the inﬂu-
ence of using a partial mesh to simulate the forming of a part with a rotational
symmetry. For this reason, three diﬀerent meshes were tested: a 45-degree pie
mesh, a 90-degree pie mesh, and a full 360-degree mesh. These meshes are shown
in Figure 8.3 and the orientation of the global axes for the three meshes is shown
in Figure 8.3a. The characteristics of the meshes are given in Table 8.1. In this
table, the last column corresponds to the number of elements in the circumfer-
ential direction in the part of the mesh where it is regular, i.e., the elements for
which their radial position is larger than r = 33 mm. The three meshes then
have more than one element per degree in the circumferential direction.
Regarding the density of the meshes in the radial direction, it can be seen that
the elements are regularly distributed in the region between r = 33 and r = 64
mm.2 Its density is higher in the region located between r = 45 and r = 55 mm,
the region that undergoes the highest deformation, as will be seen in the analysis
of the results.
The element type used was the COQJ4 element, presented in Section 3.1.2.
The mechanical law had four in-plane integration points and, for each of these,
ﬁve integration points across the thickness. Of the latter, the ﬁrst one is located
close to the lower surface, the third is in the mid-plane of the element, and the
ﬁfth is close to the upper surface. This gives a total of 20 integration points per
element. In comparison, a mesh designed with three layers of Lagamine's brick
1The location of the stepdown is, for each of the ﬁve stages, at 6, -177, -118, 43, and -45
degrees, respectively, from the x-axis.
2The cone is formed with a backing plate. This plate is a stiﬀ metal sheet in which a hole
slightly larger than the cone is drilled. This plate is placed under the metal sheet in which the
cone is formed. It is used to ensure that the edge of the cone is sharp without too much elastic
deformation. This cone had a diameter of 128 mm and the backing plate, a hole diameter of
131 mm. For this reason, an additional element was added between r = 64 and r = 65.5 mm
in order to take this backing plate into account.
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(a) 50-degree wall-angle cone (b) 60-degree wall-angle cone
(c) 70-degree wall-angle cone (d) 80-degree wall-angle cone
(e) 90-degree wall-angle cone (f) Zoom on the transition between contours
Figure 8.2: Five steps of the tool path of the cone with vertical walls
and zoom on the transitions between contours
Mesh Number of Number of Number of Number of elts
elements nodes DOFs in circum. dir.
45-degree pie 2 320 2 244 13 300 48
90-degree pie 4 506 4 450 26 392 96
360-degree pie 17 376 17 571 104 262 384
Table 8.1: Characteristics of the meshes used for the cone with ver-
tical walls
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(a) 45-degree pie mesh (b) 90-degree pie mesh
(c) 360-degree full mesh
Figure 8.3: Meshes used for the cone with vertical walls
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reduced-integration element BWD3D would have only three integration points
for the same in-plane area as one shell element.
The contact between the tool and the metal sheet is taken into account using
contact elements. The penalty coeﬃcient of these elements was chosen to be
1000 N/mm3. Given the absence of experimental data, the friction coeﬃcient
was assumed to be zero.
In order to minimize the impact of the material missing at both edges of
the pie, rotational boundary conditions were imposed, which consist of a link
between the displacements of both edges, as presented schematically in Figure
8.4. Even though these conditions do not exactly reproduce the missing mate-
rial, they induce a smaller deviation than the one induced by classic symmetry
boundary conditions [HEN05a, Section 7.2.1].3 The reason for this is that these
boundary condition do not prevent the material at the edges of the pie mesh to
be carried along in the circumferential direction of the tool movement. Indeed,
even without friction between the tool and the sheet metal, the tool induces a
force component in the circumferential direction because of the material that sur-
rounds the tool during its movement. Since the tool always moves in the same
circumferential direction, the whole cone has a tendency to twist around its axis
of rotational symmetry, a movement that can be simulated with these bound-
ary conditions even at the edges of the pie, but can not be with the symmetry
boundary conditions. This twist eﬀect will be analyzed further in the text.
Figure 8.4: Rotational boundary conditions and their associated vir-
tual tools (schematic view of a 90-degree pie)
When using a pie mesh, the tool path, shown in Figure 8.2, has to be modiﬁed;
otherwise, the tool would not touch the sheet metal most of the time, which would
increase the computation time unnecessarily. Figure 8.5 shows the ﬁrst step of
the tool path transformed in the case of a 45-degree pie mesh. This must be
compared to Figure 8.2a. As can be seen, at the end of each contour, the tool
goes up, then moves in a horizontal plane up to the a position located on top of
the beginning of the next contour and then goes back down.
3With symmetry boundary conditions, the circumferential coordinate θi of the nodes of both
edges is ﬁxed. This means that the nodes of one edge can move either in the radial or in the
vertical direction but not out of the vertical plane containing their initial positions.
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Figure 8.5: Modiﬁed tool path used for the 50-degree wall-angle cone
with a 45-degree pie mesh
8.2 Prediction of the Shape and Thickness
8.2.1 Shape
This section discusses the results concerning the shape of the cone. The thickness
will be analyzed in the next section, although the graphs showing the thickness
at various stages of the simulation will be shown on the same page as the corre-
sponding graphs of the shape.
The shape of the simulations is presented in cross sections in the middle of
the pie mesh for the 45- and 90-degree meshes. The reason for this choice is that
the boundary conditions always introduce some error. The quality of the results
improves at greater distances from the boundary conditions, which is the case in
the middle of the mesh. Regarding the full cone, the cross section was performed
in the plane x = 0 because the stepdown is never performed close to this plane.
The three sections are illustrated by a red dotted line in Figure 8.3. Since the
meshes are composed of shell elements, only the average surface is shown.
For the experimental tests performed at KUL, the global shape of the outer
surface (opposite face with respect to the tool) of the cone was measured with a
laser scanner after each of the ﬁve stages and a point cloud was extracted. From
this point cloud, an average cross section was extracted along with the 90 %
conﬁdence interval of each point of the section.4 This section in the outer surface
was shifted by half the initial thickness (0.75 mm), so that it would match the
results of the mid-surface of the simulations. This introduces an error in the
regions where the thickness was reduced, mainly in the wall region, but this error
4The computation of this average cross section is performed using the following strategy.
First, the point cloud is centered around the origin of the axes with the z-axis being positive
towards the tool and negative towards the bottom of the cone. The coordinate z = 0 corresponds
to the lower surface of the initial metal sheet. Then, for each point 〈P 〉 of the pointcloud, the
angle between the z-axis and the line going from the origin to 〈P 〉 is computed. All the points
having approximately the same angle are regrouped and averaged. The 90 % conﬁdence interval
of these points is also computed.
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remains very small.5.
Since the tool path is composed of ﬁve stages, the results will be presented
at the end of each of the ﬁve stages. Due to excessive computation time, the full
simulation, with the 360-degree mesh, is not available for the last stage.
The ﬁrst stage of the tool path produces a cone with a wall-angle of 50 degrees.
The predicted shape and the measured shape are compared to the CAD surface
(theoretical model of the part used to design the tool path) in Figure 8.6. The
measured surface is plotted with an error bar representing the conﬁdence interval
or variability of the measurement. At this stage, the variability is slight and
barely visible on the plot.
As can be seen in the ﬁgure, all the simulations have, compared to the mea-
sured proﬁle, an error of approximately 0.5 mm close to the backing plate, i.e.,
around the largest radius r = 65.5 mm. This is due to the fact that the clamping
of the sheet metal was modeled by ﬁxing the outer nodes in translation only.
Better results would have been obtained by ﬁxing also the rotations of the nodes
or, even better, by modeling the real clamping system. However, that would have
increased the computation time.
Besides this shortcoming, the prediction made with the full (360-degree) mesh
is almost perfect everywhere compared to the measured proﬁle: there is an error
of only 0.01 mm at the cone center.
The shape predictions obtained with the 90- and 45-degree pie meshes are also
quite accurate: the error at the cone center is 0.39 and 0.62 mm, respectively. As
will be explained below, the shape of the bottom part of the cone is always the
most troublesome to predict. So, an error of approximately 0.5 mm is acceptable.
The ﬁrst conclusion that can be drawn is that for a simple geometry such as
this 50-degree wall-angle cone, a pie mesh can predict the shape of the ﬁnal part
with a suﬃcient level of accuracy.
The second stage of the tool path produces a cone with a wall-angle of 60
degrees. The shape at the end of this stage is shown in Figure 8.8. It can be
seen that the bottom of the cone in the experimental section was lowered during
this new stage. However, the bottom of the cone predicted by all the simulations
did not follow the same trend, but rather remained at the same depth or moved
slightly upwards.
A similar conclusion can be made about stages three, four, and ﬁve, shown
in Figures 8.10, 8.12, and 8.14, respectively: the prediction of the bottom of the
cone becomes less and less accurate as the simulation progresses. This eﬀect can
be seen more clearly in Figure 8.16, which shows the evolution of the depth of the
center of the cone measured experimentally and predicted by all the simulations
at the end of each stage. The position of the bottom of the cone is accurately
predicted only after the ﬁrst stage but not for the following ones.
The reason for this poor prediction of the bottom of the cone is the following.
5The theoretical thickness predicted by the sine law assumes that the material is in a plane-
strain state and that the deformation mechanism is dominated by shear. The material is
supposed to be projected vertically onto the ﬁnal shape. If this were exact, the vertical distance
between the mid-surface and the outer surface would everywhere be equal to half the initial
thickness, even in the wall region
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Figure 8.6: Shape of the cone with vertical walls after the ﬁrst stage
(50-degree cone)
Figure 8.7: Thickness proﬁle of the cone with vertical walls after the
ﬁrst stage (50-degree cone)
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Figure 8.8: Shape of the cone with vertical walls after the second
stage (60-degree cone)
Figure 8.9: Thickness proﬁle of the cone with vertical walls after the
second stage (60-degree cone)
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Figure 8.10: Shape of the cone with vertical walls after the third
stage (70-degree cone)
Figure 8.11: Thickness proﬁle of the cone with vertical walls after
the third stage (70-degree cone)
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Figure 8.12: Shape of the cone with vertical walls after the fourth
stage (80-degree cone)
Figure 8.13: Thickness proﬁle of the cone with vertical walls after
the fourth stage (80-degree cone)
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Figure 8.14: Shape of the cone with vertical walls after the last stage
(90-degree cone); the simulation with the full 360◦ mesh
was not available at this stage
Figure 8.15: Thickness proﬁle of the cone with vertical walls after
the last stage (90-degree cone); the simulation with the
full 360◦ mesh was not available at this stage
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Figure 8.16: Depth of the center of the cone with vertical walls at
the end of the ﬁve stages
First, the tool never touched this region. Its ﬁnal position is then not constrained
by the tool displacement as is the case for the wall region, but rather is dependent
on the stiﬀness of the elements that are bent under the tool in the corner of the
cone, i.e., at the transition between the wall and the bottom. Since the COQJ4
element uses a plane stress law, the stress distribution across the thickness is not
accurate, especially under the tool, which causes some error in the stiﬀness of
these elements.
Another important factor is that this simulation applies an extreme level of
deformation, compared to more classic parts like a cone with a smaller wall angle
processed in a single stage. This is illustrated in Figure 8.17, whose lower part
shows the displacement of all the nodes in a cross section for the 90-degree pie
mesh. The shape of the cone after each of the ﬁve stages is plotted in red.
The upper part of the ﬁgure shows the elongation of all the elements of the
cross section in the radial direction at the end of the simulation. It can be seen
that the length of some elements have been multiplied by a factor of 3.5, which
is considerably more than the maximum elongation of 1.56 obtained after the
ﬁrst stage.6 With such a large elongation, it is very diﬃcult to maintain an
acceptable aspect ratio for these elements. For such a simulation, it might be
useful to perform remeshing when the elongation becomes too large, e.g., larger
than two.
Figure 8.17 can also help verify that the mesh density was chosen in an ap-
propriate way: the mesh density in the radial direction is higher in the region
where the elements undergo the largest elongation, i.e., the region of the corner
of the cone.
6The maximum elongation of the elements at the end of each of the ﬁve stages is the following:
stage 1, 1.56; stage 2, 1.89; stage 3, 2.31; stage 4, 2.79; stage 5, 3.51.
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Figure 8.17: Nodal displacement during the simulation (bottom ﬁg-
ure) and element elongation at the end of the simulation
(top ﬁgure) with the 90-degree pie mesh
8.2.2 Thickness
This section focuses on the analysis of the prediction of the cone's thickness. This
result is shown in a cross section at the end of each of the ﬁve stages in Figures
8.7, 8.9, 8.11, 8.13, and 8.15.
In each ﬁgure, the ﬁve horizontal black dashed lines represent the theoretical
thickness of the wall region as predicted by the sine law, for a wall angle respec-
tively equal to 50, 60, 70, 80, and 90 degrees. This theoretical law, which was
introduced in the literature review in Section 2.1.8, assumes that the deformation
mechanism is purely in plane strain. As was already mentioned in that section,
the actual thickness is usually slightly thinner. This phenomenon is called over-
forming [DUF08b].
This overforming phenomenon can be seen clearly in Figure 8.7, which shows
the thickness at the end of the ﬁrst stage, a stage during which the tool path
produces a cone with a wall-angle of 50 degrees. Both the predicted thickness
and the measured one are slightly thinner in the wall region than the one predicted
by the sine law for a 50-degree cone.
Concerning the accuracy of the thickness prediction, it can be seen that it is
very precise everywhere for all the simulations except close to the backing plate
(r = 65.5 mm) and around the corner of the cone. The error close to the backing
plate was also detected in the prediction of the shape and is due to the clamping
modeling of the metal sheet, which has been simpliﬁed for computational consid-
erations. As to the error in the corner of the cone, it is probably due to the fact
that the elements in that region were the last ones to be touched by the tool.
Since the shell element uses a plane stress hypothesis, the stress state of these
elements was probably not accurate and, as a result, neither were the strain and
thickness predictions. When the tool is not in contact with an element, however,
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the predictions are highly accurate.
Like the prediction of the shape, the prediction of the thickness at the end
of the next stages becomes less and less accurate as the simulation progresses,
even though the error remains within an acceptable range: there is a maximum
deviation of around 0.06 mm (when the initial thickness is 1.5 mm). The exper-
imental measurements show a minimum in the thickness and both the location
and the value of this thickness are accurately predicted by all the simulations,
with a maximum deviation between 0.01 and 0.015 mm for some stages, the last
one in particular.
8.3 Prediction of the Force
This section focuses on the analysis of the prediction of the tool force. The
experimental force has, unfortunately, never been measured for this cone, so the
aim is to verify whether or not the partial meshes are able to reproduce the force
predicted by the global mesh. A comparison with experimental measurements
will be performed on a diﬀerent cone geometry in Chapter 9, and the evolution
of the force will be analyzed in much more detail as well.
Figures 8.18, 8.19, and 8.20 show the three components of the tool force in
a radial coordinate system for the 45-, 90-, and 360-degree mesh simulations,
respectively. These results were not represented in the same ﬁgure because the
lengths of the tool paths of the three simulations are diﬀerent, hence the time
scale as well, since the tool moves at a constant velocity of 2 m/min.
Figure 8.18: Three components of the tool force for the 45-degree
pie-mesh simulation
Even though their time scales are diﬀerent, it can be seen that the general
evolution of the three ﬁgures is identical. The ﬁve stages of the simulation can be
138 Chapter 8 Analysis of the Boundary Conditions
Figure 8.19: Three components of the tool force for the 90-degree
pie-mesh simulation
Figure 8.20: Three components of the tool force for the 360-degree
mesh simulation
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clearly identiﬁed. Once again, it should be noted that the results of the 360-degree
mesh are only available up to the end of the fourth stage.
Large oscillations can be seen in the three ﬁgures. These oscillations actually
only appear at the transition between contours and close to the boundary con-
ditions.7 However, a zoom on an individual contour would show that the force
components are fairly stable once the tool is away from the boundary conditions.
For example, Figure 8.21 shows the evolution of the three components of the tool
force for the 90-degree pie mesh simulation during contours 15 to 17.
Figure 8.21: Evolution of the three components of the tool force for
the 90-degree pie-mesh simulation during contours 15
to 17
In order to be able to compare the level of forces for the three simulations
quantitatively, Figure 8.22 shows the average value of the three components of
the force during each of the 150 contours (as mentioned before, the global tool
path is composed of ﬁve stages of 30 contours each).8 As can be seen in the ﬁgure,
the three meshes predict almost exactly the same average force components. The
maximum deviation occurs at contour 30 for the axial force Fz: for the 360-degree
mesh, Fz=1333 N, for the 90-pie mesh, Fz=1285 N, and for the 45-degree mesh,
Fz=1211 N. The maximum relative error in the axial force is therefore less than
10 %.
To conclude on the tool force prediction, using a pie mesh to simulate the
forming of a part with rotational symmetry does not introduce an unacceptable
7For the full mesh, the tool is never completely removed (except at the end of each of the
ﬁve stages). At the transition between successive contours, the force decreases, but not always
to zero. For the pie mesh simulations, however, the tool path was modiﬁed and the tool draws
back from the metal sheet at the transition between contours. Therefore, the tool force always
drops to zero.
8Instead of taking the average of the force during the whole contour, only the central third of
the contour was taken into account, in order to ensure that the force had reached a steady-state
value.
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level of error.
Figure 8.22: Comparison of the average value of the three compo-
nents of the tool force for the three simulations
8.4 Computation Times
This section aims to analyze the computation times of the three simulations.
The simulations were all performed on the same machine using only one CPU.9
The computation times are given in Table 8.2. Since the simulation with the full
mesh did not reach the end, the time given in the table is an extrapolation based
on the ﬁnished part (four stages out of ﬁve).
Mesh Number of Computation time Computation time
DOFs (in hours) (in days)
45-degree pie 13 300 101 4
90-degree pie 26 392 499 21
360-degree pie 104 262 7 354 306
Table 8.2: Computation times of the three diﬀerent simulations
The computation time is usually proportional to the square of the number of
DOFs because most of the time is spent on the resolution of the linear system of
equations. Indeed, it can be seen that the computation time of the simulation
with the full mesh is approximately 16 times larger (the mesh having four times
as many DOFs) than the 90-degree pie simulation. Similarly, the computation
time of the 90-degree pie simulation is approximately 5 times larger (the mesh
having twice as many DOFs) than the 45-degree pie simulation.
9The machine used was the parallel computing server (SUN Cluster) available at the Uni-
versity of Liège, called NIC2.
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The computation time is reduced by a factor 76 if the 45-degree pie mesh is
used instead of a full mesh.
8.5 Conclusions
In conclusion, it can be said that the pie meshes are almost as accurate as the
full 360-degree mesh in terms of shape, thickness, and force prediction when
simulating the forming of a part with rotational symmetry boundary conditions.
This results in a signiﬁcant beneﬁt because it implies that the number of
elements can be divided by a factor of 4 (for a 90-degree pie) or 8 (for a 45-degree
pie) compared to a full mesh of the metal sheet, which can lead to a drastic
reduction in the computation time.

Chapter 9
Analysis of the Deformation
Mechanism during SPIF
The purpose of this chapter is to analyze the deformation mechanism during the
SPIF process. This analysis will be carried out on the 70-degree wall-angle cone
simulation.
9.1 Description of the 70-Degree Cone
9.1.1 Geometry and Material
Figure 9.1 shows a 3D view and a schematic view with the dimensions of the
cone. It is a 70-degree wall-angle cone with a depth of 30 mm. In addition to
that geometry, a cone with a depth of 50 mm was also used for certain results,
but the experimental measurements were not available for this depth. The tool,
shown on the right side of the ﬁgure, is a sphere with a diameter of 10 mm.
Figure 9.1: 3D view and dimensions of the 70-degree cone
The tool path of the cones with a depth of 30 and 50 mm is composed of 60
and 100 contours, respectively, with a stepdown of 0.5 mm between two successive
contours, as shown in Figure 9.2.
The material used is an AA3003-O aluminum alloy, whose characteristics are
presented in Appendix C. The initial thickness of the metal sheet is 1.2 mm.
The wall-angle of the cone was chosen to be 70 degrees because this value is
close to the failure angle, which is about 71 degrees for this particular alloy and
this thickness [DUF08b].
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9.1.2 Finite Element Model
The forming simulation of a 70-degree cone part was performed with an implicit
strategy using the Lagamine FE code. In order to reduce the computation time,
only a 45-degree pie of the metal sheet was meshed with COQJ4 shell elements. As
demonstrated in Chapter 8, this simpliﬁed mesh has a relatively limited inﬂuence
on the accuracy of the results, provided that the results be analyzed far from the
boundaries. The tool path, shown in Figure 9.2, was transformed accordingly: at
the end of each contour, the tool is lifted, moved horizontally to the beginning of
the next contour and then lowered.
Similarly to the study in Chapter 8, the element type used was the COQJ4
element and the mechanical law had four in-plane integration points and, for each
of them, ﬁve integration points across the thickness. Of the latter, the ﬁrst one
is located close to the lower surface, the third is in the mid-plane of the element,
and the ﬁfth is close to the upper surface (closer to the tool).
The contact between the tool and the metal sheet is taken into account using
contact elements. The penalty coeﬃcient of these elements was chosen to be
1000 N/mm3. Given the absence of experimental data, the friction coeﬃcient
was assumed to be zero.
Two diﬀerent meshes were tested:
• a coarse mesh with 1556 nodes and 1492 elements (see Figure 9.3a);
• a ﬁne mesh with 2242 nodes and 2164 elements (see Figure 9.3b).
Both meshes have 48 elements in the circumferential direction (except around the
corner of the pie) but diﬀerent numbers of elements in the radial direction.
Again, as in Chapter 8, rotational boundary conditions were imposed at both
edges of the pie in order to take into account the missing material.
9.2 Results Concerning the Geometry
9.2.1 Shape of the Cone
This section focuses on the prediction of the shape of the cone. The thickness
will be analyzed in the next section.
The simulation was run with both the coarse and ﬁne meshes shown in Figure
9.3 using the tool path with 60 contours, which corresponds to a cone with a
depth of 30 mm. The shape of both simulations is presented in Figure 9.4 in a
cross section at 22.5 degrees from the x-direction, i.e., in the middle of the 45-
degree pie. In the ﬁgure, the horizontal axis represents the radial distance from
the center of the cone (r =
√
x2 + y2) and the vertical axis is the z-coordinate.
Since the mesh is composed of shell elements, only the average surface (in the
middle of the thickness) was available.
As to the experimental tests, both the top and bottom surfaces were measured
with a laser scanning system. The output was a point cloud, from which a cross
section of the full cone was extracted. Both surfaces of the cone are also plotted
in Figure 9.4.
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Figure 9.2: Tool path of the 70-degree cone with 60 contours
(a) Coarse mesh (b) Fine mesh
Figure 9.3: Meshes used for the simulation of the 70-degree cone
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Figure 9.4: Shape of the 70-degree cone after 60 contours
Figure 9.5: Thickness of the 70-degree cone after 60 contours
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A relatively good correlation was found between the simulation results and
the experimental measurements in the 70-degree wall. The error is limited to
a fraction of millimeter, although it might be due to a centering error of the
experimental point cloud.
At the bottom of the cone, the accuracy of the simulation is also quite precise.
As explained in Section 8.2, this part is always the hardest to predict. The
maximum deviation between the simulated and the measured shapes is located
at the center of the cone and is smaller than 0.4 mm for the coarser mesh and
about 0.1 mm for the ﬁner mesh (less than 10 % of the initial thickness). It should
be noted that with a coarser mesh made with three layers of brick elements, the
bottom of the cone was more than two millimeters too deep compared to the
experimental results [HE05b, Figure 1].
Both mesh densities predict the same geometry. A maximum deviation of 0.29
mm is observed at the center between the two meshes. The same conclusion can
be drawn after 100 contours (i.e., a depth of 50 mm), as shown in Figure 9.6. In
that case, the maximum deviation, still at the center of the cone, becomes 0.49
mm. As mentioned before, the experimental measurements were not available for
this depth for comparison.
9.2.2 Thickness of the Cone
The thickness of the cone after 60 contours is presented in Figure 9.5 in the same
cross section as the two ﬁgures of the previous section. The shell element COQJ4
used a constant volume hypothesis in order to compute the thickness. It can be
observed that this hypothesis is not too far from the experimental measurements.
A second computation was performed using a plane stress hypothesis but the
results were comparatively much worse.
In Figure 9.5, the horizontal solid black line represents the theoretical thick-
ness tf given by the sine law (theoretical law introduced in Section 2.1.8)
tf = t0 sin (90− α) , (9.1)
where t0 is the initial thickness of the sheet and α is the wall angle. This for-
mula predicts a thickness of 0.41 mm for a 70-degree wall angle. It can be seen
that the simulated and measured thicknesses barely reach the theoretical value
predicted by the sine law in the wall region. The region that follows the sine
law approximately has been marked by two vertical dotted black lines in both
Figures 9.4 and 9.5. This cone is probably not deep enough so that a steady state
in the thickness was not reached yet. In order to check this, Figure 9.7 shows the
thickness of the cone after 100 contours, i.e., at a depth of 50 mm. In this case, a
plateau in the thickness is clearly seen. Again, the region following the sine law
is marked by two vertical dotted black lines. This region is much wider here.
A zoom on Figures 9.5 and 9.7 would show that the ﬁner mesh predicts a
slight minimum in the thickness, whereas the coarser mesh does not. This eﬀect
is easier to see in Figures 9.8 and 9.9, where the thickness is plotted as a function
of the depth of the cone after 60 and 100 contours, respectively. These two ﬁgures
show that:
• the thickness of the metal sheet is close to its initial value of 1.2 mm at a
depth of 0 mm, i.e., at the outer radius of the cone;
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Figure 9.6: Shape of the 70-degree cone after 100 contours (no ex-
perimental results were available at that depth)
Figure 9.7: Thickness of the 70-degree cone after 100 contours (no
experimental results were available at that depth)
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• the thickness is also close to its initial value at a depth of 30 mm, i.e., at
the bottom of the cone;
• when the depth increases from 0 to 30 mm, i.e., in the wall region, the
thickness decreases rapidly until it reaches a steady-state value close to the
theoretical sine-law value.
Moreover, Figure 9.8 shows that in the wall region, a slight minimum in the
thickness is predicted by the simulations at a depth of approximately 21 mm
whereas it appears at a depth of about 13 mm in the experimental measurements.
Since the prediction of the location of the minimum thickness was not accu-
rate, it was suspected that friction might be one of the reasons. To verify this, the
simulation with the ﬁner mesh was run two more times with a non-zero friction
coeﬃcient Φ equal to 0.064 and 0.15. Figures 9.10 and 9.11 show the thickness
as function of the depth of the cone at the end of contours 60 and 100.
First, in looking at the ﬁgures, it should be noted that the friction coeﬃcient
has an eﬀect on the thickness prediction: the thickness is smaller at almost every
depth when friction is introduced. After 60 contours, Figure 9.10 shows that
the location of the minimum thickness seems to be slightly deeper than in the
prediction of the simulations without friction. This eﬀect is conﬁrmed after 100
contours in Figure 9.11: both friction coeﬃcients predict a minimum thickness
at a depth of about 25 mm, whereas it was 21 mm without friction. As a results,
this prediction is worse when friction is introduced. It should be noted, however,
that the friction coeﬃcient did not have a signiﬁcant impact on the shape proﬁle.
The shell element used in Lagamine, as for most shell elements, assumes
that the through-thickness stress is equal to zero. This hypothesis, which is not
true under the tool, is acceptable enough in most cases. The result is that,
even though this element provides a good indication of the general trends of the
thickness proﬁle, it is not able to predict the location of the minimum thickness
accurately. This would require the use of a more advanced shell element, such as
a solid-shell element, which can use a full 3D material law instead of a 2D plane-
stress law. Another solution would be to mesh the sheet metal with several layers
of brick elements with a very ﬁne mesh, but this would increase the computation
time greatly, which is impractical.
9.3 Results Concerning the Tool Force
The norm of the tool force is plotted in Figure 9.12 for the simulations with both
meshes and measured experimentally. This ﬁgure is relatively diﬃcult to analyze
for diﬀerent reasons:
• the simulations show small parasitic oscillations due to the FE mesh and in
particular to the discrete location of the integration points of the contact
elements;
• the force drops to (almost) zero at the transition between successive con-
tours;
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Figure 9.8: Thickness of the 70-degree cone after 60 contours as a
function of depth
Figure 9.9: Thickness of the 70-degree cone after 100 contours as a
function of depth
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Figure 9.10: Inﬂuence of the friction coeﬃcient on the thickness of
the 70-degree cone after 60 contours as a function of
depth
Figure 9.11: Inﬂuence of the friction coeﬃcient on the thickness of
the 70-degree cone after 100 contours as a function of
depth
152 Chapter 9 Analysis of the Defo. Mechanism during SPIF
• the transitions between contours do not occur at the exact same time during
the simulations and the experimental results;
• the simulation goes up to 100 contours, whereas the experimental test stops
around contour 80.
For these reasons, Figure 9.13 represents the force during each contour by
a point, whose value was obtained by averaging the norm of the force during
that contour.1 In this ﬁgure, it can be observed that both mesh densities predict
a similar tool force on average, even though the coarser mesh introduces more
oscillations than the ﬁner one. On the other hand, the simulation results and the
experimental measurements diﬀer considerably.
Firstly, the general evolution of the curves are diﬀerent. In the experimental
result, the force rises until it reaches a peak. Then it drops to a minimum value
before ﬁnally rising and stabilizing at its steady state value. In the simulations,
the drop and the minimum are not clearly visible. The minimum of the force in
the experimental result occurs during contour 33, at a depth of 16.5 mm. This is
close to the experimental location of the minimum thickness, which is around a
depth of 13 mm, as explained in Section 9.2.2.
Secondly, the levels of the forces are not at all comparable. The steady state
force predicted by the simulations (≈ 1000 N) is about twice as large as the
measured value (≈ 500 N). Several sources of error can explain this diﬀerence
in force level. As was shown in an article by Flores et al. [FLO07], the tool
movement triggers some cyclic eﬀects. Therefore, the force can be reduced by
25 % if a mixed isotropic-kinematic hardening law is used instead of the simple
isotropic hardening law. In the article, the authors performed the computation
using three layers of BWD3D brick elements, but the conclusion should be similar
when using shell elements.
With this in mind, the simulation was run again with a ﬁner mesh and Ziegler's
kinematic hardening law (the parameters are given in Table C.8 in Appendices).
The result is also plotted in Figure 9.13. In that case, the steady state value of
the norm of the force is around 780 N, which corresponds to a drop of 20 %.
In addition to the material law, Bouﬃoux et al. [BOU08b] performed a thor-
ough investigation of all the other possible sources of error that could explain the
diﬀerence between the simulations and the experimental measurements, namely:
• the clamping of the sheet is not perfect (triggering slight sliding which
decreases the force);
• the fact that the sheet metal is not perfectly ﬂat in its initial state;
• the thickness of the sheet is not exactly equal to the product speciﬁcations;
• the in-plane dimensions of the sheet could be slightly diﬀerent;
• the rigidity of the machine on which the experimental test was performed
is not inﬁnite;
• the diameter, the initial position, and the rigidity of the forming tool might
be slightly diﬀerent than their expected values;
1Instead of taking the average of the force during the whole contour, only the central third of
the contour was taken into account, in order to ensure that the force had reached a steady-state
value.
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Figure 9.12: Norm of the tool force for the 70-degree cone
Figure 9.13: Average of the norm of the tool force for the 70-degree
cone for the ﬁrst 80 contours
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• the friction between the tool and the sheet is unknown.
The authors of the article concluded that, separately or together, none of these
sources of error is able to explain the gap between the simulation and the exper-
imental tool force.
Another source of error is the stiﬀness of the shell element2. and the fact
that this element can only use a relatively simple plane-stress law. Moreover,
the wall-angle of the cone is 70 degrees. As mentioned in the description of the
part at the beginning of this chapter, this value is extremely close to the failure
angle for this material (71 degrees). Therefore, it is very likely that some damage
already occurs when forming this part, causing a drop in the force.
To conclude on the evolution of the norm of the tool force, it is likely necessary
to use a solid-shell element with an advanced 3D mechanical law taking damage
into account in order to reach a more accurate prediction.
The remaining part of this section focuses on the individual components of the
tool force. Figure 9.14a shows the evolution of the three components (Fx,Fy,Fz)
of the simulated tool force (with the ﬁner mesh) during three successive contours
(56 to 58), while Figure 9.14b shows the measured tool force during the same three
contours. Since the tool is moving around the cone, the x- and y-components of
the force should follow a sine function, but a comparison between the simulation
and experiment is diﬃcult to make because the simulation was performed with a
45-degree pie mesh whereas the measured force is for the whole cone.
(a) Simulation (b) Experiment
Figure 9.14: Three components of the tool force during contours 56
to 58 in a cartesian coordinate system
In order to compare the relative intensity of the three components, it is easier
to plot the force components in a polar coordinate system (r,θ,z) that follows
the movement of the tool: the r- and θ-axis are in a horizontal plane, with the
r-axis going from the center of the cone to the tool position and the θ-axis being
perpendicular, and the z-axis is vertical, i.e., aligned with the tool's rotational
axis. This is illustrated in Figures 9.15a and 9.15b for the simulation and the
experimental measurement, respectively.
2An element is not supposed to have an internal stiﬀness. However, some energy terms are
added to the element in order to reduce the various locking phenomena (e.g., shear and volu-
metric locking) and control the hourglass deformation modes, and adding these terms produces
some internal stiﬀness
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(a) Simulation (b) Experiment
Figure 9.15: Three components of the tool force during three succes-
sive contours in a polar coordinate system
Table 9.1 shows a comparison of the steady-state tool force components in a
polar coordinate system. These values correspond to the average of force compo-
nents during contours 60 to 80, contours during which the force does not change
signiﬁcantly, as seen in Figure 9.13. This table illustrates once more that the
level of the tool force is not accurately predicted by the simulations.
Exp. Simulation
Mesh  Coarse Fine Fine Fine Fine
Friction  Φ=0 Φ=0 Φ=5 % Φ=6.4 % Φ=15 %
Fr -227 N -489 N -473 N -473 N -472 N -469 N
Fθ -78 N -103 N -108 N -162 N -177 N -270 N
Fz 433 N 886 N 836 N 838 N 836 N 836 N
Table 9.1: Comparison of the measured and simulated steady-state
tool force components in a polar coordinate system during
the forming of the 70-degree cone
Table 9.2 shows the relative values of the components of the tool force. In
this table, Frθ represents the horizontal force component (perpendicular to the
tool axis):
Frθ =
√
F 2r + F
2
θ . (9.2)
On the one hand, it can be seen that, without friction, the ratio between the
radial component Fr and the vertical component Fz of the simulated force has
the correct order of magnitude, compared to the experimental one. On the other
hand, the ratio between the circumferential component Fθ and the vertical one
is too small (12 % for the simulation, compared with 18 % for the experiment).
This is probably due to the fact that the friction coeﬃcient was chosen to be
equal to zero.
The values of the simulated force in Table 9.1 can be used to estimate the
experimental friction coeﬃcient. Indeed, assuming that the normal to the contact
surface is vertical and the tool movement is purely tangential, adding friction with
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Exp. Simulation
Mesh  Coarse Fine Fine Fine Fine
Friction  Φ=0 Φ=0 Φ=5 % Φ=6.4 % Φ=15 %
Frθ/Fz 55 % 56 % 58 % 60 % 60 % 65 %
Fr/Fz -52 % -55 % -57 % -56 % -56 % -56 %
Fθ/Fz -18 % -12 % -13 % -19 % -21 % -32 %
Table 9.2: Comparison of the measured and simulated relative values
of the steady-state tool force components in a polar coor-
dinate system during the forming of the 70-degree cone
a friction coeﬃcient Φ would simply add Φ ·Fz to the tangential force component
Fθ. Therefore, using the simulated force values obtained with the ﬁne mesh, a
friction coeﬃcient of 5 % would increase the tangential force from -108 N to -
150 N. In that case, the ratio between the circumferential component Fθ and the
vertical one Fz would increase from -12 % to -18 %.
To check these rough estimates, the cone simulation was performed three
more times with a value of the friction coeﬃcient equal to 5 %, 6.4 %, and 15 %,
respectively. The force results of these simulations are also included in both
tables. It can be seen that a friction coeﬃcient of around 5 % predicts a more
accurate ratio between the circumferential and vertical components of the tool
force.
To conclude, it can be said that, although the level of the tool force is not
accurately predicted, the relative intensity of its components are quite accurate.
In addition, the force prediction could be used to estimate the value of the ex-
perimental friction coeﬃcient to about 5 %.
9.4 Detailed Analysis of the Material State
9.4.1 Introduction
For the remaining part of this chapter, the results of the 50-mm-deep cone (100
contours) will be analyzed in detail. With this cone, a steady state of deformation
is reached during a signiﬁcant portion of the wall region, which is not the case
with the 30-mm-deep cone, as explained in Section 9.2.2.
In order to analyze the behavior of the material during the SPIF process,
one element (number 1469) of the ﬁner mesh was selected and its state variables
were saved at each time increment during the whole process. As illustrated in
Figure 9.16, this element is located approximately in the middle of the wall of
the cone, more speciﬁcally at a radius of 75.55 mm and an angle of 22.5 degrees
from the x-direction. Its initial size is approximately 1.236 × 0.688 mm2, the
longest dimension being in the circumferential direction, and the smallest one in
the radial direction. As shown later in the text (see Figure 9.23, page 162), at
the end of the simulation, this element is located, in the wall region at a depth
of about 32 mm, which is approximately in the middle of the steady-state zone
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Figure 9.16: Element 1469 of the ﬁner mesh of the 70-degree cone
of the wall.
The state variables of the element are expressed in a local reference frame
attached to the element, as illustrated in Figure 9.16. The x- and y-axes of the
element are in the mid-plane of the shell element. The x-axis is in the circumfer-
ential direction, i.e., in the direction of the tool movement during one contour.
The y-axis is in the radial direction, but aligned with the wall of the cone. This
deﬁnition is diﬀerent than the radial axis deﬁned in the previous sections. These
two axes will be noted as the θ- and r-axes, respectively, in the remaining part
of this chapter.
9.4.2 Thickness
The change in the thickness of element 1469 is shown in Figure 9.17. It follows
the classic trend during the SPIF process: no change can be observed when the
tool is far away, i.e., at the beginning and the end of the tool path, whereas a
step-wise decrease occurs in the contours during which the tool passes close to
the element.
A close-up view of the evolution of the thickness during one contour (number
57) is shown in Figure 9.18. The vertical dotted lines, and more precisely the
spaces between them, represent the 48 elements in the circumferential direction.
These lines can be used to know where the tool center is at a given time compared
to element 1469, which is painted red in the ﬁgure. This ﬁgure illustrates that
the tool's zone of inﬂuence on a given element is very limited. Recalling that
the circumferential length of element 1469 is equal to about 1.24 mm, the tool
inﬂuences the thickness of this element when it is closer than approximately two
times its circumferential length, i.e., 2.5 mm or half the tool radius.
158 Chapter 9 Analysis of the Defo. Mechanism during SPIF
Figure 9.17: Thickness of element 1469 as a function of time
Figure 9.18: Thickness of element 1469 as a function of time during
contour 57
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9.4.3 Circumferential Strain
a. Evolution during the Whole Process
The evolution of the circumferential strain during the whole process is shown in
Figure 9.19 for each of the ﬁve integration points across the thickness.
Figure 9.19: Circumferential strain of element 1469 as a function of
time for the 70-degree cone
The curves in Figure 9.19 show large peaks, which are due to the bending and
unbending occurring during each individual contour, as will be explained in the
next section. In order to see the general trend of the curves, it is necessary to
use an averaging method. The choice made here was to display only one point
at the end of each contour, when the tool is lifted and does not touch the sheet
metal anymore.3 The result is shown in Figure 9.20, where the horizontal axis
represents the contour number instead of the time. Seven speciﬁc contours have
been identiﬁed by vertical lines and are denoted by the letters A to G.4
In this ﬁgure, the membrane deformation can be analyzed by looking at the
strain of the third integration point because it is located in the mid-plane of the
element and, since the element's curvature is assumed to be small, the mid-plane
coincides with the neutral surface. Next, the bending deformation of the element
can be analyzed by comparing the evolution of the strains of the ﬁrst and ﬁfth
integration points (located on the lower and upper surfaces) to that of the third
one (mid-plane).
Membrane Deformation The membrane deformation, which can be analyzed
by looking at the strain of the third integration point, goes from zero to about
3As explained in Section 9.1.2, page 144, only a 45-degree pie of the metal sheet was meshed
and the tool path was transformed accordingly. Therefore, the tool rises at the end of each
contour, moves horizontally to a position where it can go down and start the next contour.
4In Figures 9.20, 9.21, and 9.23 to 9.26, the letters A to G correspond to contours 49, 52,
63, 68, 72, 76, and 80, respectively.
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Figure 9.20: Circumferential strain of element 1469 for each contour
of the 70-degree cone
Figure 9.21: Curvature of element 1469 in the circumferential direc-
tion for each contour of the 70-degree cone
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3.1 %. Since the angle between both edges of the pie mesh is ﬁxed at 45 de-
grees with the boundary conditions, its 48 elements each form an approximately
constant angle in the circumferential direction of
θ =
pi/4
48
= 0.016 rad (9.3)
during the whole process. Therefore, it can be assumed that the length of an
element in the circumferential direction is approximately equal to its arc length,
i.e., its radial position multiplied by its ﬁxed angle length in radians. For this
reason, the membrane circumferential strain can be estimated using the following
formula:
θ =
1
2
[(
Lf
L0
)2
− 1
]
≈ 1
2
[(
Rf θ
R0 θ
)2
− 1
]
=
1
2
[(
77.8
75.5
)2
− 1
]
= 3.1 %, (9.4)
where L0 and Lf are the initial and ﬁnal lengths of the element in the circumfer-
ential direction, R0 and Rf are the initial and ﬁnal radial positions of the center
of the element, and θ is the angle in the circumferential direction of the element.
This estimate matches the value found in Figure 9.20.
Bending Deformation The curvature of the element in the circumferential
direction is proportional to the norm of the second derivative of its position vector
with respect to the circumferential θ-axis. Since this axis is always approximately
in the same direction as the local x-axis of element 1469, this derivative can be
computed by the following formula:
∂2X
∂θ2
≈ ∂
2X
∂x2
=
∂
∂ξ
(
∂X
∂x
)
∂ξ
∂x
=
∂2X
∂ξ2
(
∂ξ
∂x
)2
, (9.5)
where ξ is one of the local coordinates in the reference element and ∂2X/∂ξ2 is
computed using the interpolation functions of the element and the nodal coordi-
nates.5 The evolution of the curvature during the successive contours is plotted
in Figure 9.21. This curvature is relatively minor. Indeed, Figure 9.22b shows a
cross section of element 1469 at the end of contour 63, during which the curva-
ture is at its maximum. This section is taken along line AA illustrated in Figure
9.22a and the vertical position z is plotted as a function of the circumferential
coordinate θ.6 In Figure 9.22b, the red dots are located along the curved surface
of the element, whereas the dashed blue line is a straight line going from the ﬁrst
to the last red dot. The curvature is not visible. As a reminder, there are 48
elements for an arc of 45 degrees.
Even though the curvature is insigniﬁcant in the circumferential direction,
several comments can be made about Figures 9.20 and 9.21. First of all, four
5More information about the interpolation functions and the local coordinates of the refer-
ence element can be found in Section 6.2.1, and in particular in Figure 6.2 page 86 and Equation
6.17 page 88
6The angular position is computed using the following formula:
θ = atan
(y
x
)
· 180
pi
.
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(a) (b)
Figure 9.22: Cross section in element 1469 illustrating minor curva-
ture in the circumferential direction
distinct stages (I to IV) can be identiﬁed. Figure 9.23 shows the shape of the
cone in a cross section in the middle of the pie at the transition between these
stages. (Element 1469 is highlighted in red.) The circumferential curvature is
located in a plane perpendicular to the plane of the ﬁgure. Thus, this (small)
curvature can not be visualized there. However, the purpose of this ﬁgure is not
to show the curvature but to compare the tool's position during its successive
contours with the element's position.
Figure 9.23: Position of the tool with respect to element 1469 in the
four stages of the evolution of the circumferential strain
for the 70-degree wall-angle cone
In the beginning of stage I, the tool passes, during its successive contours, at
a large distance from the element which is still in the region of the bottom of
the cone. The curvature of the element (in the circumferential direction) is then
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close to zero or slightly negative. When the contours approach, the element is
bent downwards (the lower surface being more under compression than the upper
one) and the curvature in the circumferential direction decreases until it reaches
a minimum at the end of the stage.
During stage II, the tool touches the element, whose curvature increases. Fig-
ure 9.24 shows the position of the tool during three diﬀerent contours: A, B, and
C. The curvature is minimal during contour A (beginning of the stage), passes
through zero during contour B and reaches a maximum during contour C (end
of the stage).
Figure 9.24: Position of the tool with respect to element 1469 during
stage II of the evolution in the circumferential strain for
the 70-degree wall-angle cone
During stage III, the element curvature starts to decrease again. Figure 9.25
shows again the position of the tool during three contours, C, D, and E, when
the element's curvature is maximum, zero and minimum, respectively.
Finally, in stage IV, the element's curvature increases up to contour G and
then reaches a steady state value, which corresponds to the curvature of the
cone wall. The radius of the curvature is equal to the inverse of the curvature.
This gives a radius of more than 1.3 m. This value is more than ten times
larger than the radius of the cone, which is 90 mm. The reason for this error is
probably the fact that the curvature is relatively minor (order of magnitude of
10−3) and computed by taking the diﬀerence between the small rotations in the
element's nodes. A slight error in the rotations produces a larger error in their
diﬀerence, hence in the curvature. Figure 9.26 shows the position of the tool
during contours E, F, and G, when the element curvature is minimum, zero and
maximum, respectively.
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Figure 9.25: Position of the tool with respect to element 1469 during
stage III of the evolution in the circumferential strain
for the 70-degree wall-angle cone
Figure 9.26: Position of the tool with respect to element 1469 during
stage IV of the evolution in the circumferential strain
for the 70-degree wall-angle cone
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b. Evolution during One Contour
After analyzing the global behavior of the material during the whole process, this
section focuses on an analysis of the evolution of circumferential strain during
one contour.
Figures 9.27 and 9.28, respectively, show the evolution of the circumferential
strain and the element's curvature in the circumferential direction during contour
C . Just as the comment made for Figure 9.18, the vertical dotted black lines rep-
resent the 48 elements in the circumferential direction and the red zone, element
1469 itself.
Bending Deformation Both Figures 9.27 and 9.28 clearly show the bending
and unbending eﬀect that the material undergoes when the tool approaches,
passes over the element, and moves away. This eﬀect is illustrated in Figure 9.29.
First, just before the tool touches the element, the element is bent downwards
(with the lower surface under compression and negative curvature). Then, when
the tool is above the element, it is bent upwards toward the tool (with the lower
surface under tension and positive curvature). Finally, when the tool moves
away, the element is once again bent (slightly) downwards before coming back to
a nearly ﬂat state.
Membrane Deformation During a given contour, the membrane strain does
not vary greatly, as can be seen by looking at the strain of the third integration
point in Figure 9.27. However, a close look at the curve shows that there are
two small oscillations. As a reminder, the contact element associated with the
COQJ4 shell element has four (two times two) in-plane integration points. Since
the tool is moving in the circumferential direction, these oscillations are due to
the fact that tool passes twice right above an integration point.
9.4.4 Radial Strain
a. Evolution during the Whole Process
The evolution of the radial strain of element 1469 is shown in Figure 9.30. In
order to smooth out the curves, only one point per contour was printed in Figure
9.32, where the horizontal axis represents the contour number instead of the time.
In addition to this, the curvature of element 1469 in the radial direction
(aligned with the wall of the cone) was also computed. Since the local y-axis
of the element is always approximately in this radial direction, the curvature was
computed using the following formula:
∂2X
∂r2
≈ ∂
2X
∂y2
=
∂2X
∂η2
(
∂η
∂y
)2
, (9.6)
where η is the local coordinate in the reference element corresponding to the y-
axis and ∂2X/∂η2 is computed using the interpolation functions of the element.
The evolution of this curvature is plotted in Figure 9.33.
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Figure 9.27: Circumferential strain of element 1469 during contour
C of the forming of the 70-degree cone
Figure 9.28: Curvature of element 1469 in the circumferential direc-
tion during contour C of the forming of the 70-degree
cone
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Figure 9.29: Bending and unbending eﬀect during one contour of the
70-degree cone; cross section along the circumferential
direction
Zoom see
Figure 9.47
Figure 9.30: Radial strain of element 1469 as a function of time for
the 70-degree wall-angle cone
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Bending Deformation The four stages identiﬁed during the evolution in the
circumferential strain have also been highlighted in Figures 9.32 and 9.33. The
ﬂexural strain is described schematically in Figure 9.31. As can be seen, in
stage I, the element's curvature is zero or slightly negative. The element is bent
downwards (lower surface in compression).
In stages II and III, the element's curvature is positive and the element is
bent toward the tool. The maximum curvature occurs during contour D and is
approximately equal to 0.2 mm−1. The radius of curvature is equal to the inverse
of the curvature. This gives a radius of 5 mm, which is the radius of the tool, as
expected.
In stage IV, its curvature is once again negative. It decreases ﬁrst until it
reaches a minimum, then increases until the element is almost ﬂat and aligned
with the wall.
Figure 9.31: Schematic description of the bending and unbending
of the material around the tool in the radial direction;
cross section in the middle of the pie
Membrane Deformation The strain of the third integration point, located in
the middle of the thickness, starts from zero and goes up to 420 %. The sine law
predicts a radial strain of 377 % using Green's tensor, as explained in Figure 9.34.
This theoretical value assumes that no change takes place in the circumferential
direction (plane-strain state) and that the element is projected vertically onto the
wall. Although these hypotheses are not completely true, there is only about a
10 % diﬀerence between this theoretical value and the simulated one. The global
trend of the curve can then be predicted in that way.
The zone of the tool's inﬂuence on the radial strain is not very large. Indeed,
if its inﬂuence is deﬁned as the contours during which the strain is within 2 %
of its extreme values, i.e., between 8 and 412 %, then its inﬂuence is limited to
contours 42 to 75. The position of the tool during these contours is plotted in
Figure 9.35. As expected, these correspond to the contours during which the tool
is touching or is very close to the element.
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Figure 9.32: Radial strain of element 1469 for each contour of the
70-degree wall-angle cone
Figure 9.33: Curvature of element 1469 in the radial direction for
each contour of the 70-degree wall-angle cone
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λ =
Lf
L0
=
1
sin (20◦)
r =
1
2
(
λ2 − 1) =
3.77
Figure 9.34: Prediction of the radial strain using the sine law
Figure 9.35: Position of the tool with respect to element 1469 in con-
tours 42 and 75, which deﬁne the limits of the inﬂuence
of the tool on the radial strain
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Figure 9.36: Radial strain of element 1469 during contour C of the
forming of the 70-degree cone
b. Evolution during One Contour
The evolution of the radial strain during contour C is shown in Figure 9.36. It
can be observed that the strains of all ﬁve integration points increase by approx-
imately the same amount when the tool passes over the element. The zone of the
tool's inﬂuence is very limited around the center of the element: it is approxi-
mately twice the circumferential length of the element, i.e., 2.5 mm, as was the
case for the thickness evolution.
9.4.5 In-Plane Shear Strain
The evolution of the in-plane shear strain during the whole process is shown in
Figure 9.37 for each of the ﬁve integration points across the thickness. Once
again, in order to smooth out the curves, only one point per contour was printed
in Figure 9.38, where the horizontal axis represents the contour number instead
of the time. The in-plane shear strain is related to the in-plane shear angle of
the element. For a general quadrilateral, this angle can be described as half the
deviation of the angle between the two medians from a 90-degree angle.7
Figure 9.39 shows the evolution of the shear angle during the successive con-
tours for three values of the friction coeﬃcient. Until this point, all the graphs
of this section were created with the results of the simulation without friction.
The analysis of the evolution of the shear angle without friction shows that the
shear angle decreases until contour 57. After that, it increases and stabilizes to
a constant value in the last twenty contours. The reason for this is that, from
contours 1 to 57, the radii of the tool contours are larger than the radius of the
7More information about the in-plane shear angle can be found in Appendix B, which de-
scribes the computation of the local axis of the COQJ4 shell element in detail. In particular,
the shear angle is equal to angle α in Figure B.4 page 201.
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Figure 9.37: In-plane shear strain of element 1469 as a function of
time for the 70-degree cone
center of element 1469, whereas from contour 58 until the end, the diﬀerent radii
of the contours are smaller than the radius of the center of element 1469. This
is illustrated in Figure 9.40, which shows the position of the tool during contour
57, in a cross section in the middle of the pie.
When the radius of a contour is larger than the radius of the center of element
1469, the tool always shears the element in the same direction, which decreases
the shear angle.8 On the other hand, when the radius of a contour is smaller than
the radius of the center of element 1469, the tool shears the element in the other
direction, which increases the shear angle. A simple proof of this phenomenon
is that increasing the friction between the tool and the sheet metal increases the
variations in the shear angle, as illustrated in Figure 9.39.
The last phenomenon related to shear is the so-called twist eﬀect. This eﬀect
is due to the fact that the successive contours of the tool are always performed
with the tool moving in the same direction. Since the outside radius of the
cone is clamped (represented by ﬁxed nodes), the twist eﬀect results in a global
twisting of the cone in the region of the wall, as illustrated in Figure 9.41. This
ﬁgure ﬁrst shows a top-view of the initial mesh, along with the initial positions,
in blue, of the nodes located in three vertical planes at 0, 22.5, and 45 degrees
from the horizontal x-direction. In addition, the positions of the same nodes are
superimposed on the ﬁgure, in green, at the end of the simulation, i.e., after 100
contours. Finally, the nodes belonging to element 1469 are colored in red, in both
their initial and ﬁnal positions. A zoom of the region around element 1469 is also
included.
8Conventionally, a positive shear angle α means that the medians of the element R 1P and
R 2P form an angle less than 90 degrees, using the notation deﬁned in Figure B.4 page 201.
Similarly, a negative shear angle means that the medians form an angle larger than 90 degrees.
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Figure 9.38: In-plane shear strain of element 1469 for each contour
of the 70-degree cone
Figure 9.39: Shear angle, in degrees, of element 1469 for each contour
of the 70-degree cone for diﬀerent values of the friction
coeﬃcient
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Figure 9.40: Position of the tool with respect to element 1469 in
contours 0, 57, and 100
Figure 9.41: Twist eﬀect of the 70-degree cone after 100 contours
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9.4.6 Strain Path
After having analyzed the evolution of circumferential, radial, and in-plane shear
strain components, this section will be dedicated to the analysis of the strain
path. Figures 9.42, 9.43, and 9.44 show the strain path of element 1469 for the
middle, lowest, and highest integration points, respectively, across the thickness.
The horizontal axis represents the circumferential strain (minor strain) and the
vertical one, the radial strain (major strain). In each ﬁgure, three contours were
highlighted in red (contours 49, 60, and 72) and a zoom on the strain path during
these contours was added on the right-hand side. These contours were chosen
because, according to Figure 9.23, contours 49 (=A) and 72 (=E ) delimit the
zone in which the tool touches element 1469, and contour 60 is approximately in
the center of that zone.
It can be seen in the three ﬁgures that the strain paths follow the typical zig-
zag patterns encountered during SPIF, as explained in the literature review in
Section 2.2. These patterns are due, on the one hand, to the almost monotonically
increasing radial deformation (major strain) during the whole process, and, on the
other hand, to the oscillations in the circumferential deformation (minor strain)
during each contour.
The diﬀerence between the strain paths of the lowest, middle, and highest
integration points comes from bending and unbending in the circumferential di-
rection. The strain paths of the lowest and highest integration points are quite
similar at ﬁrst glance. A closer look shows, however, that during each contour
the minor strain on one ﬁgure does exactly the opposite of the minor strain on
the other one.
Regarding the strain path of the middle integration point, a ﬁnal comment
can be made on Figure 9.42. For almost all the contours between 49 and 72, i.e.,
the contours during which the tool passes over element 1469, two oscillations can
be observed in the minor strain. This is especially visible in the zoom on the
strain path during contour 60. As was already mentioned in the analysis of the
membrane strain during one contour, these oscillations are due to the discrete
locations of the contact integration points.
9.4.7 Equivalent Stress Integrated over the Thickness
Figure 9.45 shows the evolution of the equivalent stress (integrated over the thick-
ness) as a function of time. Once again, in order to obtain a smoother curve,
Figure 9.46 shows only one point for each contour.
First, in this last ﬁgure, the equivalent stress increases from one contour to the
next until it reaches a ﬁrst local maximum around contour C. Then it decreases
slightly and increases again to reach its global maximum around contour E. As
a reminder, both the circumferential and the radial strains have their maximum
around contour E. However, there is no steady-state region at the end of the
process, as was the case for the thickness, the tool force, and the circumferential,
radial, and in-plane shear strains.
To understand this phenomenon, it is necessary to look at the evolution of the
strain in detail. Figure 9.47 shows a zoom on the evolution of the radial strain of
element 1469 as a function of time around the end of the process, an evolution
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Figure 9.42: Strain path of the middle integration point of element
1469 for the 70-degree cone, with zooms on contours 49,
60, and 72
Figure 9.43: Strain path of the lowest integration point of element
1469 for the 70-degree cone, with zooms on contours 49,
60, and 72
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Figure 9.44: Strain path of the highest integration point of element
1469 for the 70-degree cone, with zooms on contours 49,
60, and 72
Figure 9.45: Equivalent Von Mises's stress of element 1469 as a func-
tion of time for the 70-degree cone
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Figure 9.46: Equivalent Von Mises's stress of element 1469 for each
contour of the 70-degree cone
which was shown in Figure 9.30 for the whole simulation. Even though the radial
strain seemed stabilized at the end of the process, the zoom shows that there
are some small variations: the lower surface is stretched and the upper surface is
compressed slightly. This corresponds to a small unbending of the element.
These minor variations in the radial strain induce quite large variations in the
radial stress, shown in Figure 9.48, because of the large value of Young's modulus.
This explains the variations observed in the equivalent stress integrated over the
thickness.
9.4.8 Summary of the Four Stages
The evolution of the components of the strain tensor and of the equivalent stress
(integrated over the thickness) of element 1469 have been summarized in Table
9.3.
During stage I, there is almost no variation because the tool is far from element
1469 during its successive contours.
Next, during stage II, the tool starts to touch the element and inﬂuences all
the variables.
Then, in stage III, the inﬂuence of the tool is even larger. The size of the
contact zone reaches its maximum around contour D, where there is a peak in
the ﬂexural radial strain.
Finally, during stage IV, the tool moves away from the element. In particular,
contour E is the last one during which there is a contact between the tool and
the element. At the end of the simulation, after contour G, all components are
almost stable, except some small elastic variations in the strain components,
which induce quite large variations in the stress.
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Figure 9.47: Zoom around the end of the process on the evolution of
the radial strain of element 1469 as a function of time for
each of the ﬁve integration points across the thickness
Figure 9.48: Zoom around the end of the process on the evolution of
the radial stress of element 1469 as a function of time for
each of the ﬁve integration points across the thickness
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9.5 Conclusions
To conclude this chapter on the analysis of the deformation mechanism during
SPIF, several comments should be made. As a reminder, this analysis was per-
formed on a 70-degree wall-angle cone with a depth of 30 or 50 mm. These parts
were simulated using a 45-degree pie mesh made of shell elements.
Firstly, it should be noted that this partial mesh was able to reproduce the ex-
perimental shape accurately. In addition, the use of rotational-symmetry bound-
ary conditions at the edges of the pie proved to be useful in the prediction of the
twist eﬀect.
The prediction of the thickness, however, was slightly less accurate, although
acceptable in most regions. In particular, the location of the minimum thickness
could not be predicted, even when friction was taken into account. The main
reason for this is the use of a shell element which requires a plane-stress mechanical
law.
Secondly, concerning the tool force, neither its general evolution nor its level
was accurately predicted. Multiple reasons for this phenomenon were tested in
this thesis and in literature by Bouﬃoux. The conclusion of this study is that a
mixed-type isotropic-kinematic hardening law with accurate material parameters
is required. In addition, a more advanced solid-shell element using a 3D me-
chanical law and being able to take through-thickness shear into account should
be used. Indeed, the plane stress hypothesis of classic shell elements induces an
error in the force prediction. Finally, when simulating a part whose wall angle is
close to the failure angle, the mechanical law should be able to take damage into
account in order to predict the large drop in the force observed experimentally.
Such an element was unfortunately not yet available in Lagamine at the
time of this study. Still, the simulated tool force could be used to estimate the
experimental friction coeﬃcient.
In addition to these global predictions, a detailed analysis of the behavior of
a single element was performed. Four stages in its behavior were identiﬁed and
the evolution of the strain components and in the equivalent stress was analyzed
in each of these stages. It was found that the radial strain is the quantity with
the most inﬂuence on the global behavior of the element. Its value at the end of
the simulation is more than 400 % (using Green's tensor). On the other hand,
the circumferential component remains small (around 3 %) and oscillates consid-
erably. However, this component should not be ignored because it is responsible
for the zig-zag pattern observed in the strain path evolution, which plays a role
in the prediction of failure during SPIF.
In addition, the evolution of the strain and stress was studied for one contour,
eﬀectively showing the bending and unbending eﬀect when the tool approaches
and moves away from an element.



Conclusions and Perspectives
Modeling the incremental forming process is an ambitious task. Indeed, the level
of deformation reaches considerable proportions for some elements (much more
so than in a more classic forming process such as deep drawing). In addition, a
large area of the part is never touched by the forming tool, so the quality of its
overall shape prediction is highly dependent on the quality of the element used.
In light of these obstacles, adapting a ﬁnite element code to model the process
in a fast and accurate manner is even more ambitious. Nevertheless, this was and
continues to be the aim of the project behind the present work.
The ﬁrst step toward modeling the incremental forming process was to gain
in-depth knowledge of the process itself. Therefore, this thesis began with a
bibliographic review of the work previously undertaken by other researchers in
this ﬁeld, from both experimental and numerical points of view. Within the
SeMPeR project, the monthly meetings and fruitful discussions with its scientiﬁc
and industrial partners helped greatly in the search for a better understanding of
the process.
Original syntheses emerged from this bibliographic study. In particular, the
limitations of the incremental forming process and possible means for pushing
these boundaries further were evaluated. Moreover, a thorough investigation of
the enhanced formability observed in incremental forming was performed, provid-
ing an overview of the latest explanations for this highly-debated phenomenon.
With respect to the state of the art in ﬁnite element modeling of the incre-
mental forming process, the main observation drawn from this review was that,
in order to produce more accurate results and reduce the computation time, most
authors chose to employ shell elements and a dynamic explicit integration scheme.
Given the objective of this thesis, namely to produce a rapid simulation tool, this
approach was also taken by the author and a signiﬁcant amount of time was spent
on these topics in the second part of this thesis.
At the beginning of the study, only one shell element was available within
the FE code Lagamine. This element, however, suﬀered from numerous, severe
problems and limitations. The ﬁrst task was, therefore, to assess its performance
and correct its problems in order to make it functional. This element was required,
not only for this study but also for others in progress, because brick elements are
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not well adapted to simulations of sheet metal forming. Thanks to the author's
work on this element in the code, other researchers requiring this type of element
have been able to beneﬁt from its advantages in their own work.
Once this was accomplished, the use of a dynamic explicit integration scheme
to simulate incremental forming required the development of a new strategy to
take into account the contact between the tool and the metal sheet. Once again, in
the search for lower computation time and higher eﬃciency, this contact strategy
was designed especially with the distinctive features of the incremental forming
process in mind. The solution adopted with respect to the tool's position and
spherical shape simpliﬁed the contact search, resulting in more eﬃcient and more
accurate results.
Following its implementation, this newly-developed technique was validated
thanks to a large series of simulations. The contact proved indeed to be more
accurate and the computation time dedicated to it was minimal. Unfortunately,
on the whole, these simulations were not as accurate as those performed with
an implicit strategy, nor did they bring about a signiﬁcant reduction in overall
computation time as expected.
After further research, it was found that the main reason for this setback in
the results was the lack of an eﬃcient numerical damping algorithm in the ﬁnite
element code. Therefore, the undesirable inertia in the equilibrium equation could
not be reduced to an acceptable level; in addition, this lack prevented the use of
large mass-scaling factors, at the cost of increased computation time.
At that time, it was decided not to continue investigating the dynamic explicit
strategy, the reason for which was twofold. First, the project was originally funded
on a four-year basis, which meant that the work necessary for modifying the ﬁnite
element code to correct the accuracy and mass-scaling problems would have been
excessively time-consuming. Secondly, given the large amount of experimental
data available through the SeMPeR project, it was considered wiser to dedicate
the remaining time in the thesis to detailed validations of the simulation tool
using an implicit strategy. Thus, instead of concentrating on purely numerical
aspects of simulating incremental forming, this thesis beneﬁted from the valuable
experimental contributions from the project's team.
Because of this decision, the third part of this thesis focused on the use of
classic implicit simulations to study the material behavior during incremental
forming. However, this choice was not without its own complications: this study
required a very detailed mesh, whereas the computation time of implicit simu-
lations increases rapidly with the number of elements. For this reason, a sim-
pliﬁcation technique was developed to simulate the forming of parts with rota-
tional symmetry. A relatively small portion of the metal sheet was meshed with
purpose-built boundary conditions replacing the missing material. Then, a sim-
ulation incorporating this simpliﬁcation was compared to a complete simulation.
This technique proved to be highly eﬃcient: the computation time was reduced
by a large factor of more than seventy, with only a slight decrease in accuracy, so
long as the maximum level of deformation reached by the elements was limited.
This technique was ﬁnally applied to the simulation of a cone, whose results
were compared to experimental measurements in terms of shape, thickness, and
predicted tool force. In addition, the evolution of multiple variables, such as the
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strain and stress tensor components, was studied during the simulation in order
to gain a better understanding of the deformation mechanism.
In these simulations, the tool force appeared to be highly sensitive to the
quality of the material law. Therefore, the law's parameters need to be identiﬁed
with care in order to reach acceptable force predictions. Moreover, the use of
a mixed-type isotropic-kinematic hardening law seems to be required, given the
serrated strain path to which the material is subjected.
Signiﬁcant progress has been achieved in understanding as well as modeling
the incremental forming process itself. However, there are still a number of areas
that have yet to be resolved or investigated, as shown by these latest results.
On the one hand, the dynamic explicit strategy seems to be a very promising
solution to the problems of accuracy and lengthy computation time. However,
using this strategy would require, in turn, the development of a more advanced
damping technique, for two reasons. First, damping would make the use of larger
mass-scaling factors possible, thereby reducing the computation time. Then, it
would decrease the parasitic oscillations due to large inertia terms added to the
system, which would help increase the accuracy of these simulations.
On the other hand, the existing ﬁnite element code does not contain a more
advanced shell element, which is a major drawback. Indeed, the extensive use of
the existing shell element using an implicit strategy showed that this element is
not perfectly adapted to incremental forming. As a result, it would be necessary
to develop a solid-shell element, which is (unlike classic shell elements) not limited
to plane-stress laws. Such an element could be used with much more advanced
mechanical laws including damage modeling, could take the through-thickness
shear into account, and would most likely solve the problem of the inaccurate
force prediction.
Finally, a remeshing technique has been recently developed for the ﬁnite el-
ement code. This technique, which seems very promising in the reduction in
computation time, should be tested for modeling incremental forming.
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Appendix A
New Lagamine Routines
A.1 Main Routines
The program is composed of several routines.
MINCFO Description of the module containing the shared variables used by
the algorithm.
MST_MAIN Main routine containing the structure of the program.
MST_CORNER Routine that gives the list of nodes of one surface of a given ele-
ment.
MST_NODF Routine that computes the acceleration of the nodes of the top
surface of an element for three diﬀerent unit contact forces.
LPROXEL Routine that computes the list of elements close to the tool at a
given time.
PROXIM Proximity criterion used by LPROXEL.
MST_PCONT Routine that computes, for each element, the location of the unique
potential contact point [HEN05a, page 81].
MST_GROUP Routine that extracts, from the set of contact points, the potential
contact points [HEN05a, page 81].
MST_SYSTEM Routine that writes the system of equations linking the contact
forces to the distances and relative velocities between the contact
points and the tool.
MST_DISVEL Routine, used in MST_SYSTEM, that computes the right-hand side
of the system of equations.
MST_SENSIB Routine, used in MST_SYSTEM, that computes the left-hand side of
the system of equations.
MST_SOLVE Routine, downloaded from Lapack [LAPACK], that solves a non-
symmetric linear system of equations.
INIT_INCFO Routine used in INITB in order to initialize the module and some
variables.
FCONEL Preprocessor routine that computes the connectivity matrix.
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CONEC(1)
CONEC(2)
CONEC(3)
CONEC(4)
CONEC(5)
x∗1
x 0
x˙∗0
x¨∗0̂˙x∗1
-
MST
x∗1 + ∆x 1
x 0
x˙∗0 + ∆x˙ 0
x¨∗0 + ∆x¨ 0̂˙x∗1 + ∆x˙ 1
=
x 1
x 0
x˙ 0
x¨ 0
x˙ 1
Figure A.1: Time step in a dynamic explicit strategy
A.2 Shared Variables
The program uses several shared variables, which are accessible whenever the
module MINCFO is used. A short description is presented in Table A.1. A more
thorough description can be found in the module itself, within the sources of the
Lagamine code.
A.3 Program Structure
A.3.1 General Considerations
The goal of the program is to adjust the intensity of the contact forces at the
beginning of the time step in order to achieve the desired conditions  as far as
the distance and relative velocity with respect to the tool are concerned  at the
end of the time step.
The program is called at the beginning of the time step, more precisely in
LAMIN2 between the subroutines INIDDL and NORME1. At this time, the end-of-
step positions have already been calculated, but based on the initial accelerations
without taking the contact forces into account. The content of the variable CONEC,
for a given node, is presented in Figure A.1.
Throughout the rest of this chapter, a distinction will be made between the
new potential contact points and the old contact points. The new potential contact
points are the potential contact points at the end of the current step. The old
contact points are the contact points at the end of the previous step for which
there was a real contact. In other words, if there is no interpenetration with the
tool on some new potential contact points without adding any contact force to
the corresponding old contact point, those points will be ignored for the next
step.
Provided that there is an equal number of old and new contact points, the
program has to adjust the initial acceleration of the old contact point  three
components for each point  in order to adjust geometric conditions at the new
contact points  three geometric quantities.
The ﬂow chart presenting the general structure of the Moving Spherical Tool
algorithm is shown on page 197. The diﬀerent parts will be discussed in detail in
the next sections of this chapter.
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Variable Description
MAXELEM Maximum number of elements in the neighborhood of
the tool
MAXPC Maximum number of contact points
MAXPC3 Maximum number of unknowns (3× MAXPC + 1)
DEBUG_MST Flag for printing debug messages
INCFO Indicator of whether (1) or not (0) the simulation uses
the Incremental Forming method
MAXELC Maximum number of elements connected to a given el-
ement
NBIFOR Number of integers in vector IFORM
NBRFOR Number of reals in vector RFORM
MCONEL(MAXELC,NELEM) Connectivity matrix
IFORM(NBIFOR) Vector of integer parameters
RFORM(NBRFOR) Vector of real parameters
IENEAR(MAXELEM) Vector of elements near the tool
INVELE(NELEM) Vector indicating the position of all the elements of the
mesh in the vector IENEAR (if 6= 0)
ITISSHELL Indicator of whether (1) or not (0) the simulation uses
shell elements (COQJ4) for the simulation
NDIM Number of DOF per node
NNODE_FACE Number of nodes per element face (4)
DATA_ELEM(56,MAXELEM)Matrix containing the real numbers that need to be
stored regarding the elements in the neighborhood
INFO_ELEM(3,MAXELEM) Matrix containing the integer numbers that need to be
stored regarding the elements in the neighborhood
LISTE_PCONT(MAXPC) Vector containing the list of element numbers that had
contact at the end of the previous step
THICKNESS_SHELL Thickness of the shell elements
XYZ_PCONT(3,MAXPC) Matrix containing the contact positions of the elements
in LISTE_PCONT
RST_PCONT(9,MAXPC) Matrix containing the local reference frame at the con-
tact position for the elements in LISTE_PCONT
FORCE_MST(3) Vector containing the total force on the Moving Spher-
ical Tool
NUM_C Number of contact points in the list LISTE_PCONT
XYZO(3) Vector containing the coordinates of the tool at the pre-
vious step
VITO(3) Vector containing the velocity of the center of the tool
at the previous step
INI Indicator of whether (1) or not (0) this is the ﬁrst time
the simulation calls LPROXEL
IWRK Flag for printing the dynamic and internal energy in the
ﬁle NTWRK (performed in PRISUM and LAMIN2)
Table A.1: Shared variables
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A.3.2 Nodal Forces
The ﬁrst step to perform is the computation of the nodal forces. For every old
contact point, the routine MST_NODF computes the change in acceleration of the
four nodes of the element if three unitary contact forces are added at the contact
point. These unitary contact forces correspond to one normal and two tangential
forces.
A.3.3 New Neighborhood
The next step deals with updating the neighborhood. The routine LPROXEL
searches for the list of elements which are close to the new tool position, i.e.,
satisfying a given proximity criterion (stored in routine PROXIM). More details
can be found in the present author's Masters thesis [HEN05a, page 79].
A.3.4 New Theoretical Contact Points
For each element in the new neighborhood, the routine MST_PCONT searches for
one and only one theoretical contact point. This point is deﬁned as the point
from which the perpendicular to the element surface goes through the tool cen-
ter. The search is done iteratively. Starting from an approximate location (the
previous contact point if applicable, the center of the element surface otherwise),
the solution progressively converges towards the correct point. If this point should
happen to be outside the element surface, the point's location is limited to the
closest edge or corner point.
A.3.5 New Potential Contact Points
When this information is available, the routine MST_GROUP identiﬁes the real
potential contact points according to three diﬀerent possibilities:
• if a theoretical contact point is inside the element surface, it is considered
a real contact point;
• if a theoretical contact point is located on an edge, it is considered a real
contact point if and only both elements sharing this edge indicate contact
there;
• if a theoretical contact point is located on a corner, it is considered a real
contact point if and only if all of the elements sharing this corner indicate
contact there.
In all other cases, the theoretical contact point is ignored. More details about
this section and the previous one can be found in Section 5.3.1.
A.3.6 Selection of Some Potential Contact Points
In order to be able to solve the contact conditions, the algorithm must ensure
that there is the same number of old contact points (three unknowns for each)
and new contact points (three equations for each).
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In most cases, the number of new contact points is larger or equal to the
number of old ones. This is due to the fact that the old contact point list contains
only the points for which there was a real contact at the previous time step,
whereas the new contact point list contains all the possible points. It is most
likely that the old contact points' locations will have moved according to the tool
displacement during the time step. Knowing that, the algorithm will select, for
each old contact point, the new contact point which is closest to the old location
shifted by the tool displacement. The other new potential contact points will
be kept in order to check if those points should also have been considered real
contact points, i.e., if there is interpenetration with the tool. If this is the case,
those points will be kept in the list of old contact points for the next step. This
mechanism allows the number of contact points to increase, which is required for
the algorithm to start.
In the (rare) cases where the number of new potential contact points is strictly
smaller than the number of old ones1, the algorithm will work backwards. For
each new contact point, it will select the old contact point whose location, shifted
by the tool displacement, is closest to the new contact point's location. Finally,
the contact forces on the other old contact points will be set to zero.
A.3.7 System Solution
There is now a one-to-one relation between the old contact points and the new
potential contact points. The algorithm now has to write the equations linking
the desired geometric quantities to the contact forces and to solve the system.
This is done in the routine MST_SYSTEM. The general equations are described in
the author's Masters thesis [HEN05a, page 82]. For a given potential contact
point, the three corresponding terms on the right-hand side are computed in the
routine MST_DISVEL. For a given potential contact point and a given old contact
point to which the contact forces are applied, the corresponding nine terms on
the left-hand side are computed in the routine MST_SENSIB.
When the global system is written, a hypothesis is made on the type of contact
of each contact points. Given this hypothesis, the general equations are adapted
as described in Section 5.3.4. The system of equations is solved by the routine
MST_SOLVE. If any of the hypotheses are not satisﬁed, it will be necessary to
iterate on the type of contact.
Finally, when all the conditions are satisﬁed, the program must check if some
of the new contact points that were ignored are in contact with the tool. In that
case, these points will be considered old contact points for the next iteration.
A.3.8 Updating of CONEC
The last step, performed at the end of the routine MST_MAIN, is to update the
initial acceleration, initial velocity and ﬁnal position in the variable CONEC. In
addition, all the contact forces are summed into one global tool reaction. Finally,
1This happens, for instance, if two old contact points were signiﬁcantly close to each other,
located on either sides an edge, at the beginning of one step, and they became only one point
on the edge at the end of the time step.
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the data concerning the new contact points are copied into the old ones, which
are part of the module MINCFO and, so, will be kept for the next step.
A.3.9 Flow Chart of the MST Method
The ﬂow chart of the MST method is presented in the next page.
MST_MAIN Moving Spherical Tool - Compute the change of initial acceleration that leads tothe appropriate end-of-step position and velocity
MST_CORNER
Loop over old
Contact Points
End of loop
MST_NODF
LPROXEL
MST_CORNER
Loop over new
neighborhood
End of loop
MST_PCONT
MST_GROUP
MST_SYSTEM
Update initial acceleration, final position and velocity
Compute tool force
Copy new variables into old ones
MST_CORNER
Loop over new
Contact Points
End of loop
MST_DISVEL
MST_CORNER
Loop over old
Contact Points
End of loop
MST_SENSIB
Iterations
End of iterations
MST_SOLVE
Adapt system of equations to types of contact
Hypothesis on the type of contact
Verify the contact conditions and change hypothesis
on the type of contact if necessary
When every contact condition is satisfied
Compute nodal accelerations for unit contact
forces on old contact point
Nodes of the top surface of this element
Update neighborhood (uses MST_CORNER and PROXIM,
containing the proximity criteria)
Compute new contact point (unique if element
considered infinite)
Nodes of the top surface of this element
Extract the new potential contact points from the
set of new contact points
Compute the contact forces necessary to satisfy
geometric conditions
Compute initial distance and relative velocities
from this new contact point
Nodes of the top surface of this element
Compute the sensibility of the distance and
relative velocities of the new contact point if a
force is added on the old contact point
Nodes of the top surface of this element
Solve the system of equations
Selection of a number of new contact points equal to the number of old contact points
using a proximity criterion (taking the tool displacement during the time step into account)
If some new potential contact points were ignored (because the number of new contact points
was larger than the number of old ones), check if there is interpenetration with the tool.
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Appendix B
Local Axes of the COQJ4
Element
The orientation of the local axis of the element does not depend on the curvature
of the element. Its deﬁnition is given below.
Figure B.1: Global and local reference frame of an element
The element's center of gravity is computed by averaging the positions of the
four nodes:
G = (X 1 +X 2 +X 3 +X 4) /4. (B.1)
Since the four nodes of the element may not be co-planar, the mid-plane of
the element is deﬁned by one point, the center of gravity G, and two unit vectors
aligned with the medians of the quadrilateral:
R 1 =
X 2 +X 3
2
− X 1 +X 4
2
; R 1P =
R 1
‖R 1‖
(B.2)
and
R 2 =
X 3 +X 4
2
− X 1 +X 2
2
; R 2P =
R 2
‖R 2‖
. (B.3)
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The normal to the mid-plane is computed by taking the cross product of those
two vectors:
R 3 = R 1P ∧R 2P ; R 3B =
R 3
‖R 3‖
. (B.4)
Figure B.2 shows the three vectors R 1P , R 2P and R 3B. Figure B.3 illustrates
the possibility that the mid-plane may not contain the nodes of the element.
Figure B.2: Local axis of the element
Figure B.3: Mid-plane of the element
Since the element is a general quadrilateral, its medians R 1P and R 2P are
not necessarily perpendicular to each other. In order to deﬁne the local axis
of the element, this must be corrected. The ﬁrst idea would be to keep one of
the vectors, for example, R 2P , and choose another one in the mid-plane of the
element by taking the following cross product:
R 2P ∧R 3B. (B.5)
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However, this would break the symmetry of the vectors. So, the solution
chosen in the element is the following. First, it should be noted that the vector
R 1PP = (R 2P ∧R 3B) +R 1P (B.6)
is the bisector of the two vectors R 1P and R 2P ∧ R 3B but is not normalized.
Therefore, the two vectors
R 1B =
R 1PP
‖R 1PP‖
(B.7)
and
R 2B = R 3B ∧R 1B (B.8)
are orthogonal to each other and form the same angles α with respect to R 1P
and R 2P , as illustrated in Figure B.4. The local axis is then deﬁned by the three
vectors R 1B, R 2B, and R 3B.
R 1B
R 1P
R 2P ∧R 3B (R 2P ∧R 3B) +R 1P
R 3B
R 2P
R 2Bα
α
Figure B.4: Orthogonalization of the local axis
The rotation matrix to transform global coordinates into local ones is deﬁned
by
R =
 R1x R2x R3xR1y R2y R3y
R1z R2z R3z
 . (B.9)

Appendix C
Material Parameters
The material parameters presented in this chapter correspond to the AA3003-O
aluminum alloy. This material is a fully annealed aluminum that was supplied
by Corus. In addition to aluminum, this alloy contains traces of other chemical
elements. Its chemical composition is presented in Table C.1.
Si Fe Cu Mn Zn
0.2 0.6 0.08 1 0.01
Table C.1: Chemical composition (in weight %) of the AA3003-O
aluminum alloy
C.1 Hill's Yield Locus
The material parameters of Hill's 1948 yield locus were determined at the MTM
Department of the Catholic University of Leuven (KUL) using Lankford's coef-
ﬁcients, also called anisotropy coeﬃcients. These coeﬃcients are deﬁned as the
ratio between the plastic strain rate in the width direction plw and in the thick-
ness direction plth during uniaxial tensile tests performed at a given angle from
the rolling direction of the metal sheet:
rL =
˙plw
˙plth
. (C.1)
Therefore, three tensile tests were performed at 0, 45, and 90◦ from the rolling
direction of the sheet and the three Lankford's coeﬃcients were measured:
r0 = 0.68
r45 = 0.73
r90 = 0.66.
Lankford's coeﬃcients can be written as functions of the six Hill parameters:
r0 =
H
G
, r90 =
H
F
and r45 =
2N − F −G
2 (F +G)
. (C.2)
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These equations can be inversed if three additional constraints are added H+G =
2 and N = L = M . In that case, Hill's parameters can be computed using the
following equations:
G =
2
1 + r0
, H = 2−G, F = H
r90
,
N = L = M = (F +G)
(
r45 +
1
2
)
.
(C.3)
The values of Hill's coeﬃcients are given in Table C.2.
Parameter Value
F 1.224
G 1.193
H 0.807
N = L = M 2.977
Table C.2: Hill's 1948 yield locus parameters for AA3003 identiﬁed
with three tensile tests only
During his PhD at the University of Liège, Flores developed a biaxial testing
machine [FLO06]. With this machine, it is now possible to perform a large tensile
test and a shear test separately, consecutively or simultaneously.
Using this machine, a simple shear test was performed on the same aluminum
alloy. The same shear test was also simulated with Lagamine using the pa-
rameters identiﬁed using only Lankford's coeﬃcients, as presented above. The
numerical results were quite diﬀerent from the experimental ones. For this reason,
Bouﬃoux used an inverse method to recalibrate the parameter N of Hill's yield
locus, which is the only one to have an inﬂuence on the shear results [BOU08b].
This modiﬁcation of the N parameter is related to the texture evolution during
the shear test, as demonstrated by Flores in his thesis [FLO06] and in an article
by Flores et al. [FLO07]. Indeed, the authors proved that changing only the hard-
ening parameters when identifying a material law was not enough to obtain an
accurate prediction of both a tensile test and a shear test. The reason for this is
that when a material undergoes large deformations, the shape of the yield surface
evolves with the change of texture. Since Hill's yield locus is a simple phenomeno-
logical law and its parameters are kept constant during deformation, they should
be chosen in such a way that they represent the average value of the shape of
the yield surface for the diﬀerent material states reached during the process to be
simulated with the model. With this aim in view, Bouﬃoux focused her research
on the development of the best identiﬁcation procedure for the material models
used to simulate SPIF. In particular, she analyzed the inﬂuence of the choice of
tests used to identify the material parameters on the accuracy of the forming
forces and part shapes during SPIF [BOU08b, BOU08a, FLO07, BOU07].
The new values of Hill's parameters are given in Table C.3. These parameters
were used throughout this thesis in all the simulations.
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Parameter Value
F 1.224
G 1.193
H 0.807
N = L = M 4.06
Table C.3: Hill's 1948 yield locus parameters for AA3003 identiﬁed
with three tensile tests and a shear test
C.2 Isotropic Hardening
In order to identify the parameters of the hardening law, the simplest solution was
to ﬁt Swift's isotropic law (power law) on a tensile test result. The stressstrain
curve obtained is shown in Figure C.1, along with the experimental measurements.
The material parameters are given in Table C.4, with σ0F being the initial yield
stress. The elastic parameters, E and ν, were identiﬁed at the VUB using an
acoustic method.
Figure C.1: Stressstrain curve for AA3003-O
Parameter Value [Unit]
E 72600 [MPa]
ν 0.36 [-]
σ0F 42.97 [MPa]
K 180 [MPa]
0 0.00109 [-]
n 0.21 [-]
Table C.4: Elastic and isotropic hardening parameters for AA3003
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C.3 Mixed Isotropic-Kinematic Hardening
C.3.1 Identiﬁcation for the BWD3D Brick Element
A more advanced hardening law can be identiﬁed by inverse modeling. Using the
experimental results of a tensile test, a Baushinger test (shear and reverse shear)
and an indent test (ﬁrst part of the line test), Bouﬃoux identiﬁed the parameters
of both Armstrong-Frederick's and Ziegler's kinematic hardening laws using an
inverse modeling technique [BOU08b].
By deﬁnition, a material law is supposed to represent the behavior of the
material and be independent of the FE type for which it will be used. In prac-
tice, however, this is not the case since the element itself has a small internal
stiﬀness which is due to the anti-hourglass energy modes. For this reason, Bouf-
ﬁoux performed two identiﬁcations: one using simulations performed with brick
(BWD3D) elements and one with shell (COQJ4) elements. This section only
gives the material parameters obtained for the brick elements, as shown in Tables
C.5 and C.6.
It can be seen that for Armstrong-Frederick's kinematic hardening parameters,
the yield surface used was Hill's, whereas for Ziegler's, Von Mises's simple law
was used. Even though Hill's yield locus is more accurate since it was measured
for the actual material, Ziegler's hardening is the only kinematic hardening law
available in Abaqus and it can only be used with Von Mises's yield locus. Since
it was interesting to be able to compare simulation results obtained with both
Lagamine and Abaqus FE codes with the same constitutive law, this choice
seemed logical.
Yield surface Swift's law Back-stress
coeﬃcients parameters data
F = 1.224 K = 120.2 CX=29.7
G = 1.193 0 = 9.26 10
−4 Xsat=26
H = 0.8067 n = 0.288
N = L = M = 4.06
Table C.5: Armstrong-Frederick's parameters identiﬁed with brick
elements
Yield surface Swift's law Back-stress
coeﬃcients parameters data
F = G = H = 1 K = 175.0 CA = 800
N = L = M = 3 0 = 1.5 10
−4 GA = 45.9
n = 0.328
Table C.6: Ziegler's parameters identiﬁed with brick elements
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C.3.2 Identiﬁcation for the COQJ4 Shell Element
This section gives the material parameters identiﬁed by Bouﬃoux using an in-
verse modeling technique and simulations performed with shell (COQJ4) elements
[BOU08b]. The parameters of both Armstrong-Frederick's and Ziegler's laws are
given in Tables C.7 and C.8.
Yield surface Swift's law Back-stress
coeﬃcients parameters data
F = 1.224 K = 111.0 CX=51.4
G = 1.193 0 = 5.0 10
−4 Xsat=46
H = 0.8067 n = 0.266
N = L = M = 4.06
Table C.7: Armstrong-Frederick's parameters identiﬁed with shell el-
ements
Yield surface Swift's law Back-stress
coeﬃcients parameters data
F = G = H = 1 K = 94.0 CA = 3000
N = L = M = 3 0 = 8.3 10
−5 GA = 56.9
n = 0.266
Table C.8: Ziegler's parameters identiﬁed with shell elements
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