Introduction
Let E be a finite-dimensional vector space over R and G a group of linear transformations of E leaving invariant a nondegenerate quadratic form B. The action of G on E extends to an action of G on the ring of polynomials on E. The fixed points, the G-invariants, form a subring. The G-harmonic polynomials are the common solutions of the differential equations formed by the G-invariants. Under some general assumptions on G it is shown in w 1 that the ring of all polynomials on E is spanned by products ih where i is a G-invariant and h is G-harmonic, and that the G-harmonic polynomials are of two types:
1. Those which vanish identically on the algebraic variety Na determined by the G-invariants;
2. The powers of the linear forms given by points in /Vc.
The analogous situation for the exterior algebra is examined in w 2. Section 3 is devoted to a study of the functions on the real quadric B=I whose translates under the orthogonal group 0(B) span a finite-dimensional space.
The main result of the paper (Theorem 3.2) states that (if dim E > 2)these functions can always be extended to polynomials on E and in fact to 0(B)-harmonic polynomials on E due to the results of w 1.
The results of this paper along with some others have been announced in a short note [9] . w 1. Decomposition of the symmetric algebra Let E be a finite-dimensional vector space over a field K, let E* denote the dual of E and S(E*) the algebra of K-valued polynomial functions on E. The sym-(1) This work was partially supported by the National Science Foundation, NSF GP-149. metric algebra S(E) will be identified with S((E*)*) by means of the extension of the canonical isomorphism of E onto (E*)*. Now suppose K is the field of real numbers R, and let C~r be the set of differentiable functions on E. Each X E E gives rise (by parallel translation) to a vector field on E which we consider as a differential operator ~(X) on E. Thus, if
/ E C ~ (E), ~(X) / is the function Y--> {(d/dt) (]( Y § tX))~t =o on E. The mapping X--> ~(X)
extends to an isomorphism of the symmetric algebra S(E) (respectively, the complex symmetric algebra SC(E)=C(~)S(E)) onto the algebra of all differential operators on E with constant real (resp. complex) coefficients. 
Let H be a subgroup of the general linear group GL(E). Let I(E) denote the set of H-invariants in S(E) and let I+ (E) denote the set of H-invariants without constant term. The group H acts on E* by (h.e*)(e)=e*(h-i.e), hEH, eEE, e*EE*, and we have I+(E*)~I(E*)cS(E*). An element pESC(E *) is called H-harmonic if ~(J)p=0 for all J EI+(E). Let H+(E *) denote the set of H-harmonic polynomial functions and put H(E*)=S(E*)N H~(E*). Let It(E) and F(E*), respectively, denote the subspaces of SO(E) and Sr *) generated by I(E) and I(E*
which shows that multiplication by /~(Q) is the adjoint operator to the operator ~(Q).
Now suppose H leaves B 0 invariant; then (,} is also left invariant by H and ~(F(E)) = I~(E*).
Let P be a homogeneous element in SO(E) of degree /c. If n is an integer ~> k then the relation
can be verified by a simple computation. Proo/. Let 
A= F+ (E*) Sc(E*).
Then NH is the variety of common zeros of elements of the ideal A. By Hilbert's Nullstellensatz (see e.g. [18] , p. 164), the polynomials in S~(E *) which vanish identically on NH constitute the radical VA of A, that is the set of elements in S~(E *) of which some power lies in A. Since A is homogeneous, ~/A is easily seen to be homogeneous so the lemma follows from
H2(E*)= HC(E *) N ~A.
If C and D are subspaces of an associative algebra then CD shall denote the set of all finite sums ~ c~ d~ (ci E C, d~ E D). 
S( W~)~ = (X + (W~) S(W~))~ + H( W~)~
is quickly established for each integer k>~ 0. Now (3) follows by iteration of (5). In order to prove (4) consider the orthogonal complement M of (HI(W~))k in (Hc(W~))k.
Let q e (Hc(W~))k, Q = lt~ -l(q). Then q eM~[0(Q) h] (0) = 0 for all h e (H 1 (W~))k ~(Q)((X*)k)=0 for all XENv. In view of (2) 
H~ = H 1 (V~) + H 2 (V~), (direct sum).
We shall reduce this theorem to 
However, since (T 1 + its) 9 Z = T 1 9 Z + iT 2 9 Z for Tt, T~ E go, Z E V it is clear that (6) holds for all T E g so, by the connectedness of G, B is left invariant by G. functions on V* to V~ and to W~ respectively, the isomorphisms
AI: S(V)-+SC(Vo), A2: S(V)-+SC(Wo).
Then we have the commutative diagram
S~(Vo) . A, #(v) A, .s~(wo)
Corresponding to the actions of G o on Vo, of U on Wo and of G on V we consider the spaces of invariants I~ Ic(Vo), lr F(W~) and I(V), I(V*). where (~z is the derivation of S(V*) which satisfies (0z " v*) (X) = v* (Z " X) for v*E V*, X E V. However 0z can be defined for all Z E ~ by this last condition and (8) The second statement follows from the first, taking into account (1) and the diagram above.
Proo/. Since GonG it is clear that ]tl(I(V*))~F(V~). On the other hand, let pEI~(V~). If ZEg 0 let dz denote the unique derivation of Sc(V~)which satisfies
(dz" v*) (X) = v* (Z. X) for v* E V~, X E V 0. Then dz.p=O.
LgMMA 1.6. Let Pr q6Sc(VT)). Then
e(AP) (2q) = 2(e(P) q).
Proo/. First suppose P= X E V 0, q=/~l (Y)(YE V0). In this ease one verifies easily that both sides of (9) reduce to B(X, Y). Next observe that the mappings q-+O(AX)2q and q--~R(O(X)q) are derivations of Sc(V~) which coincide on Vff, hence on all of Sc(V~). Since the mappings P-+O(AP) and P--~O(P) are isomorphisms, (9) follows in general.
Combining the two last lemmas we get LEMMA 1.
~(Hc(V~))=Hc(W~).
Now we apply the isomorphism )1-1 to the relation (3) are contained in the results of Maass [13] , proved quite differently.
w 2. Decomposition of the exterior algebra
Let E be a finite-dimensional vector space over R as in w 1 and let A(E) and A(E*), respectively, denote the Grassmann algebras over E and its dual. Each X E E induces an anti-derivation 5(X) of A(E*) given by 
(E*). Since b(XQX)=(~(X)2=O there is induced a homomorphism P--->6(P) of
A(E) into the algebra of endomorphisms of A(E*). As will be noted below, this homomorphism is actually an isomorphism.
Now suppose B is any nondegenerate symmetric bilinear form on E•

The mapping X-->X* (X*(Y)=B(X, Y)) extends to an isomorphism # of A(E) onto A(E*).
We obtain a bilinear form (,> on A(E*)• by the formula 
depending on whether k~l or k=l. It follows that <,> is a symmetric nondegenerate bilinear form: Also if QEA(E), q=#(Q) then the operator p-+pA q on A(E*) is the adjoint of the operator 8(Q). It is also easy to see from (1) and (2) that the mapping P--> 8(P) (P E A(E)) above is an isomorphism. Finally, if B is strictly positive definite the same holds for (,}.
Now let G be a group of linear transformations of E. Then G acts on E* as before and acts as a group of automorphisms of A(E) and A(E*). Let J(E) and J(E*) denote the set of G-invariants in A(E) and A(E*) respectively; let J+(E)and J+(E*) 
The proof is quite analogous to that of Theorems 1.2 and 1.3. For the case (i) one first establishes the orthogonal decomposition A(E*) = A(E*) J+ (E*) + P(E*) (4) in the same manner as (5) in w 1. Then (3)follows by iteration of (4). The noncompact case (ii) can be reduced to the case (i) by using Lemma 1.4. We omit the details since they are essentially a duplication of the proof of Theorem 1.3.
Example. Let V be an n-dimensional Hilbert space over C. Considering the set V as a 2n-dimensional vector space E over It the unitary group U(n) becomes a subgroup G of the orthogonal group 0(2n). Let Zk=Xk+iY~ (l~<k~n) be an orthonormal basis of V, % ..., z~ the dual basis of V*, and put x~= 89 ), yk =
--89
(1 ~</C~< n). In view of Theorem 2.1 each qeA(E*) can be written 
Let G be a topological transformation group of a topological space E. A G-equivariant imbedding of E into a finite-dimensional vector space V is a one-to-one continuous mapping i of E into V and a representation a of G on V such that a(g)i(e)= i(g. e) for all e E E, g E G. If V is provided with a strictly positive definite quadratic form which is left invariant by all ~(g)(g E G) then i is called an orthogonal G-equivariant imbedding.
It is known ( [14] , [16] ) that if U is a compact Lie group and K a closed subgroup then U/K has an orthogonal U-equivariant imbedding. 
Proo[. Putting v0= i(K) we have i(uK) = ~(u) v o (uEK).
Let F(U) denote the algebra of all fundamental functions on U and let S denote the subalgebra of F(U) generated by the constants and all functions on U of the form
u--->(~(u) vo, v)
where v E V and (,) denotes the inner product on V. If ~ is a continuous function on U and x EU we define the left and right translate of ~ by
qDL(~)(y)=qJ(x-ly), q~n(~)(y)=cf(yx-S), yEU. Let us verify that
for all eS}.
It is clear that K is contained in the right hand side of (1). On the other hand, if
Cn(,) = T for all T E S we find in particular that (a( 
Now let / be a fundamental function on U/K. Then q~=/ogEF(U) and by (2) Each eigenfunction of A on S n-1 is a fundamental function on 0(n)/0(n-1),
hence the restriction of a polynomial which by Theorem 1.2 can be assumed harmonic.
On the other hand, let P-V 0 be a homogeneous harmonic polynomial on R n of degree m. 
let K denote the identity component o] ~-1 (S0(n-1)). Let ~ be a representation o] U o/ class 1 (with respect to K). Then there exists a representation ~o o/ S0(n) such that Proo/. The mapping y~:uK-->~(u)S0(n-1) is a covering map of U/K onto
SO(n)/SO(n-1)= S ~-1 which is already simply connected. Hence yJ is one-to-one so
K=~-I(SO(n-1)). Let e40 be
In 
[d~(X)F](m)=[J-t(F(exp(-tX).m))}~=o
d~(X)F] (po)={ d (F(exp(-tX).po))}tffio=O,
and by induction
Since d~c(iX)=idQ~(X), (7) implies 
[(da(Z)) mF] (Po) = 0 (X e ~, F e V~).
Q(xa, x2, xa)= ~ Bk(x~-2, k
As in Case II it follows that the restriction Q of Q to CL1 satisfies the equation (9) .
Also Qh=Q for each hEH 0. Remarks. Some special cases of Theorem 3.2 have been proved before. The case p=0 (for which 0(p,q+ 1) is compact) was already proved by Hccke [6] (for q=2) and Cartan [1] . If p=2, q=0 then Cp.q is the 2-dimensional Lobatchefsky space of constant negative curvature. In this case Theorem 3.2 was proved by Loewner [12] using special features of the Poincar~ upper half plane.
The assumption that (p, q)# (1, 0) is essential for the validity of Theorem 3.2.
In fact, consider the function / on the quadric x~-x~ =-1 defined by /(x 1, x~) = sinh 1 (Xl) '
The group 0(1, 1) is generated by the transformations { x~l_>Ic~ x2J
[sinh t cosh tJ (x2/ It is easy prove that dime(V f)= 2. Thus / is fundamental but is certainly not the restriction of a polynomial on R e.
