The classifying space BDiff(Sg,n) of the orientation-preserving diffeomorphism group of a surface Sg of genus g > 1 fixing n points pointwise has a universal bundle
Introduction
Let Diff(S g,n ) be the orientation-preserving diffeomorphism group of a surface S g of genus g > 1 fixing n distinct points {x 1 , x 2 , ..., x n } ⊂ S g pointwise. There is a fiber bundle S g → UDiff(S g,n )
ug,n − −− → BDiff(S g,n ), (1.1) which is universal in the sense that any S g -bundle endowed with n disjoint sections is a pullback of this bundle. Since Diff(S g,n ) fixes the n points x 1 , x 2 , ..., x n , we associate n points on each fiber, i.e. n disjoint sections of (1.1) which are denoted by s 1 , s 2 , ..., s n . A natural question is: are there more sections? R. Hain conjectured that every section of (1.1) is homotopic to one of these n sections. This is the main theorem of this paper.
Theorem 1.1 (The classification of sections for ordered case). For n ≥ 0 and g > 2, every section of the universal bundle (1.1) is homotopic to s i for some i ∈ {1, 2, ..., n}. For g = 2, there are precisely 2n homotopy classes of sections of the universal bundle (1.1).
Since each section s i has nontrivial self-intersection, we have the following corollary.
Corollary 1.2. The universal bundle (1.1) does not admit n + 1 disjoint sections.
What if we only fix the n points as a set? More precisely, let Diff(S g,n ) denote the orientation-preserving diffeomorphism group of a surface S g of genus g > 1 fixing n points {x 1 , x 2 , ..., x n } ⊂ S g as a set. There is a fiber bundle S g → UDiff(S g,n )
u g,n − −− → BDiff(S g,n ).
(1.2)
We also have the following result.
Theorem 1.3 (No sections for unordered case).
For n > 1 and g > 1, surface bundle (1.2) has no sections.
We see below that Hain's conjecture can be interpreted both in terms of mapping class groups and also in terms of moduli spaces. Let M g,m,n be the moduli space of smooth Riemann surfaces of genus g with m + n distinct points, m labelled and n unlabelled. Earle-Kra [EK76, Theorem 2.2] proved that the only holomorphic section of the forgetful map f : M g,m,n → M g,m,0 occurs when g = 2 and n = 6. This section is constructed by marking all six Weierstrass points. Corollary 1.2 and Theorem 1.3 give a topological proof of the fact that there is no continuous section of M g,m+1,0 → M g,m,0 for m ≥ 0 and there is no continuous section of M g,1,n → M g,0,n for n > 1. Recently, we found out that Theorem 1.1 can be deduced from [AS12, Theorem 1.1]. Their proof substantially uses the tool of canonical reduction system. We provide a more elementary proof of this result.
When we talk about fundamental group in this paper, we omit the base point and that brings no ambiguity.
The strategy of proof
Let PConf n (S g ) be the space of ordered n-tuple of distinct points on S g and let P B n (S g ) = π 1 (PConf n (S g )).
Let Mod g,n (resp. PMod g,n ) be the mapping class group of S g,n , i.e. the group of isotopy classes of orientation-preserving diffeomorphisms of S g,n fixing n punctures as a set (resp. pointwise). We omit n when n = 0.
We first translate the problem into a group-theoretical problem of determining a homomorphism p satisfying the following diagram, where the horizontal exact sequences are the Birman exact sequences.
The analysis of p is decomposed into two parts: first classifying R and then trying to extend R to p. In the second part, we use the commutativity of diagram (1.3) and the action of Mod g on π 1 (S g ). In classifying R, we have the following key ingredient.
The key ingredient
The key ingredient is the following question. Question 1.4. How many homotopy classes of maps are there from PConf n (S g ) to S g ? Let p i : PConf n (S g ) → S g be the projection onto the ith component. Let p i * : P B n (S g ) → π 1 (S g ) be the map on the fundamental groups of p i . Since p i does not fix a basepoint, the map p i * is only defined up to conjugacy. Do we have more maps?
Remark. The following figure is a cartoon version of what the following theorem talks about. Theorem 1.5 (The classification of homomorphisms P B n (S g ) → π 1 (S g )). Let g > 1 and n > 0. Let R : P B n (S g ) → π 1 (S g ) be a homomorphism. The followings hold: 1)If R is surjective, then R = A • p i * for some i and A an automorphism of π 1 (S g ).
2)If Image(R) is not a cyclic group, the homomorphism P B n (S g ) → π 1 (S g ) factors through p i * for some i.
In our next paper [Che17] , we classify the surjective homomorphisms between P B n (S g ) and P B m (S g ) for any n and m. We also give a new proof of the result in [EI03, Theorem 1] about the automorphism group of P B n (S g ).
Other geometric applications
It is a basic question to understand the classification of sections of a surface bundle. Theorem 1.5 has many geometric applications regarding the section problems. In this paper, we also deal with the case of the universal hyperelliptic surface bundle. This result is recently proved in [Wat16, Theorem 1] as well. The genus 2 case in Theorem 1.1 is also part of the hyperelliptic case.
Acknowledgements
The author would like to thank R. Hain for asking the question and providing the background for this problem. She would also like to thank Nick Salter for correcting the first draft of the paper and discussing the content. She thanks Paul Apisa, Jarred Sanders for comments on the paper and discussions on related problems. Lastly, she would like to extend her warmest thanks to Benson Farb for his extensive comments as well as his invaluable support from start to finish.
The translation of the problem into a group-theoretical problem
In this section, we translate the problem of finding a section of the universal surface bundle into a purely group-theoretical problem of finding homomophisms of mapping class groups.
The translation of the the section problem
In this subsection, we will translate the problem of finding a section of a surface bundle into a purely group-theoretical problem of finding homomophisms of groups.
Let Diff(S g ) denote the orientation-preserving diffeomorphism group of a surface S g of genus g > 1. We have the universal Diff(S g ) principal bundle
Here EDiff(S g ) is the total space of the universal Diff(S g ) bundle, i.e. a contractible principal Diff(S g ) bundle. Let UDiff(S g ) = EDiff(S g ) × Diff(Sg) S g be the universal surface bundle
BDiff(S g ) classifies surface bundles, which means that any surface bundle S g → E → B is the pullback of u g via a continuous map f C : B → BDiff(S g ). Let Mod g,n (resp. PMod g,n ) be the mapping class group (resp. pure mapping class group) of S g,n , i.e. the group of isotopy classes of orientation-preserving diffeomorphisms of S g fixing n punctures as a set (resp. pointwise). We omit n when n = 0.
Earle and Eells [EE67, Theorem 1] says that Diff 0 (S g ), i.e. the identity component of Diff(S g ), is contractible for g > 1. Therefore we have BDiff(S g ) = K (Mod g , 1) . By the property of K(π, 1) space, f : B → BDiff(S g ) is determined by the monodromy representation
We have the following correspondence:
Let Diff(S g,1 ) be the orientation-preserving diffeomorphism group of a surface S g of genus g > 1 fixing one point. There is a natural inclusion Diff(S g,1 ) → Diff(S g ).
Proof.
Proposition 2.1 implies that the universal surface bundle is
The fundamental groups of surface bundle (2.2) gives the following short exact sequence.
The fundamental groups of surface bundle f gives the following short exact sequence.
1
How many splittings are there of exact sequence (2.4)?
It is well-known that exact sequence (2.3) has no splittings. This is n = 0 case of Theorem 1.1. The answer is no because of torsion, e.g. [FM12, Corollary 5.11]. The key fact is that there are noncyclic finite subgroups in Mod g but there does not exist noncyclic finite subgroups in Mod g,1 .
By the property of the pullback diagram, finding a splitting of f * is the same as finding a homomorphism p making the following diagram commute, i.e. π 1 • p = ρ.
For a surface bundle S g → E f − → B, we have the following correspondence:
Homotopy classes of continuous sections of
Homomorphisms p satisfying diagram (2.5) up to an conjugacy by an element in
. (2.6) Remark 2.3. The conjugation is needed here for the lack of base points on the spaces. The classification of homomorphisms of fundamental groups classifies continuous maps fixing a point.
The translation of Theorem 1.1 and 1.3
In this subsection, we translate Theorem 1.1 and 1.3 into group-theoretic theorems. We also study the section problem for the universal hyperelliptic surface bundle.
The mapping class groups
In this subsection, we translate Theorem 1.1 and 1.3 into group-theoretical theorems. Let Diff(S g,n ) denote the orientation-preserving diffeomorphism group of a surface S g of genus g > 1 fixing n distinct points {x 1 , x 2 , ..., x n } ⊂ S g pointwise. There is a fiber bundle
which is universal in the sense that any S g -bundle endowed with n disjoint sections is a pullback of this bundle. Since Diff(S g,n ) fixes the n points x 1 , x 2 , ..., x n , we associate n points on each fiber, i.e. n disjoint sections of (2.7) which are denoted by s 1 , s 2 , ..., s n . Let Diff(S g,n ) denote the orientation-preserving diffeomorphism group of a surface S g of genus g > 1 fixing n points {x 1 , x 2 , ..., x n } ⊂ S g as a set. There is a fiber bundle
(2.8)
Since Diff 0 (S g,n ) and Diff 0 (S g,n ) are contractible by Earle and Eells [EE67, Theorem 1], we have that BDiff(S g,n ) = K(PMod g,n , 1) and BDiff(S g,n ) = K(Mod g,n , 1).
Let PConf n (S g ) be the space of ordered n-tuple of distinct points on S g . There is a natural permutation group Σ n -free action on PConf n (S g ). Let Conf n (S g ) := PConf n (S g )/Σ n be the ordered n-tuple of distinct points on S g . Let P B n (S g ) := π 1 (PConf n (S g )) and B n (S g ) := π 1 (Conf n (S g )) be the n-strand ordered and unordered surface braid groups. We have the following Birman exact sequences describing the monodromy representations of fiber bundle (2.7) and (2.8).
Because of correspondence (2.6), the classification of continuous sections of fiber bundle (2.7) and (2.8) is the same as the classification of homomorphisms p and p up to conjugacy that make the following diagrams (2.11) and (2.12) commute.
(2.12)
For p and p satisfying diagrams (2.11) and (2.12), denote by R and R the restrictions of p and p on the subgroups P B n (S g ) and B n (S g ). Let PMod g,n pg,n,i −−−→ Mod g,1 be the forgetful homomorphism that forgets the fixed points {x 1 , ...,x i , ..., x n }. Theorem 1.1 is thus equivalent to the following Theorem.
Theorem 2.4. For g > 2 and n ≥ 0, every homomorphism p satisfying diagram (2.11) is conjugate to p g,n,i for some i by an element A in π 1 (S g
The hyperelliptic mapping class groups
In this subsection, we translate the section problem of the hyperelliptic surface bundle into a group-theoretical statement.
Let τ be the involution as in the following figure. Let H g be the hyperelliptic mapping class group, i.e. the subgroup of Mod g consisting of all the mapping classes that are commutative with τ . Denote by H g,n (resp. PH g,n ) the hyperelliptic mapping class group fixing n points as a set (resp. pointwise), i.e. they satisfy the following pullback diagrams.
Let BPH g,n = K(PH g,n , 1) be the pure universal hyperelliptic space fixing n punctures pointwise and let
be the pure universal hyperelliptic bundle, i.e. the bundle that corresponds to the monodromy ρ H,g,n : PH g,n → PMod g,n . Surface bundle (2.13) classifies smooth S g -bundle equipped with a τ -action and n unordered points on each fiber. For any section s, we could generate another section t = τ (s). Denote by Hs i the pullback of s i as a section of bundle (2.13) and denote by Ht i their hyperelliptic conjugates. Let BH g,n = K(H g,n , 1) be the universal hyperelliptic space fixing n punctures as a set and let
Hu g,n − −−− → BH g,n (2.14)
be the universal hyperelliptic bundle, i.e. the bundle that corresponds to the monodromy ρ H,g,n : H g,n → PMod g,n . Surface bundle (2.14) classifies smooth S g -bundle equipped with a τ -action and n unordered points on each fiber. We have the following classification of sections for bundles (2.13) and (2.14).
Theorem 2.6 (Hyperelliptic case). 1) For n ≥ 0 and g > 1, every section of the universal hyperelliptic undle (2.13) is homotopic to Hs i or Ht i for some i ∈ {1, 2, ..., n}.
2) For n > 1 and g > 1, the universal hyperelliptic bundle (2.14) has no sections.
By correspondence (2.6), we can translate Theorem 2.6 into the following group-theoretical statement.
Let PH g,n Hπg,n − −−− → H g and H g,n Hπ g,n − −−− → H g be the forgetful maps forgetting the punctures. Let H g,n Hpg,n,i − −−−− → Mod g,1 be the forgetful homomorphism forgetting the fixed points {x 1 , ...,x i , ..., x n }.
Proposition 2.7. 1) Every homomorphism p satisfying the following diagram is either conjugate to the forgetful homomorphism Hp g,n,i by an element in PH g,n or factors through Hπ g,n , i.e. there exists f such that p = f • Hπ g,n .
2) For n > 1, every homomorphism p satisfying the following diagram factors through Hπ g,n , i.e. there exists
Proof of Theorem 2.6 assuming Proposition 2.7. By Proposition 2.7, p has the following two cases.
Case 1: p is conjugate to the forgetful homomorphism Hp g,n,i by an element A ∈ PH g,1 .
By the commutativity of diagram (2.15), the mapping class Hπ g,n (A) is in the center of H g . Since Center(H g ) = τ , e.g. see [FM12, Section 3.4 and Section 9.4], we have that Hπ g,n (A) = 1 or τ , which represent section Hs i and Ht i .
Case 2: p factors throught Hπ g,n .
To prove the result, we only need to show that the exact sequence
does not split. The following finite order mapping class σ is commutative with τ . In H g , mapping classes τ and σ generate a Z/2 × Z/2 subgroup; this contradicts the fact that every finite subgroup of Mod g,1 is cyclic. Therefore exact sequence (2.17) does not split.
The classification of homomorphisms
This section is divided into three parts. We first compute H * (PConf n (S g )); Q), then study an algebraic property of H * (PConf n (S g )); Q), Finally we use the computation and the property to prove Theorem 1.5.
The key idea is an argument of [Joh99] that there is some cohomological constraint on the existence of homomorphisms P B n (S g ) R − → π 1 (S g ). We assume throughout that g > 1 and n > 0.
The computation of H
In this subsection, we compute H * (PConf n (S g,p ); Q). Let S n g be the product of n copies of S g . There is a natural embeddings PConf n (S g ) ⊂ S Lemma 3.1. 1) For g > 1 and n > 0,
2)We have an exact sequence
is the Poincaré dual of the diagonal ij ⊂ S n g .
There is a graded-commutative Q-algebra 
. All the isomorphisms in the lemma are coming from the Künneth formula.
Let {a k , b k } g k=1 be a symplectic basis for H 1 (S g ; Q). For 1 ≤ i, j ≤ m, we denote
The following lemma describes
Proof. This is classical. See [MS74, Section 11].
3.2 A property of the cup product structure of H * (PConf n (S g ); Q)
In this subsection, we talk about a property of the cup product
Lemma 3.4. Let x = (x 1 , ..., x n ) and y = (y 1 , ..., y n ) be two elements in H 1 (PConf n (S g ); Q). Suppose that x or y is a crossing element. If x y = 0 ∈ H 2 (PConf n (S g ); Q), then x and y are proportional, i.e. λx = µy for some constants λ ∈ Q and µ ∈ Q.
Proof. The multiplication of x and y is the following:
By x y = 0 ∈ H 2 (PConf n (S g ); Q) and exact sequence (3.2), we have the following equality in
By the independence of all the terms in Q n ⊕ i =j H i ⊗ H j , we have
If x i and y i are proportional in H i , since g > 1, we have at least 4 terms in M i,j , we don't have enough basis to span our M i,j . If x i and y i are independent in H i , since g > 1, we have
Therefore k i,j = 0 and
Assume without loss of generality that x a crossing element and x 1 = 0 and x 2 = 0. We break the proof into the following cases. Case 1) y 1 = 0 and y 1 is not proportional to x 1 x 1 ⊗ y j = y 1 ⊗ x j ∈ H 1 ⊗ H j implies that y j = 0 and x j = 0 for j. However x 2 = 0. Therefore this case is invalid.
Case 2) y 1 = 0 and λx 1 = µy 1 x 1 ⊗ y j = y 1 ⊗ x j ∈ H 1 ⊗ H j implies that λx j = µy j for all j, which verifies oi=1ur lemma that x and y are proportional. Case 3) y 1 = 0
This means y = 0 therefore x and y are also proportional.
3.3 The proof of Theorem 1.5
In this subsection, we use the computation of H * (PConf n (S g ); Q) and Lemma 3.4 to prove Theorem 1.5.
Let p i * : P B n (S g ) → π 1 (S g ) be the induced map on the fundamental groups of p i : PConf n (S g ) → S g .
Lemma 3.5. Let F h be a free group of h generators and let S r be a surface of genus r. If we have a surjective homomorphism P B n (S g ) S − → Γ when Γ = F h with h > 1 or Γ = π 1 (S r ) with r > 1, and we also have p *
Proof. The proof of this lemma uses the same idea as [Joh99] . The method can also be found in [Sal15, Lemma 3.3 and 3.4]. If there is a common nonzero cohomology element S * (x) = p * i * (y) for x ∈ H 1 (F h ; Q) and
, we have the following commutative diagram by the identification H 1 ( ; Q) ∼ = Hom( , Q).
Let K be the kernel of p i * , which is a finitely generated normal subgroup of P B n (S g ). The image of S(K) is also a finite generated normal subgroup of π 1 (F h ). However every finitely generated normal subgroup of F h either is finite index or is trivial. For a surface group of genus r case, any nontrivial finitely-generated normal subgroup of π 1 (S r ) has finite index; see Property (D6) in [Joh99] . If S(K) ⊂ F h has finite index, then after composing with x, the image x • S(K) won't be trivial in Q; however K is the kernel of p i * so
If the S(K) = 1, then S factors through p i * .
To prove Theorem 1.5, we have to include a lemma talking about the possible image of the homomorphism.
Lemma 3.6. Every finitely generated subgroup of π 1 (S g ) is either finitely generated free group F h or surface group π 1 (S r ) with r ≥ g. When r = g, the subgroup is the whole group π 1 (S g ).
Proof. A subgroup G of π 1 (S g ) corresponds to a cover S of S g such that G = π 1 (S). If S is noncompact, then π 1 (S) is free group. If S is compact, it is a finite cover. Therefore π 1 (S) = S r for some r. If S is a k-cover. The Euler characteristic is multiplicative under cover, thus χ(S r ) = kχ(S g ). If g > 1 and k > 1, we have r > g. If n = 1, this is trivial cover.
Proof of Theorem 1.5. Let R : P B n (S g ) − → π 1 (S g ) be a homomorphism. By Lemma 3.6, if Im(R) ∼ = Z, the image has to be F h with h > 1 or π 1 (S r ) with r ≥ g. Furthermore, if S does not factor through p i * for some i, then by Lemma 3.5, S * (H 1 (Im(R); Q)) does not intersect nontrivially with any H i . This means that all nonzero elements of S * (H 1 (Im(R); Q)) are crossing elements. However r ≥ g > 1 and h > 1 mean that there are two crossing elements x and y in S * (H 1 (Im(R); Q)) that are independent and their cup product is zero.
Lemma 3.4 tells us that this is impossible, which successfully proves 2) of Theorem 1.5. Now to prove 1), we have a surjection homomorphism P B n (S g )
). However surface groups are Hopfian which means that a surjective self homomorphism between the surface group π 1 (S g ) must be an automorphism. Therefore A is an automorphism, which concludes the proof of 1) in Theorem 1.5.
Applications of Theorem 1.5
In this section, we apply Theorem 1.5 to the study of section problems of universal surface bundles.
The proof of Theorem 2.4
Since we already established all possible homomorphisms R in Theorem 1.5, the key idea of extending the homomorphism to PMod g,n is that it has to be equivariant with the action of Mod g . We then use homology to rule out other possibilities.
The following lemma is needed in the proof.
Lemma 4.2. Mod g does not fix any isotropic subspace of H 1 (PConf n (S g ); Q).
Proof. If there exists a crossing element x ∈ H, because of Lemma 3.4, we know that x y = 0 if and only if y is proportional to x. Therefore if H is isotropic, H = Qx ⊂ H 1 (PConf n (S g ); Q).
If dim(H) > 1, then H does not contain crossing elements by Lemma 3.4. In this case, if there exist x, y ∈ H and i = j ∈ {1, 2, ..., n} such that x = 0 ∈ H i and y = 0 ∈ H j , we would have x + y a crossing element. Therefore there exists i such that Now we finish the proof of Theorem 2.4.
Proof of Theorem 2.4. If we can extend R, then for e ∈ PMod g,n and f ∈ P B n (S g ) we have R(ef e −1 ) = p(e)R(f )p(e) −1 . The action of PMod g,n and Mod g,n on P B n (S g ) and B n (S g ) are given by conjugation in the exact sequence (2.9) and (2.10), respectively. Therefore we have a commutative diagram:
Since both e and p(e) are isomorphisms of groups, we have that Im(R) = Im(R • e). This gives us the following diagram:
p(e) / / Im(R).
(4.1)
Because of Lemma 3.6, we know that we have 4 possibilities for Im(R): F h for h = 0, h > 0 and π 1 (S r ) for r = g or r > g. Now, we go over all possibilities.
Case 1) Im(R) = 1
In this case, we have a homomorphism PMod g,n /P B n (S g ) = Mod g → Mod g,1 . However, the n = 0 case has already been proved, for example in [FM12, Corollary 5.11].
Case 2) Im(R) = F h , while h > 0
We have the following diagram.
For every e ∈ PMod g,n , diagram (4.2) means that R * (H 1 (F h ; Q)) ⊂ H 1 (S g ; Q) has to be fixed under the action of Mod g . This is impossible because R * (H 1 (F h ; Q)) ⊂ H 1 (PConf n (S g ); Q) is an isotropic subspace of H 1 (PConf n (S g ); Q), but Mod g does not fix any isotropic subspace.
Case 3) Im(R) = π 1 (S g )
If R is one of the forgetful homomorphism p i , then for e ∈ PMod g,n and f ∈ P B n (S g ), p i (ef e −1 ) = p(e)p i (f )p(e) −1 .
We get that p i (e)p i (f )p i (e) −1 = p(e)p i (f )p(e) −1 . Therefore p(e) −1 p i (e) commutes with p i (f ) for any f ∈ P B n (S g ). The image of p i on P B n (S g ) is the whole group π 1 (S g ). Therefore, p(e) −1 p i (e) ∈ Mod g,1 commutes with the subgroup π 1 (S g ). However, the centralizer of π 1 (S g ) < M od g,1 is 1, so we get that p(e) −1 p i (e) = 1 ∈ Mod g,1 . This tells us that p = p i .
If R is one of the forgetful homomorphism p i post-composing with an automorphism A, with a similar argument as above, we get that p(e) = Ap i (e)A −1 . Considering that the images of Ap i (e)A −1 and p i (e) have to be equal in Mod g for any e, we have Ap i (e) = p i (e)A for any e ∈ Mod g . Therefore, we have A ∈ Center(Mod g ). For g > 2, Center(Mod g ) = 1, therefore we have A ∈ π 1 (S g ). For g = 2, we could have A = τ .
Case 4) Im(R) = π 1 (S r ) while r > g
Because of Lemma 1.5, R factors through p i . However there is no surjective homomorphism from π 1 (S g ) → π 1 (S r ) since Rank(H 1 (S r ; Q)) > Rank(H 1 (S g ; Q) ).
The proof is identical to the proof of Theorem 2.4 with the help of Lemma 4.4.
The proof of Proposition 2.7. The proof of Case 1), 3), and 4) are the same. Case 2) needs the fact that PHπ g,n does not preserve any isotropic subspace in H 1 (S g ; Q) which can be deduced by Lemma 4.4 that Hπ g does not preserve any isotropic subspace in H 1 (S g ; Q).
