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RESUMO
As pesquisas sobre reconhecimento de emoções aumentaram nos últimos anos, através
das expressões faciais. O presente trabalho tem como objetivo apresentar o desenvolvimento
de uma bateria computadorizada denominada Bateria de Avaliação Computadorizada de Reco-
nhecimentos de Emoções (BACRE-I) e a utilização em escolares de crianças de 8 a 12 anos.
Alguns trabalhos relatam sobre ferramentas similares para avaliação do reconhecimento de
emoções, mas com limitações quanto aos estímulos utilizados. A BACRE-I é composta por 6
fases de reconhecimento de emoções com diferentes tipos de estímulos, tendo em vista explorar
de modo integral o reconhecimento de emoções e identificar a diferença entre as fases e também
analisar o rastreamento ocular. Mediante o desenvolvimento da BACRE-I, notou-se a importância
do trabalho multidisciplinar. Constatou-se contribuições da área da informática na avaliação
automática dos processos de reconhecimento de expressões faciais e do rastreamento ocular, sob
a hipótese de que alterações na exploração visual estejam relacionadas com o baixo desempenho
no reconhecimento de expressões faciais. Neste contexto, nota-se a importância da inclusão
de ferramentas para avaliação do reconhecimento de emoções em baterias de avaliação neurop-
sicológica, de modo a auxiliar no diagnóstico diferencial entre diversos quadros, predizendo
comportamento social e da funcionalidade, além de auxiliar para planejamento, avaliação da
eficácia de tratamentos e planejamento de intervenções.
Palavras-chave: Prematuridade em escolares. Expressões faciais. Computação visual. Reconhe-
cimento de emoções. Avaliação computadorizada
ABSTRACT
Research on emotion recognition has increased in recent years through facial expressions.
This paper aims to present the development of a computerized battery called the Battery of
Computerized Assessment of Emotion Recognition (BACRE-I) and its use in schoolchildren from
8 to 12 years old. Some works report about similar tools for emotion recognition assessment, but
with limitations regarding the stimuli used. The BACRE-I is composed of 6 phases of emotion
recognition with different types of stimuli, aiming to fully explore emotion recognition and
identify the difference between the phases and also analyze eye tracking. Through the development
of BACRE-I, the importance of multidisciplinary work was noted. The contributions of the
computer science area in the automatic evaluation of facial expression recognition and eye tracking
processes were verified, under the hypothesis that alterations in visual exploration are related to
low performance in facial expression recognition. In this context, we note the importance of
including tools for assessing emotion recognition in neuropsychological assessment batteries,
to assist in the differential diagnosis among various conditions, predicting social behavior and
functionality, in addition to assisting in planning, evaluating the effectiveness of treatments, and
planning interventions.
Keywords: Prematurity in schoolchildren. Facial expressions. Visual computing. Recognition of
emotions. Computerized evaluation
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1 INTRODUÇÃO
A face humana era objeto de estudo antes mesmo do advento da área de visão
computacional, entretanto, o recente avanço resgatou o interesse no estudo na área para detectar
o estado emocional, sendo então, desenvolvidos aplicativos para detectar expressões faciais
(Uribe-Quevedo e dos Reis, 2015).
Os métodos atuais de reconhecimento de emoções objetivam traduzir ou criar instru-
mentos. No Brasil, pesquisadores visam validar instrumentos para avaliação do reconhecimento
de expressões faciais e adaptar transculturalmente, como é o caso do Teste de Conhecimento
Emocional (EMT) realizado por Andrade et al. (2014), aplicado em 50 crianças do município
de Salvador de três a seis anos de idade, que apresentou boa validade de critério e consistência
interna. O EMT é o único instrumento validado para avaliação do reconhecimento de expressões
faciais no Brasil, porém, se aplica para até indivíduos de seis anos de idade.
Na literatura, existem diversos trabalhos resultantes da criação e tradução de ferramentas
para avaliação de reconhecimento de emoções, como Aguiar et al. (2016), desenvolveram o
Teste de Reconhecimento de Emoções em Face Infantil (TREFI) e técnica de morphing, com 28
conjuntos de imagens, com seis fotografias referentes às diferentes intensidades emocionais com
28 crianças de 7 a 11 anos de idade, ambos os sexos. Pinto (2017), realizou a adaptação do Test
of Emotion Comprehension para avaliação do reconhecimento das emoções, compreensão das
causas externas das emoções, controlar as experiências, entre outros com 6 crianças, 16 meninas
e 20 meninos de 4 anos e 9 meses e 5 anos e 3 meses. Pradi et al. (2016), criou a ferramenta
computacional (FaceTrainer) com 30 atividades, 24 de reconhecimento com imagem, vídeo e
áudio e seis produções de expressões faciais e avaliou 10 crianças com transtorno do espectro
autista de 7 a 14 anos. Leime et al. (2013), avaliou o reconhecimento de expressões faciais por
meio do software NimStim Face Stimulus Set com 21 crianças, 19 adultos e 9 idosos.
Celdrán Baños et al. (2012), avaliou o reconhecimento de emoções com questionários
de 24 itens sobre reconhecimento emocional em imagens e situações contextuais para 75 alunos
com idade entre 6 e 7 anos. Machado et al. (2012), com a versão portuguesa do Teste de
Conhecimento das Emoções, utilizando fantoches com faces das emoções básicas primárias para
160 crianças com idades entre os 41 e os 73 meses; Romão (2016), com o Teste PERCEVAL-v.
2.0 para avaliar a capacidade de perceber, expressar e valorizar emoções das crianças em idade
pré-escolar designado em 374 crianças de 3 a 6 anos.
Em Portugal, também foram realizados estudos, como é o caso da pesquisa para
avaliação de um Programa de Desenvolvimento do Conhecimento Emocional, a partir de um
design experimental de pré e pós-teste. Participaram 25 crianças de educação pré-escolar entre
5 e 6 anos e foi utilizada a Escala de Avaliação do Conhecimento Emocional (EACE). Os
resultados evidenciaram um aumento significativo do conhecimento emocional entre o pré-teste
e o pós-teste, ocorrendo os progressos mais significativos nas dimensões comportamentos
emocionais e situações emocionais (Pereira et al., 2014).
Há também estudos que avaliam o reconhecimento de emoções por adultos, como
exemplo, o de Costa-Vieira e Souza (2014), que traduziram e adaptaram a bateria Florida Affect
Battery de avaliação de expressões faciais e prosódia emocional de 21 e 33 anos, no qual não
foram encontradas diferenças estatisticamente significantes entre o desempenho da amostra
brasileira e da amostra estadunidense, evidenciando um bom reconhecimento de expressões
faciais e prosódia emocional.
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Alguns estudos utilizam ressonância magnética funcional (fMRI), como o caso de
Quevedo et al. (2018), com a Tarefa de reconhecimento facial, com imagens emocionais (felizes,
tristes, neutras) do próprio rosto ou o rosto de outro jovem para 81 adolescentes, com depressão
e controles saudáveis.
Tendo em vista os instrumentos e pesquisas apresentadas acima, nota-se a importância
da inclusão de tarefas para avaliação do reconhecimento de emoções em baterias de avaliação
neuropsicológica, de modo que, pode auxiliar no diagnóstico diferencial entre diversos quadros,
indicando de forma preliminar o comportamento social e da funcionalidade, além de auxiliar
para planejamento e avaliação da eficácia de tratamentos e identificação da prosopagnosia, ou
seja, incapacidade de reconhecer faces (Rodrigues et al., 2008).
Os processos mentais que são responsáveis pelas interações sociais entre os indivíduos
são abordados pela teoria da cognição social, sendo esta uma teoria relevante para o entendimento
da cognição social. Como parte do processo mental está o reconhecimento das emoções faciais,
pois permite identificar um comportamento de sociabilidade mais apropriado conforme a situação.
Por esta razão, fica demonstrada a necessidade da criação e desenvolvimento de ferramentas
computacionais que sirvam de suporte para o desenvolvimento das habilidades de cognição
(Raposo et al., 2020).
Cabe destacar que na literatura existem poucos trabalhos que utilizam técnicas computa-
cionais para análise da percepção emocional em escolares com um grupo de pré-termo. Alguns
estudos na área de escolares, mostram algumas técnicas de estímulos de aprendizagem baseada
em emoção (Gottardo e Pimentel, 2018). Trabalhos como Montagna e Nosarti (2016), realizam
estudos utilizando recursos de mídias como técnicas de estímulos, porém nos trabalhos citados
não foram apresentadas técnicas computacionais voltadas ao reconhecimento de emoções em
prematuros.
Alguns ambientes tentam detectar quando o aluno está frustrado e encoraja-o a continuar
estudando (d Baker et al., 2006). A utilização de objetos e virtuais e diferentes animações para
uso pedagógico, são capazes de interagir e demonstrar afetividade com base nas emoções dos
alunos (Jaques et al., 2003). A construção de um sistema de detecção de emoções, permite
avaliar em que medida as propostas teóricas explicam a competência cotidiana das pessoas para
compreender emoções (Cowie et al., 2001).
No entanto, constatou-se a carência de instrumentos padronizados e as limitações para
avaliar o reconhecimento de emoções em nascidos a termo e pré-termo. Nesse sentido, o presente
trabalho tem como objetivo apresentar o desenvolvimento de uma bateria computadorizada
denominada Bateria de Avaliação Computadorizada de Reconhecimentos de Emoções (BACRE-I)
e a utilização em escolares de crianças de 8 a 12 anos. A bateria será composta por seis fases
(com diferentes tipos de mídias), além de registrar a interpretação das crianças quanto as emoções
representadas, também registra as emoções expressadas. Além disso é gerado um mapa de calor
por um método de rastreamento ocular.
Este trabalho foi realizado em parceria com o laboratório de neuropsicologia (Labneuro)
do departamento de psicologia da Universidade Federal do Paraná (DEPSI-UFPR). Todos os
procedimentos descritos nesta pesquisa foram previamente aprovados pelo comitê de ética e
encontra-se no Apêndice (D). A aplicação foi para 82 participantes de 8 a 12 anos de idade, de
ambos os sexos, matriculados do 2º ano ao 7º ano do ensino fundamental de escolas públicas.
1.1 OBJETIVOS
Esta seção apresenta o objetivo geral e os objetivos específicos deste trabalho.
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1.1.1 Objetivo Geral
O objetivo geral desse trabalho é desenvolver uma bateria de avaliação computadorizada
de reconhecimentos de emoções (BACRE-I) e a utilização em escolares.
1.1.2 Objetivos Específicos
Os objetivos específicos deste trabalho são:
• Efetuar uma revisão de literatura sobre ferramentas computacionais que focam no
reconhecimento de emoções, rastreamento ocular e avatar;
• Especificar e desenvolver uma bateria de avaliação computadorizada de reconhecimentos
de emoções e a utilização em escolares;
• Verificar a performance da ferramenta através de um experimento em um grupo de
escolares nascidos pré-termo (grupo experimental) e a termo (grupo controle);
• Contribuir para a evolução do conhecimento na área de ferramentas computacionais
aplicadas na psicologia;
• Desenvolver uma ferramenta para auxiliar profissionais da psicologia, neuropsicologia e
afins;
• Documentar o processo de produção, análise e aplicação, registrando problemas e
desafios para que possa ser utilizado como base para outros projetos ou profissionais da
área;
• Registrar dados as quais vão ser analisados pela psicóloga, tais como: a) correlacionar
se houve diferença no reconhecimento de acordo com a idade; b) quais emoções foram
reconhecidas com mais facilidade/ dificuldade; c) qual foi a precisão total e a precisão
por fase; d) se houve diferença no reconhecimento de imagens/vídeos de homens ou
mulheres nos estímulos; e) se houve diferença no tempo que cada um demorou em cada
fase e no total;
• Analisar os dados e métricas obtidos no experimento.
1.2 ORGANIZAÇÃO DO TEXTO
Este documento está organizado de acordo com a estrutura a seguir:
• Primeiramente, serão descritos os objetivos 1.1;
• Na Seção 2, será apresentada a fundamentação teórica por parte da psicologia, expressões
faciais, rastreamento ocular, criação de avatar 3d e métodos computacionais relacionados;
• Na Seção 3, contempla as especificações da ferramenta computacional e suas funciona-
lidades;
• Na Seção 4, a descrição da metodologia, relatando sobre os experimentos, estudo piloto,
configuração do ambiente, sua organização e sobre o cronograma estipulado;
• Na Seção 5, apresenta os resultados obtidos;
• Na Seção 6, a conclusão seguida das referências bibliográficas e Apêndices.
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2 FUNDAMENTAÇÃO TEÓRICA
Esse capítulo, tem o objetivo de apresentar as informações necessárias para o entendi-
mento do contexto no qual o sistema computacional proposto nesse trabalho será utilizado: i) 2.1
Apresenta informações sobre características de crianças que nasceram a termo e pré-termo; ii)
2.2 Apresenta um breve conceito sobre funções executivas; iii) 2.3 Apresenta o reconhecimento
de emoções e informações sobre a Affectiva; iv) 2.4 Apresenta técnicas de rastreamento ocular
e suas limitações; e v) 2.5 Apresenta o conceito e metodologia da criação do avatar 3d; vi)
2.6 Apresenta métodos computacionais existentes na literatura que sejam relacionados a 2.6.1
Análise de emoções em crianças. Mais detalhes de cada uma dessas fases são apresentados em
suas subseções.
2.1 NASCIMENTO A TERMO E PRÉ-TERMO
O recém-nascido pode ser classificado em pré-termo (menos de 37 semanas de gestação),
a termo (entre 37 e 42 semanas de gestação) e pós-termo (com mais de 42 semanas). Com relação
ao peso, são considerados de baixo peso bebês na faixa de 2.500g ou abaixo, classificado em
subgrupos de muito baixo peso (<1.500g) e extremamente baixo peso (<1.000g) (Marturano,
2004).
As características de alguns dos bebês prematuros são: hipotonia muscular global,
imaturidade do padrão flexor e orientação na linha média diminuída, falta de competência
dos grupos musculares, necessidade do uso de ventilação mecânica por um longo período e
desequilíbrio entre a ação dos músculos flexores e extensores e pela ação da gravidade sobre o
bebê com tônus global diminuído (Biazus et al., 2016).
Quanto menor a idade gestacional mais fina e lisa é a pele do pré-termo, sendo que nos
fetos extremamente prematuros tem aspecto gelatinoso. A orelha tende a ser chata e disforme e
quanto mais prematuro menos marcas são encontradas na planta do pé. A atenção e percepção
podem ser menos desenvolvidas, pois se estabelecem a partir de 30 e 32 semanas (Miura e
Procianoy, 1997).
Quanto às funções comprometidas devido às alterações cerebrais, podem estar presentes
déficits relacionados ao quociente de inteligência, memória, capacidade para cálculos, função
cognitiva global, desenvolvimento psicomotor, aprendizado, linguagem, habilidades e coordena-
ção visomotora, planejamento, pensamento racional e associativo e atenção (Zomignani et al.,
2009).
Os distúrbios motores são decorrentes do período em que o bebê prematuro permanece
com baixa saturação de oxigênio no sistema nervoso central, o que leva a hipóxia, que ocasiona
a síndrome hipóxico-isquêmica, hemorragia intraventricular, hipoglicemia, gerando a morte
celular dos neurônios do local afetado (Gonçalves, 2012).
Os recém-nascidos pré-termo de baixo peso correm risco de desenvolver déficits
cognitivos leves e distúrbios comportamentais (ansiedade, baixa autoestima, características
depressivas, comportamento de oposição, introversão e comportamento estereotipado) na
primeira infância ou idade escolar (Fan et al., 2013).
Assim sendo, a compreensão sobre as consequências da prematuridade e as formas de
minimizar os seus efeitos a longo prazo é urgente, para promoção da qualidade de vida de cada
indivíduo e pelas repercussões ocasionadas (Doellinger et al., 2017).
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2.2 FUNÇÕES EXECUTIVAS
A importância de abordar funções executivas neste trabalho se dá ao grupo à qual será
aplicada a BACRE-I, que podem apresentar algumas características apresentadas abaixo.
As Funções Executivas (FE) englobam uma série de competências inter-relacionadas
e de alto nível de processamento cognitivo, cujo impacto se reflete no funcionamento afetivo-
emocional, motivacional, comportamental e social (Uehara et al., 2016).
O termo "funções executivas"é abrangente, classificadas em frias e quentes, inclui funções
como planejamento, memória operacional, inibição e flexibilidade mental. Na região dorsolateral
pré-frontal é importante na mediação das funções executivas frias, como o planejamento
mecanicista, a resolução de problemas ou o raciocínio verbal, que são processos psicológicos que
envolvem lógica e análise crítica. Enquanto o córtex pré-frontal ventromedial ou orbitofrontal
medeia as funções executivas quentes, como as interpessoais, comportamento social e a
interpretação de emoções complexas durante a interação social que são impulsionados pela
emoção (Chan et al., 2008).
Notadamente, o controle inibitório envolve ser capaz de controlar a atenção, o com-
portamento, os pensamentos e emoções para anular uma forte predisposição interna ou atração
externa e fazer o que é mais apropriado ou necessário, ou seja, fundamental para realizar uma
tomada de decisão durante a utilização da avaliação (Diamond, 2013). Surge entre 7 e 8 meses
de idade, mediada pelos córtices pré-frontal dorsolateral e orbital (Uehara et al., 2016). Com o
aumento da idade, ocorre uma melhora significativa do controle inibitório, de modo geral, as
crianças de seis anos apresentam, em média, respostas lentas quando comparadas às respostas
das crianças de oito anos (Lemes e Rossini, 2014). Assim, o desenvolvimento de habilidades
de controle inibitório é vital para as crianças, para o convívio no ambiente social. Portanto, é
importante identificar crianças com controle inibitório ruim, para revelar possíveis pontos de
partida para programas de treinamento para crianças em risco (Hüning et al., 2017).
A prematuridade com muito baixo peso ao nascer, está associada a déficits cognitivos
ao longo da vida, inclusive na função executiva e alterações persistentes nas estruturas corticais e
subcorticais (Sripada et al., 2018).
2.3 RECONHECIMENTO DE EMOÇÕES
Um dos principais meios de comunicação é o rosto através do qual, as pessoas são
capazes de comunicar, voluntaria ou involuntariamente, informação a respeito de seu estado
emocional (Uribe-Quevedo e dos Reis, 2015). O rosto é rico em potencial comunicativo, ocupa
o primeiro lugar das zonas do corpo na comunicação dos estados emocionais, é a fonte de
informações sobre as pessoas. O ser humano utiliza o rosto como um regulador das conversações,
abrindo e fechando canais de comunicação, complementando e qualificando outros sinais não
verbais emitidos em substituição a mensagens verbais (Silva e Silva, 1995).
Os rostos desempenham papéis importantes na vida social de humanos. Além de rostos
reais, também há os vários rostos de desenhos animados que transmitem estados emocionais
básicos através de expressões faciais (Zhao et al., 2019).
A detecção de expressões faciais emocionais é um estágio inicial no processamento
consciente da expressão facial. A detecção adequada desempenha um papel importante na
compreensão efetiva de seus estados emocionais, na regulação do comportamento social e na
criação e manutenção de relacionamentos sociais (Sato et al., 2017). A expressão emocional do
indivíduo pode revelar dados importantes sobre como este percebe e se relaciona com o mundo
(Miguel, 2015).
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As habilidades do processamento de informações emocionais e sociais, é denominada
como cognição social. É um processo que permite tanto humanos como animais interpretarem
adequadamente os sinais sociais e responderem de maneira apropriada. Os seres humanos em
diferentes culturas desenvolvem uma capacidade semelhante para reconhecer os sinais emocionais
de diversas expressões faciais (Leppänen e Nelson, 2009).
De acordo com Ekman e Cordaro (2011), existem evidências de universalidade das
seguintes emoções:
• Raiva: resposta à interferência na busca de um objetivo que interessa. Pode ser
desencadeada por alguém tentando prejudicar (física ou psicologicamente), envolve
também o desejo de ferir o alvo;
• Medo: resposta à ameaça de dano, físico ou psicológico. O medo ativa os impulsos
para congelar ou fugir;
• Surpresa: resposta a um evento inesperado súbito;
• Tristeza: resposta à perda de um objeto ou pessoa à qual você está muito ligado;
• Repulsa/Nojo: repulsa pela visão, cheiro ou gosto de alguma coisa; também pode ser
provocado por pessoas cujas ações são revoltantes ou por ideias ofensivas;
• Desprezo: sentir-se moralmente superior a outra pessoa;
• Felicidade: sentimentos que são apreciados, que são procurados pela pessoa.
Os recém-nascidos prematuros apresentam menor ocorrência de movimentos de orienta-
ção para estímulos naturais e distorcidos. Recém-nascidos a termo apresentaram preferência
por faces naturais e um número maior de orientações para o estímulo, tanto para faces naturais
quanto para faces distorcidas (Pereira et al., 2017).
Quanto maior o grau de prematuridade, menor o peso e maior o número de dias de
internamento, verifica-se que os pais dão mais prioridade a comportamentos de estimulação e
menos as questões sociais e a disciplina (Guardiano et al., 2017).
2.3.1 Expressões Faciais
As emoções fazem parte do nosso dia a dia desempenhando um papel fundamental e o
rosto é um dos canais mais ricos de expressão. Nos últimos 20 anos, tem havido um interesse
crescente na comunidade de visão computacional em algoritmos de análise automatizada de
imagens faciais. Isso foi impulsionado por aplicativos em animação, pesquisa de mercado,
direção autônoma, vigilância e edição facial, entre outros (De la Torre et al., 2015).
Os métodos de reconhecimento de expressão também podem ser agrupados em estáticos
e dinâmicos. Modelos estáticos avaliam cada quadro de forma independente, usando técnicas de
classificação como redes neurais. Mais recentemente, arquiteturas de aprendizado profundo foram
usadas para executar conjuntamente a extração e reconhecimento de recursos. Essas abordagens
geralmente usam o pré-treinamento, uma etapa de treinamento não supervisionada em camadas
que permite o uso de conjuntos de dados muito maiores e não rotulados (Chavan e Kulkarni,
2013). Bancos de dados com uma quantidade expressiva de imagens rotuladas é utilizado para
treinamento de alguma dessas redes, o banco de dados Cohn-Kanade foi lançado com o objetivo
de promover pesquisas para detectar automaticamente expressões faciais individuais. Desde
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então, o banco de dados Cohn-Kanade tornou-se um dos bancos de testes mais amplamente
utilizados para desenvolvimento e avaliação de algoritmos (Lucey et al., 2010).
Métodos de rastreamento de características faciais e análise foram desenvolvidos no
decorrer do tempo. A análise inclui tanto a medição de movimento facial e reconhecimento da
expressão. Sendo necessário um banco de ensaio grande e representativo para avaliar diferentes
abordagens (Kanade et al., 2000).
A classificação por computador das expressões faciais requer grandes quantidades de
dados e esses dados precisam refletir a diversidade de condições observadas em aplicativos
reais. Conjuntos de dados públicos ajudam a acelerar o progresso da pesquisa, fornecendo aos
pesquisadores um recurso de referência (McDuff et al., 2013).
Para este trabalho foi utilizado a Affecitva, com o objetivo de identificar as emoções
do usuário. Com uma webcam comum, foi possível detectar marcos faciais na imagem
automaticamente usando o Software Development Kit (SDK) da Affectiva. A abordagem é
baseada em característica geométrica, usada para extração de características. A distância entre
os pontos de referência é usada como um recurso, e para selecionar um conjunto ótimo de
características o método de força bruta é utilizado. O sistema proposto utiliza algoritmo de rede
neural para a classificação e reconhece 6 (respectivamente 7) expressões faciais, ou seja, raiva,
repulsa, medo, alegria, tristeza, surpresa e neutro (Magdin e Prikler, 2018).
O kit de ferramentas pode codificar automaticamente as expressões de várias pessoas
simultaneamente. O kit de ferramentas está disponível e o sistema é treinado com um grande
conjunto de dados de expressões faciais e tem sido otimizado ao longo dos anos oferecendo um
enorme potencial para o design de novas interfaces que respondem aos usuários, fazendo uso de
redes neurais profundas para analisar o rosto em um nível de pixel assim classificando expressões
faciais e emoções (McDuff et al., 2016).
O sistema de identificação funciona com 4 componentes. i) detecção da face e dos
landmarks facial; ii) extração do recurso de textura do rosto; iii) classificação da ação a qual o
rosto está realizando; iv) modelagem da expressão emocional (McDuff et al., 2016).
As emoções a qual foram aplicadas no sistema computacional proposto foram as
expressões de emoção (raiva, alegria, surpresa, neutro, medo e nojo), sendo baseadas em
combinações de ações faciais. Essa codificação foi construída sobre o sistema de codificação de
ação facial emocional EMFACS (Friesen e Ekman, 1978). As expressões de emoção recebem
uma pontuação semelhante de 0 (ausente) a 100 (presente) e são armazenadas conforme figura
3.11.
Existem diversas ferramentas de reconhecimento de emoções disponíveis para a utili-
zação de forma gratuita ou paga. As opções de maior relevância são: Kairos, CrowdEmotion,
Affectiva, Beyond Verbal, PointGrab, nViso, Eyeris, Intel RealSense, Realeyes, the Affective
Computing Company, Elliptic Labs, SoftKinetic, Sension e Gestigon. Em um teste de perfor-
mance conforme figura 2.1, onde foram utilizados dois critérios de notas, sendo uma pelo autor e
a outra pelos usuários. A Affectiva se mostrou a opção mais viável entre as primeiras colocadas
(Technology, 2021). A Affectiva ficou entre as primeiras colocadas sendo uma ferramenta com
muitas funcionalidades de livre utilização com constante evolução e atualização no banco de
dados de imagens. A fácil integração com o Unity 3d também foi levada em consideração para a
utilização na BACRE-I e também mostrou uma performance leve, com alto índice de acertos.
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Figura 2.1: Comparativo de performance por Technology (2021)
2.4 RASTREAMENTO OCULAR
Uma das metodologias utilizadas atualmente para a avaliação dos processos de reco-
nhecimento de expressões faciais é o rastreamento ocular, sob a hipótese de que alterações
na exploração visual estejam relacionadas com o baixo desempenho no reconhecimento de
expressões faciais, o que fica evidente em boa parte das pesquisas (Vieira, 2015). Verificou-se no
estudo com adolescentes do sexo masculino com transtorno do espectro do autismo - TEA ou
transtorno opositivo desafiador - TOD, que adolescentes com TEA olham menos para os olhos em
expressões emocionais amedrontadas, zangadas, felizes ou neutras e demoram significativamente
mais tempo para fixar nos olhos de rostos medrosos em comparação com o TDO (Bours et al.,
2018).
A técnica de rastreamento ocular, consiste no monitoramento da posição relativa dos
olhos durante tarefas que envolvem a visualização de estímulos visuais, sejam eles imagens,
objetos ou textos escritos. Esse monitoramento, é realizado por equipamentos completamente
não invasivos, como os rastreadores de mesa ou por aparatos com excelente acurácia e precisão
(Forster, 2017).
Trabalhos com rastreamento ocular já vem sido realizado a algum tempo, com o objetivo
de identificar o local que o consumidor está olhando, assim conseguindo extrair características
única (Ares et al., 2013). A precisão do equipamento é fundamental para que se consiga uma
extração de maior precisão (Khushaba et al., 2013).
Atualmente, existem diferentes sistemas e tecnologias que medem os movimentos
oculares para as mais diversas finalidades. As principais medidas obtidas com o uso da técnica
são: fixações, sacadas, perseguição e dilatação pupilar. A partir dessas variáveis, é possível
avaliar em qual local e por quanto tempo os indivíduos fixaram o olhar em determinados estímulos
visuais estáticos ou dinâmicos, além do recrutamento momentâneo de recursos cognitivos e
emocionais de acordo com as demandas da tarefa. Diferentes sistemas e tecnologias são capazes
de medir os movimentos oculares, atualmente existem dois tipos disponíveis: montados na cabeça,
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em que as crianças precisam utilizar um rastreamento ocular em amostras infantis acessório
na cabeça; e os sistemas remotos que são totalmente não invasivos e registram o movimento
ocular a distância, sendo integrados a um monitor (Balam e Osório, 2018a). Constatou-se
na literatura, a carência de instrumento para avaliar o reconhecimento de emoções de modo
apropriado e direcionado para avaliação de prematuros na fase escolar. Existem estudos dos
efeitos do nascimento pré-termo no desenvolvimento e funções executivas, englobando fatores
que prejudicam o desenvolvimento da criança, mas há necessidade de pesquisas avançadas do
tema.
2.5 CRIAÇÃO DE AVATAR 3D
Estudo utilizando avatares já vem sendo realizados a algum tempo, com o foco de
impactar positivamente os resultados motivacionais (por exemplo, autoeficácia, atitude, interesse)
e afetivos (por exemplo, sentimentos de conexão, alívio de frustração). Com base no paradigma
dos computadores como atores sociais (Reeves e Nass, 1996), há evidências significativas de que
a influência social dos agentes antropomórficos é comparável à dos seres humanos (Baylor e
Kim, 2009) ; (Ebbers, 2007).
O avatar pode ser um influenciador de maneira social, fazendo com que o usuário
aprenda e replique o que ele está fazendo, motivando o usuário a replicar uma expressão que foi
gerada de forma computadorizada. Existem várias vantagens na implementação de um agente
antropomórfico, conforme descrito em Baylor e Kim (2009). É importante ressaltar que um
agente pode estar disponível, quando for mais conveniente ou oportuno para o aluno. Conforme
descrito em Baylor e Kim (2009), a disponibilidade de um agente sempre ativo como modelo
social é vantajosa, dadas as dificuldades em contratar um mentor humano para treinar o aluno.
O potencial de acessar esses agentes em tempo real e personalizá-los para alunos
individuais é algo notável, mas para projetá-los e construí-los é necessário tempo e recursos
consideráveis. Curiosamente, enquanto um agente com maior funcionalidade computacional
pode ser destacado como mais crível e semelhante ao humano, ás pesquisas indicam que os
alunos notam e interagem socialmente sendo influenciados por agentes antropomórficos, mesmo
quando sua funcionalidade e adaptabilidade são limitadas para projetá-los e construí-los Baylor
e Kim (2009) ; Guadagno et al. (2007); Rosenberg-Kima et al. (2007). Consequentemente,
projetar agentes motivacionais está ao alcance de educadores, treinadores e todos os que desejam
promover novas atitudes, mudar comportamentos ou influenciar positivamente os outros (Baylor,
2011).
Para o projeto, foi utilizado uma estrutura de ponta a ponta para modelar um avatar 3D
a partir de uma única imagem de entrada para renderização em tempo real. Um modelo de rosto
texturizado. A representação do cabelo foi retirada para não tirar o foco central das emoções.
Todas as ilustrações são renderizadas em tempo real no Unity e a imagem do usuário é obtida
através da fotografia que é capturada no momento da fase em questão (Hu et al., 2017).
2.6 MÉTODOS COMPUTACIONAIS RELACIONADOS
Essa seção apresenta uma revisão bibliográfica de alguns trabalhos existentes na literatura
que utilizaram métodos computacionais para reconhecimento de emoções em crianças (Subseção
2.6.1).
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2.6.1 Análise de emoções em crianças
Na literatura já existem trabalhos com foco na análise de emoções expressadas por
crianças em relação a estímulos de multimídia adequados para a faixa etária (Pradi et al., 2016);
(Jesher et al., 2018). Como a tese de mestrado do autor (Pradi et al., 2016), pela UFPR, na qual
a análise de emoções faciais realizadas em crianças permite um estudo aprofundado sobre as
percepções reduzidas, em decorrência do transtorno do espectro autista.
Ao treinar habilidades de reconhecimento e produção de expressões faciais em
pessoas com transtorno do espectro autista, é importante definir quais expres-
sões faciais serão utilizadas. Conforme mencionado previamente, transtorno
do espectro autista apresentam limitações na formação da teoria da mente,
decorrentes de dificuldades no reconhecimento e produção de expressões
faciais. (Pradi et al., 2016, p. 12).
A escolha do público infantil na maioria dos trabalhos pesquisados pelo autor (Pradi
et al., 2016), é consequência de uma incidência maior no número de casos de crianças com
transtorno do espectro autista, uma doença cuja perspectiva na medicina limita-se apenas em
análises clínicas. No trabalho abordado, o autor promove atividades dinâmicas e visuais, contendo
introdução para exemplificar ao usuário os exercícios que serão realizados. Nos conteúdos de
multimídia, os testes são realizados no computador, e as crianças monitoradas devem reconhecer
nas imagens e vídeos a emoção que está sendo compartilhada na tela.
Para os autores (Jesher et al., 2018, p. 1249) “As expressões faciais desempenham um
papel muito importante em nossa interação e comunicação com outras pessoas.” No artigo, os
autores reconhecem uma nova forma de auxílio para o tratamento de Transtorno do Espectro
Autista - TEA, a elaboração de um jogo criado para ajudar no entendimento e reprodução de
expressões faciais. Através da criação de um avatar (personagem animado), para estimular a
concentração e interação da criança. Para contribuir com o presente estudo sobre a importância
da análise de emoções através de crianças, os autores Pavarini e de Hollanda Souza (2012)
completam em seu trabalho, de que existe o reconhecimento real de crianças na diferenciação de
aspectos de uma determinada situação. E da mesma forma, a identificação de casualidade entre
comportamento e estado mental.
Os alunos que usam este sistema praticam menos jogos e os alunos que recebem
muitos exercícios suplementares têm um aprendizado consideravelmente melhor
do que o associado aos jogos na condição de controle ou em estudos anteriores.
(d Baker et al., 2006, p. 1).
Uma característica muito importante a ser levada em consideração são as formas de
treinamento empregadas nas ferramentas de reconhecimento e reprodução de expressões faciais de
emoções. As formas de treinamento podem ser caracterizadas como identificação e produção. Na
identificação, um estímulo é mostrado (podendo ser uma imagem ou vídeo) de uma expressão de
emoção e o indivíduo faz uma relação entre o que foi apresentado e uma descrição representativa
daquela emoção. Na produção, o indivíduo realiza, com seu próprio rosto, uma expressão de
emoção equivalente ao estímulo exibido (Raposo et al., 2020).
Pode-se observar que diferentes trabalhos já abordaram o estudo de análise da resposta
emocional dada por crianças a estímulos. Porém, conclui-se que não foi encontrado nenhum
trabalho que abordasse de forma específica, uma ferramenta computacional para analisar o
reconhecimento de emoções em escolares nascidos a termo e pré-termo.
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3 ESPECIFICAÇÕES DA BACRE-I
A avaliação computadorizada foi desenvolvida com o objetivo de avaliar o reconheci-
mento de emoções de crianças de 8 a 12 anos e para tal a ferramenta utiliza diferentes recursos
multimídia que são divididas em 6 fases utilizando imagem ilustrativa e vídeos. Além de
apresentar o conteúdo, a ferramenta coleta informações entendidas e expressadas pelas crianças
além do rastreamento ocular. Visando apresentar detalhes das especificações da ferramenta serão
utilizadas as seções: i) 3.1 apresenta as etapas do desenvolvimento de cada fase da ferramenta; ii)
3.2 exibe todas as fases da ferramenta descrevendo a sua funcionalidade de forma individual.
Mais detalhes são apresentados em suas subseções.
3.1 ETAPAS DE DESENVOLVIMENTO
A ferramenta foi composta por atividades para reconhecimento de emoções, produção
de expressões faciais e rastreamento ocular. O teclado de computador foi utilizado para rotular as
chaves de acordo com as expressões indicadas na tela e serve para responder ao teste. Durante a
aplicação, quando o aluno demonstrou dificuldades na utilização do computador ou quanto as
dúvidas referentes as funcionalidades do software o aluno teve a opção de responder verbalmente
ao pesquisador que está aplicando o teste. Não foi fornecido nenhuma resposta ou reação de
acerto ou erro. A avaliação com a ferramenta computacional tem a duração aproximada de 30
minutos, não há limite de tempo para execução, no entanto, o tempo é cronometrado e registrado.
A criação da ferramenta computacional incluiu 8 etapas: Etapa 1 - estudo do estado da
arte; Etapa 2 - seleção de imagens, vídeos, sons e filmes com conteúdo considerado relacionado
às seis emoções básicas, capaz de gerar tais emoções aos participantes durante a execução;
Etapa 3 - Avaliação pelos juízes do conteúdo selecionado. Etapa 4 - Análise e seleção do
conteúdo selecionado pelos juízes; Etapa 5 - Elaboração de uma apresentação em PowerPoint
com as imagens, sons, vídeos e filmes para o estudo piloto; Etapa 6 - montagem da ferramenta
computacional para execução do teste; Etapa 7 - elaboração do sistema de exportação dos dados;
Etapa 8 - Utilização da ferramenta para pesquisa. Os detalhes de cada etapa serão apresentados
com maiores detalhes nas subseções.
Figura 3.1: Procedimento do desenvolvimento
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3.1.1 Etapa 1 - Estudo do estado da arte
A elaboração do projeto se iniciou com o estudo do estado da arte das ferramentas
utilizadas na área da psicologia e computação. Fazendo o levantamento do que se tem de mais
eficaz em hardware e software. Foi levado em consideração também as ferramentas com sensores
mais precisos para o rastreamento ocular. Foram efetuados testes no laboratório com três tipos de
sensores para rastreamento. Foram realizados também testes de algoritmos para reconhecimento
de emoções e uma revisão sobre metodologia de desenvolvimento de software e prototipagem.
3.1.2 Etapa 2 - Banco de dados
Para realizar a seleção das imagens e vídeos, foi necessário uma revisão e análise
dos bancos de dados públicos disponíveis e que se encaixasse no perfil que pudesse ser
apresentado para o público delimitado. O banco de dados que se mostrou mais efetivo por mostrar
uma padronização e ampla variedade de imagens foi o "The Karolinska Directed Emotional
Faces"(Lundqvist et al., 1998). Para a seleção das imagens de idosos foi utilizado o database
FACES (Ebner et al., 2010), que é composto por N = 171 faces naturalistas de mulheres e homens
jovens, de meia-idade e idosos assim aumentando a diversidade da pré-seleção. Para a seleção de
vídeo foi utilizado o banco de dados Ryerson Audio-Visual Database of Emotional Speech and
Song (RAVDESS) (Livingstone e Russo, 2018), onde os atores interpretam uma única frase para
cada expressão. Com o objetivo de aumentar a variedade foi selecionada uma canção disponível
no serviço de streaming Youtube onde aparecem crianças expressando emoções (Shukla, 2015),
onde alguns trechos foram recortados e adicionados na base utilizada A. Para a captura das
expressões faciais das emoções, foram selecionados uma variedade de vídeos disponível de
forma livre, direcionados para o público infantil. Todos os vídeos utilizados no projeto foram
recortados e padronizado com o limite de 30 segundos de duração.
3.1.3 Etapa 3 - Avaliação por Juízes
A avaliação foi fundamental para selecionar os estímulos que gerou a bateria, optou-se
pela avaliação dos juízes, para validar o material quanto a aparência e conteúdo. O grupo de
juízes, constituiu-se por doze profissionais da área da psicologia, medicina e fonoaudiologia, com
vivência no atendimento de crianças e adolescentes, responsáveis por preencher um questionário,
com a emoção pertinente ao conteúdo exposto, para avaliar a relevância e representação de cada
estímulo.
3.1.4 Etapa 4 - Seleção
Na Etapa 4 realizou-se a análise estatística da concordância e a inclusão de imagens e
vídeos com o maior índice de aceitação. Nesse caso, para seleção do conteúdo, a linha de corte é
de no mínimo 75% de concordância entre os juízes, tendo em vista que, é importante estimar o
grau de confiabilidade entre os avaliadores, pois esse valor tem implicações importantes para
a validade dos resultados do estudo, sendo que na diretriz típica encontrada na literatura para
avaliar a qualidade da confiabilidade entre avaliadores com base em estimativas de consenso é
que elas devem ser de 70%, já valores a partir de 90% são considerados altos (Stemler, 2004).
Após a análise pelos juízes, foram separadas as imagens e vídeos com o maior índice de
aceitação.
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3.1.5 Etapa 5 - Estudo piloto
Antes da elaboração e aplicação do software foi realizado uma simulação com as
imagens e vídeos a qual foram separadas na etapa 3.1.4, chamado de estudo piloto 4.1.1. Este
teste serviu para fazer o levantamento de requisitos necessário para uma melhor elaboração da
ferramenta.
O estudo piloto também serviu para ter uma média do tempo total e mínimo de utilização
da ferramenta, possibilitando uma melhor organização para a etapa de aplicação. A avaliação
mostrou um tempo mínimo de 20 minutos com a duração máxima aproximada de 30 minutos.
Com o resultado do estudo piloto 4.1.1, foi possível levantar a eficácia das imagens e
vídeos, foi possível também analisar quanto ao entendimento quanto a usabilidade da ferramenta
e o tempo médio da execução de cada usuário.
As imagens do estudo podem ser conferidas no (Apêndice A).
3.1.6 Etapa 6 - Elaboração da ferramenta
A Etapa 6 contemplou a elaboração computadorizada da bateria, considerando todos os
dados fornecidos pelas etapas anteriores. O sistema computacional apresentado foi desenvolvido
utilizando a plataforma de desenvolvimento Unity 3D em sua versão 2018.2.15f1. E a biblioteca
da Affectiva (Affdex) que utiliza um kit de ferramentas de reconhecimento de expressão facial
em tempo real que pode codificar automaticamente as expressões, o sistema é treinado no maior
conjunto de dados de expressões faciais do mundo sendo fundamental para identificar as emoções
com a maior taxa de precisão possível (McDuff et al., 2016). Para o Avatar foi adquirido o (Blend
Shapes Preset Tool Pro) que é um asset, pode ser adquirido para ser incluído de forma individual,
sendo a representação de qualquer item que pode ser usado no projeto, interno ou externo do
Unity. Utiliza um modelo tridimensional, com uma imagem padrão sem textura onde as emoções
foram colocadas de forma manual. E para criar a texturização é utilizado em conjunto o SDK Kit
de desenvolvimento de software da empresa AVATAR SDK itSeez3D (Hu et al., 2017). Para
aplicar a camada de texturização sob o asset. Assim criando um Avatar do participante com
emoções preestabelecido de forma aleatória.
Com todos os dados fornecidos pelas etapas anteriores, foi possível a elaboração da
ferramenta computacional.
Antes de iniciar a o estágio de teste, foram agendadas duas crianças para a aplicação e
levantamento de requisitos para a etapa de coleta.
3.1.7 Etapa 7 - Extração de dados
Na Etapa 7 planejou-se a extração de dados, a bateria foi projetada para exportar os
dados para analisar e observar os dados de forma clara. A elaboração da exportação dos dados
armazenados foi organizada em um formato de fácil entendimento para a interpretação dos
dados, de uma forma que ficasse fácil de interpretar as informações. De modo que, a resposta do
participante era armazenada automaticamente em um banco de dados, para as análises estatísticas,
com relatórios individuais e totais sobre os erros, acertos de expressões faciais e tempo de
duração. Com relação ao rastreamento ocular, um mapa de calor com a representação gráfica de
dados dos valores individuais e do resultado foi gerado.
3.1.8 Etapa 8 - Avaliação da ferramenta
Na etapa 8 ocorreu a aplicação da bateria para 82 participantes de 8 a 12 anos de idade,
de ambos os sexos, matriculado entre o 2º ano ao 7º ano do ensino fundamental de escolas
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públicas. Todas as etapas utilizadas neste trabalho foram informatizadas, fazendo com que os
procedimentos tivessem um ganho no tempo de aplicação e uma medida mais precisa. Também
auxiliando na padronização das atividades sequenciais para todos os alunos, podendo estabelecer
um maior rigor nas condições, fazendo com que a ferramenta tenha uma maior credibilidade
(Capovilla, 2006).
3.2 INTERFACE E FUNCIONALIDADES
A ferramenta proposta é composta por 6 fases: i) 3.2.3; ii) 3.2.4; iii) 3.2.5; iv) 3.2.6; v)
3.2.7; e vi) 3.2.8; Incluindo a fase de treinamento 3.2.2, e a etapa de extração dos dados 3.2.9,
informações sobre a interface e telas de instruções 3.2.1. Mais detalhes de cada uma dessas fases
são apresentados nas subseções a seguir.
3.2.1 Interface e Instruções
Para desenvolver a interface da ferramenta foram realizadas reuniões para determinar
e elaborar um layout que ficasse de acordo com o projeto. Foi levado em consideração o
posicionamento dos botões na tela e cores a qual não tirasse o foco das funcionalidades do
software. As instruções de cada fase foram analisadas para que fosse de um fácil entendimento
para a criança, sendo de maneira clara e objetiva. O usuário só tem a possibilidade de avançar
para a próxima etapa após o sistema liberar. Esse bloqueio foi pensado justamente pelo público
serem crianças. Assim o usuário não pode avançar antes de concluir por completo a etapa
proposta.
A figura 3.2 apresenta o diagrama de atividades da bateria, onde inicia-se pela apresen-
tação e passa por um treinamento no início da aplicação. Esse treinamento pode ser repetido
até o usuário se sentir confortável para iniciar o teste, porém, após iniciar as fases a atividade
deve continuar de maneira ininterrupta. No momento em que termina a fase quatro, o sistema
pergunta se quer tirar uma foto ou utilizar uma do sistema para gerar o Avatar, tendo em vista
que algumas crianças podem não se sentir confortáveis para tirar foto. Ao término da fase seis,
aparece na tela a opção de iniciar um novo teste em outro usuário, ou finalizar a mesma com uma
tela de agradecimento.
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Figura 3.2: Diagrama de Atividades
O teste inicia com a tela de cadastro para preenchimento do nome, explicação disponível
por meio da leitura e verbalmente pelo pesquisador sobre o treinamento e as fases, para entender
a lógica de funcionamento da ferramenta. As instruções informam a importância de ter atenção
para realizar o teste, a quantidade de fases, o conteúdo e o modo de selecionar a resposta.
Figura 3.3: Iniciar Sessão
Figura 3.4: Instruções
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Figura 3.5: Instrução que antecede a fase 1
3.2.2 Fase de Treinamento
Está é a fase que antecede as outras, onde é realizado um treinamento onde os dados
não são registrados. Sendo elaborada para o usuário se habituar com a ferramenta antes das
fases principais, justamente para não atrapalhar o processo. Nesse momento a pessoa que está
acompanhando a aplicação segue explicando como cada etapa funciona de forma verbal e visual.
O treinamento, consiste em exercícios das 4 primeiras fases (imagens, sons, imagens dinâmicas e
trecho de filmes (com análise de emoções).
Figura 3.6: Fase do Treinamento
3.2.3 Fase 1 - Imagens estáticas
Após o usuário realizar o treinamento 3.2.2, pode iniciar o software de maneira
ininterrupta. A fase é iniciada com a tela de instruções conforme imagem 3.6, após o usuário ler,
pode avançar para a próxima tela de maneira manual. Esta fase é composta por imagens estáticas,
12 imagens diferentes de faces expressando emoções.
No lado direito da tela, conforme mostrado na figura 3.7, o usuário escolhe em todas
as fases entre as opções feliz, triste, neutro, surpresa, raiva, medo e nojo. Utilizando o teclado
numérico ou podendo simplesmente selecionar a opção tocando na tela, já que o notebook tem
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uma tela sensível ao toque, mas a preferência é que se utilize somente o teclado numérico. O
usuário pode mudar de opção quantas vezes achar necessário antes de clicar no botão que avança
para a próxima etapa. Após escolher uma opção de resposta, deve clicar na opção "próxima"ou
no “enter”. Ao final de cada fase, uma nova instrução surge na tela solicitando que, a partir
daquele momento, se observe a característica referente à fase.
Figura 3.7: Interface da Ferramenta Computacional
3.2.4 Fase 2 - Imagens dinâmicas
Seguindo a sequência da ferramenta vem a fase 2, seguindo a mesma lógica de seleção
da fase 1 3.2.3. Sendo composta por imagens dinâmicas (3D) com 18 vídeos. O usuário tem a
opção de pausar e reiniciar o vídeo quantas vezes achar necessário antes de clicar no botão que
avança para o próximo vídeo.
(a) Adulto (b) Criança
Figura 3.8: Fase 2 com imagem dinâmica
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3.2.5 Fase 3 - Nomeação das emoções em sons
Esta fase é formada por 6 sons, onde cada som representa uma emoção. O usuário após
ouvir o som correspondente a emoção, seleciona a opção de acordo com o som reproduzido,
podendo reiniciar para ouvir novamente, pausar e regular o volume para não ocasionar um
desconforto auditivo. Após o término do som o botão avançar é liberado assim o usuário escolher
a opção e avança para o próximo som.
Figura 3.9: Fase 3 com som de uma emoção
3.2.6 Fase 4 - Captura das expressões
A fase de captura de expressões foi elaborada com 12 trechos de filmes de classificação
livre e tem a duração de 30 segundos cada. Durante a reprodução do vídeo, a câmera posicionada
de maneira frontal realiza a captura das expressões faciais emocionais do participante. Após os
30 segundos do vídeo, as opções aparecem na tela onde o usuário indica a emoção que sentiu,
assim, identificando a percepção da emoção em si mesmo.
O algoritmo faz a verificação de 5 frames por segundo, essa quantidade tem um acerto
suficiente para o projeto e também evita a lentidão da ferramenta. Para identificar a emoção
do usuário é utilizado a Affectiva 2.3.1, a qual faz uso de uma rede neural para identificar os
landmarks da face do participante e registrar suas emoções 3.11.
Caso o participante se movimente no momento da captura das emoções e acabe saindo da
frente da câmera, a tela fica com a borda vermelha, facilitando para a pessoa que está auxiliando
no momento da aplicação do teste possa reposicionar o participante até que a borda fique verde
novamente, que é a indicação que a captura está ocorrendo de forma correta 3.10.
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(a) Posição correta de captura (b) Posição errada de captura
Figura 3.10: Momento de captura dos vídeos
Figura 3.11: Dados registrados pela Affectiva
Para uma melhor interpretação dos dados gerados pelo sistema, as informações registra-
das foram transformadas em gráficos com legendas e cores representando cada emoção 3.12. A
cor vermelha representa alegria, preta medo, amarela tristeza, azul nojo, verde raiva e a cor bege
surpresa. A emoção neutra não foi convertida para uma cor, já que não teve nenhum registro
significativo. O limite de tempo imposto para cada animação é de 30 segundos. E a captura foi
estabelecida para acontecer a cada 4 frames. Se mostrando mais eficaz após serem realizados
alguns testes.
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(a) Gráfico 1 (b) Gráfico 2
Figura 3.12: Conversão dos dados em gráfico
3.2.7 Fase 5 - Avatar 3D
Nesta fase, assim como as outras, também será possível escolher entre as emoções
expressadas na tela contendo 6 itens. O diferencial é que um avatar é gerado pelo sistema,
inicialmente o participante recebe a instrução para fazer uma expressão facial neutra e olhar
para câmera, a qual captura os traços faciais para gerar o avatar, ou seja, um personagem gráfico
semelhante ao usuário com a personalização em um corpo virtual.
Na fase abaixo é gerado um avatar automaticamente. Utilizando algumas características
da pessoa em questão. Para manter o padrão e não desviar a atenção do usuário, o cabelo não é
reproduzido. Essa fase foi idealizada para que a criança que tem dificuldade de se expressar,
pudesse visualizar e reproduzir algumas expressões pré-determinadas pela ferramenta.
Na figura a seguir 3.13, é possível visualizar o momento em que a foto é capturada.
O avatar é gerado em até 30 segundos, caso a foto não fique dentro do padrão da conversão, o
sistema faz uma nova tentativa de captura.
(a) Foto do Usuário (b) Geração do Avatar
Figura 3.13: Transformando imagem do participante em avatar
Caso a criança participante se sinta desconfortável no momento da captura da foto, tem
a opção de utilizar um avatar aleatório gerado pelo sistema conforme 3.14.
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(a) Avatar Aleatório (b) Avatar Aleatório
Figura 3.14: Utilizando avatar aleatório gerado pelo sistema
3.2.8 Fase 6 - Rastreamento ocular
A última fase é a 6, tem como objetivo verificar o padrão de fixação dos participantes nos
estímulos e averiguar a hipótese de alterações na exploração visual relacionada ao desempenho
no reconhecimento de emoções. Essa fase foi composta pelo rastreamento ocular ou eye tracking,
utilizou um equipamento com sensores de alta precisão para não comprometer a abstração
das informações durante a aplicação. Durante a realização desta fase, o dispositivo a qual
está posicionado acima do notebook, emite padrões de reflexão nas córneas do usuário com a
utilização dos sensores infravermelhos para capturar as coordenadas de posicionamento onde o
usuário está olhando na tela e armazenando no banco de dados, assim posteriormente gerando
um mapa de calor para melhor compreensão das informações. O participante nesse sentido foi
orientado para prestar atenção somente na imagem e esperar que as opções apareçam na tela para
não gerar uma distração. O rastreamento das coordenadas acontece até o momento que as opções
de resposta aparecem. Em seguida, o participante escolhe uma opção para que seja registrado
no sistema juntamente com os outros dados. As bordas da tela mudam de cor de acordo com a
captura do equipamento utilizado, desta forma o participante é orientado para retornar a posição
original. As coordenadas são geradas e armazenadas no banco de dados para ser transformado
em um mapa de calor. Assim tendo um melhor entendimento para a interpretação na fase de
análise das imagens.
O rastreamento das coordenadas ocorrem sem as opções aparecerem na tela 3.16. Após
o registro das informações, as opções podem ser visualizadas pelo usuário onde ele escolhe a
emoção correspondente a uma emoção para que seja registrado no sistema juntamente com os
outros dados.
Assim como na fase anterior as bordas da tela também mudam de cor de acordo com
a captura do equipamento utilizado, desta forma o usuário é orientado para retornar a posição
original.
A fase de rastreamento contém imagens estáticas e dinâmicas 3.15.
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(a) Rastreamento durante (b) Após o rastreamento
Figura 3.15: Momento do rastreamento ocular
Figura 3.16: Coordenadas gerada pelo sistema
Para uma melhor interpretação dos dados gerados pelo sistema, as informações registra-
das pelas coordenadas foram convertidas em um mapa de calor. 3.17. Que é uma técnica de
visualização de informações através de intensidades. Em virtude disso, é possível visualizar com
uma maior facilidade os pontos que tiveram maior tempo de fixação.
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(a) Com trackeamento (b) Sem trackeamento
Figura 3.17: Transformando coordenadas em mapa de calor
3.2.9 Extração de dados
A elaboração da exportação dos dados armazenados foi organizada em um formato de
fácil entendimento para a interpretação dos dados, de uma forma que ficasse fácil de trabalhar
em conjunto com a profissional parceira. A resposta do usuário é armazenada automaticamente
em um banco de dados, para as análises estatísticas, com relatórios individuais e totais sobre os
erros, acertos de expressões faciais e tempo de duração. Com relação ao rastreamento ocular, um
mapa de calor com a representação gráfica de dados dos valores individuais e do resultado por
quadrantes é gerado. Assim como os gráficos das emoções.
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4 METODOLOGIA
Para realizar e validar a efetividade da ferramenta proposta, foram conduzidos estudos de
casos com crianças de 8 a 12 anos, da cidade de Curitiba, regularmente matriculadas em escolas
da cidade. Os experimentos foram conduzidos pelo grupo IMAGO de pesquisa com ênfase em
processamento gráfico (visão computacional, computação gráfica e processamento de imagens) e
informática em saúde realizando uma parceria com o Labneuro, o qual desenvolve trabalhos de
pesquisa com objetivo de diagnóstico e intervenção em quadros de problemas neurológicos e/ou
comportamentais. utilizando o mesmo grupo de crianças. As crianças passam por um conjunto
de atividades e em seguida utilizam o software proposto neste trabalho.
Detalhes sobre os experimentos planejados serão apresentados nesse capítulo, juntamente
com as demais atividades planejadas para o projeto. Para tal o restante desse Capítulo encontra-se
organizado da seguinte forma: A Seção 4.1 apresenta detalhes do experimento realizado para
validação do sistema proposto; A Seção 4.2 apresentada as atividades planejadas para o projeto e
o seu cronograma de execução.
4.1 EXPERIMENTOS
Essa seção visa apresentar detalhes do experimento realizado. A subseção 4.1.1,
apresenta detalhes do estudo piloto realizado para validar o ambiente experimental e também
características do sistema proposto. A subseção 4.1.2, apresenta a configuração do ambiente
utilizado nos experimentos. Detalhes da configuração dos experimentos são apresentados na
Subseção 4.1.3
4.1.1 Estudo piloto
A etapa de criação de uma apresentação em PowerPoint composta de 12 imagens
estáticas, 18 imagens dinâmicas, 6 sons e 13 trechos de filmes com concordância superior a 75%
entre os juízes, classificadas sem repetir os atores, para reduzir o viés de adaptação objetivando
a realização do estudo piloto. O estudo piloto serve para testar, avaliar, revisar e aprimorar os
instrumentos, estipular a duração da aplicação, verificar possíveis falhas, uso de termos não
compreensíveis aos participantes, ambiguidade de alguma instrução, procedimentos da utilização
da ferramenta computacional, pontos fracos e problemas em potencial com as imagens e vídeos
escolhidos para compor o instrumento e, assim resolver antes da implementação da pesquisa
propriamente dita. Para a sua realização, a quantidade de participantes indicada é de 10% da
amostra almejada como indica Canhota (2008), sendo assim, 10 participantes.
As imagens do material utilizado para aplicação do estudo piloto podem ser conferidas
no (Apêndice A).
4.1.2 Configuração do ambiente
O ambiente é parte fundamental do teste, para que ás crianças se sintam em um ambiente
confortável e não evasivo para utilizar o software. Os experimentos foram aplicados em uma
sala de aula em uma escola onde ás crianças estudam. Essa sala foi escolhida de acordo com
algumas especificações, já que os testes são aplicados de maneira sequencial e um aluno não
pode visualizar a tela do outro.
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A sala foi adaptada com alguns acréscimos de equipamento, assim como uma luminária
para que as captações da imagem não fossem comprometidas, já que para o rastreamento de
emoções tem uma efetividade maior quando a iluminação está equilibrada.
Para que o som do sistema não atrapalhasse os testes que estavam sendo realizados
de maneira paralela, foi utilizado um fone de ouvido, assim o som ambiente não atrapalha a
experiência e a ferramenta consegue ter uma efetividade maior.
O posicionamento do aluno também é fundamental para a captação dos estímulos visuais
e para a gravação. A cadeira foi posicionada de maneira frontal ao notebook e o teclado para as
respostas em um local onde o aluno não precisasse se mexer muito para realizar as respostas.
Os materiais necessários para execução da ferramenta consistem em um notebook Dell
Inspiron i15, tela de 15.6 polegadas sensível ao toque, uma câmera Tobii Eye Tracker 4c, que
permite o rastreamento ocular em tempo real, através do acompanhamento da pupila de ambos os
olhos e o registro das faces dos participantes enquanto fazem as expressões faciais de emoções
Todas as etapas do ambiente foram organizadas para que o aluno não se sentisse
descontável durante os testes e que também não seja de maneira evasiva, já que não existe nenhum
contato direto do equipamento com o aluno.
(a) Sem acompanhamento (b) Com acompanhamento
Figura 4.1: Ambiente de utilização do sistema
É realizado o acompanhamento conforme figura 4.2 para explicar também de forma
verbal, as funcionalidades da ferramenta. Durante o teste, o acompanhamento continua sem
interferir no teste, só se existir alguma dúvida por parte do aluno quanto ao sistema ou quanto ao
esclarecimento de alguma mídia.
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Figura 4.2: Acompanhamento durante o experimento
4.1.3 Organização do experimento
As aplicações realizadas foram conduzidas em conjunto com os experimentos abordados
em Telaska (2020). Durante as atividades, os alunos participaram de algumas etapas de avaliação
de funções executivas e cognição social.
Destaca-se que assim como as avaliações realizadas por Telaska (2020), o estudo
proposto também visa realizar o levantamento dos dados para avaliar funções executivas e
cognição social em escolares nascidos a termo e pré-termo. Desta forma os resultados dos
trabalhos são complementares.
4.2 ATIVIDADES
Essa Seção visa apresentar as atividades que serão executadas para a conclusão do
projeto proposto nesse trabalho. Todas as atividades planejadas são apresentadas a seguir:
• Atividade 1 - Revisão Literatura: A revisão da literatura foi intensificada no primeiro
ano para produção do software;
• Atividade 2 - Disciplinas: Todos os créditos e disciplinas foram realizadas no primeiro
ano, levando em consideração a programação para aplicação do software;
• Atividade 3 - Detalhamento: Reuniões para levantamento de requisitos do software e
local de aplicação do mesmo;
• Atividade 4 - Desenvolvimento do Protótipo: Desenvolvimento do protótipo e
aplicação para levantamento de requisitos;
• Atividade 5 - Desenvolvimento do Software: Desenvolvimento do software e
realização de testes;
• Atividade 6 - Aplicação do Software: Aplicação do software nas escolas;
• Atividade 7 - Desenvolvimento da Dissertação: Anotar todos os dados para desen-
volver a dissertação;
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• Atividade 8 - Análise dos Resultados: Após extrair todos os dados, realizar a
organização para levantamento estatístico e análise;
• Atividade 9 - Publicação: Redigir o artigo para uma possível publicação;
• Atividade 10 - Defesa: Defesa.
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5 RESULTADOS
Os resultados dos experimentos foram publicados em conjunto com o trabalho de
Telaska (2020). As crianças passam por um conjunto de atividades e em seguida utilizam o
software proposto neste trabalho.
Detalhes sobre os resultados serão apresentados nesse capítulo, juntamente com a
discussão. Para tal o restante desse capítulo encontra-se organizado da seguinte forma: A
seção 5.1 apresenta detalhes sobre a experiência da aplicação tal como ambiente, usabilidade e
sugestões dos usuários; Na seção 5.2 é realizado uma discussão sobre o trabalho proposto.
5.1 EXPERIMENTO
A construção da ferramenta se iniciou utilizando a prototipagem com o software
Balsamiq Wireframes que é uma ferramenta rápida, de fácil interface com a fidelidade que
reproduz a experiência de esboçar em um bloco de notas ou quadro branco, para colocar em
prática a ideia do visual de um software. Com isso ficou mais fácil de interpretar a estrutura e o
conteúdo evitando longas discussões sobre cores e detalhes que devem surgir posteriormente no
processo. Forçando a se concentrar na estrutura e no conteúdo.
Durante a etapa de idealização da estrutura e funcionalidades da ferramenta, foi
ensinado a usuária psicóloga a utilização do software Balsamiq para que fosse possível abstrair o
conhecimento tácito e dar início ao desenvolvimento. Com isso foi possível interpretar e discutir
sobre as melhorias e tecnologias aplicadas no software. As figuras da prototipagem podem ser
visualizadas no Apêndice (C).
Após ser definida, a estrutura veio as etapas de desenvolvimento 3.1, onde foi possível
realizar uma revisão do estado da arte e definir as tecnologias, dados e métodos computacionais
que atingisse o objetivo do trabalho. Essa discussão foi realizada em conjunto para que chegasse
a um consenso do que fosse melhor para o trabalho. Levando em consideração o público alvo e
as características do ambiente onde o software foi aplicado.
Logo após o desenvolvimento da ferramenta, foi proposto a aplicação de um teste
utilizando o ambiente onde seria realizado o experimento completo, utilizando uma criança para
testar a usabilidade e possíveis falhas que poderiam acontecer durante o processo completo.
Com o objetivo de minimizar os possíveis erros no procedimento final. Já que não poderia
repetir a utilização da ferramenta e também com a preocupação de minimizar a perda de dados
com a maior precisão possível das informações. Com esse teste, foi possível identificar alguns
problemas que foram encontrados no ambiente e na funcionalidade da ferramenta. Tais como
problemas na iluminação, que fazia com que a câmera não conseguisse identificar aspectos
fundamentais para a identificação das emoções e para a criação do avatar. Foi percebido também,
a necessidade de se utilizar um fone de ouvido para minimizar a dispersão da atenção durante a
realização do teste, já que um ambiente escolar tem algumas variações de som ambiente. Alguns
aspectos quanto a utilização do aluno relacionado ao teste também foram anotados, para que
fosse feito uma melhoria da ferramenta para a etapa 8 de aplicação da pesquisa.
Com a identificação dos possíveis problemas que poderiam acontecer no dia do teste,
foram utilizados os materiais tal como uma luminária para manter uma luz ambiente estável,
fones de ouvido com abafador, extensões de tomadas para suprir as falhas da distribuição dos
computadores, apoio para o notebook com o objetivo de deixar uma direção fixa da câmera e do
alcance das informações exibidas na tela.
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Para controlar as atividades, foi utilizado uma lista dos alunos participantes que pode ser
conferida no Apêndice (D). Essa lista ajudou na organização para localizar os alunos na escola e
para identificar no banco de dados.
Quanto ao desempenho da ferramenta, foi fundamental anotar algumas melhorias que
foram percebidas durante a aplicação. Foi notado que alguns alunos tiveram dificuldades de
realizar a leitura, mesmo sendo alunos do ensino fundamental. Com isso, um áudio de descrição
das etapas facilitaria o entendimento do que se deve realizar em cada fase da ferramenta. Mesmo
com essa carência, o software teve um acompanhamento de todo o processo e quando foi
necessário teve a leitura da fase que o aluno relatou dúvida.
Os alunos tiveram bastante facilidade quanto a usabilidade da ferramenta e ela se
mostrou muito intuitiva durante todas as fases. Poucos alunos tiveram dúvidas e no final da
realização do teste foi questionado quanto ao entendimento e sugestões.
Todos as fases da ferramenta mostram uma efetividade satisfatória para a realização do
teste. Durante a etapa, para gerar o avatar é realizado uma foto do usuário e isso fez com que se
tivesse uma preocupação quanto ao posicionamento do aluno e o consentimento no momento
da captura da imagem, já que é utilizada somente para gerar o avatar e logo é descartada pelo
sistema.
O tempo da utilização da ferramenta gerou um leve desgaste nos usuários, porém não
teve reclamações quanto ao tempo. A grande maioria, utilizou mostrando um nível de diversão e
conforto. Alguns mostram o interesse de realizar o teste novamente.
Após a realização de todo o experimento foram extraídos os dados, a qual foi organizado
por nome e id de identificação para realizar a avaliação e análise estatística apresentadas em
Telaska (2020), onde realizou uma análise mais aprofundada e do ponto de vista profissional.
A princípio os dados brutos gerados pelo software, não apresentaram um fácil entendimento,
porém com algumas sugestões e análises, os dados extraídos foram colocados em um padrão
atingindo o objetivo de fácil interpretação. As coordenadas transformadas em mapa de calor na
figura 3.17 e a os dados registrados pela Affectiva foram transformados em gráficos com legenda
explicativa figura 3.12.
A Tabela 5.1 demonstra os resultados da aplicação com 82 participantes de 8 a 12 anos.
As médias mais satisfatórias de acertos foram na Fase 3 (média=91,46) e 2 (média=82,18).
Tabela 5.1: Resultados da aplicação da BACRE-I
A emoção que apresentou maior concordância entre os participantes foi a alegria (𝜅
> 0,84) e o medo teve menor nível (𝜅 > 0,66), mas de modo geral, as emoções apresentaram
excelentes níveis de concordância (gráfico 5.1).
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Figura 5.1: Percentual de concordância por emoção
O mapa de calor (Figura 5.2) foi gerado a partir das coordenadas armazenadas no banco
de dados e aplicado em cima das imagens da fase 6. A intensidade do calor vai da escala do
mais fraco verde, até o maior intenso vermelho. Quanto mais o valor da coordenada se repete no
banco de dados, maior é a intensidade da escala de cor. Para o teste foi considerado somente o
valor mais intenso, os dados evidenciaram que as regiões com mais fixação foram a testa (média
5,14) e olhos (média 2,81).
Figura 5.2: Mapa de calor da BACRE-I
Em vista dos argumentos apresentados nesse capítulo, foi possível concluir que a
ferramenta atingiu o objetivo superando os obstáculos que foram previstos nos estudos piloto e os
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elementos surpresa que ocorreram durante os dias de realização dos teste. O software concluiu
o objetivo proposto e os equipamentos suplementares foram suficientes para atingir o objetivo.
Assim durante a aplicação do experimento foi possível realizar os testes sem comprometer os
resultados.
5.2 DISCUSSÃO
Existem aspectos que influenciam e limitam o reconhecimento de emoções, como é
o caso do sexo da face e o tipo de estímulo apresentado, considerando esse aspecto, a bateria
contemplou imagens e vídeos tanto de homens, quanto de mulheres expressando as emoções.
No estudo de Torro-Alves et al. (2011) verificou-se nas análises de tempo de resposta, que a
expressão facial de raiva foi detectada mais rapidamente em faces masculinas e a expressão de
tristeza mais rapidamente em faces femininas. É aconselhável, portanto, que estas variáveis
sejam consideradas no planejamento de avaliações, pois o sexo da face é uma variável importante
que afeta a percepção de expressões faciais e afeta os julgamentos dos observadores.
As ferramentas utilizadas no reconhecimento de emoções encontradas na literatura
basearam-se principalmente em estímulos faciais bidimensionais (2D). Mas, descobertas de
Wang et al. (2017) indicam que as crianças podem reconhecer emoções em tridimensionais (3D)
de forma mais eficiente e rápida, o que beneficia no reconhecimento. Assim, pesquisas anteriores
baseadas em imagens 2D podem ter subestimado a capacidade das crianças de reconhecerem
certas expressões, é benéfico então, empregar métodos 3D para que o reconhecimento das
expressões possa ser avaliado com mais precisão. Nesse sentido, é importante ainda considerar
que a maioria das interações sociais na vida real é transmitida pelo movimento facial, em vez de
imagens estáticas (Bernstein e Yovel, 2015). As exibições dinâmicas versus estáticas geralmente
melhoram a precisão da decodificação (Slepian e Carr, 2019). Estímulos dinâmicos têm maior
validade ecológica e são mais adequados a pesquisa com emoções (Torro-Alves et al., 2013).
Uma das metodologias utilizadas atualmente para a avaliação dos processos do re-
conhecimento de emoções é o rastreamento ocular para verificar a exploração visual. Essa
técnica consiste no monitoramento da posição relativa dos olhos durante tarefas que envolvem a
visualização de estímulos visuais, sejam eles imagens, objetos ou textos escritos. Esse moni-
toramento, é realizado por equipamentos completamente não invasivos, como os rastreadores
de mesa (table-mounted) ou por aparatos com excelente acurácia e precisão (Forster, 2017).
Diferentes sistemas e tecnologias são capazes de medir os movimentos oculares, atualmente
existem dois tipos disponíveis: montados na cabeça, em que as crianças precisam utilizar um
rastreamento ocular em amostras infantis acessório na cabeça; e os sistemas remotos que são
totalmente não invasivos e registram o movimento ocular a distância, sendo integrados a um
monitor (Balam e Osório, 2018b). Verificou-se no estudo com adolescentes do sexo masculino
com TEA e Transtorno desafiador opositivo (TDO), que adolescentes com TEA olham menos
para os olhos em expressões emocionais amedrontadas, zangadas, felizes ou neutras e demoram
significativamente mais tempo para fixar nos olhos de rostos medrosos em comparação com o
TDO (Bours et al., 2018).
Na aplicação da bateria foi escolhida uma sala de acordo com algumas especificações,
assim como uma luminária para que as captações da imagem não fossem comprometidas, já que
para o rastreamento de emoções tem uma efetividade maior quando a iluminação está equilibrada.
Para evitar distrações sonoras foi utilizado fones de ouvido com isolamento acústico, assim o
som ambiente não atrapalha a experiência e a bateria consegue ter uma efetividade maior para
aplicação. O posicionamento do aluno também é fundamental para a captação dos estímulos
visuais e para a gravação. A cadeira foi posicionada de maneira frontal ao notebook e o teclado
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para as respostas em um local sempre fixo. Todas as etapas do ambiente foram organizadas de
modo igual para todas as avaliações para que o participante não se sentisse desconfortável e que
não fosse evasivo, já que não existe nenhum contato direto do equipamento com o aluno. De
acordo com Pasquali (2009), na aplicação normalmente as orientações irão exigir pelo menos
duas condições de aplicação para que os resultados sejam válidos e confiáveis, a saber, a qualidade
do ambiente físico da aplicação e ambiente psicológico. Quanto ao ambiente físico, todas as
condições do ambiente físico devem ser tais que ponha o testando em condições ótimas de
ação. O participante deve sentir na sua melhor forma para poder agir exatamente de acordo com
suas habilidades, interesses e pendores e não influenciado por fatores estranhos oriundos do
meio ambiente. Assim, se necessita que o meio ambiente não produza distratores em termos
fisiológicos e psicológicos para o testando. Desta forma, é preciso tomar cuidado com: posto
de trabalho (cadeira, mesa, espaço físico), condições atmosféricas (iluminação, temperatura,
ventilação, higiene), condições de silêncio (isolamento acústico, ausência de interrupções),
apresentação do aplicador (roupas e vocabulário apropriado).
Há necessidade crescente de métodos computadorizados eficientes para coletar dados
confiáveis em uma variedade de domínios cognitivos que podem ser ligados a sistemas cerebrais
específicos, essa necessidade surge considerando que e as diferenças individuais são variáveis
de interesse ou servem como fatores de confusão. Algumas limitações das baterias de testes
disponíveis, que são testes de papel e lápis de base clínica, são que exigem treinamento extensivo
em administração e pontuação e de difícil gerenciamento em estudos de grande escala (Gur et al.,
2010). Miguel (2017), apresenta como vantagens do uso de instrumentos informatizados, como, a
questão ecológica com e redução dos custos com papel e impressão, lugar de papel e lápis/caneta,
tem-se o monitor do computador, tablet ou smartphone e a utilização de periféricos (mouse,
teclado ou tocar na tela). É possível utilizar imagens em movimento e sons, cores, recursos não
possíveis na versão impressa. Outro aspecto é a apresentação do estímulo, ordem dos estímulos,
uso de alternativas, sequência das alternativas aleatória. Além disso, também permite que o
programa registre informações difíceis ou não disponíveis ao psicólogo (por exemplo, tempo que
a pessoa leva para responder ou quantas vezes troca de alternativa antes de passar ao próximo
item, evita por engano assinalar duas alternativas ou deixar em branco) e assim o aplicador fica
mais livre para observar comportamentos e expressões do avaliando, registrar comentários que
a pessoa faz durante aplicação, entre outros. Ao final da aplicação, o próprio aplicativo pode
fazer a pontuação e gerar um escore final, evitando que o profissional gaste tempo calculando e
consultando tabelas normativas, uma tarefa que pode estar sujeita a erros.
No entanto, uma limitação é apontada por Miguel (2017), que diz respeito à capacidade
do pesquisador produzir instrumentos informatizados, essa habilidade não é desenvolvida na
formação do psicólogo, sendo desenvolvida em cursos de ciências da computação. Dessa maneira,
o trabalho conjunto entre esses profissionais é necessário e pode trazer várias contribuições,
como foi no caso do desenvolvimento da BACRE-I, pesquisas recentes convergem para visão de
que para desenvolver sistemas interativos que sejam úteis e usáveis, tem-se necessidade de uma
perspectiva não só multidisciplinar, mas também interdisciplinar, que estabeleça uma integração
sistemática e correspondências explícitas entre a variedade de teorias, modelos, técnicas e
ferramentas das diferentes áreas. Para fazer um software com usabilidade, devemos entender um
pouco sobre características humanas tais como aprendizado, memória e resolução de problemas,
esses conteúdos fazem parte da psicologia e raramente são encontrados em cursos de informática
(Pimenta, 2006).
Existem modos de desenvolver uma ferramenta computacional que podem envolver
diversas soluções computacionais. O ambiente escolar foi levando em questão para a escolha da
linguagem de programação e do ambiente de interação humano computador. A utilização do
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Framework Unity 3D foi fundamental por usar interação direta com as soluções utilizadas nas
fases da ferramenta. E para uma melhor adaptação do participante foi pensado para gerar um
maior interesse. Para Neves Filho et al. (2018), no contexto de pesquisa, o Unity pode se mostrar
como uma boa ferramenta de desenvolvimento de softwares em vários segmentos. De maneira
geral, o Unity pode oferecer uma valiosa contribuição no desenvolvimento de quaisquer aplicações
que utilizem recursos como: gráficos 3D, simulações físicas, networking, suporte multimídia e
capacidade multiplataforma. Quando se trata de desenvolver programas que envolvem realidade
virtual, como em pesquisas com Virtual Reality Exposure Therapy- VRET, o Unity é uma opção
atraente. Esses e outros recursos podem ser muito úteis.
Os scripts são uma parte essencial do Unity que utiliza as linguagens de programação C
Sharp (mais frequentemente escrito como ’C #’) e Javascript. também esteja ciente de que o
Unity oferece a oportunidade de escrever em Boo (um derivado da linguagem Python) (Goldstone,
2011). As vantagens da utilização deste Framework começam em seu suporte a tridimensional
facilitado com um editor de cena bem intuitivo. Suporte a realidade virtual muito utilizado
para desenvolver jogos e ambiente tridimensional onde é necessário o uso de óculos especial
para conseguir imergir no espaço 3d. Multiplataforma facilitado, com a interação entre diversas
plataformas, assim como desenvolvimento para dispositivos móveis, videogames e realidade
virtual. Suporte a networking, assim podendo trabalhar em equipe de forma local ou a distância,
onde mais de um usuário pode acessar o mesmo projeto e acelerar de forma substancial o
desenvolvimento. Prototipagem rápida, onde é desenvolvido uma versão básica e incompleta do
software, para realizar testes antes de desenvolver a versão final, assim vendo se o software é
viável antes de investir mais recursos. Algumas desvantagens também podem ser levadas em
conta, assim como a inflexibilidade que algumas vezes atrapalha a migração de profissionais
desenvolvedores de outras plataformas para o Unity 3D e a performance, pois não consegue ser
utilizado.
Com relação a isso, nota-se que com o tempo ocorreu a inovação de hardware, softwares
mais versáteis e progresso na compreensão das tarefas, o que levou as pessoas a aumentarem
as expectativas e observaram a flexibilidade dos softwares. Além disso, a competição entre
os fornecedores trouxe mais ênfase na facilidade de uso dos mesmos. Mesmo tarefas restritas,
como arquivamento de impostos, aprender a usar um novo jogo e explorar um site de compras
pode realizar o nível de mensurações como por exemplo, o estresse do usuário. Tecnologias
aparecem e envelhecem, as abordagens devem ser cuidadosamente combinadas para construir um
contexto. A integração ou software como parceiro, pode se tornar o foco principal de interação
humano-computador- IHC, mas a interação é a base sobre a qual é construída. Compreender as
trajetórias e dinâmicas dos profissionais e das organizações podem nos ajudar a direcionar nosso
tempo e esforço (Grudin, 2017).
Portanto, a bateria foi pensada de um modo computadorizado, considerando que a
habilidade principal de entender as pessoas e as possibilidades tecnológicas estão se tornando
cada vez mais valorizadas, enquanto busca-se suporte mais refinado para todos os aspectos
da vida. A primeira geração de designers de computador, usuários e pesquisadores cresceram
sem a computação, muitos da segunda geração encontraram computadores pela primeira vez
como estudantes universitários e depois quando entram nos locais de trabalho. A geração atual
cresceu usando computadores, jogos, consoles e telefones celulares. Nas escolas primárias, eles
pesquisam, navegam, avaliam e sintetizam, agora eles enviam mensagens e compartilham fotos
em smartphones, criando multimídias e adotando redes sociais. Nesse sentido, o computador
pode preservar um registro de entrada e pode fornecer saída persistente por meio de uma exibição
visual estática ou permitindo repetição de uma forma auditiva ou visual. A tendência de futuros
sistemas de computador é a promessa de aprimorar o mapeamento perceptivo através do uso
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crescente de gráfico, monitores, incluindo telas grandes, coloridas e tridimensionais e o uso
de movimento e som. Mudanças em produção se manifestam na proliferação de mecanismos
incluindo dispositivos, reconhecimento de gestos, reconhecimento de voz e rastreamento ocular
(Grudin e Norman, 1991).
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6 CONCLUSÃO
Este trabalho apresentou uma proposta de avaliar o reconhecimento de emoções em
escolares nascidos a termo e pré-termo em parceria com o laboratório de neuropsicologia
(Labneuro) do departamento de psicologia da Universidade Federal do Paraná (DEPSI-UFPR).
Os resultados do presente estudo sugerem reflexões sobre o instrumento para avaliação
de reconhecimento de emoções, principalmente, com relação aos estímulos utilizados, de modo
que, a ferramenta foi adequada, discriminando o desempenho das crianças nas diferentes fases e
emoções. No entanto, os achados foram interpretados com cautela devido ao tamanho amostral e
a utilização restrita de instrumentos de investigação, tais limitações interferem na capacidade de
generalização dos resultados, sendo importante estudos com números maiores de participantes,
para que seja representativo da população.
Para validar a proposta, foi conduzido experimentos com crianças em escolas de Curitiba
com base nos resultados obtidos, foi possível realizar análises estatísticas com a coleta de todos
os dados levantados, armazenados. Tais como a correlação da diferença no reconhecimento de
acordo com a idade, nível de facilidade ou dificuldade de reconhecer uma emoção específica, a
precisão total e por fase, se teve diferença de estímulos no reconhecimento de diferentes mídias
ou gênero e por fim o tempo que cada aluno levou para realizar cada fase.
Os resultados do presente estudo sugerem reflexões sobre a bateria de avaliação do
reconhecimento de emoções, principalmente, com relação aos estímulos utilizados, de modo que,
a bateria foi adequada, discriminando o desempenho das crianças nas diferentes fases e emoções.
A bateria desenvolvida supriu limitações de outros estudos, conseguiu uma otimização na
aplicação, extração de dados com fácil interpretação e demonstrou a relevância no desenvolvimento
de ferramentas computadorizadas para otimização de resultados em trabalho conjunto das áreas
da psicologia e informática.
As evidências encontradas sustentam a necessidade de novas pesquisas utilizando a
BACRE-I, bem como a realização de correlações de diferentes habilidades e públicos, que podem
orientar no rastreamento e a identificação precoce de déficits que possuem apelo indispensável
na vida do indivíduo.
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