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ABSTRACT
The non-thermal broadening of spectral lines formed in the solar corona is often used to seek the
evidence of Alfvén waves propagating in the corona. To have a better understanding of the variation
of line widths at different altitudes, we measured the line widths of the strong Fe xii 192.4 Å, 193.5 Å,
195.1 Å and Fe xiii 202.0 Å in an off-limb southern coronal hole up to 1.5 R observed by the Extreme
Ultraviolet Spectrometer (EIS) on board the Hinode satellite. We compared our measurements to the
predictions from the Alfvén Wave Solar Model (AWSoM) and the SPECTRUM module. We found
the Fe xii and Fe xiii line widths first increase monotonically below 1.1 R, then keep fluctuating
between 1.1 - 1.5 R. The synthetic line widths of Fe xii and Fe xiii below 1.3 R are notably lower
than the observed ones. We discuss several possible sources of this discrepancy and suggest that some
other heating mechanisms besides the dissipation of the Alfvén waves are required to understand the
coronal heating and solar wind acceleration from coronal holes below 1.3 R.
Keywords: Solar coronal waves (1995), Solar coronal lines (2038), Solar coronal heating (1989), Spec-
troscopy (1558)
1. INTRODUCTION
The heating of the million-degree solar corona and the
acceleration of supersonic solar winds are two key mys-
teries that have puzzled the solar physicists for decades.
A great number of these theories proposed to answer
these two questions are related to two small-scale pro-
cesses: wave or turbulence dissipation and magnetic re-
connection (Cranmer & Winebarger 2019).
The direct observation of waves propagating in the so-
lar atmosphere by imaging in the past two decades may
provide strong evidence to the wave dissipation theories.
Waves have been detected in the transverse displace-
ment of chromospheric spicules (De Pontieu et al. 2007),
off-limb corona (Tomczyk et al. 2007), transition region
(McIntosh et al. 2011), and the torsional motions of
chromospheric spicules (Srivastava et al. 2017). Mean-
while, the nature of the observed waves is still under
discussion (e.g., Van Doorsselaere et al. 2008; Goossens
et al. 2009, 2013).
The presence of non-thermal broadening in ultraviolet
emission lines above the limb has been observed since
the 1970s (e.g., Mariska et al. 1978, 1979). Alfvén waves
or other acoustic and magneto-hydrodynamics (MHD)
waves propagating in the corona are suggested as one of
the non-thermal mechanisms that broaden spectral lines
(Boland et al. 1975; Esser et al. 1987). In particular,
Hassler et al. (1990) suggested non-thermal widths of
coronal lines caused by undamped Alfvén wave should
increase exponentially with altitude.
The first measurement of coronal line widths in polar
corona holes as a function of height was made by Hassler
& Moran (1994). They found the Fe x 6374 Å line width
increases monotonically to 1.16 R. Later, the measure-
ments of the variation of line widths in coronal holes at
higher distances than 1.16 R were carried out after the
launch of Solar and Heliospheric Observatory (SOHO;
Domingo et al. 1995). Observations from Solar Ultra-
violet Measurements of Emitted Radiation spectrome-
ter (SUMER; Wilhelm et al. 1995) on board SOHO re-
vealed that the line widths first increased with height to
about 1.2 R (e.g., Banerjee et al. 1998), then followed
by a plateau (e.g., Pekünlü et al. 2002; Moran 2003)
or started to decrease (e.g., O’Shea et al. 2003). The
increasing line widths in the lower corona was widely
interpreted as the existence of undamped Alfvén waves
in the lower corona, carrying enough energy to heat the
corona and accelerating the solar wind (e.g., Banerjee
et al. 1998). The plateau or the decreasing line widths
was also regarded as the evidence of wave dissipation
above 1.2 R (e.g., O’Shea et al. 2005).
However, the SUMER measurements of line widths
in the off-limb corona are affected by the instrumen-
tal stray light. Dolla & Solomon (2008) suggested the
decrease of the line widths above 1.1 - 1.2 R can be ex-
plained by the effect of the stray light, which hinders any
ar
X
iv
:2
00
9.
14
64
0v
1 
 [a
str
o-
ph
.SR
]  
30
 Se
p 2
02
0
2convincing measurements of line widths above 1.2 R
using SUMER. Besides, different line widths are found
in different structures of a coronal hole . For example,
Raju et al. (2000) found that line widths are narrower
in plumes than in inter-plume regions.
The Extreme Ultraviolet Imaging Spectrometer (EIS;
Culhane et al. 2007) on board Hinode satellite (Kosugi
et al. 2007) was used to measure the extreme ultravi-
olet (EUV) line widths in the off-limb corona after its
launch in 2007. These observations showed increasing
line widths below 1.15 R and confirmed the propaga-
tion of undamped waves in lower corona (e.g., Banerjee
et al. 2009). Bemporad & Abbo (2012) found the line
widths of Fe xii and xiii lines started to decrease at a
distance of ∼ 1.14 R. Hahn et al. (2012) found the
line widths in a polar coronal hole started to decrease
between 1.1 to 1.3 solar R depending on the ion. If the
decline of line widths is indeed caused by wave dissipa-
tion, it can provide 70% energy to heat the coronal hole.
Hahn & Savin (2013) also analyzed the decrease of non-
thermal velocity in a polar coronal hole and found that
the 85% of the energy carried by the waves dissipates
below 1.5 R, which is sufficient to heat the coronal
hole. Later observations of a southern coronal hole dur-
ing eclipse using EIS also confirmed that the line widths
tend to decrease at 1.2 R and the remaining energy
flux beyond 1.4 R is sufficient to accelerate the solar
wind (Hara 2019).
MHD simulations have been applied to investigate the
role Alfvén wave plays in coronal heating and solar wind
acceleration (e.g., Cranmer et al. 2007). The Alfvén
Wave Solar Model (AWSoM; van der Holst et al. 2014)
is a 3D global model in which the low-frequency Alfvén
wave turbulence drives the coronal heating and solar
wind acceleration. Oran et al. (2017) calculated the line
profiles from AWSoM simulations and found that the
line widths dependence on height between 1.04 - 1.34
R shows good consistency with SUMER observations,
except the Fe xii 1242 Å line at higher altitude. A re-
cent study made by Pant & Doorsselaere (2020) found a
non-WKB propagation of transverse wave may produce
a non-thermal velocity that first increases with height,
then starts to level off and does not show great varia-
tions.
Despite the wealth of studies dedicated to the behav-
ior of line widths as a function of distance, several prob-
lems remain open. First, due to the poor signal to noise
ratio (SNR) in the off-limb spectroscopic observations,
previous studies usually adopted a large spatial binning
along the slit (e.g., Hahn et al. 2012, 32 pixels), or a
limited field of view (FOV) (e.g., Banerjee et al. 1998,
∼ 1.25 R). Besides, both the SOHO/SUMER and Hin-
ode/EIS instruments are contaminated by instrument-
scattered light, which raises doubts about the line pro-
files measured far from the solar limb. Furthermore,
Szente et al. (2019) modeled the EIS line profiles in
the region studied by Hahn et al. (2012) using the AW-
SoM model and an improved spectral synthesis code,
and found that the synthetic line widths did not show
any tendency to decrease between 1.0 - 1.4 R.
Inspired by these problems, we present the measure-
ments of Fe xii 192.4 Å, 193.5 Å, 195.1 Å and Fe xiii
202.0 Å line widths as a function of height in a southern
coronal hole observed by EIS with a 33600-second-long
total exposure time. The extremely long exposure time
allows us to utilize a smaller spatial binning as well as
measure the line profiles up to ∼ 1.5 R. We also exper-
iment with different stray light levels in the line fitting
to investigate the stray light effects in observations. The
results will be compared with line profiles modeled by
an upgraded version of AWSoM and SPECTRUM mod-
ule (van der Holst 2020 et al. under review). The rest
of the paper will be organized in the following way: in
the Section 2 we will give a brief introduction to the
methods we used in data reduction and analysis. We
will present the results from both the observations and
simulations in Section 3. We will discuss the results and
their implications in Section 4. Finally we summarize
this paper in Section 5.
2. METHODOLOGY
2.1. Data Reduction
We investigated the observations of a southern coronal
hole made by the Extreme Ultraviolet Imaging Spec-
trometer (EIS; Culhane et al. 2007) on board Hinode
satellite (Kosugi et al. 2007) during CR 2107 on March
5, 6, and 11, 2011. The major strength of this dataset is
the extremely long exposure time - over 30000 s per day.
The center of the 2′′ wide, 512′′ long slit was pointed at
(0′′, −1242′′) during the off-limb observations, covering
a region from ∼ 1.00 R to 1.54 R. A few on-disk im-
ages are taken when the slit center was pointed at (0′′,
−842′′) to estimate the stray light levels in off-limb ex-
posures (see Figure 1). Finally we obtained 143 frames
of off-limb spectrum and 9 frames of on-disk spectrum,
each of which has an exposure time of 600 s. The po-
sition of EIS slit during on-disk exposures are shown in
Figure 1.
Part of the dataset was not converted into fits files
by the EIS pipline for technical reasons, so a parallel
suite of IDL programs that converted individual data
packets telemetered down from the satellite into science-
ready IDL save data files was developed by the au-
thors. Comparison between the results of this suite
3of codes with eis_prep was made on the datasets for
which both the fits files and the data packets were avail-
able, finding excellent agreement. After data reduction,
the offset along the y-axis was corrected by the IDL
routine eis_ccd_offset (Young 2011a). The 1σ er-
ror in data numbers (DNs) were determined by Pois-
son statistics and dark current (read out) noise (Young
2019). The slit tilt in each image was then corrected
using the quadratic function described in EIS software
notes (Young 2010). The radiometric calibration is per-
formed in two steps: first we perform the original labora-
tory calibration to convert the units from DN · s−1 into
erg · s−1 · cm−2 · sr−1 ·Å−1, and then the decay of the
instrument are corrected following the calibration work
by Warren et al. (2014). It is important to note that Del
Zanna (2013) developed an alternative revised intensity
calibration correction, which shows some disagreement
with the Warren et al. (2014) we adopted. However,
since we are interested in the line widths, and the only
use we make of the line intensities is to determine the in-
tensity ratios among lines close in wavelength, the choice
of intensity calibration correction plays a minor role in
the present work. We experimented with many differ-
ent spatial binnings (see Section 4.3 and Figure 10) and
found that by increasing the pixels in each bin, the re-
sult did not change, but the noise decreased until a bin-
ning over 16 pixels. Beyond the 16-pixel spatial binning,
there was no particular gain in noise, but only loss in
resolution. Therefore we binned the data along the slit
direction by every 16 pixels to increase the SNR again.
2.2. Stray Light Correction
Solar EUV emission from the quiet sun and active re-
gions can be scattered into the EIS field of view (FOV)
contaminating the observed line profiles when EIS is
pointing above the limb. Ugarte-Urra (2010) measured a
2% stray light level using observations during an eclipse
and this value is widely used in studies of coronal line
broadening(e.g., Hahn et al. 2012; Hahn & Savin 2013).
However, a recent study of an orbital eclipse suggested
the amount of stray light in EIS FOV could be higher
than 2% above the distance of 1.3 R (Hara 2019). Be-
sides, Wendeln & Landi (2018) estimated that about a
fraction of 10% radiation from surrounding active and
quiet sun regions contaminated an equatorial coronal
hole observed on the disk, suggesting that the 2% stray
light value might either be underestimated, or depen-
dent on the specific configuration of the observation be-
ing analyzed, so that the 2% value proposed by Ugarte-
Urra (2010) may not be applicable to all observations.
Unfortunately, it is difficult to determine the contri-
bution of stray light directly from EIS observations, so
in order to estimate the effects of the stray light, the
on-disk portion of the slit in the cross-limb observations
was summed along the slit direction and multiplied by
a fraction of 2%, 4%, and 10%, taking these three frac-
tions as possible estimates of the stray light level, to
estimate the uncertainties introduced by the removal of
the stray light.
The 2% stray light intensity inferred from on-disk ex-
posures on March 5, 6, and 11 are shown in Figure 2 to-
gether with the averaged off-limb intensity at ∼ 1.4 R
on the same date, to show the relative strength of the
stray light and the measured emission at the slit location
where the latter is weakest. The stray light on March
11 contributes much less to the total line intensity than
that on the other two days. This is because the slit
was pointing to brighter quiet sun plasma during the
on-disk exposures on March 5 and 6 (see Figure 1). The
stray light was evaluated by fitting a single Gaussian
profile to the on-disk intensity; the resulting fitted pro-
file was re-scaled by the stray light fractions and used in
the fitting of the off-limb spectrum, as described in Sec-
tion 2.3. We note that there is a small wavelength shift
(∼ 0.01 − 0.02 Å) between the line centroids of the on-
disk and off-limb spectrum in Figure 2. We compared
the line profiles from the overlapped region (∼ 1.01-1.12
R) that both covered by on-disk and off-limb exposures
and found the line profiles match perfectly after slit tilt
correction. Therefore we suggest that this is not a sys-
tematic shift in the wavelength calibration or slit tilt
correction and fix line centroid wavelength of the stray
light profiles in the fitting discussed in Section 2.3. This
wavelength shift will be further discussed in Section 4.
In order to minimize the possible adverse effects
caused by the stray light, we discarded March 5 and
6 data in the rest of the study, leaving 56 off-limb and 3
on-disk exposures. The total exposure time of off-limb
observations is 33600 s.
2.3. Fitting
We fitted observed spectral lines to the summation
of two Gaussian profiles with emcee Markov Chain
Monte Carlo (MCMC) algorithm (Foreman-Mackey
et al. 2013). One component is the "real" off-limb spec-
trum and the other is the fixed stray light profile. The
off-limb profile can be determined with four parame-
ters: integrated intensity I0, centroid wavelength λ0, full
width at half maximum (FWHM) ∆λ, and background
intensity Ibg. Besides, we introduced a fifth parameter
f to describe the underestimation of the uncertainty in
our data or the data that cannot be reproduced by our
single Gaussian profile. The possible underestimation in
observational uncertainty could result in a multi-modal
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Figure 1. The positions of the EIS Slit over SDO/AIA 193 Å observations during on-disk exposures on March 5, 6, and 11,
2011 respectively. On March 5 and 6, most of the slit was covered by the quiet sun plasma. On March 11, the slit was looking
at the coronal hole, which explains why the stray light intensity estimated on March 11 is much lower.
posterior probability distribution in MCMC sampling
(Hogg et al. 2010). In practice, if we only use the uncer-
tainty derived from Poisson statistics, the uncertainties
of the inferred parameter will be too small as well. With
the emcee MCMC algorithm the logarithmic likelihood
function is
lnP (Iobs|λ, σI , I0, λ0,∆λ, Ibg, f) =
−1
2
∑
i
{[
Iobs,i − g(λi)
s2i
]2
+ ln(2pis2i )
}
(1)
where g(λi) is the double Gaussian profile deter-
mined by the parameters describing the true emission:
I0, λ0,∆λ, Ibg and the stray light profile. The s2i is deter-
mined by the uncertainty σI,i and the underestimation
factor f :
s2i = σ
2
I,i + f
2g(λi)
2 (2)
We used a constant prior in the fitting and the uncer-
tainty of each parameter is defined by 90 percent credible
levels.
2.4. Instrumental Broadening
The FWHM of a Gaussian profile observed by EIS can
be written as:
∆λ =
[
λ2I + 4 ln 2
(
λ0
c
)2(
2kBTi
mi
+ ξ2
)]1/2
(3)
where where λI is the instrumental FWHM, Ti is the
ion temperature, mi is the ion mass, ξ denotes the non-
thermal widths, c is the speed of light and kB is the
Boltzmann constant. We calculated the instrumental
broadening along the 2′′ slit by using the IDL routine
eis_slit_width.pro (Young 2011b) at the bottom half
of the CCD and removed it from the measured values.
2.5. AWSoM Simulations and Line Synthesis
The Alfvén Wave Solar atmosphere Model is the rep-
resentation of the Solar Corona (SC) and Inner Helio-
sphere (IH) components of the Space Weather Model-
ing Framework (SWMF, Tóth et al. 2012). The sim-
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Figure 2. 2% stray light intensity of Fe xii and Fe xiii lines vs off-limb spectrum at 1.4 R on March 5 (left), 6 (middle), and
11 (right). The inferred stray light contribution on March 11 is much lower than March 5 and 6.
6ulations in this paper were performed with the three-
temperature AWSoM model (AWSoM, van der Holst
et al. 2014) where the model solves for isotropic elec-
tron and anisotropic proton temperatures. The coronal
heating and solar wind acceleration are addressed via
low-frequency Alfvén waves that are partially reflected
by gradients of the solar wind plasma. The energy par-
titioning of the model has been improved (see van der
Holst et al. 2020, under review). The paper uses the
SC component, which utilizes a spherical grid between
1 and 24 R for which the radial coordinate is stretched
to numerically resolve the steep gradients near the Sun.
We also artificially broaden the transition region similar
to Lionello et al. (2009); Sokolov et al. (2013). The do-
main is decomposed in adaptive mesh refinement (AMR)
blocks and we apply one extra level of AMR around the
heliospheric current sheet. To obtain plasma parame-
ters for the times of the observation, we used Global
Oscillation Network Group magnetogram (GONG, Har-
vey et al. 1996) processed with Air Force Data Assim-
ilative Photospheric flux Transport (ADAPT, Henney
et al. 2012) into magnetograms as the radial magnetic
field at the inner boundary, while the solar wind initial
condition was the Parker solution. Then we obtained a
steady state solution after 100,000 steps, from which we
extracted the observed plasma parameters into Carte-
sian boxes covering the region of emission observed by
Hinode/EIS.
The solar wind model is capable of predicting both
in-situ and remote sensing observations. SPECTRUM
is a post-processing tool within the SWMF which uses
the AWSoM coronal simulation results to calculate syn-
thetic spectra. The AWSoM simulation results are first
interpolated to a Cartesian grid once the user specify
the LOS direction. Then the SPECTRUM module per-
forms the calculation based on voxel-by-voxel basis and
then integrates the spectra along the LOS direction. In
each voxel, we calculate the emissivities, include Doppler
shifts due to the plasma motion along LOS direction
(Eq. 4), and calculate the Doppler broadening (Eq. 5).
The line centroid at each voxel is shifted by the local
bulk plasma motion uLOS
λshifted =
(
1− uLOS
c
)
λ0, (4)
where c is the speed of light. The line broadening in
AWSoM consists of a thermal component and the other
non-thermal component due to instrumental effects and
low frequency Alfvénic oscillations.
∆λ =
[
4 ln 2
(
λ0
c
)2(
2kBTLOS
mpAi
+ ξ2
)]1/2
(5)
where mp is the proton mass, Ai is the mass num-
ber of the ion. Since AWSoM does not yet predict
ion temperatures, we assumed the LOS ion temper-
ature given by the LOS proton temperature TLOS =
Tperp sin
2 α + Tpar cos
2 α, where α is the angle between
the direction of local magnetic field and the LOS; this
assumption is further discussed in Section 4.2. The non-
thermal component is
ξ2 =
1
2
〈δu2〉 sin2 α = 1
2
ω+ + ω−
ρ
sin2 α =
1
8
(
z2+ + z
2
−
)
sin2 α. (6)
z± are the Elsässer variables for forward- and backward-
propagating waves and the respective energy densities
are ω±. We note that the non-thermal velocity in this
paper is defined in a slightly different but equivalent way
in comparison to the definitions in Szente et al. (2019).
Szente et al. (2019) adopted the standard deviation to
describe the line broadening and the non-thermal veloc-
ity is defined as v2nth =
1
4 〈δu2〉 sin2 α = 12ξ2. For the de-
tailed implementation of synthetic spectral calculations
see Szente et al. (2019).
3. RESULTS
We first show three examples of fitting a Fe xii 195
Å line observed at ∼ 1.03, 1.26, and 1.49 R assuming a
2% stray light level in Figure 3. The observational un-
certainties are too small to be shown in the figure due
to the 33600 s exposure time and the spatial binning.
The inferred integrated intensity I0, line centroid posi-
tion λ0, FWHM ∆λ, background intensity Ibg and ln f
are listed in each panel. The best-fitted profiles match
the observed one better at line wings. This is because
there are more counts from line cores so that the "uncer-
tainty" s2i is larger at line cores when a constant factor
f is used. Consequently, we actually assigned a larger
"weighting" to the line wings. At 1.03 R, the stray
light profile is negligible. At 1.26 R, the stray light
only contributes a tiny portion of the intensity at the
line core and does not affect the line width significantly.
At 1.49 R, the 2% stray light intensity is still to low
to dominate the off-limb profile. Therefore we can still
fit the off-limb spectrum by two Gaussian components
with good precision.
The 2-D posterior probability distribution of the five
parameters, integrated intensity I0, line centroid wave-
length λ0, FWHM ∆λ, background intensity Ibg, and
ln f of the Figure 3 b) are shown in Figure 4. The five pa-
rameters do not show significant correlations with each
other, except the line width ∆λ and the background in-
tensity Ibg. The integrated intensity I0 is determined
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Figure 3. Examples of fitting an observed Fe xii 195.1 Å line profile at ∼ 1.03, 1.26, and 1.49 R assuming a stray light level
of 2%. The pink histogram represents the observed line profiles. The green dashed profiles are the fitted off-limb true emission.
The blue dotted lines are the 2% stray light profile. The yellow dashed lines are the sum of the fitted off-limb spectrum and
the stray light profile. The fitting parameters and their 90 percent credible levels are listed as well (integrated intensity I0, line
centroid wavelength λ0, FWHM ∆λ, background intensity Ibg, ln f).
by the integration of the entire line profile subtracted
by the background intensity Ibg. Therefore it’s obvi-
ous that a larger background intensity Ibg corresponds
to smaller I0. The line centroid wavelength λ0 only re-
lates to the position of the peak in a symmetric profile.
The most important parameter, FWHM of the profile,
reveals a strong dependence on the background inten-
sity Ibg. When the background intensity is larger, we
are more likely to obtain a smaller line width. That is
because a larger background level masks the wings and
hence narrows down the widths.
In Figure 5, we show the measured FWHMs (instru-
mental widths subtracted) of Fe xii 192.4, 193.5, 195.1
Å and Fe xiii line 202.0 Å as a function of height using
different stray light levels with a 16-pixel spatial bin-
ning. The FWHMs estimated from SPECTRUM syn-
thetic spectrum are also shown as comparison. The
undamped line widths at different heliocentric distance
assuming ∆λ ∝ n−1/4e are normalized to each measured
FWHM curves at∼ 1.05 R for reference. We estimated
the electron density ne from the intensity ratio of Fe viii
185.2 and 186.5 Å line pairs using CHIANTI database
version 9 (Dere et al. 1997, 2019). The inferred the elec-
tron density below ∼ 1.1 R (where the Fe viii profiles
can be still well described by single Gaussian functions)
are fitted by an exponential function and extrapolated
to higher altitudes where the rapidly decreasing Fe viii
line intensities prevented a reliable measurement of the
electron density. The density (pressure) scale height is
110+100−35 Mm, which corresponds to a scale-height tem-
perature T ∼ 2+2−0.5 MK in hydrostatic case.
Figure 5 shows several different things. First of all,
there is no significant evidence showing that line widths
start to decrease between 1.2 R to 1.5 R in all the 4
strong Fe xii and Fe xiii lines. The line widths of Fe
xii 192.4 and 193.5 Å lines first increase from ∼ 0.04
Å to ∼ 0.06 Å between ∼ 1.0 − 1.05 R. Then the
192.4 and 193.5 Å line widths start to fluctuate between
0.05 and 0.10 Å up to 1.5 R. The Fe xii 195.1 Å line
widths are slightly larger than Fe xii 192.4 and 193.5
Å line below 1.2 R by ∼ 0.005 − 0.01 Å. The Fe xii
195.1 Å line widths also continue to rise and fall be-
tween ∼ 0.05 − 0.1 R Å and we cannot find any sys-
tematic decrease in line widths above 1.2 R. The Fe
xiii 202.0 Å line widths vary with height in a similar
manner to the Fe xii line widths. At some heights (e.g.,
∼ 1.15 R, 1.4 R), the Fe xiii 202.0 Å line is extremely
broadened, showing widths larger than 0.1 Å. The fluc-
tuations in the FWHMs of the four spectral lines have
a spatial period of ∼ 0.05− 0.1R and an amplitude of
∼ 0.01 − 0.02 Å (∼ 10 − 20 km · s−1 in effective veloc-
ity). The fluctuations also reveal some spatial correla-
tions across the four spectral lines, i.e. similar positions
of the local minimum and maximum. Assuming that
there are no non-thermal broadenings, the line width
measured in the off-limb spectrum corresponds to an ef-
fective temperature of more than 10 MK.
Second, different stray light levels do not affect the fit-
ting results below 1.3 R because the stray light contri-
butions to total intensity are negligible. The line widths
inferred from 2% and 4% stray light level are almost
identical at all heights. Above 1.3 R, the line widths
measured assuming 10% stray light level is significantly
different from those from 2% or 4% stray light level by
0.01-0.05 Å. In most cases a larger stray light level re-
sult in a larger fitted width because the stray light in-
tensity becomes comparable to or even dominates the
total off-limb intensity and maximizes at the line core.
Therefore the fitting routine prefers to fit the wings to
get larger line width when the maximum intensity at the
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Figure 5. The measured FWHMs and the corresponding thermal temperature or non-thermal velocity of the Fe xii 192.4,
193.5, 195.1 Å and Fe xiii 202.0 Å lines as a function of heliocentric distance using different stray light levels. The data was
spatially binned in every 16 pixels along the y-axis. The pink, yellow, and green lines illustrate the FWHMs fitted using 2%, 4%
and 10% stray light levels respectively. The purple lines represent the line widths inferred from SPECTRUM synthetic spectrum.
The line widths caused by undamped waves are shown in blue curves, which are normalized at 1.05 R. The shaded blue area
indicates the uncertainty in the estimation of the undamped widths. Note: the instrumental widths have been subtracted in
this figure.
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line core gets smaller. However, the measured widths in
10% stray light level can be smaller than the 2% one
sometimes. That is because the wavelength shift be-
tween the stray light and off-limb profile causes the stray
light removal to affect the portion of the observed line
profile to the blue wing more than the one at the red
wing, causing an artificial narrowing of the line.
Third, the line widths of Fe xii and xiii lines mea-
sured by EIS are much larger than the synthetic line
widths, but smaller than normalized undamped widths.
The line widths of AWSoM simulations are ∼ 0.03 Å be-
low 1.2 R, which is ∼ 0.03 − 0.04 Å smaller than EIS
observations. At larger heights, the AWSoM widths be-
gin to increase monotonically with height, from ∼0.02
Å to ∼ 0.07 Å at 1.6 R. Neither fluctuations nor a
decrease in line widths are found in the AWSoM results.
The undamped line widths are close to the upper limit
of the fluctuating EIS widths below 1.4 R after which
they become larger. The AWSoM widths increase at
a slightly lower rate than the undamped waves, which
implies that the AWSoM may account for some wave
dissipation but less than the observations indicates.
Figure 6 shows the physical quantities of AWSoM sim-
ulations in the meridional cuts of the solar corona taken
in the plane corresponding to the LOS of the entire EIS
slit, perpendicular to the ecliptic. The electron tem-
perature Te and ion (proton) temperature Ti in Fig-
ure 6 a) and b) have similar distributions. A possible
streamer is revealed in the temperature plots with al-
most identical electron temperature and ion tempera-
ture log T ∼ 6.1. The ion temperature Ti in the polar
coronal hole (log Ti ∼ 5.9) is slightly lower than the elec-
tron temperature Te (log Te ∼ 6.0). The particle density
in the coronal hole drops from log n ∼ 8 to log n ∼ 6
from the limb to 1.5 R. The total magnetic field
strength in polar region is ∼ 1-3 G. The LOS velocity
uLOS shown in Figure 6 e) increases from ∼ 10 km · s−1
at the limb to ∼ 50 km · s−1 at 1.6 R. The bulk flow
in the "streamer" at the far side of the sun is moving
toward the observer, which is unlike all the other so-
lar wind flows at the far side. The total velocity utot
also increases from ∼ 20 km · s−1 to ∼ 90 km · s−1 from
the limb to 1.6 R. Also both LOS and total speed
in the coronal hole are not symmetrically distributed,
but rather show the presence of structures where wind
acceleration is stronger than in the rest of the coronal
hole.
In Figure 6 g), we show the distribution of local non-
thermal velocity ξ caused by Alfvén waves. The distri-
bution of the non-thermal velocity ξ reveals similar fine
structures along the LOS, including a "plume" in the
coronal hole where non-thermal velocity is much smaller.
In the streamer, the local non-thermal velocity is only
∼ 10 km · s−1 because of the low local Alfvén wave en-
ergy density. In the polar coronal hole, the non-thermal
velocity ξ is much larger increasing from ∼ 50 km · s−1
to ∼ 100 km · s−1, due to the dramatic decrease in par-
ticle density with height.
The contribution function of Fe xii 195.1 Å line is
shown in Figure 6 h). Compared with the emission from
the coronal hole, the streamer makes a large contribu-
tion to the Fe xii radiation below 1.2 R in the AWSoM
simulation because of the larger electron density, and an
electron temperature closer to the maximum abundance
temperature of Fe xii.
To understand the formation of the monotonically in-
creasing line widths in AWSoM simulation, we plot the
contours of the Fe xii 195.1 Å contribution function over
local FWHMs along the LOS in Figure 7. First, the lo-
cal FWHMs are dominated by non-thermal velocity and
increase from ∼0.06 Å to ∼0.1 Å in the coronal hole.
Second, photons from the streamer dominate the syn-
thetic profiles with smaller line widths, especially at the
region below 1.2 R. Therefore, the line profiles in AW-
SoM simulation are much narrower in the lower corona
because the SPECTRUM LOS integration causes the
streamer emission to provide the bulk of the observed
photons. The AWSoM line widths begin to increase with
height because the streamer contributes less photons in
higher altitudes and at the same time the coronal hole
FWHMs increase with height.
4. DISCUSSION
We compared the Fe xii 192.4, 193.5, 195.1 Å and Fe
xiii 202.0 Å line widths in the southern coronal hole
observed by Hinode/EIS with the AWSoM simulations.
There is no trend for measured line widths to decrease
above 1.2 R, which is inconsistent with some previous
researches (e.g., Bemporad & Abbo 2012; Hahn et al.
2012). Also, there is a larger discrepancy between the
EIS observations and AWSoM simulations.
Here we discuss a few factors that may cause the dis-
crepancy between our observations and AWSoM simu-
lations or previous measurements:
4.1. Streamer Contamination
The AWSoM simulation shows how the photons from
the streamer are likely to contaminate the spectrum
and result in much narrower line profiles. The sim-
ulation also shows how complex the variation of lo-
cal non-thermal velocity along LOS even within coro-
nal holes, which means a simple Gaussian fitting may
not be able to explain the observed profiles. In addi-
tion, the streamer was also observed by SECCHI EUVI
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Figure 7. Local total FWHM distribution in the AWSoM
outputs. The contours show the levels of the relative Fe
xii 195 Å contribution function normalized to its maximum.
The contour labels are in the logarithmic scale, i.e., -1 means
10−1 of the maximum value. Below 1.2 R, most of the pho-
tons in the synthetic spectrum are emitted by the streamer.
(Howard et al. 2008) 195 Å imaging on board STEREO-
B spacecraft (Kaiser et al. 2008), as both the STEREO
spacecrafts were in quadrature with Earth and Sun (see
Figure 8).
The differences between the variation of FHWM vs
height in this study and previous studies (e.g., Bempo-
rad & Abbo 2012; Hahn et al. 2012) may due to: 1)
different wave damping levels in different coronal holes;
2) wave damping levels affected by different phases in
one solar cycle. Besides, AWSoM has a limited spatial
resolution and uses a synoptic magnetogram as inner
boundary, which cannot resolve the small scale effects
or structures of the sizes of the FWHM fluctuations.
Therefore we cannot use AWSoM to investigate the na-
ture of the FWHM quasi-periodic fluctuations in the line
widths shown in Figure 5.
4.2. Ion Temperature in AWSoM
The SPECTRUM module uses the LOS component
of the anisotropic proton temperature to evaluate the
thermal broadening of the spectral lines in place of each
ion’s temperature, as this latter parameter is not calcu-
lated in the current version of AWSoM. However, pre-
vious study (e.g., Moran 2003) suggested that there is
no uniform ion temperature in the off-limb corona. The
ion temperature could also deviate greatly from the lo-
cal proton and electron temperatures due to some other
heating mechanisms like ion-cyclotron resonance (e.g.,
Tu et al. 1998). Landi & Cranmer (2009) measured the
Fe xii temperature in the coronal hole between 1.03 and
1.17 R and got a result of log Ti ∼ 6.7 − 6.95, which
corresponds to a thermal FHWM of ∼ 0.05 Å. The Fe
xii ion temperature in the quiet sun corona is about
log T = 6.2−6.6 (Landi 2007), which is also higher than
the proton temperature used in AWSoM/SPECTRUM
simulations.
In order to investigate the influence of a larger ion tem-
perature on the line broadening, we manually changed
the temperatures in the meridional cut as is shown in the
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Figure 8. SECCI EUVI 195 Å imaging of the streamer on
March 11, 2011 when the STEREO-B spacecraft was in the
quadrature with Earth and Sun. The FOV of the lower panel
is outlined by the red rectangle in the upper panel. Note that
the intensity in the lower panel has been rescaled.
Figure 9 a). We first determined the "streamer" region
using the contribution function of Fe xii 195 Å line and
then arbitrarily assigned a temperature of log T = 6.4 to
this region. The ion temperature at the rest of the grid
is set to be log T = 6.8. Then we re-synthesize the Fe xii
195 Å line profiles utilizing the new thermal broadening.
We compared the line widths measured from the mod-
ified line profiles with those from the current AWSoM
simulation and EIS observations in Figure 9 b). Since
most of the emission in the lower corona comes from the
"streamer", the line widths only increase by ∼ 0.01 Å
below 1.35 R, which is still insufficient to explain the
line broadening at lower altitudes. Above 1.4 R, the
increased ion temperatures (log T ∼ 6.8) broadens the
line profiles by ∼ 0.02 Å making the synthetic widths
become much closer to the EIS observations. We have
to stress that these results come from a very crude and
arbitrary approximation of the real ion temperatures,
but nevertheless they point towards an important pa-
rameter that could be responsible for the disagreement
between measured and observed FHWM values. Still,
while the much larger ion temperature may account for
the widths at heights where the streamer is not present,
it is not able to reproduce the widths where the streamer
is dominating the emission.
4.3. Spatial Binning and FOV
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Figure 9. a) Modified Fe xii ion temperature distribution
in the meridional cut of the solar corona taken in the plane
corresponding to the LOS, where the green region stands
for the "streamer" and the yellow region is treated as the
"coronal hole". b) Fe xii 195 Å line widths synthesized from
the modified Fe xii ion temperature in comparison to the
current AWSoM simulation and EIS observations.
The previous studies used large spatial binning, usu-
ally more than 30 pixels, to increase the SNR and obtain
Gaussian profiles to fit. Since our observations have an
extremely long exposure time of 33600 s, we fitted the
line profiles with different spatial binning of every 2, 4,
8, 16, and 32 pixels. The results are shown in Figure 10.
The smaller spatial binning like 2 or 4 pixels provides
larger uncertainty as well as more fluctuating FHWMs.
8 or 16-pixel binning removes the smallest scale fluctu-
ations due to a strong noise reduction, but it maintain
variations at the 0.05-0.1 R level, making them signif-
icant. However, the 32-pixel binning is too much that
it smooths these fluctuating fine structures without im-
proving the uncertainty. Therefore we suggest that the
fluctuations may not be found in previous studies due
to large spatial binning.
4.4. Stray Light Level
The measured line centroid wavelength from EIS ob-
servations and AWSoM simulations are shown in Fig-
ure 11. By choosing different stray light levels, we show
that a larger stray light component may result in a
larger FWHM in the fitting of the line profile. Most
of the previous studies use a 2% stray light level ob-
tained from Ugarte-Urra (2010). However, if the wave-
length offset between the stray light is due to the real
Doppler shifts in the solar wind flows, it is possible that
the stray light does not dominate the off-limb spectrum
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Figure 10. FWHMs of Fe xii 192.4, 193.5, 195.1 Å and Fe xiii 202.0 Å measured by different spatial binning: every 2, 4, 8, 16,
and 32 pixels along the slit using 2% stray light level. In order to save the computation time, the line profiles used in this Figure
are fitted using maximum likelihood optimization method. The error bars in this Figure are from the diagonal components of
the covariance metrics.
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even at 1.5 R, because otherwise the off-limb profiles
should have the same line centroid wavelength as the
stray light. The line centroids in AWSoM simulations
are first blueshifted because of the bulk motion toward
the observer in the "streamer". The AWSoM line cen-
troid wavelength increases by ∼ 0.01 Å at higher al-
titudes because the photons are emitted from both the
redshifted and blueshifted flows. Since shifts of the AW-
SoM line centroid show a similar trend to EIS observa-
tions, we suggest the stray light does not affect the line
profiles significantly, even at 1.5 R. Besides, the 10%
stray light would make the redshift even larger and the
line widths artificially narrower at large heights so that
is likely an overestimation. After all, the off-disk config-
uration of the EIS slit in our observation is much more
similar to the eclipse one from Ugarte-Urra (2010) than
the full disk one of Wendeln & Landi (2018). Therefore
the estimation of the stray light fraction of 2-4% may
be sufficient in this study.
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Figure 11. The variation of the Fe xii 195 Å line centroid
wavelengths λ0 as a function of height measured from EIS
observations and AWSoM simulations. We show the differ-
ences between the line centroid wavelengths λ0 and the line
centroid wavelength λ0,initial of the pixel closest to the limb.
The horizontal line indicates the line centroid wavelength of
the fitted stray light profile.
4.5. Photoexcitation
The Fe xii 192.4, 193.5 and 195.1 Å line ratios may be
sensitive to photoexcitation at large heights, where colli-
sional excitation is less efficient and self-absorption of Fe
xii emission coming from lower altitude, brighter areas
could contribute to populating the parent 4P levels. In
this case, their ratios should be dependent on height. We
show the intensity ratios between each two of the three
lines in Figure 12 as a function of height using two differ-
ent radiometric calibration method: Del Zanna (2013)
and Warren et al. (2014). The reference values given by
CHIANTI are also plotted. The line ratios do not vary
significantly below 1.2 R. The ratio of the Fe xii 192.4
and 195.1 Å lines and the ratio between Fe xii 192.4
and 193.5 Å lines vary with height in a similar manner,
which is opposite to the variation of Fe xii 192.4 and
195.1 Å line ratio. Hahn et al. (2012) calculated the
line ratios but found no prominent changes at different
heights. Since these ratios are independent of temper-
ature and density, the presence of different structures
along the LOS should not alter the ratios. In addition,
if photoexcitation were active, the brightest line (i.e. Fe
xii 195 Å) should become brighter with height relative
to the others, so the ratios should decrease rather than
increase. Summarizing, the systematic increase in Fe
xii line ratios may not be a result of photoexcitation
but may be caused by other instrumental and physical
effects.
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Figure 12. Fe xii 192.4, 193.5 and 195.1 Å line intensity ra-
tios at different height using different radiometric calibration
method: Warren et al. (2014) (solid) and Del Zanna (2013)
(dashed). The dotted horizontal lines indicate the reference
values given by the CHIANTI database.
4.6. Instrumental Effect
Ideally, the Fe xii triplets should have identical line
widths at any given height. However, in EIS observa-
tions, the Fe xii 195.1 Å line is always broader than the
other two. Hara (2019) suggested that another weaker
Fe xii line at 195.18 Å may blend with the Fe xii 195.1 Å
line and broaden the profile. Nevertheless, we used CHI-
ANTI to calculate the intensity ratio between these two
lines and found the intensity of the suggested blended
line is no more than 1% of the Fe xii 195.1 Å intensity
in coronal hole condition (log ne < 8). Furthermore,
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the 195.18 Å line was not found in laboratory spectra
measured using electron beam ion traps (EBIT) at an
electron density ≤ 5× 1011 cm−3 (Träbert et al. 2014).
Therefore we exclude the possibility of the blended line
that broadens the observed Fe xii 195.1 Å line.
In a recent study of EIS line widths in the quiet
sun corona, Del Zanna et al. (2019) suggested that the
anomalous widths of the strongest Fe xii 193.5 Å and
195.1 Å line are due to instrumental reasons and called
into question whether firm conclusions can be obtained
because of the uncertainties in the instrumental broad-
ening described in Young (2011b). The differences in
Fe xii triplets line widths along the slit measured in
this study are shown in Figure 13. We note that be-
low 1.3 R (corresponding to CCD pixel ∼ 200− 500),
the Fe xii 195.1 Å are broader than the other two lines.
Our results show similar patterns in the difference of
FWHMs of Fe xii measured by Del Zanna et al. (2019,
see Figure 2) in 2006, but with larger standard devi-
ations. Therefore we also suggest the existence of the
instrumental broadening that depends not only on the
position along the slit but also on wavelength.
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Figure 13. The difference between the FWHM of the Fe xii
192.4, 193.5 and 195.1 Å lines at different height. Below 1.3
R, most of the dot (195-192) and square (195-193) markers
are above the zero.
4.7. Other Physical Processes
Besides the Alfvén wave turbulence, other physical
processes that creates inhomogeneous LOS velocity may
broaden the line profiles as well, such as the stress-
induced turbulence (Heyvaerts & Priest 1992) and the
outflows in coronal holes (e.g., McIntosh et al. 2010;
Tian et al. 2011). These processes can also transport
the energy or mass into the lower corona and play im-
portant roles in coronal heating. Magnetic reconnection
may also occur between open and closed field structures
in a turbulent corona (Rappazzo et al. 2012), and gen-
erate additional Alfvén waves fluxes (Hara 2019).
5. CONCLUSIONS
We measured the Fe xii 192.4, 193.5, 195.1 Å and Fe
xiii 202.0 Å line widths in a southern coronal hole up
to 1.5 R observed by Hinode/EIS on March 11, 2011,
with a total exposure time of ∼ 30000 s. The line widths
in our observation first increase between 1.0 - 1.05 R
and then start to fluctuate in ∼ 0.05 - 0.1 Å range.
We found no evidence of a systematic line width de-
crease with height above 1.2 R in the coronal hole. We
compared the observations with the predictions made by
Alfvén Wave Solar Model (AWSoM) and SPECTRUM
module. The synthetic line widths are much narrower
(by ∼ 0.03 Å) than what we observed below 1.3 R
and increase monotonically from ∼ 0.03 to 0.07 Å be-
tween 1.0 to 1.5 R. We discussed the factors that may
cause the discrepancy between our observation and sim-
ulation. Finally, we suggested that some other physical
processes that may contribute to the coronal heating be-
sides Alfvén wave turbulence are missing in the current
AWSoM simulations.
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