Mark A. Shayman E l e c t r i c a l E n g i n e e r i n g D e p a r t m e n t and Systems Research Center U n i v e r s i t y of Maryland College Park, Maryland 20742 ABSTRACI We d e f i n e a new set of i n d i c e s f o r a g e n e r a l i z e d l i n e a r s y s t e m . T h e s e i n d i c e s , r e f e r r e d t o as t h e homog e n e o u s i n d i c e s , a r e a n a t u r a l g e n e r a l i z a t i o n o f t h e minimal column indices (Kronecker indices) of an ordin a r y s t a t e -s p a c e s y s t e m .
W e prove that the homogeneous i n d i c e s a r e a complete set o f i n v a r i a n t s f o r t h e a c t i o n o f a n a t u r a l g r o u p o f f e e d b a c k t r a n s f o r m a t i o n s on g e n e r a l i z e d l i n e a r s y s t e m s .
W e a l s o show t h a t t h e homogeneous i n d i c e s d e t e r m i n e e x a c t l y w h i c h c l o s e d l o o p i n v a r i a n t p o l y n o m i a l s c a n b e a s s i g n e d
by feedback, t h e r e b y g e n e r a l i z i n g t h e C o n t r o l S t r u c t u r e Theorem of Rosenbrock.
INTRODUCTION T h i s i s a n a b r i d g e d v e r s i o n
of a p a p e r w i t h t h e same t i t l e which will a p p e a r i n SIAM J o u r n a l on Control and Optimization [26] .
All of t h e p r o o f s a n d many of t h e Remarks a r e o m i t t e d d u e t o l a c k o f s p a c e .
In t h e p a s t s e v e r a l y e a r s , t h e r e h a s b e e n cons i d e r a b l e i n t e r e s t i n g e n e r a l i z e d l i n e a r s y s t e m s ( a l s o c a l l e d " d e s c r i p t o r s y s t e m s " )
--i . e . , g e n e r a l i z e d state-space models of the form E k ( t ) = Ax(t) + Bu(t) (1.1) w i t h t h e m a t r i x E p o s s i b l y s i n g u l a r .
( S e e , e . g . , [ l ] [ 161 [17] .) W e r e p r e s e n t t h i s s y s t e m by t h e m a t r i x t r i p l e ( E , A , B ) a n d r e f e r t o i t a s a r e g u l a r s y s t e m i f E i s nonsingular and as a s i n g u l a r s y s t e m i f E i s singu-1 a r . R e c e n t l y , Shayman and Zhou (21 have presented a u n i f i e d t h e o r y o f c o n t r o l s y n t h e s i s f o r g e n e r a l i z e d l i n e a r s y s t e m s u s i n g c o n s t a n t -r a t i o p r o p o r t i o n a l a n d d e r i v a t i v e (CRPD) feedback. Ihe framework includes the t h e o r y of s t a t i c s t a t e f e e d b a c k and output feedback for r e g u l a r s y s t e m s as a s p e c i a l c a s e .
The main elements o f t h i s t h e o r y i n c l u d e ( 1 )
a covering of the space of a l l s y s t e m s , b o t h r e g u l a r a n d s i n g u l a r , by a family of open and dense subsets indexed by t h e u n i t c i r c l e ;
a group of transformations which may be viewed as
symm e t r i e s o f t h e c o v e r ; ( 3 ) a n a d m i s s i b l e c l a s s o f f e e db a c k t r a n s f o r m a t i o n s on each subset which i s s p e c i f ic a l l y a d a p t e d t o t h a t s u b s e t .
A g e n e r a l p r o c e d u r e of c o n t r o l s y n t h e s i s o f CRPD f e e d b a c k f o r g e n e r a l i z e d l i n e a r s y s t e m s i s obtained which uses the symmetry t r a n s f o r m a t i o n s t o s y s t e m a t i c a l l y r e d u c e e a c h s y n t h e s i s problem t o a n o r d i n a r y s t a t i c s t a t e f e e d b a c k ( o r o u t p u t f e e d b a c k ) s y n t h e s i s p r o b l e m f o r a c o r r e s p o n d i n g r e g u l a r system. This procedure was u s e d t o o b t a i n n a t u r a l g e n e r a l i z a t i o n s of the Disturbance Decoupling Theorem, t h e P o l e A s s i g n m e n t Theorem, and Brunovsky's canonical form.
In o r d e r t o g i v e a p r e c i s e s t a t e m e n t o f t h e p r o b l e m s t o b e a d d r e s s e d i n t h e p r e s e n t p a p e r , we r e v i e w t h e t h r e e m a i n e l e m e n t s o f t h e t h e o r y p r e s e n t e d i n [Z]. W e b e g i n w i t h t h e L o v e r i n g of t h e s p a c e o f g e n e r a l i z e d s y s t e m s . L e t Z ( n , m ) d e n o t e t h e s p a c e o f * R e s e a r c h p a r t i a l l y s u p p o r t e d by t h e N a t i o n a l S c i e n c e F o u n d a t i o n u n d e r g r a n t s ECS-8696108 and CDR-8500108, and by a grant from the Monsanto Company.
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a l l m a t r i x t r i p l e s ( E , A , B )
,xnxn x p S X n x Let Z(n,m) denote the open and dense subset of C(n,m) c h a r a c t e r i z e d by t h e r e q u i r e m e n t t h a t d e t ( s E -A ) d o e s n o t v a n i s h i d e n t i c a l l y . T h i s c o n d i t i o n g u a r a n t e e s u n i q u e n e s s f o r t h e s o l u t i o n s of ( 1 . 1 ) . In t h e l i t e r at u r e , t h e s y s t e m s b e l o n g i n g t o Z(n,m) a r e g e n e r a l l y r e f e r r e d t o a s " r e g u l a r s y s t e m s . " However, we w i l l r e s e r v e t h e word " r e g u l a r " t o r e f e r t o a g e n e r a l i z e d linear system (E,A,B) for which E i s n o n s i n g u l a r . W e r e f e r t o t h e s y s t e m s i n Z(n,m) a s t h e a d m i s s i b l e s y s t e m s , a n d t o t h e c o n d i t i o n d e t ( s E -A ) f 0 a s t h e a d m i s s i b i l i t y a s s u m p t i o n .
W e now d e f i n e a c o v e r i n g o f t h e s p a c e Z(n,m) of admissible systems. For each 6 E IR, l e t Cg(n,m) d e n o t e t h e s u b s e t of Z(n,m) g i v e n by
2)
It i s e a s y t o show t h a t Ze+*(n,m) = Z g ( n , m ) , and t h a t
by open a n d d e n s e s u b s e t s .
By v i r t u e of t h e p e r i o d i c i t y , i t i s n a t u r a l t o r e g a r d t h e p a r a m e t e r
9 a s a p o i n t on t h e u n i t c i r c l e . Note t h a t i n t h e s p e c i a l c a s e w h e r e 9 =
, Zo(n,m) c o n s i s t s of t h o s e t r i p l e s (E,A,B) f o r w h i c h
E i s n o n s i n g u l a r --i . e . , t h e r e g u l a r s y s t e m s .
Next, we d e f i n e a group of symmetries of the cover {Zg(n,m): 9 E [O,n)} --transformations which map t h e s e s u b s e t s i n t o h e a c h o t h 5 r . F o r e a c h In ( 1 . 4 ) , 0 i s f i x e d w h i l e t h e m x n g a i n m a t r i x F i s a r b i t r a r y , and v r e p r e s e n t s a new e x t e r n a l i n p u t .
The f i x e d p a r a m e t e r 9 s p e c i f i e s t h e r a t i o of s t a t e t o d e r i v a t i v e i n t h e f e e d b a c k law. Consequently,
we r e f e r t o ( 1 . 4 ) as c o n s t a n t -r a t i o p r o p o r t i o n a l a n d mere are t h r e e m a i n c o n t r i b u t i o n s i n t h e p r e s e n t paper.
The f i r s t i s t h e i n t r o d u c t i o n o f a new s e t o f i n d i c e s f o r a g e n e r a l i z e d l i n e a r s y s t e m , w h i c h we r e f e r t o as t h e homogeneous i n d i c e s o f ( E , A , B ) . These i n d i c e s a r e a n a t u r a l g e n e r a l i z a t i o n o f t h e m i n i m a l c o l u m n i n d i c e s ( " K r o n e c k e r i l d i c e s " ) o f a r e g u l a r system. In f a c t , we w i l l show t h a t i f ( E , A , B ) i s a c o n t r o l l a b l e r e g u l a r s y s t e m , i t s homogeneous i n d i c e s a n d i t s m i n i m a l c o l u m n i n d i c e s c o i n c i d e .
T h e s e c o n d c o n t r i b u t i o n i s a s o l u t i o n t o t h e CRPD f e e d b a c k e q u i v a l e n c e p r o b l e m f o r g e n e r a l i z e d l i n e a r systems. W e d e t e r m i n e n e c e s s a r y a n d s u f f i c i e n t c o nd i t i o n s f o r two c o n t r o l l a b l e s y s t e m s i n Xe(n,m) t o be t r a n s f o r m a b l e t o e a c h o t h e r .Jia t h e CRPD feedback ( 1 . 4 ) t o g e t h e r w i t h c h a n g e of b a s i s i n t h e s t a t e -s p a c e , c h a n g e o f b a s i s i n t h e i n p u t s p a c e , a n d l e f t -m u l t i p l ic a t i o n o f ( 1 . l ) by a n o n s i n g u l a r m a t r i x . W e show t h a t tw) such systems a r e f e e d b a c k e q u i v a l e n t i f a n d o n l y i f t h e y h a v e t h e sane homogeneous i n d i c e s . T h i s g e n e r a li z e s t h e well-known r e s u l t t i a t two c o n t r o l l a b l e r e g ul a r systems a r e e q u i v a l e n t u n d e r t h e s t a t e feedback g r o u p i f a n d o n l y i f t h e y halle i d e n t i c a l K r o n e c k e r i n d i c e s .
The t h i r d c o n t r i b u t i o n i n t h i s p a p e r i s a g e n e r a li z a t i o n o f R o s e n b r o c k ' s C o n t r o l S t r u c t u r e Theorem [ 6 1 .
Rosenbrock's Theorem d e s c r i b e s p r e c i s e l y w h i c h c l o s e dl o o p i n v a r i a n t p o l y n o m i a l s a r e a t t a i n a b l e by a p p l y i n g s t a t e f e e d b a c k t o a g i v e n c o n t r o l l a b l e r e g u l a r s y s t e m . Using the concept of homogeneous indices, we a r e a b l e t o d e s c r i b e e x a c t l y w h i c h c l o s e d -l o o p i n v a r i a n t p o l y n om i a l s a r e a t t a i n a b l e by appl:;ing CRPD feedback ( 1 . 4 ) t o a c o n t r o l l a b l e s y s t e m i n Xe(n,m).
Rosenbrock's Theorem i s recovered a s a s p e c i a l c a s e o f o u r r e s u l t by s e t t i n g 6 = 0. 
. Homogeneous I n d i c e s . W e b e g i n by r e v i e w i n g K r o n e c k e r ' s d e f i n i t i o n o f t h e m i n i m a l co1um.n i n d i c e s

., v P , r e s p e c t i v e l y . U s i n g t h e f a c t t h a t c o l u m n
v e c t o r s o v e r a p o l y n o m i a l r i n g a r e l i n e a r l y i n d e p e n d e n t i f a n d o n l y i f t h e y a r e l i n e a r l y i n d e p e n d e n t o v e r t h e c o r r e s p o n d i n g f i e l d of f r a c t i o n s , i t i s e a s y t o show [8, p. 381 t h a t t h e s e n o n n e g a t i v e i n t e g e r s a r e independ e n t o f t h e c h o i c e o f f u n d a m e n t a l s e r i e s . (~1 , ...,% )
a r e c a l l e d t h e m i n i m a l c o l u m n i n d i c e s o f t h e s i n g u l a r p e n c i l A ' 4 + N.
R e c a l l t h a t two m x n p e n c i l s , AM + N and + 7 a r e s a i d t o b e s t r i c t l y e q u i v a l e n t [8, p. 241 i f t h e r e e x i s t n o n s i n g u l a r c o n s t a n t m a t r i c e s P and Q of dimens i o n s m x m and n x n s u c h t h a t
I t i s well-known t h a t s t r i c t l y e q u i v a l e n t s i n g u l a r penc i l s h a v e i d e n t i c a l m i n i m a l c o l u m n i n d i c e s .
L e t ( E , A , B ) be a r e g u l a r s y s t e m --i . e . , ( E , A , B ) E Co(n,m), and assume ( E , A , B ) i s c o n t r o l l a b l e . L e t ( : I , . . . , % ) denote the minimal column indices of t h e s l n g u l a r p e n c i l
. Let r d e n o t e t h e r a n k of B , and l e t H, d e n o t e t h e m a t r i x 
Remark 2 . 1 : P r o p o s i t i o n 2 . 1 i s no l o n g e r t r u e i f t h e a s s u m p t i o n t h a t ( E , A , B ) be a r e g u l a r s y s t e m i s dropped. Rosenbrock has shown [ l o ] t h a t i f t h e s y s t e m ( E , A , B ) E Z(n,m) has no f i n i t e o r i n f i n i t e i n p u t d e c o u p l i n g z e r o ( i . e . , i s c o n t r o l l a b l e ) , t h e n t h e p e n c i l
[XE -A , B ] has n o f i n i t e e l e m e n t a r y d i v i s o r a n d no minimal index for the rows.
It h a s i n f i n i t e e l e m e n t a r y d i v i s o r s , e a c h of d e g r e e 1 , e q u a l i n number t o t h e r a n k d e f e c t o f Thus, p = m , a n d ( € 1 , . . . , ~p ) i s a p a r t i t i o n o f r a n k E , r a t h e r t h a n a p a r t i t i o n of n a s i t is i n t h e c a s e o f a r e g u l a r system. W e now d e f i n e t h e homogeneous i n i i c e s o f a genera l i z e d l i n e a r s y s t e m .
Let ( E , A , B ) E C(n,m). W e assoc i a t e t o ( E , A , B ) t h e d e 5 r e e o n e m f t r i x p o l y n o m i a l i n two v a r i a b l e s g i v e n by [ E -@,B 1. Abusing termino l o g y s l i g h t l y , we r e f e r t o [XE -M , B ] a s a m a t r i x p e n c i l . L e t z 1 be a column v e c t o r w i t h e n t r i e s i n t h e r i n g I R [ X , 111 o f p o l y n o m i a l s i n two v a r i a b l e s w h i c h i s a m i n i m a l d e g r e e n o n z e r o s o l u t i o n t o t h e e q u a t i o n
( F o r a p o l y n o m i a l i n two v a r i a b l e s , " d e g r e e " r e f e r s t o t h e t o t a l d e g r e e , a n d t h e d e g r e e of a s o l u t i o n z i s t h e h i g h e s t d e g r e e o f i t s components,) Let z2 be a minimal d e g r e e s o l u t i o n w h i c h i s l i n e a r l y i n d e p e n d e n t o v e r E[ X , U~ of 21. Let 23 be a m i n i m a l d e g r e e s o l u t i o n which i s l i n e a r l y i n d e p e n d e n t o f { z l , z 2 }. Proceeding i n t h i s way, we o b t a i n a sequence z 1 , . . . , z n of solut ions, which we r e f e r t o as -a f u n d a m e n t a l i e r i e s o f s o l u t i o n s o f ( 2 . 3 ) .
S i n c e l i n e a r i n d e p e n d e n c e o v e r I R I A. ul i s e a u i v a l e n t t o l i n e a r i n d e u e n d e n c e o v e r t h e W e now e s t a b l i s h i m p o r t a n t p r o p e r t i e s of t h e homog e n e o u s i n d i c e s w h i c h w i l l be needed l a t e r . Given a t r i p l e ( E , A , B ) , l e t H I ( E , A , B ) d e n o t e i t s s e t of homog e n e o u s i n d i c e s , a n d l e t C I ( E , A , B ) d e n o t e i t s s e t of minimal column indices --i . e . , the minimal column i n d i c e s of t h e s i n g u l a r p e n c i l
The f o l l o w i n g r e s u l t shows t h a t t h e homogeneous i n d i c e s o f ( E , A , B ) a r e i n v a r i a n t u n d e r s y s t e m r o t a t i o n . E,A,B) .
The n e x t r e s u l t shows t h a t f o r a c o n t r o l l a b l e
HI(E,A,B) = CI(E,A,B) .
Remark 2.4: Using Propositions 2 . 2 , 2.3, and 2.1, we c a n o b t a i n a simple procedure for computing the homog e n e o u s i n d i c e s of a c o n t r o l l a b l e g e n e r a l i z e d s y s t e m . Let C e ( n ,
Thus, R$(C ( r~, m ) ) = Ce++(n,m). Let (E,A,B) E Ce(n,m), and l e t ( i , A , B ) = R e ( E , A , B ) E Co(n,m).
By P r 2 p g s i t i o n s 2;2*and 2.3, we have HI(E,A,B) = HI(E,A,B) = CI (E,A,B) . Thus, the homogen e o u s i n d i c e s of (E,A,B) can be determined
by 
Proposition 2.4: If (E,A,B) i s a c o n t r o l l a b l e a d m i ss i b l e s y s t e m , t h e n H I ( E , A , B ) i s a p a r t i t i o n o f n i n t o m p a r t s , of which rank B p a r t s a r e s t r i c t l y p o s i t i v e . Remark 2 . 5 : P r o p o s i t i o n 2.4 d e s c r i b e s a n i m p o r t a n t d i f f e r e n c e b e t w e e n t h e homogeneous i n d i c e s and t h e minimal column indices of a c o n t r o l l a b l e s y s t e m . The homogeneous i n d i c e s sum t o n r e g a r d l e s s of w h e t h e r t h e system i s r e g u l a r o r s i n g u l a r . I n c o n t r a s t , t h e m i n imal column i n d i c e s sm t o r a n k E (Remark 2.1)
, which i s e q u a l t o n o n l y i f t h e s y s t e m i s r e g u l a r .
Remark 2.3 shows t h a t i n c o n t r a s t t o t h e homogeneous i n d i c e s , t h e m i n i m a l c o l u m n i n d i c e s a r e n o t i n v a r i a n t u n d e r s y s t e m r o t a t i o n .
However, what i s t r u e i s t h a t i f two c o n t r o l l a b l e r e g u l a r s y s t e m s a r e r e l a t e d by a s y s t e m r o t a t i o n , t h e n t h e y h a v e i d e n t i c a l m i n i m a l column indices.
P r o p o s i t i o n 2.5: I f ( E , A , B ) h a~d ( E , A , B ) a r e c o n t r o ll a b l e r e g u l a r sxsLems with (E,A,B) = R&E,A,B), then CI(E,A,B) = CI(E,A,B).
L A
FEEDBACK INVARIANTS W e begin by r e v i e w i n g t h e d e f i n i t i o n o f t h e s t a t e feedback group. (See e.g. [12] ,[9] ,[13] ,[141 .) C o n s i d e r t h e o r d i n a r y s t a t e -s p a c e m o d e l G ( t ) = Ax(t) + Bu(t) (3.1) where (A,B)
E Rnxn x RnXm W e c o n s i d e r t h r e e t y p e s o f e l e m e n t a r y t r a n s f o r m a t i o n s on t h e s y s t e m ( 3 . 1 ) .
They a r e ( 1 ) c h a n g e o f b a s i s i n t h e s t a t e -s p a c e , x = Pz w i t h P a n o n s i n g u l a r n x n m a t r i x ; ( 2 ) c h a n g e o f b a s i s i n t h e i n p u t s p a c e , u = Qv w i t h Q a n o n s i n g u l a r m x m m a t r i x ; ( 3 ) s t a t e feedback u = Fx + V. These operat i o n s t r a n s f o r m t h e m a t r i x p a i r (A,B) as f o l l o w s :
T h e t r a n s f o r m a t i o n g r o u p g e n e r a t e d by ( 3 . 2 ) , f o l l o w i n g way. R e c a l l t h a t a r i g h t g r o u p a c t i o n of a ( 3 . 3 ) , ( 3 . q ) c a n b e c o n v e n i e n t l y r e p r e s e n t e d i n t h e group G on a set X i s a mapping 1 1 : X x G + X s a t i s f y i n g t h e c o n d i t i o n s rt(x,e) = x and d x , g l g 2 ) = ? i d x , g l ) , g 2 ) where e d e n o t e s t h e i d e n t i t y e l e m e n t o f G. It i s of i n t e r e s t t o know when two systems (A1,Bl) and (A2,Bz) a r e r e l a t e d by a t r a n s f o r m a t i o n i n t h e s t a t e f e e d b a c k g r o u p --i . e . , b e l o n g t o t h e same H(n,m)-orbit. 
I f x E X, t h e o r b i t of x, denoted xG, c o n s i s t s of t h e s u b s e t { d x , g ) : g
E G } of X.
L e t C ( n , m ) d e n o t e t h e s p a c e o f a l l m a t r i x p a i r s (A,B) E IRnxn x nnxm w h i c h a r e c o n t r o l l a b l e .
Let H(n,m) d e n o t e t h e g r o u p c o n s i s t i n
It i s a l s o u s e f u l t o h a v e a c a n o n i c a l f o r m f o r t h i s g r o u p a c t i o n --t o i d e n t i f y t h e " s i m p l e s t " e l e m e n t on e a c h o r b i t . h i s i s provided
. > nr be a p a r t i t i o n o f n i n t o r p o s i t i v e p a r t s . The
H ( n , m ) -o r b i t c o n s i s t i n g o f t h o s e p a i r s ( A , B ) E C(n,m) for which CI(I,A,B)
= ( 0 ,..., O,nr, nr-l, ..., n l ) c o n t a i n s t h e c a n o n i c a l p a i r We w i l l r e f e r t o t h e p a i r ( & , B c ) i n Theorem 3.1 a s t h e B r u n o v s k y c a n o n i c a l f o r m a s s o c i a t e d w i t h t h e s e t of minimal column indices (0, .., O,nr, ..., n l ) .
T h e f o l l o w i n g r e s u l t i s needed for the proof of P r o p o s i t i o n 2 . 3 .
Lemma 3.1: If (A,B),(A,B)
E C(n,m) belong to the same H ( n , m ) -o r b i t , t h e n H I ( I , A , B ) = HI(I,A,$).
^A
W e now r e v i e w t h e d e f i n i t i o n of t h e CRPD s t a t e f e e d b a c k g r o u p s g i v e n i n [ 2 ] . W e c o n s i d e r f o u r t y p e s o f e l e m e n t a r y t r a n s f o r m a t i o n s on t h e s y s t e m ( 1 . 1 ) . They a r e ( 1 ) c h a n g e o f b a s i s i n the s t a t e -s p a c e , x = Pz w i t h P a n o n s i n g u l a r n x n m a t r i x ; ( 2 ) c h a n g e of b a s i s i n t h e i n p u t s p a c e , u = Qv w i t h Q a n o n s i n g u l a r m x m m a t r i x ; ( 3 ) CRPD feedback u = F(cos6x -s i n k ) + v w i t h 8 a f i x e d nwnber i n [O,.) and F an a r b i t r a r y m x n m a t r i x ; ( 4 ) l e f t -m u l t i p l i c a t i o n by a n o n s i n g u l a r n x m a t r i x R-1.
T h e s e o p e r a t i o n s t r a n s f o r m t h e m a t r i x t r i p l e (E,A,B) as follows:
T h e t r a n s f o r m a t i o n g r o u p g e n e r a t e d by ( 3 . 8 ) , ( 3 . 9 ) , ( 3 . 1 0 ) , ( 3 . 1 1 ) c a n b e c o n v e n i e n t l y r e p r e s e n t e d i n t h e f o l l o w i n g way. For each 0 , l e t Ge(n,m) denote t h e g r o u p c o n s i s t i n g o f a l l nonsingular (3n+m) x (3n+m) m a t r i c e s o f t h e f o r m l o
(3.12)
We r e f e r t o t h e f a m i l y o f g r o u p s { G e ( n , m ) : 
E a c h o f t h e t r a n s f o r m a t i o n s ( 3 . 8 1 , (3.11) i s a s p e c i a l c a s e of (3.13) d e n o t e t h e t r a n s f o r m a t i o n on e(n,m m a t r i x ( 3 . 1 2 ) i n G e ( n , m ) . I n o t h e ( E , A , B ) d e n o t e s t h e r i g h t h a n d s i d e (3.13) + c o s eR-lBF, R-1BQ) .
(3.9) 9 (3.10) 9 L e t ge(R,P,Q,F) induced by t h e words, ge(R,P,Q,F) of (3.13). (Ce(n,m)) = C W + ( n , m ) . The f o l l o w i n g t h r e e r e s u l t s a r e p r o v e n i n [ 2 ] . P r o p o s i t i o n 3 . 1
Recall from
[Z]: Le(n,m) i s i n v a r i a n t u n d e r t h e a c t i o n of Ge(n,m). P r o p o s i t i o n 3.2 [ 2 ] : The f o l l o w i n g i s a commutative diagram:
g & R , P , Q , F )
I . e . , R + ge(R,P,Q,F) = g&@(R,P,Q,F) R+.
P r o p o s i t i o n 3 . 3 [ 2 ]
: Ce(n,m) i s i n v a r i a n t u n d e r t h e a c t i o n of Ge(n,m).
By v i r t u e o f P r o p R s i t i o n 3 . 3 ,
we c a n r e s t r i c t t h e a c t i o n of Ge(n,m) on Z(n,m) t o t h e i n v a r i a n t s u b s e t Ce(n,m).
The problem which we c o n s i d e r i s t h e one of d e t e r m i n i n g a c o m p l e t e s e t of i n v a r i a n t s f o r t h e a c t i o n of Ge(n,m) on Ce(n,m). Roughly speaking, this means f i n d i n g a s e t of f u n c t i o n s o f ( E , A , B ) w i t h t h e p r o p e r t y t h a t t h e s e f u n c t i o n s h a v e t h e
same v a l u e s on ( E l , A l , B l ) a s on (Ez,Az,B2) i f and only i f ( E l , A l , B l ) and ( E 2 , A 2 , B 2 ) a r e r e l a t e d by a t r a n s f o r m a t i o n i n t h e CRPD feedback group G e(n ,m) .
Remark 3.3:
In t h e s p e c i a l c a s e w h e r e e = 0 , Co(n,m) c o n s i s t s o f t h e c o n t r o l l a b l e r e g u l a r s y s t e m s , a n d Go(n,m) c a n b e r e g a r d e d a s t h e s t a t e f e e d b a c k g r o u p H(n,m) augmented by l e f t -m u l t i p l i c a t i o n . I n t h i s c a s e , i t follows from Theorem 3.l(a) that the minimal column i n d i c e s a r e a complete set of i n v a r i a n t s . I n o t h e r words, (ElrA1,B1) ,(Ez,Az,Bg) E Q(n,m) a r e e q u i v a l e n t u n d e r t h e a c t i o n of Go(n,m) i f and only if CI(El,Al,Bl) = CI(Eg,A2,Bg).
The f o l l o w i n g r e s u l t i s t h e m a i n r e s u l t of t h i s s e c t i o n . It p r e s e n t s t h e s o l u t i o n t o t h e p r o b l e m p o s e d a b o v e , a n d r e p r e s e n t s a n a t u r a l g e n e r a l i z a t i o n of Theorem 3.1.
Theorem 3.2:
( b ) Let n1 > ... > I-+,, be a p a r t i t i o n of n i n t o m n o n n e g a t i v e p a r t s .
The Ge(n,m)-orbit consist i n g o f t h o s e t r i p l e s ( E , A , B ) E Ce(n,m) f o r which HI(E,A,B) = (nm, ..., n l ) c o n t a i n s t h e c a n o n i c a l t r i p l e ( c o s 01 + s i n eA,, -s i n e 1 + cos8&,Bc) where (&,Bc) i s the Brunovsky c a n o n i c a l f o r m a s s o c i a t e d w i t h t h e m i n i m a l column i n d i c e s (nm, ..., n 1 ) .
I n t h e l i t e r a t u r e , o t h e r t y p e s o f f e e d b a c k g r o u p s h a v e b e e n c o n s i d e r e d i n c o n j u n c t i o n w i t h g e n e r a l i z e d l i n e a r s y s t e m s . H a y t o n [ 1 9 ] s t u d i e s t h e a c t i o n o f t h e s t a t e f e e d b a c k g r o u p H(n,m) on g e n e r a l i z e d l i n e a r g r o u p g e n e r a t e d by e x p o n e n t i a l r e s c a l i n g , l e f tsystems. Pandolfi
[ZO] c o n s i d e r s t h e t r a n s f o r m a t i o n m u l t i p l i c a t i o n , c h a n g e of b a s i s i n t h e s t a t e -s p a c e , c h a n g e o f b a s i s i n t h e i n p u t s p a c e , and s t a t i c s t a t e feedback.
A c o m p l e t e s e t o f i n v a r i a n t s f o r t h e a c t i o n o f t h i s g r o u p on t h e s e t o f c o n t r o l l a b l e a d m i s s i b l e g e n e r a l i z e d l i n e a r s y s t e m s i s determined. S i n c e t h e t r a n s f o r m a t i o n s i n Gg(n,m) a r e a p p l i e d o n l y t o t h e s y s t e m s i n Z e ( n , m ) , p u r e s t a t e f e e d b a c k ( i . e . , n o d e r i v a t i v e c o n t r i b u t i o n ) i s n e v e r a p p l i e d t o a s i n g u l a r s y s t e m .
4.
CONTROL STRUCTURE THEOREM
The problem of pole-assignment by s t a t e f e e d b a c k f o r s i n g u l a r s y s t e m s h a s b e e n s t u d i e d
by Cobb [21] and Pandolfi [22] . Armentano [23] and Lewis and O z c a l d i r a n [ 241 h a v e i n v e s t i g a t e d e i g e n v e c t o r -a s s i g n m e n t by s t a t e feedback. Mukundan and Dayawansa [25] have studied pole-assignment by p r o p o r t i o n a l a n d d e r i v a t i v e s t a t e feedback.
In t h i s s e c t i o n , we c o n s i d e r a d i f f e r e n t problem, namely, the determination of which closed-loop invariant polynomials can be obtained using constantr a t i o p r o p o r t i o n a l and d e r i v a t i v e f e e d b a c k .
T h e C o n t r o l S t r u c t u r e Theorem of Rosenbrock [6] i s a n i m p o r t a n t r e s u l t w h i c h d e s c r i b e s p r e c i s e l y w h i c h i n v a r i a n t p o l y n o m i a l s c a n b e a s s i $i = n. Then t h e r e i s a s t a t e feedback gain F such t h a t t h e g i v e n p o l y n o m i a l s a r e t h e n o n u n i t y i n v a r i a n t polynomials of the closed loop system A + BF i f and o n l y i f
Let ( E , A , B ) b e a n a d m i s s i b l e g e n e r a l i z e d l i n e a r system --i . e . , (E,A,B) E Z(n,m). By t h e i n v a r i a n t polynomials of (E,A,B), we mean t h e i n v a r i a n t p o l yn o m i a l s o f t h e p e n c i l XE -A. In o r d e r t o g e n e r a l i z e Rosenbrock's Theorem, i t i s n e c e s s a r y t o d e f i n e t h e hanogeneous invariant polynomials for (E,A,B).
In t h e
Weierstrass t r e a t m e n t o f i n f i n i t e e l e m e n t a r y d i v i s o r s f o r a r e g u l a r p e n c i l [ 8 , p. 261, (homogeneous) i n v a r i a n t p o l y n o m i a l s a r e d e f i n e d f o r t h e h o m o g e n e o u s p e n c i l XE -pA. Let &( A, p) b e t h e g r e a t e s t common d i v i s o r of t h e m i n o r s of o r d e r k ( k = l , . . . , n ) . The i n v a r i a n t p o l y n o m i a l s o f XE -pA a r e t h e q u o t i e n t s
etc. Each & , i j i s homogeneous. We d e f i n e t h e homogeneous i n v a r i a n t p o l y n om i a l s of (E,A,B) t o b e t h e i n v a r i a n t p o l y n o m i a l s of XE -! JA. T h e f o l l o w i n g p r o p o s i t i o n d e s c r i b e s how t h e homogeneous i n v a r i a n t p o l y n o m i a l s t r a n s f o r m u n d e r s y s t e m r o t a t i o n . P r o p o s i t i o n 4 . 1 : L e t $1, ..., jh d e n o t e t h e homogeneous invariant polynomials of (E,A,B) E Z(n,m). Then t h e homogeneous i n v a r i a n t p o l y n o m i a l s of R+(E,A,B) a r e $1 r + , ..., h O r $ * Proposition 4.2: (E,A,B) E C(n,m) i s a r e g u l a r s y s t e m i f a n d o n l y i f no homogeneous i n v a r i a n t p o l y n o m i a l i s d i v i s i b l e by u. In t h i s c a s e , t h e r e i s a degreepreserving one-to-one correspondence between the homog e n e o u s i n v a r i a n t p o l y n o m i a l s a n d t h e i n v a r i a n t p o l yn o m i a l s g i v e n by jLi( X,p) ++ %( X,l).
W e a r e now r e a d y t o s t a t e a n d p r o v e t h e g e n e r a l ization of Rosenbrock's Theorem. Theorem 4.2 ( C o n t r o l S t r u c t u r e Theorem f o r G e n e r a l i z e d Linear Systems):
Let (E,A,B) E Ce(n,m).
Let r = rank B , and l e t "1 > ... > nr be the nonzero homogeneous indices of (E,A,B). Let q < r , and l e t +I( X, u) ,... ,%( X,p) be any s e t of nonconstant homogeneous polynomials such that ' +i+ 1 i s a CRPD s t a t e f e e d b a c k g a i n F s u c h t h a t t h e g i v e n p o l y n o m i a l s a r e t h e n o n c o n s t a n t homogeneous i n v a r i a n t polynomials of the closed loop system ge(F)(E,A,B) if a n d o n l y i f t h e f o l l o w i n g two c o n d i t i o n s a r e s a t i s f i e d :
1 Jii ( i = l , . . . s e t t i n g B=O i n Theorem 4.2 t h a t t h e r e e x i s t s F such t h a t (I,A+BF,B) has nonconstant homogeneous invariant P P polynomials $,, . . . ,i f and only i f 1 deg qi > 1 ni, i= 1 i= 1 p=l , . , . ,q. By Proposition 4.2, _(I,A+BFJB) has nonc o n s t a n t i n v a r i a n t p o l y n o m i a l s $l,...,% i f and only if i t has nonconstant homoJeneous i n v a r i a n t p o l y n o m i a l s $1, ... ,". Since deg % = deg h, we c o n c l u d e t h a t t h e r e e x l s t s F s u c h t h a t A+BF h a s n o n c o n s t a n t i n v a r i a n t The a n a l o g u e o f c o n d i t i o n ( i ) i n Theorem 4.2 i s absent from Theorem 4.1 only because Theorem 4.1 i s s t a t e d i n t e r m s o f t h e i n v a r i a n t p o l y n o m i a l s r a t h e r t h a n t h e homogeneous i n v a r i a n t p o l y n o m i a l s . I f Theorem 4 . 1 w e r e r e s t a t e d i n t e r m s of t h e homogeneous i n v a r i a n t p o l y n o m i a l s , i t would be necessary to include t h e r e q u i r e m e n t t h a t t h e y n o t b e d i v i s i b l e by p. 131 2. Zhou, "Feedback s y n t h e s i s o f s i n g u l a r s y s t e m s -a geometric approach," D.Sc. thesis, Washington U n i v e r s i t y , S t . Louis, Missouri, 1984. [ 4 ] 2. Zhou, M.A. Shayman and T.J. T a r n , " S i n g u l a r systems: a new a p p r o a c h i n t h e t i m e d o m a i n , " I E E E Trans. Automat. Contr., AC-32 ( 1 9 8 7 ) , 42-50.
[ 5 ] M.A. C h r i s t o d o u l o u , " D e c o u p l i n g i n t h e d e s i g n a n d s y n t h e s i s of s i n g u l a r s y s t e m s , " A u t o m a t i c a , 22 ( 1 9 8 6 ) , 245-249.
Also i n P r o c e e d i n g s of t h e IFAC World Congress, Budapest, 1984. 
