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Abstract: A feature-weighted neural network model for the prediction of the endpoint 
temperature of molten steel (MSET) in a ladle furnace (LF) is proposed in this paper. Accurate 
prediction of MSET is essential for promoting product quality, reducing production costs and 
enhancing productivity. Considering that different features have different impacts on the MSET 
during the process of LF refining, a weight is applied to each feature before feeding the feature to 
neural networks. A mutual learning cuckoo search (MLCS) algorithm is proposed to 
simultaneously determine the feature weights and network parameters of the proposed prediction 
model. The search of each cuckoo in the basic cuckoo search algorithm and many of its variants 
is performed independently, which may decrease the algorithms’ performance. The proposed 
MLCS algorithm introduces two new search strategies, the mutual learning-based search strategy 
and the bottom reinforcement learning-based search strategy. The superior performance of 
MLCS is first confirmed with 20 benchmark optimization problems. Then, MLCS is applied to 
optimize the feature weights and network parameters in the feature-weighted MSET prediction 
model. Application to modeling the production data from a 300 t LF in an iron & steel plant in 
China demonstrates the effectiveness of the proposed feature-weighted neural network model. 
Keywords: modeling; cuckoo search; feature weighed; ladle furnace; molten steel temperature. 
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1. Introduction 
LF is an important equipment for secondary refining in iron and steel industries [1]. Tight control 
of the MSET in LF is essential to improve product quality, reduce production costs and enhance 
productivity [2, 3]. However, in the actual production process, there are at present no proper 
hardware sensors to continuously measure the molten steel temperature, which brings difficulty 
to the precise control of MSET [4]. Thus, more and more research is trying to resolve this 
problem by developing MSET prediction models in LF. 
Traditionally, molten steel temperature prediction models are developed on the basis of the 
energy conservation law and thermodynamics [5, 6]. However, since there are over-idealized 
assumptions and hard-to-obtain parameters, mechanistic models are unable to be utilized 
efficiently for accurate prediction [3, 7]. Whereas in data-driven modeling, the model is 
developed exclusively from the historical process input–output data [8], generally not involving 
with over-idealized assumptions and hard-to-obtain parameters. As a result, many researchers 
have attempted to predict the temperature of molten steel in LF by various data-driven modeling 
methods. For instance, Sun et al. [9] use a neural network to predict the temperature. Tian et al. 
[10, 11] propose to predict the temperature by a new incremental learning modeling method and 
a modified AdaBoost.RT algorithm-based ensemble ELM modeling method. Wang et al. [12] 
present a temperature prediction model combining the regression tree algorithm and general 
regression neural networks. 
Most of the aforementioned data-driven methods treat all features (i.e. inputs) equally in the 
process of model development. However, for actual LF refining processes, each feature has 
different influence on the MSET [13]. Accordingly, we draw on the feature-weighted concept in 
the field of categorization [14] and propose a feature-weighted data-driven modeling method for 
the development of the MSET prediction model in this paper. Single-hidden layer feed-forward 
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neural networks (SLFNs) are capable of approximating any nonlinear function [15, 16] and have 
been successfully applied in modeling many LF refining processes to predict the molten steel 
temperature [7, 9-11, 17]. Therefore, in this study, we utilize this type of networks for the 
development of the MSET prediction model. 
Global optimization techniques need to be used in the determination of feature weights and 
network parameters (i.e. the connection weights and thresholds of the corresponding SLFN) of 
the proposed feature-weighted MSET prediction model (referred to as FW-SLFN model). 
Cuckoo search (CS) is a nature-inspired optimization algorithm proposed by Yang and Deb [18] 
through emulating the brood parasitism behavior of some cuckoo species. As a global 
optimization algorithm with some advantages like relatively good balance between the local 
search (exploitation) and global search (exploration), simplicity, and efficiency [19, 20], CS has 
been successfully applied to numerous optimization problems in various fields with remarkable 
performance, such as model parameter optimization [21-24], controller design [25, 26], optimal 
placement design [27, 28], benchmark function optimization [29], robotic assembly sequence 
planning [30], online route planning [31], hydrothermal scheduling problems [32], and system 
optimization [33, 34]. Besides, some comparative analyses of CS with several widely-used 
nature-inspired optimization algorithms have proved that CS is overall more successful than 
these algorithms [35, 36]. Motivated by these encouraging results, in this study we employ CS 
for the joint optimization of the weight of each feature and the network parameters. However, CS 
is also vulnerable to slow and premature convergence and its search capability should be further 
enhanced [20, 37].  
Researchers have developed a series of CS variants. Huang et al. propose five chaos-enhanced 
cuckoo search (CCS) algorithms, in which chaotic sequences are utilized to enhance the 
initialized nest location, change the step size of Lévy flight and reset the location of nest beyond 
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the boundary, and numerical results show that among the five CCSs the one with Gauss map for 
the generation of chaotic sequences achieves the best performance [37]. Naik and Panda present 
an adaptive cuckoo search (ACS) algorithm in which the step size is made adaptive from the 
knowledge of the fitness value and current location [38]. Valian et al. come up with an improved 
cuckoo search (ICS) algorithm that dynamically changes the values of the step length scaling 
factor and alien egg discover probability [39]. Wang et al. introduce a nearest neighbour cuckoo 
search (NNCS) algorithm with a nearest neighbour strategy to choose guides to search for new 
solutions and a probabilistic mutation strategy to control the solutions learn from the nearest 
neighbour solutions in partial dimensions instead of all of them, and the experimental results 
indicate that the fitness-based nearest neighbour strategy is better than the solution-based 
strategy [40]. Cheung et al. present a new CS variant with quantum mechanism based 
nonhomogeneous search strategies, termed nonhomogeneous cuckoo search (NoCuSa) [41]. The 
above-mentioned CS variants have enhanced the search accuracy or convergence speed from 
different aspects. Nevertheless, there still is a drawback in the basic CS and these variants: the 
information (search experience) exchange among cuckoos is lacking that would considerably 
impact the search performance. In order to address this issue, we present a mutual learning CS 
(MLCS) in this paper for the purpose of enhancing the exchange of search experience among 
cuckoos, and thereby, the search capability of the algorithm. In MLCS, each cuckoo is afforded 
an opportunity to acquire the search experience of an exemplar chosen from the population, 
which is enlightened by a consensus that it would be of great help for a group to efficiently fulfill 
a task if the members could learn from each other. In addition, a bottom reinforcement 
learning-based search strategy is also introduced in the presented MLCS algorithm to further 
increase its performance. Finally, MLCS is applied to optimize the weight of each feature 
together with the network parameters so as to accomplish the development of the presented 
FW-SLFN model. 
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The main contribution of this paper includes the following three aspects:  
(1) Considering that each feature has different influence on the MSET in actual LF refining 
processes, a feature-weighted SLFN-based modeling method for the development of the 
MSET prediction model (i.e. FW-SLFN model) is proposed. 
(2) A new CS variant, MLCS, is presented to enhance the exchange of search experience among 
cuckoos, and thereby, the search performance. In MLCS, a novel mutual learning-based 
search strategy is proposed to give each cuckoo a chance to acquire the search experience of 
a selected exemplar. Besides, a bottom reinforcement learning-based search strategy is also 
proposed to further increase the search capability of the algorithm. The experimental results 
on some benchmark functions are promising and confirm the excellent search performance of 
the proposed MLCS algorithm. 
(3) Based on actual production data from a 300 t LF in a Chinese iron & steel plant, MLCS is 
applied to optimize the feature weights and network parameters in the proposed FW-SLFN 
model, and the results indicate the effectiveness of this prediction model and the necessity of 
the feature-weighted strategy. 
The remaining parts of the paper are organized as follows. Section 2 gives a brief introduction of 
the LF refining process, presents the main factors influencing the MSET, and describes the 
development framework of the proposed FW-SLFN model. Section 3 briefly discusses the basic 
CS, details the new MLCS algorithm, and validates its performance by applying to 20 
well-known benchmark functions. In Section 4, the implementation of MLCS for solving the 
joint optimization problem of the feature weights and network parameters of the FW-SLFN 
model is described. In Section 5, based on actual production data from a 300 t LF in an iron & 
steel plant in China, test results of the proposed prediction model are provided and again the 
performance of MLCS is demonstrated. Finally, conclusions are drawn and considerations for 
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future works are pointed out in Section 6. 
2. FW-SLFN model 
2.1. Process flow of LF refining 
LF refining technology has an essential role to play in the secondary metallurgic process. It can 
adjust the temperature and component of molten steel and improve the purity of molten steel by 
operations like arc heating, slagging, alloying, argon blowing, etc. Additionally, it can greatly 
improve the buffering capacity between steelmaking and continuous casting. The whole process 
flow of LF refining, as schematically shown in Fig.1, starts from the entry of the ladle and ends 
at the exit of the ladle. To be specific, when the ladle containing molten steel enters the heating 
station, the operations of sampling and temperature measuring, argon blowing, furnace cover 
lowering, slag adding, power on for arc heating and power off are carried through in turn. After 
that multiple sampling and temperature measuring are often required to obtain the satisfied 
endpoint temperature and component of molten steel. In any adjacent sampling period, similar 
operations are executed in the sequence of alloy adding and slag adding, power supply, and 
power off. In the end, after the final sampling and temperature measuring, the furnace cover is 
lifted, the argon blowing cube is removed, and then the ladle is carted out from the heating 
station to accomplish this refining process. 
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Fig. 1.  Process flow of LF refining. 
2.2. Influence factors of MSET 
The influence factors of MSET are selected on the basis of energy equilibrium during the LF 
refining process, as shown in Fig. 2. To be specific, if a LF is taken as a system, the input energy 
(Qin), the output energy (Qout), and the energy absorbed by the system (Qabs) should balance, as 
formulated below: 
in out abs= Q Q Q                                                                (1) 
where Qin is the heat gain from arc heating (Qarc); Qout is composed of four parts, including the 
heat taken away by argon (Qarg), the heat loss from the top surface (Qsrf) that can be reflected by 
the energy change of cooling water in the water-cooled cover, the heat loss from the ladle lining 
(Qlnn) that can be reflected by the ladle heat status and refining time, and the heat effect of 
additions (Qadd); and Qabs is the heat absorbed by molten steel (Qstl) used to make its temperature 
rise. 
 9 
 
Fig. 2.  Energy equilibrium diagram of LF. 
According to the energy equilibrium analysis above, it can be seen that there are mainly eight 
factors determining the MSET in a LF. They are the refining power consumption, the amount of 
argon blowing, the energy change of cooling water, the ladle heat status, the refining time, the 
heat effect of additions, the initial molten steel temperature, and the molten steel weight. For the 
sake of brevity, these eight factors are denoted as 1 2 3 4 5 6 7, , , , , ,ftr ftr ftr ftr ftr ftr ftr , and 8ftr in this 
paper, respectively. 
2.3. Basic framework of the FW-SLFN model 
As mentioned in the introduction, different factors have different influences on MSET in actual 
LF refining processes [13]. By utilizing this characteristic of LF refining processes, it may be 
possible to enhance the performance of our MSET prediction model. To this end, we present the 
feature-weighted data-driven modeling method, which assigns each feature a different weight to 
reflect its different influence on the MSET. For the presented method, one of the keys is the 
determination of feature weights. In this study, we determine them together with the network 
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parameters simultaneously, as described below. 
Mathematically, the proposed feature-weighted data-driven MSET prediction model (i.e. the 
FW-SLFN model) can be formulated as 
1 1 2 2 8 8 N= ( , , , , )MSET w ftr w ftr w ftr P                                            (2) 
where φ denotes the mapping of the inputs to the output of the FW-SLFN model ; w1, w2, ∙∙∙, w8 
are the weights of ftr1, ftr2, ∙∙∙, ftr8, respectively; and PN is the vector of connection weights and 
thresholds of the SLFN. Fig. 3 shows the structure of this prediction model schematically, where 
bias = –1 is designed for the introduction of thresholds. 
 
Fig. 3.  Schematic representation of the FW-SLFN model. 
To obtain the presented FW-SLFN model, two parameter vectors, namely the feature weight 
vector w (w = [w1, w2, ∙∙∙, w8]) and the network parameter vector PN, need to be determined. In 
this study, the optimal values of w and PN are obtained by using the new MLCS algorithm. To be 
specific, w and PN are regarded as the parameter vectors to be identified in the model described 
by Eq. (2); then their values are simultaneously determined by using MLCS to minimize the 
following objective function 
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where M is the number of MSET samples utilized for model development; and x and xˆ  denote 
the measured and predicted MSET values, respectively. More details about how to determine w 
and PN will be given in Section 4. 
3. Optimization algorithm 
3.1. Basic CS 
Cuckoo search is a nature-inspired optimization algorithm designed on the basis of the 
phenomenon that certain species of cuckoos lay their eggs in other birds’ nests together with the 
Lévy flights behavior of some birds and fruit flies. For simplicity, Yang and Deb [18] utilize the 
following three idealized rules to describe the cuckoo search process: the first is that every time 
each cuckoo lays one egg and puts the egg into a randomly selected nest; the second is that the 
nests with high quality of eggs are carried over to the next generation; and the last is that the 
number of available host nests is changeless and the host bird can discover an alien egg laid by a 
cuckoo with a probability pa ∈ [0, 1]. In such a situation, the host bird can either throw the egg 
away or just give up the nest, and then construct a new nest. According to the above rules, the 
basic CS has been implemented with two main methods to update the solutions. In addition, it 
should be pointed out that a cuckoo, an egg and a nest are all equivalent to a solution, and only 
minimization problems are considered in the remainder of this paper without loss of generality. 
In the first component of the basic CS, Lévy flights are used to generate the new solution new
iz  
for each cuckoo i  according to the following equation: 
new
L FT( )i i i     z z s z z r                                                  (4) 
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where α is a step length scaling factor, and it can be set to 0.01 for most cases [42, 43]; the 
symbol   means entry-wise multiplications; r is a vector with elements obeying the standard 
normal distribution N (0, 1); 
FTz  represents the fitness-based top cuckoo, namely the cuckoo 
with the top (i.e. lowest) fitness value in the current population; and 
Ls is a step length vector 
that obeys the Lévy distribution. By the Mantegna algorithm [44], 
Ls can be generated as given 
below: 
L 1
u
s
v

                                                                    (5) 
where u  and v  are random variables with the following normal distributions 
2(0, )uu N  ,  
2(0, )vv N                                                     (6) 
1
( 1) 2
(1 ) sin( 2)
[(1 ) 2] 2
u


 

  
   
  
    
,  1v                                           (7) 
where 0 2   and 1.5   in the basic CS [42]; and Г denotes the Gamma function. 
In the second component of the basic CS, new solutions are generated through imitating the 
discovery of alien eggs, and mathematically it can be formulated as: 
new
1 2( ) ( )i i j krnd     az z H p rnd z z                                           (8) 
where zj and zk are two randomly selected solutions; rnd1 is a random number generated from a 
uniform distribution between 0 and 1, hereafter referred to as U (0, 1); pa is a vector with all 
elements being pa; rnd2 is a random vector with all elements generated from U (0, 1); and H(•) is 
a step function, defined as 
1 2 1 2( ) ( , , , , , ) [ , , , , , ]d D d Dx x x x H H H H H x H                              (9) 
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where Hd = 1 if xd > 0, otherwise Hd = 0; D
 
is the search space dimension.  
From Eqs. (4) and (8) and the description above, the search process of the basic CS can be 
summarize as follows: firstly, within lower and upper limits (if any), S number of cuckoos (eggs, 
nests or solutions) are randomly initialized, where S is the population size. Next, each cuckoo zi 
is assessed by its fitness value and then the basic CS enters the iterative process. The 
evolutionary purpose of each iteration is the same, namely to search for new solutions by 
applying the above-mentioned two components of the basic CS in sequence. After each 
component, the comparison of fitness values between each old solution and each new solution at 
the same nest will be performed and the solutions with lower fitness values are retained. The best 
solution (i.e.
FTz ) is updated after each iteration and it is selected as the optimal solution of the 
search process. More details on the basic CS are given in [42]. 
3.2. Proposed MLCS 
As stated in the introduction, the basic CS and many of its variants lack of experience exchange 
among cuckoos, which could lead to impaired performance. In order to overcome this problem, 
this paper proposes a new CS variant called MLCS, which is mainly designed on the basis of a 
consensus that it would be greatly helpful for a group to efficiently fulfill a task if the members 
could learn from each other. Compared with the basic CS, MLCS also includes two iterative 
components, but it introduces two new search strategies. The first is the mutual learning-based 
(ML-based) search strategy which allows each cuckoo to have an opportunity to learn from an 
exemplar selected from its population. The second is the bottom reinforcement learning-based 
(BRL-based) search strategy which provides an extra opportunity for the cuckoo in the bottom of 
the population (referred to as zB) to learn from two top cuckoos, that is, (1) the fitness-based top 
cuckoo (i.e. zFT) and (2) the fitness and spatial location-based top cuckoo (referred to as zFST). In 
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the remaining parts of this section, the two new search strategies are explained first and then the 
overall framework of MLCS is presented.  
3.2.1. ML-based search strategy 
This strategy aims to enhance the experience interaction among cuckoos, and thereby, the 
algorithm’s performance. To this end, it allows each cuckoo i to have an opportunity to learn 
from an exemplar, and accordingly modifies Eqs. (4) and (8) into Eqs. (10) and (11), respectively. 
And, being similar to the basic CS, Eqs. (10) and (11) are respectively used as the main 
evolutionary equations of the two components of MLCS. 
1Mnew L
1 3 1 3( ( )) ( )i i i i        z z z I H c rnd z H c rnd                            (10) 
2Mnew A
2 1 4 1 4( ) ( ( ( )) ( ))i i i i          az z H p rnd z I H c rnd z H c rnd             (11) 
where 
L
L FT0.01 ( )i i     z s z z r                                                   (12) 
1M
2 5 ( )ii e ic    z rnd z z                                                     (13) 
A
1 ( )i j krnd   z z z                                                          (14) 
2M
2 6 ( )ii e ic    z rnd z z                                                     (15) 
In the above equations, I is a vector with all elements being one; c1 is a vector with all elements 
being c1, which is a coefficient used to control the new solution percentages produced by the 
Lévy flight (or the alien egg discovery) and by the mutual learning; rnd3, rnd4, rnd5, and rnd6 are 
four random vectors with all their elements generated from U (0, 1); c2 is the learning coefficient; 
H(•) is the same step function as defined in Eq. (9); and zei is cuckoo i's exemplar. In this paper, 
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it is identified as follows: firstly three candidates are selected randomly from the population z1,∙∙∙, 
zi-1, zi+1,∙∙∙, zS (note that zi itself is not included); then the one with the lowest fitness value that 
exists in the selected three candidates is identified as zei, and meanwhile its index is assigned to 
ei. 
3.2.2. BRL-based search strategy 
This strategy is designed to further increase the search performance of MLCS. To achieve this 
purpose, the two top cuckoos, namely zFT and zFST are used to reinforce the learning of zB, which 
is formulated as 
new
B B 2 7 FT B 2 8 FST B( ) ( )c c        z z rnd z z rnd z z                               (16) 
where rnd7 and rnd8 are two random vectors with all their elements generated from U (0, 1). zB is 
identified on the basis of its fitness value, and the cuckoo with the bottom (i.e. highest) fitness 
value that exists in the population is assigned to zB. As mentioned, zFT is also identified on the 
basis of its fitness value and the cuckoo with the top (i.e. lowest) fitness value that exists in the 
population is assigned to zFT. As for zFST, the fitness value and the spatial location are both 
considered to identify it. More specially, a metric related to the fitness value and spatial location 
of each cuckoo (referred as to FS) is calculated first and then zFST are identified. To calculate the 
FS metric for each cuckoo i, the weight W(zi) which depends on the fitness value, is calculated 
first by the following equations: 
max
max min
( )
( ) ii
f f
w
f f



z
z                                                           (17) 
( )
( )
( )
i
i S
ii
w
W
w


z
z
z
                                                           (18) 
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where ( )iw z  
is cuckoo i's weight value before normalization;
 
f(zi) is cuckoo i's fitness value; 
and
maxf and minf are respectively the maximum and minimum fitness values that exist in the 
current population. Next, the FS metric for each cuckoo i (referred as to FS(zi)) is calculated by 
weighting its Euclidean distance to the cuckoo with the lowest fitness value in the population (i.e. 
zFT) according to its W(zi) as given in Eq. (19). Thus it can be seen that only cuckoos with good 
(i.e. low) fitness values and far from zFT are assigned with big FS(zi). By contrast, for cuckoos 
having bad (i.e. high) fitness values or near zFT, the small values of FS(zi) are obtained as 
follows: 
2
, FT,
1
( ) ( ) ( )
D
i i i d d
d
FS W

  z z z z                                                (19) 
Finally zFST is identified from the FS(zi) of all cuckoos and zi with the biggest FS is assigned to 
zFST. Mathematically, zFST is identified as follows: 
FST
[1, ]
arg max( ( ))i
i S
FS

z z                                                        (20) 
As is clear from the above descriptions, the introduction of zFST has a possibility to guide the 
search to a potentially more promising region that is far from the current global optimum.  
In general, there are three modes to perform the BRL-based search strategy, that is, (1) to 
perform it only at the first component of MLCS, (2) to perform it only at the second component 
of MLCS, and (3) to perform it at both components. From the experiments, we find that different 
modes yield different results on the same problem, and different modes are needed to yield the 
best performance for different problems. To resolve the problem in a relatively general manner, 
we propose to set the performing mode of the BRL-based search strategy such that one of the 
three modes is chosen randomly for each iteration. 
3.2.3. Complete framework of MLCS 
 17 
Here we integrate the aforementioned search strategies and present the complete implementation 
of MLCS as illustrated in Fig. 4.  
 
Fig. 4.  Complete framework of MLCS. 
3.2.4. Complexity analysis of MLCS 
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For ease of analysis, firstly the time complexity of the basic CS algorithm is given in this 
subsection. For each cuckoo, we need to perform O (D) number of operations for a single 
iteration, resulting in O (S. D) complexity. However, generally CS runs for a number of iterations, 
so the overall complexity depends on the maximum iteration number (gmax). This procedure 
gives the overall time complexity of the basic CS as O (S. D. gmax). Compared with the basic CS, 
MLCS needs to perform additional computations of O (S. D. gmax) on the ML-based and 
BRL-based evolutionary equations. Meanwhile, the selection of exemplars and determination of 
the two top cuckoos consume further computational complexity of O (S. D. gmax). In accordance 
with these observations above, the time complexity of MLCS is the same as that of the basic CS 
algorithm, i.e. O (S. D. gmax). However, MLCS significantly outperforms the basic CS in terms of 
search accuracy, search efficiency (i.e. convergence speed), and search reliability according to 
the experimental results given in the following sections. These observations suggest that our 
proposed MLCS achieves better tradeoff between performance improvement and time 
complexity compared with the basic CS. 
3.3. Validation of MLCS with benchmark functions 
3.3.1. Benchmark functions and performance metrics 
To verify the search capability of MLCS, it is compared with six CS-based algorithms on 20 
scalable benchmark functions [37, 45, 46] listed in Table 1. These benchmark functions can be 
divided into two categories: unimodal problems and multimodal problems. Hereinto, f1-f5 are 
unimodal ones each containing only one optimum. The exploitation capability of optimization 
algorithms is commonly tested on this type of benchmark functions. Whereas f6-f20 are 
multimodal ones with each having numerous local optima but only one global optimum. Besides 
the exploitation capability, the exploration capability of optimization algorithms is commonly 
tested on multimodal benchmark functions. Table 1 gives the search range, function value at the 
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global optimum (Fm) and acceptable value (ε) of each benchmark function. More specially, when 
the lowest fitness value (in this study, the fitness value of each benchmark function is defined as 
the difference between the function value found by an algorithm and Fm) obtained by an 
algorithm is less than ε, the run is regarded as a successful run. 
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Table 1 Benchmark functions used. 
Function name Mathematical formula Range Fm ε 
Sphere function 
2
1
1
( )
D
d
d
f x

x  [-100, 100]D 0 1.0e-6 
Schwefel’s problem 
2.22 2
1 1
( )
DD
d d
d d
f x x
 
  x  [-10, 10]D 0 1.0e-6 
High conditioned 
elliptic function 
1
6 21
3
1
( ) (10 )
dD
D
d
d
f x



x  [-100, 100]D 0 1.0e-6 
Schwefel’s problem 
2.21 
4( ) max{ , 1 }d
d
f x d D  x  [-100, 100]D 0 1.0e-6 
Sum square 
function 
2
5
1
( )
D
d
d
f dx

x  [-10, 10]D 0 1.0e-6 
Griewank’s function 
2
6
1 1
( ) cos( ) 1
4000
DD
d d
d d
x x
f
d 
   x  [-600, 600]D 0 1.0e-2 
Rastrigin’s function
 
2
7
1
( ) ( 10cos(2 ) 10)
D
d d
d
f x x

  x  [-5.12, 5.12]D 0 1.0e-2 
Noncontinuous 
Rastrigin’s function 
2
8
1
1
2
( ) ( 10cos(2 ) 10),
(2 ) 1
2 2
d dD
d d d
d d
d
x x
f y y y
round x
x




    
 

x
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Table 1 (continued). 
Function name Mathematical formula Range Fm ε 
Shifted Rastrigin 17 7 1 1( ) ( ) , 330bias biasf f f f    x x o  [-5.12, 5.12]D -330 1.0e-2 
Shifted 
Noncontinuous 
Rastrigin 
18 8 2 2( ) ( ) , 330bias biasf f f f    x x o  [-5.12, 5.12]D -330 1.0e-2 
Shifted Griewank 19 6 3 3( ) ( ) , 180bias biasf f f f    x x o  [-600, 600]D -180 1.0e-2 
Shifted Ackley 20 9 4 4( ) ( ) , 140bias biasf f f f    x x o  [-32.768, 32.768]D -140 1.0e-2 
To evaluate the performance of involved optimization algorithms, two commonly-used and 
important criteria, the search accuracy and the search efficiency (i.e. convergence speed), are 
utilized, and here they are measured via the mean lowest fitness (Fmean) and success performance 
(SP) [47], respectively. Fmean is defined as the mean of the lowest fitness values obtained by the 
algorithm. Smaller Fmean value implies that the algorithm has better search accuracy. The 
convergence speed of an algorithm in attaining the solution with the acceptable value ε is 
measured by SP, which is computed as 
# #
#
MI TRs
SP
SRs

                                                             (21) 
where #MI is the mean iteration number needed to reach ε (it should be pointed out that #MI will 
only be calculated for successful runs); #TRs is the number of total runs; and #SRs is the number 
of successful runs. Obviously, smaller SP implies that the algorithm requires less cost to solve 
the problem. In addition, Wilcoxon rank test is also performed for the purpose of further 
validating the significance of performance differences between the proposed MLCS algorithm 
and other CS-based algorithms. This test is a non-parametric statistical procedure [48, 49] which 
is employed to perform pairwise comparison between MLCS and other CS-based algorithms. 
The outputs of Wilcoxon rank test are shown by the h values, where the h values of “–”, “=”, and 
“+” denote the competitor performs significantly worse than, insignificantly different from, and 
significantly better than MLCS, respectively. Apart from these, the convergence curve of each 
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benchmark function is also illustrated to enable us to compare the search accuracy and 
convergence speed of all involved CS-based algorithms qualitatively. 
3.3.2. Comparison of MLCS with other CS-based algorithms 
To show the competitiveness of MLCS, in this subsection we compare it with the basic CS and 
five new CS variants, namely CCS [37], ACS [38], ICS [39], NNCS [40], and NoCuSa [41] 
based on the 20 benchmark functions with dimension equal to 50 (i.e. D = 50). Parameter 
settings of the five new CS variants used in the comparison are set according to their original 
references. For MLCS and the basic CS, the value of their common parameter pa is set according 
to recommendation of Yang and Deb [18, 42], that is, pa = 0.25. The specific parameters of 
MLCS, namely c1 and c2 are adjusted by experiment analysis, from which it was observed that c1 
= 0.09 and c2 = 1.25 are capable of balancing the search performance of MLCS on a diverse 
range of problems. For the sake of fair comparison, the population size S and the maximum 
iteration number gmax used to terminate the algorithms are uniformly set to D and 5000 
respectively, as similar done in some existing literatures [40, 50]. All CS-based algorithms 
involved are run 30 times independently for each benchmark function to reduce random 
discrepancy. For clarity, the parameter settings of all involved algorithms are summarized in 
Table 2, where CS denotes the basic CS. 
Table 2 Parameter settings of the involved CS-based algorithms. 
Algorithm Parameter settings 
CS S = D, pa = 0.25, α = 0.01, gmax = 5000 
CCS S = D, pa = 0.25, gmax = 5000, generation of chaotic sequences: Gauss map 
ACS S = D, pa = 0.25, gmax = 5000 
ICS S = D, pamax = 0.5, pamin = 0.005, αmax = 0.5, αmin = 0.01, gmax = 5000 
NNCS S = D, pa = 0.25, p = 0.25, gmax = 5000, selection of nearest neighbour solutions: fitness-based similar metrics 
NoCuSa S = D, pa = 0.3, α = 1.1, β = 1.7, δ = 1.6, gmax = 5000 
MLCS
 
S = D, pa = 0.25, α = 0.01, c1 = 0.09, c2 = 1.25, gmax = 5000 
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Table 3 reveals the results of Fmean, SD (the standard deviation of lowest fitness values achieved 
by an algorithm), h (at a 0.05 significance level), and SP produced by involved algorithms. For 
clarity, the best results on each benchmark function are marked in boldface. The comparison 
results of Fmean between MLCS and other CS-based algorithms are summed up as #BMF, which 
is the number of the best (namely lowest) Fmean obtained with each CS-based algorithm. The h 
result is summed up as “–/=/+” to represent the number of functions on which MLCS performs 
significantly better than, insignificantly different from, and significantly worse than its 
competitor, respectively. The results of SP are summed up as #FSP to denote the number of 
fastest (namely lowest) SP obtained by each involved CS-based algorithm. Fig. 5 presents the 
evolution progress in terms of the Fmean of each algorithm for each benchmark function in 30 
independent runs. 
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Table 3 Fmean, SD, h, and SP values produced by the seven CS-based algorithms on 20 benchmark functions. 
  CS CCS ACS ICS NNCS NoCuSa MLCS 
f1 Fmean 1.0917e-16 4.8888e-27 7.6289e-15 9.1140e-27 5.3304e-26 1.4338e-87 4.0307e-115 
SD 3.5365e-17 2.6715e-27 2.4700e-14 3.2638e-27 2.1116e-26 3.6664e-87 7.7653e-115 
h – – – – – –  
SP 2.6178e+03 1.6888e+03 2.5021e+03 1.7254e+03 1.7761e+03 5.3850e+02 4.5447e+02 
f2 Fmean 1.0270e-07 3.4964e-17 1.2675e-07 4.6743e-15 2.1274e-15 6.8531e-48 3.1990e-67 
SD 2.1825e-08 1.2586e-17 1.2831e-07 1.3085e-15 4.8792e-16 2.2416e-47 2.2407e-67 
h – – – – – –  
SP 4.4834e+03 2.1742e+03 4.3974e+03 2256 2.4188e+03 7.6087e+02 6.0850e+02 
f3 Fmean 2.0627e-13 2.3308e-24 7.3345e-11 3.5250e-24 4.0667e-23 6.8653e-84 9.0651e-108 
SD 4.9563e-14 1.5549e-24 1.8685e-10 7.8858e-25 1.1728e-23 1.6825e-83 1.0249e-107 
h – – – – – –  
SP 3397 2.1332e+03 3.5814e+03 2.0583e+03 2.2679e+03 7.3867e+02 6.2663e+02 
f4 Fmean 5.5877e-02 2.1050e-01 1.2714e-01 2.4550e-02 3.7179e-02 4.0351e+00 3.7238e-03 
SD 5.5453e-03 2.2243e-02 2.8616e-02 2.0881e-03 5.0812e-03 1.5168e+00 9.0304e-03 
h – – – – – –  
SP Null Null Null Null Null Null 143430 
f5 Fmean 2.4498e-17 8.1016e-28 1.2375e-15 1.8718e-27 9.8225e-27 1.8248e-88 1.7775e-112 
SD 7.5495e-18 3.4048e-28 4.6804e-15 6.7522e-28 4.7647e-27 4.0412e-88 2.4550e-112 
h – – – – – –  
SP 2.4535e+03 1.5685e+03 2.2504e+03 1.6306e+03 1.6573e+03 4.9237e+02 4.3790e+02 
f6 Fmean 3.9779e-11 0 2.8771e-09 0 0 8.4212e-03 0 
SD 9.6550e-11 0 5.8763e-09 0 0 1.6462e-02 0 
h – = – = = –  
SP 1.7856e+03 1.1570e+03 1.5609e+03 1.2844e+03 1.1921e+03 4.5161e+02 3.1973e+02 
f7 Fmean 9.1815e+01 1.0852e+02 1.3818e+02 4.2431e+01 6.2051e+01 3.5723e+01 0 
SD 6.1838e+00 8.2038e+00 1.4751e+01 4.4917e+00 9.2665e+00 2.1744e+01 0 
h – – – – – –  
SP Null Null Null Null Null Null 1.4567e+03 
f8 Fmean 8.0107e+01 9.3356e+01 1.2381e+02 4.1932e+01 4.9470e+01 4.6002e+01 0 
SD 7.6650e+00 9.7529e+00 1.2016e+01 3.2452e+00 6.1738e+00 1.7954e+01 0 
h – – – – – –  
SP Null Null Null Null Null Null 2.3606e+03 
f9 
 
Fmean 3.2648e-03 4.8672e-14 5.0895e-06 1.1866e-13 1.9102e-13 1.3895e+00 6.1580e-15 
SD 2.7273e-03 1.1645e-14 1.7878e-06 1.4950e-14 4.8736e-14 7.1662e-01 1.5711e-15 
h – – – – – –  
SP 4.8057e+03 1.2841e+03 2.5752e+03 1.4120e+03 1.4098e+03 2.3028e+03 3.2397e+02 
f10 
 
Fmean 4.7823e+03 5.5729e+03 5.5705e+03 3.5621e+03 1.3844e+03 7.2062e+03 7.8959e+00 
SD 3.1615e+02 2.9743e+02 4.2298e+02 3.0613e+02 5.2420e+02 1.2509e+03 2.9544e+01 
h – – – – – –  
SP Null Null Null Null Null Null 1.9006e+03 
f11 Fmean 7.4593e-01 5.8776e-12 5.9253e-03 5.7090e-05 3.4750e-12 2.3211e+00 0 
SD 1.0140e-01 7.8980e-12 2.2663e-03 2.0661e-05 1.8803e-12 1.1019e+00 0 
h – – – – – –  
SP Null 2.5275e+03 4.8416e+03 2.7059e+03 2.4761e+03 Null 8.1770e+02 
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Table 3 (continued). 
  CS CCS  ACS ICS NNCS NoCuSa MLCS 
f12 Fmean 2.8124e+01 2.0054e-01 2.4683e+01 1.2382e+00 2.0263e-12 3.5245e-02 0 
SD 5.5402e+00 5.2367e-01 7.1158e+00 7.3822e-01 7.5745e-12 5.4889e-02 0 
h – – – – – –  
SP Null 6.4078e+03 Null Null 2.7781e+03 5.5481e+02 3.9360e+02 
f13 Fmean 6.8539e-11 3.0012e-24 1.2920e-09 3.1886e-22 1.7037e-24 9.2033e-02 0 
SD 4.4048e-11 2.1226e-24 1.6579e-09 2.3385e-22 1.0464e-24 4.4684e-01 0 
h – – – – – –  
SP 2.9298e+03 1.4862e+03 2.5669e+03 1.7169e+03 1.3424e+03 8.8479e+02 3.5393e+02 
f14 Fmean 3.3583e-01 1.5109e-01 3.1581e-01 2.3505e-01 2.0131e-01 1.7799e-01 1.0438e-01 
SD 2.3369e-02 2.5196e-02 2.2116e-02 2.0816e-02 2.4678e-02 3.4663e-02 3.0559e-02 
h – – – – – –  
SP Null Null Null Null Null Null Null 
f15 Fmean 1.1428e+01 5.4766e+00 1.2937e+01 1.6122e+00 3.0164e+00 3.5724e-16 3.9281e-05 
SD 1.1562e+00 7.5880e-01 1.6225e+00 4.3449e-01 9.5087e-01 4.4954e-16 3.2744e-05 
h – – – – – +  
SP Null Null Null Null Null 2.9877e+02 6.9720e+02 
f16 Fmean 8.1879e-15 1.1087e-27 4.9959e-12 5.6483e-27 1.1959e-26 3.1182e-01 0 
SD 3.5029e-15 9.7784e-28 7.7812e-12 4.3291e-27 7.0787e-27 4.7743e-01 0 
h – – – – – –  
SP 1.8781e+03 9.6317e+02 1.6176e+03 1.1237e+03 9.7173e+02 6.6604e+02 2.3210e+02 
f17 Mean 7.7573e+01 1.2532e+02 1.2505e+02 4.0058e+01 5.4009e+01 1.3677e+02 6.3014e-01 
SD 7.2116e+00 9.8449e+00 1.0686e+01 2.9734e+00 5.9123e+00 3.0449e+01 7.9112e-01 
h – – – – – –  
SP Null Null Null Null Null Null 2.9452e+03 
f18 Mean 8.0345e+01 1.1727e+02 1.0714e+02 3.7352e+01 4.4932e+01 1.4463e+02 1.4667e+00 
SD 9.7168e+00 1.0542e+01 8.8728e+00 3.8051e+00 4.9992e+00 3.6090e+01 1.1175e+00 
h – – – – – –  
SP Null Null Null Null Null Null 1.6153e+04 
f19 Mean 1.7195e-11 2.8422e-14 1.1393e-08 2.8422e-14 2.8422e-14 9.9236e-03 0 
SD 1.8534e-11 0 1.9747e-08 1.3024e-14 8.5265e-15 1.3214e-02 0 
h – – – – – –  
SP 1.8176e+03 1.2539e+03 1.6450e+03 1.2573e+03 1.1879e+03 6.0050e+02 3.2373e+02 
f20 Mean 1.9427e+00 3.4106e-13 7.6652e-02 6.6677e-11 1.3642e-12 1.4390e+00 2.8422e-14 
SD 3.2558e-01 9.2048e-14 1.9273e-01 1.4971e-10 9.0137e-13 6.7924e-01 1.2569e-14 
h – – – – – –  
SP Null 1.4350e+03 4.3573e+04 1.6416e+03 1.5515e+03 3.8400e+03 3.4327e+02 
#BMF 0 1 0 1 1 1 19 
–/=/+ 20/0/0 19/1/0 20/0/0 19/1/0 19/1/0 19/0/1  
#FSP 0 0 0 0 0 1 18 
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Fig. 5.  Mean convergence characteristics of seven CS-based algorithms on 20 benchmark functions. 
 27 
 
Fig. 5.  (continued). 
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Fig. 5.  (continued). 
From the Fmean, SD, and h values in Table 3, along with the convergence curves in Fig. 5, we can 
find that MLCS has the most excellent search accuracy. To be specific, the #BMF value achieved 
by MLCS is 19 on the 20 benchmark functions. In terms of Fmean, MLCS surpasses the other six 
CS-based algorithms on 18 of the 20 benchmark functions (i.e. all functions except f6 and f15), 
and particularly remarkably enhances the search accuracy on f7, f8, f10, and f17. The benchmark 
function f6 seems relatively easier to be optimized since MLCS, CCS, ICS, and NNCS 
successfully locate its global optimum in all their 30 independent runs. As for f15, it can be found 
that only MLCS and NoCuSa are capable of locating the near global optima of this function, and 
MLCS attains the second best Fmean value. Moreover, MLCS successfully finds the global optima 
of 8 of the 15 multimode benchmark functions in all 30 runs, while other algorithms do only 
once on the relatively simple Griewank’s function (i.e. f6). Also, it is worthy to point out that our 
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MLCS is the sole one which is capable of finding the near global optima of f10 with a minimal 
accuracy level of 10-11 in 28 of 30 independent runs, while the best accuracy level achieved by 
other algorithms is 102. The values of h listed in Table 3 reveal the pairwise comparison results 
between MLCS and other CS-based algorithms on each employed benchmark function. It can be 
seen that the values of h obtained from Wilcoxon rank test are in accordance with the values of 
Fmean since the number of benchmark functions on which MLCS remarkably surpasses the other 
CS-based algorithms is bigger than the number of benchmark functions on which MLCS 
remarkably underperforms the other algorithms. In fact, the ratio of the former number and the 
latter number is 19:1. Also, from Table 3 it can be observed that overall MLCS has smaller SD 
values in comparison with other CS-based algorithms, which exhibits its superior reliability over 
its competitors. 
The SP values in Table 3 and the convergence curves in Fig. 5 demonstrate the algorithms’ 
search efficiency on the 20 benchmark functions quantitatively and qualitatively respectively. It 
should be noted here that the SP value represents the computation cost by the algorithm to locate 
any solution whose fitness value is less than ε, so it would no way to get the value of SP if the 
algorithm never achieves ε within gmax. In this case, the value of SP will be denoted by “Null”, 
and only the convergence curve shown in Fig. 5 can be applied for justifying the search 
efficiency of the algorithm. From the SP analysis listed in Table 3, it can be seen that MLCS has 
the most competitive search efficiency among the compared CS-based algorithms because 
MLCS produces 18 fastest SP values on f1-f13 and f16-f20. Also, the excellent search efficiency of 
MLCS on these benchmark functions can be supported by the corresponding convergence curves 
as given in Fig. 5. Moreover, it can be found from Fig. 5 that MLCS converges faster than any 
other algorithms on f14, besides the above 18 benchmark functions, and for f15, MLCS achieves 
the second fastest convergence speed only next to NoCuSa.  
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On the basis of the analyses above, it can be concluded that compared with the competitors 
MLCS has overwhelming superiority in all aspects having been utilized for comparison, i.e. the 
search accuracy, the search efficiency, and the search reliability. Such a promising search 
performance offers MLCS a greater chance to produce better results for complicated 
optimization tasks than the competitors. Therefore, we consider the use of MLCS for developing 
the proposed FW-SLFN model in the following sections. 
4. MLCS optimized FW-SLFN model 
MLCS is used for the joint optimization of w and PN in the prediction model described by Eq. (2). 
In the search process, each cuckoo i, encoded as zi = [wi, PNi], denotes a set of candidate 
combination values of w and PN, and Eq. (3) is utilized as the fitness function to evaluate the 
quality of each cuckoo. The procedures for calculating cuckoo i's fitness value Ji, are given by 
Algorithm 2 shown in Fig. 6. 
 
Fig. 6.  Procedures for calculating the fitness value of cuckoo i. 
The implementation of MLCS for the joint optimization of w and PN is shown in Fig. 7, where 
the iteration terminates when either g >gmax or the early stopping condition is satisfied. 
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Fig. 7.  Flowchart for solving the joint optimization of w and PN using MLCS. 
5. Experiments and analyses 
In this section, 537 samples of production data from a 300 t LF within an iron & steel plant in 
China are employed to demonstrate the performance of the proposed FW-SLFN model, as well 
as the search capability of MLCS. Among these data, 437 samples are randomly chosen to 
develop the FW-SLFN model, and the rest are used to test the performance of this model.  
The parameter settings of MLCS for the joint optimization of w and PN in the proposed 
FW-SLFN model are the same as that used in Section 3.3.2, namely α = 0.01, pa = 0.25, c1 = 0.09, 
c2 = 1.25, S = D (where D = [8 + (8+1)×N + (N+1)×1], and N denotes the number of hidden 
neurons of the FW-SLFN model), and gmax = 5000. 
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For the design of SLFN-based models, determining the hidden neuron number (N) is a crucial 
step. One of the most frequently-used yet efficient ways is to choose N by trial and error [51-53], 
which is also adopted by this paper. To be specific, firstly, according to our experience, the 
reasonable range of N is assumed to be between six and 20. Then, trials are performed for each N 
repeatedly 20 times on the 437 samples of modeling data, and the 6-fold (one subset has 72 
samples of modeling data, and all the others have 73 samples of modeling data) cross-validation 
method is employed to seek out the optimal or near-optimal value of N, on the basis of the mean 
absolute error (MAE) criterion. Note that the activation function for the hidden layer of the 
FW-SLFN model is the sigmoid function and that for the output layer is the pure linear function. 
In addition, it should be noted that if not specified there are fifteen percent of modeling data 
employed for computing the early stopping condition during each modeling process involved in 
this study. Fig. 8 illustrates the trial results with regard to the MAE of 20 runs. It can be seen 
from Fig. 8 that the prediction performance of the FW-SLFN model is greatly influenced by the 
value of N, and when N = 13 the best result is achieved. Therefore, the topology of the FW-SLFN 
model is selected to be 8–13–1 in this study. After the topology is determined, all the 437 
samples are utilized to determine w and PN by the aforementioned method so as to obtain the 
proposed MSET prediction model (i.e. the FW-SLFN model), and 20 independent calculation 
runs are conducted to reduce random discrepancy. Thus, we can obtain 20 groups of predicted 
values of all samples – or 20 predicted values of each sample, and the mean predicted values of 
each sample are utilized for the following performance exhibition and comparison of the 
proposed FW-SLFN model unless special remark. 
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Fig. 8.  Trial results with different N. 
Fig. 9 (a) and Fig. 9 (b) respectively illustrate the results predicted with the developed FW-SLFN 
model on the 437 samples of modeling data and 100 samples of testing data. It can be seen that 
the model has high prediction accuracy and good generalization ability. Out of these results on 
the 100 samples of testing data, the absolute errors in 88% of the cases are lower than 5℃ 
(desirable value), in 94% of the cases they are lower than 7℃ (tolerable value), and only in 4% 
of the cases where the absolute errors are higher than 10℃. This demonstrates the effectiveness 
of the FW-SLFN model. 
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Fig. 9.  Performance of the proposed FW-SLFN model on (a) the modeling data and (b) the testing data. 
To demonstrate the superiority of the FW-SLFN model, this paper also develops another 
SLFN-based prediction model with the same features (i.e. inputs) and topology as that used in 
the FW-SLFN model but no features being weighted, hereafter referred to as the NFW-SLFN 
model, as the basis of comparison. To make the comparison fair, the parameters (i.e. the 
connection weights and thresholds) of the NFW-SLFN model is determined by MLCS with the 
same 437 samples. Besides, as with the proposed FW-SLFN model, 20 independent calculation 
runs are conducted and the mean predicted values are utilized for the performance exhibition and 
comparison of the NFW-SLFN model. Fig. 10 (a) and Fig. 10 (b) show its prediction results on 
the 437 samples of modeling data and 100 samples of testing data respectively. From Figs. 9 and 
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10, it can be found that both models could predict the MSET with good accuracy, while the 
prediction values given by the FW-SLFN model are much closer to the measured values than 
those given by the NFW-SLFN model. Also, it can be found that for both models the prediction 
accuracy on the testing data decreases when compared with that on the modeling data. The MAE 
value of the FW-SLFN model increases from 2.6883℃ on the modeling data to 3.0660℃ on the 
testing data, and that of the NFW-SLFN model increases from 3.2030℃ on the modeling data to 
3.9530℃ on the testing data. 
 
Fig. 10.  Performance of the NFW-SLFN model on (a) the modeling data and (b) the testing data. 
The prediction accuracy on the testing data is the important criterion for evaluating the 
performance of the MSET prediction model. For ease of comparison, the prediction errors (PE) 
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of the above two models on the 100 samples of testing data, as well as the differences between 
the prediction errors (D_PE) are respectively presented in Fig. 11(a) and Fig. 11(b). Here, the 
differences, D_PE, are the results obtained by subtracting the absolute prediction errors of the 
NFW-SLFN model from that of the FW-SLFN model. Thus, obviously the value of D_PE can be 
used to indicate whether the prediction performance of the FW-SLFN model is better than 
(i.e. _ < 0D PE ), ties (i.e. _ = 0D PE ), or worse than (i.e. D_PE > 0) that of the NFW-SLFN model 
on the corresponding sample. Moreover, four indices are used for quantitative comparison of the 
performance of the two models on the testing data. They are the mean absolute error, root mean 
square error, mean relative error, and accuracy rate which is defined as 
a
t
 100%accuracy rate
N
N
                                                       (22) 
where Na is the number of samples with absolute prediction error not higher than 5 °C, and Nt is 
the number of total samples. The calculation results on the 100 samples of testing data in terms 
of these four indices for the two models are listed in Table 4. In Table 4, MAE, RMSE, MRE, and 
AR respectively denote the values of the mean absolute error, root mean square error, mean 
relative error, and accuracy rate, all of which are calculated on the basis of the mean predicted 
values; MAE_B, RMSE_B, MRE_B, and AR_B respectively denote the best (i.e. smallest) values 
of the mean absolute error, root mean square error and mean relative error, as well as the best (i.e. 
largest) value of the accuracy rate among the 20 runs; MAE_W, RMSE_W, MRE_W, and AR_W 
respectively denote the worst (i.e. largest) values of the mean absolute error, root mean square 
error and mean relative error, as well as the worst (i.e. smallest) value of the accuracy rate among 
the 20 runs. From Fig. 11 along with the data listed in Table 4, it is clear that the proposed 
FW-SLFN model performs better than the NFW-SLFN model. The MAE, RMSE, and MRE of 
the former are respectively decreased by 22.44%, 21.58%, and 22.42%, compared with those of 
the latter; whereas the AR of the former approaches 90%, an 11.39% improvement over the latter, 
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which demonstrates the excellent prediction performance of the FW-SLFN model from the 
practical point of view. In addition, it can be observed that the worst performance index values 
obtained from the 20 independent runs of the proposed FW-SLFN model are better than the best 
ones of the NFW-SLFN model. According to all these observations and comparisons above, it 
can be concluded that the feature-weighted strategy is necessary and effective for the prediction 
of the MSET in LF. 
 
Fig. 11.  Prediction error comparison on the testing data between the FW-SLFN and NFW-SLFN models. 
Table 4 Performance comparison on the testing data between the two prediction models. 
Model Performance indices 
FW-SLFN model MAE (℃) 3.0660 MAE_B (℃) 2.9674 MAE_W (℃) 3.1982 
RMSE (℃) 3.8563 RMSE_B (℃) 3.6713 RMSE_W (℃) 4.1322 
MRE (%) 0.1948 MRE_B (%) 0.1886 MRE_W (%) 0.2033 
AR (%) 88 AR_B (%) 91 AR_W (%) 86 
NFW-SLFN model MAE (℃) 3.9530 MAE_B (℃) 3.5899 MAE_W (℃) 4.3129 
RMSE (℃) 4.9178 RMSE_B (℃) 4.6698 RMSE_W (℃) 5.4037 
MRE (%) 0.2511 MRE_B (%) 0.2281 MRE_W (%) 0.2741 
AR (%) 79 AR_B (%) 82 AR_W (%) 76 
To further investigate the performance of MLCS, we compare it with ant colony optimization 
(ACO) [54], differential evolution (DE) [55], PSO [56], GA [57], and CS on the joint 
optimization of w and PN in the FW-SLFN model with the topology of 8–13–1 and the 437 
samples of modeling data. For these algorithms, the parameter settings are obtained from their 
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original articles, except for gmax and S. In this study, gmax is set to 5000 for MLCS and CS, and 
10000 for ACO, DE, PSO, and GA; and S is set to 139 for the six algorithms. The reason that 
MLCS and CS both have half the gmax value of ACO, DE, PSO or GA is that the number of 
fitness evaluation of MLCS or CS at each iteration is double that of ACO, DE, PSO or GA. The 
implementation of ACO, DE, PSO, GA or CS for the joint optimization of w and PN is similar to 
that of MLCS, so we would not reiterate them here to save space. In addition, it should be 
pointed out that the aim here is comparing the search performance of the algorithms involved, so 
the termination condition is only g >gmax and no samples need to be selected from the modeling 
data for computing the early stopping condition. 
The results of the involved algorithms for the joint optimization of w and PN within 20 repeated 
runs are presented in Table 5 (best results are shown in bold), where Fmean, Fmin, Fmax, and SD 
respectively denote the mean, the minimum, the maximum, and the standard deviation of lowest 
fitness values achieved by an algorithm within 20 runs. We can find from Table 5 that CS and 
MLCS perform better than ACO, DE, PSO, and GA. It indicates that CS-based algorithms are 
relatively more suitable for optimizing w and PN in the FW-SLFN model. Moreover, from the 
data in Table 5, we can also notice that MLCS has a better search accuracy than CS. Fig. 12 
illustrates the convergence curves with respect to Fmean of CS and MLCS on the joint 
optimization problem. It can be found that MLCS has higher search efficiency (namely 
convergence speed) and better search accuracy, which reveals again that MLCS has an evident 
improvement on CS. 
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Table 5 Result comparison of MLCS, ACO, DE, PSO, GA, and CS on the joint optimization problem. 
Algorithm Fitness value 
Fmean Fmin Fmax SD 
MLCS 2.1897 1. 9717 3.1933 0.2987 
ACO 6.9572 4.8544 9.8003 0.7194 
DE 5.9575 3.9649 9.5716 1.3971 
PSO 5.9632 3.9753 11.2785 2.0547 
GA 6.3815 4.4058 11.8270 1.7913 
CS 4.8957 3.5922 6. 6070 0.5612 
 
Fig. 12.  Convergence curves of CS and MLCS on the joint optimization problem. 
6. Conclusions 
A novel feature-weighted SLFN-based model, optimized by a mutual learning CS (MLCS), is 
presented in this paper to predict the MSET in LF. Compared with existing models for predicting 
MSET in LF, the essential superiority of this model is its embodying the reality of LF refining 
processes where different features have different impacts on the MSET. So it is promising for 
improvement of prediction accuracy. Experimental studies are conducted based on actual 
production data from a 300 t LF in a Chinese iron & steel plant, and the results indicate the 
effectiveness of the presented prediction model and the necessity of the feature-weighted 
strategy. 
Another main innovation of this paper is the construction of a new CS variant called mutual 
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learning CS (MLCS), which is employed to optimize the weight of each feature and the 
parameters of the SLFN so as to obtain the presented FW-SLFN model. One of the problems 
with CS as well as many of its variants is that the information (search experience) exchange 
among cuckoos is lacking during the search process, considerably impacting their search 
performance. Aiming at addressing this problem, a new mutual learning-based (ML-based) 
search strategy is proposed and employed in MLCS. Besides, a new bottom reinforcement 
learning-based (BRL-based) search strategy is also proposed and introduced in MLCS to further 
increase its capability. The search performance of MLCS has been tested on various benchmark 
functions as well as the above joint optimization problem. The results demonstrate that MLCS 
has superior search performance to its competitors on the considered problems in all aspects 
having been used for comparison, that is, the search accuracy, search efficiency (i.e. convergence 
speed), and search reliability. Despite its promising search performance, our MLCS still has 
limitations. First of all, compared with CS, two more parameters (i.e. c1 and c2) are used by the 
algorithm to perform the two new search strategies. Consequently, the parameter tuning process 
used to achieve a reasonably good performance of MLCS becomes time consuming. As for the 
two common parameters of MLCS and CS (i.e. α and pa), our current study sets them directly 
according to the recommendation of Yang and Deb [18, 42]. There may be better value 
combinations of the four parameters. But their tuning process will no doubt become much more 
time consuming, and it might also require retuning when the algorithm is applied to solve 
different optimization problems. 
Based on the current study, several future work directions can be pursued. Firstly, a parameter 
self-learning mechanism could be constructed according to some real-time running indices of the 
algorithm (e.g. the number or the degree of the improved solutions) so as to adaptively tune the 
involved four parameters. Secondly, there is still room for improving the exemplar generation 
mechanism. The generation mechanism used in this paper is a kind of blindness; therefore a 
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more effective mechanism is worthy to research. Thirdly, with the development of artificial 
intelligence, various nature-inspired optimization algorithms are constantly emerging. By 
combining the feature-weighted modeling idea with some other excellent nature-inspired 
optimization algorithms (e.g. firefly algorithm [58]) would be helpful for the performance 
enhancement of the developed prediction model. Finally, the proposed feature-weighted 
modeling method could be also applied to other LF refining processes or other similar complex 
industrial processes. 
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