Introduction
In this paper we investigate a type of extremal problem which originates in work of A. Beurling. One of our objectives is to show how Beurling's extremal problem can be reformulated and solved within the theory of Hilbert spaces of entire functions as developed by L. de Branges. To begin with, however, we describe an important special case of the extremal problem and some of its applications. Let ; and be real numbers with 0 < and ?1 < . We consider the problem of determining real entire functions S(z) and T(z) such that S(x) sgn (x ? ) T(x) for all real x ; (1:1) S(z) and T(z) are entire functions of exponential type at most 2 ; (1:2) and the value of the integral T(x) ? S(x) jxj 2 +1 dx is as small as possible. Let u ( ; ) denote the in mum of the integral (1.3) taken over the set of all pairs of real entire functions S(z) and T(z) which satisfy (1.1) and (1.2). We will give an explicit formula for u ( ; ) as a nite combination of Bessel functions and determine the unique pair of extremal functions which minimize the integral (1.3). The function I di ers from the characteristic function of I only at the endpoints where I ( ) = I ( ) = 1=2. Now consider the problem of determining real entire functions F(z) and G(z) such that F(x) I (x) G(x) for all real x ; (1:6) F(z) and G(z) are entire functions of exponential type at most 2 ; (1:7) and the value of the integral G(x) ? F(x) jxj 2 +1 dx is as small as possible. Let h ( ; ; ) denote the in mum of the integral (1.8) taken over the set of all pairs of real entire functions F(z) and G(z) which satisfy (1.6) and (1.7).
Then Selberg has observed (at least in the case = ?1=2) that we must have (1:9) h ( ; ; ) u ( ; ) + u ( ; ) :
For the real entire functions (?1) n ( 1 2 z) 2n n!( + 1)( + 2) ( + n) and (1:14) B (z) = 1 X n=0 (?1) n ( 1 2 z) 2n+1 n!( + 1)( + 2) ( + n + 1) : Alternatively, these functions are related to the Bessel functions by A (z) = ?( + 1) 1 2 z ? J (z) ; (1:15) B (z) = ?( + 1) 1 2 z ? J +1 (z) : (1:16) We note that both A (z) and B (z) have only real, simple zeros and have no common zeros. Theorem 2. Let ; ; and be real numbers with < , 0 < and ?1 < . Then there is equality in the inequality (1:9) if and only if (1:17) A ( )B ( ) ? A ( )B ( ) = 0 : In particular we have A ?1=2 (z) = cos z and B ?1=2 (z) = sinz. Therefore, in case = ?1=2 the condition (1.17) may be written as sinf ( ? )g = 0.
The construction of the real entire functions f ?1=2 and g ?1=2 which minorize and majorize, respectively, the characteristic function of an interval was a key step in Selberg's proof of the large sieve inequality. By introducing the parameter we are able to give an analogous construction for the characteristic function of a ball in Euclidean space. We now describe this result. Let jzj = (jz 1 j 2 + jz 2 j 2 + + jz N j 2 ) 1=2 denote the usual Hermitian norm on (column) vectors z in C N . We de ne a second norm k k on vectors z in C N by kzk = sup N X n=1 z n t n : t is in R N and jt j 1 :
Let F : C N ! C be an entire function of N complex variables which is not identically zero. We say that F has exponential type if so that r (x) = I r (jxj). We consider the problem of determining real entire functions F : C N ! C and G : C N ! C such that F(x) r (x) G(x) for all x in R N ; (1:19) F and G are entire functions of exponential type at most 2 , (1:20) and the value of the integral
is as small as possible. Let H (N) (r; ) denote the in mum of the integral (1.21) taken over the set of all pairs of real entire functions F(z) and G(z) which satisfy (1.19) and (1.20) . If N = 1 it is obvious that this problem is exactly that given by (1.6), (1.7) and (1.8) for the symmetric interval I r . In particular we have H (1) and again an estimate for (N) (w; r; ) will follow from an upper bound for the di erence Z (N) (r; ) ? (N) (r; ). To obtain a nontrivial bound we assume that the vectors ' 1 ; ' 2 ; : : : ; ' L are separated modulo the dual lattice 0 .
Theorem 5. Let R N be a lattice, 0 R N the lattice which is dual to , and 0 < . In this section we introduce a method for constructing certain pairs of real entire functions F(z) and G(z). Our method is such that each pair satis es F(0) = 1, jsgn (x) ? G(z)j 3jF(z)j for all complex z = x + iy. No particular signi cance is attached to the constant 3 on the right hand side of (2.2). In fact for our later applications it would su ce to know that for every " > 0 there exists C(") > 0 such that (2:3) jsgn(x) ? G(z)j C(")e "jzj jF(z)j for all complex z = x + iy. It is easy to see that if F(z) is a real entire function with F(0) = 1 then there is at most one entire function G(z) which satis es (2.1) and (2.3).
For suppose that (2.1) and (2.3) hold with G replaced by G 1 and also with G replaced by G 2 . Then (2.3) implies that fG 1 (z) ? G 2 (z)gF(z) ?1 is an entire function of exponential type zero. And (2.1) implies that fG 1 (z) ? G 2 (z)gF(z) ?1 is bounded on the real axis. It follows (see 2], problem 38) that fG 1 (z) ? G 2 (z)gF(z) ?1 is constant. Since F(0) = 1 the bound (2.1) shows that G 1 (0) = G 2 (0) = 0, and so this constant is zero.
In order to apply our method we require that F(z) does not vanish on the imaginary axis and that the function y ! F(iy) ?1 is the Fourier transform of a probability measure.
More precisely, we assume that there exists a probability measure F de ned on the Borel sets of R such that jsgn(x) ? G(x)j jF(x)j for all real x, and
for all complex z = x + iy.
Proof. >From (2.5) and (2.6) we nd that
Initially this holds for all z such that F < Re (z) < F . But the second integral on the right of (2.9) plainly de nes a function of z which is analytic in the half plane F < Re (z). Therefore (2.9) provides an analytic continuation of G(z) to this half plane. In a similar manner we nd that (2:10)
and this determines G(z) as an analytic function in the half plane Re (z) < F . Thus G extends to an entire function and it is obvious that G is real valued on the real axis. The three representations (2.6), (2.9) and (2.10) can be combined to establish that for all complex z = x + iy,
For each real number u we have j ?
sgn (x) + sgn(u) e ?2 zu ? sgn (u)j jsgn(x) + sgn (u)je ?2 xu + 1 3 ;
and therefore (2.8) follows from (2.11). If z = x is real we obtain j ? sgn(x) + sgn(u) e ?2 xu ? sgn (u)j 1 ;
and this shows that (2.7) also follows from (2.11).
Lemma 7. Let F(z) be a real entire function such that F(z) ?1 has the representation (2:5) and assume that 0 < F f(?1; 0)g and 0 < F f(0; 1)g. Then there is equality in the inequality (2:7) if and only if F(x) = 0.
Proof. The hypotheses of the lemma imply that
for all real x. The conclusion of the lemma follows from the identity (2.11) when z = x is real.
We will need to have conditions on a real entire function F(z) which imply that F(z) ?1 has a representation of the form (2.5). A natural condition for our purposes is that F(z) should be a real entire function of P olya class and that F(0) = 1. We now describe this result and in doing so we follow the terminology of de Branges 2] .
Let F(z) be an entire function but one which is not necessarily real. We say that F is Suppose now that F is in the subclass of real entire functions of P olya class with F(0) = 1. Then any zeros of F must be real zeros. Let x 1 ; x 2 ; : : : ; x n ; : : : denote the real zeros of F listed with appropriate multiplicity. Here we include, with an obvious adjustment in our notation, the possibility that F has only nitely many zeros. Then the factorization of F takes the form x ?2 n < 1 :
Conversely, an entire function having the representation (2.12) and for which (2.13) holds is a real entire function of P olya class. These functions were rst considered by E. Laguerre 10] and later by G. P olya 16].
Lemma 8. Let F(z) be a real entire function of P olya class with F(0) = 1. Alternatively, let P be the set of real entire functions F(z) of P olya class which satisfy F(0) = 1 and for which the conclusion of the lemma holds. Suppose that F 1 and F 2 occur in P and let F 1 and F 2 be the corresponding probability measures which provide the representation (2.14). Then the convolution F 1 F 2 is a probability measure which satis es
at each point z of the in nite strip
It is clear that the product F 1 (z)F 2 (z) is a real entire function of P olya class, F 1 (0)F 2 (0) = 1 and by (2.15) this product occurs in P.
Let a > 0 and for real b let b denote the discrete measure having point mass 1 at b. (1 + x 2 ) ?1 log + jF(x)j dx < 1 :
If either and therefore both of these conditions hold then (F) = maxfv(F); v(F )g.
Proof. This result is due to M.G. Krein 9] .
Let B denote the set of entire functions F(z) which satisfy one and therefore both of the conditions (i) or (ii) in Lemma 9.
Theorem 10. Let F(z) be a real entire function in B with F(0) = 1. Assume that F does not vanish in U. Then (i) F is of P olya class and therefore has a representation of the form (2:14).
(ii) The real entire function G(z) de 
The norm k k E determined by this inner product is obviously given by (3.2) and with respect to these structures H(E) forms a Hilbert space. This Hilbert space has the property that for each complex number w the map F ! F(w) is a continuous linear functional. Thus for each complex number w there exists an entire function z ! K(w; z) in H(E) such that (3:3) F(w) = F; K(w; ) E for all F in H(E). The function K is the reproducing kernel for the Hilbert space. Using It will be convenient to collect together some simple properties of K which follow from these identities. Suppose that is real and 0 < K( ; ). Then z ! K( ; z) is a real entire function by (3.5) . For z in U we have
and as before both factors on the right of (3.9) are not zero in U. Hence all zeros of z ! K( ; z) (if any) are real zeros. Since z ! K( ; z) belongs to H(E) the analytic function z ! K( ; z)E(z) ?1 has bounded type in U. To determine its mean type in U write (3.9) in the form (3:10)
As jE (z)E(z) ?1 j < 1 in U it follows that the right hand side of (3.10) has a positive real part in U. By 2] , problem 30, the left hand side of (3.10) has zero mean type in U. A not identically zero polynomial has zero mean type in U and we conclude that z ! K( ; z)E(z) ?1 has zero mean type in U.
It may happen that the entire function E(z) is itself of bounded type in U. Then (3.1) implies that the mean type of E in U is nonnegative. In this case there is an alternative characterization of the functions which occur in the space H(E). A similar result is given by H. Dym It follows that F(z) belongs to H(E).
If is real and 0 < K( ; ) then from Lemma 11 we have 0 = v(K( ; )=E) = v(K( ; ))? v(E). >From Lemma 9 we conclude that (K( ; )) = (E).
Let z 1 ; z 2 ; : : : ; z n ; : : : be the zeros of E (z) which occur in the open upper half plane U. We assume that each zero is listed with appropriate multiplicity and we include the possibility that E (z) has only nitely many zeros in U. The be the corresponding Blaschke product. Using (3.13) it follows (see 2], problem 23) that the partial products on the right of (3.14) converge uniformly on compact subsets of C n f z 1 ; z 2 ; : : : ; z n ; : : : g and so de ne (z) as a meromorphic function on C .
Lemma 13. There exist real numbers p 0 and q such that Obviously ' is real valued on the real axis. As E(x) 2 expf2i'(x)g = E (x)E(x) = jE(x)j 2 0 for all real x, it follows that x ! E(x) expfi'(x)g is real valued. Thus ' is a phase function in the terminology of de T ( ) = t 2 R : '(t) mod :
Next we de ne X E = fx 2 R : E(x) 6 = 0g. For each in X E it will be convenient to de ne an entire function z ! k( ; z) by (3:20) k( ; z) = K( ; ) ?1 K( ; z) :
The system of functions fk( ; z) : 2 X E g will play a basic role in our later work. We note that k( ; ) = 1 and kk( ; )k 2 E = K( ; ) ? Thus the real entire functions z !`( ; z)?k( ; z) 2 and z !`( ; z)+k( ; z) 2 minorize and majorize, respectively, the function x ! sgn(x ? ) along the real axis.
We assume now that E(z) has bounded type in U. By 2] , problem 34, E(z) is of P olya class and therefore the entire functions z ! k( ; z) and z !`( ; z) are de ned for each in X E . >From Lemma 12 we nd that z ! k( ; z) 2 occurs in B and that fk( ; ) 2 g = 2 (E). Then (4.2) and Theorem 10 imply that z !`( ; z) belongs to B and f`( ; )g 2 (E). Hence the real entire functions z !`( ; z)?k( ; z) 2 for all complex z because both sides of (4.12) are nonnegative on the real axis. Using (4.10) and 2], Theorem 9, we nd that z ! U(z) has bounded type in U. The Blaschke product (z) has bounded type in U and zero mean type in U. >From (4.11) and (4.12) we have U (z) = (z)U(z) and therefore z ! U (z) has bounded type in U. Thus If is not in X E then E( ) = 0, K( ; ) = 0 and (4.14) is impossible. Thus our assumption (4.8) cannot hold and (4.4) is veri ed. If is in X E then (4.13) and (4.14) show that the lower bound (4.5) must hold. It is clear that equality occurs in (4.5) if and only if there is equality in (4.14). We have already noted in section 3 that jU( )j 2 = kUk 2 The identities (4.15) and (4.17) are easily seen to be equivalent to (4.6) and (4.7).
A Class of Homogeneous Spaces
At this point we introduce a special class of Hilbert spaces of entire functions. Let be a real number with ?1 < . A space H(E) is said to be homogeneous of order whenever it has the following property: if z ! F(z) belongs to H(E) then for all , 0 < < 1, the entire function z ! +1 F( z) belongs to H(E) and has the same norm as F. Such spaces have been characterized by de Branges 3] (see also 2], section 50).
For our purposes it will su ce to consider the special class of homogeneous spaces H(E ), where E (z) = A (z) ? iB (z) and the real entire functions A (z) and B (z) are de ned by (1.13) and (1.14). >From 3], Theorem IX, and 2], Theorem 50 and problem 228, we conclude that E (z) satis es the fundamental inequality (3.1) , that E (z) has bounded type in U and that E (z) has mean type equal to 1 in U. Also T(x) ? S(x) jxj 2 +1 dx ;
it follows that u ( ; ) = 2 +2 u ( ?1 ; ), which is (ii). Having established (i) and (ii) it su ces to prove the remaining assertions in Theorem 1 for 0 and = ?1 . We therefore assume that and are so restricted. 
is an in nite set which is not bounded from below and is not bounded from above. We have noted that for each real the real entire function z ! k ( ; z) has only real zeros. The identity (3.24) applied to K , E and ' shows that the zeros of z ! k ( ; z) are exactly the real numbers in the set T (' ( )) n f g. Thus the function z ! k ( ; z) has in nitely many negative real zeros and in nitely many positive real zeros. We recall that there exists a Borel probability measure ; such that jsgn (x ? ) ?` ( ; x)j k ( ; x) 2 holds for all real x and by Lemma 7 there is equality in (5.14) if and only if x belongs to the set T (' ( )) n f g. As` ( ; ) = 0 we can reformulate this observation as follows.
There is equality in the inequality if and only if x belongs to the set T (' ( )). Assume now that (5.11) fails to hold or equivalently that ' ( ) 6 ' ( ) mod . Then the sets T (' ( )) and T (' ( )) are disjoint. We add together the inequality (5.15) with = and the inequality (5.16) with = . In this way we deduce the strict inequality The partial sums F n (z), n = 0; 1; 2; : : : , converge uniformly on compact subsets of C N to F(z) and (6.9) shows that the partial sums If the integral on the right of (6.12) is nite then the identity (6.8) can be obtained in a similar manner using Fubini's theorem. This con rms the assertions in (iii) and (iv). It is obvious that these remarks and in particular the identity (6.14) hold also when N = 1. 22) and (1.23) . Thus the pair of real entire functions (F ( ; r; ); G ( ; r; )) occurs in R (N) (r; ). The assertions (i), (ii) and (iii) in the statement of Theorem 3 plainly follow from this. In particular, (1.27) follows from (1.12) and (6.15). It follows ( 1], Theorem 6.7.1) that F 1 is bounded on R and hence that F = N (F 1 ) is bounded on R N . In view of (7.2) we conclude that w`e('` x) 2 jxj 2M dx (7:5) (N) (w; r)
w`e('` x) 2 jxj 2M dx :
The integral on the left of (7.5) is In a similar manner we nd that Taking the in mum on the right of (7.7) over all pairs (F; G) in R (N) (r; ) and appealing to (6.14) establishes the inequality (7:8) Z (N) (r) ? (N) (r) H (N) (r; ) :
The remaining inequalities in the statement of Theorem 4 follow from (1.25), (1.29) and (7.8).
Our proof of Theorem 5 requires one further argument to verify that we can use the Poisson summation formula.
Lemma 21. Let (F; G) be a pair of real entire functions in R (N) (r; ), R N a lattice and 0 R N the lattice which is dual to . Then Moreover, both (7:9) and (7:10) hold when F is replaced by G. where we have used the Fourier inversion formula at the last step. Since (7.11) de nes a continuous function we have This proves (7.9) and (7.10) with F replaced by G. Finally, if we begin with F and argue as above we nd that which veri es (7.9) and (7.10 w`e('` ) 2 j j 2M :
The sum on the left of (7.14) is The expression on the right of (7.14) can be treated in the same manner and this plainly leads to the inequality The proof of (1.38) is now completed by appealing to (6.14) . The remaining estimates in (1.38) and (1.39) follow from (1.25) and (1.36).
