Abstract A relatively new consideration in proton therapy planning is the requirement that the mix of patients treated from different categories satisfy desired mix percentages. Deviations from these percentages and their impacts on operational capabilities are of particular interest to healthcare planners. In this study, we investigate intelligent ways of admitting patients to a proton therapy facility that maximize the total expected number of treatment sessions (fractions) delivered to patients in a planning period with stochastic patient arrivals and penalize the deviation from the patient mix restrictions. We propose a Markov Decision Process (MDP) model that provides very useful insights in determining the best patient admission policies in the case of an unexpected opening in the facility (i.e., no-shows, appointment cancellations, etc.). In order to overcome the curse of dimensionality for larger and more realistic instances, we propose an aggregate MDP model that is able to approximate optimal patient admission policies using the fixed weight aggregation technique. Our models are applicable to healthcare treatment fa-
Introduction
Proton therapy is a relatively new and fast growing form of radiation therapy for cancer patients. Its strength relies on its ability to transform higher doses of radiation to cancer cells with more accuracy than the traditional X-ray radiation techniques. Thus, the healthy tissue surrounding the cancer cells and vital organs are protected as the right doses of radiation is applied to the target cells. Due to the effectiveness and limited availability of proton therapy, the demand for this form of treatment is extremely high in relationship to the available capacity. Moreover, it is an expensive treatment procedure to deliver. According to the study by Goitein et al. [20] , the cost-per-fraction in proton therapy is more than twice the cost-per-fraction of X-ray therapy. A portion of these high costs can be attributed to the small number of proton therapy facilities in the country. An equally important driver of cost is the meticulous process that must be followed to successfully deliver this form of treatment. In fact, in radiation therapy, a treatment protocol consists not only of a prescribed total delivered dose to so-called targets, but must also specify treatment times, sequences, and frequencies (fractionation schedule). It is known that dose fractionation contributes to the preservation of healthy tissue throughout the treatment (see, e.g., Yamada et al. [42] ). However, a shorter fractionation schedule provides a more economical use of the radiation therapy facilities while still improving, albeit marginally, a patient's quality of life (see, e.g., Shelley et al. [39] ). Because of these important tradeoffs, achieving the most efficient patient admission policies is a growing area of interest to healthcare professionals. Although proton therapy and other healthcare planning and scheduling problems share common properties (treatment continuity, capacity, staff/physician requirements, etc.), patient admission planning in proton therapy differs by aiming to accommodate patients from different categories without assigning them any priority weights related to stage of their disease. Instead, categories represent different patient types (i.e., chest/abdomen, prostate, brain cancer patients). Each one of these types has different treatment time and number of fractions to be delivered by a gantry. A Gantry is a device used for rotating the radiation delivery apparatus around the patient during the treatment so that the body can be treated from different angles.
Stochastic patient arrivals and appointment cancellations (no-shows) are the most common sources of uncertainty in patient scheduling and admission planning problems. All other studies [26, 36] assume that the issue of treatment session cancellations is less significant in proton therapy treatment planning than in other healthcare applications. Due to the large demand for this therapy, it has been assumed that any appointment cancellations or no shows can be instantaneously replaced by the patients waiting in the line. Hence, these studies tackle the proton therapy patient scheduling and admission planning problem by formulating (mixed) integer linear programs. Gedik [17] proposes a bicriteria integer programming model that obtains capacity planning strategies for a proton therapy facility with several operational restrictions. Since it is very difficult to satisfy an integer number of patients in light of the mix requirements in addition to several other challenging constraints, they relax the integrality restrictions on the decision variables and solve the bicriteria problem under several operational settings in order to assess the tradeoffs between maximizing the total treatment sessions and minimizing the total deviation from the patient mix requirements. Men [26] and Salari et al. [36] propose a rolling horizon based dynamic algorithm that provides near-optimal solutions to a very similar integer programming model designed for patient allocations to a proton therapy facility that aims to maximize the total number of treated patients. Several other researchers utilize the integer programming approaches in providing efficient solutions for emerging healthcare problems. Agnetis et al. [3] and Agnetis et al. [2] develop integer programming models in order to support decision makers in a hospital in making fast operating room planning and scheduling decisions. On the other hand, Ciavotta et al. [11] and Ciavotta et al. [10] investigate intelligent solutions for operations scheduling of activities in pharmaceutical manufacturing plants and other healthcare operations where the problem has multiple objectives and is solved by rollout algorithms. As the costs associated with building proton therapy facility decrease due to advancing technology, handling stochastic patient arrivals will be vital in the near future to keep the utilization of the resources at their maximum levels. Thus, we propose a Markov decision process (MDP) model that accounts for gantry capacity and patient mix requirements as well as stochastic patient arrivals to a proton therapy facility. Even though this is a powerful way of handling stochasticity associated with patient arrivals, it takes quite amount of computational efforts to solve this multi-category patient admission planning problem due to the exponentially growing state space. Therefore, this study also proposes an approximate aggregate MDP model to overcome this special type of curse of dimensionality. The aggregate MDP model clusters original states into subgroups that results in a more tractable state space. Of course, the aggregate MDP provides only approximate optimal patient admission policies. Thus, we also assess the trade-off between the traditional and aggregated models in terms of solution time and quality.
Patient mix optimization, the requirement that the mix of patients treated satisfy desired percentages, is a relatively new consideration in proton therapy planning. These percentages are determined by the decision managers before each planning horizon in order to be used for the upcoming resource allocation problems. From a managerial perspective, patient mix preferences can address how to plan resources with respect to the needs of different patient types and, from a clinical perspective, they refer to the conditions of patients that are being treated in the facility and the difficulty level of associated treatments [6] . Hence, a well planned patient mix preferences in a facility can help decision makers improve the efficiency of resources and health care providers position their treatment capabilities with the projected treatment types required by patients. Diagnosis Related Groups (DRGs) is a very similar concept that has been used by health care providers to classify patient groups based on patient types (i.e. case mix, patient mix) and their treatment costs incurred by hospitals [6] . DRGs play an important role in Medicare's hospital reimbursement system, whereas a hospital's case mix or patient mix preferences determine the costs of all the services provided for different patient types.
Petrovic et al. [29] highlight the fact that the radiotherapy patient admission planning problem is very complex since it accounts for several constraints such as large number of patients and patient categories, machine and doctor availability. Furthermore, several objectives including but not limited to minimizing the average waiting time, the number of patients who do not meet waiting time targets, machine idle time, overtime slots, costs and so on might need to be considered while dealing with this problem. For instance, Petrovic et al. [30] investigate the best patient admission policy to a radiation therapy center that minimizes both the average waiting time and average tardiness of patients. Gedik [18] illustrates the impacts of patient mix preferences on the capacity of a proton therapy facility by comparing the two objectives: (i) total treated number of patients and (ii) total deviations from patient mix levels. In the presence of several operational constraints and deterministic patient arrivals, the tradeoff between these two objectives is quantified by identifying the efficient frontiers. The patient/case mix optimization studies analyzed in Section 2 aim to find the most suitable patient mix levels such that the maximum benefit is achieved. On the other hand, the UFPTI focuses on patient scheduling where the patient mix levels are taken as an input and the impacts of their interactions with the other operational constraints are demonstrated on the facility capacity. Hence, we formulate the objective function in order to maximize the total number of fractions delivered to all patient categories and at the same time, minimize the deviations from the predetermined patient mix levels for each patient type. In terms of constraints, only two important restrictions that play the most crucial roles in determining the best patient admission strategy are taken into account in our model: (i) gantry capacities and (ii) patient mix restrictions. Other operational level restrictions such as anesthesia surveillance, gantry specialization and snout change times can easily be adopted by the models introduced here with some additional changes.
The rest of this study is organized as follows. Section 2 describes how stochastic patient arrival and admission planning in healthcare facilities have been handled by MDP models in the literature. Then, two MDP models, exact and aggregate, are introduced in Section 3. Section 4 demonstrates the performance of these models, and finally, Section 5 briefly highlights the contributions of this study and discusses future research directions.
Literature Review
Adan and Vissers [1] categorize patient admissions into two groups: non-scheduled and scheduled. Non-scheduled admissions are unplanned and might be due to emergency cases whereas scheduled patients are planned and selected from a waiting list created as the service is being requested. In most of the studies (e.g., Bowers and Mould [8] , Cayirli et al. [9] , Pham and Klinkert [31] ), scheduled (elective) cases are considered in order to reduce potential uncertainties associated with patient attributes (i.e., patient type, financial gain, resource allocation per patient, etc.). Some other studies assume that the treatment time for an outpatient is constant for the sake of simplicity [12] . In the context of this study, we assume that proton therapy patients are elective outpatients who do not need to spend the night at the facility.
Conforti et al. [13] compare the two most common types of daily basis radiation therapy patient admission planning strategies: (i) block system and (ii) nonblock system. In a block system, a workday is composed of a fixed number of blocks/time slots with the same duration. On the other hand, in the non-block scheduling, different time intervals are reserved for different patients based on the type of the treatments. Furthermore, patients in the non-block system are usually admitted on a first-come first-served basis unless the individual cases are not restricted by strict earliest and/or latest start constraints. In the same study, after highlighting the fact that the block scheduling strategy is more commonly used than its counterpart in many radiation therapy centers, a patient scheduling model which accounts for non-block scheduling rules is developed for a short planning period (a week). In reality, non-block appointment system is conceptually superior to the block appointment system since the former is able to represent the whole workload. This is because, during a workday, accumulation of the idle time leftover from a time slot can be used to treat other patients who have not been admitted yet.
Despite of its advantages, the non-block scheduling appointment strategy is not considered very often in the literature due to the extra limitations/constraints it adds to the treatment planning problem. On the other hand, block scheduling is commonly encountered [12, 23, 19, 28, 40] , since it simplifies most of the concepts that are hard to be taken into account in a radiation therapy patient scheduling problem. Although proton therapy treatment session durations may vary for different patient groups, we assume that the strategic level proton therapy patient admission planning problem has a block appointment system since our objective is to investigate the impacts of mix restrictions on patient admission planning decisions from a strategic point of view. In addition, the block appointment system simplifies patient admission decisions to a certain extent in an environment with stochastic arrivals. In such a system, a group of patients can be assigned to time slots in such a way that each of them can concurrently be receiving treatments. Figure 1 demonstrates a basic block patient allocation schema for a configuration of three gantries and three time slots in a given day. For each time slot, the number of patients assigned to a time slot cannot be greater than the number of gantries available in that time slot in the system. Note that the daily treatment times of all gantries are identically distributed to time slots of a day as demonstrated in Figure 1 . Therefore, the total number of patients that can be treated in all gantries in a day would be equivalent to, Q, the total number of time slots allocated to all gantries in a given day (i.e., Q =9 in Figure 1) .
A more recent contribution that is directly related to proton therapy patient admission planning corresponds to the work of Nunes et al. [28] . They present an MDP model in order to control the patient admissions from different specialties on a periodic basis. Patient flows from m distinct specialties are assumed to be continuous. In order to measure the resource consumption, they adopt the treatment pattern methodology, which is first proposed by Kapadia et al. [22] . It is assumed that a patient could follow n different treatment patterns until he is discharged. In this study, state space of the hospital is defined as the number of patients from all specialties following different treatment patterns. The number of patients to be admitted to the hospital in each specialty for the next decision period is considered as the action space. Finally, the stochastic dynamics of the study is described as the probability of one patient's transition from a treatment pattern to all others.
One of the first MDP approaches developed for hospital admission planning is proposed by Kolesar [24] who transform the MDP model into a linear program to obtain results. Another important finding of this study is that simultaneous reservations for different services are modeled over a planning horizon. Gocgun et al. [19] develop a finite horizon MDP to model a patient scheduling problem that is commonly seen in providing computed tomography (CT) service. They assume that there are only four patient types who demand the CT service during a work day period. The MDP model in their study aims to maximize the total profit obtained by scheduling different patient types for the available time slot of a CT machine during the work day. Different from most of the patient planning and scheduling models, they adopt each available time slot for each CT machine as a stage. Similar to the study conducted by Nunes et al. [28] , the number of patients from different types constitutes the state space and the actions are denoted by the number of admitted patients from different types for the next service slot. They compare the optimal solutions obtained from their model with simple heuristic rules (first-come first-served (FCFS), randomized, etc.) typically employed to admit patients in real life. Even though their model finds better values in terms of total profit, FCFS heuristic provides better values in terms of the average number of patients not scanned by the end of the day.
Solution Methodology

Markov Decision Process (MDP) Model
In light of the insights developed by Nunes et al. [28] , Kapadia et al. [22] , Gocgun et al. [19] , we model our strategic patient mix optimization model as an MDP. Based on the block appointment schema in Figure 1 , the finite state and action space of our problem can be modeled as in equations (1) and (2) . s k tq represents the number of patients being treated from category k in service slot q between decision instants t − 1 and t. Thus, the state space S comprises all possible states. Furthermore, a k q represents the number of patients in each category that will be admitted for treatment in service slot q in the next period.
. . .
In addition to the number of current patients receiving treatments and newly accepted patients from each category, we also need to account for the ones whose treatment ends on each day. From each patient type k on day t, it is known that there will be a k t−n k number of discharges, which is the number of patients from type k accepted on day t − n k given that a patient from category k must receive fractions during n k consecutive days. Incorporating the discharged patients into the state definitions would increase the complexity and degrade the tractability of the model. Therefore, a useful assumption is made in order to avoid this foreseen difficulty. Accordingly, discharges are assumed to be handled after accepting new patients to each category. Hence, transition from one state to another includes only the newly accepted patients and the ones that are receiving their treatments.
In the case of identical gantries, we can modify the gantry-time slot representation of a single day as in Figure 2 . Accordingly, state space and action space can be defined in a more compact way as in equations (3) and (4) . Based on the representation in Figure 2 , both time slots and the gantries are assumed to be identical on a given day. Moreover, for the same proton therapy patient planning problem with deterministic patient arrivals, Gedik [18] has identified that if the daily gantry capacity depends only on gantry type not time period, an optimal solution exists in which they start and treat the same number of patients in category k on each day t and in each gantry g. In other words, this implies that the optimal solution of the patient admission planning problem enforces patient types to hold the desired patient mix restrictions on daily basis. In order to represent this, s k is defined as the total number of type k patients receiving treatments in all time slots and a k is defined as the accepted number of patients from category k to all time slots.
Due to the problem definition, patient mix ratios (d k ) for each category k ∈ K must be satisfied and the maximum number of fractions must be treated over a planning period. In order to assess the impacts of these constraints, we represent patient mix preferences in the optimality equations. One procedure is to assign a penalty for those patient types that fail to conform to the desired patient mix levels. To implement this procedure, we must keep track of the total number of patients treated (after the actions are taken), and then compare both the actual and desired patient mix levels. Let J be the total number of patients from all types being treated in the facility.
Then, the desired (D k ) and actual (H k ) patient mix of patient type k can be calculated as follows.
Hence, deviation from patient mix constraint for each
Then, a reward function (r(s, a)) for each state and action can be constructed as follows:
where f k is the number of fractions required by patient type k per day and n k is the consecutive number of days a patient type k needs to receive treatment. Therefore, the first term in the reward function is the total number of fractions obtained by starting a k patients from each patient type k ∈ K. The second term penalizes the deviation of each type k from the desired patient mix level by w k . It is important to note that the deviation is measured in terms of number of patients, but the first term is in terms of fractions. Finally, it is clear to see that the objective seeks to maximize the total reward. Let v(s) be the total expected reward obtained for state s. Assuming that the state and action spaces are finite and the horizon length is infinite, a value iteration algorithm finds a stationary -optimal policy and approximation to value function (9) for each state s with a discount factor of β.
We note that p j|s,a is the transition probability from state s to j under action a. The stochastic dynamic of the problem, patient arrivals, can be modeled as Poisson arrivals. Hence, let N (k) be the number of patient types k request treatment on a specific day in the proton therapy facility. Then, N (k) ∼ P oisson(α k ). Assuming that the arrivals are independent from each other, we can estimate the probability of patient arrivals as follows:
where x k as the number of patients of type k requesting treatment.
A Numerical Example
This section demonstrates the performance of the MDP model over a numerical example in terms of best patient admission policy and convergence graphs for each state. Moreover, since the best patient admission policies may not always be optimal due to some other operational restrictions, second and third best actions are also reported. Before explaining these findings, the transition probability matrix, action and state space are illustrated in Figure 3 and 4. For this illustration the total patient capacity (Q) is equal to 4. The reason behind the limited and decreasing order action space as the number of patients in the facility increases is due to the assumption that discharges are performed after accepting new patients. When the capacity (the absorbing "FULL" state) is reached, we assume that the MDP model is terminated. First column in Figure 3 lists all possible states for this problem. Note that the first number in each state represents the number of patients in the facility from the first category and the second number stands for the number of patients in the facility from the second category. Actions are the possible combinations of accepting patients to the facility from these two types. The last action of each state in Figure 3 groups all combinations that might lead to the full state under a single action. Similarly, the probability of reaching the full state is calculated by subtracting the probabilities of all other arrival combinations from one. Figure 4 demonstrates the relationships between the new arrivals and actions in more detail. The transition probabilities only depend on the total patients in the facility (current and admitted by actions) prior to receipt of new arrivals. They are the same for any s and a which have the same value for s+a and are functions of s + a only. Baseline input parameters are seen in Table  1 . For the sake of simplicity, the desired mix percentages (d k ) and the number of treatment sessions (f k ) are assumed to be identical for the two patient types. The number of consecutive days required for type k over the planning period (n k ) and number of daily fractions required for type k (f k ) are the actual numbers of the two categories obtained from the University of Florida Proton Therapy Institute (UFPTI). Arrival rates (α k ) and penalty terms (w k ) are selected arbitrarily. Figure 5 demonstrates the convergence of value function for each state obtained by solving the optimality equations 9 with the input parameters in Table 1 via a value iteration algorithm. This figure depicts that the value function of the state (0,0) dominates the value function of all other states. This is because, the fewer the number of patients in the facility, the more spots that can be filled with new patients which ultimately leads to a larger total expected fractions. Transitioning to the full state is the best action for the last five states as seen in Figure 5 . Acceptance preferences (best, second and third best actions) change as the number of accepted patients directly impacts the actual and desired total mix ratios. This is illustrated for each state in Table 2. For instance, the best action is to accept two and one patient from the first and second category, respectively, for the state (0,0). On the other hand, accepting one patient from the first category becomes more affordable and the best action as the penalty terms decrease for the state (0,2). Similar conclusions can be made for each state.
An Aggregate MDP Model
The MDP model in the previous section provides strategic level optimal patient admission policies when the time horizon is assumed to be in steady state. Despite the useful practical insights it provides for the decision makers, it becomes intractable as the problem parameters increase. The state space of the MDP model grows exponentially in the order of Q and |K| (see Sec- In order to reduce the complexity associated with a large state space, researchers have focused on applying aggregation techniques in which the main idea is clustering original states into aggregate subgroups. These aggregate subgroups are treated as newly created states in the aggregate MDP. As a consequence, the reduced number of states will directly decrease the size of the probability transition matrix since the number of entries in this matrix is the square of the number of states. Using this approach, the original MDP can be represented by a potentially exponentially smaller approximate MDP. Since the ultimate approximate model preserves the Markovian property, any MDP algorithm can be used to solve the aggregate MDP.
State aggregation is referred to as state abstraction in the studies within the artificial intelligence domain. Dearden and Boutilier [15] provide a very concise discussion regarding the differences between state abstraction (or aggregation) and other compact MDP representation techniques. They propose an MDP model for the decision-theoretic planning (DTP) problem, another version of optimal stochastic control problem, and develop an abstract MDP model with exponentially fewer states which allow them to obtain approximate optimal solutions. The key idea behind their abstraction policy is to use action and reward structure to judge whether a variable (state) should be included in the aggregate MDP or not. The selection criteria of a state is based on the eligibility of capturing important behaviors of the original MDP (i.e., set of possible actions, amount of reward). Although there may be several states removed from the original MDP, the ultimate policy from their aggregate MDP remains executable for the original MDP. In other words, the optimal policy for the aggregate problem is the approximate optimal solution for the original problem. This is a very important feature of a good practical state aggregation algorithm and one of the main objectives of this study is to generate approximate optimal patient admission policies.
Dean et al. [14] introduce a -homogeneity technique that is employed to partition the very large state space of MDPs. They specifically study approximate optimal solutions for bounded MDPs in which upper and lower bounds on the transition probabilities and rewards are given as input parameters. Li et al. [25] propose a unified treatment of state abstraction for MDPs with large state space by analyzing five different state aggregation techniques and assess their functionalities in planning and learning problems. Moreover, an insightful case study is offered to measure the tradeoff between minimizing curse of dimensionality through different state abstraction and minimizing information loss. Other applications of state abstraction techniques in reinforcement learning can be found in Dietterich [16] , Sutton et al. [41] and Andre and Russell [5] .
Despite its popularity and dominance in artificial intelligence field, especially reinforcement learning application area, state aggregation has a very strong competitor in operation research field. Researchers in operations research have recently started exploring a different version of tackling curse of dimensionality through approximate dynamic programming (ADP) techniques. As opposed to clustering states in state aggregation, ADP focuses on stepping forward in time and selecting states with good approximate dynamic value functions to obtain approximately optimal policies [33] . This tech-nique has been successfully implemented on numerous challenging problems including multidimensional knapsack [7] , transportation & logistics [35] , resource allocation [34] and capacity allocation [38, 37] . For further details on different aspects of ADP techniques, we refer the reader to Powell [32] .
State Aggregation
Recall that S = {s 1 , s 2 , . . . , s |K| } is the state space of the original MDP model where s k is defined as the total number of type k patients within the facility. We let for all n ∈ K and n = k = m in {s 1 , s 2 , . . . , s |K| }, then we randomly assign this original state to either S k or S m with equal probability.
For each k ∈ K, we define A k as ∪ s∈S k A s . That is, A k is the set of actions available from state k ∈ K in the aggregate MDP. We use the fixed-weight aggregation technique that is proposed by Heyman and Sobel [21] . Accordingly, for each k, m ∈ K and a ∈ A k , we let γ km and ρ a k be a transition probability and singlestate immediate reward in the aggregate MDP as defined in equations (11) and (12), respectively,
where λ k s ≥ 0 and s∈S k λ k s = 1 for each k ∈ K and s ∈ S k . In (11) , j∈Sm p sj is the aggregate probability of transitioning from state s to aggregate state S m which makes γ km the weighted average of these transition probabilities where λ k s is the weights for s ∈ S k . Intuitively, λ k s assesses the contribution of state s to the aggregate state S k and can be any valid weighting function [25] . It is easy to see that γ km are the transition probabilities in the aggregate MDP:
Similarly, ρ a k is the weighted average of r(s, a) as defined in (8).
Fixed Policy Evaluation
Heyman and Sobel [21] prove that the output of the fixed aggregation transformation technique is indeed an MDP model with fewer states. This enables us to use the same value iteration algorithm to solve the aggregate model. The policy obtained by solving the aggregate model is executable for the original MDP model since the set of aggregate actions for each aggregate group is inherited from the original states (A k =∪ s∈S k A s ). Of course, solutions for both original and aggregate MDP may not be identical. Thus, we need a fixed policy evaluation technique to assess the quality of the aggregate MDP policy with respect to the optimal policy. In other words, a disaggregating method is required to substitute the policy for the aggregate MDP model into the original MDP.
The optimal policy for infinite horizon MDP model is always stationary. That is, the optimal stationary policy (π * ) for an infinite horizon discounted MDP model does not change with time and remains identical once it is obtained. Given a policy π, we define V π (s) as the value of policy π at state s, R π (s) as the immediate reward and P π (s, j) as the probability transition matrix. Let V π and R π be n dimensional column vectors and P be an n × n matrix. Note that for any given policy π, R π and P will be known which will make the solution of the following set of linear equations (13) possible with respect to the only unknown variable V π .
After solving the aggregate MDP model by the value iteration algorithm, we obtain the approximate optimal policyπ. We create another feasible policy δ for the original MDP model based onπ such that
The policy disaggregation (14) suggests using the same optimal action for the aggregate subgroup S k for all the original states assigned to it (s ∈ S k ). The quality of the aggregate policy δ and optimal policy π * is measured by solving the set of linear equations in (13).
Computational Results
Problem Parameters and Experimental Design
Several different problem instances are used to test the tractability and efficiency of the aggregate MDP model. The problem parameters in Table 3 except for daily arrival rates (α k ) were provided by the UFPTI and they include patient mix levels (d k ), number of consecutive treatment days (n k ) and required daily treatment sessions (f k ) for ten patient categories. The arrival rates were calculated by using the expected number of new incidence of each patient category provided by the American Cancer Society [4] . These values are first adjusted based on the population of Florida and then normalized to fit into [0, 1]. Finally, the arrival rate of each patient is obtained by multiplying the normalized value by four to make the total arrival rate of the patients equal to the minimum number of time slots available in the facility.
Although there are multiple treatment regimens for some type of patients, receiving treatments over a number of consecutive days is the common property of the patient groups in the problem instances of this study. Men [26] and Men et al. [27] also report proton therapy treatment problem instances with patients who require treatment sessions over consecutive days.
Different combinations of the number of patient categories (|K| = 5, 6, . . . , 10) and available time slots (Q = 4, 5, 6) are used to vary the size of the state space. Therefore, we group multiple patient types as shown in Table 4 -8 to meet different number of patient categories in problem instances with |K| = 9, 8, . . . , 5, respectively. In addition, three different penalty terms are adopted as follows:
The first penalty type is used to represent the impact of penalyzing the deviations from the desired patient mix levels in proportional to the desired percentages whereas the total number of fractions (treatment sessions) during the entire treatment period is adopted as the unit of the second penalty type. The influence of these two factors is combined in the third penalty type where each unit of deviation is penalyzied by the weighted number of treatment sessions. Lastly, state aggregation weights are calculated as in equation (15).
MDP vs. Aggregate MDP Model
The patient admission planning problem formulations in Section 3 are modeled in JAVA programming language. We assess the quality of the aggregate policy (δ) and optimal policy (π * ) as described in Section 3.4. Recall that these policies provide the best action for each state and the total expected rewards obtained for each state are calculated by solving (13) . In order to compare the values and best actions obtained by the MDP and aggregate MDP models, we define two performance indicators: (i) average percent difference (APD) and (ii) matched action percentage (MAP).
MAP = 100 × Number of same actions across all states in S Total number of states (|S|)
APD demonstrates how much, on average, the total expected reward values obtained by the MDP and aggregate MDP model deviate from each other across all states, whereas MAP illustrates the average precision of the aggregate MDP model in terms of locating the same actions with the MDP model across all states. These two measures for the instances with penalty type 1, 2 and 3 are illustrated in Figures 6-8, Figures 9-11 and Figures 12-14 , respectively. When the penalty type 2 is used, that is each unit of deviation from the desired patient mix level for category k is penalized by n k f k 4 , APD and MAP levels are consistently decreasing and increasing, respectively, as the models are exposed to larger |K| values. This leads us to conclude that behaviors of the MDP and aggregate MDP models become similar as |K|, therefore, the number of states increases when the penalty 2 is used. We can see the same pattern in APD and MAP values when each unit deviation from the desired mix level for patient type k is charged with n k f k d k (penalty type 3). The only instance that does not comply with this trend under penalty type 3 is when |K| = 6 and Q = 6. Even though the APD and MAP values improve with larger |K| when penalty type 1 is in use and Q = 4, we cannot observe the same We observe that the majority of the contributions made to MAP levels come from the states in which the best action is to transition to the full state in both MDP models. Aggregate MDP model is very good at matching with these type of actions in general. It is not very competitive in anticipating the best action for the states that have several good quality actions available. We believe that part of the reason behind having better APD and MAP values with penalty types 2 and 3 is because they apply penalty levels directly proportional to the immediate reward coefficients (n k f k ) which in turn restricts the set of rewarding actions for states. This ultimately produces higher chance for the aggregate MDP to identify the best action taken by the MDP and approximate the total expected rewards. Table 10 illustrates the optimal patient admission policies for three selected states (s 1 ,s 2 ands 3 ) out of 3004 with |K| = 10 and Q = 6. These states are selected arbitrarily in order to clarify how the proposed models can support managerial decision making processes. In the original MDP model, recall that s 1 corresponds to the empty state of the proton therapy facility when there is no patient from any category in the system. On the other hand,s 2 represents the case when only one category 5 and two category 7 patients are being treated in the facility. In the aggregate MDP model,s 1 ,s 2 ands 3 are members of clustered states S |K|+1=11 , S 7 and S 5 , respectively. The necessary characteristics of these patient types can be seen in Table 3 . Both the original and aggregate MDP models are able to report the top three best actions for each state based on the values obtained from the value iteration algorithm. For example, when the facility is operating in states 1 under penalty type 1, admitting one patient from category 3 and four patients from category 4 is the best action obtained by the original MDP model. On the other hand, the aggregate MDP model reports this strategy as the second best admission plan and proposes admitting five patients only from category 4 as the best action. As a reminder, the top three actions reported under the aggregate MDP model corresponds to a cluster of original states and obtained by the policy decomposition step in equation (14) . This method suggests using the same optimal action for all the original states assigned to the aggregate state (s ∈ S k ). As an example, when the facility is operating in empty state (s 1 ) under penalty type 1, admitting five patients from category 4 is provided as a best action by the aggregate MDP model. This is also the best action for all other original states that are members of S 11 . Even though the aggregate MDP model cannot achieve the same top three best actions produced by the original MDP model for these three states, Figure 17 , 18 and 19 demonstrate that the ultimate value functions generated by these two models are nearly identical especially fors 2 and s 3 under penalty type 1, 2 and 3, respectively. In other words, the best actions found via the aggregate MDP model provide good quality solutions.
We report problem setup times and value iteration algorithm solution times for both MDP and aggregate MDP models in Table 11 . We ran these test problems on a Core 2 Quad 2.93 GHz, 4 GB RAM computer. We see that solving the MDP model takes significantly more time than solving the aggregate MDP model in all instances. This is a direct result of including a larger number of states (|S|) in the MDP compared to the one (|K| + 2) in the aggregate MDP. However, as the number of states increases, it takes dramatically more computation time to set up the aggregate MDP problem components. We also tested the computational performance of the two models on the problem instances with very large number of states as seen in Table 9 . The aggregate MDP model is computationally more efficient than the original MDP model although the setup time for the larger problems with the aggregate MDP model is relatively high. These larger experiments are performed on a computer with two Intel six-core Xeon X5670 2.93 GHz processors and 24GB of memory. Figure 15 and 16 where the basic statistical properties of the aggregate MDP model in terms of APD and MAP are represented for the entire problem instances clustered by |K|. We also note that the worst case APD (MAP) values are 21% (69%), 14.1% (79%) and 14.4% (80%) for the penalty type 1,2, and 3, respectively. Overall, the findings show that the aggregate MDP approach is a viable approach for proposing the desirable patient admission strategies. Thus, the proposed approach can be embedded in a decision support system in order to perform sensitivity analysis, or to address the changes in future plans in the case of any parameter changes (i.e., patient mix ratio updates). The final version of this study will be presented to the UFPTI in order to start clinical testing.
There are several future directions regarding this study. Note that the gantry capacity constraints are the only factor that limits the acceptance of new patients in the MDP model. One important extension of this work would be incorporating other operational restrictions such as sequencing of patients, anesthesia surveillance team availability and assessing the impacts of these on patient admission policies. For instance, in order to account for the treatments of patients who need other resources (i.e., technicians or nurses) during their treatment sessions, we need to differentiate the time slots based on the availability of such resources in gantries. This would dramatically increase the dimension of both the state and action spaces, which in turn ultimately impact the complexity of the problem. Another potential extension of this work would be accounting for the waiting patients for this treatment. Since this is another layer of information that describes the state of the facility, it should be incorporated in the state space definition. Finally, a more competitive aggregation technique that can mimic the behaviors of the MDP model with several other operational constraints would be another possible research direction. 
