most populated countries). The differentiation in size is usually highly correlated to an ordering by other mass indicators, such as the gross urban product, the total number of businesses, or the spatial range of the influence of the cities. Of course this correlation only holds inside systems of cities which have been well connected for long periods within political territories, ensuring relative homogeneity of social rules and economic conditions. Hierarchy of size also corresponds in more subtle ways to a hierarchy of complexity, as approached by the variety of urban functions, or the diverse levels of skill in the labour force, and the unequal ability to adopt innovation. To give an example, it may be noticed that it takes a very long time for a conurbation (juxtaposition of cities that have grown independently and become spatially contiguous) to develop a functional level equivalent to that of an urban area of the same size but that has grown as a single entity (for instance, the total population of the Ruhr conurbation in Europe is larger than the agglomerations (the French term for large urban areas including town or city and suburbs, distinct from conurbations) of London or Paris, but its economic weight and its cultural influence are much smaller). Therefore, the notion of hierarchical differentiation in a system of cities is not merely a statistical curio. It raises questions about organisational features or evolutionary properties of these city systems. As such, it indicates a path of research to explain the metastability of the differentiation in city sizes over time and its universality among different social, economic, cultural and political systems.
The regular hierarchical differentiation of urban systems, usually summarised by a Pareto-like or lognormal distribution of city size, was noticed a long time ago, and various explanations have been suggested since. Among these: an intentional functional organisation for the purpose of controlling a territory; the application of a spatial economic equilibrium principle; the statistical addition of Pareto-like elementary phenomena; a "purely" random growth process; self-organisation of settlement subsystems under a space-time optimisation principle; co-evolution of competing subsystems under territorial and social constraints, and so forth. We shall review these explanations and related methods of analysis, trying to assess their relevance and exploring the possible similarities between urban dynamics and other types of hierarchical complex systems.
day to a life-time, see Lepetit, Pumain, 1999) , contribute to the definition of the meso-level entity: the city. At this level, new properties emerge and characterize the city as a collective entity. These properties cannot be attributes of the individuals living in the city: for instance, an urban landscape or morphology, an urban density gradient, an industrial portfolio including particular specialisations, as well as more subjective features belonging to social cognition, such as the urban images that are exploited by urban marketing. Some of these new properties can be directly related to the intention of some institution, but most of the time they are the unexpected (and sometimes unwanted) result of collective interaction. However, a "city", when properly defined (see below section 2.3), is an easily recognisable entity which has its own history and a specific trajectory over long periods of time, much longer than the life span of any individual person or even any firm present in the city at a given moment. The typical life span of a city within a particular trajectory is generally a few decades, sometimes more than a century (see below section 5 and figure 9).
Hierarchical differentiation
A regular feature that is usually less well perceived is that such cities together form another level of organisation in urban systems, which is the network, or system of cities. It has long been observed that towns and cities always develop links with their surrounding environment : a settlement specialised in non-agricultural activities carries out central functions for its complementary region (Reynaud, 1841 , Christaller, 1933 . Unlike villages (or mining settlements) that exploit resources at their site, or in their close neighbourhood, towns and cities make a living from the wealth created by their situation. They capitalise on their position in trade networks, the spatial range of which depends upon the size and specialisation of the city (Reymond, 1981) . For this reason, a city can hardly be conceptualised as an isolated entity, it always belongs to a network or system of cities. The city system acts as a constraint on or regulation of the dynamics of every individual city, through competitive and cooperative interaction (Pumain, 1992) . City systems have their own regular properties which are not only defined by the sum of the individual cities composing them. They constitute a meaningful level for the analysis of urbanisation (Pred, 1977) . City systems arise from the interactions between individual cities (interactions are produced through exchanges of persons by travel and migration, trade of goods, phone calls, circulation of information and knowledge, etc). Systems of cities are defined according to new emerging properties, such as a fairly regular spatial organisation, marked differentiation in size (figure 2), and specific features of urban co-evolution corresponding to the multiple interdependencies between the cities. The main structural features of such city systems have a much longer life span than the specific attributes (in terms of economic specialisation, rank in the hierarchy of size, or social image for instance) of the individual cities composing them. Their global configuration can indeed remain fairly stable for several centuries.
Complexity in urban systems
Because of their obvious structure into various organisational levels, and the non-linear effects characterising their organisation, urban systems belong to the category of complex systems. Hence to analyse urban hierarchies, it is tempting to make use of the tools elaborated by the sciences of complexity. This approach however requires rather strict definitions and accuracy in measurement, which are difficult to establish in the case of urban entities. Compared to physical or biological systems, the handling of the concept of urban hierarchy is delicate because the separation between the levels is not always easy to determine. While the urban phenomenon as a scientific object for investigation can be envisaged using three levels of spatial organisation, i.e. the individual actors, the city itself and the system of cities, in the real world some intermediate levels, such as neighbourhoods or quarters inside cities, or regional subsets of cities inside a country, can sometimes also be considered as more or less autonomous subsystems. Although the identification of the three levels of organisation is clear in a conceptual framework, it is often difficult to recognize them in reality. City quarters may have clear-cut edges but most of the time several different partitions of an urban space can be considered equally relevant. The boundaries of the city itself have become blurred, due to the spread of suburbs and of long-distance commuting, which has broken up the spatial continuity of daily urban systems. It is also sometimes difficult to differentiate clearly between a city and a network of cities, as in the case of large conurbations or very densely connected regions like the Randstad in Holland, the Ruhr area, the Italian and French Riviera, Spanish coastal resorts or Megalopolises (such as the North East of the United States between Boston and Washington, or central Japan from Tokyo to Osaka).
Systems of cities are also difficult to isolate as scientific objects of study. In theory, they can be defined as sets of cities having more interactions among themselves than with any others, or, in an evolutionary perspective, as sets of cities where any significant change in one city has consequences on other cities (Pred, 1977) . In practice, systems of cities are generally defined within the limits of a single country, since international borders greatly reduce the intensity of spatial interactions. However, as is becoming clear with the modern globalisation process, interurban interactions and their consequences on urban change are significant even between cities belonging to different and sometimes distant countries. Moreover, the degree of openness of the city system varies according to the situation of each city within the urban system. The largest cities, or the ones that are specialised in international activities, are likely to become more open to external interactions than the other towns. It is therefore very difficult in practice to define the actual boundaries of a city system in a precise way.
Another source of complexity in urban systems is the many time scales which operate simultaneously in any city. One only has to consider how the timing of daily life adjusts (for instance by commuting) to the more stable pattern created by the location of jobs and housing facilities in the city. When longer time intervals are considered, similar time-scale differences occur, the life span of the buildings being generally longer than the duration of stay of their users or inhabitants, or even than people's life expectancy (Whitehand, 1987) . This leads to the well-known pattern of residential moves, from central locations to the periphery and back to the centre, which is linked to the successive stages in the life cycle of individuals. But in the life of a city other time-scales, which may have decisive and sometimes catastrophic effects on its inhabitants, are involved: the duration of a cycle of economic specialisation (i.e. the adoption of a large set of innovations) may vary from a few decades to one century or more, leading to successive periods of rapid growth, stability and slow decay. Even if cities succeed in adapting to several successive innovation waves, the speed of change in economic and social function is generally greater than the speed of change in the town layout and infrastructure. Momentary non-adaptation of form to function, congestion phenomena, time lags in adjustment to change, mismatch in facilities and infrastructure, discrepancies between real needs and the objectives of policies can all arise from the unequal intrinsic duration of the life-cycle of each component in an urban system. The analytical processing of such a large variety of time-scales is very difficult and a main source of problems for urban theory and modelling. However, without being too deterministic, or resorting to finalism, we can suggest that the articulation of these different temporalities, which is a part of urban complexity, is also a characteristic explaining the survival and the persistence of cities over very long periods of time. The same structures can respond to very different social needs and economic activities, and this adaptability and flexibility ensures the sustainability of the whole urban system.
The problem of the blurred boundaries of systems of cities mentioned earlier is also linked to the diversity of scales in time and space governing the interactions between cities. Two types or orders of interaction can be distinguished. First order interactions correspond to the flows (of people, goods, money, or information) which circulate between the cities and can be quantified. Second order interactions emerge from these concrete exchanges, and generate the diversity of situation of each city within the network, constraining further exchanges. A city's situation is conceptualised in a relative way, in terms of symbolic or political position, economic comparative advantage, or range of influence, and very often these attributes are linked with its rank in the urban hierarchy. Of course these different situations have been progressively constructed by the first order interactions and their asymmetries or dissimilarities. But these same situations also act as constraints or regulations on the dynamics of the system. Individual actors may have a certain knowledge about urban situations, either accepting to adapt to them or trying to use them to redirect first order interactions. Very often however, there is a time lag between the actual evolution or urban situation (loss of influence or loss of market shares) and the moment when it becomes perceptible and changes the image of the city. Thus complexity in urban systems arises from the interconnections between spatial levels and time scales in urban dynamics. A decision made by one actor may be decisive, not only for the dynamics of a single city, but also (even if this is rare) for the dynamics of the system of cities as a whole. However, although entirely made up of intentions and decisions on the part of social actors, most of the dynamics of urban systems can be described without taking into account the detail of these intentions. This aspect of complexity in social systems highlights the difficulty of setting out the issues of urban hierarchy in simple political terms.
Urban hierarchy as a social problem
Why do we live in cities so different in size? We know that there are many urban entities of very unequal sizes all over the world, from the small towns of a few thousands inhabitants to the gigantic megapolises of 10 million and more (the largest today may be the agglomeration of Tokyo with about 30 million). The hierarchy of urban size is very regular: according to F. Moriconi-Ebrard (1993) , there were in the world around 1980 about 26 000 towns and cities of more than 10 000 inhabitants, among which about 2500 had more than 100 000 inhabitants, 220 more than one million and about 10 more than 10 million. Within the European Union (25 members), there are at the beginning of the 21th century roughly 4000 agglomerations of more than 10 000 inhabitants, 390 of more than 100 000 and 38 of more than 1 million (Rozenblat, Cicille, 2003) . Why is there such regularity? Will it be maintained once the total population of the planet is urbanised, and what will happen when the trend to overall demographic growth that has prevailed in recent centuries slows down or even reverses? During the urbanisation process, there was obviously some ratio between demographic growth and urban expansion, as well as between the total population of a country and the size that its largest city had already reached or could reach. The most impressive urban growth rates today are occurring in the developing countries: whereas the majority (54 out of 86) of urban agglomerations larger than one million inhabitants were located in the developed world in 1950, from 1990 on they are concentrated mainly in developing countries (174 out of 298, Moriconi-Ebrard, 1993) . Is this rift between the location of the largest concentrations of population and the location of available resources and the ability to control them sustainable? Can cities grow indefinitely?
There is a contradiction between the appearance of larger and larger urban entities and the frequently mentioned aspirations toward a "rurban" way of life or repeated calls for keeping towns at to a manageable size in human terms. There seems to be an opportunity for a new dispersion of settlement on account of the more ubiquitous means of distributing information provided by new communication technologies. In contrast, there is a challenge for some cities to try to remain or become part of a "top list" of "global cities" in an era of globalisation (Friedmann 1986 , Hall, 1984 , Sassen, 1991 . To what extent are power and influence linked to urban size and rank in urban hierarchies? Are some cities too large, are others too small, is it possible to imagine something like an optimal size for a city (Bairoch, 1978) ? What would be the cost of seriously applying the policy recommended by the European Union in the ESDP report (1999) aiming at more "polycentric urban development"? Answering such questions, or trying to make predictions about the future size of cities, requires a better understanding of the actual dynamics of urban hierarchies.
Cities, city size and city systems
To consider that the size of a city, generally measured by the number of inhabitants, is an indicator of its situation in a hierarchy of power or potentiality enabling a comparative ranking with other cities, is an idea that should not be assumed to hold true in all cases. Neither can the identification of urban entities, or the actual measurement of their size, be regarded as an easy question. The necessity for comparison in space and time explains the choice of population numbers in urban agglomerations as a universal simple measure. The question of the identification of a system of cities also requires discussion, even if the most usual framework for studying systems of cities is generally the territory of a state.
Qualitative urban hierarchies in the past
The historian Marco Folin (2003) recalls that for a very long time, Italian settlements were considered as having unequal importance according to their official status, connected with the ecclesiastic hierarchy (only the places of residence of a bishop could be called città.) This was not the case in other European countries, where the presence of walls was sufficient to ensure the greatness and privileges associated with the status of a city. In fact, the Italian practice derived from politico-administrative autonomy acquired sometimes long before by the civitates, which were places where a group of citizens could be self-administered via the presence of officials and a power of jurisdiction. According to different authors, there were about 300 "città" of this sort at the beginning of 16th century in Italy. Other criteria (presence of walls, urban or rural character) contributed to the emergence of a typology of settlements including places of lesser importance as terra, castello, villa. It remains that, until the 18th century, in various forms all over Europe, the classification of settlements was of a political nature, and the status of a place was rooted in a long history and interrelated with the nobility of its residents. (The status was in fact granted to the people rather than to the place where they lived). The significance of urban hierarchy was, at the time, mainly dependant on a symbolic ordering in society.
This conception evolved with the detailed observation of other indicators of the "grandezza e magnificenza delle città", as quoted in the title of a remarkable book by Giovanni Botero (1588) . He was the first to suggest measuring the size of cities by "the number of their inhabitants and their properties". Here "objective", "material" indicators of the importance of cities challenged the former considerations of nobility in establishing an urban hierarchy. But it was only at the time of the French Revolution that the former nominal classifications were abandoned, with the emergence of a new social order, and replaced by quantitative measures (Folin, 2003: 24) . For instance in France a survey was executed around 1810 to determine the status of small settlements with 1000 to 2000 inhabitants (in three ordered categories of decreasing importance: ville, bourg or village). The results indicated no clear correspondence, at that lower level of the urban hierarchy, between the number of inhabitants and the economic function or social structure of the settlement. But the main objective of the survey was to determine a quantitative threshold allowing the distinction between villages and towns, which was fixed at 2000 inhabitants for the 1856 census in France and is still in use for the purpose of distinguishing rural communes from the urban ones (despite the considerable changes in urban population and function, which probably alter the significance of comparisons over such a long period of time).
Delimitation of urban entities for the purpose of quantifying city size
Although some countries, for instance Germany or India (for some places only), still use the political status conferred by the federal government to identify cities, and while a wide range of criteria are used worldwide to define what a city is (United Nations, 2004) , the criteria of the number of inhabitants for the purpose of measuring the size of cities is today universally accepted. This measurement is by no means a simple operation. In the course of time, cities have grown and the new buildings aggregated to the original urban node have spilled over the former walls, or the formerly established administrative boundaries, expanding the urban agglomeration into several communes or contiguous administrative areas (in some countries the territorial limits of the authority of municipalities are periodically revised, but this process is not very frequent and never exactly follows physical expansion). Alternatively, as today in many countries, the new urban development sprawls into the surrounding countryside, functionally ?dependant upon but no longer contiguous to the original urban core, and blurring the limits between rural and urban areas (Dureau et al ., 2003 , Champion, Hugo, 2004 . The use of the number of inhabitants living in a continuously built-up agglomeration was for a long time recommended by United Nations (1978) to facilitate international comparisons. But nowadays the spatial continuity of the built-up area previously used for the definition of an agglomeration (usually no more than 200 or sometimes 500 meters between two groups of buildings in a constructible area) has lost its significance with the wider range of spatial interaction made possible by the automobile, leading to alternative definitions of statistically defined urban areas (like the US SMSAs since the 1950s or the more recent French aires urbaines) which are based on a given threshold of labour force resident in an administrative subdivision (county, commune, district etc) and commuting to the centre. However, not all countries define more realistic or functional urban entities of this sort (commuting data are not available everywhere), and most of the existing urban data bases that can be used for comparative purposes (Moriconi-Ebrard, 1993) are based on the definition of urban agglomeration, especially for historical times (Bairoch and al., 1988, de Vries, 1984 , subsequent to the previous classic work by K. Davis or Chandler and Fox),
The results presented below have been mainly obtained by using the GEOPOLIS data base on world agglomerations prepared by F. Moriconi-Ebrard (1994) . This very exhaustive data base has been too rarely used and quoted as a powerful instrument for international comparisons using the best definition for the purpose of comparison and reliable methods of delimitation of urban entities (Pumain, Moriconi, 1997) . Delimitating urban agglomerations and measuring their size is a huge task that could now be undertaken by statistical institutes using GIS and satellite images, if they would agree to use a common concept and procedure, as illustrated for instance by the generation of a CORINE Land Cover view of north-western France (figure 3), even if it remains difficult to delimitate coherent, meaningful urban entities in some very dense, intensely connected settlement systems (but here, it should be possible to propose more than one definition). In this respect, we regret that the most recent attempt by Eurostat (a programme known as Urban Audit II, 2003 which includes a very carefully designed survey (more than 300 variables), will provide urban data that are perfectly comparable in their statistical definition but absolutely not so in the spatial framework of the urban entities under consideration: the delimitation of the urban entities for the different European states varies in this document from political agglomeration (France), to NUTS3 (Spain) or NUTS4 (UK) regions… There is a considerable need for development and implementation of more comparable urban data bases.
Measuring the size of cities by the number of inhabitants remains the easiest way to compare their rank within an urban hierarchy. However, even if this method of evaluation may be motivated by a feeling that there is some sort of equality among human persons, one should be aware of the sometimes huge differences in the economic weight and political power of cities when making cross-national comparisons. For example, several orders of magnitude separate the economic size of Lagos or Manilla and Los Angeles, despite their comparable population size. Indicators of urban product would provide a more realistic view of the importance of a city in economic terms. However, production statistics are usually collected in business headquarters which may not be located in the place where the added value is actually produced. Personal income could be used as a proxy, but such statistics are also very rarely produced in relation to urban agglomerations. Thus most studies on urban hierarchies use the demographic indicator to measure city size. When the objects of study are areas where the levels of economic development and personal income are fairly homogeneous (usually within the limits of a nation-state), they have a broader significance than when they cross boundaries between areas presenting wide differences.
A geographical ontology for urban systems
Why do we prefer a geographical delimitation for the purpose of identifying a "city", rather than any other criteria that could be relevant for the definition of an autonomous urban entity? For instance, it could be argued that a political definition of a city as a group of residents living on a territory governed by a single administrative power (or co-operating local governments as in some large modern metropolises) would ensure greater coherence and autonomy to the urban entity, from the point of view of collective decision and management. Many studies on urban hierarchies (and even a recent data base that was compiled by Eurostat for "comparative" purposes, Urban audit I, 1999) are based on the acceptation of a "city" as a single administrative unit, in which the core of an urban agglomeration is located. However, despite more or less recent (Dahl, 1961 , Freire and Stren, 2001 , quoted by Gaudin, 2004 call for an "urban governance" on the basis of relevant territorial delimitations, for which there are many possibilities, the definition of urban entities according to political boundaries is rarely designed to enable coherent management of all the coordination problems that arise from the spatial juxtaposition of administrative areas (such as communes, counties, or districts) that have been progressively urbanised into a continuity. Moreover, whereas administrative units are very variable in surface area in different countries or even within one country, therefore putting an arbitrary limitation on the possible extension of an urban unit, there is on the contrary marked consistency in the spatial organisation of the urban agglomerations, at least in regions like Europe. The existence of an "urban field" (like a gravitational field) that structures the spatial pattern of densities and land prices according to a steep gradient of land use intensity from the centre towards the periphery has been illustrated by a recent study using comparable CORINE Land Cover data for European metropolitan areas (Guérois, 2003) . There is a fairly regular steep gradient of population and built-up densities within a radius of 30 km around the historical centre of any European metropolitan area, which corresponds to the continuously built-up urban entity (defining an urban agglomeration). Another less steep but still visible gradient also structures the less dense new peri-urban spaces within a radius of 40 to 100 km from city centres (figure 4). Accordingly, a definition of urban entities based on the continuity of the built-up space frequently gives a better picture of the coherence of an entity where all elements necessarily interact, because they share a common environment, they are competing for the same space, they have to negotiate and cooperate for infrastructures and they jointly construct a sense of place. They jointly exploit the advantages of a site, a situation and an urban history. This value attributed to place and space around a given central location is specific to the urban character of a location and is well expressed by the concept of the urban field.
Of course, it is only by approximation that the inhabitants (and their "properties", as Botero termed it) are allocated to their place of residence and counted as a quantitative attribute of the urban agglomeration. People move, they can have several temporary residences, they invest elsewhere and abroad, or they make decisions for other places than their own. It should however be recalled that for centuries, these spatial interactions were highly constrained by short distances and that even today, a majority of the population living within an urban agglomeration also works there, because the temporal constraint of the duration of the day for organising human activities has remained invariant through history. The concept of a "daybased urban system" is still valid for a large number of people, even if a few individuals no longer come under this constraint. "Space matters", still.
Space (in the sense of continuity and proximity of relationships) also matters at the other level of organisation of urban systems, in the definition of the subset of urban agglomerations that are considered as belonging to the same "system of cities". Such systems can be defined inside a given political territory, a region, usually a nation, or sometimes even on a larger scale, such as Europe or even the whole world (in these cases, only subsets of cities, usually among the largest, sometimes among the most specialised in international functions, are considered to belong to global city networks). Strictly speaking, city systems should be defined as subsets of cities having more intense interactions among themselves than with any other cities. However, we have seen that the kind of interaction envisaged matters: first order interaction may still be constrained by the proximity factor, and develop with greater intensity between cities that are close to each other, whereas second order interactions, which are more important in influencing the dynamics of each city relative to the others, may come from very distant urban locations. Most of the literature on urban hierarchies positions itself at the level of nation states to identify relevant city systems, because they offer a certain homogeneity of social rules in the development of the urban system, but there is a general awareness that a national territory is too narrow for the purpose of defining the boundaries of the space in which cities function (their range of action), especially the largest ones. Some studies have also demonstrated the validity of other emerging city systems, for instance at European level at least from 1950 on (Cattan et al., 1994) and many authors are also trying to assess the relevance today of a concept of a world network of cities. So for the sake of clarity in this chapter we shall mainly refer to a simple ontology of nested urban systems made up of sets of urban agglomerations, each grouping a number of inhabitants, inside national territories, for the study of urban hierarchies, but we shall return to the problems of definition when discussing the results of observations made in this simplified framework.
Static functional explanations
The spatial patterns of urban hierarchies are so regular that they were rapidly interpreted either as the result of political intention, or as the product of a universal spatial constraint on economic behaviour. These logical explanations help to understand the regular spacing between cities of similar importance and their differentiation into distinct functional levels. But the discontinuous distribution into levels of city size that they theoretically generate is challenged by the observation of continuous distributions, that are better described by a simple statistical model, such as Zipf's rank size rule. These two quite different types of interpretation are both static explanations, which consider urban hierarchy as a state of equilibrium, but do not really explain how that momentary equilibrium is generated and then maintained over time.
Regular spacing and hierarchy to control a territory
The co-existence of towns and cities of different sizes was first interpreted as resulting from an intentional organisational process, expressing the will of a political power to control and administrate a territory. This explanation can be seen as a simple transposition, to the level of a political territory, of the old conception of the rank of a city in a hierarchy of dignity, although completed by a sense of efficiency of hierarchy for functional organisation. This type of interpretation is typical of the military who conceived the spacing of fortified towns for the protection of a territory, for instance Vauban (1707) , or characteristic of far-seeing political governments, as reported by Marco Polo in relation to the three levels of cities governing the administrative division of the Chinese empire by Khoubilai Khan. This way of thinking is quite natural, as it reflects the two main processes of "creation" or "emergence" of cities, that were well known and shared in the historical culture of these authors. In Ancient times, colonisation proceeded by dissemination of new settlements derived from the metropolis, the "mother city", firstly for trading purposes, as was the case for the Phoenicians or Greeks establishing counters and ports along the Mediterranean coasts; secondly, when consolidating kingdoms, the political powers posted administration units, at different levels, according a more or less geometric partitioning of their territory, as was the case in the Roman empire. Most of the time, they did it in a hierarchical way, installing a main capital (even when the residence of the prince was partially nomadic), and different levels of dignities associated to the ordered status of urban places. These similarities in choices made by different societies could be interpreted as the product of the empirical observation that the social communication is made easier by hierarchical organisation. The circulation of information, both top-down and bottom-up, costs less energy when it is organised according to a pyramidal construction of responsibilities (it grows in a linear manner, proportionally to the number of elements instead of increasing to the square in the case of fully connected networks). Most armies in the world have adopted this structure, and its use was systematic in the conception of the Catholic Church, to the point that in the French 19th century, the word "hierarchy" was understood as ecclesiastical hierarchy alone (as noted in this book by N. Verdier). For a long period of time, during the 19th and most of the 20th centuries, business management has favoured hierarchical organisation for reasons of efficiency of command and decision making.
According to these views, urban hierarchy could be interpreted as a simple reflection of the social order in the spatial organisation of societies. Political or religious functions are indeed important in explaining the creation of many cities and part of their further development. Without mentioning the obvious case of national capitals, it has been demonstrated that, size being equal , the attribution of an administrative role has a high probability of boosting further growth of the selected cities, as for instance in the case of the préfectures after the French Revolution, or more recently in France the regional capitals (Bretagnolle, 1999) . However, not all urban development relies upon these political decisions alone. Botero (1588) already quoted, among the factors explaining the greatness of cities, the commodity of the site (its accessibility), the fecundity of the soil, the efficiency of trade and industry, together with the social and cultural policies of the princes aimed at making them attractive. He thus introduced new explanations for the differences in urban sizes (Pumain, Gaudin, 2002) .
Central place theory: economic optimisation under distance constraints
The economic activity of cities, like trading, industrial production and services, is also widely responsible for their differences in size. During the 19th century, following the theories of Cantillon and von Thünen (1826), many observations were made concerning the regularities in the spatial distribution of city sizes according to their economic functions. For instance, the German geographer Kohl (1841) designed geometric models for the purpose of optimising flows of circulation between places. The French engineer Lalanne (1863) formulated laws for the spatial configuration of administrative centres at different levels (equilateral triangles and separating distances that were multiplied by the same factor from one level to the next). Elisée Reclus (1895) distinguished four levels in the size and spacing of French cities reflecting their role as steps on itineraries, according to "a sort of natural cadence relating the progress of men, horses and carriages", while the Frenchman J. Reynaud (1841) was the first to describe the main principles of the central place theory that were formalised later by the German geographer W. Christaller (1933) . Christaller set out to explain the number, size and spacing of cities. He defined them as "central" places, that is, locations where goods and services are supplied for a surrounding market area (including rural areas and other towns of lower order). Two postulates are essential to the theory: 1) consumers use the nearest centre to acquire what they need (principle of minimum cost, since transport is added to the price of the goods); 2) the goods and services at a given level (corresponding to the same spatial range) cluster in the same centres. Christaller takes for granted the principle of the hierarchy of economic goods, according to their temporality of use and degree of availability (or scarcity), as first mentioned in 1871 by the economist Carl Menger who with L. Walras co-invented the theory of marginalism. He uses a kind of marginal spatial reasoning himself to explain how the supply of each commodity in a given spatial range is located in a limited number of places. His demonstration leads to a kind of spatial equilibrium, where the number of places supplying a commodity is constrained both by the maximum distance that the consumer can accept and by the minimum number of consumers that ensures the viability of the firm supplying the commodity (fixed costs). In conditions of homogeneity (of income and population density), he derives spatial models for a hierarchy of centres dominating market areas in nested hexagons. The spatial models designed by Christaller illustrate three types of urban hierarchies that correspond to different principles, each of them presenting a typical ratio K between the market shares of two successive levels in the hierarchy: maximising the number of centres and hence the accessibility to the consumers (market principle, K=3), reducing the length of transportation networks connecting the centres (transportation principle, K= 4), and non-competition between centres by including all lower order centres inside the sphere of influence of a higher order centre (administrative principle, K=7). According to Christaller, the observed hierarchies, such as those in his own empirical study of Southern Germany, reflected combinations of these theoretical models (figure 5).
Central place theory gives an interesting insight into the explanation for inequalities in city size and how they correlate to many aspects or indices of a hierarchy of urban economic activities. Although it has been tested and fairly well verified in a wide variety of territorial and economic environments (even on systems of periodic markets, for instance by Skinner), and is still valid in many respects, this theory has lost some of its explanatory power with increasing urbanisation, mainly because cities are no longer just central places for surrounding rural populations. Nor does the theory take into account the presence of non-service urban activities, that are determining factors for understanding a city's dynamics, even if services to the resident population may still concentrate more than half and often two thirds of a city's labour force. The theory also has been criticised because the postulate of a consumer minimising the purchase distance for each type of commodity is not acceptable: nowadays, more than 40% of the purchases of low order goods are made in higher order centres that are preferred because they offer a wider choice and allow multi-purpose shopping trips. Thus, contrary to the position adopted by Fujita et al. (1999) , the problem is not the absence of a micro-economic theory in Christaller's book, but the lack of sophistication of the microeconomic hypothesis, leading to an underestimation of the attractivity of larger centres. Christaller may have suspected this, since he was surprised to find fewer small towns than expected from the theory in his empirical results.
The rank size rule: a statistical model
Parallel to the classification of central places after the scope of their supply of services and the range of their sphere of influence, other representations of urban hierarchies have been developed, in terms of the statistical distribution of city size, usually as measured by the number of inhabitants. The first mention of a mathematical relationship is provided by the German geographer Auerbach (1913) who noticed that the product of the rank of a city by its population is approximately a constant and he used this value as an index of concentration (he made plots for Germany, Great Britain, the United States, France, Austria, and Russia). The statistician Lotka (1924) applied this regularity to US cities and introduced a graphical representation of city populations as a function of their rank on a double logarithmic plot. The sociologist Goodrich (1926) from the Chicago school, also mentioned this statistical regularity. The economist Singer in 1936 remarked on the similarity between the distribution of city sizes and the law that Pareto adjusted to the distribution of income, while in France, the statistician Gibrat (1931) , in a thesis on economic inequalities, suggested another statistical model, the lognormal distribution.
Despite this early interest from various disciplines, the benefit of the "invention" was to be carried off by Zipf who gave a systematic form to the "rank-size rule" in 1941. He suggested that when the cities of a country are ranked from the largest to the smallest, the population P i of a city is linked to its rank r i by the relationship: P i = K / (r i) q , where q and K are constants. In his first book, Zipf introduced himself as the discoverer of the law, not mentioning any pioneer, arousing an immediate reaction from Lotka who pointed out the similarities with the Pearson's type XI or VI laws. In his later book in 1949, Zipf only briefly mentioned his predecessors. Probably the success of his formulation lies in its capacity for a descriptive qualitative analysis of the shape of the distributions (Zipf plotted series of curves at different dates for many countries), whereas the statisticians of the time were mainly aiming at computing concentration indices. However, the unusual method he used for representing the statistical distributions led to recurrent misunderstandings of the significance of the law (for instance some authors presented it as trivial since a good fit between population and rank is to be expected, because they are necessarily linked variables, even though the question is the distribution of the number of cities as a function of their size). It is also useful to note that the q parameter has a value which is the reverse of the parameter of a Pareto distribution which would usually be formulated as the number of units R i having a size larger than P i : R i = A / P i a ; hence, contrary to the corresponding Pareto parameter a, the higher the absolute value of q, the greater the size inequalities within the observed distribution.
The explanation given by Zipf is very general. Having applied his model to different socioeconomic or linguistic distributions, he suggests that they are all constrained by the "law of least effort", as a universal expression of human behaviour. For cities, he considers that two opposite forces act on the spatial distribution of human activities: a force of concentration tends to bring together production and consumption, whereas a force of dispersion is linked to the scatter of natural resources that are necessary for production. If the distribution of city sizes appears as a straight line on the double logarithmic plot, it is because these two forces balance! However, he proposes no demonstration. There is a need for a better understanding of the origin and persistency of the statistical regularity of the distribution of city size. The more recent attempts to deduce an urban hierarchy as the expression of a spatial equilibrium are not very convincing. Why should this structural feature in any urban system represent some form of optimisation, and for what purpose? Who decides? Why do such similarities in organisation of urban systems emerge despite the diversity of political, administrative, economic organisation in the different countries, and who or what ensures that they persist over time?
The difficulties of static explanations
Cities are neither businesses nor simple institutions. They do not have any general aim or function to fulfil and, even if subsets of interested actors or certain specialised institutions can be identified to represent a sector of activity or a group of citizens, there is no omnipotent body responsible for supporting the general development of the city in all its dimensions. This could have been the case in historical times, for instance in Europe, when cities were governed by a prince or a bishop having full authority over the population and the territory. Such cities should in fact be considered as "states" and are indeed identified as "city-states" by historians. Their rivalries and events in their development can be related to well-identified "actors" who made decisions according to their representation of what their city should become. We have however shown, on the issue of the difficulty of providing reliable urban statistics, the usual mismatch between coherent physical or functional urban entities and the administrative boundaries on which they are built. Today the real political power that controls a city's development is no longer unified on the scale of a single city. Nor is there, on the higher scale, namely systems of towns and cities, any decisional body that could make decisions for keeping the size of cities within the general model of city size. Of course towns and cities are connected by a multitude of links corresponding to a variety of social networks. A few networks can be identified that might have the incentive to lobby for the cities that belong to them. But no single institution, nor even a few competing institutions, can be taken as directly responsible for the persistence of the general model of city size distribution. What is required is a very general process operating beyond individual intentions and decisions to produce at a higher level of organisation the ordering of cities into hierarchies of a given statistical shape. Moreover, if cities retain relatively constant shares in the general economic, demographic and cultural or technical developments, it is probably by a deconcentrated process composed of many decisions made at a micro level (to invest in a given activity, to migrate to a city, to adopt an innovation…), that drives the transformation of each town or city, in an incremental way, in the general direction of change.
Another static explanation of the rank-size rule has been suggested by describing cities as the aggregation of a variety of activities. As each of these activities follow Pareto laws of distribution (for the size of firms), and since a sum of Pareto laws is still a Pareto law, this could explain the shape and regularity of the distribution of city size (Roehner, Winiwarter, 1985) . Of course this leaves the problem of how to account for the Pareto distribution of firms within an industry. And it does not explain how cities come to concentrate variable amounts of business and activity. Moreover, the growth process of businesses is not at all the same as that of cities. Firms can merge or divide, they can also collapse, many are created or disappear over a short period of time. If we leave aside the rare cases of cities merging (forming conurbations) and of cities dying (this seems to have happened very rarely in modern historical times) cities grow or decline in population from natural increase, or by migration. They can grow more or less rapidly, and towns entering the system are usually former villages which reach the threshold for urban definition.
In an earlier book (Pumain, 1982) we have demonstrated that a static explanation using methods from statistical mechanics was not a satisfactory explanation either. Leslie Curry (1964) suggested that the city size distribution observed was the most probable state in a statistical process allocating cities into size groups, according to a principle of maximisation of entropy. His interpretation was supported by B. Berry (1964) . But the constraint that is added to the mathematical model, to derive a distribution of size of exponential type, actually adds a strong hypothesis to the random process, since it defines a mean value for city size, and consequently fixes the number of cities for a given total urban population. The level of concentration of urban population is then a priori and implicitly introduced into the model. Economic theory is still endeavouring to provide explanations for this structure of the urban system in terms of optimisation. However, urban economic theory mainly conceives cities as places where agglomeration economies can be produced to attract business (Derycke et al., 1996; Huriot, Thisse, 2000) . City size is theorised as resulting from the compromise between agglomeration economies and congestion costs (both quantities are very rarely empirically measured or estimated). Usually a theory of this sort leads to the notion of an optimal city size (Bairoch, 1978) . In order to explain urban systems and to account for their hierarchical structure, micro-economic theories make the assumption that returns increase with the size of the urban centre. For example, Fujita et al. (1994) worked on the hypothesis that the system optimises its operation by establishing equilibrium between supply and demand for services at the meso level of the city, while individuals optimise their localisation by maximising their utility. This means that the towns and cities which offer the widest range of services will be more attractive, and the influx of migrants will in turn cause an increase in the range of services they can offer. Large cities are thus more attractive and grow faster than smaller ones, but the theory does not explain why differences in city size exist, and why the urban hierarchy acquires a particular form or why this form is stable over time. The economic models that try to produce a rank size distribution (Cordoba, 2003 , Gabaix and Ioannides, 2003 , Fujita, 2000 are merely theoretical and have not been empirically tested. Economic theory cannot yet explain why there should be a Zipf's law, and it is highly significant that in their last book on spatial and urban economy, Fujita, Krugman and Venables (1999) devote a whole chapter (chapter 12) to this question, entitled: "an empirical digression: the size of cities"! They quote a suggestion by Krugman to develop an analogy between cities and river networks, forgetting to recall that this analogy has already been suggested by Chorley and Haggett in their book on geographical models in 1967. Moreover, Krugman suggests that the "percolation theory" of physics could be used for modelling urban hierarchies as resulting from a diffusion process. However, it is well known that diffusion processes in urban systems are very often "hierarchical", in the sense that the adoption of innovation "jumps" from a large city to a very distant large one before occurring in those closest (Pred, 1977) and that this cannot be simulated by a passive and contiguous diffusion process.
We would suggest that the somewhat tautological hypothesis used by economists to justify the concentration of economic activities in urban centres, which presupposes the existence of agglomeration economies, (or increasing returns with increasing city size) is perhaps not necessary to explain the differences in the size and evolution of towns and cities. An evolutionary theory can account for this without having to accept the idea that large cities are more productive and more efficient in economic terms than smaller ones, to explain the existence of urban networks in their present form. Indeed, the greater economic efficiency of large urban centres, if this is actually proved to be the case (Rousseau, 1998) , and thus the existence of agglomeration economies, could be interpreted equally as the consequence and as the cause of their success.
Variations and evolution in urban hierarchies
Zipf's model however remains useful for descriptions and comparisons and has been fitted many times to more or less correctly measured population data sets for towns and cities (as in figure 2 ). When adjusted to the population of the urban agglomerations (towns and cities over 10 000 inhabitants) for states across the world (including all those having at least 30 urban agglomerations in the Geopolis data base), the estimated values for the parameter q range from 0.7 to 1.3 (Moriconi-Ebrard, 1993). The variation among different countries is rather small: the standard deviation of measured q values is only 0.138. The fit of the model is rather good, even if in many cases better fits can be found with other types of asymmetrical distribution (Quandt, 1964 , Guérin-Pace, Lesage, 2001 . Usually, when settlements of smaller sizes are included, the lognormal distribution provides a better fit than the Pareto model (Baker, 1969 , Robson, 1973 , Pumain, 1982 . Very often, the upper part of the size distribution, corresponding to the largest urban settlements, does not fit any model very well: these cases of urban primacy (one to up to eight cities per state whose size exceeds the expected values) were detected a long time ago (Jefferson, 1939) and seem to be a generality rather than an exception. For two thirds of the world's states, the mean value of the ratio P1/P2 is significantly higher than that which would correspond to the model. When this " primacy index " is computed, as the ratio between the population of the largest and second largest city, it is found that in most states in the world it is much larger than the value of two which would roughly correspond to Zipf's rank size rule (for a Pareto distribution with a value of 1.3 for the parameter q, the expected ratio would be 2.5) and the mean value for all countries of the world taken together is 5.2 (Pumain, Moriconi, 1997) . In some countries, it is not only the largest city but a few large metropolises that create a discontinuity in the distribution of city sizes, and "macrocephaly" indices have been proposed for measuring their pre-eminence (Moriconi-Ebrard, 1993).
Several remarks are required here, because the literature on Zipf's law is full of ill-founded conclusions, mainly due to small observation samples and a lack of accuracy in empirical data (for instance, Rosen and Resnick, 1980, returned to by Alperovitch, 1993) . It is true that whatever the part of the world and the period of observation, over the 10 000 years since towns first emerged, the model of settlement size distribution has always been reasonably well approximated by a Pareto or lognormal distribution. This has been demonstrated by Fletcher (1986) , based on available data on early urban settlements as determined by archaeologists. During historical times, inequality in city sizes has been increasing (Roehner, 1991) . Empirical evidence from historical data (Bairoch, Batou, Chèvre, 1988 , de Vries, 1984 shows a clear evolution from values for the q parameter of around 0.7 in many countries before the 19th century to significantly higher values (at least 0.9 and often larger than 1) for distributions observed since the middle of 20th century. However, the direction of the most recent evolution is by no means clear: between 1950 and 1990, in the states with at least 30 urban agglomerations (Geopolis database) the value of the q parameter has steadily increased in 19 countries, steadily decreased in 9 others, while it followed no regular evolution in the remaining 21. There is a rather general trend towards a lesser contrast in city sizes in the more developed countries, but there are exceptions (USA, France, Japan, Russia, Hungary and Greece). The diversity in evolutionary paths is still greater in third-world countries (Moriconi-Ebrard, 1993).
Over time, there is no indication either of any convergence towards regularity in the shape of the size curve. This contradicts a hypothesis made by Berry (1964) and reiterated many times since (for instance, Haggett, 2001 ). According to these authors, the existence of a primary city could reflect more primitive state of urbanism, and the size distribution should evolve towards a more regular pattern over time. However, the persistence of systematic deviations from the Pareto model seems to be the rule, especially in the upper part of city size distribution. This can be explained by noting that urban systems never are completely isolated from their environment, and that the larger the cities are, the broader is the range of their relationships. Perhaps the largest cities in each country should be considered as being parts of wider territorial systems or networks, which would make their frequently exceptional size more understandable (see below). However, some very large urban systems, as in United States, have very regular size distributions. Another type of regularity should be mentioned. Although it may be rather loose, there is a definite relationship between the magnitude of the size of the largest city in a country (P1) and the total urban population of this country (PT). The proportion of the urban population which is concentrated in the major city varies between 10 and 30%. This proportion tends to be larger in smaller countries than in the large ones, according to the well adjusted non-linear relationship: P1 = k PT 0.8 (Moriconi-Ebrard, 1993 ). This is a direct consequence of the general Pareto shape of all national city size distributions (Gibbs, 1963 ).
The observations made by using statistical models such as Zipf's law or lognormal distribution, clearly maintain city size distribution within the sphere of attraction of Levy's stable laws, whereas other distributions of inequalities in social systems have evolved towards the attraction domain of the normal law. M. Barbut (2004) has demonstrated that the distribution of income shifted towards the attractor of the Gaussian model in about the middle of the 1930's in France and about the same time in other developed countries which had undertaken policies of social redistribution. Similarly, the inequalities in the size distribution of firms were reduced by antitrust regulations. Since in the case of urban hierarchies, the inequalities persist, can this be interpreted as the absence of any intentional control or regulation policy? Either the right policies have not yet been invented, or perhaps any regulation, for instance the European Commission's call for "polycentric development", is doomed to remain inefficient.
There is obviously a need for a better understanding of the universality and persistency of the statistical regularity and marked inequalities in size within urban hierarchies. Instead of developing static explanations, other authors have suggested examining temporal processes. In a first step, urban hierarchy is no longer understood as the result of a social intention or as the necessary outcome of an optimal use of geographical space for economic or transactional purposes, but on the contrary it is interpreted as the outcome of a purely random process.
The outcome of a random growth process
As urban systems involve large numbers (of settlements and persons), their regularities have been conceived to be a consequence of general statistical effects or stochastic processes. In fact, the power laws that are observed in so many natural and social complex systems could suggest a universal statistical explanation for hierarchical structures. Models of distributed growth generate of power law distributions. This was shown as early as 1922 by Willis and Yule in a deterministic model explaining the linear relationship between the logarithms of the numbers of genera and species; the model was applied to cities by Steindl who again demonstrated in 1965 that two hypotheses are sufficient to generate a rank-size distribution: all towns and cities have the same growth rate, and there is a constant ratio over time between the urban population growth rate and the rate of appearance of new towns in the urban system. Earlier, other authors in an attempt to take into account the numerous fluctuations of observed urban growth rates from one city to another and over time had designed stochastic processes involving similar principles: H. Simon (1955) , transposing a model first elaborated by Yule (1924) , showed how a Pareto-like distribution, which is characteristic of contagious processes, can be generated if the probability for a migrant to reach a city of size i is proportional to the total number of people already living in cities of size i and if the individual probability of migrating to a new town remains constant over time; R. Gibrat (1931) demonstrates that the "law of proportional effect" as a stochastic model is sufficient to explain the emergence of a lognormal distribution of city sizes. We shall discuss this model in greater detail because it makes predictions that can be empirically tested. Despite the quality of fit with empirical observations, the model requires further exploration as to its hypotheses. More generally, it seems unlikely that the similarity in formal processes should remove the need to search for an explanation specific to each kind of complex system.
Gibrat and the law of proportional effect
The simplest alternative to the static point of view is the approach which treats urban hierarchy as the product of a stochastic process distributing population growth between cities. This involves transferring a statistical model for the dynamic description of an urban system. In his book: Les inégalités économiques (1931), Gibrat demonstrated that when cities are growing at the same average rate but with fluctuations or growth inequalities, the distribution of the city sizes will consistently take a lognormal form. He explained that whereas an additive process of growth would lead to a normal distribution, multiplicative growth, which he calls "the law of proportional effect", will result in a lognormal distribution of sizes. Let us consider a set of localities with a certain size distribution (they can even be all the same size at the start of the process) whose evolution over a long period (several centuries, for example) is modelled, using a large number of short time periods. It is assumed that in each time interval (for example, one year, or ten years) the population P i of each locality grows on average (though with fluctuations) by an amount dP i which is proportional to the population P i (and low in relation to P i ). This is the same as saying that the proportional rate of change of the population dP i /P i (which is the measure usually expressed in terms of percentage and used to describe and compare the growth of cities and regions) has the same average value for all settlements, whatever their size at the beginning of each time period. If in addition the distribution of these rates between localities is independent from one time period to the next, the growth process it defines will always result in a distribution of settlement sizes that is a lognormal distribution, highly skewed, characterised by a large number of villages and small towns and a geometric decline for the numbers of cities according to their size. If the rate of growth and its variations are known, it is even possible to predict (for a known probability) by how much the size disparity will increase.
Gibrat adjusted the lognormal model to the distribution of size of European cities (larger than 100 000 inhabitants) at two dates, and he also computed the evolution of an index of concentration for the French system of cities for the period between end of 19th century and first third of the 20th century, noting an increase in the concentration of urban population. The lognormal distribution was taken as a descriptive model by B. Berry who plotted the distribution for a number of countries on Gaussian logarithmic graphs. But it is Robson (1973) who was the first to check the hypothesis of the model in terms of the growth process. He demonstrated that Gibrat's hypothesis about the distribution of urban growth rates could approximately hold in the case of British urban areas all through the 19th century, but with a bias since the variance of growth rates in the largest size classes of cities was smaller than in the case of small towns. More empirical testing of this model, using the statistical observations of urban growth rates at regular intervals over long periods, have confirmed its relevance for many different countries and periods (Pumain, 1982; de Vries, 1984; Guérin-Pace, 1993; Moriconi-Ebrard, 1993 ). An illustration of this process of "spatially distributed growth" is provided by comparing two maps of the sizes of European cities between 1850 and 1990: despite two centuries of intense urbanisation, technological innovation, population migration and economic growth, the multiplication of the urban population by a factor 7 and of the number of cities by a factor 4, the relative size of the cities and the spatial configuration of the urban system seems not to have changed (figure 6).
According to this process, the "attractivity" of cities does not have to be assumed to increase with their size (according to an "increasing returns" hypothesis for instance) to explain a highly uneven size distribution, yielding a small number of very large cities. A more satisfactory "explanation" for the shape of the distribution of city sizes is thus obtained when we view it as resulting from a dynamic process for the distribution of urban growth rather than simply as the expression of a static equilibrium. Compared with these static interpretations, Gibrat's model is in fact the only one to show why this form of organisation is unchanging over time, and to demonstrate a gradual concentration of the population in increasingly large cities at the top of increasingly skewed distributions. The model thus provides an "explanation" for the gradual differentiation in size between cities that are involved in the same evolution, though with an uneven effect produced by the "accidental" (or random, in the sense that they are not determined by the model) repetition in some places of incremental increases that are larger or smaller than those experienced by the set of other cities. As a first approximation, therefore, Gibrat's model provides both a good description of growth in an urban system and an explanation for its hierarchical structure. It can be used to predict the evolution of city sizes over periods of up to several decades.
It is tempting to be satisfied with the overall quality of the fit of a random growth model to the development of a system of cities, and to quickly conclude that the urban hierarchy that it produces is another example of the effects of the law of large numbers, or of the unexpected self-organised collective structure that emerges under a "process without intent", since it occurs in many other domains of knowledge, which would constitute yet another case of convergence between structural processes in social and natural sciences, whether or not this is welcome. If a random process like the "law of proportional effect" can explain the lognormal distribution, the stochastic nature of such effects could at first sight be allowed , and it is indeed sometimes asserted in more recent applications of random growth models (Halloy, 2002) . Is urban hierarchy a simple consequence of "the law of large numbers", hence trivial, since it is common to so many complex systems? Indeed, transferring models always requires a careful transposition of concepts and measures between the domains of knowledge: the statistical mean growth trend itself should be interpreted in social terms, in its form of a random proportion of the previous mass. According to Halloy, "possibly the primal feature of complex systems is greed (or more euphemistically, resource attraction) and competition is its secondary outcome. It is this resource attraction and competition which in turn determines the primary interactions between agents, as well as the adaptive nature of agents changing rules to outcompete others" (p.2). Therefore, deeper insight into the growth generating process and in the way it is distributed among cities will lead to a less simple explanation. What social processes can maintain urban growth dP as an average proportion of the initial size of a city and why should the growth rates (dP/P) be randomly distributed over each short time interval? By trying to substantiate the general processes that are involved in the definition of Gibrat's model and to explain the main deviations that were observed in its applications to real systems of cities, it can be seen that an explanation in terms of a generic stochastic process responsible for any type of hierarchy of sizes is far too superficial.
Implicit specifications in a stochastic model
First, why should the population growth of a city be proportional to its size for any given short time interval? If we set aside for a moment the question of the spatial expansion of the urban agglomeration, we have two sources of variation in population, which are natural increase and migration. Natural increase of population, without limits relating to resource availability, is clearly a variable of the multiplicative kind, on biological grounds; this is confirmed by the universal use of quotients that always relate the numbers of births or deaths to the magnitude of present population in demographic comparisons. The same is true for migration quotients, but in this case one has to explain why the numbers of people that enter or leave a city during a given period of time are proportional to its population. Clearly, this relates to the laws of spatial interaction as they were summarised in a variety of models, all of the gravitational type. The proportionality between resident population and inward or outward migratory flows which is derived from the multiplication of the population at origin by the population at destination in the numerator of the model can be seen as merely an application of a random interaction process. It is in this sense that A. Wilson (1970) suggested interpreting the spatial interaction model in geography as an expression of the entropy maximisation principle. But the gravity model itself includes the decaying effect of distance on the number of flows in its denominator, and this is usually explained by a principle of minimisation of distance in social spatial interactions, because of constraints of effort, transportation costs, or travel time, or because of availability of information acting on individual behaviours in space.
Another reason for giving more explicit consideration to the effect of geographical space when applying Gibrat's model to city growth emerges if one tries to explain why the urban growth process of a given territory should exhibit, in each short time interval, a general trend represented by the statistical average, which applies to all cities with certain variations. From a social science perspective, this means that all cities belonging to a given territory are expected to share the same temporal trends in relation to growth, and that they are a part of a common trend of urban development. This relates to the mode of definition of a "system of cities" already mentioned in terms of homogeneity, either because the cities are located in a territory where socio-economic conditions are similar, usually because of the similarity in rules in the context of a single political control, or because of many exchanges and interdependencies between the cities. In other words, there is a network where the cities are mutually informed about what is happening in the others, in a context of competition among these interconnected cities for the adoption of innovations. The urban growth process is a more or less continuous adaptation to urban change, either by creating new products or services and imposing them on, or trading them to, other places, or by imitating those that have been created elsewhere. So it is not surprising that in the first book applying Gibrat's model to the British urban system, B. Robson (1973) established a direct connection between the urbanisation process and the diffusion of innovations among towns and cities during the nineteenth century.
In this process, the variance of urban growth rates, as well as the almost random redistribution of growth among cities at each period of time, requires explanation. The fluctuations observed in the growth rates have been related to the process of adaptation to urban change, which is not automatic or deterministic, but has an incremental random character, since cities participate more or less rapidly and intensely in the qualitative ongoing social and economic changes (Pumain, Saint-Julien, 1978) . It has been noted that urban change (new techniques, but also new economic activities, professions, physical infrastructures, as well as fashions, cultural practices and so on) is adopted very quickly in cities, nowadays within a time lapse of only a few years. Cities adapt to the changes (that they also contribute to creating ) by small discontinuous adjustments: the deviations from the mean change are generally not found in the same cities in two successive time intervals. Local micro-cycles of advance and delay on the scale of each city form a global cycle of innovation in the system of cities overall. Qualitative urban changes (and corresponding quantitative growth) thus diffuse rapidly within the entire urban system and therefore do not alter the initial structure of the system: the relative situations (in terms of size or economic specialisation for instance) remain the same. It has been demonstrated a contrario that when these fluctuations cease to be random and become amplified, they can lead to local or general branching in the structure of the urban system, for instance via the emergence of new economic specialisation. For example, new urban specialisations associated with very rapid urban growth have been observed in connection with the corresponding product cycles . Therefore, within a system, cities are in competition for the same thing (to attract population and activities, to capture investment or the benefits of innovations). In a sense, they "behave" as if they were "greedy" (Halloy, 2002) . Thus behind a process that could apparently be reproduced by a purely stochastic model, there may be a relevant explanation in social terms. If so, is this process totally free, or is it controlled, constrained, or regulated?
Hierarchical selection, hierarchical diffusion of innovations and space-time contraction
Even if satisfactory as a simple model that provides a fairly good proxy for the process of urban growth in systems of cities, Gibrat's model fails to explain a few important features in the process. Systematic deviations have been observed, which invite the enrichment of the model rather than its total rejection. First, the model expects a progressive reinforcement of the urban hierarchy, determined by the value of the average and variance of the growth rates : the higher these parameters, the larger are the contrasts between city sizes in the resulting urban hierarchy. We have demonstrated however, from various experimentations, that in reality the hierarchies become more contrasted over time than one would expect from the strict application of Gibrat's hypothesis. A first observation is that the correlation between urban growth rates and city sizes does not vary randomly around zero but always tends to have slightly positive values, even if very low (Pumain, 1982 , Guérin-Pace, 1993 , Moriconi-Ebrard, 1993 , Bretagnolle et al. 2000 . A second observation by Robson as early as 1973, is that despite the very low value of the correlation between city size and the growth rates, there is a significant increase in the mean value of growth rates of cities classified according to increasing size, and this observation has since been confirmed many times (figure 7). We have suggested that the historical trend towards a reinforcement of urban hierarchies could be linked with a systematic process that we call "hierarchical selection". This process operates in two ways. The first process is as follows: the emergence of innovations or their early adoption is more likely in large cities (because they generate a higher probability of social interaction, and also because their higher level of social complexity increases the ability to innovate or the likelihood of early adoption); also, the economic growth associated with a new product or service confers the maximum "initial advantage" of the innovation in its first locations (although this may not occur at the time of the first initiators who run the risk of failure, but rather in the early stages of development); there is thus a dual advantage for the already largest urban agglomerations. As a result the concept of "self sustained urban growth" has been advanced for large cities. Thus the hierarchical diffusion of innovations (a process already noticed by Hägerstrand, 1953 ) is a first explanation of the trend towards more contrasted distribution of city size in the urban hierarchies. The second explanation is a simplification at the bottom of the urban system, which is associated with an apparent contraction of geographical space: as the speed of transportation increases, travelling time from one places to another is reduced, the spatial range of the sphere of influence of larger cities is increased, and the smallest towns are left out: they lose their market share. As they are also reached later by most innovations and sometimes not at all (for instance railways, and later airports, did not connect all urban nodes), there is an irreversible trend towards the relative and even absolute decay of the smallest towns in urban systems. The trend has been partly masked by different processes: the demographic and economic increases made necessary the increased number of service facilities and sustained the expansion of small towns in absolute terms (but not in relative terms: for example in Europe during the last two centuries, the population increased sevenfold, the number of cities by a factor 4, the income by a factor 14 but the speed of transportation by a factor 40).
Although there were periods in history that hampered the development of large cities in favour of the development of smaller towns (or the emergence of many new towns through increases in the population of villages) as attested by De Vries (1984) for Europe in 17th century for instance, we have observed that the trend towards a reinforcement of urban hierarchies has been dominant over the last two centuries of intense urbanisation and proliferation of innovations. Table 2 brings evidence for France, Europe, and also for India. We have shown that an appropriate delimitation of urban entities is necessary to observe this trend (Bretagnolle et al. 2002) . For instance, it is difficult to decide, on the basis of the contradictory results obtained by Batty (2001) for Great Britain, if the decrease in inequalities in city size that he observes is a real exception in Europe (perhaps confirming the efficiency of the policy of "containment of urban England") or if it merely reflects the fact that the geographical entities in use for measuring urban growth are not normally expanding urban agglomerations but fixed administrative subdivisions.
The historical trend towards a reinforcement of urban hierarchies corresponds to a period of intense urbanisation. However the question is what will happen after the "urban transition" has been completed, when demographic growth and urbanisation rates slow down? It is still possible to imagine a reversal in the trend towards more contrasted urban hierarchies, which would lead to a decrease in the inequalities in city sizes. This might be for instance a statistical consequence of a negative growth rate, as shown in figure 8, where two lognormal curves have been fitted to the distribution of French settlements: whereas the sizes of the growing urban agglomerations are highly contrasted, the range of inequalities (as measured by the slope of the curve) is much narrower among the villages that have been losing population almost continuously for more than one century. However, if urban populations are stabilising, the urban product is likely to continue its growth and the inequalities in economic concentration could still increase. It has to be remembered that during the 1970s, a reversal in urbanisation trends, called "counter-urbanisation" had been predicted (for instance by Berry, 1976) , but this was disproved by the further evolution from the 1990's on, when a new phase of concentration of innovations, investments and skilled jobs in large agglomerations was observed, and termed "metropolisation". This trend is in fact not new and it characterizes the start of every new innovation cycle in the urban systems, before the subsequent phase of diffusion.
Of course innovations do not all diffuse equally within the systems of cities. The development of functionally specialised cities is usually linked with different economic cycles which have favoured the growth of particular places : before the industrial revolution, there are references to similar "generations" of cities, that were once driven by the textile industry, trade with the colonies, or since the end of nineteenth century by mass tourism. A recent version of this specialisation process can be seen for instance in the cities engaged in "high-tech", or finance activities. Even if they were successful during the boom of the specialising activities, such places may have difficulty continuing to adapt further to new cycles of products, or new modes of production, unless they continuously innovate. Some of them may follow the course of small towns that had short-lived success, but were subsequently able to readapt to some innovation and grow again, even if the probability that they would ever challenge the largest metropolises is very small. The largest metropolises usually have very long histories of successful adaptation. For instance, Paris and London in Europe, even if they were state capitals, both benefited from the industrial revolution of the 19th century -probably because they had for a long time been the largest city in their country, and were thus more likely to be open to innovation of any kind (figure 9). The industrial revolution can be seen as a major upheaval for the European urban system because specialised cities, sometimes very large, like Birmingham, or Manchester, or cities in the Ruhr area, were boosted from a status of small towns to the upper ranks of the urban hierarchy. But despite this, it should be recalled that the urban hierarchy in Europe was not totally upset by the industrial revolution: the correlation between the ranks of cities in the middle of eighteen century, before it started, and their ranks in 1950, long after its end, is very high (coefficient around 0.8! ). The capacity of this system of cities to absorb large upheavals was already attested in the 15th century by its recovery (with respect to both city size and rank) one century after the Black Death had decimated half the population. This is another indication of the number and strength of the links that have for centuries tightly linked the network of European towns and cities, making their co-evolution a fully competitive process long before the continent was equipped with direct and rapid transport connexions throughout. The major transformation that occurred between the 16th and 17th century, transferring the core of the system from the Mediterranean coast to the North Sea (de Vries, 1984, after Braudel) was a very slow process.
Our conclusion is that even if Gibrat's model remains generic and universal, it can by no means be accepted as a "purely" stochastic process requiring no further explanation. On the contrary, it should be enriched by reference to historical context and trends. First, historical considerations are needed to validate the homogeneity of criteria in relation to the territory that defines the systems of cities under consideration (if in most cases the "territory" is a continuous portion of the earth surface delimited according to long-standing political boundaries, it can also be defined as a network of intensely connected cities, as for instance in the case of today's "global cities"). Second, the intensity and timing of urban growth should be specified, and also the conditions of spatial interaction (speed of transportation) in order to understand the accentuation of contrasts in city size in relation to the apparent "space-time contraction". For instance, contrary to a frequent hypothesis, the global level of inequalities in city size, as reflected by the values of parameter q, are not correlated with the level of economic development. The same average is found for industrialised and developing countries, approximately 1.05. Despite rather large intra-group variations, a significant difference can be found between " old " and " recent " urban systems, the former including those mainly in Europe and Asia, the latter those in America and Australia. This, when related to average spacing between cities (13 km in Europe against 48 km in USA), can be explained by differences in the age of the settlement systems (Moriconi-Ebrard, 1993) . Spacing between towns and cities has been determined by the time necessary for connecting them in the course of development. This is one argument in favour of including the speed of the means of interurban transportation in the theoretical conception of urban systems. Moreover, the specific function of some large capitals as gates of communication between different levels of urban systems or as centralising forces for many important functions, also needs to be integrated to understand the phenomena of urban primacy or macrocephaly.
New types of stochastic models
Many new models of distributed growth that can generate power laws have been developed recently. The novelty is that they are not mathematical models of aggregated growth, they are an attempt to generate global distributions from agent-based models or multi-agent systems that define rules of interaction at a mico-level. A large variety of applications can be found, often in journals of physics, from stock market and wealth distribution in a population (Solomon, Richmond, 2001) , to the size of firms in a nation state (Axtell, 2001) or lengths of words in languages (Cancho, Solé, 2002) . However, hypothesis and results should not simply be transferred from one discipline to others, because the selection of relevant variables and processes is very specific, if one wants to represent even in a simplified way the empirical knowledge associated with each field. Below are a few examples among the most interesting suggestions.
S.E. Page (1988) proposed an agent-based model to simulate the emergence of cities, from very simple assumptions about location behaviour of agents, conditioned by a preference for agglomeration and an average distance in relation to other agents. However, in this model an agent's utility is defined, in reference to the distribution of agents on the lattice, and it is not very plausible that real agents could possess this sort of information. Axtell and Florida (2000) provide a more detailed microeconomic multi-agent model of endogenous formation of business firms, allowing agents to move between firms and between clusters of firms (thus assimilated to cities). Under the hypothesis of increasing returns from clustering at the level of the firm, they simulate a size distribution with constant returns (average growth rate) at the aggregate level. A stationary macro-structure is generated from a non-equilibrium microeconomic process. However appealing, because it reconciles two apparently contradictory but observed processes (search for increasing returns at the individual level, no decisive increasing returns at the aggregate level), this model has not been validated from empirical observations. Anderson et al. (2003) use an algorithm generating « scale-free » networks. This corresponds to a class of growing networks whose node degrees are power-law distributed (Barabasi, 2002) . In their model, the nodes of the network represent pieces of land which over time become more and more connected by edges representing exchanges of goods and services (the result of this trade is in fact simulated by a trade benefit or financial investment directed from one node to another). The model proceeds by adding new links between already developed nodes, with a probability of this occurring that is proportional to the relative size of the node in the total number of nodes, and by selecting new nodes. The mean probability of developing existing nodes is significantly higher than that relating to the development of new nodes. Spatial rules are added to specify this selection process, according to hypotheses about a distance-decay interaction model. Thus it is not quite clear whether this model is designed to simulate the urbanisation process on the intra-urban scale, or the formation of urban hierarchies, or both (Pumain, 2004) . In any event, the concept of "scale-free" networks, or "small worlds", seems well adapted to the simulation of urban systems, since they reveal the hierarchical structure that emerges in progressively constructed networks.
Evolutionary theory of urban hierarchies
As an alternative approach to static urban theories with their intractable problems of logic, as well as to the over-simplification of the too markedly generic stochastic or agent-based models, our solution would be to conceptualise the urban system as an evolutionary system, which at once is self-adapting to the change that is generated by human societies, and contributes to that change. The urban system is an "invention" the technical nature of which is usually not apparent in collective representations. For centuries we have been using the single word: "cities" to refer to urban agglomerations that have increased their size by several orders of magnitude and have integrated many qualitative changes into their morphology, their social composition and their economic production, or even their symbolic cultural references. A "city" is an admirable territorial adaptor to social change! Like other social systems, urban systems are the product of historical self-organising processes that mix deliberate actions and involuntary outcomes of social interactions. The evolutionary specificity of urban systems cannot be totally dissociated from the intentionality of social actions. Their dynamics are driven by a general expansive trend, which is rooted in social practices aiming to increase symbolic power, available resources and space for action; in cities, this trend is converted into invention intended to reduce the local uncertainties that constrain the development of a site and to search further afield for complementary resources, either in the surrounding territory or in more distant networks; it follows that interurban interactions contribute in turn, by emulation, to hastening the process of globalisation through urban networks and to enhancing the complexification of human activities through the division of labour and specialisation; this trend has already generated a major bifurcation, known as the urban transition, which has transformed the way we inhabit the planet by converting a set of settlements whose original function was the agricultural use of a territory, into a much more concentrated, hierarchised and qualitatively differentiated system of towns and cities, as soon as the increase in productivity made it possible to relocate a significant share of the labour force previously engaged in agricultural production. However, even if the expansion of urban entities has connections with intentional processes at individual level, the resulting regular urban hierarchies that emerge from the interactions between cities are not produced by conscious design. Their structure is however constrained by the competitive process of growth, which explains their form, similar to the size distribution of elements in other complex systems, and it is also constrained by the available technological means for connecting human activities in geographical space -and this process is specific to urban systems. The historical trends towards greater speed of communications known as space time convergence (Janelle, 2002) has certainly contributed to reinforcing the inequalities in city size, while on a lower scale it has widened the perimeter of urban areas. The historical coincidence between the development of urban systems and the speed of available means of transportation has also created some irreversible differences in urban hierarchies all over the world. Besides these general mechanisms, that are relatively easy to model, there are other systematic variations in urban hierarchies that are related to the political and administrative management of territories, according to the more or less intense centralisation of different powers, which can explain some discontinuities in the hierarchy of urban sizes.
Specific models of the dynamics of urban systems have explored different kinds of tools to simulate the evolution of urban hierarchies. We can briefly recall a few of them, underlining the points that they solve and the problems they still raise.
Self-organisation Models
Dynamic models of urban systems have been elaborated in the context of self-organisation theories, where formalisation shows up some forms of interdependence between the elements of the system, such as competition to attract activities or population. Using mathematical models of differential equations, the evolution of a set of central places was simulated from the growth rates and movements of population and employment between the urban centres of a region, in relation to relative local attractivity and an exogenous growth trend (White, 1977; Allen and Sanglier, 1979) . Other models have simulated the evolution of city sizes from the migration of individuals between centres (Weidlich and Haag 1988; Sanders, 1992) . These models have been related to the macroscopic structure of the urban system, for example by demonstrating that under certain hypotheses, the distribution of city size behaves as an attractor for a synergetic dynamic model of inter-urban migration (Pumain and Haag, 1994) .
A general criticism that can be made of these models is that they describe how change occurs but not why. Although the essential mechanism responsible for the form of the urban system is the competition between its component geographical units in attracting and accumulating the product of different resources, and although this competition is made possible by the circulation of information between the units which thus constitute a network, the fact remains that the motor of change is the continuous creation of new products and wealth in the system. Yet the emergence of innovation remains a stumbling-block in dynamic modelling, one that even the most sophisticated efforts at simulation have failed to resolve (Allen, 1991) .
Innovation as a motor of hierarchical differentiation
Mathematical models have proved inadequate to account for creative change, i.e. the intentional transcending of the limits of a dynamic process, which is characteristic of social evolutionary processes, which is why models based on a biological analogy have been no more successful than those borrowed from physics. The transposition of the Lotka-Volterra predator-prey models to the study of competition between regions or cities (Dendrinos and Mullaly, 1985) is only possible if the focus is restricted to the observation of relative variation, in other words if the urban dynamics are reduced to a struggle to secure market shares, or a zero sum game (see also the 'technology substitution' model by Marchetti, 1979 ). Yet this overlooks, first that the limiting factor present in the Lotka-Volterra ecological competition models is continually challenged by human societies, and second, that temporarily abandoned territories can always find a different use in a new cycle of innovation, thereby invalidating the idea of an analogy with technological substitution between products.
Here can be seen the limitations of analogies with physics and biology for a theory of urban systems. Although models based on physical systems allow two possible processes of change in the structure of the systems, i.e. bifurcation due either to the amplification of an internal fluctuation or to the occurrence of some external disturbance, they have great difficulty in accounting for the crucial phenomenon of innovation. Not only is this to a large extent endogenous to urban systems, but the continuous renewal that it induces means that innovation has a fundamental role in the genesis of the system's structure, through the diversification and complexification of its elements. Consequently it seems inappropriate to consider it simply as a fluctuation or external disturbance. The process has received considerable attention from economists seeking to replace the general equilibrium theory by an evolutionary approach.
Some authors have also suggested incorporating into the theory not only aspects of physical dynamics but also evolutionary processes based on biological theories. Allen (1991) has argued that towns and cities belong to the types of system in which new forms and functionalities are created. The appearance of innovation in the systems is not due to some optimisation of their functioning at a given time, but results from the practices, "discoveries" and "inventions" of non-average individuals. This is in fact a social interpretation of the notion of diversity from the biological theory of evolution. The models based on this theory require very powerful computers to simulate the endogenous emergence of innovation. However, it is not certain that social innovation, and the collective learning processes that it implies, can be modelled in quite the same way as a biological phenomenon. Future models will probably have to include cognitive processes, both for their role in the appearance and selection of innovation, and as additional regulators in evolution. It may then be possible to explain why bifurcations or "chaotic" behaviour are less common in urban systems than in other types of self-organised systems.
A governance for urban hierarchies?
We have experienced a computational model using multi-agent systems to generate urban hierarchies. The first version of this model was written in Smalltalk and published in Geographical Analysis in 1996 (the first application of multi-agent systems to geography). SIMPOP (Bura et al., 1996) is a multi-agent model that is designed to simulate the emergence, speciation and further evolution (over a period of 2000 years) of a system of towns and cities from a former set of rural settlements. The model is both a dynamic version of central place theory and an extension of the theory to include manufacturing activities. The agents are the individual towns and cities (defined as urban agglomerations), that compete for the acquisition of more and more complex urban functions (mainly trading activities, administration and industrial production). Among each type of function, different levels are distinguished according to the degree of specialisation or the range of service activities. Interactions between agents consist in exchanges of goods, persons and information, that are constrained by distance. Detailed interactions are only partially represented, through market trade (information on demand and supply and mean market price for different types of goods), or summarised by a global balance (measured in terms of wealth and population) in the other cases, providing a variance in urban growth rates for each short period (ten years). In this model, the properties of the distribution of urban size were used only as a test to validate the relevance of the rules, which generate a fictitious urban system. Three major results were established through simulation: 1) the model is able to simulate the emergence of a hierarchy of urban entities, even when the initial conditions include a uniform or normal distribution of settlement size and resources; 2) the model can generate different types of urban systems (according to their hierarchical differentiation and spatial pattern) through slight changes in the rules or the parameters; 3) the (exogenous) appearance of innovation, taking the form of new urban functions, is necessary to maintain the dynamics of hierarchisation within the system.
A new version of the model, SIMPOP2, is now being developed, and includes a number of improvements. The urban entities are no longer only reactive agents that can acquire a representation of their environment as a set of resources, and neighbouring agents that have demand and supply for a variety of goods. They are also cognitive agents, able to choose among different strategies for their development (by investing in new functions or in access infrastructures for instance) and they produce innovation from emulation (exchange of information, co-operation and competition) of other agents. In this sense, the innovation process, which is essential to the dynamics of urban systems, is rendered partially endogenous. A new function of "urban governance" is created to integrate cognitive and decisional processes, which simulate a variety of possible strategies in the competition process. The strategies can be imposed on certain places or chosen at random. This new version of the model is written on a SWARM platform. The objective is to produce a generic model that can be adapted to a variety of national histories and economies (developed/developing countries; old/recent settlement systems; long term -thousand yearsor shorter term -last fifty years-evolution). We also want this model to be able to reproduce coherent relative trajectories for the individual cities (similar to those observed in a variety of examples shown in figure 9) , and also to generate a diversity of regional hierarchies such as the ones that were identified in Europe by an analytical survey (see figure 10 ).
Even if we succeed in incorporating into the model the main processes that we think decisive in the formation of urban hierarchies, and even if this makes it possible to model a few important empirical observations about their evolution and variations, we are well aware that the set of rules selected is open to discussion: other rules could perhaps do as well. The problem of finding a middle pathway between too marked generality and ad hoc modelling is not easy to solve. In addition, despite efforts to detail certain social cognitive and decisional processes, we cannot claim that our agents behave in an autonomous and creative way! It therefore seems that classic models and empirical statistical checking remain as important as sophisticated simulation models to accumulate knowledge about urban hierarchies.
In the future, one could imagine that multi-level models could be built to combine processes explaining hierarchical organisation and hierarchical differentiation in a unified way, perhaps through fractal behaviour. M. Batty (2001) used cellular automata to generate poly-nucleated urban areas. We have also attempted to investigate in this direction, by making the spatial process of urban growth more explicit, including centre-periphery effects in a simulation model less detailed than SIMPOP but more powerful (Page et al., 2001) . One solution could be to include a model of growth with similar characteristics to the already existing models, which that can generate skewed distribution of size aggregates, but on two different scales according to the intensity of activities enabled by speed of transportation, and according to changes in speed and range over historical time. The fractal dimension of the generated aggregates could be used to validate the model.
Conclusion
The general structure of urban systems, including hierarchical organisation and differentiation, is interpreted in terms of a social evolutionary process : as in biological sciences, one can identify effects of mutation, competition, cooperation and selection, but in this case evolution is also partly driven by the cognitive activity of inventing technical and social artefacts. Improvement in accessibility, directed towards more and more sophisticated activities, in order to reduce uncertainties of life (ecological and social), can be considered as the main constraints acting on the evolution of the system, on both scales of analysis: the city itself, and the system of cities. The action of this organising principle on the spatial structure of the urban systems is almost always indirect : especially at the level of the system of cities, there is no conscious will nor any responsible institution to organise and adapt the system to ensure this increasing accessibility. The global structure and its more or less continuous adaptation emerge from interurban competition.
In this interpretation, the accessibility constraint is viewed as the systemic ordering principle of the spatial structure of urban systems. There is a kind of collective "rationale", distinct from the actual individual intentions of urban actors. Generally, individual actors try to make a better living by adding value to the urban "heritage" (global value of urban estates, production capital of firms, human capital of resident population, development potential of activities and urban development potential, symbolic values generating urban attractivity, and so on). This very general aim, at the level of urban actors, produces, when aggregated, an apparent "greediness" at the level of each city, which explains their incremental competitive adaptation to change and the process of creation and capture of innovation which characterises their interactive dynamics within the system of cities. It is this historical competitive process which explains the persistence of a continuum of towns and city sizes. This continuum bears the mark of individual histories of towns in their success or failure in adapting at different stages in their evolution. City size (and the correlated variety and complexity of the activity portfolio and social and cultural sophistication) is the cumulated product of a history. Therefore, the evolution of each city is also constrained by the feedback effects of the organisation of cities into a hierarchical structure within systems of cities.
