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It has been suggested recently that growth and division of a protocell could be modeled by a
chemically active droplet with simple chemical reactions driven by an external fuel supply. This
model is called the continuum model. Indeed it’s numerical simulation reveals a shape instability
which results in droplet division into two smaller droplets of equal size resembling cell division [1]. In
this paper, we investigate the reduced version of the continuum model, which is called the effective
model. This model is studied both in the linear and nonlinear regime. First, we perform a linear
stability analysis for the flat interface, and then we develop a nonlinear theory using the longwave
approach. We find that the interface at the leading order is governed by the modified Kuramoto-
Sivashinsky equation. Therefore the interface is subject to a logarithmic blow up after a finite time.
In addition, an expression for the interface local velocity is obtained.
I. INTRODUCTION
Over the past years, the dynamics and stability of ac-
tive droplets undergoing chemical reactions is a subject
of extensive studies [2]. In addition to numerous techno-
logical applications, active droplets provide a model of a
biological cell. Specifically, they exhibit self-propulsion
[3], growth and spontaneous division [4–7].
Recently, a simple model of the active droplet divi-
sion has been suggested in [1], which includes only two
components A and B. The droplet material B, which
is surrounded by a solvent, is subject to a spontaneous
chemichal reaction
B → A. (1)
Molecules A are soluble, hence they leave the droplet
and move to the solvent, where they induce the chemical
reaction,
A+ C → B + C ′; (2)
here C is the fuel and C ′ is the product. Finally, material
B diffuses inside the droplet thus completing the reaction
cycle, see Fig 2.
The problem was considered using two models, (i)
the continuum model with a diffuse interface between
phases and a continuous reaction function; (ii) the effec-
tive model with a sharp interface and piecewise linear re-
action function. In the numerical simulations carried out
for a spherical droplet, depending on the droplet’s param-
eters, three different scenarios have been observed: (i) the
droplet shrinks until it disappears; (ii) the droplet grows
toward stationary radius where the influx is balanced by
the efflux across the interface, and therefore it coexists
with the surrounding (stable state); (iii) the droplet un-
dergoes shape instability where any small shape deforma-
tion triggers the elongation along one axis until droplet
division.
In the present paper, we investigate the effective model
suggested in [1] by means of the nonlinear stability the-
ory. In Sec. II, we briefly describe the mathematical
models. In Sec. III, we study the instability develop-
ment of a motionless one-dimensional interphase bound-
ary. The instability criterion is obtained, and the equa-
tion governing the boundary evolution is derived in the
limit of long waves. In Sec. IV, the analysis is done for
a moving boundary. In Sec. V, the general case of a
two-dimensional moving interface is considered.
II. FORMULATION OF THE PROBLEM
In the present section, we briefly describe the models
formulated in the supplementary information (SI) of Ref.
[1].
A. The continuum model
Let us consider a segregated binary solution with com-
ponent B dissolved in solvent A. The field u describes
the concentration of droplet material B both inside and
outside the droplet, therefore the phase with a high equi-
librium concentration of B, u
(0)
− , forms droplets in the
ocean of the phase with a low concentration, u
(0)
+ . The
free energy density function has a double well shape,
f(u) =
b
2(∆u)2
(
u− u(0)−
)2 (
u− u(0)+
)2
where the positive parameter b characterizes the molec-
ular interactions and entropic contributions, and ∆u =
u
(0)
− − u(0)+ > 0.
The state of the system is described by the free energy
functional
F [u] =
∫
V
(
f(u) +
κ
2
|∇u|2
)
dυ,
where V is the volume of the system, dυ is a volume
element, and κ is a coefficient, which determines the sur-
face tension and the interface width [8]. Consequently,
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2the chemical potential is given by the variational deriva-
tive,
µ =
δF
δu
=
b
|∆u|2
(
u− u(0)−
)(
u− u(0)+
)(
2u− u(0)− − u(0)+
)
− κ∇2u.
The component B is subject to diffusion and chem-
ical reactions. Hence, the material concentration field
dynamics is governed by the reaction diffusion equation,
ut = ∇ · (m(u)∇µ) + s(u), (3)
where m(u) is a mobility coefficient of the component B,
and the reaction function s(u) is designed to be linear in
the phases outside and inside the droplet, and smoothly
interpolated by a cubic polynomial p3(u) in some interval
u−c < u < u
+
c , where u
±
c are some characteristic concen-
trations, u−c < u
(0)
− , u
+
c > u
(0)
+ , see Fig. 1,
s(u) =

ν+ + k+(u
(0)
+ − u), u ≤ u+c ,
p3(u), u
+
c ≤ u ≤ u−c ,
−ν− + k−(u(0)− − u), u−c ≤ u,
(4)
here k± are the reaction rate outside and inside the
droplet respectively, and similarly ν± are the reaction
fluxes at equilibrium concentration. We do not present
here the explicit expression for p3(u), but we notice that
the polynomial p3(u) is uniquely determined.
B. The effective sharp-interface model
The model described above determines a diffuse
boundary between the phases; its width is δ ∼ (κ/b)1/2.
Below we assume that the width of the transition layer δ
is small with respect to any other characteristic scales of
the problem, and apply the sharp interface limit. Within
that limit, two boundary conditions are applied at the
sharp interface. The first one is the continuity of the
chemical potential across the interface,
µ(u−) = µ(u+), (5)
and the second one is the Laplace pressure jump across
the interface,
(u− − u+)µ(u−) + f(u+)− f(u−) = 2σH, (6)
where u− and u+ are the concentration values at the
interface inside and outside the droplet, respectively, σ =
(∆u)2
√
κb/6 is the surface tension or the free energy per
unit of area of the interface, and H is the local mean
curvature of the interface,
H =
1
2
(κ1 + κ2), (7)
where κ1 and κ2 are principal curvatures of the interface.
Equations (5) and (6) are the coexistence conditions of
𝑢
𝑠(𝑢)
𝑠 𝑢 = −𝜈− + 𝑘− 𝑢−
(0) − 𝑢
𝑢𝑐
−𝑢𝑐
+
𝑠 𝑢 = 𝜈+ + 𝑘+ 𝑢+
(0)
− 𝑢
𝑠 𝑢 = 𝑝3(𝑢)
FIG. 1. Plot of the source function s(u) in (4) that behaves
as cubic polynomial when u−c < u < u
+
c and linear otherwise.
the inside and outside phases that are separated by the
droplet interface [9], [10].
The next step of the model simplification is the lin-
earization of equations (3), (4). The source function (4)
is approximated by a piecewise linear function,
sL(u) =
{
ν+ + k+(u
(0)
+ − u), outside the droplet,
−ν− + k−(u(0)− − u), inside the droplet.
Later on, we will refer the signs (+) and (−) for the values
outside and inside the droplet, respectively.
Linearizing equation (3) around the values u
(0)
− and
u
(0)
+ inside and outside the droplet respectively yields the
linear equations,
∂tu
± = D±∇2u± −m±κ∇4u± + sL(u), (8)
where u+ and u− are the concentration of the droplet
material B outside and inside the droplet respectively,
D± and m± are constant coefficients. Below we omit the
bi-harmonic terms m±κ∇4u± in equations (8), following
the estimates presented in Ref. [1].
In the small surface tension limit, σ  ∆u/(Hβ),
where β = 2/(b∆u) is the coefficient that describes the
Laplace pressure effect on the interface’s concentration,
the equilibrium conditions (5) and (6) are approximated
as follows,
u− ∼ u(0)− + βσH,
u+ ∼ u(0)+ + βσH.
The interface dynamics is governed by
vn = nˆ · j
− − j+
u− − u+ , (9)
where vn is the normal velocity of the interface, nˆ is a
unit vector normal to the interface, and j± = −D±∇u±
are the diffusion fluxes outside and inside the droplet, re-
spectively. Recall again that u± in (9) are the concentra-
tions evaluated outside and inside the droplet interface,
respectively.
3𝒙
𝒛
Dilute phase
Droplet phase
Dilute phase
𝐀 + 𝐂 → 𝐁 + 𝐂′
𝒛 = 𝒒(𝒙, 𝒕)
Droplet 
phase
𝒖+
𝒖−
𝐁 → 𝐀
FIG. 2. A schematic description of the droplet division dy-
namics while concentrating (zooming in) on the region where
the division occurs. Inside the droplet, material B is sponta-
neously transformed into soluble dilute material A that leaves
the droplet. Outside the droplet, material A is transformed
into material B, while chemical fuel C is transformed into
product C′. Finally, material B diffuses inside the droplet,
thus completing the reaction cycle.
C. Formulation of the nondimensional local
problem
Both the continuum model and the effective model
of the previous sections were studied numerically in the
framework of a spherical droplet in a spherical coordi-
nate system centered at the droplet center (SI [1]). In
this paper, we concentrate on the region where the di-
vision starts, see Fig. 2. In that region, we formulate
the effective model in the infinite space using Cartesian
coordinates (x, y, z), i.e., the droplet dynamics is reduced
to the dynamics of a distorted flat interface that could
be described by the function z = q(x, y, t), (see Fig. 2
for the one dimensional description). The goal of the
next sections is to understand the dynamics of such in-
terface using only analytical tools both in the linear and
nonlinear regime.
We begin with the formulation of the effective model in
a nondimensional form. We introduce the concentration,
length, and time scales, respectively,
∆u = u
(0)
− − u(0)+ , L+ =
√
D+
k+
, T+ =
1
k+
;
then we define the scaled variables and fields,
(x, y, z) = L+(x∗, y∗, z∗), t = T+t∗,
u(x, y, z, t) = (∆u) u∗∗(L+x∗, L+y∗, L+z∗, T+t∗) =
(∆u) u∗(x∗, y∗, z∗, t∗),
q(x, y, t) = L+q∗∗(L+x∗, L+y∗, T+t∗) = L+q∗(x∗, y∗, t∗),
H(x, y, t) = (L+)−1H∗∗(L+x∗, L+y∗, T+t∗) =
(L+)−1H∗(x∗, y∗, t∗).
As a result, we obtain six nondimensional parameters of
the system,
N± =
ν±
k+∆u
, U− =
u
(0)
−
∆u
, B =
βσ
2L+∆u
,
D =
D−
D+
, K =
k−
k+
. (10)
Denote U+ =
u
(0)
+
∆u = U
−−1 and drop the stars, then the
local effective model of subsection II B takes the form
∂tu
+ = ∇2u+ − u+ + U+ +N+, z > q(x, y, t),(11a)
∂tu
− =
D∇2u− −Ku− +KU− −N−, z < q(x, y, t),(11b)
u± = U± + 2BH(x, y, t); z = q(x, y, t), (11c)
the nondimensional form of the front dynamics equation
is (
u− − u+) ∂tq = (−∂xq,−∂yq, 1) · (∇u+ −D∇u−) ,
z = q(x, y, t). (12)
III. STABILITY ANALYSIS FOR STATIONARY
ONE DIMENSIONAL INTERFACE
A. Stationary state of the flat interface
First, let us consider the flat stationary interface
q(x, t) = q¯; without losing of generality, we may assume
that q¯ = 0. The local curvature vanishes in this case,
H = 0. Also, we assume that the concentration field
is translationally invariant along the x and y axes, i.e.,
u = u¯(z). As a result, equations (11a-11c) take the form
∂2z u¯
+ − u¯+ + U+ +N+ = 0, z > 0, (13a)
D∂2z u¯
− −Ku¯− +KU− −N− = 0, z < 0, (13b)
u¯± = U±, z = 0; (13c)
also, we apply the regularity condition
|u±(±∞)| <∞.
Equations (13a-13c) have the solutions,
u¯+ = U+ +N+
(
1− e−z) , (14a)
u¯− = U− − N
−
K
(
1− ez
√
K/D
)
. (14b)
Considering the front dynamics in equations (9) and
(12), we conclude that the flat front is motionless, vn = 0,
only if the influx is balanced by efflux across the flat
interface q = 0,
nˆ · j− = nˆ · j+ ⇔ ∂zu¯+ = D∂zu¯− ⇔
N+ = N−
√
D
K
. (15)
4Equation (15) gives us the condition on the system pa-
rameters to achieve the stationary state, i.e., the coex-
istence condition for two phases separated by the flat
motionless interface.
In view of equation (14a), we find that
N+ = u¯+(z =∞)− u¯+(z = 0),
therefore, N+ determines the excess concentration of the
droplet material far from the droplet. Therefore, we call
the parameter N+, which will play a central role in the
next sections, the supersaturation parameter.
B. Dispersion relation
For investigating the stability of the flat front q = 0
and the stationary solutions (14a) and (14b), we intro-
duce the disturbances,
u = u¯+ uˆ, u¯ uˆ, (16a)
q = q¯ + qˆ, q¯  qˆ. (16b)
Because of the rotational invariance of the problem, it
is sufficient to consider only the two-dimensional distur-
bances, assuming that all the variables do not depend on
y. According to (7), the mean curvature is
H(q) =
−∂2xq
2 (1 + (∂xq)2)
3/2
= −1
2
∂2xqˆ + ...
Substituting the perturbed solution (16a),(16b), into the
system (11a)-(12), and neglecting nonlinear terms, we
obtain the linearized problem for disturbances:
∂tuˆ
+ = ∇2uˆ+ − uˆ+, z > 0, (17a)
∂tuˆ
− = D∇2uˆ− −Kuˆ−, z < 0, (17b)
uˆ± = −B∂2xqˆ − qˆ∂yu¯±, z = 0, (17c)
lim
z→±∞ uˆ
± = 0, (17d)
in addition, we get the interface disturbance equation,
∂tqˆ = ∂zuˆ
+ −D∂zuˆ− +
(
∂2z u¯
+ −D∂2z u¯−
)
qˆ, z = 0.
(18)
Let us introduce the normal modes,
uˆ±(x, z, t) = A±(z)eiωx+σt, qˆ(x, t) = Q(ω, σ)eiωx+σt,
(19)
where σ is the growth rate, and ω is the wave number of
the disturbance. When substituting (19) into the linear
system (17a)-(17d), one finds the solutions,
uˆ+ = −Q (−ω2B +N+)× (20a)
exp
(
−z
√
σ + ω2 + 1 + iωx+ σt
)
,
uˆ− = −Q
(
−ω2B + N
+
D
)
× (20b)
exp
(
z
√
σ
D
+ ω2 +
K
D
+ iωx+ σt
)
.
Putting these expressions (20a), (20b) into equation (18)
yields the following dispersion relation,
σ =
(−ω2B +N+)√σ + ω2 + 1 + (21)(−ω2DB +N+)√ σ
D
+ ω2 +
K
D
−N+
(
1 +
√
K
D
)
,
Note that σ = ω = 0 is a solution for (21), which
corresponds to a homogeneous shift of the front. The
existence of a neutral mode at ω = 0 creates a possibility
of a longwave instability at small nonzero ω. Indeed,
assume σ = Sω2 + o(ω2), ω2  1. At the leading
order, equation (21) yields:
S
[
1− N
+
2
(
1 +
1√
KD
)]
=
N+
2
(
1 +
√
D
K
)
−B(1 +
√
KD).
Thus we find that if
2B
1 +
√
KD
1 +
√
D/K
< N+ <
2
1 + 1/
√
KD
, (22)
then S > 0, which corresponds to a monotonic longwave
instability.
C. Longwave nonlinear theory
In the present section, we perform a detailed derivation
of the closed longwave nonlinear equation governing the
evolution of the surface deformation in the case, where
all the functions do not depend on y. The general case
is considered in Section V.
Recall that the effective model (11a-12) governing the
interface dynamics is actually nonlinear due to the curva-
ture effect. In this section, we derive the weakly nonlin-
ear evolution equation governing the nonlinear develop-
ment of longwave instability. We follow the approach of
Sivashinsky [11] in the limit of the small supersaturation
number N+  1.
First let us perform the shift transformations
u+ ← u+ + U+ +N+, u− ← u− + U− −N−/K
on equations (11a)-(12) to obtain the system,
u+t = u
+
xx + u
+
zz − u+, z > q(x, t), (23a)
u+ = −N+ + 2BH(x, t), z = q(x, t), (23b)
u−t = u
−
xx + u
−
zz −Ku−, z < q(x, t), (23c)
u− =
N−
K
+ 2BH(x, t), z = q(x, t), (23d)(
u− − u+ − N
−
K
−N+ + 1
)
qt = (23e)
u+z −Du−z − qx
(
u+x −Du−x
)
, z = q(x, t).
Then we introduce the curvilinear coordinates,
z˜ = z − q(x, t), x˜ = x, t˜ = t,
5and define,
q(x, t) = q(x˜, t˜) = q˜(x˜, t˜), H(q) = H˜(q˜)
u(x, z, t) = u(x˜, z˜ + q˜(x˜, t˜), t˜) = u˜(x˜, z˜, t˜).
Applying the chain rule and dropping the tildes, we trans-
form equations (23a)-(23e) to the form
u+t − qtu+z = (24a)
u+zz + u
+
xx + q
2
xu
+
zz − 2qxu+xz − qxxu+z − u+, z > 0,
u+ = −N+ + 2BH(x, t), z = 0, (24b)
u−t − qtu−z = (24c)
D(u−zz + u
−
xx + q
2
xu
−
zz − 2qxu−xz − qxxu−z )−Ku−, z < 0,
u+ =
N−
K
+ 2BH(x, t), z = 0, (24d)(
u− − u+ − N
−
K
−N+ + 1
)
qt = (24e)(
q2x + 1
) (
u+z −Du−z
)− qx (u+x −Du−x ) , z = 0.
In order to obtain a closed amplitude equation for the
surface deformation, we assume the following scaling of
the system variables and parameters:
τ = ε6t, ξ = εx, ζ = z,
N± = ε2
(
Λ±c + ε
2Λ±2
)
, B = ε2Φ, (25)
where all the Greek upper case letters denote quantities
O(1). Note that according to (15)
Λ+c = Λ
−
c
√
D
K
, Λ+2 = Λ
−
2
√
D
K
.
The front dynamics is slow in time and large-scale in
space. Motivated by the stationary solutions (14a)-(14b),
we assume the following asymptotic expansions of the
fields,
u = ε2u2(ξ, ζ, τ) + ε
3u3 + ε
4u4 + ..., (26a)
q = q0(ξ, τ) + εq1 + .... (26b)
Next, we substitute (26a) and (26b) in equations (24a)-
(24e), and collect the terms of the same order.
At the leading order O(ε2), we obtain the system of
equations that is equivalent to the base solutions that
were considered in subsection III A,
u+2ζζ − u+2 = 0, ζ > 0,
u+2 = −Λ+c , ζ = 0,
u−2ζζ −
K
D
u−2 = 0, ζ < 0,
u−2 =
Λ−c
K
, ζ = 0,
u+2ζ −Du−2ζ = 0, ζ = 0. (27)
The solutions are,
u+2 = −Λ+c e−ζ , u−2 =
Λ−c
K
eζ
√
K/D,
then indeed, equation (27) is equivalent to the flux bal-
ance condition (15). At the next order O(ε3), the equa-
tions are homogenous therefore u±3 ≡ 0.
At order O(ε4), we have the system,
u+4ζζ − u+4 = A+4 e−ζ , ζ > 0,
u+4 = −Λ+2 − Φq0ξξ, ζ = 0,
u−4ζζ −
K
D
u−4 = A
−
4 e
ζ
√
K/D, ζ < 0,
u−4 =
Λ+2
K
− Φq0ξξ, ζ = 0,
u+4ζ −Du−4ζ = 0, ζ = 0, , (28)
where
A+4 = Λ
+
c
(
q20ξ + q0ξξ
)
A−4 = −
Λ−c
DK
(
Kq20ξ −
√
DKq0ξξ
)
,
hence one can calculate the solutions,
u+4 = −
(
Λ+2 + Φq0ξξ +
A+4
2
ζ
)
e−ζ ,
u−4 =
(
Λ+2
K
− Φq0ξξ + A
−
4
2
√
D
K
ζ
)
eζ
√
K/D.
As a result, equation (28) yields the equation,[
−Λ
+
c
2
(
1 +
√
D
K
)
+ Φ(1 +
√
DK)
]
q0ξξ = 0,
Which determines the instability threshold,
Λ+c =
2Φ(1 +
√
DK)
1 +
√
D/K
(29)
Note that (29) coincides with (22).
At order O(ε5), we have the system,
u+5ζζ − u+5 = A+5 e−ζ , ζ > 0,
u−5ζζ −
K
D
u−5 = A
−
5 e
ζ
√
K/D, ζ < 0,
u±5 = −Φq1ξξ, ζ = 0,
u+5ζ −Du−5ζ = 0, ζ = 0, , (30)
where
A+5 = Λ
+
c (2q0ξq1ξ + q1ξξ)
A−5 =
Λ−c
DK
(
−2Kq0ξq1ξ +
√
DKq1ξξ
)
,
hence one can calculate the solutions,
u+5 = −
(
Φq1ξξ +
A+5
2
ζ
)
e−ζ ,
u−5 =
(
−Φq1ξξ + A
−
5
2
√
D
K
ζ
)
eζ
√
K/D,
6then equation (30) is satisfied due to condition (29).
At the next order, O(ε6), we will obtain a closed equa-
tion governing the interface dynamics q0(ξ, τ). It holds
that,
u+6ζζ − u+6 = (E+ + ζF+)e−ζ , ζ > 0,
u−6ζζ −
K
D
u−6 = (E
− + ζF−)eζ
√
K/D, ζ < 0,
u±6 = Φ
(
3
2
q20ξq0ξξ − q1ξξ
)
, ζ = 0,
q0τ = u
+
6ζ −Du−6ζ − q0ξ
(
u+4ξ −Du−4ξ
)
, ζ = 0, (31)
where E±, and F± are tedious expression that include
q0, q1, q2, u
±
4 , and their derivatives, see Appendix A. One
can calculate,
u+6 =
[
u+6 (ζ = 0)−
(
E+
2
+
F+
4
)
ζ − F
+
4
ζ2
]
e−ζ ,
u−6 =
[
u−6 (ζ = 0) +
(
E−
2
√
D
K
− DF
−
4K
)
ζ
+
F+
4
√
D
K
ζ2
]
eζ
√
K/D,
therefore equation (31) yields the following amplitude
equation for the interface at leading order,
∂τq0 = −α1∂2ξ q0 − β1∂4ξ q0 + γ1
(
∂2ξ q0
)2
, (32)
where,
α1 =
1
2
Λ+2
(
1 +
D
K
)
β1 =
1
2
[
Φ
(
1 +D
√
D
K
)
+
Λ+c
4
(
1 +
[
D
K
]3/2)]
γ1 =
Φ
4
[
3(D − 1) +
√
D
K
(1−K)
]
. (33)
Let us emphasize that the nonlinear term in the ob-
tained amplitude equation is different from the (∂ξq0)
2
term characteristic for the Kuramoto-Sivashinsky equa-
tion, which is typical for instabilities of reaction fronts
and phase transition fronts. The reason is that we con-
sider here the longwave instability of a motionless reac-
tion front (see (15)), while the above-mentioned nonlin-
ear term is related to the nonlinearity of the expression
for vn (see (9), and (12)). Note that equation (32) can
be transformed to the Sivashinsky equation,
∂τQ = −α1∂2ξQ− β1∂4ξQ+ γ1∂2ξ (Q2), (34)
where Q = ∂2ξ q0.
In a contradistinction to the Kuramoto-Sivashinsky
equation, which describes the development of a spatio-
temporal chaos [12], the temporal evolution of a distur-
bance governed by the Sivashinsky equation leads to for-
mation of singularity. Below we briefly describe the re-
sults of the paper [13] that contains a detailed description
of that singularity.
Near the singularity point,
∂2ξ (Q
2) ∂2ξQ,
therefore at the leading order one can disregard the first
term in the right-hand side of (34). By applying the
transformation (β1/γ1)g(ξ, τ¯) = q0ξξ, and τ¯ = β1τ on
equation (32), one obtains the universal equation
gτ¯ + ∂
4
ξg −
(
g2
)
ξξ
= 0.
Its self-similar solution,
g(ξ, τ¯) = (τ¯c − τ¯)−1/2f(r),
r =
ξ − ξc
(τ¯c − τ¯)1/4
describes the formation of a singularity at finite time τ¯ =
τ¯c in the point ξ = ξc. Here f is a smooth function which
satisfies an ordinary differential equation,
1
2
(
f +
1
2
rfr
)
= (f2)rr − ∂4rf, −∞ < r <∞.
For the singularity of q(ξ, τ), the following relations have
been obtained [13]:
q(ξc, τ) ∼ −γ1C
β¯
ln(τc − τ) +A0 +O
(√
τc − τ
)
, (35a)
C ≈ 2.01,
q(ξ, τ) ∼ −4γ1C
β¯
ln |ξ − ξc|+B0 + (35b)
O
(√
τc − τ , τc − τ
(ξ − ξc)4
)
, (τc − τ)1/4  |ξ − ξc|  1,
where A0, and B0 are constant.
Note that the singularity of the interface distortion
propagates towards the droplet phase (that would cor-
respond to the droplet division) only if γ1 < 0.
IV. MOVING FRONT ANALYSIS
If the relation (15) is violated, the flat front moves.
In this section we perform the analysis of a moving
one dimensional front solution both in the linear and
nonlinear regime. Therefore we assume a moving front
q(x, t) = vt + h(x, t), and consider a traveling solution
u(x, z, t) = u˜(x, z˜, t), where z˜ = z − vt. We drop the
tildes then equations (11a-12) take the form,
∂tu
+ = ∇2u+ + vu+z − u+ + U+ +N+, z > h(x, t),
∂tu
− =
D∇2u− + vu−z −Ku− +KU− −N−, z < h(x, t),
u± = U± + 2BH(x, t), z = h(x, t),(
u− − u+) (v + ht) =
(−hx, 1) ·
(∇u+ −D∇u−) , z = h(x, t).
7A moving flat front solution takes the form,
u¯+ = U+ +N+ (1− ezr−) , r− = −v −
√
v2 + 4
2
u¯− = U− − N
−
K
(1− ezr+) , r+ = −v +
√
v2 + 4DK
2D
,
while the flux balance (15) gives
v +N+r− +
DN−
K
r+ = 0. (36)
The dispersion relation (21) is generalized to
σ = m−(ω2B +N+r−)−Dm+
(
ω2B − N
−r+
K
)
−
N+r2− −
DN−
K
r2+,
m− =
1
2
(
−v −
√
v2 + 4(σ + ω2 + 1)
)
< 0,
m+ =
1
2D
(
−v +
√
v2 + 4D(σ +Dω2 +K)
)
> 0.
Following the procedure of the nonlinear longwave anal-
ysis described in Section III C, and choosing the velocity
scaling v = ε4V , V = V0 + ε
2V2 + · · · in addition to (25),
we obtain the relations
Λ+c −
√
D
K
Λ−c = 0,
Λ+2 −
√
D
K
Λ−2 = V0, (37)
−1
2
(
Λ+c +
D
K
Λ−c
)
+ (1 +
√
DK)Φ = 0,
which are in agreement with (36). Finally, the moving
interface dynamics at the leading order is governed by
the following equation,
∂τh0 + α1∂
2
ξh0 + β1∂
4
ξh0 −
V0
2
(∂ξh0)
2 − γ1
(
∂2ξh0
)2
= V2,
V2 =
V0
2
(
Λ+c +
Λ−c
K
)
. (38)
We may write h0 = V2τ +ψ, then we obtain the modified
Kuramoto-Sivashinsky equation [13]
ψτ + α1∂
2
ξψ + β1∂
4
ξψ −
V0
2
(∂ξψ)
2 − γ1(∂2ξψ)2 = 0, (39)
which contains two nonlinear terms.
The structure of the obtained equation can be under-
stood in the following way. The normal velocity vn of
the one-dimensional phase transition boundary is deter-
mined by its curvature κ = 2H. If the curvature is small
and slowly depends on the coordinate, the long-wave ex-
pansion for vn is
vn ∼ V − α1κ− β1∂2sκ+ γ1κ2 + . . . , (40)
where V is the velocity of the flat boundary, ∂s is the
derivative along the boundary, α1, β1 and γ1 are constant
coefficients [14]. For small deformations, expression (40)
leads to (38). The term proportional to (∂ξψ)
2 has a
kinematic origin: it is caused by the relation
vn =
∂th√
1 + (∂xh)2
.
Therefore, that term, which is characteristic for the stan-
dard Kuramoto-Sivashinsky equation, is ubiquitous in
deformational instabilities of moving fronts. The term
proportional to (∂2ξψ)
2, which is caused by the depen-
dence of the normal velocity on the curvature, is the same
as in (32), and it creates a finite-time singularity, which
corresponds to creation of a caustic for the curve moving
according to (40).
V. DYNAMICS OF THE TWO DIMENSIONAL
INTERFACE
The generalization of the derivation presented above
to the moving two dimensional interface q(x, y, t) = vt+
h(x, y, t) is straightforward.
Expression (7) is replaced with
H = −1
2
∇2⊥q + qxxq2y − 2qxqyqxy + qyyq2x
(1 + |∇⊥q|2)3/2 ,
where
∇2⊥q = qxx + qyy, |∇⊥q|2 = q2x + q2y.
Using the expansion
h(x, y, t) = h0 + εh1 + ε
2h2 + ...,
and rescaling the coordinates as ξ = εx, η = εy, we
obtain the following expansion of the curvature,
H = −ε
2
2
∇2⊥h0 −
ε3
2
∇2⊥h1 + ε4
[
− 1
2
∇2⊥h2 +
3
4
(h20ξh0ξξ + h
2
0ηh0ηη) +
1
4
(h20ξh0ηη + h
2
0ηh0ξξ) + h0ξh0ηh0ξη
]
+ ....
The results of the linear theory of section III are un-
changed, with ω being the modulus of the wavevector.
The weakly nonlinear analysis gives the following evolu-
tionary equation of the interface at the leading order,
∂τψ = −α1∇2⊥ψ − β1∇4⊥ψ + γ2
(∇2⊥ψ)2
+
V0
2
|∇⊥ψ|2 − δ
(|∇⊥ψx|2|+∇⊥ψz|2) , (41)
where h0 = V2τ + ψ and
δ =
Φ
2
(1 +
√
DK)
(
1−
√
D
K
)
, γ2 = γ1 + δ.
8Using the relation(∇2⊥ψ)2−(|∇⊥ψx|2 + |∇⊥ψy|2) = 2 (ψxxψyy − (ψxy)2) ,
we can rewrite equation (41) as
∂τψ = −α1∇2⊥ψ − β1∇4⊥ψ + γ1
(∇2⊥ψ)2
−V0
2
|∇⊥ψ|2 + 2δ(ψxxψyy − ψ2xy). (42)
The evolution equation (42) corresponds to the longwave
limit of the following expression for the normal velocity
[14]:
vn ∼ V − α1κ− β1∇2sκ+ γ1κ2 + 2δG+ ...,
where κ = 2H and
G =
qxxqyy − q2xy
(1 + |∇⊥q|2)2
is the Gaussian curvature of the surface. The develop-
ment of the singularity for that equation was studied in
[13]. The one-dimensional case, (32) is recovered.
VI. CONCLUSION
We have obtained the condition on the system param-
eters (15) to achieve the coexistence of two phases sepa-
rated by the motionless interface. In the case of moving
front, an exact expression of the local interface normal
velocity has been obtained (37),(38). We have carried
out the linear stability analysis of the flat interface and
found a monotonic longwave instability. A weakly non-
linear theory near the instability threshold has been de-
veloped. The local interface dynamics is governed by the
modified Kuramoto-Sivashinsky equation that develops a
logarithmic singularity after a finite time (32),(39),(41).
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Appendix A
Expressions for E±, and F±,
E+ = Λ+c (q
2
1ξ + 2q0ξq2ξ + q2ξξ) + q0ξξ(Λ
+
2 + Φq0ξξ −A+4 /2)
−q20ξ(−Λ+2 − Φq0ξξ +A+4 ) + 2q0ξ(−A+4ξ/2 + Φq0ξξξ) + Φ∂4ξ q0.
F+ = q0ξξA
+
4 /2 + q
2
0ξA
+
4 /2 + q0ξA
+
4ξ +A
+
4ξξ/2.
E− = −Λ
−
c
D
(
q21ξ + 2q0ξq2ξ −
√
D
K
q2ξξ
)
+
q0ξξ
(√
D
K
(Λ−2 /K − Φq0ξξ) +
√
D
K
A−4 /2
)
−q20ξ
(
K
D
(Λ−2 /K − Φq0ξξ) +A−4
)
+
2q0ξ
(√
D
K
A−4ξ/2−
√
K
D
Φq0ξξξ
)
+ Φ∂4ξ q0.
F− = q0ξξA−4 /2−
√
K
D
q20ξA
−
4 /2 + q0ξA
−
4ξ −
√
D
K
A−4ξξ/2.
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