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I propose the emergence of the spin-orbital-coupled vector chirality in a non-frustrated Mott insu-
lator with the strong spin-orbit coupling due to ab-plane’s inversion-symmetry (IS) breaking. I derive
the superexchange interactions for a t2g-orbital Hubbard model on a square lattice with the strong
spin-orbit coupling and the IS-breaking-induced hopping integrals, and explain the microscopic
origins of the Dzyaloshinsky-Moriya (DM) -type and the Kitaev-type interactions. Then, by adopt-
ing the mean-field approximation to a minimal model including only the Heisenberg-type and the
DM-type nearest-neighbor interactions, I show that the IS breaking causes the spin-orbital-coupled
chirality as a result of stabilizing the screw state. I also highlight the limit of the hard-pseudospin
approximation in discussing the stability of the screw states in the presence of both the DM-type
and the Kitaev-type interactions, and discuss its meaning. I finally discuss the effects of tetragonal
crystal field and Jeff =
3
2
states, and the application to the iridates near the [001] surface of Sr2IrO4
and the interface between Sr2IrO4 and Sr3Ir2O7.
I. INTRODUCTION
The spin chirality is a key concept in condensed-matter
physics. That is categorized as either vector-type one,
Si × Sj , or scalar-type one, Si · (Sj × Sk). One of the
former’s drastic effects is to generate the electric polar-
ization in multiferroic materials such as TbMnO3
1–4; for
the latter, its drastic effect is to cause the anomalous-Hall
effect in a frustrated system such as Pr2Ir2O7
5,6. In ad-
dition to those, the spin chirality is related to skyrmion
physics7 and heavy-fermion physics8.
There are two mechanisms for realizing the spin chi-
rality. One arises from the Dzyaloshinsky-Moriya(DM)-
type antisymmetric exchange interaction9,10 such as∑
i,jDi,j · (Si × Sj) with Di,j = −Dj,i. In the system
in which inversion symmetry (IS) is broken due to lattice
distortion, such DM-type interaction appears as a result
of the combination effects of the onsite spin-orbit cou-
pling (SOC), the kinetic exchange, and the IS breaking10;
the DM-type interaction induces the spin vector chiral-
ity. This mechanism works in α-Fe2O3, for example
10.
The other arises from the competition11 between the
Heisenberg-type symmetric exchange interactions such as∑
i,j Ji,jSi · Sj with Ji,j = Jj,i; this does not need lat-
tice origin’s IS breaking. Its example is MnO2
11: in a
body-centered unit cell the Heisenberg-type interactions
between the nearest-neighbor (NN) sites along the c axis
compete with others between the body center and each
vertex; this competition results in stabilizing a screw
state, where the spin vector chirality becomes finite.
Although the understanding of the spin chirality has
been developed, the chirality of another degree of free-
dom is unsatisfactorily understood. For example, we lit-
tle understand the chirality of the orbital, although its
possibility may be suggested by the close similarities be-
tween the spin and the orbital about orders and fluctua-
tions12. Since the orbital degree of freedom of an electron
describes the anisotropy of its spatial distribution, the
understanding of the chirality of the orbital may open a
new possibility of utilizing the chirality of the anisotropic
spatial distribution of electrons/holes. Although there
are several studies related to the chirality of the orbital,
these focused on the frustrated iridates13–18, the Ir oxides
with the geometric frustration of the symmetric exchange
interactions. Since the frustration tends to develop the
strong fluctuations, it is difficult to realize the chirality of
the orbital as a result of the order; if it is realized, it may
be easily broken by a small perturbation because such
perturbation is sufficient to stabilize another competed
state. Thus, the nonfrustrated system may be better for
studies towards realizing the chirality related to the or-
bital and utilizing and controlling it. However, it has
been unclear whether the chirality related to the orbital
is realized in the nonfrustrated system with the strong
SOC because of lattice origin’s IS breaking, although the
realization may be suggested by the analogy with the case
of the spin chirality in a nonfrustrated system with the
weak SOC. Thus, we should clarify the possibility of the
chirality related to the orbital in a non-frustrated system
with the strong SOC in the presence of the IS breaking.
Here I propose that a nonfrustrated Mott insulator
with the strong SOC gains the spin-orbital-coupled vec-
tor chirality by introducing the IS breaking on an ab
plane due to the DM-type interactions for the spin-
orbital-coupled degree of freedom19,20, Ji = Si − Li
for Jeff = 1/2. Focusing on the essential effects of
the IS breaking on the low-energy physics of a quasi-
two-dimensional insulating iridate, I derive the superex-
change interactions for a t2g-orbital Hubbard model with
the strong SOC on a square lattice without ab-plane’s IS,
and explain why the IS breaking leads to the DM-type
and the Kitaev-type21 interactions. Then, by using the
mean-field approximation, I show the emergence of the
spin-orbital-coupled vector chirality in a minimal model
with only the Heisenberg-type and the DM-type NN in-
teractions as a result of stabilizing the screw state. Al-
though even in the presence of the anisotropic terms such
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2as the Kitaev-type interactions the screw state gives the
lowest energy, the hard-pseudospin constraints are vio-
lated. This suggests the limit of the hard-pseudospin ap-
proximation in discussing the stability of the screw states
in the presence of both the DM-type and the Kitaev-type
interactions. I finally discuss the validity of the treat-
ment of effects of tetragonal crystal field and the Jeff =
3
2
states, and a possibility of the spin-orbital-coupled vec-
tor chirality near the [001] surface of Sr2IrO4 and the
interface between Sr2IrO4 and Sr3Ir2O7. Hereafter we
set h¯ = 1 and choose the lattice constants as unity.
II. METHOD
A. Model
We use a t2g-orbital Hubbard model with the onsite
SOC on a square lattice as an effective model of a quasi-
two-dimensional iridate, and treat the effects of the IS
breaking on an ab plane as the NN hoppings22,23 be-
tween the dxy and dyz orbitals along the x direction, and
between the dxy and dxz orbitals along the y direction.
(Such treatment is appropriate for a t2g-orbital system,
and its applicability is wider than a single-orbital Rashba
model23.) Namely, the Hamiltonian becomes
Hˆ = Hˆeven + HˆLS + Hˆint + Hˆodd, (1)
where Hˆeven represents the kinetic energy,
Hˆeven =
∑
i,j
∑
a,b
∑
s
t
(even)
ab;ij cˆ
†
iascˆjbs, (2)
with site indices, i and j, for N sites, orbital indices,
a, b = dxz, dyz, dxy, a spin index, s =↑, ↓, and even-mirror
hopping integrals, the hopping integrals even about ab-
plane’s mirror symmetry, given in Fig. 1; HˆLS the onsite
SOC,
HˆLS = (−λLS)
∑
i
∑
a,b
∑
s,s′
(li · si)asbs′ cˆ†iascˆibs′ , (3)
with the standard matrix elements (li · si)asbs′ (e.g., see
Ref. 23); Hˆint the multiorbital Hubbard interactions,
Hˆint =
∑
i
∑
a,b
cˆ†ia↑cˆ
†
ia↓[Uδb,a + J
′(1− δb,a)]cˆib↓cˆib↑
+
∑
i
∑
a,b(<a)
∑
s,s′
cˆ†iascˆ
†
ibs′ [U
′cˆibs′ cˆias − JHcˆibscˆias′ ]; (4)
Hˆodd the Hamiltonian induced by the IS breaking
22,23,
Hˆodd =
∑
i,j
∑
a,b
∑
s
t
(odd)
ab;ij cˆ
†
iascˆjbs, (5)
with odd-mirror hopping integral, the hopping integral
odd about ab-plane’s mirror symmetry, given in Fig. 1.
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FIG. 1: Schematic pictures of finite t
(even)
ab;ij and t
(odd)
ab;ij on a
square lattice. The NN hoppings arise from the indirect ones
through the 2p orbitals of an O ion, and the next-NN hoppings
arise from the direct ones.
In our Hamiltonian, we neglect the tetragonal crystal
field; the validity will be discussed in Sec. IV. In the
analyses, we consider a hole per site because the iridates
have the (t2g)
5-electron configuration19, equivalent to the
(t2g)
1-hole configuration.
Before the derivation of the low-energy superexchange
interactions, I briefly validate the appearance of the odd-
mirror hopping integral in the absence of ab-plane’s IS.
For that purpose, it would be better to begin with the
symmetrical properties of the hopping integrals permissi-
ble in a square lattice with ab-plane’s IS. In the presence
of ab-plane’s IS, the permissible hopping integrals for the
t2g orbitals should be even about z. Furthermore, the
permissible hopping integrals along the x and y direc-
tions should be even about y and even about x, respec-
tively. Actually, those properties hold for all the hopping
integrals of Hˆeven because the wave functions of the dxz,
dyz, and dxy orbitals behave like xz, yz, and xy, respec-
tively, in symmetrical operations; e.g., the NN hopping
integral of the dxz orbital along the x direction, behaving
like xz ·xz = x2y0z2, is even about y and z. Then, in the
absence of ab-plane’s IS, the hopping integrals odd about
z, the odd-mirror hopping integrals, become permissible.
As a result, the NN hopping integral between the dyz and
the dxy orbitals along the x direction is possible because
that behaves like yz · xy = x1y2z1, which is odd about
z and even about y. In addition, the NN hopping in-
tegral between the dxz and the dxy orbitals along the y
direction is possible. However, the NN hopping integral
either between the dxz and the dxy orbitals along the x
direction or between the dyz and the dxy orbitals along y
direction is prohibited even in the absence of ab-plane’s
IS. This is because the former is odd about y and the
latter is odd about x, and because ab-plane’s IS break-
ing does not affect the symmetrical properties about x
and y. The above explanations are the reason why ab-
plane’s IS breaking induces the odd-mirror hopping inte-
grals. Those hopping integrals are not only odd mirror
but also odd parity because the IS breaking considered
is the same at each site, i.e. its effects are uniform.
3B. Low-energy superexchange interactions
To understand the low-energy physics of Hˆ, we de-
rive the superexchange interactions24,25 in a strong-
correlation limit. Here I will show the result for
J ′ = JH = 0 and U ′ = U in U,U ′  λLS 
|t(even)ab;ij |, |t(odd)ab;ij |15,17 in order to focus on the essential ef-
fects of the IS breaking as simply as possible. Its effects
on the superexchange interactions remain qualitatively
the same as the case for J ′ > 0, JH > 0, and U ′ < U (see
Appendix A). Including the effects of HˆLS as the forma-
tion of the J = 12 states
17, rewriting Hˆint in terms of the
irreducible representations of the intermediate states26,
treating Hˆeven + Hˆodd in the second-order perturbation,
and setting J ′ = JH = 0 and U ′ = U , we obtain an
effective Hamiltonian (for more details see Appendix A):
Hˆeff = J1
∑
〈i,j〉
Jˆi · Jˆj + J2
∑
〈〈i,j〉〉
Jˆi · Jˆj +D
∑
〈i,j〉x
(Jˆi × Jˆj)y
−D
∑
〈i,j〉y
(Jˆi × Jˆj)x +K
∑
〈i,j〉x
Jˆyi Jˆ
y
j +K
∑
〈i,j〉y
Jˆxi Jˆ
x
j , (6)
with
J1 =
4
9
(t11 + t33)
2
U
− 16
9
(todd)
2
U
= J0 − Jodd, (7)
J2 =
4
9
(t′33)
2
U
, (8)
D =
16
9
todd(t11 + t33)
U
, (9)
K = 2Jodd, (10)∑
〈i,j〉 =
∑
〈i,j〉x +
∑
〈i,j〉y , the sum of the summations
taken over the NN sites along the x and y directions, and∑
〈〈i,j〉〉, the summation taken over the next-NN sites.
Here we have neglected the products of the hole-density
operators such as
∑
〈i,j〉 nˆinˆj because such terms become
constants in the mean-field approximation. Note that the
finite terms of the DM-type interaction in Eq. (6) differ
from the rotation-induced DM-type interaction27. In Sec.
IV, we will discuss the effect of the Jeff =
3
2 states on the
superexchange interactions.
The derived effective Hamiltonian Eq. (6) shows three
effects of the IS breaking. One is to cause the DM-type
interactions, D
∑
〈i,j〉x(Jˆi × Jˆj)y and −D
∑
〈i,j〉y (Jˆi ×
Jˆj)
x. Those interactions arise from the multiorbital su-
perexchange interactions due to the combination of the
even-mirror and the odd-mirror hopping integrals. Such
combination is vital to obtain the DM-type antisymmet-
ric interactions. This is because their operator parts be-
have like the functions odd about some coordinates in
the symmetrical operations. For example, (Jˆi × Jˆj)x =
Jˆyi Jˆ
z
j −Jˆzi Jˆyj behaves like the function which is odd about
y and z (and even about x); such function can be ob-
tained by the multiorbital superexchange interactions us-
ing the even-mirror hopping integral and the odd-mirror
hopping integral between the dxz and the dxy orbitals,
which behaves like xz · xy = x2y1z1. Thus, the DM-
type interactions originate from the mirror-mixing mul-
tiorbital effect. Another effect is to cause the ferromag-
netic Heisenberg-type interaction, −Jodd
∑
〈i,j〉 Jˆi · Jˆj .
This interaction between the z components arises from
a larger gain of the energy reduction due to the kinetic
exchange between the same-Jz states than between the
opposite-Jz states. This is because the number of pro-
cesses in the former case is larger due to the opposite
spin indices between the dxy orbital and the dxz or dyz
orbital in the Jz = ± 12 states28. Then, by including the
pseudospin-flipping processes, we can obtain the ferro-
magnetic Heisenberg-type interaction because these pro-
cesses give the Jˆ+i Jˆ
+
j or Jˆ
−
i Jˆ
−
j terms. The other effect is
to cause the antiferromagentic Kitaev-type interactions,
K
∑
〈i,j〉x Jˆ
y
i Jˆ
y
j and K
∑
〈i,j〉y Jˆ
x
i Jˆ
x
j . This is because the
above J+i J
+
j or Jˆ
−
i Jˆ
−
j terms give the extra Jˆ
x
i Jˆ
x
j or J
y
i J
y
j
terms, and because the orbitals hybridized by Hˆodd along
the x and y direction have the finite off-diagonal matrix
elements only of Lˆyi or Lˆ
x
i , respectively. Namely, the su-
perexchange interactions between Lˆyi and Lˆ
y
j along the
x direction and between Lˆxi and Lˆ
x
j along the y direc-
tion become antiferromagnetic in order to gain the en-
ergy reduction of the kinetic exchange due to the spin-
independent interorbital hoppings of Hˆodd, resulting in
the antiferromagnetic Kitaev-type interactions.
C. Mean-field approximation
For further understanding of the effects of the IS break-
ing, we analyze the ground state of Eq. (6) in the mean-
field approximation. Since the energy in this approxima-
tion is quadratic about 〈Jˆαq 〉 = 1√N
∑
j e
−iq·j〈Jˆαj 〉, i.e.
〈Hˆeff〉 =
∑
q
∑
α,β=x,y,z
Jαβ(q)〈Jˆαq 〉∗〈Jˆβq 〉, (11)
we can determine the ground state by finding q of the
lowest eigenvalue and the eigenvector of Eq. (11) with
the periodic boundary condition and the constraints of
the hard-pseudospin approximation,
1
4
=
1
N
∑
α
∑
q,q′
ei(q
′−q)·j〈Jˆαq 〉∗〈Jˆαq′〉, (12)
in which 〈Jˆαi 〉 for all N sites are treated as the hard
pseudospins for Jeff =
1
2 . In Eq. (11), Jαβ(q) are given
4by
Jxx(q) =(J0 − Jodd) cos qx + (J0 + Jodd) cos qy
+ 4J2 cos qx cos qy, (13)
Jyy(q) =(J0 + Jodd) cos qx + (J0 − Jodd) cos qy
+ 4J2 cos qx cos qy, (14)
Jzz(q) =(J0 − Jodd) cos qx + (J0 − Jodd) cos qy
+ 4J2 cos qx cos qy, (15)
Jzx(q) = iD sin qx, (16)
Jxz(q) =− iD sin qx, (17)
Jzy(q) = iD sin qy, (18)
Jyz(q) =− iD sin qy. (19)
The derivation of Eq. (11) from Eq. (6) is described in
Appendix B.
III. RESULTS
Before the analyses with the IS breaking, we briefly ex-
plain the ground state without the IS breaking. Without
it, the ground state is determined by the J0 term and
the J2 term of Eq. (6). Namely, the ground state is a
(pi, pi)-antiferromagnetic state for J0 > 4J2, and a (pi, 0)-
or (0, pi)-antiferromagnetic state for J0 < 4J2. The for-
mer is realized in a realistic case because J0 > 4J2 is
satisfied due to |t11| ∼ |t33| and |t′33| < |t33|29.
A. Stability of the screw states
To understand how the IS breaking affects the (pi, pi)-
antiferromagnetic state, realized without the IS breaking,
let us consider a minimal model with only the J0 term
and the D terms of Eq. (6). This minimal model is rea-
sonable to analyze the essential effects of the IS breaking
because D is larger than K for 2|todd| < |t11 + t33|, cor-
responding to the case with the small effects of the IS
breaking. (Such small-effect case is considered because
the small effects are realized as long as the IS is broken.)
For this minimal model, the lowest eigenvalue of Eq. (11)
for each q is determined by
λ(q) = J0(cos qx + cos qy)− |D|
√
(sin qx)2 + (sin qy)2,
(20)
and it has three kinds of local minimum: (i) the (pi, pi)-
antiferromagnetic state,
λ(QAF) = −2J0 (21)
with QAF = (pi, pi); (ii) the one-directional-screw state,
λ(Q1) = −J0 −
√
J20 +D
2 (22)
-2.5
-2
 0  0.5  1
(i)
(ii)
(iii)
FIG. 2: (D/J0) dependences of the eigenvalues divided by
J0 for states (i), (ii), and (iii) in the mean-field approximation
for the minimal model.
with Q1 = (±Q1, pi) or Q1 = (pi,±Q1) for Q1 = pi −
cos−1(J0/
√
J20 +D
2); and (iii) the two-directional-screw
state,
λ(Q2) = −
√
2
√
2J20 +D
2 (23)
with Q2 = (±Q2,±Q2) or Q2 = (±Q2,∓Q2) for Q2 =
pi − cos−1(√2J0/
√
2J20 +D
2).
In contrast to the (pi, pi)-antiferromagnetic state, those
screw states show two unusual features. One is the
spatial-dependent mixing between or among the compo-
nents of 〈Jˆαi 〉: for example, in the one-directional-screw
state for Q1 = (±Q1, pi),
〈Jˆi〉 = 1
2
 (−1)iy+1sgn(D) sinQ1ix0
(−1)iy cosQ1ix
 ; (24)
and in the two-directional-screw state for Q2 =
(±Q2,±Q2),
〈Jˆi〉 = 1
2
− 1√2 sgn(D) sinQ2 · i− 1√
2
sgn(D) sinQ2 · i
cosQ2 · i
 . (25)
Thus, those screw states have the spatial variation of not
only the spin distribution but also the orbital distribution
because the spin and the orbital are highly entangled in
the Jeff =
1
2 states
28 [see Eqs. (A1) and (A2)]. The
other is the finite vector chirality: for example, in the
one-directional-screw state for Q1 = (±Q1, pi), the finite
term is
〈(Jˆi × Jˆj)y〉 = 1
4
(−1)iy+jysgn(D) sinQ1(jx − ix); (26)
and in the two-directional-screw state for Q2 =
(±Q2,±Q2), the finite terms are
〈(Jˆi × Jˆj)x〉 = 1
4
√
2
sgn(D) sinQ2 · (j − i) (27)
and
〈(Jˆi × Jˆj)y〉 = − 1
4
√
2
sgn(D) sinQ2 · (j − i). (28)
5(a)
-2.5
-2
 0  0.5  1
(i)
(ii)
(iii)
(b)
-2
-1.5
-1
 0  0.5  1
(i)
(ii)
(iii)
FIG. 3: (D/J0) dependences of the eigenvalues divided by
J0 for states (i), (ii), and (iii) in the mean-field approximation
with N = 100 × 100 meshes for the model with the J0 and
the D terms, Jodd =
1
4
J0(
D
J0
)2, and J2 = (a) 0 or (b) 0.2J0.
Thus, those screw states have the spin-orbital-coupled
vector chirality.
From the (D/J0) dependences of the eigenvalues of
states (i), (ii), and (iii), shown in Fig. 2, we find
that the screw states are more stable than the (pi, pi)-
antiferromagnetic state, and that the most stable state
in the minimal model is the two-directional-screw state.
The stabilities of those screw states can be understood
that the J0 term becomes minimum for q = (pi, pi), and
the D terms become minimum for q = (pi2 ,
pi
2 ).
B. Limit of the hard-pseudospin approximation
Even in the presence of the J2 term and the Jodd terms,
the eigenvalues of the screw states are lower than the
eigenvalue for q = (pi, pi), as shown in Figs. 3(a) and 3(b).
In particular, the one-directional-screw state for Q′1 =
(±Q′1, pi) or q = (pi,±Q′1) gives the lowest eigenvalue (see
those figures). This is because the Jodd terms and the J2
term destabilize the states for q = (Q,±Q). Namely,
the lowest eigenvalue of the one-directional-screw state
arises from the combination of the stabilization of the
screw states due to the D terms and the destabilization of
the two-directional-screw state (compared with the one-
directional-screw state) due to the Jodd terms and the J2
term.
In contrast to the case of the minimal model, the screw
states in the presence of the Jodd terms do not satisfy
the hard-pseudospin constraints of 〈Jˆj〉. This is be-
cause under the constraints, the possible one-directional-
screw state is restricted to 〈JˆQ〉 = t(±ib, 0, b) or 〈JˆQ〉 =
t(0,±ib, b), although in the presence of the anisotropic
terms such as the Jodd terms the realized state becomes
〈JˆQ〉 = t(±ib, 0, c) or 〈JˆQ〉 = t(0,±ib, c) with c 6= b.
The situation is similar even for the two-directional-screw
state. This problem exists even for a small value of Jodd,
for which the Jodd terms act as the weak perturbation
against the J0 term and the D terms. Such weak pertur-
bation will not break the stability of the one-directional-
screw state at least in a non-frustrated system. Thus,
this result highlights the limit of the hard-pseudospin ap-
proximation in discussing the stability of the screw states
in the presence of the anisotropic exchange interactions.
Namely, for such discussions, we need to take into ac-
count the quantum fluctuations, which cause softness of
the pseudospins. Further details about the meanings of
this result are discussed in Sec. IV. Since this work is
the first step towards a satisfactory understanding of the
spin-orbital-coupled chirality in a non-frustrated Mott in-
sulator with the strong SOC, the analysis including the
quantum fluctuations is a future work.
IV. DISCUSSION
I first discuss the meanings of the limit of the hard-
pseudospin approximation in detail. The key to the limit
is a conflict between the states stabilized by the DM-
type and the Kitaev-type interactions. The DM-type
interactions stabilize the states in which some compo-
nents of 〈JˆαQ〉 (e.g., 〈JˆxQ〉 and 〈JˆzQ〉) are mixed under a
certain condition (e.g., |〈JˆxQ〉| = |〈JˆzQ〉|). On the other
hand, the Kitaev-type interactions stabilize the states
in which one component is different from the others
(e.g., for the Kitaev-type interactions of the z compo-
nent, |〈JˆzQ〉| 6= |〈JˆxQ〉|, |〈JˆyQ〉|). Thus, the states stabi-
lized by the DM-type and the Kitaev-type interactions
are generally incompatible within the hard-pseudospin
approximation. This property may hold in other sys-
tems with the strong SOC, where the DM-type and the
Kitaev-type interactions appear. Then, this property has
difficulty in calculating the pseudospin-wave dispersions
because the pseudospin-wave dispersions are usually cal-
culated by considering the quantum fluctuations around
the most stable state in the hard pseudospin approxima-
tion. Since the hard-pseudospin approximation is used
in not only the mean-field approximation but also the
Luttinger-Tisza method30 and the classical Monte Carlo
calculation, which are frequently used in the theoretical
studies for systems with the strong SOC, the result of
the limit of the hard-pseudospin approximation provides
an important step for research of the systems with the
strong SOC.
Then, we discuss the effects of the tetragonal crystal
field and the Jeff =
3
2 states. As we will see below, the
treatment of those in this paper is appropriate for quali-
tative analyses. In particular, the treatment is sufficient
6to clarify the main issue, i.e., whether not only the spin
but also the orbital acquires the chirality for the strong
SOC in the situation in which the spin acquires the chi-
rality for the weak SOC.
We begin with the effect of the tetragonal crystal field,
∆tetra. Since we consider a 214-type perovskite oxide,
such as Sr2IrO4, ∆tetra becomes finite; ∆tetra splits the
t2g orbitals into the dxy orbital and the degenerate dxz
and dyz orbitals. To show the validity of neglecting its
effect for qualitative analyses, let us consider two limiting
cases, (i) λLS  ∆tetra and (ii) λLS  ∆tetra; the limit-
ing cases are sufficient for qualitative analyses, while the
nonlimiting cases are necessary for quantitative analyses.
Case (i) is inappropriate to analyze the magnetic proper-
ties in the presence of the formation of the spin-orbital-
coupled degree of freedom because the ground state in
case (i) is the state that one hole occupies either the dxy
orbital or the degenerate dxz and dyz orbitals, depending
on the sign of ∆tetra. On the other hand, in case (ii), we
can analyze the effect of ∆tetra on the magnetic proper-
ties for the Jeff states. Since we consider λLS  ∆tetra
in U,U ′  λLS  |t(even)ab;ij |, |t(odd)ab;ij |, the effect of ∆tetra is
negligible compared with the effect of U .
We turn to the effect of the Jeff =
3
2 states. Due to
the non-perturbative treatment of the SOC, the t2g or-
bitals are split into the Jeff =
1
2 states and the Jeff =
3
2
states. In the ground state for the (t2g)
5-electron config-
uration, four electrons per site occupy the Jeff =
3
2 states
and one electron per site occupies the Jeff =
1
2 states;
this is equivalent to the configuration in which one hole
per site occupies the Jeff =
1
2 states. In this configura-
tion, the Jeff =
3
2 states do not affect the initial and fi-
nal states of the perturbation calculations for the ground
state because the initial and final states are the lowest-
energy states for the non-perturbative Hamiltonian. On
the other hand, the Jeff =
3
2 states affect the intermedi-
ate states of the perturbation calculations. This effect is
taken into account in our calculations. This is because
we consider U  λLS , in which the intermediate states
are approximately given by the two-hole’s eigenstates for
Hˆint [see Eq. (A24)], and because those eigenstates in-
clude two-hole’s states not only for the Jeff =
1
2 states
but also for the Jeff =
3
2 states. The above treatment
of the Jeff =
3
2 states is sufficient for qualitative analy-
ses of the magnetic properties, while for the quantitative
analysis, we may consider the superexchange interactions
derived in the second-lowest-energy states in which three
electrons occupy the Jeff =
3
2 states and two electrons
occupy the Jeff =
1
2 states.
Finally, let us apply the present theory to the
quasi-two-dimensional insulating iridates near the [001]-
surface of Sr2IrO4 and the interface between Sr2IrO4
and Sr3Ir2O7. First, the effects of the IS breaking near
the surface and the interface are described by Hˆodd
because Hˆodd can describe the effects of ab-plane’s
IS breaking on the quasi-two-dimensional t2g-orbital
systems (e.g., the Ru oxides22,23 and Ti oxides31). In
addition, the (pi, pi) antiferromagnetism32,33 in Sr2IrO4
can be understood within the mean-field approximation
for the superexchange interactions derived from Hˆ
for todd = 0. Although the (pi, pi)-antiferromagnetic
state becomes most stable for the realistic parameters,
JH > 0 and |t11| > |t33| are necessary to understand
the difference between the in-plane and the out-of-plane
alignments of the (pi, pi)-antiferromagnetic moments.
This is because the main terms stabilizing the in-
plane and the out-of-plane alignments for todd = 0
are 89
(t11)
2JH
(U ′)2+(JH)2
[
∑
〈i,j〉x Jˆ
y
i Jˆ
y
j +
∑
〈i,j〉y Jˆ
x
i Jˆ
x
j ] +
16
9
t11t33JH
(U ′)2+(JH)2
[
∑
〈i,j〉x Jˆ
x
i Jˆ
x
j +
∑
〈i,j〉y Jˆ
y
i Jˆ
y
j ] and
8
9
(t33)
2JH
(U ′)2+(JH)2
∑
〈i,j〉 Jˆ
z
i Jˆ
z
j , respectively [see Eqs. (A25)
and (A27)], and because the former terms are dominant
for |t11| > |t33|. However, even in the presence of
the anisotropies for JH > 0, the screw states may be
more stable than the (pi, pi)-antiferromagnetic state by
introducing ab-plane’s IS breaking if the Heisenberg-type
interactions between the z components remain finite.
This is because the finite Heisenberg-type interactions
between the z components and the x/y components
are necessary to stabilize the screw states by using the
DM-type interactions due to ab-plane’s IS breaking.
Then, the effects of the rotation34 of IrO6 octahedra
for the small angle (' 11◦) will not qualitatively
change the emergence of the spin-orbital-coupled vector
chirality. This is because its most drastic effect is to
induce the small canted angle of the in-plane aligned
moments of Sr2IrO4
27, and because the coefficient of
the D terms is made to be larger than the coefficients
of the rotation-induced exchange interactions27 (which
are small for the small angle) by tuning the value of
todd with keeping the rotation angle small. Thus, the
candidates for the spin-orbital-coupled vector chirality
are the quasi-two-dimensional insulating iridates near
the [001]-surface of Sr2IrO4 and the interface between
Sr2IrO4 and Sr3Ir2O7.
V. SUMMARY
In summary, I have studied the effects of the IS bro-
ken near an ab plane of a quasi-two-dimensional insu-
lating iridate using the low-energy effective Hamiltonian
of the superexchange interactions. I find that the DM-
type interactions, induced by the IS breaking, cause
the spin-orbital-coupled vector chirality as a result of
stabilizing the screw state compared with the (pi, pi)-
antiferromagnetic state. I also find that in the presence
of both the DM-type and the Kitaev-type interactions,
the hard-pseudospin approximation becomes inappropri-
ate to analyze the stability of the screw state. Then, I
discuss the effects of the tetragonal crystal field and the
Jeff =
3
2 states, and show the validity of their treatment
for qualitative analyses. I finally argue that the candi-
dates for realizing the spin-orbital-coupled vector chiral-
ity are the iridates near the [001] surface of Sr2IrO4 and
7the interface between Sr2IrO4 and Sr3Ir2O7. The find-
ing of the spin-orbital-coupled vector chirality provides a
new possibility of utilizing the chirality of the anisotropic
spatial distribution of electrons/holes in a non-frustrated
Mott insulator with the strong SOC by introducing the
IS breaking.
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Appendix A: Derivation of Eq. (6)
In this appendix, I derive Eq. (6) by calculating the
superexchange interactions in the Mott insulator for Hˆ.
This derivation is the extension of the formulation26 for a
t2g-orbital Hubbard model without the SOC to the case
with the SOC. The treatment of the SOC is similar to
that for Refs. 15 and 17.
In this derivation, we use three assumptions, resulting
in the condition U,U ′  λLS  |t(even)ab;ij |, |t(odd)ab;ij |. We first
assume that the hopping integrals of Hˆeven and Hˆodd,
t
(even)
ab;ij and t
(odd)
ab;ij , are smaller than U and U
′. Thus, we
can treat the effects of Hˆeven and Hˆodd as the second-
order perturbation against the interaction terms. Also,
we assume that the SOC, λLS , is larger than |t(even)ab;ij | and
|t(odd)ab;ij |; as a result, the excitations from the Jeff = 12
states to the Jeff =
3
2 states are negligible. Thus, the
nonperturbed states of two sites (i = 1,2) are given by
the products of the Jz = ± 12 states28, i.e. |+,+〉 =|1,+〉|2,+〉, |+,−〉 = |1,+〉|2,−〉, |−,+〉 = |1,−〉|2,+〉,
and |−,−〉 = |1,−〉|2,−〉 with
|i,+〉 = 1√
3
(icˆ†idxz↓ + cˆ
†
idyz↓ + cˆ
†
idxy↑)|0〉, (A1)
|i,−〉 = 1√
3
(icˆ†idxz↑ − cˆ
†
idyz↑ + cˆ
†
idxy↓)|0〉. (A2)
Moreover, for simplicity of the formulation, we assume
that λLS is smaller than U and U
′. Because of this as-
sumption, we can neglect the effects of λLS on the energy
of the intermediate states of the second-order perturba-
tion, i.e. 1
E0−Hˆint−HˆLS ∼
1
−Hˆint . Note that since Hˆint
is rewritten in terms of the irreducible representations
for the two-hole states per site [see Eq. (A4)], the con-
dition U,U ′  λLS implies that the energies of all the
irreducible representations, which include either U or U ′,
are larger than λLS , i.e. UΓ  λLS .
Under the condition U,U ′  λLS  |t(even)ab;ij |, |t(odd)ab;ij |,
we derive the Hamiltonian of the superexchange interac-
tions between the two neighboring sites, (Hˆeff)12, from
(Hˆeff)12 =〈f |(Hˆeven + Hˆodd) 1−Hˆint
(Hˆeven + Hˆodd)|i〉
× |f〉〈i|, (A3)
with {|i〉, |f〉} = {|+,+〉, |+,−〉, |−,+〉, |−,−〉}. For ex-
ample, for |i〉 = |+,+〉 and |f〉 = |+,+〉, |f〉〈i| is given
by the operator ( 12 nˆ1 − Jˆz1)( 12 nˆ2 − Jˆz2); for |i〉 = |+,−〉
and |f〉 = |−,+〉, |f〉〈i| is given by the operator Jˆ−1 Jˆ+2 .
For easy treatment of Hˆint in Eq. (A3), we rewrite Hˆint
in terms of the irreducible representations26 for the two-
hole states, the intermediate states in the second-order
perturbation:
Hˆint =
∑
i
∑
Γ
∑
gΓ
UΓ|i; Γ, gΓ〉〈i; Γ, gΓ|, (A4)
where Γ denotes the irreducible representations, and gΓ
denotes the degeneracy. For the two-hole states of the
t2g-orbital Hubbard model, there are four kinds of UΓ:
UA1 = U + 2J
′, (A5)
UE = U − J ′, (A6)
UT1 = U
′ − JH, (A7)
UT2 = U
′ + JH; (A8)
8and |i; Γ, gΓ〉 are
|i;A1〉 = 1√
3
(cˆ†idxz↑cˆ
†
idxz↓ + cˆ
†
idyz↑cˆ
†
idyz↓
+ cˆ†idxy↑cˆ
†
idxy↓)|0〉, (A9)
|i;E, u〉 =
√
2
3
(−cˆ†idxz↑cˆ
†
idxz↓ +
1
2
cˆ†idyz↑cˆ
†
idyz↓
+
1
2
cˆ†idxy↑cˆ
†
idxy↓)|0〉, (A10)
|i;E, v〉 = 1√
2
(cˆ†idyz↑cˆ
†
idyz↓ − cˆ
†
idxy↑cˆ
†
idxy↓)|0〉, (A11)
|i;T1, ζ+〉 = cˆ†idxz↑cˆ
†
idyz↑|0〉, (A12)
|i;T1, ζ−〉 = cˆ†idxz↓cˆ
†
idyz↓|0〉, (A13)
|i;T1, ζ0〉 = 1√
2
(cˆ†idxz↑cˆ
†
idyz↓ + cˆ
†
idxz↓cˆ
†
idyz↑)|0〉, (A14)
|i;T2, ζ0〉 = 1√
2
(cˆ†idxz↑cˆ
†
idyz↓ − cˆ
†
idxz↓cˆ
†
idyz↑)|0〉, (A15)
|i;T1, ξ+〉 = cˆ†idxz↑cˆ
†
idxy↑|0〉, (A16)
|i;T1, ξ−〉 = cˆ†idxz↓cˆ
†
idxy↓|0〉, (A17)
|i;T1, ξ0〉 = 1√
2
(cˆ†idxz↑cˆ
†
idxy↓ + cˆ
†
idxz↓cˆ
†
idxy↑)|0〉, (A18)
|i;T2, ξ0〉 = 1√
2
(cˆ†idxz↑cˆ
†
idxy↓ − cˆ
†
idxz↓cˆ
†
idxy↑)|0〉, (A19)
|i;T1, η+〉 = cˆ†idyz↑cˆ
†
idxy↑|0〉, (A20)
|i;T1, η−〉 = cˆ†idyz↓cˆ
†
idxy↓|0〉, (A21)
|i;T1, η0〉 = 1√
2
(cˆ†idyz↑cˆ
†
idxy↓ + cˆ
†
idyz↓cˆ
†
idxy↑)|0〉, (A22)
|i;T2, η0〉 = 1√
2
(cˆ†idyz↑cˆ
†
idxy↓ − cˆ
†
idyz↓cˆ
†
idyx↑)|0〉. (A23)
By substituting Eq. (A4) into Eq. (A3), Eq. (A3) be-
comes
(Hˆeff)12 =
∑
i=1,2
∑
Γ
∑
gΓ
〈f |(Hˆeven + Hˆodd)|i; Γ, gΓ〉
× 1−UΓ 〈i; Γ, gΓ|(Hˆeven + Hˆodd)|i〉|f〉〈i|. (A24)
Thus, the remaining tasks are to calculate the right-hand
side of Eq. (A24) for 2 − 1 = (1, 0), (0, 1), (1, 1), and
(1,−1). Those components are sufficient to derive the
superexchange interactions for Hˆ since all the compo-
nents in the model considered are categorized into the
terms along x, y, [110], and [11¯0] directions.
Let us first derive the terms of (Hˆeff)12 for 2 − 1 =
(1, 0). In this case, the finite terms of (Hˆeven + Hˆodd)
come from the finite hopping integrals along the x di-
rection: for Hˆeven, the hopping integral between the dxz
orbitals at 1 and 2, −t11, and the hopping integral be-
tween the dxy orbitals, −t33; for Hˆodd, the hopping in-
tegral between the dyz orbital at 1 and the dxy orbital
at 2, −todd, and the hopping integral between the dxy
orbital at 1 and the dyz orbital at 2, +todd. By applying
one of those hopping terms to |i〉, one of the four de-
generate states (i.e., |+,+〉, |+,−〉, |−,+〉, and |−,−〉),
and using Eqs. (A9)–(A23), we obtain the finite terms
of 〈i; Γ, gΓ|(Hˆeven + Hˆodd)|i〉 for i = 1 or 2. We similarly
obtain the finite terms of 〈f |(Hˆeven + Hˆodd)|i; Γ, gΓ〉 for
i = 1 or 2. By combining those results with Eq. (A24),
the superexchange interactions for 2−1 = (1, 0) are given
by
(Hˆeff)12 = − 4
27
(
t211
U + 2J ′
+
2t211
U − J ′ )(
1
4
nˆ1nˆ2 − Jˆ1 · Jˆ2)
− 4
9
t211
U ′ − JH (
3
4
nˆ1nˆ2 − Jˆy1 Jˆy2 )−
4
9
t211
U ′ + JH
(
1
4
nˆ1nˆ2 + Jˆ
y
1 Jˆ
y
2 )
− 4
27
(
t233
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1
4
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− 4
9
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3
4
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4
9
t233
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1
4
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z
1 Jˆ
z
2)
− 8
27
(
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1
4
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+
4
9
t11t33
U ′ − JH (
1
4
nˆ1nˆ2 + Jˆ1 · Jˆ2 + 2Jˆx1 Jˆx2 )
+
4
9
t11t33
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1
4
nˆ1nˆ2 + Jˆ1 · Jˆ2 − 2Jˆx1 Jˆx2 )
− 8
27
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4
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− 4
9
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5
4
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9
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1
4
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− 16
27
(
t11todd
U + 2J ′
− t11todd
U − J ′ )(Jˆ
x
1 Jˆ
z
2 − Jˆz1 Jˆx2 )
− 16
9
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2 − Jˆz1 Jˆx2 )
− 16
27
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x
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9
t33todd
U ′ − JH (Jˆ
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In the above derivation, we have used the relations,
Jˆ+1 Jˆ
−
2 + Jˆ
−
1 Jˆ
+
2 = 2(Jˆ
x
1 Jˆ
x
2 + Jˆ
y
1 Jˆ
y
2 ), Jˆ
+
1 Jˆ
+
2 + Jˆ
−
1 Jˆ
−
2 =
2(Jˆx1 Jˆ
x
2 − Jˆy1 Jˆy2 ), and Jˆ+j + Jˆ−j = 2Jˆxj . If we set JH = 0,
J ′ = 0, and U ′ = U in Eq. (A25), we obtain
(Hˆeff)12 = −4
9
t211
U
(
5
4
nˆ1nˆ2 − Jˆ1 · Jˆ2)
− 4
9
t233
U
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5
4
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9
t11t33
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− 16
9
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9
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z
2 − Jˆz1 Jˆx2 ). (A26)
Next, we derive the terms of (Hˆeff)12 for 2−1 = (0, 1).
This derivation can be carried out in a similar way for
92− 1 = (1, 0) except the difference in the finite hopping
integrals. The finite hopping integrals for 2 − 1 = (0, 1)
come from the hopping integrals of Hˆ0 between the dyz
orbitals and between the dxy orbitals (−t11 and −t33, re-
spectively), and the hopping integrals of Hˆodd between
the dxz orbital at 1 and the dxy orbital at 2 and between
the dxy orbital at 1 and the dxz orbital at 2 (−todd and
+todd, respectively). Carrying out similar calculations
for 2 − 1 = (1, 0), we obtain the superexchange interac-
tions for 2− 1 = (0, 1):
(Hˆeff)12 = − 4
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(
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9
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Because of the tetragonal symmetry of the system,
Eq. (A27) is symbolically equivalent to Eq. (A25)
after the replacements Jˆxj → Jˆyj and Jˆyj → Jˆxj .
Then, from Eqs. (A25) and (A27), we see that the
energy difference between the in-plane and the out-
of-plane alignments of the (pi, pi)-antiferromagnetic
moments arises mainly from the difference be-
tween 89
(t11)
2JH
(U ′)2+(JH)2
[
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16
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j , as described in Sec. IV.
For JH = 0, J
′ = 0, and U ′ = U , Eq. (A27) reduces to
the following equation:
(Hˆeff)12 = −4
9
t211
U
(
5
4
nˆ1nˆ2 − Jˆ1 · Jˆ2)
− 4
9
t233
U
(
5
4
nˆ1nˆ2 − Jˆ1 · Jˆ2)
+
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t11t33
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(
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4
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− 16
9
t2odd
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(
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− 16
9
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(Jˆy1 Jˆ
z
2 − Jˆz1 Jˆy2 ). (A28)
Moreover, we can derive the terms of (Hˆeff)12 for 2−
1 = (1, 1) and (1,−1). Those derivations are simpler
than the derivations for 2− 1 = (1, 0) and (0, 1) because
the finite hopping integrals for 2 − 1 = (1,±1) are the
hopping integrals between the dxz orbital and the dyz
orbital, ∓t′12, and the hopping integral between the dxy
orbitals, −t′33. The results for 2− 1 = (1, 1) and (1,−1)
are
(Hˆeff)12 =− 8
9
(t′12)
2
U − J ′ (
1
4
nˆ1nˆ2 + Jˆ1 · Jˆ2 − 2Jˆz1 · Jˆz2)
− 4
9
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4
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27
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− 4
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9
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2 )
+
8
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t′12t
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(Jˆx1 Jˆ
y
2 + Jˆ
y
1 Jˆ
x
2 ), (A29)
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and
(Hˆeff)12 =− 8
9
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9
(t′33)
2
U ′ − JH (
3
4
nˆ1nˆ2 − Jˆz1 Jˆz2)
− 4
9
(t′33)
2
U ′ + JH
(
1
4
nˆ1nˆ2 + Jˆ
z
1 Jˆ
z
2)
+
8
9
t′12t
′
33
U ′ − JH (Jˆ
x
1 Jˆ
y
2 + Jˆ
y
1 Jˆ
x
2 )
− 8
9
t′12t
′
33
U ′ + JH
(Jˆx1 Jˆ
y
2 + Jˆ
y
1 Jˆ
x
2 ), (A30)
respectively. In particular, for JH = 0, J
′ = 0, and
U ′ = U , (Hˆeff)12 for 2− 1 = (1,±1) becomes
(Hˆeff)12 =− 4
3
(t′12)
2
U
nˆ1nˆ2 − 4
9
(t′33)
2
U
(
5
4
nˆ1nˆ2 − Jˆ1 · Jˆ2).
(A31)
Combining Eqs. (A26), (A28), and (A31) together and
neglecting the product terms of the hole-density opera-
tors, we finally obtain Eq. (6).
Appendix B: Derivation of Eq. (11)
In this appendix, I derive Eq. (11). The derivation
consists of three steps.
First, we rewrite Hˆeff in Eq. (11) as
Hˆeff =
∑
i,j
∑
α,β=x,y,z
Jαβji Jˆ
β
i Jˆ
α
j , (B1)
where
∑
i,j is the summations of i and j for all N sites.
From Eq. (6), we can explicitly write down Jαβji by re-
calling t
(even)
ab;ij = t
(even)
ab;ji , t
(odd)
ab;ij = −t(odd)ab;ji ,
∑
〈i,j〉x · · · =
1
2
∑
i,j · · · ,
∑
〈i,j〉y · · · = 12
∑
i,j · · · , and
∑
〈〈i,j〉〉 · · · =∑
i,j · · · . For example, Jαβji for j − i = (±1, 0) and
α = β = x is 12 (J0 − Jodd); Jαβji for j − i = (0,±1),
α = z, and β = y is ∓ 12D; Jαβji for j − i = (±1,±1) and
α = β = z is J2.
Second, we apply the mean-field approximation (for
example see Ref. 11) to Eq. (B1) by using Jˆαj ≈ 〈Jˆαj 〉,
and derive the energy at absolute zero of temperature in
order to determine the ground state. As a result, the
energy is given by
〈Hˆeff〉 =
∑
i,j
∑
α,β=x,y,z
Jαβji 〈Jˆβi 〉〈Jˆαj 〉. (B2)
Since the mean-field approximation neglects the fluctua-
tions, the magnitude of 〈Jˆαj 〉 should be equal to J = 12
for all N sites. Namely, 〈Jˆαj 〉 in Eq. (B2) should satisfy
the hard-pseudospin constraints,
1
4
=
1
N
∑
i
∑
α
|〈Jˆαi 〉|2. (B3)
Third, by using the Fourier transformation of 〈Jˆαj 〉, we
can rewrite 〈Hˆeff〉 in a quadratic form, Eq. (11), with
Eqs. (13)–(19). In addition, we can rewrite Eq. (B3) as
Eq. (12). After determining the lowest eigenvalue of Eq.
(11), we should check whether the eigenvector satisfies
Eq. (12).
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