ABSTRACT
various pieces of hardware such as the monitor, printer, etc. Operating systems also control the interaction between various applications software such as word-processing or spreadsheet programs, and the CPU. In general, application software written for a particular operating system cannot run on a different operating system without extensive and costly modifications. Since a huge component of software development costs is fixed, more vendors of software applications prefer to develop applications software for the dominant operating system than the less popular operating systems. Therefore as the network size grows, the number of complementary software compatible with the dominant operating system increases. This effect has been termed as indirect network externalities in Gandal(1994) .
Microsoft Corporation currently dominates the market for PC operating systems with its family of Windows operating systems. It is argued that the availability of a greater number of complementary software was crucial for the widespread adoption of Microsoft"s operating systems and for its continued dominance in this market (Gandal, Greenstein and Salant 1999) . In 1995, Sun Microsystems Inc. introduced a new programming language called Java which posed a potentially serious threat to the dominance of Windows in the operating systems market. 5 Java made it possible, through its Java Virtual Machine (JVM), for programmers to write applications that would run on any operating system. Thus it became possible for developers of application software to write a single program that would run on any operating system enabled with JVM 6 thereby greatly reducing the costs of software development. (In the absence of Java, software developers would have to write separate programs in order to ensure compatibility with each of the different operating platforms.) Netscape Navigator, which was the leading Internet browser at the time, was the major distribution channel for JVM 7 . Even though the need for an operating system could not be eliminated, Netscape and Java together presented an alternative platform to which applications could be written thereby creating greater potential for competition both in the market for operating systems and the market for applications software.
If Java delivered on its promise, consumers using non-Windows operating systems could also have a greater number and variety of application software available to them. 8 Thus Java possessed the potential to eliminate or at least, reduce the indirect network effects in the market for operating systems. However, this promise did not materialize as programs written in Java tended to be much slower in executing than programs written in other languages such as C. In addition, there were security concerns being voiced in the industry regarding Java "applets" 9 . Despite these initial concerns, Java enjoyed a good deal of support and a steady rate of adoption in all of 1996 and most of 1997 10 . In the second half of 1997 however, Microsoft introduced its own "impure" version of Java that ran better with its own browser and operating system than with the other browsers or operating systems. These actions along with other alleged anti-competitive behavior led to the antitrust trial of Microsoft. Microsoft was accused of using its dominant position in the PC operating systems market to push its own Internet browsing technology. (See Gilbert and Katz(2001) , Klein (2001) Whinston(2001) , Gilbert (1995) , Lopatka and Page (1995) for a history and economic analysis of the various arguments against Microsoft). Microsoft"s actions coupled with Sun Microsystems Corp"s inability to get Java adopted as an international standard dealt a serious setback to further adoption and development of Java as a cross-platform language. As a consequence, there were only a few software applications written in Java that were commercially available. Most of the applications tended to be custom-written for specific customers. However Sun Microsystems continued to try to improve its technology in order to encourage its adoption.
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In summary, it may be argued that even though Java had not yet demonstrated itself to be a superior technology it did have the potential to create more competition in the market for applications software and therefore had the potential to reduce the indirect network effects in the market for computer operating systems. To the extent that indirect network effects are crucial for the continued dominance of an operating system, the weakening of network effects would bring greater competition to the computer operating systems market. Similar arguments have been made by Takahashi and Namiki(2003) . This paper however is the first to test whether Java was successful in bringing competition before the alleged anti-competitive actions took place.
MODEL
A random utility model is used to show that the firms whose software products are compatible with the dominant operating system will command a higher price than firms whose software products are not compatible with the dominant operating system. It is argued that the effect of the introduction of Java was (1) to reduce the difference in the extent of network benefits of the Windows vs. non-Windows operating system by increasing the value of the non-Windows network and (2) create more competition both in the application software markets and the Operating System market.
Consider the choice of application software by consumers who have already invested in one of the two operating systems, A or B. Operating system A has a bigger network of users.
Assumptions

1)
There are two firms 1 and 2 that produce application software compatible with the dominant operating system A and firm 3 produces software compatible with the operating system B. This assumption is consistent with the observation that more firms are likely to produce software for the larger network than for the smaller network.
2)
The software compatible with operating system A is incompatible with the operating system B and therefore cannot be substituted by software that is compatible with the operating system B and vice versa.
3)
The greater the variety of complementary products compatible with any product, the higher the network benefit. The benefit from compatibility with the dominant Operating System of network of size S A is W(S A ) and the benefit from compatibility with the less popular operating system B of network size S B is W(S B ). By assumption, therefore S A  S B and W(S A ) > W(S B ).
The consumers on the operating system A-network have a choice either to buy nothing or to buy application software from firm 1 or from firm 2. The corresponding utilities of each choice are as follows:
Whereas consumers of the operating system B choose between buying nothing and buying application software from firm3. The corresponding utilities of each choice are as follows: The "s represent consumers" idiosyncratic tastes and are assumed to have a double exponential distribution therefore the difference between the "s will be distributed according to the logit. The  A 's are independent of the  B 's. The probability that an individual consumer chooses firm 1"s product is then given by the probability that
which is equal to the probability that the difference between the random component of the utility is greater than the non-random component. The total number of consumers is normalized to one so that the demand for each product is given by the probability that the product is chosen.
Given our assumptions, the demand function for each product is given by: Given the above consumer demand functions, the firms choose prices simultaneously to maximize their individual profit functions, which are denoted by  below. "F" denotes the fixed costs of developing software.
The first order conditions yield the following implicit relationships for the prices. 
; Therefore, as the size of the operating system network increases, ceteris paribus, the price of the application software increases.
As the value of waiting increases, ceteris paribus, the prices of all applications software on either network will decrease. It is argued that the introduction of Java and the possibility of cross-platform applications becoming available in the future should have increased the consumers" value of waiting in both networks. Therefore the potential for increased competition in the future should have depressed prices of all platform-specific applications software regardless of the operating system network 12 . In order to induce the customers who value cross-platform applications to buy platform-dependent software now, firms would have to lower prices considerably. Software firms would have a strategic incentive to lower prices on existing prices of platform-specific software because if they manage to capture a larger share of the existing applications market they would then have a better chance of capturing the newly emerging cross-platform market as well. This is because users experience significant switching costs in learning to use new software. For example, if one is used to the interface and functionality offered by WordPerfect then, as an end user, one would prefer to use WordPerfect whether working on a machine that is running Microsoft Windows, IBM"s OS/2 or any other operating system. That is, most end users do not care about the operating system they are running but only about the applications that are available for the operating system. Thus, even though a customer may value cross-platform capabilities of an application, it would still prefer applications that look, feel, and function just like the applications that the customers used before cross-platform capability became a possibility.
EMPIRICAL ANALYSIS -HEDONIC PRICE REGRESSIONS
To test whether the introduction of Java actually resulted in lower prices of platform-dependent software applications, a quality-adjusted hedonic price regression model similar to Gandal (1994) is used. The data correspond to the time period 1993-1997 and focus on the market for graphics software applications. Graphics software applications were chosen for several reasons. First, graphics applications were sold largely as stand-alone products during the time period under consideration. This is important because it helps to separate the effects of bundling from the effects of pure price competition. A second reason for choosing graphics software was that all the graphics applications offered compatibility with all the standard graphics file formats. This meant that there were no significant direct network externalities within the graphics market itself and there was no clear leader or dominant product among the various graphics software programs during this time frame. A third reason is that Microsoft was not a major player in this market. Entry in markets where Microsoft was vertically integrated such as the word processing market was more difficult and less likely but in markets where Microsoft lacked a strong presence such as the graphics applications market, entry was more likely (See Liebowitz and Margolis 2001). Microsoft gained a presence through the acquisition of Corel graphics in 2003 but during the time period in this study, Microsoft lacked a significant presence.
The empirical model is a regression of the log of the real price of the graphics applications on a number of independent variables that measured the quality and performance characteristics of the applications. Time dummies control for any time specific effects and dummies representing each firm in the dataset control for any firm fixed effects. The installed base of the operating system that the software application program is primarily written for, served as a measure of the size of the operating system network. The coefficient on the installed base variable, if significant, would be an indicator of whether the application providers were able to capture any premium for compatibility with the dominant operating system. The introduction of Java increased the potential for competition in both the operating systems market and the software applications market. In the applications market it would have increased the value of the option to wait for cross-platform applications. Therefore, as shown in the previous section, it would result in a fall in the prices of platform-specific applications on both operating systems.
DATA
Data on the price and quality characteristics of graphics application software was compiled from product reviews published in PC magazine, InfoWorld, PC World, PC Computing, Compute!, Windows magazine and OS/2 e-zine for the years 1993-1997. Graphics software comes in different packaged forms -some are written for very specific purposes such as illustration, image viewing and editing, desktop publishing (DTP), charting etc. while others include two or more of these functions. The data correspond to all of these programs and every effort was made to control for all the features that described these software packages. The resulting sample is an unbalanced panel with a total of 107 observations out of which 13 were compatible with OS/2, and the rest with the Windows operating system. There were 42 distinct software products. Whenever multiple versions (such as standard and professional) were available for any product in the same year, each version was treated as a separate product i.e. each version is a separate observation within the same year. Version upgrades (such as version 1.0 and version 2.0) are treated as the same product i.e., whenever two versions (old and new) were available in the same year, only the new version appears in the sample in that year. If no new version was available in the subsequent year(s) but the old version continued to be sold and was reviewed in any of the above mentioned magazines, then the old version appeared in the sample in the subsequent year(s) also as it was a choice available to consumers in the subsequent years. Such observations however were few and the results presented are not sensitive to the inclusion of the same. The following is a list of all the variables in the empirical model.
Dependent Variable
RPRICE: is the list price of the product in real dollars. As the street price was not available for all the products in the sample, the list price was used even though it does not represent the ultimate cost to consumers. However, this should not be of great concern since the list price is found to be very highly (over 99 percent) correlated with the street price and typically the discount, which was typically found to be about 30-55 percent, was found to be uncorrelated with the characteristics of the software. The natural log of the real list price is the dependent variable in this model.
The independent variables include a list of quality characteristics, a measure of network size, a variable that is constructed to measure the impact of Java and a list of variables that control for fixed time and firm effects. The installed base data for the rest of the years was constructed from the market share and shipments data in the now publicly available trial exhibits from the Microsoft Antitrust case.
Independent Variables
Measures Of Quality
Fixed Effects
 TIME: The time dummies YR_93, YR_94, YR_95, YR_96, YR_97 take on a value of 1 if the data correspond to that year. These dummies serve as a control for any market-wide or economy-wide timespecific exogenous factors that might have impacted the prices of the software under consideration.  FIRM: The data correspond to graphics application software that was developed by either of 22 firms. The firm dummies serve as a control for any number of unobserved characteristics that are unique to a firm and/or its product (e.g. the product interface, ease of use, organizational culture etc.). In addition, the dummies also serve as controls for the firm"s market share and resultant network effects within the graphics applications market. As there was no single firm or product that was a clear leader in all the segments of this market during the time period under consideration, it is reasonable to assume that this is an adequate control for the direct network effects, if any, within the graphics software market.
The Effect Of Java
 JAVA: is a dummy variable that takes on a value of 1 only if the software was introduced after October 1995. It is important to note that this variable is not simply equal to the sum of the 95, 96 and 97-time dummies. This was because (1) this variable takes on a value of one for only a subset of the observations in year 1995 and (2) because I have observations for versions of software applications that continued to be sold after October 1995 but were actually introduced before October 1995 and so these observations had a value of zero for the JAVA dummy. Typically firms introduced new versions of their product on a cycle of one to two years. However there were some applications that did not see new updated versions for the entire period under consideration. The sample includes observations on all software that was available for sale and that was reviewed during the time period under consideration even if the versions were old. To check for robustness of results the regressions were estimated without the old software as well. The results were not sensitive to including the old software.
RESULTS
The descriptive statistics are shown in the appendix Table 1 . Table 2 shows the regression results. The first column of Table 2 shows the parameter estimates for the full model. The quality and performance characteristics captured by the measures of text and data handling capabilities are positive and statistically significant. On average, the software that provided text capability was priced 42 percent higher than software that did not provide such capability. Similarly data handling capabilities increased prices by almost 30 percent. The results also show that the memory requirement RAM serves as a proxy for performance features that are hard to measure and on average every additional megabyte of RAM required resulted in a price increase of about 1.1 -1.4 percent. The negative coefficient on multimedia is baffling but this variable was highly correlated with RAM and therefore the coefficient on RAM should be appropriately interpreted in conjunction with the coefficient on Multimedia capability.
The coefficient on installed base is statistically insignificant suggesting that the applications providers are unable to charge any premium for compatibility with the Windows platform. This result even though unexpected, is not unreasonable as it is possible that the application providers are unable to charge a higher premium for the bigger network since they also face greater competition in the bigger market. This suggests that any compatibility premium probably goes entirely to the producer of the dominant operating system with the application providers unable to capture any significant premiums due to existing and potential competition.
The coefficient on the JAVA term is negative and statistically significant at the one percent significance level. This suggests that even though software providers were already unable to charge any premium for compatibility with the dominant operating system, the introduction of Java further eroded their price-markups by increasing the possibility of more competition in the future. The increase in competition is also evident in the number of software written for OS/2 after 1995. Even though these applications were not cross-platform capable, there was a rise in the number of software written exclusively for OS/2 as is evident from our data (See Table 1 for descriptive statistics).
The least squares dummy variable approach taken here to estimate firm fixed effects leads to a high level of multi-collinearity. The Belsley-Kuh-Welch condition index was found to be between 40-80. Such collinearity among the regressors is not unusual in hedonic regressions where most of the regressors are dummy variables. The problem is aggravated due to the additional dummies that control for firm fixed effects. Due to the three-way error components (firm, product and time components in the residual error term) in this model however, it was not possible to use the usual fixed effects estimator. As the data collected corresponds to almost the entire population of graphics applications, it is not possible to further enhance it. Another remedy is to drop the variables that are highly collinear and/or most insignificant from the model. The results show that the file format standards in general are highly collinear and not an important determinant of the product"s price. But instead of dropping them from the model, they were combined into a single measure of compatibility. In column 3 of Table 2 the variables BMP, GIF, JPEG and TIFF were dropped from the model and instead included the variable BITMAP (The construction of this variable is explained above in the variable descriptions). The results show that compatibility with all the four file format standards increases the price by almost 26 percent. The other parameter estimates do not change very much but the standard errors are lower thereby improving efficiency of the estimates. The condition index falls but still remains beyond the recommended level. I therefore re-estimate the model by dropping the variables that are most insignificant (EPS and Clipart). Column 5 of Table 2 shows the results when the least significant variables are dropped from the model. The precision of the estimates improves slightly and the condition index drops further (from 57 to 44) and is closer to the acceptable level of 30.
The column 7 of Table 2 shows regression estimates with the variable WIN95 included. The inclusion of this variable increases the overall condition index and lowers the efficiency of estimates. The variable itself is statistically insignificant and therefore we may conclude that the negative coefficient on JAVA is indeed a result of greater anticipated competition rather than a coincidental effect of the almost simultaneous introduction of Windows95. I expected the effect on prices of Windows95 to be positive due to the improved quality features. Most of the firms in the sample introduced newer versions for Windows95 simultaneously with the introduction of Windows95. Therefore, any drop in prices due to consumers waiting for a Windows95 version would have occurred prior to the introduction of software compatible with Windows95 i.e. before August 1995. Therefore the drop in prices observed after the introduction of Windows95-compatible software could be reasonably attributed to the introduction of Java.
The consistent negative effect on prices from the Java variable therefore, indicates that Java was indeed effective in increasing the potential for competition in the market for graphics software applications and therefore in reducing the indirect network effects in the PC-operating system market.
CONCLUSION
This paper contributes to the scarce empirical literature on network effects and provides an indirect test of their impact on welfare. The results from the hedonic price regressions suggest that the potential availability of a platform-independent software application helped to decrease the prices of all graphics software. The results therefore suggest that despite the demand-side and supply-side economies of scale that are thought to exist in the software markets in general, these markets are quite competitive. The significant increase in the number of software applications available for the OS/2 platform after the introduction of Java and the reduction in prices of all graphics software suggest that Java was indeed successful in reducing the indirect network effects in the PC operating systems market. Given the hypothesized importance of indirect network benefits in the PC operating system market, the results might be interpreted to suggest that the PC operating system market might also be subject to competition. Future research would directly test whether or not positive feedback is indeed present in the PC operating systems market and whether such feedback leads to inefficient market outcomes. The Regressions also included firm dummies that are not reported here in order to save space. I rejected the pooled OLS model in favor of the firm fixed effects at the one percent significance level based on results from an F-test.
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