The implicit Q-theorem for Hessenberg matrices is a widespread and powerful theorem. It is used in the development of for example implicit QR-algorithms to compute the eigendecomposition of Hessenberg matrices. Moreover it can also be used to prove the essential uniqueness of orthogonal similarity transformations of matrices to Hessenberg form. The theorem is also valid for symmetric tridiagonal matrices, proving thereby also in the symmetric case its power.
Introduction
Nowadays there is a growing interest to the computation of the eigenvalues of semiseparable matrices. Several different approaches are possible. There exist divide and conquer methods [1, 2] , methods for transforming semiseparable matrices to tridiagonal or banded form and hence compute the eigenvalues via these resulting matrices [3, 4] , and also QR-methods applicable directly on semiseparable and related matrices exist [5, 6, 7, 8] . For the development of implicit QR-algorithms suitable for semiseparable matrices an implicit Qtheorem, just like in the tridiagonal case, would be a valuable tool.
Recently also techniques were designed for transforming arbitrary symmetric matrices to semiseparable form via orthogonal similarity transformations. The same technique can also be used for transforming not necessarily symmetric matrices to Hessenberg-like form (see [9] ) via orthogonal similarity transformations. As the matrices resulting from these orthogonal transformations are semiseparable or Hessenberg-like, an implicit Q-theorem would make it possible to prove the essential uniqueness of the upper left k × k block of the resulting semiseparable or Hessenberg-like matrix. Here k denotes the unreduced number, which will be defined in the paper. Essentially unique means that only the signs of the elements of the matrices can differ.
In [5] an implicit Q-theorem for symmetric semiseparable matrices was proposed. The implicit Q-theorem proposed in this paper differs significantly from the one in [5] . The authors of [5] restrict their implicit Q-theorem to the class of symmetric semiseparable matrices, while the theorem presented in this paper is also valid for nonsymmetric Hessenberg-like matrices and thereby also covering the class of symmetric semiseparable matrices as a special case. Moreover there are some other small differences, but with important consequences. We will restrict ourselves now to the class of semiseparable matrices to make clear also the other differences between this paper and the paper [5] .
The class of semiseparable matrices considered in [5] equals the class of generator representable semiseparable matrices as defined in this paper. As will be mentioned in the paper, the class of generator representable semiseparable matrices is a subset of the class of semiseparable matrices as defined here. Briefly one can say that (for invertible matrices) the inverse of a generator representable semiseparable matrix is an irreducible tridiagonal matrix, whereas the inverse of a semiseparable matrix is also tridiagonal but not necessarily irreducible. Hence, the implicit Q-theorem as presented here is not restricted to the class of generator representable semiseparable matrices, which is the case in [5] . Another point of difference between the two papers, is the connection with the tridiagonal matrices. The proof as presented in [5] is based on partial inversion of the involved semiseparable matrices. As these inverses are irreducible tridiagonal matrices, the authors use the implicit Q-theorem for tridiagonal matrices to base their proof on. In the proof as presented here, no use is made of invertibility. The proof is constructed by induction on the columns of the orthogonal matrices. It is constructed in a similar way as the proof of the implicit Q-theorem for Hessenberg matrices [10] . In this way the proof stands on its own and no initial knowledge on tridiagonal matrices is needed. The results however as presented in [5] were interesting and helped us in developing the version of the implicit Q-theorem as presented in this paper.
The paper is organized as follows. In Section 2 we define Hessenberg-like matrices. As unreduced matrices play an important role in developing for example implicit QR-algorithms, we define them in Section 3 investigate some of its properties and propose an orthogonal similarity transformation to reduce matrices to this unreduced form. In Section 4 we finally propose and prove the implicit Q-theorem.
Hessenberg-like matrices
Let us firstly define what is meant with a Hessenberg-like matrix. We use Matlab 4 style notation. With Z(i : n; 1 : i) the submatrix of the matrix Z is denoted consisting of the rows i, i + 1, . . . , n and the columns 1, 2, . . . i.
Definition 1 A matrix Z of dimension n×n is called a Hessenberg-like matrix if it satisfies the following rank conditions: rank(Z(i : n; 1 : i))) ≤ 1 ∀i ∈ {1, . . . , n}.
Briefly spoken this means that all the subblocks taken out of the lower triangular part of this matrix (including the diagonal) have rank at most 1. Note however, that the lower triangular part is not necessarily coming from a rank 1 matrix as the following example illustrates.
Example 2
The matrix A is a Hessenberg-like matrix, but the lower triangular part is not coming from a rank 1 matrix:
We remark that this is a common mistake. More information about frequent mistakes concerning semiseparable matrices can be found in [11] .
Hessenberg-like matrices, for which the lower triangular part is coming from a rank 1 matrix are called generator representable Hessenberg-like matrices throughout the remainder of the paper. It is clear that these matrices can be written as the sum of a rank 1 matrix plus a strictly upper triangular matrix. Moreover the two vectors defining the rank one matrix are called the generators of the Hessenberg-like matrix. Important is the connection between generator representable Hessenberg-like matrices, Hessenberg-like matrices and their inverses.
Theorem 3 The inverse of an invertible
• generator representable Hessenberg-like matrix is an irreducible Hessenberg matrix; • Hessenberg-like matrix is a Hessenberg matrix.
PROOF. These are well-known facts and therefore we do not include the proof. Proofs can be found for example in [12, 13, 14] .
As we want to prove a general implicit Q-theorem it is natural that we do not restrict ourselves to the class of generator representable Hessenberg-like matrices, but that we formulate the theorem in terms of Hessenberg-like matrices. An implicit Q-theorem for symmetric generator representable Hessenberg-like matrices, these are in fact generator representable symmetric semiseparable matrices, is already available in the literature [5] . An important reason, why one should not restrict the implicit Q-theorem to the class of generator representable Hessenberg-like matrices is the following one: If one applies several steps of the QR-algorithm to a Hessenberg-like matrix, one desires that this matrix converges to a matrix with a zero block in the lower left position. This allows us to do deflation and continue working with smaller Hessenberg-like matrices. As however the Hessenberg-like matrix with a zero block in the lower left position is not a generator representable Hessenberg-like matrix anymore, the theorem as provided in [5] becomes inapplicable. An implicit Q-theorem, valid for general Hessenberg-like matrices however, remains valid.
In the remainder of the section we briefly mention two theorems, relating Hessenberg-like and generator representable Hessenberg-like matrices. These theorems and proofs can be found in [11] .
Theorem 4 Suppose a Hessenberg-like matrix Z is given. Then this matrix can be written as the sum of a strictly upper triangular matrix and a block diagonal matrix, for which all the blocks are generator representable Hessenberglike matrices.
Definition 5
The pointwise limit of a collection of matrices A ∈ R n×n for ∈ I (if it exists), with the matrices A as
is defined as:
Theorem 6
The pointwise closure of the class of generator representable Hessenberg-like matrices is the class of Hessenberg-like matrices.
Before formulating and proving the implicit Q-theorem for Hessenberg-like matrices, we will define unreduced Hessenberg-like matrices.
Unreduced Hessenberg-like matrices, definition and properties
This section is divided in three subsections. A first section briefly defines unreduced Hessenberg-like matrices. As however the definition of unreducedness is closely related to implicit QR-algorithms, the second section focusses on some properties of the unreduced matrices, w.r.t. the uniqueness of QRdecompositions. Essential for the implicit QR-algorithm for Hessenberg matrices is that the initial Hessenberg matrix is unreduced, therefore the third section proposes a method for transforming Hessenberg-like matrices via orthogonal similarity transformations to unreduced Hessenberg-like form.
The definition
Let us define now an unreduced Hessenberg-like matrix, in the following way:
Definition 7 An Hessenberg-like matrix Z is said to be unreduced if
(1) all the blocks Z(i + 1 : n, 1 : i) (for i = 1, . . . , n − 1) have rank equal to 1; this corresponds to the fact that there are no zero blocks below the diagonal; (2) all the blocks Z(i : n, 1 : i + 1) (for i = 1, . . . , n − 1) have rank strictly higher than 1, this means that on the superdiagonal, no elements are includable in the semiseparable structure.
Note 1 If an Hessenberg-like matrix Z is unreduced it is also nonsingular. This can be seen by calculating the QR-factorization of Z as described in [15] . Because of the rank 1 assumptions below the diagonal, a sequence of n − 1 Givens transformations from bottom to top applied on the left of Z will make the matrix upper triangular. Because none of the elements above the diagonal is includable in the semiseparable structure below the diagonal, all the diagonal elements of the upper triangular matrix R in the QR-factorization of Z will be different from zero. This implies the nonsingularity of the Hessenberg-like matrix Z.
The first demand in the definition is quite natural and corresponds to the demands placed on a Hessenberg matrix to be unreduced. The second demand seems a little awkward but is essential for the implicit Q-theorem, as will become clear in the proof.
Some properties
Unreduced Hessenberg matrices are very important for the development of an implicit QR-algorithm for Hessenberg matrices. It is essential for the application of an implicit QR-algorithm that the corresponding Hessenberg matrix is unreduced, otherwise the algorithm would break down.
Another feature of an unreduced Hessenberg matrix H is that it has an es-sentially unique QR-factorization. Moreover also H − κI, with κ a shift has an essentially unique QR-factorization. This is straightforward because of the zero structure below the subdiagonal. Only the last column can be dependent of the first n − 1 columns. Essentially unique means, only the sign of the columns of the orthogonal matrices Q can differ, and the signs of the elements in R. Because the previous n − 1 columns are linearly independent, the first n−1 columns of the matrix Q in the QR-factorization of H = QR, are linearly independent. Q is an orthogonal matrix, and the first n − 1 columns are essentially unique. As the dimension is n and we already have n − 1 orthogonal columns, the last column is uniquely defined, orthogonal to the first n − 1 columns. This means that the QR-factorization is essentially unique. Summarizing, this means that the QR-factorization of an unreduced Hessenberg matrix H has the following form:
for which R is a nonsingular upper triangular matrix of dimension (n − 1) × (n − 1), w is a column vector of length (n − 1), and α is an element in R. We have that α = 0 if and only if H is singular. This means that the last column of H depends on the previous n − 1.
When we have an unredecued Hessenberg-like matrix, we have the following theorem connected to the QR-factorization, similar like in the Hessenberg case:
Theorem 8 Suppose Z to be an unreduced Hessenberg-like matrix. Then the matrix Z − κI, with κ as a shift has an essentially unique QR-factorization.
PROOF. If κ = 0 the theorem is true because Z is nonsingular. Suppose κ = 0. We can apply the n − 1 Givens transformations from bottom to top on the left of the Hessenberg-like matrix to make the Hessenberg-like matrix upper triangular. Because the Hessenberg-like matrix Z is unreduced, these Givens transformations are nontrivial. Applying them to the left of the matrix Z − κI results therefore in an unreducible Hessenberg matrix. As this Hessenberg matrix has the first n − 1 columns independent of each other also the matrix Z − κI has the first n − 1 columns independent. Hence, the QR-factorization of Z − κI is essentially unique.
Note 2 An unreduced Hessenberg-like matrix Z is always nonsingular, and has therefore, always an essentially unique QR-factorization. If one however admits that the block Z(n − 1 : n, 1 : n) is of rank 1, the matrix Z also will have an essentially unique QR-factorization.
Note 3
The unreduced Hessenberg-like matrix Z is always nonsingular, but the matrix Z − κI can be singular.
Note 4 An unreduced Hessenberg-like matrix is always a generator representable Hessenberg-like matrix. This is a consquence of the definition of unreducedness and Theorem 4.
In the following section we address how one can transform a Hessenberg-like matrix via orthogonal similarity transformations to unreduced form.
The reduction to unreduced Hessenberg-like form
The implicit QR-algorithm for Hessenberg matrices is based on the unreducedness of the corresponding Hessenberg matrix. For Hessenberg matrices it is straightforward how to split the matrix into two or more Hessenberg matrices which are unreduced (See Section 7.5.1 in [10] ).
In this section we will reduce a Hessenberg-like matrix to unreduced form as presented in Definition 7. The first demand, that there are no zero blocks in the lower left corner of the matrix can be satisfied by dividing the matrix into different blocks, in a complete similar way as for the Hessenberg case.
The second demand, the fact that the Hessenberg-like structure does not extend above the diagonal is not solved in such an easy way. It can be seen that matrices having this special structure are singular. In the solution we propose, we will chase in fact the dependent rows completely to the bottom where they will form zero rows which can be removed. This chasing technique is achieved by performing a special QR-step without shift on the matrix. We will demonstrate this technique on a 5 × 5 matrix. The denote the elements satisfying the Hessenberg-like structure. One can clearly see that the Hessenberg-like structure of the matrix extends above the diagonal:
We start the annihilation with the traditional orthogonal matrix
, which consists of 4 Givens transformations (see [15] ). This results in the following matrixR = G
In normal circumstances one would apply the transformation Q 1 now on the right of the above matrix to complete one step of QR without shift. Instead of applying now this transformation we continue and annihilate the elements marked with ⊗ with the Givens transformations G 5 and G 6 . G
We have now finished performing the transformations on the left side of the matrix. Denote R = G T 6 G T 5R . To complete the QR-step applied to the matrix Z, we have to perform the transformations on the right-side of the matrix:
It is clear that the last matrix can be deflated such that we get an unreduced matrix and one eigenvalue which has already converged.
The same technique can be applied for matrices with larger blocks crossing the diagonal or more blocks crossing the diagonal.
The implicit Q-theorem
We will now prove an implicit Q-theorem for Hessenberg-like matrices. The theorem is proved in a similar way as the implicit Q-theorem for Hessenberg matrices as formulated in Section 7.4.5 from [10] . First, two definitions and some propositions are needed.
Definition 9
Two matrices Z 1 and Z 2 are called essentially the same if there exists a matrix W = diag(±1, ±1, . . . , ±1) such that the following equation holds:
Before proving the implicit Q-theorem, we define the so called unreduced number of a Hessenberg-like matrix.
Definition 10 Suppose Z to be a Hessenberg-like matrix, the unreduced number k of Z is the smallest integer such that one of the following two conditions is satisfied:
(1) The submatrix S(k + 1 : n; 1 : k) = 0.
(2) The element S(k + 1, k + 2) with k < n − 1 is includable in the lower semiseparable structure.
If the matrix is unreduced, k = n.
Proposition 11
Suppose we have a Hessenberg-like matrix Z which is not unreduced, and does not have any zero blocks below the diagonal, i.e., whose bottom left element is nonzero. Then this matrix can be transformed via similarity transformations to a Hessenberg-like matrix, for which the upper left (n − l) × (n − l) matrix is of unreduced form and the last l rows equal to zero, where l equals the nullity of the matrix. Moreover if k is the unreduced number of the matrix Z then the orthogonal transformation can be chosen in such a way that the upper left k × k block of this orthogonal transformation equals the identity matrix.
PROOF. We will explicitely construct the transformation matrix. We illustrate this technique on a matrix of dimension 5 × 5 of the following form
We annihilate first the elements of the fifth and fourth row, with Givens transformations G 1 and G 2 . This results in the matrix
The Givens transformation G 3 is constructed to annihilate the element marked with ⊗:
Completing the similarity transformation by applying the transformations G 1 , G 2 and G 3 on the right of G 
The matrix does not yet satisfy the desired structure, as we want the upper left 4 × 4 block to be of Hessenberg-like form. To do so, we remake the matrix semiseparable (techniques for making a complete matrix semiseparable can be found in [9] ). Let us perform the transformation G 4 on the right of the matrix Z to annihilate the marked element. Completing this similarity transformation gives us:
The resulting matrix has the upper left 4 × 4 block of unreduced Hessenberglike form, while the last row is zero. The transformations involved did not change the upper left 2 × 2 block as desired.
Note 5
The resulting matrices from Proposition 11 are sometimes called zerotailed matrices (see [5] ).
Note 6 Proposition 11 can be generalized to Hessenberg-like matrices with zero blocks below the diagonal. These matrices can be transformed to a Hessenberg-like matrix with zero rows on the bottom and all the Hessenberg-like blocks on the diagonal of unreduced form.
Proposition 12
Suppose Z is an unreduced Hessenberg-like matrix. Then Z can be written as the sum of a rank 1 matrix and a strictly upper triangular matrix, where the superdiagonal elements of this matrix are different from zero.
We have that
the vectors u n and v 1 are different from zero and R is a strictly upper triangular matrix having nonzero supdiagonal elements.
PROOF. Straightforward, because of the fact that an unreduced Hessenberglike matrix is generator representable.
Proposition 13 Suppose we have the following equality:
where W is an orthogonal matrix with the first column equal to e 1 and Z and X are two n × n Hessenberg-like matrices of the following form:
both having l zero rows at the bottom and the matrices Z 1 , Z 2 , X 1 and X 2 of unreduced form. If we denote the dimension of the upper left block of Z with n Z 1 and the dimension of the upper left block of X with n X 1 . Then we have that n X 1 = n Z 1 and W has the lower left (n − n X 1 ) × n X 1 block equal to zero.
PROOF. Assume n Z 1 ≥ n X 1 . When considering the first n Z 1 columns of equation (1) we have
where V is of dimension n × n Z 1 , with the last l rows of V equal to zero. Because Z 1 is invertible we know that W (1 : n, 1 :
has the last l rows equal to zero. We will prove by induction that all the columns w k with 1 ≤ k ≤ n X 1 have the components with index higher than n X 1 equal to zero.
Step 1: k = 1. Because W e 1 = e 1 , we know already that this is true for k = 1. Let us write the matrices Z 1 and X 1 as (Using Proposition 12):
1 = 1. Multiplying equation (1) to the right with e 1 gives us
Note that u (1) is of length n Z 1 and u (2) is of length n X 1 .
Step k: Suppose 2 ≤ k ≤ n X 1 . We prove that w k has the components n X 1 + 1, . . . , n equal to zero. We know by induction that this is true for the columns w i with i < k . Multiply both sides of equation (1) with e k , this gives us:
This can be rewritten as:
Because of the induction procedure, we know that the left-hand side of the former equation has the components below element n X 1 equal to zero. The vector w k has the last l components equal to zero. Because the matrices X 1 and X 2 are nonsingular we know that w k has only the first n X 1 components different from zero, because Xw k can only have the first n X 1 components different from zero. This proves the induction step.
This means that the matrix W has in the lower left position an (n−n X 1 )×n X 1 block of zeros. A combination of equation (1) and the zero structure of W leads to the fact that W Z needs to have a zero block in the lower left position of dimension (n − n X 1 ) × n X 1 . Therefore the matrix Z 1 has to be of dimension n X 1 which proves the proposition.
Note 7
The proposition above can be formulated in a similar way for more zero blocks below the diagonal.
Using this property, we can prove the following implicit Q-theorem, for Hessenberg-like matrices.
Theorem 14 (implicit Q-theorem for Hessenberg-like matrices) Suppose the following equations hold,
with Q 1 e 1 = Q 2 e 1 , where Z and X are two n × n Hessenberg-like matrices, with unreduced numbers k 1 and k 2 respectively and Q 1 and Q 2 are orthogonal matrices. Let us denote k = min(k 1 , k 2 ). Then we have that the first k columns of Q 1 and Q 2 are the same, up to the sign, and the upper left k ×k submatrices of Z and of X are essentially the same. More precisely, there exists a matrix V = diag(1, ±1, ±1, . . . , ±1), of size k × k, such that we have the following two equations:
PROOF. Using Proposition 11 and the notes following the proposition we can assume that the matrices Z and X in (3) and (4) are of the following form (for simplicity, we assume the number of blocks to be equal to two):
with Z 1 , Z 2 , X 1 and X 2 unreduced Hessenberg-like matrices. This does not affect our statements from the theorem, as the performed transformations from Proposition 11 do not affect the upper left k × k block of the matrices Z and/or X, or the first k columns of Q 1 and Q 2 .
Denoting W = Q T 1 Q 2 and using the equations (3) and (4) the following equality holds: ZW = W X, with W e 1 = e 1 .
Moreover, we know by Proposition 13 that the matrix W has the lower left block of dimension (n − n 1 ) × n 1 equal to zero, where n 1 is the dimension of the block Z 1 .
If we can prove now that for the first n 1 columns of W the following equality holds: w k = ±e k , then we have that (as n 1 ≥ k and by Proposition 11) the theorem holds.
According to Proposition 12 we can write the upper rows of the matrix Z in the following form:
where u (1) , v (1) have length n 1 . The vectorṽ (1) is of length n − n 1 and is chosen in such a way that the matrix R (1) ∈ R n 1 ×n , has the last row equal to zero. Moreover the matrix R (1) has the left n 1 × n 1 block strictly upper triangular. Also the left part of X can be written as X(1 : n; 1 :
with u (2) and v (2) of length n 1 ,ũ (2) is of length n − n 1 and R (2) a strictly upper triangular matrix of dimension n × n 1 . Both of the strictly upper triangular parts R (1) and R (2) have nonzero elements on the supdiagonals, because of the unreducedness assumption. The couples u (1) , v (1) and u (2) , v (2) are the generators of the semiseparable matrices Z 1 and X 1 , respectively. They are normalized in such a way that v
Denoting with P the projection operator P = (I n 1 , 0) we can calculate the upper left n 1 × n 1 block of the matrices in equation (5):
Denoting the columns of W as (w 1 , w 2 , . . . , w n ), the fact that Q 1 e 1 = Q 2 e 1 leads to the fact that w 1 = e 1 . Hence, also the first row of W equals e T 1 . Multiplying (6) to the right by e 1 , gives
Because of the structure of P and W , multiplying (7) to the left by e T 1 gives us that u
1 . Using equation (7), we will prove now by induction that for i ≤ n 1 : w i = ±e i and
which will prove the theorem.
Step 1 l = 1. This is a trivial step, because v
1 = 1 and w 1 = e 1 .
Step l 1 < l ≤ n 1 . By induction we have that w i = ±e i ∀1 ≤ i ≤ l − 1 and (8) holds for the first (l − 1) columns. This means that:
2 , . . . , v
l−1 .
Taking (7) into account, (6) becomes
Multiplying (9) to the right by e l , we have
Because of the special structure of P, W, R (1) and R (2) the element in the n 1 th position in the vector on the right-hand side of (10) is equal to zero.
We know that u
is different from zero, because of the unreducedness assumption. Therefore the following equation holds:
This means that
Therefore equation (8) is already satisfied up to element l:
Using equation (11) together with equation (10) leads to the fact that the complete right-hand side of equation (10) has to be zero. This gives the following equation:
with the r
j,l as the elements of column l of matrix R (2) . Hence, the righthand side can only have the first l − 1 components different from zero.
Because the superdiagonal elements of the left square block of R (1) are nonzero and because the first n 1 columns of W have the last (n − n 1 ) elements equal to zero, only the first l elements of w l can be different from zero. This together with the fact that W is orthogonal and w i = ±e i for i < l, means that w l = ±e l , which proves the induction step.
Note 8
In the definition of the unreduced number we assumed that also the element Z(1, 2) was not includable in the semiseparable structure. The reader can verify, that one can admit this element to be includable in the semiseparable structure, and the theorem and the proof still remain true for this newly defined unreduced number.
Note 9 This theorem can also be applied to the reduction algorithms which transform matrices to Hessenberg-like, symmetric semiseparable and upper triangular semiseparable form, thereby stating the uniqueness of these reduction algorithms in case the outcome is in unreduced form and Q 1 e 1 = Q 2 e 2 , where Q 1 and Q 2 are the two different orthogonal matrices involved in the two different similarity transformations. Moreover, if the resulting matrix is not unreduced, uniqueness of the upper left k × k block can be stated, where k is the unreduced number of the resulting semiseparable matrix.
Finally we give some examples, connected with this theorem. (See also [5] .) The first condition in Definition 10 is quite logical and we will not give any examples connected with this condition. One can see that the unreduced number of X and Z equals 1 because the element X(2, 3) is includable in the lower semiseparable structure of the matrix X. Thus we know by the theorem that equality is only garantueed for the upper left element of the matrices X and Z. One can see that the unreduced number of X equals 0 because the element X(1, 2) is includable in the lower semiseparable structure of the matrix X. But using the definition of the unreduced number connected to the note following Theorem 14, we know that the unreduced number equals 1 and the equality holds for the upper left element of Z and X.
Conclusions
In this paper we formulated and proved a general implicit Q-theorem for Hessenberg-like matrices. The theorem can be adapted in a simple way to suit also the symmetric case: the symmetric semiseparable matrices. Connected with this theorem we defined the notion of unreduced Hessenberg-like matrices and moreover some properties and a reduction towards this form were deduced.
