Abstract : Numerical procedures are proposed for triangularizing polynomial matrices over the eld of polynomial fractions and over the ring of polynomials. They are based on two standard polynomial techniques: Sylvester matrices and interpolation. In contrast to other triangularization methods, the algorithms described in this paper only rely on well-worked numerically reliable tools. They can also be used for greatest common divisor extraction, polynomial rank evaluation or polynomial null-space computation.
Introduction
A common theme when performing computations involving polynomials is to transform a given polynomial matrix into a simpler equivalent form while preserving key properties of the original matrix. The triangularization over the ring of polynomials is a fundamental construction in this regard.
Reduction of polynomial matrices into triangular form has crucial relevance in linear system theory. Applications include solving matrix polynomial equations such as the Diophantine equation frequently arising in control problems 11, 12] , extracting the greatest common divisor of polynomial matrices 4, 5, 9] , computing the determinant of a polynomial matrix 18], as well as obtaining a triangular basis for modules over polynomial domains 4] .
The rst results were obtained by Hermite for matrices with integer entries and it was only realized later that they also held for entries that are polynomials. This led to the classical triangularization algorithm exposed in 4, 5, 9], a simple variation of Gaussian elimination with the extended Euclidean algorithm replacing division. It is well-known that this procedure results impractical for its bad numerical behavior.
The idea of converting triangularization over the ring of polynomials to that of solving linear systems over the eld of reals appears to have rst been used by Kaltofen et al. 10 ]. The goal of the authors was to establish a parallel complexity result and Storjohann 19, Chapter 4] reexamined their approach to obtain sequential results. The key point was to note that one is led to a linear system that does not involve unknown coe cients of the triangular form, but only coe cients of the transformation matrix. Parallel and sequential complexity bounds are also proposed in 20] , where the triangular form is derived from the Popov form, also widely used in linear system control theory.
The technique of solving a problem involving polynomial matrices without using polynomial operations was also used in the early reference 3]. In this paper, Bitmead et al. showed that the extraction of the greatest common divisor of polynomial matrices can be performed over the eld of reals. Their procedure, based on the theory of sub-resultants and Sylvester matrices, was recently specialized to triangularization in a particularly elegant way by Labhalla et al. 15] .
Although it has not rigorously been proved, one can reasonably argue that the approach described in 3, 15] features numerical shortcomings that are similar to those of the standard Euclidean division algorithm. Indeed, the algorithm found in these references is designed to preserve the shift-invariant Toeplitz structure of the Sylvester matrix and is actually a modi ed form of Gaussian elimination with only partial pivoting. As a result, complete numerical stability cannot be assured. In 3] it is stated that this seems to be a fundamental limitation since one is naturally constrained to use unimodular rather than orthogonal transformations when performing polynomial reductions.
In a more general context, the interpolation approach, clearly exposed in 1] by Antsaklis and Gao has been shown to supply solutions to the most part of control problems involving polynomial matrices. Interpolation techniques also provide, in an elegant and exible way, alternative interpretations of well-known linear system theory results. Applications include the resolution of matrix polynomial equations like for instance the symmetric matrix polynomial equation 7] or the Diophantine equation, pole assignment by state or output feedback, J-spectral factorization 13], or also H 1 formulation of the optimal control problem. The above are just a few of the many examples of the strong presence of interpolation results in the system and control literature. It should thus seem surprising that, up to the authors' knowledge, no results are available so far concerning an interpolation approach to triangularization of polynomial matrices. Based on the above considerations, the objective of this paper is twofold. On the one hand, this paper ful lls the need of polynomial matrix triangularization algorithms that are numerically reliable, in contrast to already published methods. On the other hand, it aims at extending the domain of application of interpolation by showing that this useful technique also applies to triangularization. More speci cally, two almost equivalent numerical procedures are proposed. The rst one is based on Sylvester matrices, whereas the second one exclusively relies on interpolation theory.
The paper is organized as follows. In Section 2 classical facts are recalled on the reduction into triangular form of matrices over the eld of polynomial fractions and over the ring of polynomials. A useful lemma is then exposed that provides an upper bound on the degree of the reduction matrix. In Section 3, equivalence is established between triangularization over the eld of polynomial fractions and triangularization over the elds of real numbers. Sylvester matrices and interpolation theory are used for that purpose. Both approaches are shown to be closely related. Several aspects concerning interpolation are dealt with, such as the choice and the number of interpolation points. Two numerically stable algorithms are described for triangularization over the eld of polynomial fractions. They can alternatively be used for polynomial rank evaluation and polynomial null-space extraction. In Section 4, some algebraic complements about degree minimization over ideals are exposed. They will be instrumental to the derivation of the triangular form over the ring of polynomials, using equivalently Sylvester matrices or interpolation theory. Two algorithms are then proposed that only rely on numerically stable routines. The techniques proposed in this paper are illustrated on a very simple example in Section 5. Finally, comparative numerical results are exposed in Section 6. They aim at illustrating advantages of our approach over other triangularization methods.
The algorithms presented here have been tested experimentally by running programs written in MATLAB 1 code as part of the Polynomial Control Toolbox 14, 17] . They should be included to the next release of the Toolbox. In the meanwhile, they are available upon request.
Notations : The following notations will be used throughout the paper. denotes 1 MATLAB is a registered trademark of The MathWorks, Inc.
3 the Kronecker product, I n is the identity matrix of dimension n and A 0 is the transpose of matrix A. R is the eld of real numbers, R s] is the ring of polynomials of s with coe cients in R and R(s) is the eld of rational fractions of s with coe cients in R.
Finally, the notations row i A(s), col j A(s) and ent i;j A(s) respectively stand for the i-th row, j-th column and i; j-th entry of polynomial matrix A(s). The degree of a polynomial matrix A(s), denoted by deg A(s), is the maximum degree of the entries of A(s).
Preliminaries
In this section, the notion of a shape of a polynomial matrix is de ned. Some standard facts on reduction of polynomial matrices into triangular forms are recalled. Distinction is made between triangular forms over eld R(s) and triangular forms over ring R s].
Finally, a useful upper bound is derived on the degree of the polynomial matrix that is used to triangularize a polynomial matrix.
De nition 1 The shape of a full column rank n-by-m matrix A is the series = f 1 ; : : : ; m g of positive integers i = 1; 2; : : : ; n such that ent i ;i A is the uppermost nonzero entry of col i A, called leading entry.
De nition 2 A shape = f 1 ; : : : ; m g whose components are strictly increasing, i.e. Some important comments are in order.
Suppose that the identity matrix is appended at the bottom of an arbitrary rank n-by-m polynomial matrix A y (s) and let A(s) be the resulting full column rank compound matrix. Triangularization of A(s) reads
In the above equation T y (s) is a triangular form of A y (s). Hence a triangular form of a polynomial matrix of arbitrary rank and the corresponding reduction matrix have simultaneously been computed through triangularization of a full column rank matrix. Based on this and without loss of generality, in the paper only full column rank polynomial matrices will be considered. In this section, equivalence is established between triangularization over R(s) and over R.
For that purpose, two techniques are used that are standard when dealing with polynomial matrices: Sylvester matrices and interpolation. As a result, two algorithms for triangularization over R(s) are proposed. Their respective numerical properties are discussed at length. 
The 
Finally, let ffs d e 1 ; : : :; se 1 ; e 1 g; ; fs d e n ; : : : ; se n ; e n gg : (8) By equating coe cients of increasing powers of s, matrix polynomial equation (1) 
With these notations, a matrix U such that col i U = col k i U for any k i 2 C i , i = 1; : : : ; m is solution to (9) . Indeed each column col k i T is a representation w.r.t. basis (7) Step 0
Let d U =d U as in (3).
Step 1
Build permuted Sylvester matrix R d as in (6), where d = d A + d U .
Step 2
Triangularize R d over R as in (10).
Step 3
Extract a triangular shape = f 1 ; : : :; m g such that sets C i in (11) are not empty.
Step 4
Build matrix U such that col i U = col k i U for any k i 2 C i , i = 1; : : : ; m.
Step 5
Recover U(s) as in (8) .
Algorithm
Step 0
Let d U = 0.
Extract a triangular shape = f 1 ; : : : ; m g such that sets C i in (11) Matrix polynomial equation (1) can be written L(s) U = T(s) (13) where U is de ned in (9) and
Using relation (14) 
R m m s] such that A(s)U(s) = T(s) is a triangular form of A(s) over R(s).
Let d =d as in (12).
Build interpolated matrix L d as in (15) .
Triangularize L d over R as in (17) Steps 3{4
See Algorithm 1.
Algorithm 2' : Triangularization over R(s) Iterative interpolation approach
Only the following steps di er from Algorithm 2.
Extract triangular shape = f 1 ; : : :; m g such that sets C i in (11) In Algorithms 1' and 2' matrices of increasing dimensions are triangularized until the lowest degree reduction matrix is found. At each step, the algorithms do not exploit the results computed at previous steps. As far as computational load is concerned, this may be considered as a drawback. At the other hand, it prevents the accumulation of rounding errors from step to step.
Finally, it must be noticed that for high values of n; m or d, matrices R d and L d may have large dimensions and unavoidable rounding errors may a ect triangularizations (10) and (17) . In that case, the notion of a shape of a polynomial matrix should preferably be replaced with the more realistic notion of an "-shape, de ned below.
De nition 4 The "-shape of a full column rank n-by-m matrix A is the series = f 1 ; : : : ; m g of positive integers i = 1; 2; : : : ; n such that ent i ;i A is the uppermost nonzero entry in col i A of norm greater than ".
Step 3 of Algorithms 1, 1', 2 and 2' must be modi ed accordingly. The value of " should depend on n; m; d and the oating point relative accuracy of the computer.
Triangular Form over R s]
The algorithms described in the preceding section were designed to compute a reduction matrix U(s) invertible over R(s), but not necessarily unimodular. In the sequel it is explained how to extend the Sylvester matrix and interpolation triangularization algorithms over R(s) so as to derive a unimodular reduction matrix. The instrumental key concept that will be introduced is polynomial degree minimization over ideals.
Sylvester matrix approach
Let E j R n s] denote the submodule generated by fe j ; : : : ; e n g. Let 
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The above theorem states that the triangular form of a polynomial matrix A(s) over R s] is actually a special triangular form of A(s) over R(s) with the additional requirement that leading entry degrees must be minimal. Clearly, the triangular form of A(s) over R(s) as computed by Algorithm 1 does not necessarily verify these constraints. The sequel aims at proving that Algorithm 1 can be extended for that purpose. Theorem 5 Triangularizing over R s] a full column rank polynomial matrix A(s) amounts to triangularizing over R the row permuted Sylvester matrix Rd.
Finally, the following corollary to Theorem 5 underlines the fact that the triangularization techniques presented here can also be used for greatest common divisor extraction. Only the following step di ers from Algorithm 1.
Step 4 Extract matrix U, such that col i U = col^k i U, wherek i is the maximal element in C i , i = 1; : : :; m. featuring the greatest number of zero leading coe cients, that is to say, to the expected minimal degree polynomial. The procedure is as follows. The vector v such that Iv is a representation w.r.t. the same basis of the minimal degree polynomial in this submodule.
Build Newton matrix C using the iteration Step 2
Triangularize matrix C over R as in (18 Only
Step 4 di ers from Algorithm 2
Step 4 The column selection schemes in Step 4 of Algorithms 3 and 4 ensure that the reduction matrix U(s) is unimodular. In 3], the authors underlined the fact that their Gaussian elimination algorithm, in order to exploit the special structure of the Sylvester matrix, was designed to preserve unimodularity to the detriment of numerical stability. By contrast, the procedures described here hinge on orthogonal matrix operations while preserving unimodularity of the reduction matrix. One can naturally argue that the procedures do not take advantage of the special structure of the Sylvester or interpolated matrices, with the notable exception of Procedure 1. This seems to be the price one has to pay for numerical reliability, but does not appear to be a fundamental limitation in view of the availability of powerful computer tools. Note that the reduction matrix obtained here has degree two, whereas a unimodular reduction matrix of degree one has been found using iterative Algorithm 3' in Section 5. Some remarks concerning implementation are listed below.
2 MAPLE is a registered trademark of Waterloo Maple Software.
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The routines have been tested on square polynomial matrices A(s) of dimension n, degree d and random integer coe cients with absolute value strictly less than 10. The minimal possible degree of a matrix U(s) that triangularizes a matrix A(s) as above is generically equal to the upper boundd U given in (3 Algorithm C relies upon a triangularization over R that is performed by successive applications of a modi ed Gaussian elimination with only partial pivoting, as described in 15]. It is also entirely written in interpreted MATLAB code.
Interpolation points in Algorithm B are equispaced within the real interval ?1; +1].
The value " = n d 10 ?10 is used to extract the "-shape (see De nition 4) in Algorithms A and B.
The criterion that has been used to decide whether the triangularization has properly been achieved is twofold. 1. All coe cients in the strictly upper triangular part of the triangular form T(s) = A(s)U(s) must have absolute value less than 10 ?8 . 2. The inequalities 0:9 < j det U(s)j j det U(0)j < 1:1 (19) must hold for any s 2 ?1; +1]. This is aimed at testing unimodularity of U(s) without computing det U(s), a numerically di cult task for high values of n and d.
Average execution times in seconds are reported in Table 1 . A star (?) means that the triangularization failed because the above criteria were not veri ed. A double star (??) means that the execution time exceeded 1500 seconds. Table 1 : Comparative execution times in seconds.
Some comments are in order.
As expected, Algorithm D is the less reliable triangularization method. Even for relatively low values of d and n, Algorithm D returns a result that is generally extremely far from the correct result. Algorithm E is based on symbolic computation. This approach is known to be subject to intermediate expression swell and turns out to be impractical even for medium-sized problems 19, Chapter 3]. Algorithm B behaves badly for relatively high values of d and n. This is due to an ill-conditioning of the interpolated matrix, in turn due to the choice of interpolation points. For a discussion on that matter, see Section 3.3.
For low values of n, Algorithm A is faster than Algorithm C. The tendency is reversed when n is higher. In the latter case, Algorithm A seems to be more reliable than Algorithm C, to the expense of computational load.
Conclusion
Numerical procedures were proposed for polynomial matrix triangularization. Two algorithms were rst described for triangularization over the eld of polynomial fractions.
They may also be used for polynomial rank evaluation or polynomial null-space extraction. The rst algorithm is based on Sylvester matrices whereas the second algorithm makes extensive use of interpolation theory. Once combined with polynomial degree minimization, they gave rise to two other algorithms for triangularization over the ring of polynomials that can alternatively be used for greatest common divisor computation.
Contrary to previously available algorithms, the procedures presented here only rely upon numerically reliable and well-worked linear algebra computer tools. From the point of view of numerical stability, the advantage of using these new polynomial triangularization techniques over using the standard Euclidean division algorithm may be compared to the advantage of using orthogonal reductions over using the standard Gaussian elimination algorithm.
Some aspects of this work need further investigation. As mentioned above, the proposed procedures do not exploit the special structure of Sylvester or interpolated matrices. One may wonder whether this could be done in a numerically stable way, so as to further reduce the computational load, both in terms of operation count and memory requirement. Another point that deserves attention is the use of complex interpolation points, and more generally the possibility of triangularizing complex polynomial matrices. Finally, an interesting question is whether the same kind of numerical method could be used for getting the Smith form or some less restrictive but equivalent diagonal form.
