We consider the problem of calibrating an antenna array using received signals from either known or unknown directions. A complex matrix is used to map the assumed array manifold to the true array manifold. This matrix may be completely unstructured. Algorithms are presented for joint estimation of this matrix and the directions-of-arrival, using data collected during multiple time intervals.
Introduction
Super-resolution direction-finding techniques, primarily those based on eigenstructure methods, have been discussed extensively in the literature since the early 1980s. These methods achieve their superior performance by making use of the so-called array manifold-the response of an antenna array to a signal received from a given direction. Direction-finding depends strongly on the accuracy of this array manifold. Therefore, the array must be carefully calibrated. It is well established by now that array calibration is the key issue in making super-resolution techniques work.
Array calibration requires a parametric model for the array manifold. During the calibration process, the parameters of this model will be adjusted or estimated to create a better fit between the assumed and true array manifolds. Different parametric models have been studied in the literature attempting to correct different sources of error. These may include imprecisely known antenna locations, unknown gains and phases in the cabling or the receivers, and unmodeled mutual coupling effects.
In this paper, we consider the case where the true array manifold is assumed to be a fixed (i.e., direction independent) linear function of some reference manifolds (i.e., the assumed array manifold). Specifically, a ( , ) = Da ( , ), where a ( , ) denotes the reference manifold, a ( , ) is the true array manifold, and are the source azimuth and elevation, respectively, and D is a complex M × M matrix, with M being the number of antennas. No special structure is assumed for the matrix D, which will generally be the case if there are combined effects of gain, phase, and mutual coupling (however, in the appendix, we show how certain structures can be easily accommodated). Note that for a given array with manifold a ( , ), the matrix D depends on the selection of the reference manifold. The fact that D is fixed implies that the array geometry has no uncertainties and only gain, phase, and mutual coupling uncertainties are present.
A common choice made in the literature for the reference manifold is the isolated or uncoupled array manifold-the manifold computed assuming there is no coupling between the antennas. This is usually written as a ( , ) = Ca ( , ), where C is the so-called mutual coupling matrix (MCM), a ( , ) is the uncoupled array manifold, and a ( , ) is the coupled array manifold which is assumed to be the true manifold (although this is only approximately true because the matrix relating the true and uncoupled manifolds is actually direction dependent). Using this model, array calibration methods estimate the MCM, see, e.g., [1] [2] [3] [4] [5] [6] [7] [8] .
In order to reduce the number of calibration parameters which need to be estimated, the MCM is usually assumed to have some specific structures. Uniformly spaced linear arrays are assumed to have a Toeplitz structure and uniform circular arrays-a circulant structure [9] . To further reduce the number of parameters, the MCM is often also assumed to be a banded matrix [10] . Yet another simplification is to 2 International Journal of Antennas and Propagation assume that the mismatch between the assumed and true manifolds may be represented by a diagonal matrix whose elements correspond to unknown complex gains. This model is studied frequently in the array calibration literature, see, e.g., [11, 12] . In this paper, we will focus on the general case where D is a full and completely unstructured matrix.
There are several issues with the models discussed above. To begin with, the assumption that the mutual coupling matrix is completely unknown seems unreasonable. Formulas (based on approximations) for mutual coupling in commonly used arrays, such as uniform linear arrays and uniform circular arrays, are readily available and have been known for a long time, as is the methodology for calculating the mutual coupling for general array configurations [13] [14] [15] [16] . Furthermore, well-developed and widely used numerical electromagnetic codes (NECs) are available both commercially and for free to calculate the array manifold (including mutual coupling effects) for arbitrary antenna elements and array configurations [17] [18] [19] [20] . There is no logical reason to consider the mutual coupling effect to be completely unknown and to estimate it "from scratch" nor is this being done in practice. High-resolution direction-finding systems make use of the best available array manifold, be it based on analytical formulas, NEC software, or measurements, all of which already include the effects of mutual coupling.
Another issue is that the models used for the mutual coupling matrix C are almost always nonphysical. For example, it is commonly and incorrectly assumed that C for a uniform linear array has a Toeplitz structure [6, [21] [22] [23] . This is only true asymptotically as the number of antennas tends to infinity. Another common assumption is that the MCM C is a banded matrix. While it is true that off-diagonal coupling terms tend to be relatively small, they are generally nonnegligible and should not be assumed to be zero. The nonphysical nature of the MCM is further manifested by the choices made for the coefficients of MCM (the entries of C) in simulations. With few exceptions, these are chosen in an ad hoc manner or even drawn from a random Gaussian distribution [6] and are not related to any physical model of the antenna array.
Another issue is that the mutual coupling matrix is not a unique and well-defined concept. The name is generally associated with a constant matrix C which attempts to relate the uncoupled and true manifolds. Note, however, of the following. (i) Different choices can be made for the uncoupled manifold and the coupled manifold, each leading to a different MCM. (ii) The array manifolds depend on the choice of their phase center and are not uniquely defined. These choices effect the resulting MCM. (iii) The mapping of an uncoupled (isolated) array manifold to the true array manifold is generally direction dependent and can only be approximated by a constant matrix [24] [25] [26] . These ambiguities lead to a considerable confusion in the literature dealing with mutual coupling matrices.
In this paper, we take a different approach. We assume that the reference manifold a ( , ) is the best available manifold obtained from the measurements or NEC software and it already includes the effects of mutual coupling. Therefore, D is not a mutual coupling matrix but rather a way of capturing any mismatch between the true and the reference array manifolds. Such mismatch may be caused by differences between the characteristics of the antennas used to calculate a ( , ) and the characteristics of the actual antennas, approximations made in the software used to calculate the reference manifold, and items which have not been included in the model (such as the effect of the ground or the antenna support). In general, D does not possess any particular structure and it is necessary to estimate all of its M × M entries. The signal model is discussed further in Section 2.
Having specified the calibration matrix, its parameters need to be estimated from available data. The data may originate from signals whose directions are known or unknown. The latter case is usually called self-calibration or blind calibration. Current self-calibration methods use data collected over a single time interval to form a sample covariance matrix of the array outputs and use it to jointly estimate the unknown directions and mutual coupling parameters [7, [26] [27] [28] [29] [30] [31] . These techniques assume the presence of a sufficient number of cochannel signals in order to operate. The required number of signals depends on the number of unknown calibration parameters and other factors. This assumption is highly impractical because the number of active cochannel signals cannot be guaranteed to be sufficient for the self-calibration to work. This fact alone greatly limits the usefulness of most (perhaps all) selfcalibration techniques presented in the literature to date.
To alleviate this fundamental difficulty, we present a novel self-calibration algorithm which operates on data collected during multiple time intervals in a given frequency channel. The directions of the active signals and their number may vary from one interval to the next. We assume that the calibration parameters change relatively slowly and may be assumed to be constant during the entire data collection time. This assumption holds in all practical direction-finding scenarios of which we are currently aware.
The probability that a sufficient number of signals is present in a given channel is dramatically increased when multiple time intervals are being used. This increases significantly the usefulness of self-calibration in practical direction-finding scenarios.
In the following sections, we describe the signal model used herein (Section 2) and develop algorithms for estimating the matrix D (Section 3) and for jointly estimating the signal directions-of-arrival and the matrix D (Section 4). We then discuss various aspects of the of these algorithms (Section 5). We emphasize the fact that the work presented in the following differs from prior works in two important respects: (i) the matrix D may be completely unstructured and is not necessarily related to the mutual coupling matrix; (ii) the estimation of the unknown parameters is based on data collected over multiple time intervals.
The Signal Model
Consider the data collected at the output of a uniformly polarized array (The extension of this work to diversely International Journal of Antennas and Propagation 3 polarized arrays is nontrivial and requires a separate treatment.) with M antennas at a particular frequency channel during P different time intervals. During the p-th time interval, K p signals were active in the channel. The narrowband baseband model for these signals is given by
where y p (t) is the M × 1 vector of received signals collected during time interval p, D is an M × M matrix whose elements are unknown complex parameters, a ( , ) is the reference array manifold, ( , , , ) are the signal directions-ofarrival, s k,p (t) are the impinging signal waveforms, and w ( ) is an M × 1 vector of additive white complex Gaussian noise with zero mean and variance p . The complex elements of D are assumed to be constant and independent of the signal directions-of-arrival during the entire data collection time.
We assume that the signals present during different time intervals come from different directions.
We are given N p snapshots of the received signal vectors y (1), . . . , y ( ). Writing equation (1) for all of the snapshots using a more compact matrix notation, we get
where
are the received signal and noise M × N p matrices,
are an M × matrix containing the array manifold vectors for the signal directions, and
are a K × matrix containing the sampled signal waveforms. The signals are assumed to be jointly stationary, uncorrelated, and to have a covariance matrix
The covariance matrix of the received signals is therefore
Given the measurements Y , = 1, . . . , , we want to estimate the unknown parameters. We consider two situations: (i) the DOAs ( , , , ) are known for all active signals in all of the time intervals, but the elements of D are unknown and need to be estimated, and (ii) neither DOAs nor D is known and needs to be jointly estimated. Our main interest is in case (ii), but it is useful to study first the easier case (i).
Estimating the Matrix D Known Signal Directions
In this section, we present an algorithm for estimating the parameters of D from the received signals defined in equation (2) . The algorithm is based on the fact that the true array manifold evaluated at the DOA of any one of the signals is orthogonal to the noise subspace. This is the same principle which is used by the MUSIC algorithm [32] [33] [34] to estimate DOAs, except that here we assume that the DOAs are known and use them to estimate D. Let R p be the covariance matrix of the received signals during time interval p defined in equation (7). The noise subspace U , associated with this covariance matrix is found by performing the singular value decomposition
and then separating U p into a signal subspace U , consisting of the first K p singular vectors and a noise subspace U , consisting of the remaining M − singular vectors,
It is straightforward to show that the true array manifold vectors corresponding to the signal directions Da ( , , , ) are orthogonal to the noise subspace U , . Thus, when both D and , , , have their true values, the norm of U , Da r ( , , , ) will be zero.
Since the exact covariance matrix R p is not known, it will be replaced byR , the sample covariance matrix
and the exact noise subspace U n,p will be replaced by its approximate counterpartÛ , . In this case, Da ( , , , ) will be only approximately orthogonal to the estimated noise subspace U , . These facts motivate the use of the following cost function f(D) to estimate D. Let
If the estimated noise subspaces were exact, i.e.,Û , = U , , the cost function f(D) will equal zero for the correct value of D. Using an incorrect value of the matrix D will increase the value of the cost function because Da ( , , , ) will no longer be orthogonal to the noise subspace. Thus, the solution of (D) = 0 will provide the desired estimate of the matrix D. Note, however, that the solution is not unique. An obvious ambiguity is caused by the fact that if D is a solution, so is cD, where c is an arbitrary complex scalar. There may be other ambiguities related to specific choices of the array manifold a ( , , , ). For example, when using a uniform linear array and choosing the reference manifold to be the omnidirectional manifold (which ignores mutual coupling), rotating all the DOAs by the same amount is equivalent to changing the phases of the columns of D. However, these ambiguities are not present when using the analytic manifold (which includes the effects of mutual coupling) [25] .
In practice, the estimated noise subspaceÛ , rather than its exact value U , will be used in which case D can still be estimated by minimizing this cost function, but the minimum will no longer equal zero. To do this, note that (11) can be rewritten as
where d = vec{D T }, and
This can be shown by rewriting each of the terms in equation (11) as follows (dropping the indices k and p for notational convenience):
where are the rows of D, or equivalently, and are the columns of D T . We assume that d has unit norm (or some other nonzero norm), i.e., d d = 1 to avoid the trivial solution d = 0. This cost function will be minimized when d is the eigenvector of the matrix Q corresponding to its smallest eigenvalue.
In order to get a unique solution d, the matrix Q should have a unique smallest eigenvalue. In the case of the exact noise subspace (i.e.,Û , = U , ), this eigenvalue will be zero. In other words, to guarantee uniqueness, the rank of Q should be M 2 − 1, so that it has only one zero eigenvalue. Note that each of the terms comprising the matrix Q has the rank of the subspace U , which is M − . Therefore, the rank of Q is no more than the minimum of = ∑ =1 (M − ) and M 2 − 1. Therefore, a necessary (but not sufficient) condition for uniqueness is that ≥ M 2 − 1. If = 1, the rank condition becomes (11) which can be written as (D, ), where is the set of DOAs of all of the signals during all of the observation periods. Attempting to jointly minimize this function over D and again involves a computationally intractable high-dimensional optimization problem. This cost function lends itself to a computationally efficient solution by iterating between the estimation of the calibration parameters D and the estimation of the DOAs. It should be noted that there is no formal proof or guarantee of convergence for this iterative algorithm. However, experiments show that the iteration always converges to a local minimum and therefore yields useful estimates provided that the initial conditions of the iteration are close enough to the true values. This situation, while less than satisfactory, is typical in iterative parameter estimation techniques.
To start the iteration, an initial value for D must be selected. In the absence of prior information, we let D = I be the initial value. Next, the MUSIC algorithm is applied to estimate the signal DOAs in each period. (If only one signal or several well-separated signals are active at any given time, it is possible, even preferable, to use beamforming rather than the MUSIC algorithm.) The MUSIC "spectrum" is then given by
The direction estimates are obtained by searching for the peaks of ( , ). The estimateŝ, ,̂, correspond to the values of and at the peak locations. Given the DOA estimates, we recompute the matrix Q (13) and obtain a new estimate for the calibration parameters D. This process is repeated until convergence. As is usually the case with nonlinear optimization, the algorithm converges to a local minimum which may or may not be the desired global minimum. Convergence to the global minimum requires that the initial value of D be sufficiently close to its true value. This issue is discussed further in Section 5.
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The iterative algorithm is easily modified to incorporate prior knowledge of signal directions. If some of the signals arrive from known directions their estimates will be replaced by their known values before estimating D. If all the signals in a given period have known DOAs, the DOA estimation step for that period may be skipped.
In the discussion so far we considered the case where the matrix D is completely unstructured. In the appendix, we present a version of the algorithm which incorporates certain linear equality constraints. Using these constraints, it is possible to accommodate a variety of structures of the matrix D.
Performance Evaluation
In this section, we study the performance of the calibration algorithms described earlier, mainly by using numerical examples. In all of these examples, we use an M = 8 element circular array with radius of one wavelength. The antennas are identical center-fed vertical dipoles, one wavelength long, and one thousandths of a wavelength thick. The antenna ports are loaded by a 50 Ω impedance. The MATLAB™Antenna Toolbox was used to compute the array manifold a ( , ). All the antennas and signal sources were assumed to lie in the horizontal plane where = 0 ∘ . This was done to simplify the plotting and interpretation of the results and does not represent a restriction of the algorithms. In these examples, the directions of arrival were chosen at random in the range −90 ∘ ≤ ≤ 90 ∘ . To simplify the discussion, all periods had the same number of K of signals (the algorithm can handle different numbers of signals). The signals were assumed to be received with equal power and have a common signal-to-noise ratio (SNR). The matrix was specified as D = I + D, where the elements of D were selected independently from a complex Gaussian random distribution with mean 0 and standard deviation D . The initial value of D used by the iterative algorithm was D = I.
The Estimation of D.
We start by demonstrating the performance of the algorithm for estimating the matrix D, see equations (12) and (13) . Consider first the case where the signal directions are perfectly known and the exact covariance matrices R p are used (i.e., the infinite data case). We calculate the error between the true matrix D and the its estimateD. The error is given by the normalized Frobenius norm of the difference, Figure 1 depicts D as a function of the number of periods P used to estimate the matrix D, for three cases: having = 1, = 2, and K = 3 signals present during each period. As expected, when a sufficient number of periods is being used, the error is very small, ideally zero. When the number of periods is insufficient to provide the proper rank for the matrix Q, the estimation fails and D will be close to unity. Recall the rank condition introduced earlier which stated that the smallest value of P needed is (M 2 − 1)/( (M − )). Evaluating this condition for M = 8 and K = 1, 2, 3, we get P min = 9, 6, 5, respectively. This matches the results seen in the figure. Recall that the rank condition is only necessary but not sufficient. Thus, in general, P min represents only a lower bound on the number of periods required for correctly estimating D, as will be apparent in some of the following examples.
Next, we consider the case where D is computed using the sample covariance matricesR , rather than exact covariances. Figure 2 depicts D averaged over 100 noise realizations, as a function of the number of periods P with = 2 signals in each period, for SNRs of 10, 20, and 30 dB. The DOAs are assumed to be known. In this case, a nonzero estimation error D is expected. Note also that the number of periods required to minimize D is somewhat greater than the value min = 6 calculated using the rank condition.
The error in estimating D is a function of the errors in the estimated DOAs. To check the sensitivity of D to DOA errors, we added to each of the DOAs an error term drawn from a Gaussian distribution with zero mean and variance az and calculated the resulting D estimation error. Results were averaged over 300 independent random azimuth errors. The exact covariance matrices R p corresponding to the erroneous DOAs were used. Figure 3 depicts the average D as a function of az using = 25, 35, 45 periods, with K = 2 signals per period. As is to be expected, the sensitivity of D to azimuth errors (measured by the slope of the curve) reduces as the number of periods being used increases. Figure 4 depicts the standard deviation of the DOA estimates as a function of the size of the mismatch D . The parameters of this experiment were 100 independent realizations of D for each value of D , P = 10 periods, and with one signal in each period. The exact covariances R p were used. Figure 5 depicts the probability of resolving two equal power signals separated by an angle as a function of (uncalibrated) mismatch D. The parameters of this experiment were 1000 independent realizations of D for each value of D , = 1 periods, and with two signals in each period. The exact covariances R p were used, so the DOA errors and loss of resolution are due solely to the D mismatch. In each case, the locations of the peaks of the MUSIC spectrum were determined. If two peaks were found within a specified angular range containing the true DOAs, the signals were considered to be resolved. The range was [ 1 − 2 , 2 + 2 ], where 1 and 2 are the signal directions where 1 < 2 , and = 2 − 1 is the angular separation. If less than two peaks were in the range, the signals are considered to be not resolved. The probability of resolution is defined as the fraction of the 1000 runs in which resolution was observed. The probability of resolution decreases as the angular separation of the two signals becomes smaller. As is to be expected, the impact of mismatch on performance is larger for closely spaced signals than on a single signal (or widely spaced signals). 
The Impact of

The Joint Estimation of D and the DOAs.
In the examples above, we considered the estimation of DOAs and D separately. Next, we consider the joint estimation of the matrix D and signal directions using the iterative approach described in Section 4. Figure 6 demonstrates the convergence of the estimated parameters. This figure depicts the average error inD and the estimated DOAs as a function of the iteration number. The error was calculated by taking the Frobenius norm ofD − D and normalizing it by the Frobenius norm of D. The vertical lines are error bars corresponding to ±1 standard deviation of the error. The parameters of this experiment were 100 independent realizations of D for D = 0.05, P = 40 periods, with two signals in each period. The exact covariances R p were used. The errors are seen to converge within a few iterations.
As mentioned earlier, global convergence of this iterative algorithm is not guaranteed. If the initial mismatch between the assumed and true values of D is sufficiently large, the algorithm will fail to converge. To evaluate the range of value over which convergence will occur, we repeat the previous experiment ( Figure 6 ) for different values of D and evaluate the probability of convergence P c , defined as the fraction of the 100 independent runs in which convergence was observed. The result is depicted in Figure 7 . In this example, reliable convergence is observed for D ≤ 0.08 for = 20 periods and D ≤ 0.95 for = 40. For larger values of D , the algorithm fails to converge. As can be seen, there is a sharp transition between convergence and nonconvergence. As seen from the figure, increasing the number of periods used in the joint estimation increases somewhat the capture Figure 8 . Here, the probability of convergence is plotted for two cases: one in which all the DOAs are unknown and the other in which the signal in 5 of the = 20 periods are known. The presence of some known DOAs more than doubled the capture range. If there is a sufficient number of periods with known DOAs (according to the rank condition), it is possible to compute the matrix D directly, without iteration. Figure 9 illustrates the positive effect of the calibration process on the resolution of closely spaced signals. The figure depicts the MUSIC spectrum for one of the periods containing two closely spaced signals, before and after the estimation of D (using the same parameters as in Figures  6 and 7 with D = 0.09). The signals were not resolvable with the initial mismatch but are clearly resolved once D has been estimated. All of the previous figures were generated using exact covariance matrices, corresponding to the infinite data case. Figure 10 depicts the convergence of the algorithm when the sample covariance matrices are used. These were calculated based on = 100 snapshots of the array output. The plot shows the standard deviation of the DOA estimation errors as a function of the iteration number for different signal-to-noise ratios. Unlike in Figure 6 , az converges to a nonzero value, because noisy covariance matriceŝare used here. The value to which az converges decreases when the SNR increases, as is to be expected.
Conclusions
We presented an algorithm for estimating the mismatch between the true and assumed array manifolds, i.e., calibrating the array given measurements of signals impinging on the antenna array. Unlike previously published work on calibration, we consider a general form of mismatch represented by a matrix D which may have no particular structure. In order to estimate all of the unknown entries of this matrix, we develop an algorithm which uses data collected during multiple observation intervals. The algorithm may be used to estimate the matrix D given signals whose directions are known or to jointly estimate the matrix D and the signal directions. To do the latter in a computationally feasible way, the algorithm iterates between estimating directions and estimating the matrix D. The convergence characteristics of the algorithm were studied by computer simulation.
Appendix
A. Estimation of D with Linear Constraints
Consider the case where the elements of the matrix D are subject to a set of linear constraints. In this case, we want to minimize d Qd (see equation (12) Note that all of these examples have c = 0. Therefore, we will solve the constrained minimization problem for this special case and mention the general case of c ̸ = 0 only briefly. is a low dimensional version of d. Without loss of generality, we assume thatd has a unit norm. Then,dQd will be minimized ifd is the eigenvector ofQ corresponding to its smallest eigenvalue. Onced is computed, we get d from
A.1. Special Linear
To illustrate the effect of the constraint, we repeated the experiment shown in Figure 1 with D constrained to be a banded matrix with 5 nonzero diagonals (the main diagonal and the two adjacent diagonals on each side). The result is shown in Figure 11 . Note that D can now be estimated with fewer periods than in the unconstrained case. to provide the final constrained solution.
A.2. General Linear Constraints
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