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ABSTRACT
Modified gravity (MG) theories aim to reproduce the observed acceleration of the universe reducing the dark sector, while simultane-
ously recovering General Relativity (GR) within dense environments. Void studies appear as a suitable scenario to search for imprints
of alternative gravity models on cosmological scales. Voids cover an interesting range of density scales where screening mechanisms
fade out, going from a density contrast δ ≈ −1 close to their centers to δ ≈ 0 close to their boundaries. We present an analysis of the
level of distinction between GR and two modified gravity theories, Hu-Sawicki f (R) and Symmetron. This study relays on the abun-
dance, linear-bias and density-profile of voids detected in N-body cosmological simulations. We define voids as connected regions
made up of the union of spheres with mean density given by ρv = 0.2 ρm, but disconnected from any other voids. We find that the
height of void walls is sensibly affected by the gravitational theory, such that it increases for stronger gravity modifications. Finally,
we show that at the level of dark matter N-body simulations, our constraints allow us to distinguish between GR and MG models
with | fR0| > 10−6 and zS S B > 1. Tensions on best-fit values for MG parameters derived independently from multiple void probes may
indicate an incorrect MG model, serving as an important consistency check.
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1. Introduction
With grounds on Einstein’s General Relativity (GR) theory, most
of the observational features of the universe on cosmological
scales are nicely reproduced by the so-called cosmic concor-
dance model or ΛCDM (Perlmutter et al. 2003; Eisenstein et al.
2005; Kowalski et al. 2008; Rapetti et al. 2008; Hinshaw et al.
2013; Planck Collaboration et al. 2018). Nevertheless, one of the
main issues in modern cosmology is understanding the nature of
dark energy, the exotic energy component with negative pressure
needed by the standard ΛCDM model to reproduce the acceler-
ated expansion of the universe, observed at low redshifts (Riess
et al. 1998; Perlmutter et al. 1998).
Besides the energy content described by the standard model
of elementary particles, the ΛCDM cosmological model requires
two exotic components dominating the cosmos energy budget at
low and intermediate redshifts.
The first one is referred as dark matter, a pressureless com-
ponent which does not seem to interact with photons. Dark mat-
ter is an important ingredient to explain a series of astronomical
observations, including the tangential velocity of stars in spiral
galaxies – which is larger than that due to the gravitational ac-
celeration associated to the bright content of the galaxies (Rubin
1983; Trimble 1987; Ashman 1992; Salucci & Persic 1997) –
and the observed pattern of the Cosmic Microwave Background
(CMB) anisotropies (Spergel et al. 2003; Hinshaw et al. 2013;
Planck Collaboration et al. 2018).
There are multiple dark matter candidates coming from ex-
tensions of the standard model of elementary particles, and
various efforts to detect it both direct and indirectly (see e.g.
Undagoitia & Rauch 2015; Gaskins 2016; Liu et al. 2017). In the
Send offprint requests to: E. L. D. Perico, e-mail: elduartep@usp.br
standard cosmological model, dark matter is described as cold
dark matter (CDM), a non-relativistic component that speeds up
the growth of observed structures, which cannot be achieved by
using only baryonic components.
The second exotic ingredient in the ΛCDM model is dark en-
ergy (Peebles & Ratra 2003; Copeland et al. 2006). The simplest
candidate for dark energy is the cosmological constant, denoted
by Λ, which is a free geometrical parameter of Einstein’s theory.
Along with CDM, the cosmological constant gives the name to
the standard cosmological model itself.
In the context of the standard Big Bang plus inflationary sce-
nario – the traditional model for the very early stages of the uni-
verse – a hassle arises related to the value of Λ’s energy density.
This scenario implies a huge difference between the initial den-
sity of the energy content in the universe and the Λ contribution
to it. For a spatially flat universe, the former must be at least
the mean energy density needed for primordial nucleosynthesis,
while the latter must have the value inferred from low redshift
observations (Olive 2016).
Another dark energy candidate is associated to the vacuum
expectation value (VEV) of quantum fields, which is different
from zero in the simplest theories (Weinberg 1989; Sahni &
Starobinsky 2000; Peebles & Ratra 2003; Padmanabhan 2003).
Despite the non-zero value of the VEV, its estimated value must
be at least equal to the VEV of the Higgs field (Shapiro et al.
2005; Solà 2013), which is several orders of magnitude larger
than the value of dark energy density coming from observational
constraints (Olive 2016; Riess et al. 1998; Perlmutter et al. 1998;
Eisenstein et al. 2005; Weinberg et al. 2013; Hinshaw et al. 2013;
Planck Collaboration et al. 2018). This problem can be circum-
vented by considering the cosmological constant – a geometric
related quantity – and the VEV – an energetic content related
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quantity – as contributing together to an effective dark energy
entity. However, it is still necessary a huge fine-tuning on the Λ
value in order to reproduce the observed universe.
An alternative approach for the fine-tuning problem is to
consider dark energy as a dynamical component, which includes
models such as quintessence, dark sector interaction models and
running of the VEV, among many others. For a review see Yoo
& Watanabe (2012); Joyce et al. (2015) and references therein.
In the present work, we are interested in another kind of theo-
ries, those which dismiss the validity of GR. Theories of modi-
fied gravity (MG) aim to generalize GR and correctly model the
acceleration of the universe expansion. Viable MG theories must
display a screening mechanism, which consists in the weakening
of the gravitational modifications within dense environments,
such as our solar system where GR has been exhaustively tested.
Different families of MG theories are characterized by differ-
ent ways to accomplish this screening effect (see e.g. Brax et al.
2012; Koyama 2016).
Given efficient screening mechanisms, MG theories are vir-
tually indistinguishable from GR inside massive halos. On the
other hand, long-range forces, as well as cumulative effects due
to different time-evolution paths, can modify the large-scale spa-
tial distribution and the abundance of haloes. These observables
have been studied recently in different contexts (e.g. Schmidt
et al. 2009; Winther et al. 2015; Koyama 2016). By contrast, in
the present work, we focus on a complementary scenario where
screening mechanisms could be weak leading to a detectable sig-
nature of modified gravity. We are talking about cosmic voids,
the intermediate sized and underdense regions left behind in the
hierarchical structure formation of dark matter halos.
The study of voids in the context of modified gravity has re-
cently gained strength (Voivodic et al. 2017; Li et al. 2012; Lam
et al. 2015; Zivick et al. 2015), but the results are highly de-
pendent on the void finding algorithm (Jones et al. 2007; Frenk
et al. 2016; Chan et al. 2014; Hamaus et al. 2017). By definition,
voids are underdense regions naturally bounded by overdense
or by background-dense walls. MG theories must reproduce the
Newtonian gravitational force within dense regions, while dis-
playing the characteristic repulsive effect of the cosmological
constant in background density environments. The transition be-
tween those two asymptotic behaviours is a potential scenario to
probe MG models. That is the reason why we focus this work on
void related observables and on the contrast of different screen-
ing mechanism effects against the ΛCDM outcome.
Specifically, our work aims at the distinguishability between
the ΛCDM model and two MG theories. The fist one is the
Hu-Sawicki f (R) theory (Hu & Sawicki 2007), which displays
the chameleon screening mechanism. The second theory is the
Symmetron model (Hinterbichler & Khoury 2010; Hinterbichler
et al. 2011; Olive & Pospelov 2008), which displays the screen-
ing mechanism that bears its name.
The paper is organized as follows. In section 2 we give an
overview of the MG models we are interested in. In section 3
we describe the N-body simulations we analyze in this work, as
well as the void finder algorithm we employ. In section 4 we
describe the three void related observables we choose to ana-
lyze, how we estimate them from the N-body simulations, and
the phenomenological fitting expressions we use to model them.
In sections 5 and 6 we show how well we can distinguish among
GR and the two MG theories based on the abundance, linear-bias
and density-profile of voids. Finally, in section 7 we present our
conclusions.
2. Gravity Models
2.1. Symmetron
The Symmetron cosmological model (Hinterbichler & Khoury
2010; Hinterbichler et al. 2011; Olive & Pospelov 2008) is a
scalar-tensor theory for a single scalar field φ. The action for a
general scalar-tensor theory is written as
S =
∫
d4x
√−g
[
R
2
M2pl −
∇µφ∇µφ
2
− V(φ)
]
+ Sm(g˜µν, ψi) , (1)
where Sm is the action associated with the standard matter fields
ψi. The fields ψi are coupled to the scalar field φ through the
Jordan frame metric g˜µν, which is related to the Einstein frame
metric gµν by g˜µν = A2(φ)gµν. For the particular case of the Sym-
metron theory, we have
A(φ) = 1 +
1
2
(
φ
M
)2
, (2)
and
V(φ) = V0 − µ
2φ2
2
+
λφ4
4
. (3)
In this case, both A(φ) and V(φ) are symmetric upon the
transformation φ → −φ. Here, µ and M are mass scales, λ is
a dimensionless coupling constant, M2pl = (8piG)
−1 is the Planck
mass scale and g is the determinant of gµν.
The variation of the action in Eq. (1), with respect to the
Jordan frame metric, provides the dynamical equation for the
scalar field φ:
φ = Veff =
1
2
(
ρm
µ2
− M2
)
φ2 +
λφ4
4
. (4)
The effective potential Veff, Eq. (4), has a minimum at φ = 0
in high density environments, i.e. where the local matter den-
sity ρm  µ2M2 ≡ ρS S B. In this case, Veff holds the φ → −φ
symmetry. On the other hand, in low density environments,
ρm  ρS S B, the effective potential displays two minima at
φ = ±φ0
√
1 − ρm/ρS S B, breaking the symmetry of the model.
Here φ0 = µ/
√
λ is the expected value of φ for ρm = 0.
The free parameters of the Symmetron model {µ, M, λ} are
usually exchanged by the physical parameters associated with
the scalar field for ρm = 0 (Winther et al. 2012):
λ0 =
1√
2µ
, β =
φ0Mpl
M2
, (1 + zS S B)3 =
µ2M2
ρm0
, (5)
which correspond respectively to the range of the scalar field in
Mpc/h units (λ0), the dimensionless coupling strength to matter
(β), and the redshift for which the symmetry breaking happens
at the background level (zS S B). Note zS S B is related to the Sym-
metron critical density ρS S B, for which symmetry breaking takes
place, through the expression ρS S B = ρm0(1 + zS S B)
3. Here ρm0
is the matter background density at redshift zero.
For the sake of simplicity, in the present work we keep λ0 = 1
Mpc/h and β = 1 fixed, and instead vary the redshift zS S B of the
Symmetron symmetry breaking as shown in Table 1.
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Table 1. Symmetron simulations analyzed in this work. All cases have
λ0 = 1 Mpc/h and β = 1.
Symmetron case ΛCDM A B D
zS S B 0 1 2 3
Table 2. f (R) simulations analyzed in this work. All cases have n = 1
and β = 1/
√
6 while λ0 = λ0(| fR0|) is given by Eq. (10) in Mpc/h units.
f (R) case ΛCDM f6 f5 f4
| fR0| 0 10−6 10−5 10−4
λ0(| fR0|) 0 2.4 7.5 23.7
2.2. f(R) Gravity
The Hu-Sawicki f (R) model (Hu & Sawicki 2007) was first for-
mulated in the Jordan frame in terms of the action
S =
∫
d4x
√−g˜ [ R˜ + f (R˜)
16piG
+Lm
]
, (6)
where Lm is the Lagrangian describing the matter fields, and
f (R˜) ≡ − m
2c1(R˜/m2)n
c2(R˜/m2)n + 1
. (7)
In this case m2 = H20Ωm0, where H0 and Ωm0 are the Hubble
constant and matter density relative to the critical value today. In
order to recover the effective cosmological constant in the large
curvature regime, we must set c1/c2 = 6ΩΛ/Ωm.
This f (R) theory can be transformed into a scalar-tensor the-
ory upon both the identification
fR ≡ d f (R˜)
dR˜
= e−2βφ/Mpl − 1 ≈ −2βφ
Mpl
, (8)
and the frame transformation
g˜µν = e2βφ/Mplgµν , with β =
1√
6
. (9)
In this case, the Compton wavelength or range of propagation of
the scalar field at redshift zero is given by
λ0 = 3
√
n + 1
Ωm + 4ΩΛ
√
| fR0|
10−6
Mpc
h
, (10)
where fR0 can be expressed as a function of {c2, n}
fR0 ≡ fR|z=0 = −
6nΩΛ
c2Ωm
(
Ωm/3
Ωm + 4ΩΛ
)n+1
. (11)
In this work, we will keep n = 1 fixed and analyze the effects
of changing | fR0| as shown in Table 2.
3. Methods
3.1. N-Body Simulations
The cosmological N-body simulations analyzed in this work
were run with the ISIS code (Llinares et al. 2014; Llinares &
Mota 2014) – which is a modification of the GR RAMSES
code (Teyssier, R. 2002) to include MG models – with 5123
dark matter particles in a (256 Mpc/h)3 cubic box. The initial
conditions correspond to a flat ΛCDM cosmology with parame-
ters {Ωc , Ωb , h , σ8 , ns } = {0.222 , 0.045 , 0.719 , 0.8 , 1 } and
without neutrinos.
The MG cases are described by the parameters n = 1 and
| fR0| = {10−4, 10−5, 10−6} for the f (R) theory, and by β = 1, λ0 =
1 Mpc/h and zS S B = {1, 2 , 3} for the Symmetron theory, (see
Tables 1 and 2). The set of simulations is complemented by the
ΛCDM or GR case, where no gravity modifications are included.
In this work, we assume that the ΛCDM case corresponds to both
the | fR0| = 0 and the zS S B = 0 scenarios. For all cases considered,
in this work we only analyze the z = 0 outputs.
3.2. Void Finding Algorithm
Non-spherical voids, such as those found by methods based on
Voronoi tessellation, display a dependency of the inner density
with the void size. In those cases the smaller the void the emp-
tier it is (Hamaus et al. 2014), in contrast to the spherical model
prediction where each void has the same mean density around
0.2 times the background density. On the other hand, the ellip-
ticity distribution of non-spherical voids also has a dependency
on void size (Park & Lee 2007; Shoji & Lee 2012). Using the
non-spherical version of our own void finder – described in the
next paragraph – we have founded very little information about
MG effects in the ellipticity distributions. Because of that, and
given that we are interested in the spherically averaged density
profile of voids, we consider spherical voids to be more suitable
for this analysis. In principle that will also help us parametrize
the void density profiles in a simpler way.
In this work, we have used a void finder algorithm which
can detect both spherical and non-spherical voids. In the case of
spherical voids, we have used the mean density suggested by the
spherical expansion model (Jennings et al. 2013), where voids
are predicted to have an average overdensity ∆v ≈ 0.2. Even
though this value depends on cosmology and MG parameters
(see Jennings et al. 2013; Voivodic et al. 2017), for the sake of
simplicity in this work we fix ∆v = 0.2 for the different cases.
The void finding algorithm starts off by computing the dark-
matter density on a regular grid of size l. That is done applying
the cloud-in-cell (CIC) algorithm on the dark matter particles.
The overall process consists of three stages:
1) Initial grid spheres: First, a sphere centered in each grid
cell j is grown until radius r j, where the mean density of the
sphere reaches the critical value ρ(r j) ≡ 0.2 × ρm, which is the
expected density for spherical voids at redshift z = 0 (see Jen-
nings et al. 2013). Here, ρm is the mean density of the dark matter
particles in the cosmological box. We refer to these spheres as
grid-spheres, and some of them will be refined in the next step.
2) Adaptive refinement: The second stage improves the ini-
tial estimation of both the radius and the center position of the
grid-spheres. Such improvement is accomplished by using the
particle positions, instead of the density of the grid cells as it
was done in the first stage, for computing the densities. The aim
of this step is to maximize the size of the sphere being refined,
making the result robust regardless of the first guess given by the
first stage.
We improve upon stage one by i) growing spheres with aver-
age critical overdensity, not only at the current position x j (ini-
tially the center of the cell), but also at the corners of a cube of
side d around x j. ii) If one on the corners maximizes the size of
the sphere being refined we move x j to that corner, otherwise we
do not update x j but instead we reduce d to half of its current
value (the initial value of d is the grid side l). For a given sphere
j, we iterate over this refinement process (steps i and ii) until
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d reaches the threshold defined as the minimum value between
0.125 Mpc/h and 1% of the current sphere radius r j.
Once the radius r j and position x j of a given sphere j are
refined, we set rk = 0 for every grid sphere k whose center xk is
closer than 0.9rk to x j. This is done in order to avoid duplicates,
since under refinement these grid spheres k would converge to
the same values r j and x j. We stop refining grid spheres when
none of them has a radius larger than 2l.
After this stage, we end up with what we call the catalog
of void-candidates (grid-spheres whose radius and position has
been refined).
3) Family casting: We gather void-candidates (denoted here
by C) into families (which we will call voids and denote by V)
by applying the linking procedure described below. This way, a
candidate added to a family turns into a void-member, while a
void will be identified as the collection of its members.
First, we assign the largest void-candidate to the first family.
Then we consider the next largest candidate C, whose core is de-
fined as the sphere around its center with a radius that is 70% of
the candidate’s original radius. Casting then proceeds as follows:
– If none of the already identified voids overlap the core of
the candidate (meaning that C is isolated enough from any
already detected void), we create a new family and assign C
to it.
– If the center of C is inside an already identified void V, and
no other void overlaps C’s core, we assign the candidate C to
the void V.
– Otherwise, we remove C from the candidate catalog because
either it is unclear to which of the already detected voids the
candidate C belongs, or because C is not isolated enough to
define a new void.
After all the spheres in the candidate catalog are cast, roughly
one-third of them result discarded. The remaining two thirds of
the original candidates end up gathered into families (which we
call non-spherical voids) with an average of ∼ 3 spheres per void.
In fact, the largest voids end up with nearly a hundred spherical
members while many small voids end up having only one spher-
ical member (which is a consequence of the simulation resolu-
tion). In Fig. 1 we illustrate the family casting procedure.
3.3. Non-Spherical and Spherical Voids
The non-spherical void catalog is made of all the families
founded by applying steps 1) to 3) described in the last sub-
section. The effective void radius associated to each family,
henceforth a non-spherical void, is given by reff ≡ (3V/4pi)1/3,
where V is the volume of the non-spherical void. Since a given
void may have non-trivial shapes, we estimate its volume as fol-
lows. We consider the smallest cubic box of side L containing
the void. We fill this box with N points uniformly distributed and
check the number of points Nv that fall within the void. Finally
we set V = (Nv/N)L3.
We can extract a spherical void catalog from the non-
spherical catalog by defining a spherical void as the largest mem-
ber of each non-spherical void. In this case, each spherical void
will have a mean density equal to 0.2 × ρm by construction, and
its radius will be denoted by r0.2.
As a direct consequence of the finite resolution of the simu-
lation, after applying steps 1) to 3), we end up with many small
"non-spherical voids" with a single spherical member. That fea-
ture prevented us from finding a density-profile parametrization
that could describe both small (spherical) and large (highly non-
spherical) voids simultaneously. The finite resolution also affects
cm
cn
cp
cq
cr
cs
ct
cu
Vi
V j
Vk
Vl
Fig. 1. Illustration in 2D of how void candidates are assigned to
families (voids). We show voids that have already been identified
{Vi , V j , Vk , Vl }, with both Vk and Vl having more than one member.
Each member in a family has its center inside the radius of another
member belonging to a previous generation of the same family (we
highlight this by showing the center of the family members, except for
the very first detected member of the family). Blue circles denote void
candidates and blue shades represent their cores (which correspond to
70% of the candidate’s radius). The condition to turn a candidate C
into a new void is that none of the already detected voids is touching
C’s core; that is the case of cr, for which a new family will be created,
turning cr into the first member of this new family (void). The two con-
ditions for assigning a candidate C to an already detected family V are
that C’s center has to be inside V , and the overlap between C’s core and
any other void has to be zero; that is the case for cm, cn and ct. In this
case, cm and cn will be assigned to family Vi during the casting pro-
cess, while ct will be assigned to family Vk. Notice that ct’s center is
inside a single void (family) and no other family overlaps with ct’s blue
core. Finally, candidates { cp , cq , cs , cu } will be discarded during the
casting process. Both cs and cu’s centers are not inside any void, and
they are not isolated enough from already detected voids (Vk is touch-
ing their cores). On the other hand, cq is not isolated enough for turning
into a new void, and its core is being touched by both V j and Vl, so it is
unclear to which family cq would belong. Likewise, the core of cp has
reasonable overlap with both V j and Vk.
the spherical voids, which share the inner density profile includ-
ing the inner face of the wall, except for r0.2 . 1 Mpc/h. In
this work neither the non-spherical void catalog nor the smallest
spherical voids are used.
4. Void Observables
4.1. Void Abundance
It has been shown (e.g. Voivodic et al. 2017) that the void abun-
dance of spherical voids is well described by the excursion set
formalism and parameters δv and δc coming from the spherical
expansion/collapse theories. Voivodic et al.’s voids were grown
centered on fixed positions given by particle coordinates of the
minimum of the density field given by the Voronoi’s volume of
each particle.
In this work, the center of the voids is defined in order to
maximize the void’s radius, therefore we end up with voids that
are larger than those described in Voivodic et al. (2017). In addi-
tion, because we do not set the center of our voids on particles,
we also detect more small voids than Voivodic et al. (2017). As
a result, our void abundance is not well described by the excur-
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sion set model described in Voivodic et al. (2017). Instead, we
describe the void abundance with a phenomenological formula,
using the same functional form of the halo mass function in Tin-
ker et al. (2008):
dn
d lnR
(σ, x) =
f (σ, x)
V(R)
d ln σ−1
d ln R
,
f (x, σ) =Aσγ˜(x) (1 + νb) e−cσ
−2
, ν = 1.686/σ , (12)
where A, b and c are common universal constants for the theories
considered in this work, while γ˜(x) depends on the gravitational
theory. Here, σ2 = σ2(R) is the variance of the linear matter
power spectrum smoothed on scale R, which was computed for
the ΛCDM and MG cases as described in Voivodic et al. (2017).
We have parametrized the theory dependency of γ˜ as
γ˜(x) =

γ0 + γ1 log10(γ2 + x) , x ≡ | fR0| for f (R) ,
γ0 + γ1
x
1 + γ2 e−x
2 , x ≡ zS S B for Symmetron ,
(13)
which are slight modifications of linear functions of log10 | fR0|
and zS S B. In the case of the f (R) theory, γ2 provides a finite value
for γ˜ when | fR0| → 0. Note γi are constants, but they assume
different values for the Symmetron and for the f (R) cases. In
Fig. A.5, we show the measured void abundance and the best-fit
of Eq. (12) for the ΛCDM, f (R) and Symmetron N-Body sim-
ulations. The errors on the measurements are estimated by the
variance of 8 subsamples (the octants of the simulated box), and
follow closely the Poisson noise expectation of the entire sample.
Because of that, we use Poisson errors for the void abundance.
4.2. Void Density Profile
The void density profile was estimated as the mean of stacked
voids traced by the dark matter particles as follows
ρv(r) =
3m
4pi
∑
i
Θi(ri)
(r + δr)3 − (r − δr)3 , (14)
where Θ(ri) ≡ θ[ri − (r− δr)] θ[ri + (−r+ δr)] and θ(x) is the step
function, while m and ri are the mass and position of the dark
matter particles. We split voids into 7 bins of void radius (size)
and stack voids in each bin. The errors on the measurements
were estimated from the variance of the octants of the simulated
box.
In this work we make use of the following phenomenological
expression (Hamaus et al. 2014) for describing the void density
profile
ρv(r)
ρm
− 1 = δ0 1 −G(y c)
α
1 + (y c)β
, y = r/r0.2 , (15)
where ρ¯m is the background dark matter density, δ0 is a constant,
while the parameters {α , β , c , G} depend on the void size as
well as on the free parameters of the MG theory. We parametrize
them as functions of the MG parameter x and σ(r0.2) as follows:
α(x, σ) = α˜(x) + α3 σ ,
β(x, σ) = β0 α(x, σ) ,
c−β(x,σ)(σ) = c0 + c1 σc2 ,
G(x, σ) = G˜(x) +G3 σ +G4 σ2 , (16)
where α˜(x) and G˜(x) have the same functional form as γ˜(x) in
Eq. (13) in the f (R) case, while they are quadratic functions of
(x = zS S B) in the case of the Symmetron theory. All the sub-
indexed coefficients are constants, but they have different values
for f (R) and Symmetron. In Eq. (16), σ ≡ σ(r0.2) contains cos-
mological and MG information as well as the void size, while x
is the MG parameter itself (see Eq. (13)). As a result, the f (R)
(Symmetron) theory has a total of 11 (13) parameters to be fitted.
We fit for these parameters by using 7 different stacked profiles,
associated with different voids sizes, for each of the 4 different
values of | fR0| or zS S B. Each profile is made up of between 150
and 200 radial bins.
We set the density at the void center δ0 to a constant value
because we do not take into account the inner part of the profile
in this analysis. We computed δ0 as being the average, over all
void sizes and gravity cases, of the central density by fitting a
power law in r/r0.2 plus a constant to the void inner profiles.
That was done since Eq. (15) cannot describe very well both
the inner and outer parts of the profiles simultaneously for the
spherical voids. That happens because there is an abrupt change
in the measured profiles around r = r0.2 due to the steepness of
the walls.
4.3. Matter-Void Linear Bias
The linear bias between the dark matter density field and the void
distribution on large scales was estimated as
b =
Pmv(k)
Pmm(k)
∣∣∣∣∣∣
k→0
, (17)
where Pmm is the matter power spectrum and Pmv is the matter-
void cross-spectrum. An alternative definition for the void bias
would be b =
√
Pvv/Pmm. We do not use the last expression for
two reasons. First, the estimation of Pvv is prone to shot-noise
much larger than Pvm. Second, on large scales Pvm changes sign
for voids with r0.2 ∼ 7 Mpc/h, while Pvv is always positive by
definition. Such a change of sign in b is expected by the peak-
background-split prediction (Chan et al. 2014). Therefore, using
Pvm for estimating the void-matter bias allows us to use a larger
range of void sizes, which gives better constraints. The errors
associated to spectra Pvm and Pmm were estimated from the vari-
ance of all the modes contributing to a given bin in Fourier space,
while the errors on the linear bias come from the fit of Eq. (17)
as a linear function of k2 for k < 0.25 h/Mpc (see Fig. A.4 ).
We parametrize the linear void-matter bias as
b(r0.2) = a + c(d˜)σ−2 + d˜(x)σ−4 , σ = σ(r0.2) , (18)
where a is a constant, c is a linear function of d˜, and d˜ = d˜(x)
has the same functional form as γ˜(x) in Eq. (13) in the f (R) case,
and a quadratic function of (x = zS S B) in the Symmetron case.
The results of the next section show that MG constraints
coming from the linear bias are weaker than those from the abun-
dance and the density profile analyses. That is because the length
of the simulation box is 256 Mpc/h, giving a minimum Fourier
mode k = 0.025 h/Mpc and then a poor sampling on large scales.
We used the first five linear bins of length 0.05 Mpc/h to fit the
linear trend of the matter-void bias, as shown in Fig. A.4 for the
ΛCDM case.
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5. Constraining Modified Gravity
The first part of our analysis consists in using the simulations to
fit for the free coefficients of the phenomenological models for
the void abundance Eq. (12), density profile Eq. (15), and void-
matter linear bias Eq. (18), assuming the fiducial values for the
MG free parameter in each case, see Tables 1 and 2.
Then, we applied the derived phenomenological models to
the same simulations in order to see how well we can recover
the free MG parameter in each case. Figs. 4 and 5 and Tables 3-
10 summarize the results.
We highlight that the constraints associated with the linear
bias analysis are considerably weaker than those associated with
the abundance or with the density profile analyses. For that rea-
son we present this result in separate plots, see e.g. Figs. 2 and
3. The bias analysis shows that we can distinguish between GR
and MG with parameters larger than | fR0| & 10−6 or zS S B & 1,
for the f (R) or Symmetron scenarios respectively.
In terms of compatibility among the results of the abundance,
linear bias, and density profile analyses, we can see that they are
consistent among each other, and also with the fiducial values,
within two standard deviations.
In Appendix A we show the best-fits of the joint analysis
for the different simulation. In those plots we can see that the
Symmetron and the f (R) effects over the three observables go in
the same direction:
– For larger values of | fR0| or zS S B the void walls become
higher and steeper.
– For larger values of the MG free parameters, we find more
large voids, and less small voids, with no major changes in
the void abundance around void size of r0.2 ≈ 7 Mpc/h.
– The stronger the modification in MG theory, the higher the
matter-voids linear bias.
Those features suggest that the Symmetron and f (R) theories
could be indistinguishable from each other if we consider only
the bias, density profile, and abundance of voids analyses. In or-
der to address that question, we applied the Symmetron analysis
on the f (R) simulations and vice-versa. The results are shown in
section 6.
Fig. 2. Constraints on the f (R) parameter fR0 derived by the matter-void
linear bias analysis.
Fig. 3. Constraints on the Symmetron parameter zS S B derived by the
matter-void linear bias analysis.
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log10 | fR0| best-fit mean 1σ 2σ 3σ
abundance -8.22 -8.74 <-8.31 <-7.60 <-7.27
density profile -9.86 -9.35 <-9.11 <-8.62 <-8.34
bias -10.00 -8.51 <-7.92 <-6.72 <-6.10
all -9.74 -9.35 <-9.11 <-8.62 <-8.34
Table 3. Constraints on | fR0| when the true fiducial value is | fR0| = 0.
We can distinguish between GR and f (R) with log10 | fR0| > −6.1 at the
3σ confidence level when using the bias analysis. In this case we only
sampled log10 | fR0| > −10.
log10 | fR0| best-fit mean 1σ 2σ 3σ
abundance -6.02 -6.02 ± 0.05 ± 0.10 ± 0.15
density profile -5.95 -5.95 ± 0.04 ± 0.08 ± 0.13
bias -5.98 -6.22 ± 0.58 ± 1.68 ± 2.40
all -5.98 -5.98 ± 0.03 ± 0.06 ± 0.09
Table 4. Constraints on | fR0| when the true fiducial value is | fR0| = 10−6.
The constraints coming from the abundance and the density profile anal-
yses are compatible at the 2σ level. On the other hand, the abundance
and the joint constraints are compatible with the fiducial value at 1σ,
while the density profile constraint is only compatible at 2σ.
log10 | fR0| best-fit mean 1σ 2σ 3σ
abundance -4.99 -4.99 ± 0.03 ± 0.07 ± 0.10
density profile -5.05 -5.05 ± 0.04 ± 0.08 ± 0.11
bias -5.02 -5.03 ± 0.24 ± 0.51 ± 0.80
all -5.02 -5.02 ± 0.02 ± 0.05 ± 0.08
Table 5. Constraints on | fR0| when the true fiducial value is | fR0| = 10−5.
The compatibility among the different tests and the fiducial value of | fR0|
are the same as those in the | fR0| = 10−6 case.
log10 | fR0| best-fit mean 1σ 2σ 3σ
abundance -4.01 -4.01 ± 0.03 ± 0.07 ± 0.11
density profile -3.97 -3.97 ± 0.04 ± 0.08 ± 0.12
bias -4.00 -3.99 ± 0.24 ± 0.48 ± 0.73
all -3.99 -3.99 ± 0.03 ± 0.05 ± 0.08
Table 6. Constraints on | fR0| when the true fiducial value is | fR0| = 10−4.
Here the constraints coming from the abundance and the density profile
analyses are compatible at 1σ. Furthermore, the three individual con-
straints and the joint constraints are also compatible with the fiducial
value at 1σ.
Fig. 4. Posterior distributions for the free parameter of the f (R) the-
ory when we analyze the {ΛCDM , f6 , f5 , f4 } simulations, from top
to bottom respectively. Note that | fR0| constraints coming from abun-
dance and density profile are compatible at { 1 , 2 , 2 , 1 }-σ for the
{ΛCDM , f6 , f5 , f4 } cases.
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zS S B best-fit mean 1σ 2σ 3σ
abundance 0.00 0.10 <0.14 <0.28 <0.40
density profile 0.01 0.03 <0.04 <0.07 <0.10
bias 0.01 0.33 <0.47 <0.82 <1.11
all 0.01 0.03 <0.04 <0.07 <0.10
Table 7. Constraints for | fR0| when the fiducial value is zS S B = 0. It
shows that we can distinguish between GR and Symmetron gravity with
zS S B > 1.11 at the 3σ confidence level when applying the bias analysis.
zS S B best-fit mean 1σ 2σ 3σ
abundance 1.00 1.00 ± 0.04 ± 0.09 ± 0.13
density profile 0.98 0.98 ± 0.02 ± 0.05 ± 0.07
bias 1.00 0.95 ± 0.29 ± 0.63 ± 0.78
all 0.99 0.99 ± 0.02 ± 0.04 ± 0.06
Table 8. Constraints for zS S B when the fiducial value is zS S B = 1. The
constraints coming from the abundance and the density profile analyses
are compatible in 1σ. Furthermore, the three individual and the jointed
constraints are compatible with the fiducial value in 1σ.
zS S B best-fit mean 1σ 2σ 3σ
abundance 2.00 2.00 ± 0.02 ± 0.05 ± 0.07
density profile 2.03 2.03 ± 0.02 ± 0.05 ± 0.08
bias 2.01 2.01 ± 0.21 ± 0.42 ± 0.64
all 2.01 2.01 ± 0.02 ± 0.03 ± 0.05
Table 9. Constraints for zS S B when the fiducial value is zS S B = 2. In this
case, the constraints coming from the abundance and the density profile
analyses are compatible in 2σ. On the other hand, the abundance and the
jointed constraints are compatible with the fiducial value in 1σ, while
the density profile constraint is only compatible up to 2σ.
zS S B best-fit mean 1σ 2σ 3σ
abundance 3.00 3.00 ± 0.02 ± 0.05 ± 0.07
density profile 2.96 2.96 ± 0.03 ± 0.06 ± 0.09
bias 2.99 3.00 ± 0.20 ± 0.41 ± 0.62
all 2.98 2.98 ± 0.02 ± 0.04 ± 0.06
Table 10. Constraints for zS S B when the fiducial value is zS S B = 3.
As it happened in the zS S B = 2 case, the constraints coming from the
abundance and the density profile analyses are compatible in 2σ. On
the other hand, the abundance and the jointed constraints are compatible
with the fiducial value in 1σ, while the density profile constraint is only
compatible up to 2σ.
Fig. 5. Posterior distributions for the free parameter of the Sym-
metron theory. The zS S B constraints coming from abundance and den-
sity profile are compatible at { 1 , 1 , 2 , 2 }-σ respectively for the
{ΛCDM , A , B , D } cases.
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6. Distinguishing Among Gravity Theories
In order to assess the level of distinguishability among the three
gravity scenarios, GR, f (R) and Symmetron, we applied the f (R)
analysis to the Symmetron simulations and vice-versa. That can
show how well MG constraints derived from a correct model
compare to those from a wrong theory choice.
The results are summarized in Figs. 6 and 7. We can see that
the constraints coming from the abundance, density profile and
bias analyses are less consistent with each other when we per-
form the analysis using the incorrect MG model (see Table 12).
Similarly, as shown in Table 11, the values of χ2/dof are larger
when we assume the wrong model.
6.1. Analyzing Symmetron Simulations Using f (R) Theory
In the case of a joint analysis using all void probes, the lowest
χ2/dof are { 2.03 , 1.61 , 1.07 } times higher for the { A , B , D }
simulations when we apply the f (R) analysis than when it is used
the correct theory (see Table 11). Additionally, the best-fit val-
ues for | fR0| coming from the abundance and the density profile
analyses are in tension with each other at more than { 9 , 9 , 3 }
standard deviations for the { A , B , D } cases (see Table 12). The
same result can be seen in Fig. 6.
6.2. Analyzing f (R) Simulations Using Symmetron Theory
In this case, the lowest χ2/dof from the joint analysis is
{ 1.92 , 1.28 , 1.09 } times higher for the { f6 , f5 , f4 } simula-
tions when they are analyzed by the Symmetron theory than
when using f (R), (see Table 11). Likewise, the mean best-fit val-
ues for zS S B coming from the abundance and the density profile
analysis are in tension with each other at more than { 5 , 12 , 17 }
standard deviations for the { f6 , f5 , f4 } cases, as shown in Ta-
ble 12 and Fig. 7.
6.3. Discussion
Recall that when analyzing the simulations with the correct the-
ory, the abundance and density profile analyses agree within 2
standard deviations as discussed in section 5. The results involv-
ing χ2/dof from the previous sub-sections show that we can-
not reasonably distinguish between Symmetron and f (R) modi-
fied theories for the weaker MG cases we are considering (i.e.
zS S B = 1 and | fR0| = 10−6). The values of χ2/dof are only
marginally larger when using the incorrect MG model.
One interesting point though is that applying the correct
model provides more consistency between the density profile
and the abundance tests. This may be due to the fact that dif-
ferent screening mechanisms affect the void abundance and the
profile differently. Therefore the modeling from the wrong MG
model may effectively describe the simulated data for each void
probe, but leads to conflicting values for the best-fits. In a real
data analysis, this tension might indicate that an incorrect grav-
ity model is being used.
For the cases where MG effects are stronger (| fR0| = 10−4
and zS S B = 3), applying the correct MG theory analysis provides
much better consistency between the different tests, and the min-
imum χ2/dof is considerably lower (compared to the incorrect
MG theory). Therefore at the level of N-boby simulations, we
can safely distinguish between Symmetron cases with zS S B & 2
and f (R) cases with | fR0| & 10−5.
Interestingly, we can see in Figs. 3 - 7 that any of the three
void probes can tell us whether gravity is modified or not, since
none of the MG cases is compatible with ΛCDM, even when as-
suming an incorrect MG theory. Moreover, when we analyze the
ΛCDM case we recover | fR0| = 0 or zS S B = 0. That means we
will be able to know whether the universe is ruled by GR or MG
after applying any of the void analysis we have considered here,
even though it may be challenging to distinguish between the
weakest cases of f (R) and Symmetron by the joint analysis of
the linear-bias, density-profile and abundance of voids alone. On
the other hand, if MG is stronger than the weakest cases consid-
ered here, the individual analyses may indicate tensions in their
individual best-fits forcing us to consider other MG models.
Finally, we note that the degeneracy between the weakest
cases of MG analyzed here could in principle be broken by com-
bining our void analysis with information from halo properties,
such as their abundance, bias and profiles. Recently, the splash-
back radius (Adhikari et al. 2018; Contigiani et al. 2018) and
the turnaround radius (Lopes et al. 2018a,b) of halos have been
shown to be signficantly affected by MG effects.
Analyzed with Analyzed with
f (R) model Symmetron model
Case χ2/dof χ2/dof
| fR0| = 10−4 0.67 1.29
| fR0| = 10−5 0.54 0.70
| fR0| = 10−6 0.53 0.57
ΛCDM 0.49 0.50
zS S B = 1 0.61 0.58
zS S B = 2 0.90 0.50
zS S B = 3 1.41 0.70
Table 11. χ2 per degree of freedom for the joint analysis using all void
observables. We have highlighted in bold the results of cases analyzed
with the correct MG theory.
Analyzed with Analyzed with
f (R) model Symmetron model
Case K K
| fR0| = 10−4 0.8 17.9
| fR0| = 10−5 1.6 12.8
| fR0| = 10−6 1.4 5.4
ΛCDM 0.6 0.5
zS S B = 1 3.7 0.4
zS S B = 2 9.9 1.2
zS S B = 3 9.9 1.3
Table 12. K = |x¯density − x¯abundance|/max{σdensity , σabundance } indicates
the level of tension in the MG parameter x¯ recovered by the density and
the abundance analyses with uncertainty σ. Again, we have highlighted
in bold the results of cases analyzed with the correct MG theory.
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Fig. 6. Recovered value for | fR0| upon the Symmetron simulations. It is
clear how the best-fits derived from the density profile and the abun-
dance are in tension when we analyze the simulations with the wrong
theory modeling.
7. Conclusions
We have used a spherical-void finding algorithm to construct
void catalogs in N-body simulations of GR as well as f (R) and
Symmetron theories. We measured the abundance, bias and pro-
files of these voids and modeled our measurements with phe-
nomenological fitting formulae. We then used these expressions
and the simulated data to assess how well MG models can be
constrained from void properties.
The void finding algorithm used in the present work can be
described by the following main points. First, we look for under-
dense spheres, with mean density given by ρ = 0.2ρm (which
defines the void radius r0.2), centered in the cubic pixels of a
regular grid. The pixel size was set here to be half of the mean
particle distance, therefore we can take advantage of the full res-
olution of the simulations. Next, we maximize the radius of each
Fig. 7. Recovered value for zS S B upon the f (R) simulations. Again,
there is a tension between the constraints derived from the density
profile and from the abundance analyses. This tension increases for
stronger gravity modifications.
sphere by refining the position of its center. Non-spherical voids
are defined as the union of spheres with a neighbor-to-neighbor
overlap larger than a given threshold, while spherical voids are
selected as the largest sphere of the non-spherical ones.
The voids found show an abrupt change in the density profile
around the void radius. That makes it difficult to fit both the inner
and outer regions of the void profile simultaneously. On the other
hand, the height of the void walls increases in MG scenarios
and its variation with MG parameters happens to be much more
significant than the inner profile variation. Therefore, we chose
to use only the outer part of the profile in our analysis.
Clearly the changes due to MG observed in void properties
are connected to those observed in halo properties. It is well
known that the matter power spectrum and the halo properties
change quite significantly as a function of MG parameters (e.g
Schmidt et al. 2009; Wyman et al. 2013). Viable MG models
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increase gravity effects causing massive halos to become more
abundant and voids to become emptier. Since the most under-
dense regions (δ ∼ −1) in a GR scenario cannot be much emptier
in MG, the inner regions of voids do not change significantly and
most of the void profile modifications are concentrated around
the void walls. Likewise, void radii are larger in MG compared
GR, which is also compatible with the MG effects on halo prop-
erties. The more massive halos are more clustered on void walls
in MG, producing higher walls and larger voids.
We parametrized the void abundance, density profile and lin-
ear bias as functions of the linear power spectrum rms σ(r0.2)
and the MG free parameter (either fR0 or zS S B). We fit for the
free coefficients of those parametrizations using the measure-
ments made on sets of N-body simulations. Applying those
parametrizations to analyze the same simulations, we recovered
values for the MG free parameters that are compatible with the
true values within 2-σ in the case of a joint analysis including all
void probes (abundance, density profile and linear bias). Addi-
tionally, the values of the MG parameter coming independently
from void abundance and from void density profile analyses are
also compatible with each other within 2 standard deviations.
The constraints on MG parameters from the linear bias are
weaker compared to those from the density profile and abun-
dance analyses. That is mainly because we are analyzing rel-
atively small box simulations, i.e. cubic boxes with side 256
Mpc/h, which provides a poor sampling of Fourier modes on
large linear scales. Nevertheless, the constraints on MG parame-
ters from the bias analysis show that we can distinguish between
GR and a f (R) model with | fR0| > 1.1 × 10−6 at the 95% con-
fidence level. Similarly, we can distinguish between GR and a
Symmetron model with zS S B > 0.82 at the 95% confidence level.
We also applied the Symmetron analysis to the f (R) simu-
lations and vice-versa. For the MG scenarios closest to the GR
case, i.e. zS S B = 1 and | fR0| = 10−6, we cannot significantly
distinguish between Symmetron and f (R) by using any of the
void properties analyzed in this work, even though we can distin-
guish them from GR. However, analyzing the simulations with
the wrong theory causes a tension in the MG parameter best-fits
inferred from individual probes, indicating that the MG model
used is inappropriate.
For the other MG scenarios, zS S B = { 2 , 3 } and | fR0| =
{ 10−5 , 10−4 }, we can distinguish among f (R), Symmetron and
GR based mainly on two features. First, the MG parameters pos-
terior distributions for the abundance and the density profile are
compatible with each other within 2 standard deviations when
using the correct model, but when using the wrong theory they
are inconsistent by over 9 standard deviations. Second, the min-
imum χ2/dof is between 1.3 and 2 times larger when we apply
the wrong theory.
Finally, the joint analysis shows a difference of over 3 stan-
dard deviations between GR and the weakest modification on the
MG models analyzed in this work. This kind of analysis appears
as a promising tool for distinguishing gravity models, but fur-
ther studies must be done including realistic observational con-
ditions. We expect the combination of void and halo properties
to be particularly useful for constraining and distinguishing MG
models. Since halos and voids respond differently to both the in-
creased forces and the screening effects that are unique to each
model, the joint analysis of halo and void properties should pro-
vide important consistency tests and help break degeneracies in
parameter space. We hope to address some of these issues in fu-
ture work.
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Fig. A.1. Void density profiles measured in the f (R) simulations
(points), and best-fit of the model in Eq. (15) (lines). We split the voids
catalog in 7 sub-samples, corresponding to different void sizes, then
we staked all the void density-profiles for each sub-sample. Here we
show the staked sub-samples with mean radius of r0.2 = 3.0 Mpc/h (top
panel), 5.2 Mpc/h (middle panel) and 9.0 Mpc/h (bottom panel). Those
measurements of the void density profile were used to fit the parame-
ters in Eq. (16), which defines the phenomenological expression for the
density profile Eq. (15). We then used this model and the data to recover
the value of the MG parameter | fR0| shown in Fig. 4.
Appendix A: Best-Fits
In this appendix we show the abundance, density profile and bias
associated with the best-fit MG parameters (see Figs. 4 and 5)
recovered from the joint analysis of the three void properties.
Fig. A.2. Same as Fig. A.1 but for the Symmetron simulations. In every
case the void’s wall is higher for stronger deviations of the modified
gravity with respect to GR.
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Fig. A.3. Linear matter-void bias for the f (R) and the Symmetron cases.
The points and error bars represent the measurements from simulations
described in section 4.3, while the solid lines represent the best-fit of
| fR0| or zS S B in the f (R) or Symmetron cases respectively.
Fig. A.4. Matter-Void bias as a function of scale k for voids with dif-
ferent sizes given by the value of r0.2 in the ΛCDM simulation. Points
denote simulation measurements and lines represent the best-fit of the
large scale trend. A linear function in k2 was fitted for large-scale modes
with k < 0.25 h/Mpc.
Fig. A.5. Similar to Fig. A.3 but for the void abundance measured and
fitted in f (R) and Symmetron simulatios, showing more big (less small)
voids in the MG scenarios.
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