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Belatedly to Volodya Rubtsov on the occasion of his 60th birthday.
Abstract
It is believed [13], [19, Section 4.1] that, among the coefficients entering Kontsevich’s formality quasi-
isomorphism [18], there are irrational (possibly even transcendental) numbers. In this paper, we prove
that a formality quasi-isomorphism for Hochschild cochains of a polynomial algebra over Q can be
constructed recursively. The proof that the proposed recursive algorithm works, is based on the existence
of formality quasi-isomorphism over R. However, the algorithm requires no explicit knowledge of the
coefficients entering Kontsevich’s construction. Although this algorithm completely bypasses Tamarkin’s
approach [14], [23], the construction is inspired by Proposition 5.8 from classical paper [12] by V. Drinfeld.
Contents
1 Introduction 2
1.1 A colloquial description of the main result . . . . . . . . . . . . . . . . . . . 2
1.2 Sketch of the proof . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 The organization of the paper . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Notation and conventions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Reminder of OC, KGra and stable formality quasi-isomorphisms 7
2.1 The Kajiura-Stasheff operad OC . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 The operad dGra and its 2-colored version KGra . . . . . . . . . . . . . . . . 9
2.2.1 The projection Π and the operator ∂Hoch . . . . . . . . . . . . . . . . 11
2.3 Stable formality quasi-isomorphisms . . . . . . . . . . . . . . . . . . . . . . . 12
2.4 Kontsevich’s SFQ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3 Preparation 16
4 The main theorem 21
4.1 Approximations to an SFQ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.1.1 There is the unique second approximation to an SFQ . . . . . . . . . 24
4.2 The recursive construction of an SFQ . . . . . . . . . . . . . . . . . . . . . . 25
5 Star products modulo (εm) 27
1
6 The proof of Proposition 4.6 29
6.1 The proof of Claim 6.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
6.1.1 Modifying β at s−1 to2,2m˜−4 and s
−1 to2,2m˜−3 . . . . . . . . . . . . . . . . 30
6.1.2 Constructing a sequence of MC elements {βr} 2≤r≤m˜−1 . . . . . . . . 31
6.1.3 Getting rid of graphs with pikes in (β˜ − α)(s−1 tom˜,0) . . . . . . . . . 35
6.1.4 Construction of βnew . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
A Additional properties of Kontsevich’s SFQ 39
1 Introduction
It is notoriously hard [1], [2], [13], [16], [19, Section 4.1], [21], [22], [24] to compute the coeffi-
cients (weights) entering Kontsevich’s formality quasi-isomorphism for Hochschild cochains
[18]. This difficulty is a stumbling block for direct applications of Kontsevich’s construc-
tion to concrete questions in deformation quantization. In addition, it is very likely [13],
[19, Section 4.1] that some of these weights are irrational and possibly even transcendental
numbers.
The goal of this paper is to propose a construction which, in some sense, demystifies
formality quasi-isomorphisms for Hochschild cochains and hence unlocks new tools for appli-
cations of formality quasi-isomorphisms for Hochschild cochains to deformation quantization.
More precisely, we propose an algorithm whose output is an infinite sequence of approxima-
tions which “converge” to a formality quasi-isomorphism for Hochschild cochains (defined
over Q). Given any such approximation, the construction of the next (better) approxima-
tion boils down to solving a finite dimensional linear system. The proof that this algorithm
works, does use the existence of formality quasi-isomorphism over R (established in [18]).
However, the algorithm requires no explicit knowledge of these mysterious weights entering
Kontsevich’s construction.
Recall that Tamarkin’s construction [7, Section 2], [14], [23] gives us a map from the set
of Drinfeld associators to the set of homotopy classes of formality quasi-isomorphisms for
Hochschild cochains of the polynomial algebra. In this respect, the proposed construction
is inspired by Proposition 5.8 from classical paper1 [12] by V. Drinfeld. The proof that the
proposed algorithm works, is also based on the action of the full directed graph complex dfGC
[6], [10], [17, Section 5], [26] on the formality quasi-isomorphisms for Hochschild cochains.
1.1 A colloquial description of the main result
The main ingredient of the construction, an m-th approximation to a formality quasi-
isomorphism, can be described colloquially without using the language of operads.
To give this informal description, we denote by PV the vector space of polyvector fields
on an affine space and recall that the problem of constructing a formality quasi-isomorphism
for Hochschild cochains C•(A) := C•(A,A) of a polynomial algebra A is equivalent to con-
structing a collection of maps
Un,k : PV
⊗n ⊗A⊗k → A (1.1)
such that
1See also Theorem 4 and Corollary 4.1 in D. Bar-Natan’s beautiful paper [3].
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• the collection {U1,k}k≥0 assembles into the standard Hochschild-Kostant-Rosenberg em-
bedding PV →֒ C•(A),
• for every n ≥ 2, k ≥ 0, the map Un,k is compatible with the action of Sn on PV⊗n and
• the collection of maps (1.1) satisfies a sequence of certain quadratic relations
Rn,k
({Un1,k1}n1≥1, k1≥0) = 0 , n ≥ 1, k ≥ 0. (1.2)
The right hand side of (1.2) is an element of
Hom(PV⊗n ⊗A⊗ k , A)
which is expressed in terms of maps {Un1,k1}n1≥1, k1≥0 using the obvious compositions of
Hom’s, the multiplication on A, and the Schouten bracket on PV.
For an integer m ≥ 2, we introduce the following subsets of2 Z≥1 × Z≥0:
Am :=
{
(n, k) ∈ Z≥1 × Z≥0
∣∣ 2n+ k ≤ 2m+ 1} ∪ {(1, k) ∣∣ for any k ≥ 0}, (1.3)
Bm := {(m+ 1, 0), (m, 2), (m− 1, 4), . . . , (2, 2m− 2)}. (1.4)
We observe that, for every (n, k) ∈ Am∪Bm, the relation Rn,k depends only on the maps
{Un1,k1}(n1,k1)∈Am . Due to this observation, we can define (colloquially) an m-th approxima-
tion U (m) to a formality quasi-isomorphism as a family of maps (defined over Q)
U
(m)
n1,k1
: PV⊗n1 ⊗ A⊗k1 → A
such that
• U (m)n1,k1 = 0 for all (n1, k1) /∈ Am,
• the relations
Rn,k
({U (m)n1,k1}n1≥1, k1≥0) = 0
are satisfied for all (n, k) ∈ Am ∪Bm, and
• the maps {U (m)1,k1 , U
(m)
2,k1
}k1≥0 satisfy some technical conditions.
The main result of this paper (see Theorem 4.5) can be stated (colloquially) as follows:
The second approximation exists. Given an m-th approximation U (m) to a formality quasi-
isomorphism, one can construct an (m+ 1)-th approximation U (m+1) such that
U
(m+1)
n,k = U
(m)
n,k , ∀ (n, k) ∈ Am .
Finally, to construct U (m+1), one needs to solve a finite dimensional linear system.
Although anm-th approximation U (m) is not an L∞ quasi-isomorphism from PV to C
•(A),
it can still be used to construct associative star products in A[ε]/(εm), where ε is the formal
deformation parameter. More precisely3,
2Examples of Am and Bm, for m = 5, are depicted in figure 4.1.
3See Theorem 5.1 for a more general statement.
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Theorem 1.1 For every Poisson structure κ ∈ PV2, the formula
a ∗ b := ab+
m−1∑
n=1
εn
n!
U
(m)
n,2 (κ, κ, . . . , κ︸ ︷︷ ︸
n times
; a, b), a, b ∈ A (1.5)
defines an associative multiplication on A[ε]/(εm). Moreover, (1.5) is a truncation modulo
(εm) of an honest star product on A[[ε]].
1.2 Sketch of the proof
Let us denote by UK Kontsevich’s formality quasi-isomorphism from [18] defined over R.
Due to Claim A.1 from Appendix A,
UK2,0 = 0 and U
K
2,1 = 0
and hence UK2,0 and U
K
2,1 are defined over Q. Thus a second approximation U
(2) to a formality
quasi-isomorphism exists.
Let U (m) be an m-th approximation to a formality quasi-isomorphism. In general, U
(m)
n,k 6=
UKn,k for (n, k) ∈ Am. However, there exists a sequence of genuine formality quasi-isomorphisms
(defined over R)
{U♥,m˜}1≤m˜≤m
such that
• U♥,1 = UK and
• U♥,m˜n,k = U (m)n,k for all (n, k) ∈ Am˜ and 2 ≤ m˜ ≤ m.
U♥,m˜ is obtained from U♥,m˜−1 by using the homotopy equivalence and the action of the
full directed graph complex [6], [10].
It is the existence of U♥,m, which guarantees that the linear system for constructing the
better approximation U (m+1) is consistent over R. Thus, since both the coefficient matrix
and the right hand side of this linear system are defined over Q, it is also consistent over Q.
Therefore, U (m) can be extended to the next approximation U (m+1).
1.3 The organization of the paper
In the last part of the introduction, we go over the notational conventions. In Section 2, we
give a brief reminder of the Kajiura-Stasheff operad OC, the operad KGra and the notion
of a stable formality quasi-isomorphism (SFQ) following [6]. In Section 2, we also recall
Kontsevich’s construction [18] of the first example of an SFQ (over R).
In Section 3, we prove Propositions 3.1 and 3.2. Proposition 3.1 allows us to introduce
the notion of an m-th approximation to an SFQ and Proposition 3.2 plays an important role
in the proof of the main theorem.
In Section 4, we introduce the notion of an m-th approximation to an SFQ (for m ≥ 2)
and prove the existence and uniqueness of the second approximation to an SFQ. In this
section, we also formulate the main result of this paper (see Theorem 4.5) and deduce it
from technical Proposition 4.6.
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In Section 5, we prove that anm-th approximation to an SFQ can be used to construct star
products on an affine space modulo (εm), where ε denotes a formal deformation parameter.
Section 6 is devoted to the proof of Proposition 4.6 which, in turn, implies the main
theorem (Theorem 4.5). Finally, Appendix A is devoted to the proofs of some technical
properties of Kontsevich’s SFQ from [18].
1.4 Notation and conventions
Many notational conventions are borrowed from [6]. The base field K has characteristic zero
and, in this paper, K is often Q or R.
The underlying symmetric monoidal category for our algebraic structures is either the
category grVectK of Z-graded K-vector spaces or the category ChK of unbounded cochain
complexes of K-vector spaces.
For a cochain complex V we denote by sV (resp. by s−1V) the suspension (resp. the
desuspension) of V . In other words,(
sV)• = V•−1 , (s−1V)• = V•+1 .
For a homogeneous vector v in a graded vector space (or a cochain complex) V, the notation
|v| is reserved for the degree of v.
C•(A) denotes the Hochschild cochain complex of an associative algebra (or more generally
an A∞-algebra) A with coefficients in A . For a commutative ring R and an R-module V we
denote by SR(V ) the symmetric algebra of V over R . For a vector ξ in a (dg) Lie algebra
L, the notation adξ is reserved for the adjoint action of ξ, i.e. adξ(η) := [ξ, η] .
Given an operad O, we denote by ◦i the elementary operadic insertions:
◦i : O(n)⊗O(k)→ O(n + k − 1) , 1 ≤ i ≤ n.
For a collection Q, the notation OP(Q) is reserved for the free operad generated by this
collection.
The symmetric group on n letters in denoted by Sn and the notation Shp,q is reserved for
the set of (p, q)-shuffles in Sp+q . A graph is directed if each edge carries a chosen direction.
A graph Γ with n vertices is called labeled if Γ is equipped with a bijection between the set
of its vertices and the set {1, 2, . . . , n} . In this paper we consider exclusively graphs without
loops (i.e. cycles of length one).
We will freely use the conventions for colored (co)operads and colored pseudo- (co)operads
from [6, Section 2]. For example, for a (colored) pseudo-cooperad C and a (colored) pseudo-
operad O, the notation
Conv(C,O)
is reserved for the convolution dg Lie algebra [6, Section 2.3], [8, Section 4], [20].
For most of colored (co)operads and pseudo- (co)operads used in this paper the ordinal
of colors will have only two element c and o for which we set c < o. Just as in [6], solid edges
of colored planar trees are the edges which carry the color c and dashed edges are the edges
which carry the color o.
For a two colored operad O, the notation O(n, k)c (resp. O(n, k)o) is reserved for the
space of “operations” with n inputs of the color c, k inputs of the color o, and with the
output carrying the color c (resp. o).
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Using “arity” we can equip the convolution Lie algebra Conv(C,O) with the natural
descending filtration
Conv(C,O) = F−1Conv(C,O) ⊃ F0Conv(C,O) ⊃ F1Conv(C,O) ⊃ . . . ,
where
FmConv(C,O) = (1.6){
f ∈ Conv(C,O) ∣∣ f ∣∣∣
C(q)
= 0 ∀ corollas q satisfying |q| ≤ m} ,
and |q| is the total number of incoming edges of the corolla q.
This filtration is compatible with the Lie bracket and Conv(C,O) is complete with respect
to this filtration. Namely,
Conv(C,O) = lim
m
Conv(C,O)
/
FmConv(C,O). (1.7)
We also introduce an additional descending filtration Fχ• on the convolution Lie algebra
Conv(C,O) for each color χ:
Conv(C,O) = Fχ−1Conv(C,O) ⊃ Fχ0 Conv(C,O) ⊃ Fχ1 Conv(C,O) ⊃ . . . ,
where
FχmConv(C,O) (1.8)
consists of vectors f ∈ Conv(C,O) satisfying this condition:
f
∣∣∣
C(q)
= 0 if ♯inχ (q)− ♯outχ (q) ≤ m− 1. (1.9)
Here ♯inχ (q) is the number of incoming edges of the corolla q which carry the color χ and
♯outχ (q) is the number of outgoing edges of the corolla q which carry the color χ. Note that
♯outχ (q) is either 1 or 0 because every corolla has exactly one outgoing edge.
The filtration (1.8) is compatible with the Lie bracket on Conv(C,O) and Conv(C,O) is
complete with respect to this filtration.
We denote by Λ the endomorphism operad of the 1-dimensional vector space s−1K placed
in degree −1
Λ = Ends−1K . (1.10)
In other words,
Λ(n) = s1−nsgnn ,
where sgnn is the sign representation for the symmetric group Sn We observe that the
collection Λ is also naturally a cooperad.
For a dg operad (resp. a dg cooperad) P in we denote by ΛP the dg operad (resp. the
dg cooperad) which is obtained from P via tensoring with Λ, i.e.
ΛP (n) = s1−nP (n)⊗ sgnn . (1.11)
Remark 1.2 Let P be a pseudo-operad and O be an operad. Let us recall [6, Section 2.5]
that the Lie bracket on Conv(P,O) can be expressed in terms of the cobar differential DCobar
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on Cobar(C), where C is the cooperad which is obtained from P via adjoining the counit.
More precisely, for f, g ∈ Conv(P,O) and X ∈ P we have
[f, g](X) = (−1)|g|µ(fs−1 ⊗ gs−1(DCobar(sX)))− (−1)|f ||g|(f ↔ g) , (1.12)
where fs−1 and gs−1 act in the obvious way on the tensor factors of DCobar(sX) ∈ OP(sP )
and µ denotes the multiplication map
µ : OP(O)→ O.
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visit him in the City of Angers in France. You will meet a person who radiates an amazing
amount of generosity and charm! I would like to greet Volodya with his 60-th anniversary,
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2 Reminder of OC, KGra and stable formality quasi-isomorphisms
The definition of a stable formality quasi-isomorphism (SFQ) [6, Section 5] is based on the
2-colored operads OC and KGra . The 2-colored dg operad OC governs open-closed homotopy
algebras introduced in [15] by H. Kajiura and J. Stasheff and the 2-colored operad KGra is
“assembled” from graphs used in Kontsevich’s paper [18].
2.1 The Kajiura-Stasheff operad OC
As an operad in the category grVect of graded vector spaces, OC is freely generated by the
2-colored collection oc with the following spaces:
oc(n, 0)c = s3−2nK , n ≥ 2 , (2.1)
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oc(0, k)o = s2−k sgnk ⊗K[Sk] , k ≥ 2 , (2.2)
oc(n, k)o = s2−2n−k sgnk ⊗K[Sk] , n ≥ 1 , k ≥ 0 , (2.3)
where sgnk is the sign representation of Sk . The remaining spaces of the collection oc are
zero.
Following [6, Section 4], we represent generators of OC in oc(n, 0)c by non-planar labeled
corollas with n solid incoming edges (see figure 2.1). We represent generators of OC in
oc(0, k)o by planar labeled corollas with k dashed incoming edges (see figure 2.2). Finally,
we use labeled 2-colored corollas with a planar structure given only on the dashed edges
to represent generators of OC in oc(n, k)o (see figure 2.3). Applying element σ ∈ Sk to the
1 2
. . .
n
Fig. 2.1: The non-planar corolla
t
c
n representing a generator of
oc(n, 0)c
1 2
. . .
k
Fig. 2.2: The 2-colored planar
corola tok representing a genera-
tor of oc(0, k)o
1
. . .
n 1
. . .
k
Fig. 2.3: The 2-colored partially pla-
nar corola ton,k representing a genera-
tor of oc(n, k)o
labeled corolla tok depicted in figure 2.2 we get a basis for the vector space oc(0, k)
o . Similarly,
applying elements of (id, σ) ∈ Sn × Sk to the labeled corolla depicted in figure 2.3 we get a
basis for the vector space oc(n, k)o .
The corollas tcn, t
o
k and t
o
n,k carry the following degrees:
|tcn| = 3− 2n n ≥ 2 , (2.4)
|tok| = 2− k k ≥ 2 , (2.5)
|ton,k| = 2− 2n− k n ≥ 1, k ≥ 0 . (2.6)
The differential D on OC is defined by the following equations4
D(tcn) := −
n−1∑
p=2
∑
τ∈Shp,n−p
(τ, id)
(
tcn−p+1 ◦1,c tcp
)
. (2.7)
D(tok) := −
k−2∑
p=0
k∑
q=p+2
(−1)p+(k−q)(q−p) top+(k−q)+1 ◦p+1,o toq−p . (2.8)
D(ton,k) := (−1)k
n∑
p=2
∑
τ∈Shp,n−p
(τ, id)
(
ton−p+1,k ◦1,c tcp
)
(2.9)
−
∑
0≤p≤q≤k
p+(k−q)≥1
(−1)p+(k−q)(q−p) (top+(k−q)+1 ◦p+1,o ton,q−p)
−
n−1∑
r=1
∑
σ∈Shr,n−r
0≤p≤q≤k
(−1)p+(k−q)(q−p) (σ, id)(tor, p+(k−q)+1 ◦p+1,o ton−r,q−p) .
4For a nice pictorial definition of this differential on OC we refer the reader to [6, Section 4.1].
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−
∑
0≤p, p+2≤q≤k
(−1)p+(k−q)(q−p) (ton, p+(k−q)+1 ◦p+1,o toq−p).
Since the right hand sides of equations (2.7), (2.8), and (2.9) are quadratic in generators,
we conclude that the collection s−1 oc is a pseudo-cooperad and
OC = Cobar(oc∨),
where oc∨ is the 2-colored coaugmented cooperad obtained from s−1 oc via “adjoining the
counit”.
Finally, we recall that algebras over OC (a.k.a. open-closed homotopy algebras) are pairs
of cochain complexes (V,A) with the following data5:
• A ΛLie∞-structure on V,
• an A∞-structure on A, and
• a ΛLie∞-morphism from V to the Hochschild cochain complex C•(A) of A .
2.2 The operad dGra and its 2-colored version KGra
To define the operad dGra, we introduce a collection of auxiliary sets {dgran}n≥1 .
An element of dgran is a directed labelled graph Γ with n vertices and with the additional
piece of data: the set of edges of Γ is equipped with a total order. An example of an element
in dgra5 is shown in figure 2.4. Here, we use roman numerals to specify a total order on a set
1
3 2
4 5
i
ii
iii
Fig. 2.4: Roman numerals indicate that (3, 1) < (3, 2) < (2, 3)
of edges. For example, the roman numerals in figure 2.4 indicate that (3, 1) < (3, 2) < (2, 3).
Next, we introduce a collection of graded vector spaces {dGra(n)}n≥1 . The space dGra(n)
is spanned by elements of dgran, modulo the relation Γ
σ = (−1)|σ|Γ , where the graphs Γσ
and Γ correspond to the same directed labelled graph but differ only by permutation σ of
edges. We also declare that the degree of a graph Γ in dGra(n) equals −e(Γ), where e(Γ)
is the number of edges in Γ . For example, the graph Γ in figure 2.4 has 3 edges. Thus its
degree is −3 .
According to [26], the collection {dGra(n)}n≥1 forms an operad in the category of graded
vector spaces. The symmetric group Sn acts on dGra(n) in the obvious way by rearranging
labels and the operadic multiplications are defined in terms of natural operations of erasing
vertices and attaching edges to vertices.
The operad dGra upgrades naturally to a 2-colored operad KGra whose spaces are finite
linear combinations of graphs used by M. Kontsevich in [18].
For KGra, we declare that KGra(n, k)c = 0 whenever k ≥ 1 .
5Recall that introducing a ΛLie∞-structure on V is equivalent to introducing an L∞-structure on s−1 V .
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For the space KGra(n, 0)c (n ≥ 0) we have
KGra(n, 0)c = dGra(n) . (2.10)
Finally, to define the space KGra(n, k)o we introduce the auxiliary set dgran,k . An element
of the set dgran,k is a directed labelled graph Γ with n vertices of color c, k vertices of color
o, and with the following data: the set of edges of Γ is equipped with a total order. In
addition, we require that each graph Γ ∈ dgran,k has no edges originating from any vertex
with color o .
Example 2.1 Figure 2.5 shows an example of a graph in dgra2,3. Black (resp. white)
vertices carry the color c (resp. o). We use separate labels for vertices of color c and vertices
of color o . For example 2c denotes the vertex of color c with label 2 and 3o denotes the
vertex of color o with label 3 .
2 1 3
1 2
Fig. 2.5: We equip the edges with the order (1c, 2c) < (1c, 1o) < (2c, 1o) < (2c, 3o)
The space KGra(n, k)o is spanned by elements of dgran,k, modulo the relation Γ
σ =
(−1)|σ|Γ , where the graphs Γσ and Γ correspond to the same directed labelled graph but
differ only by permutation σ of edges. As above, we declare that the degree of a graph Γ in
KGra(n, k)o equals −e(Γ) , where e(Γ) is the total number of edge of Γ .
The operadic structure on the resulting 2-colored collection KGra is defined in the similar
way to that on dGra. For more details, we refer the reader to [6, Section 3].
Just as in [6], the following vectors of KGra will play a special role:
Γ•−• =
1 2
+
1 2
(2.11)
Γ◦ ◦ =
1 2
(2.12)
We also need the series of “brooms” Γbrk for k ≥ 0 depicted in figure 2.6.
Γbrk =
. . .
1
1 2 k
Fig. 2.6: Edges are ordered in this way (1c, 1o) < (1c, 2o) < · · · < (1c, ko)
Note that the graph Γbr0 ∈ KGra(1, 0)o consists of a single black vertex labeled by 1 and
it has no edges.
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2.2.1 The projection Π and the operator ∂Hoch
Let us denote by
ΠKGra(n, k)o (2.13)
the subspace of all vectors in KGra(n, k)o satisfying these properties:
Property 2.2 All white vertices in each graph of the linear combination c have valency one.
Property 2.3 For every σ ∈ Sk we have
(id, σ) (c) = (−1)|σ|c . (2.14)
For example, the “brooms” Γbrk depicted in figure 2.6 obviously satisfy these properties. So
Γbrk ∈ ΠKGra(1, k)o .
For every vector c ∈ KGra(n, k)o, we denote by Π1(c) the linear combination of graphs
in dgran,k which is obtained from c by retaining only graphs whose all white vertices are
univalent. The assignment
c 7→ Π1(c) (2.15)
is obviously a linear projection from KGra(n, k)o onto the the subspace of vectors in KGra(n, k)o
which satisfy Property 2.2.
Composing Π1 with the alternation operator
Alto =
1
k!
∑
σ∈Sk
(−1)|σ|(id, σ) : KGra(n, k)o → KGra(n, k)o , (2.16)
we get a canonical projection
Π := Alto ◦ Π1 : KGra(n, k)o → ΠKGra(n, k)o (2.17)
from KGra(n, k)o onto ΠKGra(n, k)o .
Just as in [6], the following operator plays an important role:
∂Hoch : KGra(n, k)o → KGra(n, k + 1)o ,
∂Hoch(γ) = Γ◦ ◦ ◦2,o γ − γ ◦1,o Γ◦ ◦ + γ ◦2,o Γ◦ ◦ − . . . (2.18)
+(−1)kγ ◦k,o Γ◦ ◦ + (−1)k+1Γ◦ ◦ ◦1,o γ.
It is not hard to see that ∂Hoch commutes with the action of Sn×{id}, and ∂Hoch◦∂Hoch = 0.
So, using ∂Hoch, we can introduce the cochain complexes:
KGraHoch := s2n−2
⊕
k≥0
skKGra(n, k)o , KGraHochinv := s
2n−2
⊕
k≥0
sk
(
KGra(n, k)o
)Sn
. (2.19)
The cohomology groups of the complexes (2.19) with the differential ∂Hoch were computed
in [6, Appendix A]. For example, due to [6, Remark A.4], every vector
c ∈ ΠKGra(n, k)o
is ∂Hoch-closed. Moreover,
ΠKGra(n, k)o ∩ ∂Hoch(KGra(n, k − 1)o) = 0.
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2.3 Stable formality quasi-isomorphisms
We recall from [6] that
Definition 2.4 A stable formality quasi-isomorphism (SFQ) is a morphism of 2-colored dg
operads
F : OC→ KGra (2.20)
satisfying the following “boundary conditions”:
F (tcn) =
{
Γ•−• if n = 2 ,
0 if n ≥ 3 , (2.21)
F (to2) = Γ◦ ◦ , (2.22)
and
F (to1,k) =
1
k!
Γbrk , (2.23)
where tcn, t
o
k, and t
o
n,k are corollas depicted in figures 2.1, 2.2, 2.3, respectively.
Following [6, Section 5.1], we identify SFQs with MC elements α of the graded Lie algebra
Conv(s−1 oc,KGra) (2.24)
subject to the three conditions:
α(s−1 tcn) =
{
Γ•−• if n = 2 ,
0 if n ≥ 3 , (2.25)
α(s−1 to2) = Γ◦ ◦ , (2.26)
and
α(s−1 to1,k) =
1
k!
Γbrk . (2.27)
Let us observe that, since all vectors in KGra(0, k)o have degree zero, we have
α(s−1 tok) = 0 (2.28)
for all k ≥ 3 and for all degree 1 elements α in (2.24).
Remark 2.5 Although the operads OC, KGra (as well as the graded Lie algebra (2.24)) are
defined over Q, we often consider SFQs defined over a field extension E of Q. Such an SFQ
is a morphism of 2-colored dg operads:
F : OC⊗Q E → KGra⊗Q E
satisfying (2.21), (2.22), (2.23).
Since OC is freely generated by the collection oc (as the operad in the category of graded
vector spaces) and the vector spaces oc(n, k)c, oc(n, k)o are finite dimensional, SFQs over E
are in bijection with MC elements α of the graded Lie algebra
Conv(s−1 oc,KGra⊗Q E)
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satisfying (2.25), (2.26), and (2.27).
Since, in this paper, E = R, we will often consider the graded Lie algebra
Conv(s−1 oc,KGra⊗Q R). (2.29)
It goes without saying that every vector of (2.24) may be viewed as the vector of (2.29). In
particular, every SFQ defined over Q is an SFQ defined over R (i.e. a MC element of (2.29)
satisfying (2.25), (2.26), and (2.27)).
Remark 2.6 Let α be a degree 1 element of (2.29) (or (2.24)) satisfying (2.25), (2.26), and
(2.27). It is not hard to see that
α ∈ F c0Conv(s−1 oc,KGra⊗Q R), α ∈ F o−1Conv(s−1 oc,KGra⊗Q R), (2.30)
and
α /∈ F c1Conv(s−1 oc,KGra⊗Q R), α /∈ F o0Conv(s−1 oc,KGra⊗Q R),
where F c• and F o• are the descending filtrations on Conv(s−1 oc,KGra) corresponding to the
colors c and o (see page 6 for the definition of the filtration Fχ• ).
For our purposes, we will be interested in degree 1 elements α ∈ Conv(s−1 oc,KGra⊗Q R)
(in particular, SFQs) satisfying the following technical property:
Property 2.7 For every k ≥ 1,
Π
(
α(s−1 to2,k)
)
= 0, (2.31)
where Π is defined in (2.17).
According to [6], SFQs corresponding to MC elements α and α˜ are homotopy equivalent
if there exists a degree zero element
ξ ∈ Conv(s−1 oc,KGra)
(or more generally ξ ∈ Conv(s−1 oc,KGra⊗Q R)) such that
ξ(s−1 tcn) = 0 ∀ n ≥ 2 (2.32)
and
α˜ = exp([ξ, ])α. (2.33)
Remark 2.8 We would like to observe that, for every degree zero element
ξ ∈ Conv(s−1 oc,KGra⊗Q R),
ξ(s−1 tok) = 0, ∀ k ≥ 2 (2.34)
since the degree of s−1 tok is 1−k < 0 and every graph in dgra0,k (i.e. without black vertices)
has degree 0.
Similarly, for every degree zero element ξ ∈ Conv(s−1 oc,KGra⊗Q R),
ξ(s−1 to1,k) = 0, ∀ k ≥ 0. (2.35)
Indeed, the vector s−1 to1,k has degree −1− k and all graphs in dgra1,k have ≤ k edges. The
latter is easy to see since multiple edges and loops are not allowed.
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Remark 2.9 Let β be a MC element of (2.29) corresponding to an SFQ and satisfying
Property 2.7. Using the filtration F c• and equation (2.35), it is not hard to show that
(eadξ(β)− β) (s−1 to2,k) = −∂Hochξ(s−1 to2,k−1)
for every degree 0 vector ξ in (2.29) satisfying (2.32). Therefore identity Π◦∂Hoch = 0 implies
that
Π
(
(eadξ(β)− β) (s−1 to2,k)) = 0.
Thus Property 2.7 is stable under homotopy equivalences.
In addition, it is not hard to see that Property 2.7 is stable under the action of the full
directed graph complex dfGC. (See [6, Section 6].)
2.4 Kontsevich’s SFQ
The first example of a stable formality quasi-isomorphism (over R) was constructed in [18] by
M. Kontsevich. In paper [18], M. Kontsevich did not use the language of operads. However
this language is very convenient for our purposes.
Let us briefly recall here Kontsevich’s construction of a particular example of an SFQ.
For a pair of integers (n, k), n ≥ 0, k ≥ 0 satisfying the inequality 2n+ k ≥ 2, we denote
by Confn,k the configuration space of n labeled points in the upper half plane and k labeled
points on the real line:
Confn,k :=
{
(z1, z2, . . . , zn; q1, q2, . . . , qk)
∣∣ zi ∈ C, Im(zi) > 0, qj ∈ R,
zi1 6= zi2 for i1 6= i2 , qj1 6= qj2 for j1 6= j2
}
. (2.36)
Let us denote by G(1) the 2-dimensional connected Lie group of the following transforma-
tions of the complex plane:
G(1) := {z 7→ az + b | a, b ∈ R, a > 0} . (2.37)
The condition 2n + k ≥ 2 guarantees that the diagonal action of G(1) on Confn,k is free
and hence the quotient
Cn,k := Confn,k
/
G(1) (2.38)
is a smooth real manifold of dimension 2n+ k − 2 .
We denote by Cn,k the compactification of Cn,k constructed by M. Kontsevich in [18,
Section 5]. Cn,k comes with an involved stratification which is described in great detail in
loc. cit.
Let Γ be a graph in dgran,k and e be an edge of Γ which originates at the black
6 vertex
with label i. To such an edge e, we assign a 1-form dϕe on Confn,k by the following rule:
• if the edge e terminates at the black vertex with label j then
dϕe := dArg(zj − zi)− dArg(zj − z¯i),
• if the edge e terminates at the white vertex with label j then
dϕe := dArg(qj − zi)− dArg(qj − z¯i) = 2 dArg(qj − zi).
6Let us recall that, by definition of dgran,k every edge e of Γ ∈ dgran,k should originate at a vertex with color c (i.e. black
vertex).
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It is easy to see that dϕe descends to a 1-form on Cn,k. Furthermore, dϕe extends to a
smooth 1-form on Kontsevich’s compactification Cn,k of Cn,k.
Using the embedding
Confn,k ⊂ Cn × Rk
we equip the manifold Confn,k with the natural orientation which descends to Cn,k and
extends to Cn,k.
To every element Γ ∈ dgran,k, we assign the following weight:
WΓ :=
1
(2π)2n+k−2
∫
C
+
n,k
∧
e∈E(Γ)
dϕe , (2.39)
where C
+
n,k is the closure of the connected component C
+
n,k of Cn,k formed by configurations
satisfying the condition
q1 < q2 < · · · < qk .
The order of 1-forms in
∧
e∈E(Γ)
dϕe in (2.39) agrees with the total order on the set of edges
of Γ . It is clear that the weight WΓ for Γ ∈ dgran,k is non-zero only if the total number of
edges of Γ equals 2n + k − 2.
Let us observe that the set dgran,k carries an obvious equivalence relation: two elements Γ
and Γ′ in dgran,k are equivalent if and only if they have the same underlying labeled (colored)
graph. We denote by
[dgran,k]
the set of corresponding equivalence classes.
Finally we define a degree 1 element βK ∈ Conv(s−1 oc,KGra) by setting
βK(s−1 tcn) :=
{
Γ•−• if n = 2 ,
0 if n ≥ 3 , (2.40)
βK(s−1 to2) := Γ◦ ◦ , (2.41)
and
βK(s−1 ton,k) :=
∑
κ∈[dgran,k]
WΓκ Γκ , (2.42)
where Γκ is any representative of the equivalence class κ ∈ [dgran,k] .
Notice that, since the vector
WΓ Γ ∈ KGra(n, k)o
depends only on the equivalence class of Γ , the right hand side of (2.42) does not depend
on the choice of representatives Γκ .
A direct computation shows that the weights of the “brooms” depicted in figure 2.6 are
given by the formula
WΓbr
k
=
1
k!
.
Hence βK satisfies all the required “boundary conditions” (2.25), (2.26), (2.27) .
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Following the line of arguments of [18, Section 6.4] one can show that βK satisfies the
MC equation
[βK , βK ] = 0
in (2.29). Thus βK gives us an SFQ.
Remark 2.10 The weight of a graph Γ ∈ dgran,k defined in [18, Section 6.2] comes with
additional factors. These factors are absent in (2.39) because our identification between
polyvector fields and “functions” on the odd cotangent bundle is different from the one used
by M. Kontsevich in [18, Section 6.3].
In Appendix A, we prove that Kontsevich’s SFQ βK satisfies Property 2.7.
3 Preparation
Let α be a degree 1 element of the graded Lie algebra (2.29) satisfying (2.25), (2.26) and
(2.27). Recall that equation (2.28) holds for every degree 1 element α. Thus any degree 1
element α of the Lie algebra (2.29) (or the Lie algebra (2.24)) satisfying (2.25), (2.26) and
(2.27) is uniquely determined by the vectors
α(s−1 tom,k) ∈ KGra(m, k)o ⊗Q R
for m ≥ 2 and k ≥ 0.
The goal of the following omnibus proposition is to describe which values of α may show
up in the expressions
[α, β](s−1 ton,k) and [α, α](s
−1 ton,k),
where β is a (possibly different) degree 1 element of (2.29).
Proposition 3.1 Let α, β be degree 1 elements of (2.29) satisfying (2.25), (2.26) and (2.27).
1. If (m, k) is a pair of integers such that m ≥ 2 and k ≥ 2, then the expression
[α, β](s−1 tom,k) (3.1)
does not involve α(s−1 tom′,k′) if (m
′, k′) lies outside of the subset (see figure 3.1)
{(m, k − 1)} ⊔ {(m′, k′) | 1 ≤ m′ ≤ m− 1 and 0 ≤ k′ ≤ k + 1} (3.2)
of Z≥1 × Z≥0.
2. If m ≥ 3, then the vectors α(s−1 tom,k−1), α(s−1 tom−1,k), and α(s−1 tom−1,k+1) enter the
expression
[α, α](s−1 tom,k) (3.3)
linearly. Moreover, the vector α(s−1 to2,k−1) enters the expression
[α, α](s−1 to2,k) (3.4)
linearly.
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3. The expression
[α, β](s−1 tom,1) (3.5)
does not involve α(s−1 tom′,k′) if (m
′, k′) lies outside of the subset (see figure 3.2):
{(m′, k′) | 1 ≤ m′ ≤ m− 1 and 0 ≤ k′ ≤ 2} (3.6)
of Z≥1 × Z≥0.
4. If m ≥ 3, then the vectors α(s−1 tom−1,1) and α(s−1 tom−1,2) enter the expression
[α, α](s−1 tom,1) (3.7)
linearly.
5. The expression
[α, β](s−1 tom,0) (3.8)
does not involve α(s−1 tom′,k′) if (m
′, k′) lies outside of the subset (see also figure 3.3):
{(m′, 0) | 1 ≤ m′ ≤ m− 1} ⊔ {(m′, 1) | 1 ≤ m′ ≤ m− 1} (3.9)
of Z≥1 × Z≥0.
6. If m ≥ 3, then the vectors α(s−1 tom−1,0) and α(s−1 tom−1,1) enter the expression
[α, α](s−1 tom,0) (3.10)
linearly.
7. Finally,
[α, β](s−1 to1,k) = 0, ∀ k ≥ 0. (3.11)
c
o
m1
k
k + 1
1
Fig. 3.1: The gray bullet denotes the pair (m, k) and the black bullets denote the pairs (m′, k′) for which
α(s−1 tom′,k′) may contribute to expression (3.1) The circled bullets denote the pairs (m
′, k′) for which
α(s−1 tom′,k′) enter the expression (3.3) linearly if m ≥ 3
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Fig. 3.2: The gray bullet denotes the pair (m, 1)
and the black bullets denote the pairs (m′, k′) for
which α(s−1 tom′,k′) may contribute to expression
(3.5). The two circled bullets denote the pairs
(m′, k′) for which α(s−1 tom′,k′) enter the expres-
sion (3.7) linearly if m ≥ 3
c
o
m1 2
1
Fig. 3.3: The gray bullet denotes the pair (m, 0)
and the black bullets denote the pairs (m′, k′) for
which α(s−1 tom′,k′) may contribute to expression
(3.8). The two circled bullets denote the pairs
(m′, k′) for which α(s−1 tom′,k′) enter the expres-
sion (3.10) linearly if m ≥ 3
Proof. Let us observe that, due to Remark 2.6,
β ∈ F c0Conv(s−1 oc,KGra⊗Q R), β ∈ F o−1Conv(s−1 oc,KGra ⊗Q R).
Hence, for every (m, k) ∈ Z≥1 × Z≥0, the expression
[α, β](s−1 tom,k) (3.12)
does not involve α(s−1 tom′,k′) if (m
′, k′) lies outside of the subset
{(m′, k′) ∈ Z≥1 × Z≥0 | m′ ≤ m, and k′ ≤ k + 1}. (3.13)
According to (2.9), the expression
D(tom,k)
involves neither tom,k+1 nor t
o
m,k. Moreover, since the elements t
o
m,k′ with k
′ < k show up only
in the sums ∑
0≤p≤q≤k
p+(k−q)≥1
(−1)p+(k−q)(q−p) (top+(k−q)+1 ◦p+1,o tom,q−p),
∑
0≤p, p+2≤q≤k
(−1)p+(k−q)(q−p) (tom, p+(k−q)+1 ◦p+1,o toq−p),
and (see (2.28))
β(s−1 tok) = 0, ∀ k ≥ 3,
we see that, for k′ < k − 1, α(s−1 tom,k′) does not show up in (3.12).
Thus, in order to settle statements 1, 3, and 5, it remain to show that α(s−1 tom,0) does
not contribute to
[α, β](s−1 tom,1).
Collecting the terms with tom,0 in D(tom,1), we get
to2 ◦2,o tom,0 − to2 ◦1,o tom,0 .
Therefore, since
Γ◦ ◦ ◦2,o v − Γ◦ ◦ ◦1,o v = 0, ∀ v ∈ KGra(m, 0)o ,
we see that α(s−1 tom,0) indeed does not contribute to [α, β](s
−1 tom,1).
18
Thus statements 1, 3, and 5 of the proposition are proved.
Let us now assume that m ≥ 3 and consider the expression (3.3). It is obvious that
α(s−1 tom,k−1) enter this expression linearly.
Moreover, the terms in D(tom,k) involving the corollas tom−1,k+1 and tom−1,k are of the form
(τ, id)
(
tom−1,k ◦1,c tc2
)
, (τ, id)
(
tom−1,k+1 ◦i,o to1,0
)
,
(τ, id)
(
tom−1,k ◦j,o to1,1
)
, (τ, id)
(
to1,1 ◦1,o tom−1,k
)
,
where τ is a permutation in Sm, 1 ≤ i ≤ k + 1 and 1 ≤ j ≤ k.
Thus, since m − 1 ≥ 2, the vectors α(s−1 tom−1,k+1) and α(s−1 tom−1,k) indeed enter the
expression (3.3) linearly.
The expressions (3.4), (3.7) and (3.10) are treated analogously.
Let us finally prove statement 7 of the proposition.
The cases k = 0 and k = 1 are straightforward. So we only consider k ≥ 2.
Since every degree 1 vector in (2.29) satisfies (2.28), it is easy to see that (3.11) is equiv-
alent to
∂Hoch β(s−1 to1,k−1) + ∂
Hoch α(s−1 to1,k−1) = 0, (3.14)
where ∂Hoch is defined in (2.18).
Equation (3.14) is satisfied since
β(s−1 to1,k′), α(s
−1 to1,k′) ∈ ΠKGra(1, k′)o
and every vector in ΠKGra(1, k′)o is ∂Hoch-closed.
Proposition 3.1 is proved. 
Proposition 3.2 Let (n, k) be a point in Z≥2 × Z≥1 and β be a MC element of (2.29)
satisfying (2.25), (2.26) and (2.27). In addition, let ξ be a degree zero element of (2.29)
which satisfies (2.32) and such that
ξ(s−1 ton1,k1) = 0, ∀ (n1, k1) 6= (n, k). (3.15)
Then
exp(adξ)(β) (s
−1 ton1,k1) = β(s
−1 ton1,k1) (3.16)
for all pairs (n1, k1) in the union
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{(n1, k1) | n1 < n ∧ k1 ≥ 0} ∪ {(n, k1) | k1 6= k + 1} (3.17)
∪ {(n1, k1) | k1 ≤ k − 2 ∧ n1 ≥ 1}.
For the points (n, k+1) and (n+1, k− 1) (indicated by white circles in figure 3.4), we have
exp(adξ)(β) (s
−1 ton,k+1) = β(s
−1 ton,k+1)− ∂Hochξ(s−1 ton,k). (3.18)
exp(adξ)(β) (s
−1 ton+1,k−1) = β(s
−1 ton+1,k−1)
+
n+1∑
i=1
∑
0≤p≤k−1
(−1)p(τn+1,i, id)( ξ(s−1 ton,k) ◦p+1,o Γbr0 ), (3.19)
where τn+1,i is the cycle (i, i+ 1, . . . , n, n+ 1) in Sn+1.
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Fig. 3.4: The big gray bullet is the point (n, k). Points of the subset (3.17) are indicated by black bullets.
The white circles indicate the points related to (3.18) and (3.19)
Proof. Let us use the filtration F c• and F o• on Conv(s−1 oc,KGra ⊗Q R) (see page 6 for the
definition of the filtration Fχ• ).
Due to the first inclusion in (2.30) and
ξ ∈ F cnConv(s−1 oc,KGra ⊗Q R),
we have
adqξ(β) ∈ F cnConv(s−1 oc,KGra⊗Q R)
for all q ≥ 1. Hence (3.16) holds if n1 < n.
Let us assume that k ≥ 2. Due to the second inclusion in (2.30) and
ξ ∈ F ok−1Conv(s−1 oc,KGra ⊗Q R),
we have
adqξ(β) ∈ F ok−2Conv(s−1 oc,KGra⊗Q R)
for all q ≥ 1. Hence (3.16) holds if k1 ≤ k − 2.
Let us now consider adqξ(β)(s
−1 ton,k1) for q ≥ 1. If k1 ≤ k then all tensor factors in
D(ton,k1)
of the form ton2,k2 have n2 < n or k2 < k. Thus, using (2.32) and (2.34), we get that
adqξ(β)(s
−1 ton,k1) = 0, ∀ k1 ≤ k, q ≥ 1.
To take care of adqξ(β)(s
−1 ton,k1) for k1 ≥ k + 2, we observe that all terms in
D(ton,k1)
7See figure 3.4 for the graphical presentation of this subset in Z≥1 × Z≥0.
which involve ton,k are of the form
ton,k ◦p,o tok˜ , or tok˜ ◦p,o ton,k
for k˜ ≥ 3 and some p. Therefore, since
adq−1ξ (β)(s
−1 to
k˜
) = 0, ∀ k˜ ≥ 3
for the degree reason, we have
adqξ(β)(s
−1 ton,k1) = 0, ∀ k1 ≥ k + 2, q ≥ 1.
Now it remains to prove (3.18) and (3.19).
Applying (1.12), we get
[ξ, β](s−1 ton,k+1) = −∂Hoch
(
ξ(s−1 ton,k)
)
.
Since only the sum
to2 ◦2,o ton,k −
k−1∑
p=0
(−1)pton,k ◦p+1,o to2 − (−1)kto2 ◦1,o ton,k
from D(ton,k+1) contributes to the bracket
[ξ, adqξ(β)](s
−1 ton,k+1),
and adqξ(β) (s
−1 to2) = 0 for all q ≥ 1, we conclude that
[ξ, adqξ(β)](s
−1 ton,k+1) = 0, ∀ q ≥ 1.
Thus (3.18) indeed holds.
Finally, the proof of (3.19) is based on the direct application of (1.12), (2.32), (2.34), and
(3.15). 
4 The main theorem
4.1 Approximations to an SFQ
Let m be an integer ≥ 2, Am be the following subset of Z≥1 × Z≥0:{
(n, k) ∈ Z≥1 × Z≥0
∣∣ 2n + k ≤ 2m+ 1} ∪ {(1, k) ∣∣ for any k ≥ 0}, (4.1)
and Bm be this subset
8 in Z≥1 × Z≥0
Bm :=
{
(n, 2(m− n) + 2) | 2 ≤ n ≤ m+ 1}, (4.2)
or equivalently
Bm := {(m+ 1, 0), (m, 2), (m− 1, 4), . . . , (2, 2m− 2)}.
8Examples of Am and Bm, for m = 5, are depicted in figure 4.1.
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Let α be a degree 1 element of Conv(s−1 oc,KGra) satisfying (2.25), (2.26) and (2.27).
Proposition 3.1 implies that, for every point (n, k) in the the set Am ∪Bm, the expression
[α, α](s−1 ton,k)
may only involve α(s−1 tc2) = Γ•−•, α(s
−1 to2) = Γ◦ ◦ and the values
α(s−1 ton1,k1)
for (n1, k1) ∈ Am .
This observation allows us to formulate the following definition:
Definition 4.1 An m-th approximation to an SFQ is a degree 1 element
α ∈ Conv(s−1 oc,KGra)
which satisfies (2.25), (2.26), (2.27),
α(s−1 ton,k) = 0, ∀ (n, k) /∈ Am , (4.3)
[α, α](s−1 ton,k) = 0, ∀ (n, k) ∈ Am ∪Bm , (4.4)
and Property 2.7.
Remark 4.2 Due to (2.25), (2.26), and (2.28) the equations
[α, α](s−1 tcn) = 0 and [α, α](s
−1 tok) = 0 (4.5)
hold for all n ≥ 2 and k ≥ 2, respectively.
Remark 4.3 Note that the values
α(s−1 ton,k)
for (n, k) /∈ Am do not show up in equation (4.4). So we might as well think that the values
α(s−1 ton,k) are specified only for (n, k) ∈ Am. Let us also observe that, since
α(s−1 to1,k) =
1
k!
Γbrk ,
the set
Am ∩ {(n, k) ∈ Z≥2 × Z≥0}
has finitely many points, and KGra(n, k)o has finite dimensional graded pieces for every pair
(n, k), to introduce an m-th approximation α to an SFQ, we need to specify only finitely
many coefficients in finitely many linear combinations
α(s−1 ton,k), for (n, k) ∈ Am ∩ {(n, k) ∈ Z≥2 × Z≥0}.
Similarly, statement 7 from Proposition 3.1 implies that (4.4) is equivalent to a finite number
of polynomial equations on the above coefficients.
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Fig. 4.1: In this example, m = 5. Am consists of the points shown as black bullets and Bm consists of the
points shown as gray bullets
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4.1.1 There is the unique second approximation to an SFQ
Let us observe that A2 and B2 are
A2 = {(1, k) | k ≥ 0} ∪ {(2, 0), (2, 1)} and B2 = {(3, 0), (2, 2)}
respectively.
So a second approximation α to an SFQ is completely determined by the values:
α(s−1 to2,0) ∈ KGra(2, 0)o , α(s−1 to2,1) ∈ KGra(2, 1)o . (4.6)
It turns out that
Proposition 4.4 By setting
α(s−1 to2,0) = 0 and α(s
−1 to2,1) = 0, (4.7)
we get a second approximation α to an SFQ. Moreover, if α is a second approximation to an
SFQ then α satisfies (4.7). In other words, the second approximation at an SFQ is unique.
Proof. Let βK be Kontsevich’s SFQ from Section 2.4. The first part of this proposition is
settled by computing the weights of the graphs in βK(s−1 to2,0) and β
K(s−1 to2,1). This is done
in Appendix A.
According to Claim A.1, we have
βK(s−1 to2,0) = 0, β
K(s−1 to2,1) = 0.
Thus equations (4.7) indeed define a second approximation.
To prove the uniqueness, we observe that α(s−1 to2,0) is a degree −2 vector in(
KGra(2, 0)o
)S2 .
It is not hard to see that the degree −2 component of KGra(2, 0)o is spanned by the graph
Γfish = 1 2
i
ii
and
(1, 2) Γfish = −Γfish .
Thus
α(s−1 to2,0) = 0 (4.8)
due to the fact that α is compatible with the action of S2.
Since multiple edges and loops are not allowed and α(s−1 to2,1) is S2 × {id}-invariant, we
have
α(s−1 to2,1) = λ(Γtp + (1, 2)Γtp) + κ(Γ∇ + (1, 2)Γ∇),
where Γtp (resp. Γ∇) is the first (resp. the third) graph
9 in figure A.1 and λ, κ ∈ Q.
9We set 1c < 2c < 1o and use the corresponding lexicographic order on the set of edges.
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Unfolding the left hand side of the identity
α • α(s−1 to3,0) = 0
and using (2.9), (2.25) and (4.8), we get
λ
∑
σ∈S3
σ(Γtp,3) + κ
∑
σ∈S3
σ(Γ∇,3) = 0, (4.9)
where Γtp,3 (resp. Γ∇,3) is the left (resp. right) graph in figure 4.2.
1
2
3
1 2
3
Fig. 4.2: The graphs Γtp,3 and Γ∇,3
Since the underlying directed graphs Γtp,3 and Γ∇,3 are not isomorphic and both Γtp,3 and
Γ∇,3 have only the trivial automorphism, equation (4.9) can hold only if
λ = κ = 0.
Thus α(s−1 to2,1) is also zero and the proposition is proved. 
4.2 The recursive construction of an SFQ
The main result of this paper is the following theorem which guarantees that a (stable)
formality quasi-isomorphism for Hochschild cochains over Q can be constructed recursively:
Theorem 4.5 Let m be an integer ≥ 2 and α be an m-th approximation to an SFQ. Then
there exists an (m+ 1)-th approximation α˜ to an SFQ such that
α˜(s−1 ton,k) = α(s
−1 ton,k), ∀ (n, k) ∈ Am . (4.10)
Moreover, α˜ can be constructed by solving a finite dimensional linear system. In addition, a
second approximation to an SFQ exists and it is unique.
The proof of this theorem is based on the following technical statement:
Proposition 4.6 Let m be an integer ≥ 2 and α be an m-th approximation to an SFQ.
Then there exists a MC element
β ∈ Conv(s−1 oc,KGra⊗Q R) (4.11)
satisfying (2.25), (2.26), (2.27),
Π
(
β(s−1 to2,k)
)
= 0, ∀ k ≥ 1 , (4.12)
and
β(s−1 ton,k) = α(s
−1 ton,k), ∀ (n, k) ∈ Am . (4.13)
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We will prove this proposition in Section 6 and now we will deduce Theorem 4.5 from
this proposition.
Proof of Theorem 4.5. The last statement of Theorem 4.5 follows from Proposition 4.4.
Thus we only need to prove the existence of an (m+ 1)-th approximation α˜ to an SFQ for
which (4.10) holds.
For this purpose, we set Cm := Am+1 \Am, i.e.
Cm := {(m+ 1, 0), (m+ 1, 1), (m, 2), (m, 3), (m− 1, 4), (m− 1, 5), . . .
. . . , (2, 2m− 2), (2, 2m− 1)}. (4.14)
Our goal is to prove that there exists a degree 1 element α˜ in (2.24) whose values may be
different from those of α only at
s−1 ton,k for (n, k) ∈ Cm ,
and such that
Π
(
α˜(s−1 to2,2m−2)
)
= Π
(
α˜(s−1 to2,2m−1)
)
= 0
and10
[α˜, α˜](s−1 ton,k) = 0 ∀ (n, k) ∈ Cm ∪Bm+1 . (4.15)
So we set
α˜(s−1 ton,k) := α(s
−1 ton,k), ∀ (n, k) ∈ Am
and try to find values for
α˜(s−1 ton,k), for (n, k) ∈ Cm (4.16)
such that equations (4.15) hold.
Due to the statements about expressions (3.3), (3.4), (3.7) and (3.10) in Proposition 3.1,
the unknown vectors (4.16) enter equations (4.15) linearly.
Since
α˜(s−1 ton,k) = α(s
−1 ton,k) = β(s
−1 ton,k)
for all (n, k) ∈ Am, equations (4.15) has a solution (4.16) (possibly over R). Thus, since
(4.15) form an inhomogeneous linear system with the right hand defined over Q, a solution
for this system over Q does exist.
Thus α˜ is a desired (m+1)-th approximation to an SFQ and Theorem 4.5 is proved. 
Theorem 4.5 allows us to produce the following algorithm. We start with the second
approximation α2 to an SFQ presented in Section 4.1.1. Due to Theorem 4.5, there exists a
third approximation α3 to an SFQ which extends α2 in the sense that
α3(s
−1 ton,k) = α2(s
−1 ton,k) ∀ (n, k) ∈ A2.
Applying Theorem 4.5 again, we conclude that there exists a fourth approximation α4 which
extends α3. At the m-th step of this algorithm, we take the m-th approximation to an SFQ
from the previous step and produce an (m+1)-th approximation. Each step of this algorithm
consists of solving a finite dimensional linear system.
Since the union of the nested sets A2 ⊂ A3 ⊂ A4 ⊂ . . . coincides with the whole region
Z≥1 × Z≥0, we conclude that
10It is statement 7 in Proposition 3.1 which implies that (4.15) holds automatically for n = 1.
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Corollary 4.7 Using the above algorithm, one can produce a stable formality quasi-isomor-
phism for Hochschild cochains (over Q) recursively. Moreover, for every m-th approximation
αm to an SFQ, there exists a MC element (corresponding at an SFQ)
α ∈ Conv(s−1 oc,KGra)
which “extends” αm in the sense that
α(s−1 ton,k) = αm(s
−1 ton,k) ∀ (n, k) ∈ Am .

Remark 4.8 Let us observe that [5, Theorem 4.1] implies that any SFQ α (defined over Q)
is homotopy equivalent to an SFQ αglob which
• is defined over Q, and
• can be used to construct a zigzag of L∞ quasi-isomorphisms connecting the sheaf of
polyvector fields to the sheaf of polydifferential operators on an arbitrary smooth variety
X defined over any extension of Q.
This zigzag of L∞ quasi-isomorphisms is constructed using the machinery of formal geometry
[4], [11, Sections 2,3], [25], [27].
5 Star products modulo (εm)
Although an m-th approximation α to an SFQ does not give us an ∞ morphism from the
ΛLie algebra PV of polyvector fields to the dg ΛLie algebra C•(A) of Hochschild cochains for
the polynomial algebra A, we can still use α to construct approximations to star products.
Let K be any field extension of Q and A be the polynomial algebra
A := K[x1, x2, . . . , xd].
Let PV be the ΛLie-algebra of polyvector fields on the corresponding affine space, i.e.
PV = K[x1, x2, . . . , xd, θ1, θ2 . . . , θd]
as the graded commutative algebra, where θ1, θ2, . . . , θd are degree 1 variables
11. Finally, we
denote by ε a formal deformation parameter.
Since the pair (PV, A) is an algebra over the operad KGra, any m-th approximation of an
SFQ gives us family of maps
Un,k : PV
⊗n ⊗ A⊗ k → A, (n, k) ∈ Z≥1 × Z≥0 ,
Un,k(v1, . . . , vn; a1, . . . , ak) := (−1)k(|v1|+···+|vn|)α(s−1 ton,k)
(
v1⊗· · ·⊗vn⊗a1⊗· · ·⊗ak
)
. (5.1)
This family assembles into a homomorphism of cocommutative coalgebras
U : S(s−2 PV)→ S(s−2C•(A)) (5.2)
11PV should not be confused with the polynomial algebra in 2d variables. Since θ’s have degree 1, we have θiθj = −θjθi. In
particular, θ2i = 0.
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such that for every (n, k) ∈ Am ∪Bm, we have(
p ◦QC•(A) ◦ U(v1, . . . , vn)
)
(a1, . . . , ak) =
(
p ◦ U ◦QPV(v1, . . . , vn)
)
(a1, . . . , ak), (5.3)
where p is the projection S
(
s−2C•(A)
)→ s−2C•(A), and QC•(A) (resp. QPV) is the coderiva-
tion of S
(
s−2C•(A)
)
(resp. S(s−2 PV)) corresponding to the dg ΛLie-structure on C•(A)
(resp. PV).
The following theorem shows that the family of maps (5.1) has an interesting application.
Theorem 5.1 Let m be an integer ≥ 2, α be an m-th approximation to an SFQ and
{Un,k}(n,k)∈Z≥1×Z≥0 be the above family of maps (5.1). Let κ be a MC element12 of εPV[[ε]].
Then the formula
a ∗ b := ab+
m−1∑
n=1
1
n!
Un,2(κ, κ, . . . , κ︸ ︷︷ ︸
n times
; a, b) (5.4)
defines an associative multiplication on A[ε]/(εm). Moreover, (5.4) is a truncation modulo
(εm) of an honest star product on A[[ε]].
Proof. The proof of this statement is basically an adaptation of the line of arguments in the
proof of [9, Proposition 2.2].
Let us recall that (5.4) defines an associative multiplication on A[ε]/(εm) if and only if
the image of the element
U∗(κ) :=
∞∑
n=1
1
n!
p ◦ U((s−2 κ)n) ∈ ε C•(A)[[ε]] (5.5)
in the quotient
Lm := ε C•(A)[ε]
/
εmC•(A)[ε] (5.6)
satisfies the MC equation.
Since U is compatible with the comultiplication, we have
U
(
exp(s−2κ)− 1) = exp (s−2U∗(κ))− 1, (5.7)
where
exp(s−2κ)− 1 :=
∞∑
n=1
1
n!
(s−2κ)n
is viewed as the element in the completion of S(s−2 εPV[[ε]])
Similarly, we have
QPV
(
exp(s−2κ)− 1) = exp(s−2κ) s−2[κ, κ]S = 0. (5.8)
Since (5.3) holds for every (n, k) ∈ Am∪Bm and terms in εmC•(A)[ε] may be disregarded,
equation (5.8) implies that(
p ◦QC•(A) ◦ U
(
exp(s−2κ)− 1))(a1, a2, a3) =(
p ◦ U ◦QPV
(
exp(s−2κ)− 1))(a1, a2, a3) mod (εm) = 0.
12For example, κ = εκ1, where κ1 is a polynomial Poisson structure.
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Therefore, due to (5.7), we have(
p ◦QC•(A)
(
exp(s−2U∗(κ))− 1
))
(a1, a2, a3) = 0 mod (ε
m),
which means that the image of U∗(κ) in the quotient (5.6) indeed satisfies the MC equation.
The first statement of the theorem is proved.
The second statement follows from Corollary 4.7. 
6 The proof of Proposition 4.6
The main part of this section is devoted to the proof of the following statement.
Claim 6.1 Let m and m˜ be integers such that m ≥ m˜ ≥ 3, α be an m-th approximation to
an SFQ and
β ∈ Conv(s−1 oc,KGra⊗Q R) (6.1)
be a genuine MC element corresponding to an SFQ such that
β(s−1 ton,k) = α(s
−1 ton,k) ∀ (n, k) ∈ Am˜−1. (6.2)
If both α and β satisfy Property 2.7, then there exists a MC element (corresponding to an
SFQ)
βnew ∈ Conv(s−1 oc,KGra ⊗Q R) (6.3)
such that
βnew(s−1 ton,k) = α(s
−1 ton,k) ∀ (n, k) ∈ Am˜. (6.4)
Proposition 4.6 follows easily from Proposition 4.4, Claim 6.1 and Claim A.2 proved in
Appendix A.
6.1 The proof of Claim 6.1
In the course of the proof of Claim 6.1, we will often replace a MC element β ′ in (2.29)
by a one corresponding to a homotopy equivalent SFQ or by exp(γ) β ′, where γ is a degree
zero cocycle in dfGC⊗Q R. Due to Remark 2.9, Property 2.7 for SFQs is stable both under
homotopy equivalences and the action of the full directed graph complex. So we will tacitly
assume that all MC elements corresponding to SFQs satisfy Property 2.7.
An obvious direct computation shows that
Claim 6.2 If α and β are degree 1 elements of Conv(s−1 oc,KGra⊗Q R) such that
[α, α](s−1 ton,k) = [β, β](s
−1 ton,k) = 0
for a fixed pair (n, k) ∈ Z≥1 × Z≥0 then
[α, β − α](s−1 ton,k) +
1
2
[β − α, β − α](s−1 ton,k) = 0. (6.5)

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6.1.1 Modifying β at s−1 to
2,2m˜−4 and s
−1
t
o
2,2m˜−3
Due to (6.2), we have
[β − α, β − α](s−1 to2,2m˜−3) = [β − α, β − α](s−1 to2,2m˜−2) = 0.
Hence, applying (6.5) to the pairs (2, 2m˜− 3) and (2, 2m˜− 2), we get
[α, β − α](s−1 to2,2m˜−3) = [α, β − α](s−1 to2,2m˜−2) = 0. (6.6)
Since (β − α)(s−1 to1,k) = 0 for all k, equations in (6.6) are equivalent to
∂Hoch (β − α)(s−1 to2,2m˜−4) = ∂Hoch (β − α)(s−1 to2,2m˜−3) = 0, (6.7)
where ∂Hoch is defined in (2.18).
Due to Property13 2.7 and [6, Corollary A.9], the ∂Hoch-cocycles (β − α)(s−1 to2,2m˜−4) and
(β − α)(s−1 to2,2m˜−3) are exact. In other words, there exist vectors
ψ2m˜−5 ∈
(
KGra(2, 2m˜− 5)o ⊗Q R
)S2 , ψ2m˜−4 ∈ (KGra(2, 2m˜− 4)o ⊗Q R)S2 (6.8)
of degrees 2− 2m˜ and 1− 2m˜, respectively, such that
∂Hoch(ψ2m˜−5) = (β − α)(s−1 to2,2m˜−4), ∂Hoch(ψ2m˜−4) = (β − α)(s−1 to2,2m˜−3). (6.9)
The equations
ξ2(s
−1 to2,2m˜−5) := ψ2m˜−5 , ξ
′
2(s
−1 to2,2m˜−4) := ψ2m˜−4 ,
ξ2(s
−1 tcn1) = ξ
′
2(s
−1 tcn1) := 0 ∀ n1 ≥ 2,
ξ2(s
−1 ton,k) := 0 ∀ (n, k) 6= (2, 2m˜− 5), ξ′2(s−1 ton,k) := 0 ∀ (n, k) 6= (2, 2m˜− 4)
define degree zero vectors ξ2, ξ
′
2 ∈ Conv(s−1 oc,KGra ⊗Q R) which satisfy condition (2.32).
We use these vectors to produce the new MC element β2:
β2 := exp([ξ
′
2, ]) exp([ξ2, ]) β. (6.10)
Due to equation (3.18) from Proposition 3.2 and (6.9), we have
(β2 − α)(s−1 to2,2m˜−4) = (β2 − α)(s−1 to2,2m˜−3) = 0. (6.11)
Moreover, due to the first statement of Proposition 3.2 and equations in (6.9),
β2(s
−1 ton,k) = α(s
−1 ton,k)
for all (n, k) ∈ Am˜−1.
Thus
• β2 is a MC element of Conv(s−1 oc,KGra⊗Q R) corresponding to an SFQ,
• β2 agrees with α at s−1 ton,k for every (n, k) ∈ Am˜−1, and
• β2 agrees with α at s−1 to2,2m˜−4 and s−1 to2,2m˜−3.
13Recall that Kontsevich’s SFQ βK satisfies Property 2.7 due to Claim A.2 proved in Appendix A.
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6.1.2 Constructing a sequence of MC elements {βr} 2≤r≤m˜−1
Let us consider the MC element β2 as the base of our induction and assume that we con-
structed a MC element
βr−1 ∈ Conv(s−1 oc,KGra⊗Q R) (6.12)
(corresponding to an SFQ) for 3 ≤ r ≤ m˜− 1 such that
βr−1(s
−1 ton,k) = α(s
−1 ton,k), ∀ (n, k) ∈ Am˜−1 (6.13)
and
βr−1(s
−1 ton,k) = α(s
−1 ton,k) (6.14)
for (n, k) ∈ Am˜ if n ≤ r − 1.
Our next goal is to construct a MC element βr in (2.29) corresponding to an SFQ and
such that
βr(s
−1 ton,k) = α(s
−1 ton,k), ∀ (n, k) ∈ Am˜−1 ,
βr(s
−1 ton,k) = α(s
−1 ton,k)
for (n, k) ∈ Am˜ if n ≤ r.
Due to (6.13) and (6.14), we have
[βr−1 − α, βr−1 − α](s−1 tor,2(m˜−r)+1) = 0.
Hence, applying (6.5) to the point (r, 2(m˜− r) + 1), we get
[α, βr−1 − α](s−1 tor,2(m˜−r)+1) = 0. (6.15)
Since (6.14) holds for (n, k) ∈ Am˜ if n ≤ r − 1, equation (6.15) is equivalent to
∂Hoch(βr−1 − α)
(
s−1 tor,2(m˜−r)
)
= 0.
Therefore, due to [6, Corollary A.9], there exists a degree (2− 2m˜) vector
ψr,1 ∈
(
KGra(r, 2(m˜− r)− 1)o ⊗Q R
)Sr
such that the difference
(βr−1 − α)(s−1 tor,2(m˜−r))− ∂Hoch(ψr,1)
belongs to the subspace
(
ΠKGra(r, 2(m˜− r))o ⊗Q R
)Sr
.
It easy to see that the equations
ξr,1(s
−1 tor,2(m˜−r)−1) := ψr,1, ξr,1(s
−1 tcn1) := 0 ∀ n1 ≥ 2,
ξr,1(s
−1 ton,k) := 0 ∀ (n, k) 6= (r, 2(m˜− r)− 1)
define a degree 0 vector in Conv(s−1 oc,KGra⊗Q R).
Moreover, due to Proposition 3.2, the MC element
e[ξr,1, ]βr−1
• agrees with α at s−1 ton,k for every (n, k) ∈ Am˜−1 and for (n, k) ∈ Am˜ if n ≤ r − 1,
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• the vector
(e[ξr,1, ]βr−1)
(
s−1 tor,2(m˜−r)
) − α(s−1 tor,2(m˜−r))
belongs to the subspaces
(
ΠKGra(r, 2(m˜− r))o ⊗Q R
)Sr
.
Thus we may assume, without loss of generality, that the vector
(βr−1 − α)
(
s−1 tor,2(m˜−r)
)
belongs to the subspaces
(
ΠKGra(r, 2(m˜− r))o ⊗Q R
)Sr
from the outset.
Using equation (6.13), the inclusion
{(n, k) ∈ Z≥1 × Z≥0 | 2n + k ≤ 2m˜− 1} ⊂ Am˜−1
and the inequality m˜ ≥ 3, it is not hard to show that
[βr−1 − α, βr−1 − α](s−1 tor+1,2(m˜−r)−1) = 0.
Therefore, applying (6.5) to the point (r + 1, 2(m˜− r)− 1), we deduce that
[α, βr−1 − α](s−1 tor+1,2(m˜−r)−1) = 0. (6.16)
Since (βr−1 − α)(s−1 ton,k) = 0 for all (n, k) ∈ Am˜−1, Proposition 3.1 implies that only the
terms
(βr−1 − α)(s−1 tor+1,2(m˜−r)−2) and (βr−1 − α)(s−1 tor,2(m˜−r))
may contribute to the expression [α, βr−1 − α](s−1 tor+1,2(m˜−r)−1).
More precisely, a direct computation gives us
[α, βr−1 − α](s−1 tor+1,2(m˜−r)−1) =
d (βr−1 − α)(s−1 tor,2(m˜−r))− ∂Hoch (βr−1 − α)(s−1 tor+1,2(m˜−r)−2),
where d is the operator
d :
(
ΠKGra(n, k)o ⊗Q R
)Sn → (ΠKGra(n + 1, k − 1)o ⊗Q R)Sn+1
defined by the formula14
d(γ) = k
n+1∑
i=1
(τn+1,i, id)
(
γ ◦1,o Γbr0
)
, γ ∈ (ΠKGra(n, k)o ⊗Q R)Sn , (6.17)
τn+1,i := (i, i+ 1, . . . , n, n+ 1).
Note that, in this computation, we use the fact that
(βr−1 − α)(s−1 tor,2(m˜−r)) ∈ ΠKGra(r, 2(m˜− r))o ⊗Q R.
Thus,
d (βr−1 − α)(s−1 tor,2(m˜−r)) = ∂Hoch (βr−1 − α)(s−1 tor+1,2(m˜−r)−2).
14See [6, Appendix B].
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Hence, the second statement of [6, Corollary A.9] implies that
d (βr−1 − α)(s−1 tor,2(m˜−r)) = 0. (6.18)
Since 2(m˜− r) ≥ 1, [6, Corollary B.5] implies that there exists a vector
̺1 ∈
(
ΠKGra(r − 1, 2(m˜− r) + 1)o ⊗Q R
)Sr−1
of degree 2− 2m˜ such that
(βr−1 − α)(s−1 tor,2(m˜−r)) = d(̺1). (6.19)
Let us now observe that the equations
ξ˜r−1,1(s
−1 tor−1,2(m˜−r)+1) := −̺1, ξ˜r−1,1(s−1 tcn1) := 0, ∀ n1 ≥ 2, (6.20)
ξ˜r−1,1(s
−1 ton,k) := 0, ∀ (n, k) 6= (r − 1, 2(m˜− r) + 1)
define a degree 0 vector in Conv(s−1 oc,KGra⊗Q R).
Using ξ˜r−1,1, we produce the new MC element
β˜r−1 := exp([ξ˜r−1,1, ])βr−1 (6.21)
corresponding to an SFQ defined over R.
Due to Proposition 3.2, β˜r−1 and α still agrees at s
−1 ton,k for all (n, k) ∈ Am˜−1, for
(n, k) ∈ Am˜ if n ≤ r − 2, and for (n, k) = (r − 1, 2(m˜− r) + 3).
In addition, since ̺1 is ∂
Hoch-closed, equation (3.18) implies that
β˜r−1(s
−1 tor−1,2(m˜−r)+2) = α(s
−1 tor−1,2(m˜−r)+2).
Thus, β˜r−1 agrees with α at s
−1 ton,k for all (n, k) ∈ Am˜−1 and for (n, k) ∈ Am˜ if n ≤ r − 1.
On the other hand, equations (3.19), (6.19) and the definition of ξ˜r−1,1 imply that
β˜r−1(s
−1 tor,2(m˜−r)) = α(s
−1 tor,2(m˜−r)).
Thus β˜r−1 agrees with α at s
−1 ton,k for all (n, k) ∈ Am˜−1, for (n, k) ∈ Am˜ if n ≤ r − 1,
and for
(n, k) = (r, 2(m˜− r)).
To construct the desired βr, it remains to modify β˜r−1 so that the new MC element will
also agree with α at s−1 tor,2(m˜−r)+1.
Proceeding as above, we apply (6.5) to the point (r, 2(m˜− r) + 2) and deduce that
∂Hoch(β˜r−1 − α)
(
s−1 tor,2(m˜−r)+1
)
= 0.
Therefore, due to [6, Corollary A.9], there exists a degree (1− 2m˜) vector
ψr,2 ∈
(
KGra(r, 2(m˜− r))o ⊗Q R
)Sr
such that the difference
(β˜r−1 − α)(s−1 tor,2(m˜−r)+1)− ∂Hoch(ψr,2)
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belongs to the subspace
(
ΠKGra(r, 2(m˜− r) + 1)o ⊗Q R
)Sr
.
Setting
ξr,2(s
−1 tor,2(m˜−r)) := ψr,2, ξr,2(s
−1 tcn1) := 0 ∀ n1 ≥ 2,
ξr,2(s
−1 ton,k) := 0 ∀ (n, k) 6= (r, 2(m˜− r))
we define a degree 0 vector in Conv(s−1 oc,KGra ⊗Q R).
As above, due to Proposition 3.2, the MC element
e[ξr,2, ]β˜r−1
• agrees with α at s−1 ton,k for every (n, k) ∈ Am˜−1, for (n, k) ∈ Am˜ if n ≤ r − 1, and for
(n, k) = (r, 2(m˜− r)),
• the vector
(e[ξr,2, ]β˜r−1)
(
s−1 tor,2(m˜−r)+1
) − α(s−1 tor,2(m˜−r)+1)
belongs to the subspaces
(
ΠKGra(r, 2(m˜− r) + 1)o ⊗Q R
)Sr
.
Thus we may assume, without loss of generality, that the vector
(β˜r−1 − α)
(
s−1 tor,2(m˜−r)+1
)
belongs to the subspaces
(
ΠKGra(r, 2(m˜− r) + 1)o ⊗Q R
)Sr
from the outset.
Using the equation
β˜r−1(s
−1 ton,k) = α(s
−1 ton,k), ∀ (n, k) ∈ Am˜−1
together with the inclusion
{(n, k) ∈ Z≥1 × Z≥0 | 2n + k ≤ 2m˜− 1} ⊂ Am˜−1
and the inequality m˜ ≥ 3, it is not hard to show that
[β˜r−1 − α, β˜r−1 − α](s−1 tor+1,2(m˜−r)) = 0.
Therefore, applying (6.5) to the point (r + 1, 2(m˜− r)), we deduce that
[α, β˜r−1 − α](s−1 tor+1,2(m˜−r)) = 0.
Then, using Proposition 3.1 together with the identity β˜r−1(s
−1 tor,2(m˜−r)) = α(s
−1 tor,2(m˜−r)),
we see that only the terms
(β˜r−1 − α)(s−1 tor+1,2(m˜−r)−1) and (β˜r−1 − α)(s−1 tor,2(m˜−r)+1)
may contribute to the expression [α, β˜r−1 − α](s−1 tor+1,2(m˜−r)).
A direct computation gives us
[α, β˜r−1 − α](s−1 tor+1,2(m˜−r)) =
d (β˜r−1 − α)(s−1 tor,2(m˜−r)+1)− ∂Hoch (β˜r−1 − α)(s−1 tor+1,2(m˜−r)−1),
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where d is defined in (6.17). As above, we use the fact that
(β˜r−1 − α)(s−1 tor,2(m˜−r)+1) ∈ ΠKGra(r, 2(m˜− r) + 1)o ⊗Q R.
Hence, as above, the second statement of [6, Corollary A.9] implies that
d (β˜r−1 − α)(s−1 tor,2(m˜−r)+1) = 0.
Since 2(m˜− r) + 1 ≥ 1, [6, Corollary B.5] implies that there exists a vector
̺2 ∈
(
ΠKGra(r − 1, 2(m˜− r) + 2)o ⊗Q R
)Sr−1
of degree 1− 2m such that
(β˜r−1 − α)(s−1 tor,2(m˜−r)+1) = d(̺2). (6.22)
Setting
ξ˜r−1,2(s
−1 tor−1,2(m˜−r)+2) := −̺2, ξ˜r−1,2(s−1 tcn1) := 0, ∀ n1 ≥ 2, (6.23)
ξ˜r−1,2(s
−1 ton,k) := 0, ∀ (n, k) 6= (r − 1, 2(m˜− r) + 2),
we get a degree 0 vector in Conv(s−1 oc,KGra⊗Q R).
Using ξ˜r−1,2, we set
βr := exp([ξ˜r−1,2, ])β˜r−1 (6.24)
and claim that this is the desired MC element.
Indeed, due to Proposition 3.2, βr and α still agrees at s
−1 ton,k for all (n, k) ∈ Am˜−1, for
(n, k) ∈ Am˜ if n ≤ r − 2, for (n, k) = (r − 1, 2(m˜− r) + 2) and (n, k) = (r, 2(m˜− r)).
In addition, since ̺2 is ∂
Hoch-closed, equation (3.18) implies that
βr(s
−1 tor−1,2(m˜−r)+3) = α(s
−1 tor−1,2(m˜−r)+3).
Therefore, βr agrees with α at s
−1 ton,k for all (n, k) ∈ Am˜−1 and for (n, k) ∈ Am˜ if n ≤ r− 1.
Finally, equations (3.19), (6.22) and the definition of ξ˜r−1,2 imply that
βr(s
−1 tor,2(m˜−r)+1) = α(s
−1 tor,2(m˜−r)+1).
Thus βr is a desired MC element corresponding to an SFQ over R which agrees with
α at s−1 ton,k for all (n, k) ∈ Am˜−1, and for (n, k) ∈ Am˜ if n ≤ r. In particular, the MC
element βm˜−1 agrees with α at s
−1 ton,k for all (n, k) ∈ Am˜ except possibly (n, k) = (m˜, 0)
and (n, k) = (m˜, 1).
6.1.3 Getting rid of graphs with pikes in (β˜ − α)(s−1 tom˜,0)
Let us recall that a pike in a graph Γ ∈ dgran,k is a black (i.e. c-colored) vertex of valency 1
whose adjacent edge terminates at this vertex.
Setting
β˜ := βm˜−1 ,
we get a MC element in (2.29) which
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• corresponds to an SFQ, and
• agrees with α at s−1 ton,k for every (n, k) ∈ Am˜−1 and for (n, k) ∈ Am˜ if n ≤ m˜− 1.
In general, the linear combination
β˜(s−1 tom˜,0) − α(s−1 tom˜,0) (6.25)
may have graphs with pikes. So let us denote by δβrm˜,0 the linear combination in
KGra(m˜, 0)o ⊗Q R
which is obtained from the difference (6.25) by retaining only graphs with exactly r pikes.
According to [6, Lemma B.3], we have
dd
∗(δβrm˜,0) = rδβ
r
m˜,0 , (6.26)
where the operator d∗ is defined in equation (B.8) in [6, Appendix B].
Thus, for the vector
ξm˜−1,1 = −
∑
r≥1
1
r
d
∗(δβrm˜,0) ∈
(
ΠKGra(m˜− 1, 1)o ⊗Q R
)Sm˜−1 , (6.27)
the linear combination
δβrm˜,0 + d(ξm˜−1,1) (6.28)
does not involve graphs with pikes.
Next, we define the degree 0 vector
ξ ∈ Conv(s−1 oc,KGra⊗Q R)
by setting
ξ(s−1 tom˜−1,1) := ξm˜−1,1 , (6.29)
ξ(s−1 tcn1) := 0, ξ(s
−1 tok1) := 0, ξ(s
−1 ton,k) := 0
for all n1, k1 ≥ 2 and for all pairs (n, k) in Z≥1 × Z≥0 such that (n, k) 6= (m˜− 1, 1).
Then, we replace β˜ by
β˜ ′ := exp(adξ)β˜. (6.30)
Let (n, k) ∈ Am˜ with n ≤ m˜− 1. According to Proposition 3.2,
β˜ ′(s−1 ton,k) = α(s
−1 ton,k) (6.31)
if (n, k) 6= (m˜− 1, 2) and
β˜ ′(s−1 tom˜−1,2) = α(s
−1 tom˜−1,2)− ∂Hochξm˜−1,1 .
On the other hand, since ξm˜−1,1 ∈ ΠKGra(m˜− 1, 1)o ⊗Q R,
∂Hochξm˜−1,1 = 0
and hence (6.31) holds for all (n, k) ∈ Am˜ with n ≤ m˜− 1.
In addition, since the linear combination (6.28) does not involve graphs with pikes, equa-
tion (3.19) implies that
β˜ ′(s−1 tom˜,0)− α(s−1 tom˜,0)
does not involve graphs with pikes either.
Thus we may assume, without loss of generality, that the linear combination (6.25) does
not involve graphs with pikes from the outset.
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6.1.4 Construction of βnew
To construct the desired βnew (6.3), we need to modify β˜ in such a way that the above
properties of β˜ hold for βnew and, in addition,
βnew(s−1 tom˜,0) = α(s
−1 tom˜,0), β
new(s−1 tom˜,1) = α(s
−1 tom˜,1).
Since β˜ − α ∈ Fm˜−1Conv(s−1 oc,KGra⊗Q R) and m˜ ≥ 3, we have
[β˜ − α, β˜ − α](s−1 tom˜+1,0) = 0. (6.32)
Hence, using (6.5) and (6.32), we get
[α, β˜ − α](s−1 tom˜+1,0) = 0. (6.33)
Due to the identity
β˜(s−1 ton,k) = α(s
−1 ton,k), ∀ (n, k) ∈ Am˜−1 ,
[α, β˜ − α](s−1 tom˜+1,0) = −
∑
τ∈Sh2,m˜−1
τ
(
(β˜ − α)(s−1 tom˜,0) ◦1,c α(tc2)
)
+
∑
σ∈Sh1,m˜
σ
(
α(to1,1) ◦1,o (β˜ − α)(s−1 tom˜,0)
)
+
∑
σ∈Shm˜,1
σ
(
(β˜ − α)(s−1 tom˜,1) ◦1,o α(to1,0)
)
=
−
∑
τ∈Sh2,m˜−1
τ
(
(β˜ − α)(s−1 tom˜,0) ◦1,c Γ•−•
)
+
∑
σ∈Sh1,m˜
σ
(
Γbr1 ◦1,o (β˜ − α)(s−1 tom˜,0)
)
+
∑
σ∈Shm˜,1
σ
(
(β˜ − α)(s−1 tom˜,1) ◦1,o Γbr0
)
.
Thus equation (6.33) is equivalent to∑
τ∈Sh2,m˜−1
τ
(
(β˜ − α)(s−1 tom˜,0) ◦1,c Γ•−•
)
(6.34)
−
∑
σ∈Sh1,m˜
σ
(
Γbr1 ◦1,o (β˜ − α)(s−1 tom˜,0)
) − ∑
σ∈Shm˜,1
σ
(
(β˜ − α)(s−1 tom˜,1) ◦1,o Γbr0
)
= 0.
On other other hand, applying (6.5) to the point (m˜, 2) and, using the above properties
of β˜, we deduce that
∂Hoch (β˜ − α)(s−1 tom˜,1) = 0. (6.35)
Hence, due to [6, Corollary A.10], the (only) white vertex of every graph in the linear
combination
(β˜ − α)(s−1 tom˜,1)
has valency 1. Therefore, every graph in the third sum in (6.34) has a pike.
Since the linear combination (6.25) does not involve graphs with pikes, all graphs with
pikes coming from the first sum in (6.34) must cancel the third sum in (6.34). Hence, (6.34)
is equivalent to
[ Γ•−•, (β˜ − α)
(
s−1 tom˜,0
)
] = 0, (6.36)
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where (β˜−α)(s−1 tom˜,0) is viewed as a vector in the full direct graph complex dfGC⊗QR and
[ , ] is the Lie bracket on dfGC⊗Q R (see [6, Section 6]).
Since every graph in the linear combination
(β˜ − α)(s−1 tom˜,0)
has m˜ vertices and 2m˜− 2 edges, it gives us a degree zero vector
γ := (β˜ − α)(s−1 tom˜,0) ∈ Fm˜−1dfGC⊗Q R.
Moreover, due to (6.36), γ is a cocycle in Fm˜−1dfGC⊗Q R.
Following [6, Section 6.2], we form the degree zero vector J(γ) ∈ Conv(s−1 oc,KGra⊗QR)
by setting
J(γ)(s−1 tcn) :=
{
γ if n = m˜ ,
0 otherwise ,
(6.37)
J(γ)(s−1 tok) := 0, J(γ)(s
−1 ton1,k1) := 0 ∀ k ≥ 2, n1 ≥ 1, k1 ≥ 0.
Let us denote by β˜⋄ the new MC element
β˜⋄ := exp([J(γ), ]) β˜. (6.38)
Using the above defining relations of J(γ), it is easy to see that
β˜⋄(s−1 ton,k) = β˜(s
−1 ton,k) ∀ n ≤ m˜− 1.
Hence β˜⋄ satisfies all the above properties of β˜.
In addition,
exp([J(γ), ]) β˜(s−1 tom˜,0) = β˜(s
−1 tom˜,0) + [J(γ), β˜](s
−1 tom˜,0)
and
[J(γ), β˜](s−1 tom˜,0) = −Γbr0 ◦1,c γ = −γ.
Thus,
(β˜⋄ − α)(s−1 tom˜,0) = 0. (6.39)
In general, (β˜⋄ − α)(s−1 tom˜,1) may be non-zero. However, we know that
(β˜⋄ − α) (s−1 tom˜,1) ∈ ΠKGra(m˜, 1)o ⊗Q R.
In other words, the only white vertex of every graph in this linear combination is univalent.
So applying (6.5) to the point (n, k) = (m˜+ 1, 0), it is easy to deduce that
d (β˜⋄ − α) (s−1 tom˜,1) = 0. (6.40)
Therefore, due to [6, Corollary B.5], there exists a degree 1− 2m˜ vector
̺ ∈ (ΠKGra(m˜− 1, 2)o ⊗Q R)Sm˜−1
such that
d(̺) = (β˜⋄ − α) (s−1 tom˜,1). (6.41)
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As above, we define a degree zero vector ξ ∈ Conv(s−1 oc,KGra⊗Q R) by setting
ξ(s−1 tom˜−1,2) := −̺, ξ(s−1 tcn1) := 0, ∀ n1 ≥ 2,
ξ(s−1 ton,k) := 0, ∀ (n, k) 6= (m˜− 1, 2).
Finally, we set
βnew := exp([ξ, ]) β˜⋄ .
Using Proposition 3.2 and the fact that ̺ is ∂Hoch-closed, it is easy to see that βnew agrees
with α at s−1 ton,k for (n, k) ∈ Am˜ if n ≤ m˜− 1 and for (n, k) = (m˜, 0).
Furthermore, (3.19) and (6.41) imply that
βnew(s−1 tom˜,1) = α(s
−1 tom˜,1).
Thus equation (6.4) holds and Claim 6.1 is proved.
Since Claim 6.1 implies Proposition 4.6, Theorem 4.5 also follows.
A Additional properties of Kontsevich’s SFQ
Let us prove the following statement.
Claim A.1 For Kontsevich’s SFQ βK from Section 2.4, we have
βK(s−1 to2,0) = 0 and β
K(s−1 to2,1) = 0. (A.1)
Proof. Since multiple edges and loops are not allowed, we have
βK(s−1 to2,0) =WΓfishΓfish ,
where
Γfish = 1 2
According to [18, Section 7.3.1.1], the weight15 WΓfish = 0. So the first equation in (A.1)
holds.
Again, since multiple edges and loops are not allowed, to find βK(s−1 to2,1), we need to
compute the weights of the graphs shown in figure A.1.
1
2
1
2
1
1
1 2
1
2 1
1
Fig. A.1: The graphs in the linear combination βK(s−1 to
2,1)
Since βK(s−1 to2,1) is S2 × {id}-invariant, it suffices to compute the weights of the first
graph and the third graph in figure A.1.
15In fact, one can observe that Γfish + (1, 2)
(
Γfish
)
= 0 in KGra(2, 0).
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As for the first graph, we set z1 =
√−1 and, using the argument from [18, Section 7.3.1.1],
we see that the corresponding weight is zero.
Let Γ be the third graph in figure A.1 with the total order on the set of edges (1c, 2c) <
(1c, 1o) < (2c, 1o).
Since every point in C2,1 is uniquely represented by a tuple
(z1, z2, q) ∈ Conf2,1, with z1 =
√−1 ,
the manifold C2,1 is diffeomorphic to{
(z2, q) | z2 = x2 +
√−1 y2 ∈ C, q ∈ R, y2 > 0, z2 6=
√−1}.
The formula
(z2, q) 7→ (−z¯2,−q) (A.2)
defines a diffeomorphism
ψ : C2,1 → C2,1
and the Jacobian of this diffeomorphism with respect to the standard coordinates (x2, y2, q)
is +1.
A direct computation shows that
ψ∗
( ∧
e∈E(Γ)
dϕe
)
= −
( ∧
e∈E(Γ)
dϕe
)
and hence ∫
C2,1
∧
e∈E(Γ)
dϕe = −
∫
C2,1
∧
e∈E(Γ)
dϕe .
Thus the weight of the third graph in figure A.1 is also zero.
Claim A.1 is proved. 
Let us now prove that
Claim A.2 Kontsevich’s SFQ βK satisfies
Π
(
βK(s−1 to2,k)
)
= 0, ∀ k ≥ 0, (A.3)
where Π is the projection defined in (2.17).
Proof. For k = 0 and k = 1, the desired statement follows readily from Claim A.1.
So let Γ ∈ dgra2,k with k ≥ 2. If all edges terminating at white vertices of Γ originate
from the same black vertex (as shown in figure A.2) then the argument given in [18, Section
7.3.1.1] implies that the weight WΓ of this graph is zero.
Let us now assume that each black vertex of Γ has valency ≥ 3.
Recall that C+2,k is the connected component of C2,k whose points are represented by tuples
(z1, z2, q1, . . . , qk) satisfying the condition
q1 < q2 < · · · < qk .
We denote by C−2,k the connected component of C2,k whose points are represented by
tuples (z1, z2, q1, . . . , qk) satisfying the condition
q1 > q2 > · · · > qk .
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12
1 2
. . .
k
Fig. A.2: The weight of this graph is also zero
It is clear that the assignment
(z1, z2, q1, . . . , qk) 7→ (−z¯1,−z¯2,−q1, . . . ,−qk)
defines a diffeomorphism
ψ : C+2,k
∼=−→ C−2,k (A.4)
whose Jacobian (with respect to the standard coordinates) is (−1)k+1.
Let e be an edge which connects the vertex corresponding to z with Im(z) > 0 and q ∈ R.
Then
dϕe = dArg(q − z)− dArg(q − z¯) = dArg(q − z)− dArg(q − z) = 2 dArg(q − z).
For such an edge e, we have
ψ∗(dϕe) = 2 dArg(−q + z¯) = 2 dArg(z − q) = −2 dArg(z − q) = −dϕe .
Moreover, since
(dArg(z2 − z1)− dArg(z2 − z¯1)) ∧ (dArg(z1 − z2)− dArg(z1 − z¯2)) =
−dArg(z2 − z1) ∧ dArg(z1 − z¯2)− dArg(z2 − z¯1) ∧ dArg(z1 − z2) =
−2 dArg(z2 − z1) ∧ dArg(z1 − z¯2) = 2 dArg(z2 − z1) ∧ dArg(z2 − z¯1).
and
ψ∗
(
dArg(z2 − z1) ∧ dArg(z2 − z¯1)
)
= dArg(z¯1 − z¯2) ∧ dArg(z1 − z¯2) =
(−dArg(z1 − z2)) ∧ (−dArg(z¯1 − z2)) = dArg(z2 − z1) ∧ dArg(z2 − z¯1),
we have
ψ∗
( ∧
e∈E(Γ)
dϕe
)
= (−1)k
∧
e∈E(Γ)
dϕe . (A.5)
Combining these observations, we get16
WΓ =
1
(2π)k+2
∫
C+2,k
∧
e∈E(Γ)
dϕe =
(−1)k
(2π)k+2
∫
C+2,k
ψ∗
( ∧
e∈E(Γ)
dϕe
)
=
− 1
(2π)k+2
∫
C−2,k
∧
e∈E(Γ)
dϕe . (A.6)
16The integral over C
+
n,k coincides with the integral over the open stratum C
+
n,k
.
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On the other hand,
1
(2π)k+2
∫
C−2,k
∧
e∈E(Γ)
dϕe = (−1)
k(k−1)
2 W(id,σk)Γ , (A.7)
where
σk =
(
1 2 . . . k − 1 k
k k − 1 . . . 2 1
)
and (−1) k(k−1)2 is precisely the sign of this permutation.
Thus (A.6) and (A.7) imply that
WΓ = −(−1)
k(k−1)
2 W(id,σk)Γ . (A.8)
Let us now assume that Γ 6= (id, σk)Γ as labeled graphs. Then, due to (A.8), we have
Alto(WΓ Γ + W(id,σk)Γ (id, σk)Γ) = 0,
where Alto is defined in (2.16).
Finally, if (id, σk)Γ coincides with
17 Γ as the labeled graph, then, due to (A.8),
Alto(WΓ Γ) = 0.
1
2
1 2 3 4
Fig. A.3: For this graph, (id, σk)Γ = Γ
Claim A.2 is proved. 
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