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REPRESENTATION OF NEURAL NETWORKS BY DYNAMICAL SYSTEMS 
Volodymyr Donchenko,  Denys Serbaev 
Abstract: Representation of neural networks by dynamical systems is considered. The method of training of 
neural networks with the help of the theory of optimal control is offered. 
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Introduction 
At present time neural networks have received the wide circulation and are successfully applied to the decision of 
various complicated problems such as, for example, control and identification of nonlinear systems, the analysis 
of the financial markets, modelling of signals etc. Quality of work of neural networks depends from efficiency of 
the chosen algorithm of definition of weights of a network for achievement of required accuracy on training and 
test samples. The method of adjustment of weights of neural net on the basis of the theory of optimal control and 
representation of neural network by dynamical system is offered below. 
Representation of a Network by the System of Recurrent Equations 
As is known [4], neural network - is set of the same elements - neurons, - divided in to the parts-layers 
consistently connected among themselves. Each of neurons from, actually, answers scalar function of vector 
argument y=F(wTx), that is superposition of the linear form with a vector of the linear form w which name as 
vector of weights, - and scalar function F. Function F is activation function of neuron. Vector argument x is an 
input of the neuron, scalar value y - an output. Inputs of the neuron belong to this or that layer on which the 
network is broken. These layers are ordered consistently so, that outputs of all neurons of the previous layer 
move on inputs of any of neurons of the following layer. An input of the first layer is the signal which is input 
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for whole network. For standardization of designations, we shall consider that the input forms a layer with number 
0. This layer does not contain neurons and, actually, sets an input signal x(0)=x0 which consists from l0 
components. The layer with number N is output. Each of layers with appropriate numbers k: k=0,…,N has lk 
neurons. Scalar outputs of the neurons of one layer are united in one vector x(k), k=0,…,N, which we shall 
consider as output of the appropriate layer. Dimension of such vector coincides with quantity lk, k=0,…,N of the 
neurons in the appropriate layer. 
Let's consider that all neurons of the same layer have identical weights. General weight for all neurons of one 
layer we shall designate accordingly by number of a layer w (k): Tlkkwkwkw ))(,...,)(()( 11 −= , k=1,…,N. 
Dimension of a vector of weights, naturally, coincides with quantity lk–1 neurons of the layer-predecessor. 
For the activation functions of any of neurons of the appropriate layer, we shall consider, that they are different for 
every neuron and will be designated )()( zF ki , i=1,…,lk, k=1,…,N. We shall remind, that activation functions are 
scalar functions of scalar arguments. 
Thus, transformation of an input signal x(0)=x0 by consecutive layers of the neural network is described by 
system of recurrent equations:  
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++  through g(z,k+1), we shall rewrite (1) in more 
compact kind: 
x(k+1)=g(w(k+1)Tx(k), k+1), k=0,…,N–1. (2) 
Taking into account that each layer of a network carries out mapping from one linear space in another according 
to (1) or (2), the generalized scheme of the neural network may be represented by figure 1. 
 
Figure 1. 
 
Layers of the network are represented by rectangulars, which carry out transformation according to (1) or (2) in 
figure 1. Selected parts, in every such rectangular, which have natural interpretation: w(k) answers input 
synapses, parts with activation functions kl
k
k
FF ,...,1  answer neurons, the part with x(k) is responsible for 
concentration of outputs of neurons of a layer in a single output of the whole layer. 
The Task of Training of Neural Networks 
The problem of training of the neural networks is to adjust weights w(k), k=1,…,N of the layers of the network so 
that on the given training sample: for sequences of pairs ),(),...,,( )()(0
)1()1(
0
MM yxyx , Nlili RyRx ∈∈ )()(0 ,0 , 
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Ni ,1= , in which first component is interpreted as one of variants of an input of a network and has dimension of 
an input layer l0, and the second – as the desirable output of a network and has dimension of an output layer l, – 
the least deviation of output signals of a network from desirable was reached. Thus training of the neural 
networks lies in minimization of functional J(w(1),…,w(N)), which is determined by following equation: 
J(w(1),…,w(N))= ∑
=
−
M
i
ii Nxy
1
2)()( ||)(|| , (3) 
where x(i) (N), Ni ,1= – an output of a network for element i of a training sample:  
the united output of neurons of the last layer of neural network when appropriate input value of an element of 
training sample moves on an input. 
Let's note, that if training sample consists of one element i.e. that if a signal moves on an input, and the network 
should be trained on output signal, cost functional of training will be following: 
J(w(1),…, w(N))= 2||)(|| Nxy − . (4) 
 
The Standard Approach for Solving of a Task of Training of Neural Network  
The standard approach to training of neural network is approach according to which on the fixed input from 
possible variants of an input of training sample and previously fixed at any level weights of layers there is a 
consecutive change of these weights of each of layers in a direction opposite to a gradient of functional 
J(w(1),…,w(N)) by weight of the appropriate layer w(k), k=1,…,N. Coefficients which define length of a step in the 
appropriate direction, should be taken rather small. 
Solution of a Task of Training of Neural Network by Application of Results for the Generalized 
Control System 
Principle for the solution of a task of training is a statement of theorems 1, 2 below about representation of a task 
of training of a network by the generalized control system accordingly for: one trajectory and a beam of such 
trajectories. 
 
Theorem 1. The task of training of neural network on one input signal represents by itself optimization task for the 
generalized control system, in which accordingly: 
 
· phase variables x(k), k=0,...,N is outputs of layers with appropriate numbers; 
· control u(k) with appropriate number k=0,...,N-1 coincides with weight of layer k+1 and it is determined by 
equation: u(k) = w(k+1), k=0,…,N–1; 
· functions f, which describe recurrent connection between values of a phase variable, are determined by 
functions g of outputs of layers by equations:  
f(x(k), u(k), k)=g(w(k+1)Tx(k),k+1), k=0,…,N–1 (5) 
· functional I(u0,…,uN–1) coincides with J(w(1),…,w(N)) from (2).  
The evidence of the theorem is given in [2].  
Effect of the theorem 1 is the opportunity to use the theorem of a kind of gradients for the generalized control 
system for calculation of gradients of cost functional of training in the training of neural network tasks. [2] 
 
Theorem 2. The task of training of neural network on training sample of any quantity M represents by itself 
optimization task for a beam of dynamics, in which accordingly: 
· phase variables X(k), k=0,…,N are matrix and consist from columns x(i)(k), i= M,1 , each of which is an 
output of a layer with appropriate number if appropriate input element x0(i), i= M,1  from training sample; 
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· control u(k) with appropriate number k=0,…,N–1 coincides with weight of a layer k+1 and is determined by 
equation: u(k) = w(k+1), k=0,…,N–1; 
· functions F=F(X(k),u(k),k), which describe recurrent connection between values of a phase variable, are 
matrix and consist from columns (f(X(k), u(k), k))i, i= M,1 , which are determined by functions g of outputs 
of the appropriate layers of neural network according to equations: 
f(X(k), u(k), k)i=g(w(k+1)Tx(i)(k),k+1), k=0,…,N–1, (6) 
where x(i)(k),i= M,1  – an output of a layer with number k: k= M,1 , as reaction on element i of the training 
sample; 
· functional I(u0,…,uN–1) coincides with J(w(1),…,w(N)).  
The evidence. The evidence will be the same as for previous result and given in [2]. 
Effect of the theorem 2 is the opportunity to use the theorem of a kind of gradients for the generalized beam of 
dynamics, for calculation of gradients of cost functional of training in a task of training of neural network. [2]  
It, actually, is result of the following theorem. 
 
Theorem 3. Gradients of cost functional of training of neural network are determined by equations: 
∑
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k=1,...,N. 
(7) 
 
Theorem 3 forms a basis of Error Back Propagation algorithm for training of neural networks. 
Conclusions 
The adjustment of weights of neural networks method is described in the article. It is based on the theory of 
optimal control and representation of neural networks by beam of dynamics. Representation of neural networks 
by beam of dynamics allows to adjust weights of neural networks effectively and thus to solve a task of training. 
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