Objects and events encountered in everyday life frequently generate cues that are registered by the sense organs of more than one modality. For instance, it is often the case when listening to someone's voice that we also see their lips moving. The capacity of the brain to combine and coordinate the different sensory signals arising from a common source provides us with a unified perception of the world and is essential for directing attention and controlling movement within it. In this issue of the Journal of , Wallace and Stein show that experience during infancy can shape the way in which visual and auditory inputs interact to determine the responses of neurons in the superior colliculus (SC) a midbrain nucleus involved in the control of orienting movements.
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Interactions between the senses can improve the likelihood of detecting and responding to an event and of identifying and localizing it accurately. On the other hand, if incongruent information is provided by different sensory modalities, then our perception of the event in question can be degraded or altered. This is well illustrated in humans by the "McGurk effect." Although speech comprehension can be improved, particularly in a noisy environment, by lip-reading, watching a person articulate one speech syllable while listening to another typically results in the perception of a third sound that represents a combination of what was seen and heard (McGurk and MacDonald 1976) . The perceptual consequences of crossmodal interactions therefore depend on the binding together of appropriate multisensory signals, i.e., those originating from the source in question, as opposed to other, unrelated stimuli. This capacity to combine information across different sensory modalities to form a coherent multisensory representation of the world has its origin in the way in which different sensory systems interact during development. The importance of experience in this process has been demonstrated at a number of levels (Lickliter and Bahrick 2004) and particularly in the matching of spatial information provided by the different sensory systems. Recent studies have shown that multisensory convergence is more widespread in the brain than was previously thought to be the case (Ghazanfar and Schroeder 2006), but the SC has long been the region of choice for investigating the way in which the spatial cues provided by different sensory modalities are combined and integrated by individual neurons, both in adult animals and during the course of development (King 1999) .
There are two related reasons for this. First for each sensory modality, stimulus location is represented topographically in the SC to form overlapping maps of space. In principle, this allows the different sensory cues associated with a common source to activate a specific region of the SC motor map and therefore be transformed into motor commands that result in a change in gaze direction. Second, many of the neurons found in the deeper layers of this midbrain structure receive converging inputs from two or more sensory systems and generate higher spike discharge rates-and it is likely, in turn, more accurate orienting responses-when combinations of stimuli are delivered in close temporal and spatial proximity.
Because spatial information is represented in different reference frames in the visual, auditory, and somatosensory systems, maintenance of intersensory map alignment in the SC requires that these signals are transformed into a common set of coordinates. Auditory and somatosensory receptive fields are indeed partially remapped into eye-centered coordinates, but this transformation appears to be incomplete, suggesting that multiple reference frames are employed (Pouget et al. 2002) . The process of aligning the different representations of different modalities also depends on interactions that take place between the sensory inputs to the SC, particularly during development but also to a certain extent in later life too. It has been shown, for example, that shifting the visual representation relative to the head by optical (Bergan et al. 2005; Knudsen and Brainard 1991) or surgical (King et al. 1988 ) means can produce a corresponding shift in the auditory spatial tuning of SC neurons. This guiding role for vision is further supported by the finding that degradation of visual input during infancy results in both the emergence of auditory and somatosensory receptive fields that are either abnormally large (Wallace et al. 2004; Withington-Wray et al. 1990) or inappropriately located (King and Carlile 1993; Knudsen et al. 1991) and an absence of multisensory facilitation in the responses of SC neurons (Wallace et al. 2004) . Now Wallace and Stein (2006) have extended these finds by maintaining kittens in the dark and periodically exposing them to temporally coincident but spatially incongruent visual and auditory stimuli to determine whether a systematic change in the spatial relationship of these cues could alter the way in which they are synthesized within the brain. Recordings made when the animals were mature revealed that some neurons had abnormally large receptive fields and failed to show crossmodal interactions when visual and auditory stimuli were presented together. This is in accord with the previously reported effects of dark rearing alone. By contrast, other neurons had relatively small visual and auditory receptive fields, which, as a result of a systematic displacement in auditory spatial tuning, showed little overlap. As in normally raised controls, multisensory enhancement could be elicited in these neurons when visual and auditory stimuli were presented together from within their respective receptive fields. Because of the misalignment of these receptive fields, however, this required the stimuli to be presented from different locations.
These results show that exposure to an abnormal conjunction of visual and auditory inputs can shift the receptive field locations of SC neurons and in so doing change the intersensory spatial requirements for evoking multisensory facilitation by individual neurons. It seems likely that the key factor in binding different sensory stimuli-even when a spatial mismatch exists between them-is their temporal synchrony, although additional experiments will be needed to confirm this. The paper by Wallace and Stein (2006) further highlights the very important role of experience in shaping the multisensory receptive fields and integrative properties of SC neurons during early postnatal development. However, given the well-studied effects of pairing spatially disparate auditory and visual stimuli on auditory spatial perception in adult humans (Zwiers et al. 2003) and monkeys (Woods and Recanzone 2004) , plasticity of multisensory processing must be a property of the adult brain too.
