This paper describes a method for scheduling the events of a switched system to achieve an optimal performance. The approach has guarantees on convergence and computational complexity that parallel derivative-based iterative optimization but in the infinite dimensional, integer constrained setting of mode scheduling. In comparison to methods relying on mixed integer programming, the presented approach does not require a priori discretizations of time or state. Furthermore, in comparison to embedding and relaxation methods, every iteration of the algorithm returns a dynamically feasible solution. A large class of problems call for optimal mode scheduling. This paper considers a vehicle tracking problem and a high dimensional multimachine power network synchronization problem. For the power network example, both single horizon and receding horizon approaches prevent instability of the network, and the receding horizon approach does so at near real-time speeds on a single processor.
Introduction
Optimally scheduling the distinct dynamic modes of a switched system is not a combinatoric problem when using variational techniques. Instead of discretizing in state or time a priori and applying mixed integer programming or combinatoric searches [1, 2, 3, 4] , we remove integer constraints and calculate local variations in the resulting unconstrained set. The locally varied solution is projected back to the set of dynamically feasible trajectories. This work is an extension from [5, 6] where we show that iteratively stepping in the direction of the local variation and projecting the result is absolutely continuous in the step size. That absolute continuity result is needed for the Armijo-like line search presented here to have a sufficient descent property for convergence. This paper is a more complete presentation of [5, 6] , as well as our preliminary optimal mode scheduling work in [7] .
There are two main themes to numerical mode scheduling: averaging methods [8, 9] , and insertion methods [10, 11, 12, 13, 14] . Averaging methods directly handle chattering of optimal mode scheduling solutions by modulating an embedding of the control authority by averaging the time spent in each mode. Insertion methods use needle variations to iteratively update the control schedule in a manner that both reduces the cost and guarantees convergence to a local infima. As seen in the examples in [13] and here, insertion methods rapidly descend the cost function in a few iterations when starting from an initial guess far from a local infima.
Our approach is an insertion method. We apply a projection operator in a similar manner to gradient projection methods for finite dimensional inequality constrained optimization [15] and optimal control of trajectory functionals [16, 17] . We locally search an unconstrained space quantifying the search through a cost function composed with the projection. As such, our approach always returns a dynamically feasible solution at each step of the optimization. In comparison to embedding methods, we never relax the problem statement.
Like insertion methods [10, 11, 12, 13, 14] , we use the mode insertion gradient to iteratively update the switching control (see [10, 11, 12, 13, 14] and our review in Section 2.4 for a description of the mode insertion gradient). In comparison, we utilize the mode insertion gradient differently. Other insertion methods use the mode insertion gradient to determine an insertion time and mode and conduct a line search on the insertion duration, or corresponding Lebesgue measure, to update the switching control. This approach was limited to a single mode insertion per iteration in [12] , but [13, 14] extended this approach by conducting a line search on the full Lebesgue measure of many possible insertions in a novel way. Our approach is most similar to [13, 14] but it differs in that we treat the mode insertion gradient as Lebesgue integrable curves that act as local variations in the unconstrained space and project steps in the direction of the local variation to feasible switching controls. While this process is similar to [13, 14] in that it results in a change of Lebesgue measure, our line search steps directly in the unconstrained control space while [13, 14] steps the line search in the feasible control space. Whereas our line search consists of choosing a distance and projecting, [13, 14] require additional algorithmic complexity to determine the switching control for the desired Lebesgue measure. Additionally, the equations in Section 4 for the line search include both the mode insertion gradient and projection, making the role of the curvature (and higher order derivatives) of the mode insertion gradient explicit.
The mode insertion gradient as a local variation is not an actual gradient since the set of valid variations that guarantee a feasible projection do not form a Hilbert space. Despite this fact, our projection-based mode scheduling does parallel iterative optimization techniques based on differentiability; each iterate steps in a descent direction of size given by backtracking as part of a line search, which sufficiently reduces the cost for guarantees on convergence. The primary objective of this paper is to show that the same procedures from derivativebased optimization are valid for mode scheduling even though mode scheduling is an infinite dimensional, non-smooth problem. In other words, in the context of mode scheduling, we prove convergence properties for the procedure of: 1) calculating a descent direction, 2) taking a step of size calculated using backtracking, 3) updating, and repeating.
Explicitly, the contributions of this paper are the following.
(A) A local approximation of the cost function in the direction of the negative mode insertion gradient for use in iterative optimization.
(B) Showing the negative mode insertion gradient is a descent direction for the projection-based framework.
(C) A test for sufficient descent.
(D) Showing conditions under which backtracking calculates a step size which satisfies sufficient descent in a finite number of iterations.
The local approximation of the cost (A) in the direction of the local variation is needed to prove the (C), and (D) contributions, while (B) is a consequence of our choice of projection. Our analysis concludes by finding guarantees for convergence. This paper is organized as follows: Section 2 reviews switched systems, the projection-based optimal mode scheduling problem, the switching time gradient, and the mode insertion gradient. Section 3 provides and analyzes the local approximation of the cost, which is Contribution A. Section 3 additionally shows that the negative mode insertion gradient is a descent direction, Contribution B. Section 4 proposes both a sufficient descent condition and a backtracking algorithm and proves convergence, Contributions C and D. Section 5 presents the full mode scheduling algorithm and discusses implementation issues. Finally, Section 6 applies mode scheduling to two examples. The first is a vehicle tracking problem with control authority constrained to four modes. The second is a disturbance response for the IEEE 118 Bus Test Case multimachine power network [18] , which is composed of 54 generators, 108 states, 118 buses and 186 lines.
A notation table is in the Appendix and unless otherwise stated the lemma proofs are in the Appendix.
Review and Introductory Results
The following reviews switching control of switched systems [5, 6] , the switching time gradient [19, 11, 20, 21] , the mode insertion gradient [11, 12, 13, 14] , the max-projection operator for switched systems [5, 6] , and the projection-based optimal mode scheduling problem [5, 6] .
Switched Systems
The evolution of a switched system over the bounded time interval [0, T ], T > 0 depends on a set of distinct modes. Supposing there are N such modes describing the system's motion, label them f i : R n → R, i ∈ {1, . . . , N }. At any time t ∈ [0, T ], the evolution depends only on a single mode-i.e.ẋ(t) = f i (x(t)) for one i ∈ {1, . . . , N }. The times when the system transitions from one mode to another are referred to as switching times and are the times t ∈ [0, T ] for whichẋ(t − ) = f i (x(t − )) butẋ(t + ) = f j (x(t + )) where i = j ∈ {1, . . . , N } and '· + ' is the limit from the right and '· − ' is the limit from the left. Label M − 1 as the total number of switching times.
We consider two equivalent representations to parameterize a switched system: mode schedule, and switching control. Both representations play a critical role in the mode scheduling algorithm. The mode schedule is a natural way to specify the control policy, while the variations for numerical iterative descent depend on the switching control representation.
The mode schedule specifies which mode dictates the system evolution at any given time. The switching control signal u defines a mode schedule through a piecewise constant signal. This representation enables taking variations in the control, including changing the order of modes.
T composed of N piecewise constant functions of time is a switching control if
A unique mapping exists between both representations. Given a mode schedule, (Σ, T ), the switching control u is u(t) = e σi for t ∈ [T i−1 , T i ), i = 1, . . . , M where T 0 = 0, T M = T and e σi is the σ th i column of the N dimensional identity matrix. Additionally, given a switching control u, the mode schedule is
Each parameterization is identified as chattering or non-chattering depending on the number of switching times. Define non-chattering as: Definition 3. A mode schedule (Σ, T ) is non-chattering when there is a δt > 0 such that every active mode dwells for at least δt time-i.e. |T i − T j | > δt for each adjacent pair T i and T j ∈ T .
Since the time interval [0, T ] is bounded, the number of switching times, M −1, is finite. We say a switching control is non-chattering if the corresponding mode schedule is non-chattering. Label the set of all non-chattering switching controls as Ω. Therefore, any u ∈ Ω switches values at most a finite number of times in [0, T ]. We embed Ω in the space of Lebesgue integrable functions from [0, T ] to R N , labelled U, for performing addition and scalar multiplication operations.
A switched system trajectory is the state and the switching control, (x, u)-alternatively, (x, Σ, T )-that satisfies the state equations. Here, x is assumed to be an element of X , the space of Lebesgue integrable functions from [0, T ] to R n . If, as above, the switched system has state x and switching control u, then the state equations arė
The corresponding formal definition of a switched system trajectory is:
Definition 4. The pair (x, u) ∈ X × U is a feasible switched system trajectory if
u is a non-chattering switching control) and
Denote the set of all such pairs of state and switching controls by S.
Optimal Mode Scheduling Problem
Define the objective function as
where the running cost, :
(We include the control u ∈ U in the definition of the objective because it is a design variable in the following optimization problem.) Problem 1. Find the infimum of the cost J with respect to x and u under the constraint that x and u constitute a feasible switched system trajectory-i.e. (x, u) ∈ S:
inf
Sequences of non-chattering switching controls, {u k } ∈ Ω, can converge to chattering switching controls [8] necessitating pursuing an infimum. We tackle 1 The integral is the Lebesgue integral.
the problem by generating a sequence of non-chattering switched system trajectories,
The mode scheduling algorithm in this paper provides a method for generating such a sequence and gives conditions which guarantee that J(x k , u k ) converges to J (while, at every iteration, (x k , u k ) ∈ S). Since the proposed approach is an iterative descent one, the infimum J might not be the cost's global lower bound. Therefore, solutions to Problem 1 can only be argued as locally infimal in general, which is often the case for non-convex iterative optimization.
Switching Time Gradient
The problem of optimizing the switching times when the mode sequence is fixed is considered in [19, 11, 22, 20, 21] . Suppose for a given switching control, u, the corresponding mode schedule is (Σ, T ). Additionally, suppose the cost associated with (Σ, T ) is J(Σ, T ) := T 0 (x(τ ))dτ , where x is the solution to the state equations Eq. (1), and and f i , i ∈ {1, . . . , N } are C 1 in R n . Then, the i th switching time derivative of the cost is ( [19, 11, 22, 20, 21] )
where x is the solution to the state equations, Eq. (1), and ρ is the solution to the following adjoint equation
where ρ(T ) = 0. We call
T the switching time gradient [19, 11, 22, 20, 21] . The adjoint equation Eq. (3) plays an important role in the mode insertion gradient, discussed next.
Mode Insertion Gradient
For projection-based switched system optimization, the cost does not have a gradient in the same sense that differentiable functions in an inner product space have a gradient. However, the cost does have a function with a similar role in the optimization as the gradient plays in finite dimensional smooth optimization. This function is the mode insertion gradient [11, 12, 13, 14] .
The mode insertion gradient measures the cost's sensitivity to inserting a mode at a time t ∈ [0, T ] for an infinitesimal interval. Suppose the current switched system is (x, u) ∈ S where u corresponds to schedule (Σ, T ) such that Σ = [σ 1 , . . . , σ M ] and T = [T 1 , . . . , T m−1 ]. Let (Σ λ,a,t , Σ λ,a,t ) be the mode schedule after inserting mode a ∈ {1, . . . , N } at time t ∈ [0, T ] for short time 2 D is the partial derivative with respect to the only argument. When a function has multiple arguments, the argument slot is specified. duration λ > 0. Supposing the insertion occurs between switching times T i−1 and T i , i ∈ {1, . . . , M }, then Σ λ,a,t = [σ 1 . . . , σ i , a, σ i , . . . , σ M ] and T λ,a,t = [T 1 , . . . , T i−1 , t, t + λ, T i , . . . , T m−1 ]. The mode a insertion gradient at time t, labelled d a (t), is defined as equation Eq. (3), for u ∈ Ω using Theorem 3.2 in [23] . The existence and uniqueness of x and ρ are useful for proving the following Lemma that guarantees Lipschitz continuity ofd ab (t).
Lemma 1 (Lipschitz condition ford ab (t)). Suppose u ∈ Ω and is constant in the time interval (τ 1 , τ 2 ), τ 1 < τ 2 ∈ [0, T ], and d is the mode insertion gradient of J calculated from (x, u). There exists an L > 0 such that for each a = b ∈ {1, . . . , N } and t 1 , t 2 ∈ (τ 1 , τ 2 ),
The proof of Lemma 1 is in Appendix 9.2. From Lemma 1, we see thatd ab is piecewise Lipschitz for any u ∈ Ω. Take some u ∈ Ω and let T 1 , . . . , T M −1 be the switching times in its mode schedule representation. Then, u(t) is constant for any t ∈ (T i , T i+1 ), i = 0, . . . , M − 1, and therefore,d ab is Lipschitz over each interval (T i , T i+1 ).
We never calculate the Lipschitz constant L but its existence is needed to approximate the cost in the direction of the negative mode insertion gradient (see Section 3) and to provide a region of step sizes for which the line search proposed in Section 4 satisfies steepest descent.
Projection Operator
We wish to project curves (α, µ) ∈ X × U to (x, u) ∈ S so that at every step of an iterative mode scheduling optimization guarantees feasible (x, u). To construct an appropriate choice of projection, we first define the mapping Q : U → U, where the i th element of Q(µ(t)), µ ∈ U is defined as (where
Here 1 : R → {0, 1} is the step function-i.e. 1(µ ij (t)) = 0 if µ ij (t) < 0 and 1(µ ij (t)) = 1 if µ ij (t) ≥ 0. Note that this mapping always returns a vector of ones and zeros. The purpose of the mapping is to project elements of U to Ω. However, the mapping will not always return a switching control. For example, suppose N = 2 and µ 1 (t) = µ 2 (t) for a connected interval of t. Then, Q(µ(t)) = [1, 1] T for that interval and thus Q(µ) ∈ Ω. For this reason, we only apply Q to the subset R ⊂ U, where R is defined as the pre-image Q −1 (S). In this paper, µ will always have the form µ = u + γv where u ∈ Ω, γ ∈ R + and v ∈ U. With the following assumption on v, Lemma 1 in [6] guarantees that u + γv ∈ R.
T ∈ U is piecewise continuous in [0, T ] such that for each i = j ∈ {1, . . . , N }, v i − v j has a finite number of critical
The choice of v used in this paper is the negative mode insertion gradient
. . , N }, Assumption 2 in part requires the modes to be distinct on connected time intervals. It may be possible to design the system and pick a control so that d ab is constant for a connected time interval, which we treat as a degeneracy for the purposes of this paper. Due to the possible scenario that d is such that µ = u−γd ∈ R, we apply Assumption 2 to the negative mode insertion gradient, −d.
The max-projection is defined using Q as:
The max-projection is a projection-i.e. P(P(α, µ)) = P(α, µ) for all (α, µ) ∈ X × R-according to Lemma 1 of [5] . Notice, since the max-projection does not depend on α, we occasionally write P(µ). We include the unconstrained state in the definition in order for P to be a projection. (Other projections proposed in [5] do depend on α.)
Projection-Based Optimal Mode Scheduling
Problem 1 provides the mode scheduling optimal control problem where the optimization is constrained to (x, u) ∈ S. With the definition of P in Definition 5, we pose an alternative problem statement that removes the constraints to feasible switched system trajectories so that optimization may be performed over the unconstrained (α, µ) ∈ X × R.
Specifically, for each k, we compute an update (
starting with u 0 ∈ Ω. Here, γ k ∈ R + and d k is the mode insertion gradient Eq. (5) calculated from u k . From Assumption 2, we know that u k − γ k d k ∈ R and therefore the mapping Q : R → Ω is well defined. With this procedure, although each pair (
is an element of S, and so every iteration is a feasible (non-chattering) switched system trajectory.
The goal is for the sequence of costs {J(x k , u k )} to converge to a local infimum. Similar to derivative-based iterative optimization (see [24, 15, 25] ) we need to guarantee a) that a step in the search direction d k exists that reduces the cost and b) that convergence of {x
. that sequence convergence implies that the infimum is found. To guarantee a), we show in Section 3.6 that the negative mode insertion gradient −d is a descent direction-i.e. that for sufficiently small
As for b), we show in Section 4.1 that there is a connected interval of step sizes which guarantee sufficient descent. Furthermore, in Section 4.2, we provide a means to calculate a step size of sufficient descent using backtracking and provide bounds on the number of backtracking steps required.
The convergence to an infimum is argued through the optimality conditions from the Hybrid Maximum Principle.
Optimality Condition
Through the hybrid maximum principle [26, 27] expressed for Problem 1, we can specify an optimal condition-i.e. an equality θ(x , u ) = 0 necessary for the switched system (x , u ) to be a solution to Problem 1 where we define θ shortly. We use θ as in [28] , as an optimality function. The condition θ = 0 assumes that the cost is so that a feasible (non-chattering) switched system trajectory optimizes the problem. When an optimal switched system trajectory exists, a sequence {x
. When an optimum does not exist, the infimum can only be pursued at the limit as k → ∞.
The maximum principle expressed for Problem 1 is as follows, where the Hamiltonian is H(ρ, ρ 0 , x, u, t) := ρ(t)
T F (x(t), u(t)) + p 0 (x(t)) (see [26] Theorem 1):
Theorem 1 (Switched system maximum principle). If (x , u ) ∈ S is an optimal feasible (non-chattering) switched system trajectory, then there exists an absolutely continuous curve ρ and constant ρ 0 ≥ 0 such that
3. H(ρ , ρ 0 , x , u , t) = min σ∈{1,...,N } H(ρ , ρ 0 , x , e σ , t).
In the maximum principle 1) requires the optimal trajectory must satisfy the state equation Eq. (1) while 2) requires the curve ρ is the solution to the adjoint equation Eq. (3). Additionally, 3) requires that the Hamiltonian for the optimal mode has least value compared to all other switching controls-recall e σ is the σ th column of the N dimensional identity matrix. In general, direct synthesis of the optima is impossible since the three requirements form a boundary value problem which are commonly solved through iterative approaches like the one in this paper.
Requirement 3) can be written in a familiar manner through the mode insertion gradient where, as seen in the following corollary to Theorem 1, the optimality condition is a function of the lower bound on the mode insertion gradient. Define θ as this lower bound for some switched system (x, u) ∈ S: First, set σ ∈ {1, . . . , N } and T ∈ [0, T ] as the index and timing of the lower bound of d:
Then,
This σ and T are important as they will be the mode and timing of the initial insertion of Q(u − γd) as γ increases from 0. Additionally, (σ , T ) may not be unique, but that does not affect the value of θ.
Corollary 1 (Optimality condition). The switched system (x , u ) and cost J with mode insertion gradient d is an optimal feasible (non-chattering) switched system trajectory if θ = 0.
Proof. Requirement 3) of Theorem 1 is equivalent to: For each σ ∈ {1, . . . , N } and for each t ∈ [0, T ],
Plugging in for the definition of the Hamiltonian, the left hand side of the inequality is the σ th mode insertion gradient and so for each σ ∈ {1, . . . , N } and for each t ∈ [0, T ],
Taking the lower bound on d σ (t) for each mode σ and time t, claim 3) of Theorem 1 is equivalent to θ = 0.
Through Corollary 1, convergence of a sequence {(x k , u k )} to an infimizing switched system trajectory is indicated by convergence of the optimality function θ(x k , u k ) to 0.
Local Approximation of the Cost
The goal of the iterative update Eq. (8) is to generate a sequence of switched systems {(x k , u k )} with costs {J(x k , u k )} that converge to a local infimal cost, in order to solve Problem 2 while ensuring that every iterate is in S (thus enabling applications like receding horizon control, as shown in the examples in Section 6). In derivative-based optimization the update and convergence guarantees are based on local approximations. For instance, gradients and Hessians are solutions to local quadratic models [29] . For Problem 2, the set over which the optimization is occurring is X × R, but R is not a Hilbert space even when coupled with an inner product. In fact, R is not a vector space since it does not contain the origin. Even if R were an inner product space, it would not be complete. Fortunately, though, as we find in this section, the cost can still be approximated in the direction −d.
Initial Update in the Direction −d
To determine how the iterative update in Eq. (8) varies with γ, fix (x, u) ∈ S and calculate d from Eq. (5). The updated switching control is Q(u − γd). This section shows that the update is unchanging near γ = 0. In other words, there is a γ > 0 such that for every γ ∈ [0, γ), Q(u − γd) = u. In the following lemma we not only show that γ exists, but calculate the upper bound γ, labelled γ 0 , for a given d. Since γ 0 is this upper bound, the projection must change for γ just right of γ 0 -i.e. Q(u − γ
Since the projected switching control returns the modes with maximum corresponding value in u − γd for each time, γ 0 depends on the lower bound of d, Eq. (9), and therefore the value of γ 0 directly depends on the optimality function θ, Eq. (10).
Lemma 2 (γ 0 ). For switched system trajectory (x, u) and cost J, if θ := θ(x, u) = 0, then Q(u − γd) = u for all γ > 0. Otherwise, the value
The significance of γ 0 is that it is the lower bound of R + for which the update Q(u − γd) is useful. Therefore, we use γ 0 as the lower bound on the line search in the iterative procedure to solve Problem 2 (see Section 4). Additionally, when an optimum is found-i.e. when θ = 0-Lemma 2 indicates that the projected control is unchanged for any γ > 0.
Derivative of the Cost in the Direction d Almost Everywhere
As Q(u − γd) varies with γ, both the switching times T and the mode sequence Σ in the updated mode schedule vary. However, Σ will not vary for all γ > γ 0 . Define Γ as the γ ∈ R + where the mode sequence Σ varies:
For all γ ∈ Γ only the switching times vary. From Lemma 3 in [6] , due to Assumption 2, the cardinality of Γ is finite and so Γ has zero measure on
as the updated mode sequence and switching times at γ ∈ Γ. The cost parameterized by the mode schedule is
The derivative of the cost with respect to γ = Γ is
where
is the switching time gradient (see Eq. (2)). Additionally, DT (γ) is the derivative of the vector of switching times with respect to the step size γ and is given in the following lemma, which is Lemma 5 from [6] .
, is given for the following two cases:
2. If T i (γ) is a discontinuity time of µ σiσi+1 and
There are times t of µ σiσi+1 (·) where t is a critical time but not a discontinuity time-e.g. whenμ σiσi+1 (t) = 0. According to Eq. (14), as a switching time T i (γ) approaches a time t whereḋ σiσi+1 (t) = 0, DT i (γ) goes unbounded. By Assumption 2 on d, there are only a finite number of critical times. These times are handled in the next section, specifically at step size γ 0 , defined in Eq. 11.
Eq. (13), the derivative of the cost with respect to γ, uses the switching time gradient, Eq. (2), along with the result in Lemma 3. In the next section, we approximate the switching times' dependence on γ near γ 0 uses Lemma 3.
Local Approximation of the Switching Times
Recall Contribution A in which we wish to locally approximate J(P(u−γd)) in a neighborhood of γ 0 for γ > γ 0 . Since the size of Γ in Eq. (12) is finite, there exists some δγ > 0 for which Σ(γ) is constant for γ ∈ (γ 0 , γ 0 + δγ). Consequently, only T (γ) varies for γ ∈ (γ 0 , γ 0 + δγ) and the approximation of J(P(u − γd)) in the direction d depends on the approximation of T (γ).
In order for the mode schedule to vary for γ ∈ (γ 0 , γ 0 +δγ) at least one switching time of T (γ) must vary with γ. Suppose this switching time is T i (γ) ∈ T (γ), which separates adjacent modes σ i , σ i+1 ∈ {1, . . . , N }. We wish to approximate T i (γ) near γ 0 . Since the mode sequence might not be constant at γ 0 -e.g. when γ 0 ∈ Γ-it is possible that switching time T i exists at γ + 0 but not at γ − 0 . Therefore, we approximate T i (γ) for γ in neighborhoods immediately following γ 0 .
Often, a function approximation is made from its Taylor expansion. Here, though, it is not always possible to directly expand T i (γ) around γ 0 since DT i (γ) can go unbounded when γ approaches γ Depending on f σi , f σi+1 , and J, an arbitrary number of derivatives of d σiσi+1 could be zero at a switching time assuming they exist, which affects one's ability to specify a sufficient descent condition and bound the number of line search steps. However, we will find in Corollary 3 in Section 3.6 that d is a descent direction as long as θ < 0 and one of these derivatives is non-zero-in other words, we can still guarantee a reduction to cost is possible. Typically,ḋ σiσi+1 (T i (γ
, and when it is we can provide a bound on the number of steps required.
Moreover type-1. The degree of agreement between f a and f b can be tested a priori, In general though, the null space condition must be checked at runtime to see if the two vector fields are "accidentally too similar to each other at a particular state or if their difference happens to lie in the null space. A similar argument can be made for finding t to not be type-2 either, in which case, bothḋ ab (t) = 0 andd ab (t) = 0. In practice, we have only seen type-0, 1, and 2 switching times. There may be a way to show this on full measure sets.
Before considering an approximation of T i (γ) for either type-1 or type-2 switching times, we first find that T i (γ) is continuous and strictly monotonic in a neighborhood after γ 0 .
Lemma 4 (Continuity of switching times). Suppose there exists δγ > 0 such that for γ ∈ (γ 0 , γ 0 + δγ), T i (γ) ∈ T (γ) is the switching time between modes σ i and σ i+1 ∈ Σ(γ). If m(T i (γ + 0 )) = 1 or 2, then there is δγ ∈ (0, δγ) such that for all γ ∈ (γ 0 , γ 0 + δγ), T i (γ) is continuous and strictly monotonic.
The dependence of type-1 and 2 switching times on γ have a specific form near γ 0 . The following lemma uses the continuity and strict monotonicity result in Lemma 4 to specify the dependence of the mode insertion gradient on the switching times.
is the switching time between modes σ i and σ i+1 ∈ Σ(γ) and T i (γ + 0 ) is type-1 or 2. Then, there is δγ ∈ (0, δγ] such that for all γ ∈ (γ 0 , γ 0 + δγ),
is the solution to the following implicit equation:
With Lemma 4, which shows that the type-1 and 2 switching times are continuous and strictly monotonic with respect to γ, and Lemma 5, which provides properties of the mode insertion gradient's dependence on the switching times, we can now give approximations of the switching times. The switching time approximation is used in the next section to approximate the cost function in the direction of the negative mode insertion gradient. The approximation uses the notion of little 'oh', o(·), which is defined as: function g is o(h) if for each
The Lemma is as follows:
Lemma 6 (Approximation of switching times). Suppose there exists δγ > 0 such that for γ ∈ (γ 0 , γ 0 +δγ), T i (γ) ∈ T (γ) is the switching time between modes σ i and σ i+1 ∈ Σ(γ). Then, there is δγ
and m(T i (γ 0 )) = 2 implies
Note that divide by zero is impossible in Eqs. 16 and 17 without violating the association of the equation with its type.
Initial Switching Times at γ 0
We introduce some notation here in order to keep track of the type of switching times at γ 
Further, define
to be the greatest type at γ + 0 . Lemma 6 provides the approximation of the switching times for m(T i (γ + 0 )) = 1 and 2.
Local Approximation of the Cost
In smooth finite dimensional optimization, an approximation of the cost in a search direction is the cost's gradient composed with that direction. We find that the mode insertion gradient, Eq. (5), has a similar role for approximating the projection-based switched system cost.
The goal is to solve Problem 2 through calculating an infimizing sequence where each iterative update has the form P(x, u − γd). By approximating the cost as we do in this section, we can specify conditions for which we can guarantee that the sequence's convergence coincides with the infimal cost. Define J(γ) as the change in cost from a fixed (x, u) ∈ S in the direction of the negative mode insertion gradient −d:
As indicated in Lemma 2, the projected switching control Q(u − γd) is constant and equal to u until γ > γ 0 . Therefore, J(γ) = J(0) for 0 < γ < γ 0 . In general, it is possible that J(·) is discontinuous at γ 0 , but when it is continuous J(γ
When the switching time of greatest type-i.e. when m = 1 or 2-we can guarantee that J(γ) is continuous at γ = γ 0 .
Proof. Since the set of γ ∈ R + where the mode schedule of P(u−γd), Γ Eq. (12), varies has measure zero, there is δγ > 0 such that J(γ) only depends on γ through the switching times T (γ) for all γ 0 < γ < γ 0 + δγ. Due to Lemma 4,  there is δγ such that T (γ) is continuous for all γ 0 < γ < γ 0 + δγ We further analyze J(γ) by locally approximating it for γ > γ 0 near γ 0 . Let
be the mode schedule for γ > γ 0 near γ 0 . The mode sequence Σ(γ) is constant for some neighborhood greater than γ 0 since Γ has measure zero. DefineJ(γ) as the zeroth-order and first-order terms of the Taylor expansion of J(γ), around T (γ
There is at least one T i (γ) ∈ T (γ) that is not constant for γ > γ 0 near γ 0 . If T i (γ) is increasing in value, the active vector field of u at time T i (γ) is F (x(t), u(t)) = f σi+1 (x(t)), while, if it is decreasing in value, then F (x(t), u(t)) = f σi (x(t)). Assuming T i (γ) increases in value with γ, the following term is simply the optimality function θ, Eq. (10):
Similarly, assuming T i (γ) decreases in value with γ, the term is instead −θ:
The cost is further approximated by using the switching time approximations in Lemma 6. The switching times with the greatest type dominate the approximation of the cost-e.g. type-1 switching times vary linearly with γ − γ 0 while type-2 switching times vary with (γ − γ 0 ) 1 2 . Label the approximation of the cost with the approximation of the switching times asĴ(m; γ) (Recall the notation in Section 3.4 for I and m):
andĴ
Note that J(γ Lemma 8 shows that the approximation of the cost in the direction of the negative mode insertion gradientĴ(m; γ) (Contribution A of the paper) dominates the remaining terms of J(γ) in a neighborhood of γ 0 .
Descent Direction
In order to show sufficient descent (Contribution C) and for backtracking to be applicable (Contribution D), −d must be a descent direction (Contribution B). In this section we prove −d is a descent direction directly from the approximation of J(γ) := J(P(u − γd)) given in Eq. (20) (20), is the first and zeroth-order terms of the Taylor Expansion of J(γ) around T (γ + 0 ). Therefore,
Recalling
With Lemma 9, it directly follows that −d is guaranteed to be a descent direction if m = 1 or 2, or if f σ , σ ∈ {1, . . . , N }, and are analytic in x. The second follows from the absolute continuity of J(γ) result in [6] and allows for higher type switching times than 0, 1, or 2. Notice that Corollary 2 does not need to strengthen Assumption 1 to include analyticity requirements on the objective and dynamics, while Corollary 3 does not need the type-0, 1, and 2 switching time assumption, Assumption 3.
Sufficient Descent
Consider the following iterative algorithm:
where for each
For the remainder of the paper, the superscript k signifies that the corresponding variable or mapping depends on (
. Algorithm 1 corresponds to repeatedly stepping in the direction given by the negative mode insertion gradient and projecting to a feasible switched system trajectory. The algorithm's desired result is to generate a sequence that converges to a local infimal cost in order to solve Problem 2. Through the descent direction result in Corollary 2, there always exists a γ k such that
By choosing a γ k that reduces the cost at each iteration of Algorithm 1, the resulting sequence {x k , u k } is such that {J(x k , u k )} is strictly monotonically decreasing. As such, assuming J(·) is bounded below by J ∈ R, then the sequence {J(x k , u k )} is guaranteed to converge. However, there is as of yet no guarantee that {J(x k , u k )} converges to an infimum. This section provides a means to calculate γ k to guarantee Algorithm 1 converges to a local infimal cost. The convergence is proven by showing that the sequence of optimality functions goes to zero at the limit-i.e. θ k → 0. In this section, we give the sufficient descent condition (Contribution C), show that a step size γ k that satisfies the sufficient descent condition can be calculated in a finite number of backtracking iterations (Contribution D) and finally that executing Algorithm 1 for such a γ k results in lim k→∞ θ k = 0. Each of these contributions follow from the approximation of the cost (Contribution A).
Type-2 Sufficient Descent Condition
The sufficient descent condition (Contribution C) follows directly from the approximation of the costĴ k (m k ; γ), Eqs. (21) and (22) (Contribution A). Set α ∈ (0, 1). The type-m k sufficient descent condition is
The condition is an upper bound on the reduction of cost between successive iterations as a function of γ − γ k 0 . Since this bound is the scaled approximation of the cost, there are γ near γ k 0 that will satisfy the inequality. Lemma 10, presented shortly, provides an interval of such γ. In Section 4.3 we show that a sequence generated by Algorithm 1 converges with a properly chosen γ k by showing that θ k goes to zero. The type-1 and 2 sufficient descent conditions are:
The type-1 sufficient descent condition is
Definition 8. Set
The type-2 sufficient descent condition is
We study the type-2 sufficient descent condition-i.e. when m k = 2. For m k = 1, type-1 switching times occur at switching times of u k or at the boundary times. Since the type-1 switching time approximation is linear in (γ − γ k 0 ), sufficient descent and backtracking directly correspond to switching time optimization-see [19, 11, 22, 21] for switching time optimization.
The following Lemma shows that there exists aγ > γ k 0 for which each γ ∈ (γ k 0 ,γ] satisfies the type-2 sufficient descent condition. As given in the lemma, the step sizeγ is the minimum of γ 
Lemma 10 (Sufficient descent). Suppose
. Lemma 10 guarantees there will be a step size that satisfies the type-2 sufficient descent condition. In practice, γ k 2 cannot be calculated directly because the Lipschitz constant L is unknown and so backtracking is used instead to find a step size that satisfies sufficient descent.
Backtracking
Calculatingγ [24, 30] , it is more efficient to calculate a step size that satisfies the sufficient descent criteria using a backtracking method than it is to calculate γ k 2 and thusγ k directly. We wish to sample (γ k 0 , γ k 3 ) to find a γ that satisfies sufficient descent: set γ k (j) := (γ
where β ∈ (0, 1) and define j k ∈ {0, 1, . . .} as
Then, 
If
Proof. The proof follows from Lemmas 4 and 10. According to Lemma 10, 
which is finite, where the function ceil : R → Z rounds to the nearest integer of greater value.
Locally Infimizing Sequence
For the type-2 sufficient descent condition, we have shown backtracking will find a γ k for which the condition is satisfied. In the following lemma, we find that if {x k , u k } is the sequence calculated from Algorithm 1 initialized with (x 0 , u 0 ) ∈ S where there is an infinite subsequence of {x k , u k } for which m k = 2, then the optimality function θ k goes to zero.
Lemma 12 (Infimizing Sequence). Suppose (x 0 , u 0 ) ∈ S and S = {x k , u k } is an infinite sequence where (27)).
then, lim k→∞ θ k = 0.
Lemma 12 provides conditions for which a sequence of switched system trajectories {x k , u k } are guaranteed to be an infimizing sequence through the guarantee that θ k → 0. Such infimizing sequences can be computed through the iterative update Algorithm 1 with an inner loop of Algorithm 2 for type-2 sufficient descent through backtracking.
Lemma 12, states that if the sequence of costs {J(x k , u k )} is monotonically decreasing and an infinite subset of the iterative updates in Algorithm 1 satisfy assumptions 4a-4d in the lemma, then the algorithm converges to an infimum. The restrictive assumptions are 4b and 4c. As for assumption 4a and 4d: assumption 4a requires that the greatest switching time type is 2 while assumption 4d requires that the step size is computed through backtracking, Algorithm 2.
For assumption 4b, recall γ k 1 is the maximum step size for which
. Since the approximation used by the steepest descent condition is only valid for intervals of γ where J k (γ) is differentiable, Lemma 12 cannot guarantee θ k → 0 if γ k 1 − γ k 0 goes to 0 faster than θ k , which can happen when multiple mode insertions occur near the same time. Violations to assumption 4b can be assessed through comparing the sequence {γ
Like with assumption 4b, violations to assumption 4c can be checked as part of an iterative algorithm by comparing the sequence {d
When a violation to either assumption 4b or 4c occurs, a number of strategies are viable to correct the violation while maintaining the convergence guarantee of Lemma 12 which need only maintain the decreasing monotonicity of {J(x k , u k )}. Such strategies could execute a step of switching time optimization, mask specific time intervals of the mode insertion gradient, or employ a sign preserving transformation to the mode insertion gradient. Analyzing such strategies is future work.
It is worth noting that violating assumptions 4b and 4c do not affect the optimality condition, only the convergence of the iterative algorithm.
Mode Scheduling Algorithm
The complete mode scheduling algorithm is as follows. 
13. Check for convergence failure, 4b and 4c in Lemma 12
k = k+1
The following remarks are with respect to implementing the mode scheduling algorithm:
1. For step 3, θ k depends on the infimizing time of the mode insertion gradient. Additionally, for step 11, P depends on the times that the curve of u k − γ k d k with maximal value changes. For implementation, both operations call for finding these critical times on curves. To find them, we partition [0, T ] into subintervals and determine which intervals contain a critical time. Then, we find a critical time on an interval through bisection. In order to not miss a critical time, the partition must be sufficiently fine to ensure that each subinterval contains at most one. Note that the critical times could be the switching times of T k .
2. The initial switching times T (γ + 0 ) in step 5 is the union of the previous switching times T k with the times that minimize the mode insertion gradient in step 3. Let (σ , T ) be the minimizers of step 3. Ifḋ σ (T ) = 0, then T (γ + 0 ) has two new switching times at T , one increasing in value with γ and one decreasing. Ifd σ (T ) = 0, then these switching times are type-2. If T is a discontinuity time of d σ , then T must coincide with a switching time of T k sinced k is Lipschitz for time intervals between adjacent switching times. In this case, T (γ + 0 ) has a single new switching time at T , where T increases or decreases with γ depending on whether
3.
Step 13 checks that the assumptions 4b and 4c in Lemma 12, as discussed at the end of Section 4.3 are not violated.
4. Depending on how one represents u k and (Σ k , T k ) in implementation, step 12 may not be needed.
Example
We provide two examples. The first is concerned with a simple vehicle tracking a desired maneuver where the operational modes differ in vehicle velocity and steering angle. The second example is concerned with responding to a multimachine power network disturbance through controlling a hybrid component that switches the network admittance. For both examples we apply mode scheduling in Algorithm 3.
Vehicle Tracking
As a simple example, we consider a vehicle moving in the plane that can switch between four modes of operation. The state of the system is x = [X, Y, ψ]
T where (X, Y ) is the vehicle position and ψ is its orientation. The σ th , σ ∈ {1, . . . , 4} mode of operation is: where v σ is the mode's speed and ω σ is its steering angle with values given in Table 1 . That is, the vehicle can turn left or right at two different speeds. The goal is to track the following desired trajectory from initial configuration x 0 = [0, 0, 0]
T :
The desired trajectory travels a circle of radius 4 with and center [6.5, −1.5] 
We successfully execute Algorithm 3 with backtracking parameters α = 0.4 and β = 0.4 for 50 iterations. The results are shown in Figure 2 . The cost drops from J(x 0 , u 0 ) = 276.37 to J(x 50 , u 50 ) = 1.30 with a significant initial reduction in the first 6 iterations to J(x 6 , u 6 ) = 1.58. The optimality function increases from θ 0 = −588.67 to θ 50 = −0.81. Again, there is a significant change in the first 6 iterations to θ 6 = −2.93. In Figure 2d , the (X, Y ) plots of the trajectory show that after an initial transition period to the desired trajectory, the vehicle decently tracks the trajectory for the remainder of the time horizon, even by the 6 th iteration.
Multimachine Power Network
Due to the complex interconnectedness of multimachine power networks, it is unclear how to actively reject a disturbance. The solution we propose is to compute a schedule for physical switches that connect and disconnect capacitors from the network so that system performance improves. A power network is often modeled as a synchronous machine where the dynamics are given by the swing equations [31] . The swing equations are second-order nonlinear differential equations which dictate the evolution of each generator's rotor angle. The rotors are assumed to be spinning at a constant frequency-e.g. 60 Hz-but each rotor's relative phase may not be constant. This is a standard assumption. The evolution of a single rotor is dictated by the difference of its relative phase with its neighboring generators as well as the admittance of the adjacent power lines and buses. Through switching capacitors, the power lines' admittance value switches, effectively splitting the system dynamics into distinct operating modes dependent on the position of the switches. The only control authority we impose is through the switches. The dynamics for a single mode according to the swing equations are as follows: Let δ i (t) be the rotor phase of generator i relative to a reference generator, generator 0. The evolution of the i th rotor is dictated by the difference of the mechanical power input with the electrical power output:
where ω s , in rads/s is the synchronous speed and H i is a normalized inertial constant so that the mechanical power P m,i and the electrical power P e,i are in per unit. The terms ω s , H i and P m,i are assumed to be constant for the short time horizon for which the disturbance and resolution occurs. The electrical power output of generator i, P e,i , depends on the difference of its rotor's relative phase with the neighboring generators' as well as the admittance of the adjacent lines and buses:
where E i is the transient internal voltage, G ii is the real part of the ii th component of the bus admittance matrix, Y ij is the ij th component of the bus admittance matrix, and ψ ij is the angle of the ij th component of the bus admittance matrix. The example power network has topology and line and bus parameters from the IEEE 118 Bus Test Case, a 1962 study of a segment of North America's midwest grid [18] . This network is composed of 118 buses, 186 lines, 54 generators and is shown in Fig. 3 . In addition, we chose 26 power lines to connect switched capacitor banks in series to. Following the line numbering form the Test Case, the 26 chosen lines are 6, 9, 14, 29, 38, 39, 43, 49, 57, 59, 77, 85, 92, 100, 113, 120, 126, 129, 134, 140, 141, 153, 165, 172, 176, and 177. Each capacitor's capacitance is chosen so that when a switched capacitor is, "on", its associated line's reactance doubles. The location of each capacitor bank is also shown in Fig. 3 and are chosen so that each generator is connected to at least one other generator for which the admittance between the two can be switched. For this study, all 26 switches are synchronized so that all are "on" or "off" together. As such, the network has two modes of operation, f 1 and f 2 -i.e. N = 2 -where f 1 and f 2 are given by Eq. (28) with differing bus admittance matrix Y in Eq. (29) . Let δ(t) be the 54 generator relative rotor phases in radians. The state is x(t) = [δ(t),δ(t)]
T and the control is the scheduling of the synchronized switching of the capacitor switches. The disturbance response problem is to schedule the capacitor switching that best improves network performance. The disturbance is modeled as a perturbation to the initial rotor angles from steady state, δ ss . Such a disturbance may be due to a fault in the system or a quick change to system loads. The initial condition is δ 0 = δ ss + δ dist where the disturbance δ dist is a vector of random numbers from a uniform distribution between [−0.3, 0.3] radians.
For the disturbance used in the example, integration of the swing equations reveals that without control, the system diverges from synchronized operation within 60 seconds (see Fig. 4(d) for no control) . We provide results for two different approaches to reject the disturbance. The first is to compute through the projection-based mode scheduling, Algorithm 1, the optimal schedule for the first T = 5 seconds following the disturbance. The second is to apply a sliding window (receding horizon) approach of duration T = 5 seconds with a new schedule computed and applied each 0.1 seconds.
Mode scheduling for power networks was executed on a core i7-3770K processor. The algorithm was implemented in C++. All differential equations were solved using GNU Scientific Libraries' implementation of explicit embedded Runge-Kutta Prince-Dormand 8, 9 method.
Optimal Schedule
We apply optimal mode scheduling, Algorithm 1, to schedule the capacitor switches in order to respond to the disturbance. Let mode 1 be the dynamics with all capacitor switches "off" while mode 2 be the dynamics with all capacitor switches "on". The cost is given by (x(t), u(t)) = 1/2(δ(t)−δ(t))
is the mean rotor phase at time t and f s is the generator frequency. The backtracking parameters are set to α = 0.4 and β = 0.1.
The results of mode scheduling the initial 5 seconds following a disturbance for 100 iterations of the algorithm are shown in Fig. 4 . We find that the rotor phases do not diverge with the computed schedule. The cost reduces from J = 170.68 to J = 54.78 (see Fig. 4b ), and the optimality function increases from θ = −2213.71 to θ = −20.32 (see Fig. 4a ). The total number of modes in the 7 th iteration's schedule is M 7 = 66, while the final switching schedule has M 100 = 120. The schedules at the 7 th and 100 th iteration are in Fig. 4c . For the initial iterations in which (x k , u k ) are far from an infima, both the optimality function (see Fig. 4a ) and the cost (see Fig. 4b ) reduce significantly, which is a phenomenon that occurs with first-order smooth numerical optimization methods like steepest descent. Since most of the gained performance occurs in the first few iterations, it is reasonable to expect that a sliding window realtime approach is viable. Such an approach computes only the first few control synthesis iterations for each window.
Sliding Window Scheduling
The second strategy is a switched system model predictive receding horizon control where the projection-based mode scheduling algorithm computes the schedule for each window of a sliding window. The receding horizon approach computes a schedule for a time window of duration T = 5 seconds but applies it for only dt = 0.1 seconds before incrementing the window dt seconds and repeating for the new 5 second time window. The current window's initial state inherits the previous window's state at time t i−1 + dt. At each time t i = 0, 0.1, 0.2, . . ., we compute a single projection-based mode scheduling iteration for the time interval t ∈ [t i , t i + T ]. The goal is for a real-time active control rejection of the disturbance. Fig. 4d compares the running cost (·) for the sliding window result against the no control result. Without control, the system destabilizes, while sliding window single-bit control drives the system toward synchrony. Each window's schedule took on average 1.94 seconds to compute on a core i7-3770K processor. that an improved implementation on a more advanced computing machine could execute the receding horizon approach real-time even for the high-dimensional IEEE 118 Bus Test Case.
Conclusion
Optimal mode scheduling is an infinite dimensional, non-smooth problem. The presented variational approach does not discretize in time or space a priori and as such may be applied to problems with a large number of states like the 108 state IEEE 118 Bus Test Case power network. The presented algorithm, Algorithm 1, parallels derivative-based iterative optimization in that it calculates a descent direction, takes a step of size calculated by an Armijo-like line search and updates. As proven, if the descent direction is the negative mode insertion gradient and the step size is calculated from the backtracking algorithm, Algorithm 2, then there are guarantees on convergence. Furthermore, since the algorithm parallels standard derivative-based algorithms and since all of the calculations are provided in this paper, Algorithm 1 is easily implementable. The mode scheduling algorithm is applied to the problem of power network regulation and a mode scheduling sliding window approach for near real-time control is demonstrated.
As discussed in the Introduction, there are two main themes to optimal mode scheduling: averaging methods [8, 9] , and insertion methods [10, 11, 12, 13, 14] , where this paper is a member of the latter. Averaging methods can be more efficient at scheduling problems for which the solution spends more time chattering, while insertion methods can be better scheduling problems with isolated transitions. It would be interesting to synthesize an "ideal" mode scheduler that uses both. A possible approach is a superviser that iteratively divides the time horizon into intervals for which it is expected that the solution dominantly chatters and intervals where the solution dominantly does not and commands the preferred method to its preferred interval.
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is Lipschitz in state since each D 2 f j (x(t)) is bounded. Additionally, F (x, u) is piecewise continuous in t since u ∈ Ω is non-chattering. Therefore, through Theorem 3.2 in [23] , the solution to the state equations, Eq. (1), exists over [0, T ] and is unique. In order to signify that the solution x depends on the fixed u ∈ Ω, we write x(t; u).
Define g(ρ(t)) := −D 1 F (x(t; u), u(t)) T ρ(t) − D (x(t; u)), which exists for any t ∈ (τ 1 , τ 2 ). Since D 1 F (x(t; u), u(t)) ≤ K 1 , we see that g(·) is Lipschitz with respect to ρ:
Furthermore, g(ρ) is piecewise continuous in t because D 1 F and D are both piecewise continuous since u ∈ Ω is non-chattering. Since g(ρ) is Lipschitz in ρ and piecewise continuous in t, the solution to Eq. (3)-i.e. the solution tȯ ρ = g(ρ)-exists over [0, T ] and is unique through Theorem 3.2 in [23] . Label this solution as ρ(t; u) due to its dependence on u ∈ Ω. Due to the existence of ρ(t; u), there is a K 0 > 0 such that ρ(t; u) ≤ K 0 . Additionally, since D (x(t; u)) is bounded, through the triangle inequality, there is a K 1 > 0 such that, ρ(t; u) = g(ρ(t; u)) ≤ K 1 . By this bound, it follows that for each
By the bounds on
, and D 2 , and that ρ(t; u) anḋ ρ(t; u) are Lipschitz, for any times t 1 , t 2 ∈ (τ 1 , τ 2 ), through the triangle inequality, there is L 2 > 0 such that ρ(t 2 ; u) −ρ(
where • is the bilinear operator of
By the bounds on f a , f b , and their first and second derivatives, the bounds onẋ andẍ, as well as the Lipschitz condition with respect to t of ρ(t; u),ρ(t; u) andρ(t; u) it is the case thatd ab is Lipschitz with some constant L > 0 in the interval (τ 1 , τ 2 ).
Proof of Lemma 2: γ 0
Proof. Choose any time t ∈ (T i−1 , T i ), i ∈ {1, . . . , M }. The active mode at time t is σ i . In the switching control representation, the σ th i index of u is 1, u σi (t) = 1, while each other mode a ∈ {1, . . . , N }, a = σ(t), is u a (t) = 0.
Reusing the double subscript notation, define u aσi (t) := u a (t) − u σi (t), which is u aσi (t) = −1.
Furthermore, note d σi (t) is the sensitivity of the cost from inserting the active mode. This insertion is equivalent to switching the mode schedule from σ i to σ i for an infinitesimal period of time, which has no effect to the control or cost. Therefore, the cost is not sensitive to inserting the active mode and as such, d σi (t) = 0, which is also realized from Eq. (5). Therefore,
Recall the definition of the max-mapping Q where
for each a ∈ {1, . . . , N }. At any time t ∈ (T i−1 , T i ), i ∈ {1, . . . , M }, for a to be the active mode of Q(u(t) − γd(t)), but not the active mode of u-i.e. a = σ i -it must be the case that u ab − γd ab > 0 for each b = a including b = σ i . It follows that it is necessary for u aσi (t) − γd aσi (t) > 0 for mode a to be active at time t. When γ = 0, u aσi = −1, and therefore Q a (u(t)) = 0 for all a = σ i and therefore
Assuming a is active for some γ > 0, then it must be the case that u aσ(t) (t)− γd aσ(t) (t) > 0. Simplifying using u aσi (t) = −1 and d aσi (t) = d a , it must be the case that γd a (t) < −1.
If d a (t) is negative, then there is a γ > 0 such that the inequality is true. However, if for each a ∈ {1, . . . , N }, d a (t) is aways non-negative, then the inequality can never be true and therefore, Q(u − γd) = u for all γ > 0.
Assuming there exists an a ∈ {1, . . . , N } and t ∈ [0, T ] such that d a (t) is negative consider γ 0 , Eq. (11) . Take a mode a and time t such that d a (t) = θ, from Eq. (10) . We see θ is finite since d a (t) is finite through Assumption 1, and therefore, γ 0 = − 1 da(t) is finite. When γ = γ + 0 , the inequality in Eq. (32) is true and therefore, u aσ(t) (t) − γ 
Proof of Lemma 4: Continuity of switching times
Proof. Assume there is no δγ such that T i (γ) is continuous in (γ 0 , γ 0 + δγ). Then, for every δγ ∈ (0, δγ), there is a γ ∈ (γ 0 , γ 0 + δγ) such that DT i (γ) does not exist. According to Lemma 3, DT i (γ) exists when T i (γ) is not a critical point of µ σiσi+1 := u σiσi+1 − γd σiσi+1 . Therefore, for any δt ∈ R + , there must be a t ∈ (T i (γ + 0 ), T i (γ + 0 ) + δt) such that t is a critical point of µ σiσi+1 -i.e. there is a t such that µ σiσi+1 is discontinuous at t orḋ σiσi+1 (t) = 0. The following shows that there are δt for which no µ σiσi+1 (t), t ∈ (T i (γ + 0 ), T i (γ + 0 ) + δt) is a critical point and so the assumption that δγ does not exist is false.
By the assumption that u is piecewise constant, there is a δt ∈ R \ 0 such that u(t) is constant for t ∈ (T i (γ 
is constant. By referring to Eq. (14), the sign of DT i (γ), γ ∈ (γ 0 , γ 0 + δγ), is constant and so T i : (γ 0 , γ 0 + δγ) is strictly monotonic.
Proof of Lemma 5: Dependence of d(·) on T i (γ)
Proof. Set µ = u − γd. For T i (γ) to be a switching time between modes σ i and σ i+1 , the index of µ with greatest value must switch from σ i to σ i+1 at T i (γ). By the definition of the max-mapping Q(·), Eq. (6), µ σiσi+1 (T i (γ) − ) must be negative while µ σiσi+1 (T i (γ) + ) must be positive and If µ σiσi+1 is continuous at T i (γ), then µ σiσi+1 (T i (γ)) = 0. We show µ σiσi+1 is continuous at T i (γ) through Lemma 4. According to Lemma 4, there is a 0 < δγ ≤ δγ such that for γ ∈ (γ 0 , γ 0 + δγ ), T i (γ) is continuous and strictly monotonic. Since u ∈ Ω is non-chattering and d σiσi+1 has a finite number of critical points as assumed in Assumption 2, there is a 0 < δγ 1 ≤ δγ 1 such that for each γ ∈ (γ 0 , γ 0 + δγ 1 ),
Eq. (33) can be simplified depending on whether σ i or σ i+1 is the active mode of u at T i (γ). If σ i is the active mode, then u σi (T i (γ)) = 1 and u σi+1 (T i (γ)) = 0 and therefore, u σiσi+1 (T i (γ)) = 1. Additionally, referring to Eq. (5), the mode insertion gradient of the active mode has value 0 and so here,
Plugging into Eq. (33), either
when σ i or σ i+1 is the active mode of u at T i (γ) respectively. Finally, if T i (γ) is increasing in value-i.e. ω = 0-then σ i+1 is the active mode of u at T i (γ), while if T i (γ) is decreasing in value-i.e. ω = 1-then σ i is the active mode of u at T i (γ). Eq. (34) reduces to Eq. (15).
To prove point 2 of the Lemma, take the derivative of Eq. (15) with respect to γ:
which is possible sinced σi+ω (T i (γ)) is Lipschitz continuous in T i (γ) and DT i (γ) exists through Lemma 3. By the continuity of
is negative and (−1) 
Since, according to the Lemma's point 2, (−1) ωḋ σi+ω (T i (γ 0 + δγ 3 )) > 0, and 
Since
) is given in Eq. (14) . Furthermore, by the continuity and strict monotonicity of T i (γ) from Lemma 4 and that u ∈ Ω is non-chattering, there is a δγ ∈ (0, δγ] such that u σiσi+1 (T i (γ)) is constant and equal to u σiσ i+! (T i (γ + 0 )). Thus,
When ω = 0, the active mode of u at time
Similarly, when ω = 1, the active mode of u at time
Plugging DT i (γ There is a δt ∈ R/0 such that 2 ) must also be of lesser order than γ−γ 0 . Therefore, o(τ (γ)
2 ) = o(γ−γ 0 ). Recall that θ = −1/γ 0 and thatd σi+ω (T i (γ . There is 0 < δγ 2 ≤ δγ 1 such that for γ ∈ (γ 0 , γ 0 + δγ 2 ), 
The rest of the proof shows DJ k (γ) < DH(γ) for all γ ∈ (γ 
Since S 2 has infinite cardinality, it is the case that as k → ∞, the right hand side of Eq. (45) 
where ψ k ∈ [β, 1]. By assumptions, it must be the case that there are an infinite number of u k+1 calculated from u k where either 1) γ k = γ Since ν k ≥ K 2 |θ k | and ψ k ≥ β > 0, once again, lim k→∞ θ k = 0 and the proof is complete.
