Introduction
Given a multiplicative function f with |f (n)| ≤ 1 for all n, we are concerned with obtaining explicit upper bounds on the mean-value 1 x | n≤x f (n)|. Ideally, one would like to give a bound for this mean-value which depends only on a knowledge of f (p) for primes p. To illustrate what we mean, we recall a pioneering result of E. Wirsing [16] . Throughout, we put
A. Wintner [15] showed by a simple convolution argument that if If we restrict ourselves to real-valued multiplicative functions, then Wirsing showed that if p 1−f (p) p diverges then the limit in (1.1) exists, and equals 0 = Θ(f, ∞). Wirsing's result settled an old conjecture of P. Erdős and Wintner that every multiplicative function f with −1 ≤ f (n) ≤ 1 had a mean-value.
The situation for complex valued multiplicative functions is more delicate. For example, the function f (n) = n iα (0 = α ∈ R) does not have a mean-value because n≤x n iα does not tend to 0. G. Halász [5, 6] realized that for complex valued multiplicative functions, the analogue of Wirsing's result requires the divergence of p (1 − Re f (p)p −iα )/p for all real numbers α.
If this holds, then he showed that 1 x n≤x f (n) → 0, and he quantified how rapidly the limit is attained.
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Typeset by A M S-T E X 1
Theorem (Halász) . Let f be a multiplicative function with |f (n)| ≤ 1 for all n, and set Halász comments that the factor 1/16 may be replaced by the optimal constant 1. Our first Theorem provides such a refinement of Halász' result: Halász' statement is a little inaccurate, the extra factor M in our result below is necessary. If f is multiplicative then
As we will discuss after Theorem 5, Corollary 1 (and so Theorem 1) is essentially "best possible" (up to a factor 10) in that for any given m 0 , we can construct f and x so that M = M (x, ∞) > m 0 and | n≤x f (n)| ≥ (M + 12/7)e γ−M /10. The maximum in (1.3) and the minimum in (1.2)) are a little unwieldly to compute, and it would be desirable to get similar decay estimates in terms of |F (1)| (or, equivalently p≤x (1−Re f (p))/p). In light of Halász's work (and particularly the example f (n) = n iα ) this is possible only if we have some additional information on f (n), such as knowing that all f (p) ∈ D for some closed convex subset D of the unit disc U. Such variants have been considered by Halász [5, 6] , R. Hall and G. Tenenbaum [10] , and Hall [9] . The result of Hall is the most general, and to describe it we require some information on the geometry of D. We collect this in Lemma 1.1 below, which is mostly contained in Hall's work. Define κ = κ(D) to be the largest value of α ∈ [0, 1] such that h(α) ≤ 1. Lastly, put ν = max δ∈D (1 − Re δ). Then, h is a continuous, increasing, convex function of α, and 2πh(0) = λ(D), the perimeter length of the boundary of D (so κ exists). For κ we have the lower bound Theorem (Hall) . Retain the notations of Lemma 1.1, and let f be a multiplicative function with |f (n)| ≤ 1, and f (p) ∈ D for all primes p. Then
Hall states this result under the additional constraint that 0 ∈ D, but this is not necessary. Hall also observed that the constant κ(D) in (1.5) is optimal for every D: it cannot be replaced by any larger value. For completely multiplicative functions, we have obtained the following explicit version of Hall's theorem. Theorem 2. Retain the notations of Lemma 1.1, and further define
Let f be a multiplicative function with f (p) ∈ D for all primes p, and put y = exp((log x)
If the maximum in (1.3) (or, the minimum in (1.2)) occurs for y = y 0 then f (n) looks roughly like n iy 0 , so that the mean-value of f (n) should be of size | Theorem 3. Let f be a multiplicative function with |f (n)| ≤ 1 for all n. Take T = log x in Theorem 1, and suppose the maximum in (1.3) is attained at y = y 0 . Then
Evidently this is "best possible", since taking f (n) = n iy 0 gives the right side of the equation.
Lastly, we give an application of our ideas to the variation of averages of multiplicative functions. Ideally, one would like to say that
for all 1 ≤ w ≤ x, with as large an exponent β as possible (β = 1 would be optimal). This would show that averages of multiplicative functions vary slowly. Unfortunately, (1.7) is not true in general, as the example f (n) = n iα reveals. However, P.D.T.A. Elliott [2] realized that the absolute value of averages of multiplicative functions always varies slowly. He showed that 1
for all multiplicative functions f with |f (n)| ≤ 1, and all 1 ≤ w ≤ x. One application of such an estimate, as Hildebrand [11] observed, is to (slightly) extending the range of validity of Burgess' character sum estimate. By applying Theorem 1, and the ideas underlying it, we have obtained the following improvement on Elliott's result. We remark that 1 − 2 π = 0.36338 . . . , and 2 − √ 3 = 0.267949 . . . .
Theorem 4.
Let f , x, and F be as in Theorem 1. Take T = log x, and suppose that the maximum in (1.3) occurs at y 0 . Then for 1 ≤ w ≤ x/10, we have
Corollary 3. Let f be a multiplicative function with |f (n)| ≤ 1 for all n. Then for 1 ≤ w ≤ x/10, we have
Our proofs of Theorems 1, 3, and 4 are based on the following key Proposition (and its variant Proposition 3.3 below), which we establish by a variation of Halász' method. Proposition 1 below is a variant of Montgomery's lemma (see [12] , and also Montgomery and R.C. Vaughan [14] ) which is one of the main ingredients in the proof of Hall's theorem. Proposition 1. Let f , x, T , and F be as in Theorem 1. Then
To prove Theorem 2, we adopt a different strategy, turning to integral equations. Let χ : [0, ∞) → U be a measurable function, with χ(t) = 1 for t ≤ 1. We let σ(u) denote the solution to
We showed in [4] that (1.8) has a unique solution, and this solution is continuous. Further let I 0 (u; χ) = 1, and for n ≥ 1 define
Then we showed that
The relevance of the class of integral equations (1.8) to the study of multiplicative functions was already observed by Wirsing [16] . We illustrate this connection by means of the following Proposition, proved in [4] (Proposition 1 there).
Proposition 2. Let f be a multiplicative function with |f (n)| ≤ 1 for all n and f (n) = 1 for n ≤ y. Let ϑ(x) = p≤x log p and define
Then χ(t) is a measurable function taking values in the unit disc and with χ(t) = 1 for t ≤ 1. Let σ(u) be the corresponding unique solution to (1.8). Then
Proposition 2 allows us to handle mean-values of multiplicative functions which are known to be 1 on the small primes. We borrow another result from [4] (see Proposition 4.5 there) which allows us to remove the impact of the small primes.
Proposition 3. Let f be a multiplicative function with |f (n)| ≤ 1 for all n. For any 2 ≤ y ≤ x, let g be the completely multiplicative function with g(p) = 1 if p ≤ y, and
We prove Theorem 2 by establishing a decay estimate, Theorem 5, for solutions of (1.8) when χ(t) is constrained to lie in D for all t. Then using Propositions 2 and 3 we unwind this result to deduce Theorem 2.
Theorem 5. Let χ : [0, ∞) → D be a measurable function with χ(t) = 1 for t ≤ 1, and let σ denote the corresponding solution to (1.8) . Retain the notations of Lemma 1.1 and (1.5), and put
Then, if κν < 1,
When studying mean values of multiplicative functions we have seen how the example f (n) = n iα led Halász to consider convex regions D that are not dense on the unit circle. Given that we now have χ(t) = 1 for 0 ≤ t ≤ 1, it is perhaps unclear whether such restrictions are necessary when considering (1.8). In fact they are, and in section 10a we shall see that if χ(t) = e iαt for all t > 1 then lim sup |σ(u)| ≫ α 1. By Proposition 2, we know that statements about multiplicative functions, can be interpreted to give information on solutions to (1.8) . For example, the remark after the statement of Theorem 2 translates to saying that Theorem 5 is "best possible" for every D, up to the constant of multiplication, via [9] and [10] . Moreover we can state integral equations versions of Corollary 1 and Theorem 4. In fact this is "best possible", up to a factor 10, in the sense that for any given m 0 we can find χ and σ as in Theorem 5 with M > m 0 and |σ(u)| ≥ (M + 12/7)e γ−M /10; see section 10b for our construction. This implies the same of Corollary 1 and hence of Theorem 1.
The analogue of Theorem 4 shows that |σ(u)| obeys a strong Lipschitz-type estimate.
Theorem 4
′ . Let χ : [0, ∞) → U be a measurable function with χ(t) = 1 for t ≤ 1, and let σ denote the corresponding solution to (1.8) . Then for all 1 ≤ v ≤ u,
We illustrate Theorem 5, and thus Theorem 2, by working out several examples. In each of our examples we will have D = D, which allows us to restate Theorem 5 as The c and κ values for D, the convex hull of the mth roots of unity.
One can show that, as m → ∞, we have κ = π 2 /6m 2 + O(1/m 4 ) and c = 2e
. Therefore, following the proof of Theorem 2 of [4] we have that if x is sufficiently large and p is a prime ≡ 1 (mod m), then there are at least {π m + o(1)}x integers ≤ x which are mth power residues (mod p), where
(It is shown in [4] that π m ≤ exp(−{1 + o(1)}m log m), and that π 2 = .1715 . . . , the only m for which the best possible value has been determined).
Example 2. D is the disc going through 1 with radius r ≤ 1. Note that κ = 0 if r = 1. We have the (relatively) simple formula, The c and κ values for D, the disc of radius r, with center 1 − r.
One can show that, as r gets close to 1, that is r = 1 − δ where
and c = 2e
Example 3. D is the sector of the circle bounded by the lines from 1 to e ±iϕ . In other words, D is the convex hull of the point {1} together with the arc from e iϕ to e −iϕ on the unit circle. Select θ 0 < θ 1 so that tan(ϕ/2) = sin θ 0 /(cos θ 0 − α) and tan ϕ = sin θ 1 /(cos θ 1 − α), and thus, with I : The c and κ values for D, the cone with lines from 1 to e ±iϕ .
One can show that as ϕ → 0 we have
, for some absolute constant η.
Preliminaries
We begin with the following lemma, weaker versions of which may be found in the works of Halász [5] , Halberstam and Richert [7] , and Montgomery and Vaughan [14] .
Proof. First note that
Writing ψ(x) = n≤x Λ(n), as usual, we see that
We now use the prime number theorem in the form
The main term above is plainly d≤x |S(x/d)|, and the remainder term is
Combining these observations and (2.4), we have shown that
, and so the right side above is
By changing variables y = x/t this is
We now mimic the partial summation argument used to deduce (2.1) from (2.4). This shows (2.2).
Lemma 2.2. Let a n be a sequence of complex numbers such that
n=1 a n n −s which is absolutely convergent in Re(s) ≥ 1. For all real numbers T ≥ 1, and all 0 ≤ α ≤ 1 we have
and for any w ≥ 1,
Proof. We shall only prove (2.6); the proof of (2.5) is similar. Note that the Fourier transform of k(z) = e −α|z| isk(ξ) = ∞ −∞ e −α|z|−iξz dz = 2α α 2 +ξ 2 which is always nonnegative. The Fourier inversion formula gives for any z ≥ 1,
Using this appropriately, we get that for all n ≥ 1, and 0 ≤ α ≤ 1,
Multiplying the above by a n /n 1+iy , and summing over all n, we conclude that
If |y| ≤ T then |y + ξ| ≤ |y| + |ξ| ≤ 2T , and so we deduce that
and (2.6) follows since
Our next lemma was inspired by Lemma 2 of Montgomery and Vaughan [14] , who consider (essentially) the quotient |F (1 + i(y + β))/F (1 + iy)| rather than the product below.
Lemma 2.3. Let f , x, and F be as in Theorem 1. Then for all real numbers y, and 1/ log x ≤ |β| ≤ log x, we have
Proof. Clearly
By the prime number theorem and partial summation we have for z ≥ w ≥ 2
for some constant c > 0. Choose C = 100/c 2 , and put Y = max(exp(C(log log
where we used |β| ≤ log x. Using this for each of the ≪ log 4 x such subintervals covering [Y, x], we conclude that
Splitting the integral over y above into intervals of length 2π (with maybe one shorter interval), and noting that
, we deduce that
Trivially, we also have
Combining the above two bounds, we get that
The Lemma follows upon using this in (2.7), and recalling the definition of Y .
We conclude this section by offering a proof of Lemma 1.1.
Proof of Lemma 1.1. For a fixed θ, note that max δ∈D
so, integrating this, we get that h is convex. Note that 2πh(0) = 2π 0
max δ∈D Re δe −iθ dθ. This last expression equals λ(D), the perimeter of D, a result known as Crofton's formula (see [1] , page 65).
We now show the lower bounds for κ. If κ = 1 there is nothing to prove; and suppose κ < 1 so that h(1) > 1. By convexity we see that
and so it follows that κ ≥
Hence we see that
). Lastly it remains to show that κν ≤ 1 with equality only when D = κν. By definition we have h(α) ≥ max δ∈D 
The key Proposition
3a. The integral equations version.
Our tool in analysing (1.8) is the Laplace transform, which, for a measurable function
where s is some complex number. If f is integrable and grows sub-exponentially (that is, for every ǫ > 0, |f (t)| ≪ ǫ e ǫt almost everywhere) then the Laplace transform is well defined for all complex numbers s with Re (s) > 0. Laplace transforms occupy a role in the study of differential equations analogous to Dirichlet series in multiplicative number theory.
Below, χ will be measurable with χ(t) = 1 for t ≤ 1 and |χ(t)| ≤ 1 for all t, and σ(u) will denote the corresponding solution to (1.8). Observe that for any two 'nice' functions f and g, L(f * g, s) = L(f, s)L(g, s). From the definition of σ, it follows that
where t > 0 and y are real numbers. Further, recalling from (
We now give our integral equations version of Proposition 1. Since M (t) ≥ max(0, − log(tu)+O (1)) we see that the integral in the Proposition converges.
and, using (3.1), this is
Applying Plancherel's formula again, we get
2t .
2t max y∈R |L(σ, t + iy)| 2 .
By (3.2), we have
L(σ, t + iy) = 1 t + iy exp −L 1 −χ(v)e −ivy v , t + L 1 − e −ivy v , t .
Now, we have the identity
Re L 1 − e −ivy v , t = log |1 + iy/t| which is easily proved by differentiating both sides with respect to y. Using this we obtain Inserting this in (3.5), and that into (3.4), and then (3.3), we obtain the Proposition.
3b. The multiplicative functions version: Proof of Proposition 1.
In this subsection, we prove Proposition 1. We follow closely the ideas behind the proof of Proposition 3.1 above. Note that f (n) log n 2 dy y 3+2α
s . Naturallyf (n) = f (n) for n ≤ x, and so
and with the change of variables y = e t , this is
By Plancherel's formula
Lemma 3.2. Let T ≥ 1 be a real number. Then
where, for convenience, we have set m = m(α) = min(log x, 1/α).
Proof. We split the integral to be bounded into two parts: |y| ≤ T , and |y| > T . Split the second region further into intervals of the form kT ≤ |y| ≤ (k + 1)T where k ≥ 1 is an integer. Thus
by appealing to Corollary 3 of Montgomery and Vaughan [13] . Sincef (n) = 0 if n is divisible by a prime larger than x, this is
We now turn to the first region |y| ≤ T . Define g(n) to be the completely multiplicative function given on primes p by g(p) =f (p). Put G(s) = ∞ n=1 g(n)n −s , and define H(s) by F (s) = G(s)H(s). Note that H(s) is absolutely convergent in Re(s) > 1 2 , and that in the region Re(s) ≥ 1 we have uniformly |H(s)|, |H
Splitting the interval [−T, T ] into subintervals of length 1, we see that the remainder term above is
by appealing again to Corollary 3 of [13] . Plainly this is
We focus on the main term in the right side of (3.12). Since −
we get, by Plancherel's formula, that 1 2π
Since |g(n)| ≤ 1 always, we see that | n≤e t g(n)Λ(n)| ≤ ψ(e t ) for all t. Further, since g(n) = 0 if n is divisible by a prime larger than x, we see that if t ≥ log x, then
. Using these observations together with the prime number theorem we deduce that the above is
Thus the main term in the right side of (3.12) is (3.14)
Combining this with (3.13), and (3.11), we obtain the Lemma, since |F (1 + α + iy)| ≪
Combining (3.10) with Lemma 3.2, we conclude that (3.9) is less than
We input this estimate into (3.8), and then use that in (3.7). Noting that (1 − x −2α )/α ≪ m(α), we conclude that
When used with (2.1) of Lemma 2.1, this yields Proposition 1. We end this section by giving a variant of Propostion 1 which will be our main tool in the proof of Theorem 4. 
Proof. Since the proof is very similar to that of Proposition 1, we shall merely sketch it. Arguing as in (3.7), we get that
f (n) log n dy y 1+2α dα + log 2w log log x log 2w .
Using Cauchy's inequality as in (3.8), we see that
As before, we handle the second factor above by replacing f byf , extending the range of integration to
, substituting y = e t , and invoking Plancherel's formula. The only difference from (3.10) is that F ′ (1+α+iy)/(1+α+iy) in the right side there must be replaced by the Fourier transform of e −(1+α)t n≤e tf (n) log n − we −(1+α)t n≤e t /wf (n) log n which is −F ′ (1 + α + iy)(1 − w −α−iy )/(1 + α + iy). We make this adjustment, and follow the remainder of the proof of Proposition 1.
Proofs of Theorem 1 and Corollary 1
Recall the multiplicative functionf (n) defined byf (p
−s , and since |f (n)| ≤ 1 always, we get that for all 0 < α ≤ 1,
Taking a n =f (n) in Lemma 2.2 and noting that n |a n |/n ≪ log x, we conclude that for
, and we suppose that L ≤ 1. We use Proposition 1, employing the bound (4.2) when α ≤ 1/(L log x), and the bound (4.1) when 1/(L log x) ≤ α ≤ 1. We deduce that (4.3)
Making a change of variables y = 2α log x, we see that the first integral above is
e −y /ydy. Further, the second integral in (4.3) is
Combining the above bounds, we see that the right side of (4.3) is
Since the maximum of (1 − (2/L)/y)/y for y ≥ 2/L is attained at y = 4/L, we see that the integral term above is ≤ L/8
e −y dy = 1/(8e 2 ) since L ≤ 1, and theorem then follows from (4.4) since 1 + log 2 + 1/(8e 2 ) ≤ 12/7. We now deduce Corollary 1. Suppose f is completely multiplicative. Then, by Mertens' theorem,
and so it follows that L ≤ e γ−M + O(1/ log x). Using this bound in Theorem 1, we get the completely multiplicative case of Corollary 1.
If f is only known to be multiplicative then note that
,
Using this with the observation of the preceding paragraph, we see that L ≤ p (1 + 
Proof of Theorem 3
We may suppose that |y 0 | ≥ 10. Applying Theorem 1 with T = |y 0 |/2 − 1 we get that
By the definition of y 0 , we see that for |y| ≤ |y 0 | − 2,
and appealing to Lemma 2.3, this is (with log x ≫ |β| = |y − y 0 | ≥ 2)
Using this bound in (5.1), we obtain the Theorem.
Proof of Theorem 4
If |y 0 | ≥ (log x)/2, then in view of Theorem 3, the result follows. Thus we may assume that |y 0 | ≤ (log x)/2. Put f 0 (n) = f (n)n −iy 0 , and define
Indeed, the left side of (6.1) is plainly ≤ right side; and further the right side is = max |y|≤log x |F (1 + iy + iy 0 )| ≤ max |y|≤log x+|y 0 | |F (1 + iy)| ≤ |F (1 + iy 0 )|, proving (6.1).
We now appeal to Proposition 3.3, with f there replaced by f 0 , and F by F 0 , and with T = (log x)/2. Thus we see that
Next, we use Lemma 2.2 with a n = f 0 (n) if n is divisible only by primes ≤ x, and a n = 0 otherwise. Thus A(s) = F 0 (s), and ∞ n=1 |a n |/n ≪ log x. Taking T = (log x)/2, we deduce from (2.6) of Lemma 2.2 that
If |y| ≤ 1/ log x, then plainly |F 0 (1 + iy)(1 − w −iy )| ≪ log x(|y| log 2w) ≪ log 2w. If log x ≥ |y| > 1/ log x, then using (6.1) and Lemma 2.3, we get
.
Since |1 − w −iy | ≪ min(1, |y| log 2w), we deduce from these remarks and (6.3) that (6.4) max
π max log 2w, (log log x)
In addition, we have the trivial estimate (6.5) max
We now use (6.2), employing estimate (6.4) when α is less than max log 2w, (log log x)
, and estimate (6.5) for larger α. This gives the Theorem.
Deduction of Corollary 3
We require the following lemma, which relates the mean value of f (n) to the mean-value of f (n)n iα .
Lemma 7.1. Suppose f (n) is a multiplicative function with |f (n)| ≤ 1 for all n. Then for any real number α we have
To prove this Lemma, we require a consequence of Theorem 2 of Halberstam and Richert [7] . Suppose h is a non-negative multiplicative function with h(p k ) ≤ 2 for all prime powers p k . It follows from Theorem 2 of [7] that
Using partial summation we deduce from (7.1) that for 1
2)
Proof of Lemma 7.1. Let g denote the multiplicative function defined by g(p
By partial summation it is easy to see that
We use the first estimate above in (7.3) when d ≤ x/(1 + α 2 ), and the second estimate when
Applying (7.1) and (7.2) we deduce that
Taking absolute values in these relations, and appealing to Theorem 4, we obtain the Corollary.
Proof of Theorem 5
We recall the notations of §3a. We first obtain a lower bound for M (t) in terms of
Proposition 8.1. For all t > 0 we have
where C(D) was defined in (1.6).
Proof. First note that M (t) ≥ 0 by definition. Also
Therefore we obtain the Proposition by proving Note that w(ǫx) is a 2π-periodic function, and that 1 2π 2π 0 w(ǫx)dx = 1 − h(κ) ≥ 0. Hence putting w − (x) = min(0, w(x)), we get that
say. Observe that W ǫ is a 2π-periodic function, which is always negative, and that W ǫ is decreasing in (0, 2π). Using (8.4) in (8.3), and since W ǫ is negative and e −x (1 + x) ≤ 1 for all x ≥ 0 , we get that
Using these in (8.5), we conclude that
which, from the definition of w − , is greater than or equal to the right side of (8.2) for both ǫ = ±1. This completes the proof of the Proposition.
We now finish the proof of Theorem 5. We first deal with the case D = [0, 1], where κν < 1. We shall input the bounds for M (t) in Proposition 8.1 into the t-integral in Proposition 3.1. We split this integral into three parts: when 0 ≤ t ≤ t 1 := e −γ /u, when
)/u, and when t > t 2 . We first estimate the contribution of the first range of t. Since 
For the middle range of t, we use the bound M (t) ≥ κM 0 − κν log(tu) + C(D), which holds since 1 − κν, and
v dv are non-negative. Hence
For the last range of t, we use the trivial bound M (t) ≥ 0. This gives that
Combining the above three bounds with Proposition 3.1, we obtain Theorem 5 in the case κν < 1. We now consider the case D = [0, 1] where we shall show that |σ(u)| ≤ e γ−M 0 . Put χ(t) = χ(t) if t ≤ u, andχ(t) = 0 for t > u, and letσ denote the corresponding solution to (1.8) . Note that both σ(v) andσ(v) are non-negative for all v, and thatσ(v) = σ(v) for v ≤ u. Now, using (3.6), 
Deduction of Theorem 2
Let y = exp((log x) 2 3 ), and let g be the completely multiplicative function with g(p) = 1 for p ≤ y, and g(p) = f (p) for larger p. Let χ(t) = 1 for t ≤ 1, and put for t > 1 χ(t) = 1 ϑ(y t ) p≤y t g(p) log p.
Let σ denote the corresponding solution to (1.8) . Note that for u ≥ 1 Since f (p) ∈ D for all p and D is convex, thus χ(t) ∈ D for all t. Hence using Theorem 5 and (9.1), we conclude that vector pointing in the direction of σ(u − t). Letσ denote the corresponding solution to (1.8) . By definition we haveσ(u − t) = σ(u − t) in the range u/2 ≤ t ≤ u; and sô χ(t)σ(u − t) = |σ(u − t)| throughout this range, by our choice ofχ(t). From (1.9) and then this observation we deduce 
