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Summary 
With the advent of the Internet-of-Things way more sensor-generated data streams came available 
that researchers want to exploit context from. Many researchers worked on context recognition for 
rather unimodal data in pervasive systems, but recent works about object virtualisation in the 
Internet-of-Things domain enable context-exploitation based on processing multi-modal 
information collected from pervasive systems. Additionally to the sensed data there is formalised 
knowledge about the real world objects emitted by IoT services as contributed by the author in 
[1], [2] and [3]. In this work an approach for context recognition is proposed that takes knowledge 
about virtual objects and its relationships into account in order to improve context recognition. 
The approach will only recognise context that has been predefined manually beforehand, no new 
context information can be exploited with the work proposed here. This work’s scope is about 
recognising the activity that a user is most likely involved in by observing the evolving context of 
a user of a pervasive system.  
As an assumption for this work the activities have to be modelled as graphs in which the nodes 
are situations observable by a pervasive system. The pervasive system to be utilised has to be built 
compliant to the Architectural Reference Model for the IoT (ARM) to which the author has 
contributed to in [4] and [5].  
The hybrid context model proposed in this thesis is made of an ontology-based part as well as a 
probability-based part. Ontologies assist in adapting the probability distributions for the Hidden 
Markov Model-based recognition technique according to the current context. It could be 
demonstrated in this work that the context-aware adaptation of the recognition model increased 
the detection rate of the activity recognition system.   
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1 Introduction 
In our institution we came up with the idea to deploy a system in our office building that guides 
visitors to the place where they are expected to arrive for a meeting. The system has been realised 
with smart panels placed at certain locations on the corridors in the office building. Each panel’s 
display indicates the direction the visitor has to take next after passing the panel. When a visitor 
arrives at a panel he is supposed to scan some QR code the visitor was provided with beforehand. 
By scanning the personalised QR code the identity of the visitor is detected. Since the scanner of 
the panel has a fixed location the system can detect at which position which visitor is at the time 
of the scanning. The target location of the visitor has been specified beforehand by the meeting 
organiser so that the destination of the visitor is known to the system. The route the visitor is 
guided through the building is calculated based on the position the visitor enters the building first, 
the destination location and a realistic location model of the office building.  
This system works pretty well for the visitors, but we got an inspiration to extend the scenario 
further. Now there was a guiding system for each visitor in place, but there was no monitoring so 
far for the meeting organiser. How can the meeting organiser awaiting the visitors at the meeting 
location get to know where the expected visitors are right now? Have they entered the building 
already and are about to arrive at the meeting any minute? Or did someone get lost on the way? 
And if so, can the system inform the organiser? 
Inspired by this scenario we came up with the idea to design an activity recognition system that is 
able to track users in a pervasive system based on predefined activities and available background 
information such as target location and location model of the office building. 
Moreover, such activity recognition system should work not only in the pervasive system 
deployed in our premises, but also in other environments to support applications operating at 
different locations. Similar to WiFi, where due to a standardised protocol stack the computer can 
connect to any access point at home, at the office or at the airport, the activity recognition system 
should work at any location. 
Since the author’s institution was working on standardisation of Internet-of-Things platforms 
leading to interoperable pervasive systems the idea was born to develop the activity recognition 
system to be deployed on architectures compliant to the Architectural Reference Model for the 
Internet-of-Things (IoT ARM)[4].  
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Those IoT ARM compliant architectures provide object virtualisation as the main capability of 
interest for this work to overcome interoperable pervasive systems. Semantically enriched 
information about virtualised objects is provided by IoT Services (to which the authors has 
contributed to in [6]) By providing high-level information the obstacles about technology-specific 
and proprietary data formats have been removed. 
Since IoT-ARM-conform pervasive systems are designed to offer plenty of IoT-Services the 
proposed activity recognition system needs to address scalability issues. The IoT-ARM provides 
design guidelines for this, like publish-subscribe mechanisms, which this work has to utilise. 
Moreover, the proposed system needs to be able to process the information emitted by the IoT 
services in an asynchronous manner. In IoT-ARM-conform systems asynchronous 
communication is preferred over request-response-style services or constant data streams. 
The activity recognition system to be designed shall be able to reason about such heterogeneous 
real world information retrieved from the pervasive system as well as additional personalised 
information, like address books and calendars, in order to recognise the activity the observed user 
is currently involved in. It is assumed that formalised information is available for the activities to 
be recognised by the system, but those need to be specified manually as it was done for some 
example use cases in this work.  
In the research world there is a high interest in developing pervasive computing applications that 
are flexible and that act autonomously on behalf of users while being adaptable to changes. The 
technique of context awareness is widely used in research to achieve applications like the one 
desired for this work. 
1.1 Novel Work Undertaken 
Bettini et al. confirmed in their survey paper [7] that formal context information models are 
beneficial for evolvable context-aware applications in their statements: “A good context 
information modelling formalism reduces the complexity of context-aware applications and 
improves their maintainability and evolvability.” and “Moreover, a formal representation of 
context data within a model is necessary for consistency checking, as well as to ensure that sound 
reasoning is performed on context data.”. 
Following Bettini et al. this work proposes a formal context model based on virtualised objects 
that have been contributed to the IoT ARM [2][4]. Those object virtualisations support high-level 
context exploitation based on formal models about real world objects. The information describing 
those objects contains semantic meta-data formalised in ontologies. Since the ontologies are made 
available to application developers they know how to interpret the information retrieved about 
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those objects. This enables building applications that are interoperable across different systems as 
long as all information processing is done according to the shared context models.  With this 
applications for mobile agents can be realised that utilise IoT ARM-conform services provided at 
different environments.  
Through IoT services those formalised context information about virtualised objects is exposed to 
all sorts of IoT applications. The generic application-agnostic model describing those IoT services 
has been contributed in  [1] and [3], 
During this work the IoT ARM-conform architecture has been developed along a proven software 
engineering method that utilises the services offering the context information and that 
accommodates the context reasoning techniques applied for the proposed system.  
This work furthermore contributes an hybrid-approach for context-reasoning made of on 
ontology-based and an HMM-based part that is limited to the scope of this work. 
The methodologies how higher-level context is inferred from lower level context of different 
modalities are contributed as well. According to the classification provided in [7] this work 
proposes reasoning techniques for Layer 3. All Layer 1 and Layer 2 reasoning is assumed to be 
handled by the underlying IoT system. 
As evaluation of the context modelling and context reasoning approach simulation is provided 
that reflects the visitor guidance scenario described in the beginning. For this example all 
scenario-specific models have been developed and executed with the proposed activity 
recognition system. 
In order to demonstrate a wider application-area of the proposed context information model, some 
more examples have been chosen that vary in important context parameters:  
- individual travel (outdoor localisation, one mean of transportation) 
- public transport (outdoor localisation, different means of transportation) 
- office meetings (indoor localisation) 
As Bettini et al. analysed location as an important context parameter that is often given “a 
preferential treatment”[7] we selected scenarios in which the spatial dimension plays an important 
role.  
Another reason why we have selected those examples is that the activities the user is involved in 
can be modelled as graphs. Travels are usually characterised by a starting point and a destination 
location. Travelling users can usually be tracked by positioning systems, like GPS for outdoor 
environments or the scanner-based indoor localisation introduced earlier. This allows observing 
context transitions by observing predefined waypoints. Once the user has arrived there the context 
information can be updated accordingly. 
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The scope of this work is set by following constraints: 
- the underlying pervasive system must be IoT ARM-conform in order to support 
interoperability 
- the use case- and application-specific context information models need to be available before 
context processing can be executed 
- the activities to be recognised by the context processing system need to be modelled as graphs 
with the nodes being context 
- uncertainty , such as accuracy, freshness of context information, is handled by the underlying 
IoT system. All context information retrieved from the IoT is treated with highest confidence. 
The only uncertainty the proposed system deals with is to calculate the probabilities for the 
statement that an observed user is currently involved in a given activity. The assumption is 
that single pieces of context information are shared by several activities so that several 
activities can be guessed from a single observation.  
- no statistical data is available that could be used to train probabilistic recognition models 
The hypothesis made in this work is that taking additional background information into account 
and observing how the context evolves over time will increase the probability to recognise the 
activity that fits best to the user’s observed context.  
 
1.2 Structure of Thesis 
This thesis is structured according to Heilmeier’s catechism1. This catechism is a set of research 
questions to which the author proposes answers in this thesis. 
Question Answer 
What are you trying to do? I am trying to build an activity recogniser that detects goal-
oriented human activities of users based on concurrent context 
observations made by a pervasive system built according to the 
Architectural Reference Model for the Internet of Things (IoT 
ARM) [4][5] to which I have contributed to. The IoT ARM paves 
the way to support interoperable pervasive systems enabling large 
scale context recognition systems.  
How is it done today, and 
what are the limits of current 
Today’s activity recognition systems are realised as vertical 
solutions, retrieving information mostly through continuous data 
                                                     
1
 http://www.csee.umbc.edu/~finin/home/heilmeyerCatechism.html 
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practice? streams from sensing devices rather than by utilising loosely 
coupled services providing interoperable information from 
virtualised objects. Although the information processing is 
technology agnostic current solutions are dependent on the 
technologies used for capturing the information. This constraint 
limits the application area of current activity recognition systems 
to pervasive environments that are capable to operate on the 
suitable technology stack only.  
Current probability-based activity recognition techniques require 
training phases to collect statistical data before they can be 
applied. Since those trained models are created “by example” they 
are not transferrable to use cases with different context parameters 
by default which makes such models hard to use in scenarios in 
which physical context of mobile users is to be observed. 
Current ontology-based context information approaches suffer 
from the inability to model temporal aspects in the ontology 
models. This makes it hard to reason about context adaptations 
that change over time and to get more insights out of the context 
change. A contribution to object virtualisation formalised in 
ontologies has been made in [6] and [2]. 
 
What's new in your approach 
and why do you think it will 
be successful? 
One novelty in our approach for Activity Recognition is to use 
ontology-based context information models for the setup and 
adaptation of HMM-based recognition systems. This allows use of 
HMM-based recognition in scenarios for which no statistical data 
is available for. The other novelty is to make a recognition 
approach interoperable with the IoT ARM allows a wider usage 
area for applications of the recognition system. This contributes 
especially to scenarios with mobile users that move across 
pervasive systems.  
Who cares? If the proposed system is successful it will be especially helpful 
for users travelling to new places very often. Even though no 
statistics are available for the user at the new place a probabilistic 
recognition model can be created that is optimised based on 
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shared ontological context information.  
 
If you're successful, what 
difference will it make? 
The recognition models required for the system do not require 
training phases like other HMM based recognisers; they will work 
with optimised detection rate in cases where an to-this-work 
compliant ontology-based context information model is available. 
Even for users that have never been at a certain location before, 
the activity recognition system will work reliable there without 
having collected personalised statistical data for this user being at 
that location before. The Current probability-based recognisers  
What are the risks and the 
payoffs? 
A risk of the approach proposed in this thesis is that the 
underlying IoT system does not operate reliable enough, meaning 
that the IoT does not emit enough events which are needed to 
update the context information in time so that the context models 
are not able to reflect the changes in the real word in users’ 
vicinity.  
Another risk is about the domain-specific information models that 
need to be created manually by skilled engineers. For each human 
activity to be observed domain-specific models need to be 
specified according to the domain-agnostic context information 
model proposed in this work. By utilising a standardised IoT 
infrastructure [4][5] that serves a large variety of applications the 
risk was reduced to build a vertical solution that only serves the 
application for activity recognition.  
 
How much will it cost? 
How long will it take? 
 
 
The cost to develop an activity recognition system according to 
the specification proposed in this work I estimate with one person 
month. This estimation does not include the building of the 
underlying IoT infrastructure; this is assumed to be available 
already. The effort needs to be spent for creating the domain- and 
scenario-specific context information models that should reflect 
real-use cases as close as possible. The idea is to model the world 
in a way it concerns a large number of possible users so that the 
effort spent for modelling will pay out for a number of users of the 
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activity recognition system. 
 
What are the midterm and 
final "exams" to check for 
success? 
The midterm exam to check for success of the approach was the 
feasibility study to model three real world example scenarios 
according to the proposed context information model that is 
documented in Chapter 4. 
The final exam to check for success of the proposed approach was 
to run simulations for one real world scenario that includes the 
algorithms for automatic creation of the recognition model. The 
report of the simulations can be found in section Error! 
eference source not found. 
 
2 State of the art  
In this chapter existing works and approaches for activity recognition in general are analysed as 
well as IoT-service architectures together with significant technologies that enable those 
architectures. Assessments are given how far the existing solutions can be applied to activity 
recognition in pervasive systems supported by IoT service architectures. From this chapter 
fundamental requirements have been collected that have been guided the specification and 
development of the proposed system.  
 
2.1 State of the art in Activity Recognition 
Activity recognition is a discipline in the research field of context-awareness that has gained a lot 
of attention over the last years. Bettini et al have been evaluating the most significant works in 
that they have published in [7]. In this chapter the works presented there and in other literature are 
analysed and evaluated regarding their potential to be solutions for this work. This section starts 
with a collection of requirements analysed by Bettini et al. that are typical for context 
management systems: 
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2.1.1 Requirements for context models and their context management 
systems 
Based on experiences with previously developed context management systems for a variety of 
application domains a set of requirements has been defined as presented in [7] for context 
modelling and reasoning techniques.  
2.1.1.1 Heterogeneity and mobility 
Context information models need to handle a large variety of context information from sensed 
information of rather raw data retrieved from sensors up to complex information that has been 
interpreted by sophisticated reasoning techniques or that has been entered by human users or that 
have been obtained from databases or digital libraries. Context information retrieved from mobile 
sensors adds the challenge of changing environment to the context management system in real 
time.  
This requirement is addressed by choosing an IoT ARM-compliant pervasive system as source of 
context information. Such systems support mobility and heterogeneity. 
2.1.1.2 Relationships and dependencies 
Context information facts and entities are often in relationship to each other, the dependency 
relationship is one example. For such use cases it needs to be assured that one piece of context 
information gets updated once the dependent information has changed. 
To address this requirement the context information model needs to be supplied with logic 
operators expressing relationships of facts and entities. Since context information arrives as event 
notification from the underlying IoT system an appropriate complex event processing capability is 
required for this work.   
2.1.1.3 Timeliness 
Context-aware applications need to be able to distinguish between past, present, and future states 
in order make prognosis based on context history. 
Following this requirement the system needs to provide reasoning about the temporal dimension 
and so the context model needs to be provided by the necessary operators. 
2.1.1.4 Imperfection 
Context information can be imperfect due to its dynamic and heterogeneous nature. The context 
information can be conflicting with other information retrieved from other sources.  
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To address this requirement the system needs to be able to check consistency of context 
information modelled Description Logic as provided by the IoT system. 
2.1.1.5 Reasoning 
Reasoning techniques are required to derive new context facts from existing context facts as well 
as for inferring high-level context abstractions that model real world situations. Due to possible 
imperfection of information the context modelling technique shall support consistency 
verification. 
The proposed system needs to be capable to reason over all available context facts about virtual 
objects, spatial context, temporal context and additional ontology-based information to infer new 
facts as higher-level context abstraction. 
2.1.1.6 Usability of modelling formalisms 
Designers should be able to model real world concepts easily with the constructs of the context 
model. Those models are then used by the context management system to manipulate context 
information at runtime. 
This work makes use of information models and techniques that have been published and 
documented already that allows adapting those models to real world scenarios. 
2.1.1.7 Efficient context provisioning 
Large models and a big amount of available information require efficient access to context 
information by selecting information about the relevant objects only. Commonly used are access 
paths through typically indexed context information.  
IoT ARM-compliant systems addressing this requirement since it is also typical for the IoT. 
Publish-Subscribe services allow a very selective use of context information. A similar approach 
has to be taken when secondary context need to access primary context. 
In the following existing works are presented that have been evaluated by Bettini et al. against the 
requirements listed before. The outcome was that none of the existing works were able to fulfil all 
of the requirements. 
2.1.2 Object-role based models of context information 
The Context Modelling Language (CML), which was described in a preliminary form by 
Henricksen et al. in 2002 [8] as extension to the Object-Role Modeling (ORM) introduced 
by Halpin in [9] contains constructs for: 
 capturing heterogeneous information of different classes and sources of context 
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facts, e.g., static, sensed, derived, and user-supplied (‘‘profiled’’) information;  
 dealing with imperfect information by capturing quality meta data and 
‘‘alternatives’’ for marking conflicting assertions (such as conflicting location 
reports from multiple sensors) [10];  
 capturing dependencies between context fact types; and  
 capturing histories for certain fact types and constraints on those histories. 
The most significant contribution of Henricksen et al. is a grammar for formulating high-
level abstractions of context to “situations”.  
Henrickson grammar for situations: 
Situations are defined as named logical expressions of the form  
S (v 1 , . . . , v n ) : φ , where  
S is the name of the high-level context abstraction,  
v 1 to v n are variables, and  
φ is a logical expression in which the free variables correspond to the set {v 1 , . . . , v n } .  
The logical expression combines any number of basic expressions using the logical connectives,  
and, or and not, and special forms of the universal and existential quantifiers. The permitted 
basic expressions are either equalities/inequalities or assertions. High-level context abstractions 
can be incrementally combined to form more complex logical expressions. Examples and further 
information can be found in [11]. 
This definition is a good candidate to be applied in this work as suitable model for real world 
situations. 
Bettini et al. evaluated in [7] that CML supports various stages of the software development 
process for context aware applications.  The relational representation together with the grammar 
for formulating situations allows queries for analysing context information during runtime 
according to requirements defined at design time. This capability of CML is desired for this work 
as to address the requirements heterogeneity and usability of context information. 
In [7] the rather flat information model of CML has been classified as drawback that does not 
allow modelling of hierarchical structures of context information. Thus it is not possible in CML 
to order context information according their importance for the application. As Bettini et al. 
suggested, this work follows a path to build an hybrid context modelling framework that does 
allow specification of hierarchical context models. This decision is supported by the conclusion 
Henricksen made in [12] that a hybrid approach contributes to interoperability. 
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2.1.3 Spatial models of context information 
Dey stated in his work [13] that space can be seen as a central aspect of context entities: ‘‘An 
entity is a person, place or object that is considered relevant to the interaction between a user and 
an application, including the user and applications themselves’’. Dey analysed that the spatial 
dimension plays an important role in context models what has been considered in this work too. 
The context model developed for this work follows the approach outlined in [7] in which the 
physical location described in the context information can be either the location of the real world 
entities or the location of the sensors measuring the context information. This allows position 
management systems to retrieve the spatial context information of entities from the observations 
of sensors.  
The context model proposed in this thesis supports mappings from geometric coordinates (for 
longitude, latitude and altitude) to symbolic coordinates being of interest for users, like rooms and 
other places of interest. 
As pointed out in [7] the spatial relations cannot be reasoned from symbolic coordinates without 
explicitly providing spatial relations among symbolic coordinates, what can be done with 
geometric coordinates without additional information. The context model applied in this work 
addressed that requirement by supporting specification of explicit relationships between symbolic 
coordinates. 
The context model developed for this work is aligned with the work by Frank that structures 
context information along five tiers with different concerns [14]:  
Tier Concern Constraint Fit to approach 
0 achieve 
physical 
reality 
For every real world property 
there is one single value for a 
given point in time and space. 
This is addressed by 
retrieving information from 
the IoT that observes the 
real world environment 
1 handle 
accuracy of 
observations 
Observations are functionally 
mapped to facts taking 
imperfections during measuring of 
the observations into account 
This tier is assumed to be 
addressed on the IoT-layer. 
Only the derived facts will 
be processed further in this 
work. 
2 Achieve 
objective 
reality 
Observations are assigned to 
individual objects by adhering to 
common-sense rules. This 
information can be shared among 
different context aware 
The Context Information 
Model provides the means 
to specify real world objects 
based on characteristic 
properties. The model is not 
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applications since it is not 
dependent on the user. 
application-specific. 
3 Achieve 
Social reality 
The context information is 
evaluated against legal, 
institutional and civil rules 
according to the real world.  
The context information 
model provides the means to 
specify properties describing 
social reality. 
4 Deduct 
knowledge 
The higher-order information 
deducted from information of the 
lower tiers adheres to common 
sense rules.  
The context information 
processing methods applied 
in this work address will not 
violate the constraint. 
Table 1 Five tiers of context information 
Based on the previous overview about tier-levelled context information a tendency to ontology 
based context information model can be seen. A lack of tool support for reasoning over spatial 
relationships as identified by Millard et al. in [15] is no longer the obstacle for applying 
ontologies on Frank’s tier 2. 
According to [16] there are three typical queries about spatial context information that context 
aware systems should be able to support: 
- Position: retrieve the spatial position of an object at a certain time 
- Range: retrieve the objects that are in a spatial range at a certain time 
- Nearest neighbour: retrieve the objects that are closest to the position of a 
specified object 
The system proposed in this work supports those kinds of spatial queries allowing context-aware 
applications in order to retrieve the required information to determine the context of real world 
objects. 
Bettini et al. came to the conclusion that “a spatial organisation of context information may be 
beneficial” … ”even if location is not the primary context for a context-aware application” [7]. 
This work follows this guideline by giving the spatial dimension the highest priority when 
processing context information. A usage scenario was selected that demonstrates the valuable use 
of spatial predicates when the entity of interest moves around in the observed environment.  
The effort necessary for keeping the spatial context information up to date during runtime of the 
context-aware application as requested by Bettini et al. [7] is addressed by applying event-based 
architecture to context information processing. What is assumed in this work is a reliable 
connectivity to the context processing system that assures a continuous delivery of the location-
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update events. A subscription-based approach to spatial context information assures that only the 
context information is processed that is needed for the particular context-aware application. 
2.1.4 Ontology-based models of context information 
Bettini et al. evaluated OWL-DL as the most appropriate schema for modelling context 
information in an expressive way by sufficient support of reasoning tools [7]. The authors 
explicitly mention the ability of ontology-based models to automatically recognise user’s activity 
which is the main capability desired for this work. Following Bettini et al.’s recommendation 
OWL-DL has been chosen as the modelling language for the context information in this work. 
State-of-the-art automated reasoning tools have been selected for applying context information 
processing, such as consistency checking and inference of more abstract context information. 
Ontologies are especially powerful to model information about the sociocultural environment of 
users and user preferences [7] that cannot be captured by spatial and temporal models alone. 
The formal specification and the ability to handle heterogeneous entities makes ontology-based 
models suitable for use in mobile and pervasive environments [7] being the intended deployment 
environment for this work. 
Several ontologies have been proposed to describe context information, such as SOUPA [17], 
CONON [18] and GAIA [19].  
SOUPA and CONON target similar usage scenarios as this work and most of their outcome is 
valuable, but this work aims at re-using an ontology stack that has not been standardised by the 
time SOUPA and CONON were introduced. Especially the latter ontology is too much coupled to 
the technology the framework is implemented on what makes evolvability and interoperability 
difficult. Also GAIA is based on meta-description specifications that are outdated in the 
meanwhile. 
The evaluation provided in [7] highlights the benefits of ontological context information models 
compared to simpler key-value and markup modelling approaches in the abilities  
- to detect inconsistencies in the context information and 
- to automatically derive new knowledge from current context information 
The drawback of the ontology-based context modelling approach is the effort that needs to be 
invested for specifying the ontologies reflecting the real world as close as possible. For this work 
it is assumed that the application specific context information is modelled by a capable knowledge 
engineer beforehand. 
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The lack of temporal aspects that has been identified as another disadvantage of ontological 
models in [7] has been taken care of by introducing an event model and an extra component 
responsible for context information processing based on temporal aspects. Separating temporal 
reasoning from DL-constraint reasoning has been chosen to stick to the proven decidability of 
DL-reasoning which is computationally expensive enough. 
Also to retain decidability concepts for handling fuzziness and uncertainty of context information 
have been kept out if the ontological model proposed in this work as suggested in [7]. The 
performance concerns caused by reasoning tasks raised in the same survey paper have been 
addressed by applying a subscription-based event-driven system architecture proposed in this 
work. Such architectures cope better with complexity and allow context information models that 
are tailored to the minimum necessary for serving the application. 
2.1.5 Comparison and Evaluation 
Requirement Object-role Spatial Ontological 
Heterogeneity  + ~ + 
Mobility ~ + - 
Relationships ~ ~ + 
Timeliness + + - 
Imperfection ~ ~ - 
Reasoning ~ - + 
Usability + ~ ~ 
Efficiency ~ + - 
Table 2 A comparison of context modelling approaches [7] 
As demonstrated in Table 2 none of the context modelling approaches fulfils all the requirements 
analysed before. The approach proposed in this work is an enhancement of the hybrid context 
model presented in section 8 of [7] which overcomes limitations of the single context modelling 
approaches.  
2.1.6 High-level context abstractions 
Bettini et al analysed further that low level contextual cues gathered from raw sensor data are not 
sufficient for modelling human interaction and behaviour [7].  The authors propose the derivation 
of higher-level context information from raw data what they call ‘context reasoning and 
interpretation’. Costa defined [20] situations as “particular states of affairs that are of interest to 
applications”. That generic definition has been adapted to context aware-applications by Bettini et 
al. as “situations are external semantic interpretations of low-level context” [7].  
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The activity recognition system proposed in this thesis is the context-aware application that adapts 
to the change of situations by operating on high-level abstracted situations. In this sense Bettini’s 
definition is applicable for this work and it is also aligned with Henricksen’s grammar for 
situation introduced in section 2.1.2. 
According to Bettini et al. human activity recognition is a domain in which situations are 
recognised automatically [7]. They reviewed a number of works in which human activities, like 
‘sitting’ and ‘lying down are to be recognised based on analysis of video and audio streams. 
Although those works have the same usage scenario as this work in common (activity 
recognition), their frameworks have not been seen as suitable for IoT environments since IoT 
services usually do not provide continuous video and audio streams to loosely coupled service 
users.  
But, inspired by those earlier works the system proposed here follows the approach motivated by 
McCowen at al. as “the whole is greater than the simple sum of the parts” [21]. In that work 
information of different modalities is fused to get higher-order information to recognise meeting-
related activities by observing people. The analysis of meetings “can be considered a case of 
structured observational measurement” whereby the “meeting analysis task is defined as the 
recognition of a continuous, non-overlapping, sequence of lexical entries, analogous to the 
approach taken in speech or continuous gesture recognition.” [21] 
McCowan et al. built a computational framework that analyses meeting activities as a sequence of 
actions through a series of multimodal clues. Their meeting activity V is defined as continuous 
sequence of exclusive events vi taken from the set of N meeting actions: V = {v1, v2,  . . . , vN} .  
Example: 
V = {‘monologue1’, ‘monologue2’, ‘monologue3’, ‘monologue4’, ‘presentation’, ‘white-board’, 
‘discussion’, ‘note-taking’}. 
As the proposed system utilises an event- driven context information system that definition for 
activity fits very well to this work. It needs to be further refined what the elements in the set of 
meeting actions are. By choosing this sequence model an appropriate reasoning model has to be 
selected. 
McCowan et al. have successfully applied Hidden Markov Models (HMMs) as “the most 
successful approaches currently used to model temporal sequences of events” [21]. 
In their approach the fusion of multimodal information happens during setup of multiple HMMs. 
In contrast, for the approach proposed in this work only one HMM is needed for recognition since 
the multimodal information fusion is done before. McCowan et al. referred to this solution as 
early integration, meaning a low-level frame-wise information fusion of data-streams, which is 
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not applicable for this project. Instead, heterogeneous information needs to be fused with the help 
of annotations with meta-data and not with processing raw data. This constraint rules out a lot of 
recent works presented in [21] and [7] that have been applied with success. 
Current approaches using Hidden Markov Models increase the recognition rate significantly, but 
they require an important training period with several examples before they can be applied 
successfully.  This work proposes an approach to shorten this training period. The distributions 
required for this model are generated by the situation and the activity models that have been 
specified by developers of context-aware applications of several use (not only activity 
recognition). 
Bettini et al. see situation models based on formal logics as “error-prone in the domain of context-
aware computing due to incompleteness and ambiguity of contextual cues and information” [7]. 
This work addresses this weakness by providing an information model with well- defined 
semantics in order to avoid ambiguities. The concern about reduced scalability in real world 
applications has been addressed by selecting reasoning methods with reasonable complexity and 
by choosing an event-driven system architecture that emits only that information that is required 
for the scenario.   
For the scope of this work it is of interest how situations relate to each other, for instance, 
knowing which situation can be next to a current situation. This state-machine-like model for 
inter-situation relationships has been proposed in [22]. The use of Allen’s temporal logic [23] for 
modelling situations has been carried forward to this work whereby their Petri net [24] -based 
recognition technique has not. As evaluated before Hidden Markov Models are the better fit to the 
system to be designed. 
2.1.7 Uncertainty of context information 
Bettini et al. furthermore reviewed how current works are able to handle uncertainty of 
information [7] as it was identified as important requirement in section 2.1.1.4. 
Especially for the spatial domain Bettini et al. identified the following metrics for measuring 
uncertainty of location information: 
- Resolution: region the mobile object is in 
- Confidence: probability that mobile object is in the area reported by sensor 
- Freshness: metric to measure the time that has elapsed since the sensor reading 
For this work it is assumed that freshness is handled by a state-of-the art complex event 
processing system. For the temporal reasoning functionality applied in this work it is already 
required to annotate context information with a timestamp describing when the information was 
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exploited. The underlying IoT system this work utilises provides the information needed to 
calculate freshness what has been taken care of in the IoT service model contributed to this work. 
Also for the resolution metric the same assumption is made for this work. The resolution is 
handled by the start-of-the-art spatial reasoner applied for the proposed system. The location 
models of interest for this work are fact-based and so a confident value about an object to be in a 
region is assumed.  
The ability to handle confidence for context predicates as proposed in [25] has been addressed by 
providing QoS parameters to the IoT service model. Since the focus of this work is on activity 
recognition much attention was given to handle confidence by choosing a probabilistic-based 
activity recognition model. Due to limited time taking the confidence for the context predicates 
into account had to be skipped. For simplification all context predicates are treated with maximum 
confidence in this work. 
2.1.8 Reasoning about context information 
Bettini et al. gave an overview about current context reasoning techniques in [7] where they listed 
two main purposes of applying context reasoning: 1.) to improve quality of context, and 2.) to 
infer higher-level context information. The focus of this work is to deduce higher-level context by 
applying different reasoning steps. Following approaches have been analysed in [7]: 
Fuzzy logic: 
Fuzzy logic [26] is a theory for reasoning about imprecise notions to describe subjective contexts. 
According to [7] fuzzy logic suits well when performing multi-sensor fusion of such subjective 
contexts and when potential conflicts between different contexts need to be resolved.  
Those capabilities seem to address the requirements for this work, but the confidence values in 
fuzzy logic do not represent probabilities as desired for the system to be built. The degree of 
membership of a variable being in a set does not really fit to the usage scenario the proposed 
system is built for.  
Probabilistic logic: 
Compared to propositional logic that evaluates to either true of false, probabilities can be assigned 
to logical assertions with this approach, e.g., statement P is true with 30% probability. The logic 
provided by such approach allows expressing rules for deriving higher-level probabilistic context 
by relating lower-level events with each other. According to [27] the reasoning complexity and 
decidability is as good as with propositional logic and appropriate tools are available, but this 
technique has not been selected for the anticipated system since another technique fits better to the 
use case of detecting sequences of events.  
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Bayesian networks: 
To create Bayesian networks the conditional probabilities for transitions between context 
variables need to be given. Bettini et al. evaluated as “particularly efficient …, if the dependencies 
in the joint distribution are sparse” [7] and well suited when combining a large number of 
uncertain information to deduce higher-level context.  
From studying the literature it was not really clear whether Bayesian networks would be well-
suited to the desired application area. To clarify that the author of this thesis made an experiment 
with an example scenario that is documented in section 4.6.1. 
Hidden Markov Models:  
Markov chains are stochastic sequences in which the states are not directly observed, but 
associated with observable evidences [28]. This model seems to be the best fit for this work since 
the activities to be recognised are structured as sequences of context information which can be 
seen as states. As analysed by Bettini et al. these models are suitable for location prediction [7] 
what comes very close to the use case anticipated in this work. Since Hidden Markov Models 
have been selected as the best fitting reasoning technique for deducing higher-level context for 
activities they are described in higher detail in section 2.1.12. 
Dempster-Shafer theory:  
In this mathematical theory of evidence [29] the probability of an event is calculated as degree of 
belief based on the confidence of single pieces of information (evidence). As summarised in [7] 
this theory has been applied successfully in the area of sensor fusion, but it is not the best fit for 
this work. The assumption in this thesis is that events (evidences) are not independent of each 
other as it is the case for Dempster-Shafer applications, but the events rather belong to activities 
that are defined as sequences of particular events. Those sequences determine the dependences of 
events that have to be taken into account for reasoning in the proposed approach. 
2.1.9 Dealing with changing context over time 
Nguyen et al. proposed a novel fixed-lag particle filter that “overcomes the limitation of standard 
Gibbs sampling”[30] addressing the requirement of context aware systems to adapt to changes. 
The limitation of Gibbs sampling is that data processing needs to be restarted for the whole batch 
of data every time new data arrives. For the duration of restart the Gibbs sampler will be offline, 
meaning that no context can be processed for that time. 
As identified by Nguyen et al. it is a remaining challenge for context-aware systems when context 
data is added incrementally over time and the correct number of contexts needs to be discovered 
during runtime. 
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Although the requirement to cope with changes in context also holds for this work, the approach 
proposed by Nguyen et al. (and also the related work listed in [30]) does not fit to the scenario 
anticipated for this work. Their work is more about detecting groups by co-location while 
analysing data of a single modality, like Bluetooth detection. Such classical data mining tasks are 
out of scope of this work. No new knowledge should be learned, only estimated which of the 
predefined contexts is the most likely to happen at a certain time.  
The context parameters in the proposed work are predetermined by the logical predicates that are 
specified in the context information model for the observed use case. The system proposed in this 
work has to be adjusted if other use-case specific context information is added or removed from 
the system. The problem of going offline while the system adapts to the change of context 
information can be addressed on architecture-level. Since the underlying IoT system is very 
scalable another instance of context recognition system can be setup that takes over with the 
updated recognition model. The other instance can then retrieve the same context information 
emitted by the IoT-system. 
2.1.10 Markov Logic Network based Recognition 
In 2007 Liao, Fox, and Kautz proposed a hierarchical activity model in their paper "Hierarchical 
Conditional Random Fields for GPS-based Activity Recognition" [21].  In their work the spatial 
environment is clustered into patches of 10 meters of length and width. Their activity model 
labels a person’s activity whenever she passes through or stays at a 10m patch of the environment.  
It distinguishes two main groups of activities, firstly navigation activities, like walking, driving 
car, and riding bus, and secondly so called significant activities which are typically performed 
while a user stays at a location, such as work, leisure, sleep, visit, drop off / pickup, or when the 
user switches transportation modes, such as getting on/off a bus, or getting in/out of a car. 
Temporal features, such as duration or time of day, and geographic information, such as locations 
of restaurants, stores, and bus stops are also part of their model. Liao’s spatial environment 
models significant places that play a significant role in the activities of a person, such as a 
person’s home and work place, the bus stops and parking lots the person typically uses, the 
friends’ homes, stores the person frequently shops in, and so on.  
The paper states why a Conditional Random Fields (CRFs) [22] inspired approach has been 
chosen for activity modelling instead of Bayesian or hidden Markov model approach: “Our model 
can also reason explicitly about the duration of a stay, for which dynamic models such as standard 
dynamic Bayesian networks or hidden Markov models have only limited support”[21]  
Liao, Fox and Kautz assess that “CRFs are thus especially suitable for classification tasks with 
complex and overlapped attributes or observations.” [21] This capability makes the approach a 
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suitable candidate for this work. The differences are extensions of the spatio-temporal feature 
model they have used in 2007. Their activities are modelled as function of time of the day, 
duration and motion velocity only. 
Sadilek and Kautz applied Markov Logic Networks (MLNs) in [31] for modelling and detecting 
activities and geo-position related events in 2010 motivated by shortcomings of traditional 
processing methods: “Traditional techniques for de-noising GPS data, such as Kalman filtering, 
are of little help, due to the low data rate (1 sample per second) relative to the small amount of 
time required for a player to completely change her speed or direction.” [23] Their work has 
shown that MLNs are applicable for activity recognition: “Our experiments demonstrate that a 
fairly short theory in Markov logic (which follows directly from the rules of the game) coupled 
with automatically learned weights can reliably recognize instances of capture events even at 
times when other approaches largely fail.”[23] Sadilek and Kautz pointed to the direction to go 
towards a realistic activity model, which also contains hard constraints. Those are conditions 
which need to be true in order to reflect reality, for instance a person can only be at one location at 
a given time. Because of such rules, unrealistic conditions can be ruled out during the recognition 
process. All other conditions are possible to appear, but occur more likely than other conditions. 
Therefore the symbiosis of logic and probability is applicable for their work. This thesis also 
follows that approach; in addition it extends the activity model by considering more dimensions. 
In comparison, Sadilek and Kautz’ activities are classified by geo–position and their user 
behaviour model is restricted to a well-defined gaming situation.   
Zhou and others identified the limitations to location information in the works of Liao, Fox and 
Kautz and extended their model with social relationships in [24]. This work investigates how 
social roles influence behaviours during a call. Their activity model is limited to call related 
activities because of the limited events their model can receive from mobile handsets of human 
users. 
In [25] the authors consider Activity Recognition as application of Complex Event Processing 
(CEP). They elaborate that MLN is suitable for CEP, because of its ability to detect incomplete 
simple event streams (short-term activity), erroneous simple events, and inconsistent annotation of 
simple and complex events (long-term activities). The authors state that MLN support validation 
and traceability of recognition results due to the underlying power of FOL. They assessed that 
some issues of MLN-based activity recognition still need to be resolved, like numerical temporal 
constraints, which are essential for mid-term and long-term activities. 
The authors summarised the evolution of activity recognition from explaining the past (what 
happened?) to understanding the present (what is happening now?) and furthermore to predicting 
future activities (what will happen?). The need for such systems is identified in proactive systems 
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that are able to avoid unwanted situations, like hazardous situations. Modern CEP engines enable 
the development of reactive systems which are powerful enough to detect and predict situations 
efficiently. The paper points out that modern business processes imply the need for context 
awareness and situation awareness to be able to react on problems or prevent them from 
happening at all. That work uses social media information as sources for activity recognition and 
the paper defines the term ‘proactive processing of streams’ as pipeline of a) generating streams 
of interesting information out of streams of data (interesting meaning unusual or unexpected) and 
b) generating trend-based analytics out of streams of interesting information. The approach 
presented in this work follows the approach of proactive processing of streams, but extends it to 
IoT resources as source of information. The approach proposed in the paper recommended 
feature-based clustering algorithm [26] for detecting unusual situations. Furthermore the authors 
highlighted the “velocity density estimation“-method presented in [27] as important data mining 
mechanism. 
2.1.11 Event-Condition-Rule based recognition 
The analysis of works in the previous sub-chapters has shown that CEP  [28] is seen as emerging 
research field that contributes to activity recognition. Especially Event-Condition-Action (ECA) 
based CEP is considered as suitable for detecting noteworthy business situations [29]. Events are 
considered as results of actions or state changes of business domain objects. ECA rules are 
defined in Event Processing Languages (EPLs) that are suitable for describing event-processing 
logic understandable to business users. A survey of EPLs is given in [30]. One example for EPL is 
the ETALIS language [31, 32] that provides a query interface to Semantic Web resources which 
allows integration with Semantic Web based context models. Context-based Event Processing 
Systems are of growing interest in the research field of Artificial Intelligence [33]. An approach 
for using CEP as situation manager is given in [34]. 
Open University’s paper [35] highlights that current CEP engines are not able to process Linked 
Data. In order to allow interoperable event processing the Web of Linked Data must be accessible 
for CEP engines. There must be a way to manipulate Linked Data triples from CEP engines. The 
same work identifies a lack of temporal reasoning capabilities in currently available RDF based 
repositories. The reason for hindering interoperability in distributed event-based systems is 
identified in this work [36] as the lack of a formal model of events. This paper presents a formal 
model of events, called Event-Model-F that is based on the foundational ontology DOLCE+DnS 
Ultralite (DUL) and provides comprehensive support to represent time and space, objects and 
persons, as well as mereological
2
, causal, and correlative relationships between events. Their 
                                                     
2
 Mereology “is the theory of parthood relations” according to http://plato.stanford.edu/entries/mereology/ 
Chapter 3.Approach and Methodology 
 
22 
model is modularized in different ontologies and the authors claim the generic event model can be 
easily extended by domain specific ontologies. 
The work that needs to be done is the domain specific definition of events fitting to well-defined 
usage scenarios. 
In [37] the author states that “many complex events can't be used in process management because 
they are not detected in the workflows and the decision makers could not be informed about 
them”. CEP is considered as emerging enabling technology to achieve situational knowledge from 
event clouds (events which are partially ordered). Events are defined as anything that happens in 
real-worlds over space and time. Instances of events are modelled as concrete semantic objects 
describing the event. The paper addresses the potential usage area of event processing in IoT 
domain, although it is formulated more generic as event cloud. Again the interoperability due to 
shared event models is seen as important to enable usage of CEP for all kinds of business 
processes. Current CEP systems are suitable for low-level data-stream processing and deriving 
higher level event information based on time related conclusions. CEP engines still lack in the 
capability of evaluating the logic relationships among entities the event belong to. A suitable 
Entity model needs to be found that supports detecting significant updates to states of an entity as 
reflected as research challenge in [29].  
Integrating semantic reasoning into CEP has recently become a new research field called ‘Stream 
Reasoning’ that lead to the foundation of the “RDF Stream Processing Community Group (RSP)” 
at the World Wide Web Consortium
3
. In there several research organisations collect their works in 
order to align event models and query languages in a widely accepted standard. In [32] the 
following definition was given: 
Stream Reasoning: logical reasoning in real time on gigantic and inevitably noisy data streams in 
order to support the decision process of extremely large numbers of concurrent users. 
Whereby real time processing on a large number of noisy data streams are typical concerns of 
CEP the focus in stream reasoning is on logical reasoning. State of the art logical reasoners build 
upon semantic technologies assume that the underlying knowledge base is rather static or slowly 
evolving. The authors of [32] propose “Stream Reasoning” that allows decision processes based 
on data streams and rich background knowledge.  
                                                     
3
 http://www.w3.org/community/rsp/ 
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Figure 1 Conceptual view on a stream reasoner [32] 
As illustrated in Figure 1 the authors of [32] propose queries that continuously produce answers 
on incoming information streams. The answer produced by the stream reasoner is considered as 
an instantaneous result with a limited time of validity. For this reason, the result has to be 
annotated with a timestamp when it was created.  
The capability of updating information based on new observations is then used to update a belief 
in a decision making system. This capability contributes to the objectives of this work, too. 
The query language “C-SPARQL” proposed  in [33] allows defining “windows” that specify the 
time interval in which the processor analyses the events received on input streams. Since the event 
processor is continuously processing over time without specifying a beginning and an end, it 
needs to be specified when an analysis step needs to be undertaken. The last event received at the 
upper limit of the window will still be taken into account for processing the information received 
during the last window. Events received later are subject to processing when the window closes 
next time. The window concept is an extension to the ordinary query language for RDF[34] that is 
a de-facto standard for querying knowledge bases in Semantic Web nowadays.  
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In contrast to traditional data base systems where different queries are applied on a rather static 
data set, in stream reasoners there are static queries on a dynamic data stream. This approach 
leads to a number of reasoners in case of different (maybe dependent) queries need to be 
answered. That complexity problem is also addressed by the same work proposing the layer of 
cascading reasoners as depicted in Figure 2.  
 
Figure 2 Cascading Reasoners [32] 
Cascading reasoners address the potential problem of incoming data that cannot be processed in 
time because of highly complex reasoning methods. If the reasoning takes more time to execute 
than the rate of incoming data allows the reasoner works unreliable or even crashes because of 
buffer overflows.  The layer proposed in Figure 2 reduces the amount of data by filtering out the 
relevant query results that arrive at much lower frequency as the raw data. After that relatively 
simple but efficient rule-based reasoning methods are applied onto the result stream. Only the 
results of that step are further delegated to more expressive, but more complex DL- or spatio-
temporal reasoners if necessary.  
The cascading reasoners approach contributes well to solve the scalability issues that occur, e.g., 
in the IoT, where a large number of event streams need to be handled.  
Stream reasoning has been applied successfully in the project “BOTTARI” in which static 
information about restaurants in a certain location was combined with dynamic information about 
recommendations gathered from social media streams [35]. That project demonstrates well how 
information coming from multimodal streams can be fused on logic level overcoming the 
limitations of classical CEP and machine learning techniques that are limited to single mode 
information fusion. 
More research effort on stream reasoning is spent on conceptual level by standardising event 
query languages together with reasoners implementing those languages. Example projects include 
CQELS
4
 and INSTANS
5
. Another approach for using semantically annotated events for context 
                                                     
4
 https://code.google.com/p/cqels/ 
5
 http://cse.aalto.fi/en/research/groups/distributed_systems/software/instans/ 
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aware event detection is proposed in [36]. In their work they use a subset of DL for modelling 
background knowledge in order to limit complexity of DL reasoning.  
In [37] a reference architecture for event processing is presented that includes a logical view 
defining the concepts “event emitter”, “event processor” and “event consumer” as well as a 
functional view providing functional components that are essential for event processing in 
general. This work aligned with this reference architecture as much as possible. The event-related 
terminology is used according to the glossary provided by the Event Processing Technical Society 
[38].   
The CEP-architecture proposed in [29] supports a clear separation of concerns between updating 
of business entity states and their state’s monitoring. Their solution takes business entities [38] 
into account that are associated with their own lifecycle. That knowledge that is built in to the 
business entity is taken into account during CEP, but on a different level than event stream 
processing. This approach makes the CEP engine aware of the business entity’s behaviour.  
Currently ECA-based CEP systems pave the way for new applications, like control of Cyber-
Physical Systems [39], reactive social tagging [40], and an intelligent transportation management 
system in Bilbao, Spain [41]. The latter proposes an entire event-driven architecture proposal.  
2.1.12 Hidden Markov Model based Recognition 
 
Chang et al. presented their service evolution framework ‘Situ’ in [39]. Although service 
evolution is not the main objective in this work the approach outlined shows some capabilities 
that might be applicable to activity recognition as well.  
The ‘Situ’ framework [39] has been developed to be applied in pervasive computing systems 
which require capabilities for context and situation awareness. The solution assumes that context 
is maintained by processing sensor information that is the same assumption made in this work.  
‘Situ’ also assumes to be deployed in service oriented architectures as it is the case for this thesis. 
The difference to the approach proposed in this work is the intended use of the framework that 
leads to modifications of the ‘Situ’ framework in order to tailor it to activity recognition. The 
intended use for the ‘Situ’ framework is to adapt a service oriented system to the needs of the 
service users and to help the service developers in adapting their services to user’s intentions. The 
work proposed in this thesis assumes a fixes set of services already deployed and running in the 
system that does not need to change over time.  
The ‘Situ’ framework provides a definitions for situations that reflect the fact that “that context 
value changes are side effects of human actions that are externally observable”[39]. This 
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definition fits very well to the system to be designed since the situations are inferred from 
observable features of RWOs through the IoT. Furthermore ‘Situ’ formalises user’s intentions in 
order to detect changes in user’s desires. This objective is out of scope for this work and will not 
be followed up further. 
What can be taken forward from the ‘Situ’ approach is the use of Hidden Markov Models (HMM) 
for handling uncertain information [28]. Work has been done already for applying HMMs for 
activity classification [40], but that approach is limited to video sequence analysis whereby this 
work requires activity classification based on multimodal information.   
HMMs are very suitable for location prediction [7] based on observation while taking uncertainty 
into account by default. Figure 3 shows the architecture of Hidden Markov Models. X is a 
sequence of states to be recognised (X0, X1, X2, … , XT-1) and O is a sequence of observations that 
can be made by a system (O0, O1, O2, … , OT-1). T is the length of the observation sequence.  
A = 
|
|
𝑎11 𝑎12 …
𝑎12
⋮
𝑎22
⋮
…
𝑎1𝑗  … 𝑎1𝑁
𝑎2𝑗
⋮
…
𝑎2𝑁
⋮
𝑎𝑖1
⋮
𝑎𝑖2
⋮
…
𝑎𝑁1 𝑎𝑁2 …
𝑎𝑖𝑗
⋮
…
𝑎𝑖𝑁
⋮
𝑎𝑁𝑗 … 𝑎𝑁𝑁
|
|
 
A is a matrix of the size N x N specifying the transition probabilities from statet to statet+1  
aij = P(statet=j|statet-1=i)  1 ≤ i,j ≤ N 
with following constraints on aij: 
aij ≥ 0,  ∀i,j 
∑ 𝑎𝑖𝑗
𝑁
𝑗=1
= 1,        ∀𝑖 
B is a matrix of the size N x M specifying the observation probability P(ot | statet) . The states are 
called hidden since they are not directly observable, but the observations are. The states are rather 
Markov Process: 
X0  X1  X2  …  XT-1 
 
Observations:  
A  A  A  A 
O0  O1   O2  …  OT-1 
B  B  B    B 
Figure 3 Hidden Markov Model [50] 
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interpretations of the observations in the sense of “if I observe someone carrying an umbrella I 
believe it is raining”. There is still some uncertainty left whether it is really raining but the 
probability that people carry umbrellas when it rains is high. This conditional probability is 
expressed with B in Figure 3. Additionally there is an initial state distribution:  
𝜋 = [𝜋1 𝜋2 ⋯ 𝜋𝑖 ⋯ 𝜋𝑁], where N is the number of states.  
When applying HMM in activity recognition the objective is then to determine the most likely 
sequence of hidden states based on the sequence of measured observations. The ‘Viterbi 
algorithm’[41] is a well-established [42] technique for calculating the most likely state transition 
sequence. The probability for the state sequence that has k as its final state after t observations is 
calculated like this: 
 
The downside of HMM-based recognition is that the probability distributions for state transition 
probability matrix  A and observation probability matrix B need to be set before the HMM can be 
used for recognition processes. In practice this would mean, an HMM based recogniser need to be 
aware of all the activities that are possible to be recognised and the probability distribution would 
be equal over all activities as long as no statistical data are available.  As it is anticipated for this 
work the activity recogniser should be context sensitive and customised to the user it observes in 
order to take user preferences and user situation into account. But if a method can be found to 
adjust the HMM parameters according to current situations and user preferences, the HMM could 
be configured in a way it is tailored to the user’s behaviour.     
2.2 State of the art in IoT-Service Architectures 
The following section presents the state-of-the-art in service architectures that are designed to 
provide access to IoT-resources through web services enabling activity recognition systems to 
access to IoT data sources. 
In [42, 43] architectures are proposed that provide unified RESTful [44] access to IoT-resources 
by using standard HTTP protocol. Such standard makes the IoT-services provided in the so-called 
Web of Things (WoT) easily accessible by activity recognition systems connected to the Internet. 
The idea connecting web communities and social networks with the WoT is illustrated in [45]. 
Vt,k = P(ot | k)⋅maxx∈S (ax,k⋅Vt-1,x)  
V1,k = P(o1 | k)⋅πk 
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The works listed before provide architectural frameworks on how to deploy and access IoT 
resources, but what are missing in those proposals are suitable data models for the entities in the 
application or business domains.  
Finding suitable domain models is still an ongoing challenge in research world and the matter of 
ongoing and recently finished research projects: 
W3C’s Incubator Group on Semantic Sensor Networks (SSN)6 has introduced an ontology [46] to 
describe sensors and sensor networks. The ontology represents a high-level schema model to 
describe sensor devices, their capabilities, related platform and other related attributes in the 
semantic sensor networks and the sensor web applications. The SSN ontology, however, does not 
include modelling aspects for features of interests, units of measurement and domain knowledge 
that are related to a sensor data and need to be associated with the sensor data to support 
autonomous data communications and efficient reasoning and decision making mechanisms. The 
SSN ontology describes sensor devices, observation and measurement data and the platform 
aspects; however extensions to other components in the IoT domain are not specified in the 
ontology. 
The European project SemSerGrid4Env has developed a service ontology that is used to represent 
sensor web services provided by their sensor grid infrastructure [47]. In this model, web services 
are classified by the datasets they expose. SemSorGrid4Env considers that datasets conform to 
definitions like OGC or GeoJSON. Their service interface is defined according to ISO standard 
19119 specifying service operations together with their parameters. To annotate sensor 
observation values gathered by services with spatio-temporal meta-data, concepts from NASA’s 
SWEET ontology are used. To describe the physical phenomena observed by the sensor service, 
the concepts ‘Property’ and ‘Feature of Interest’ are borrowed from SSN sensor ontology. The 
SemSorGrid4Env Service ontology is suitable to describe sensor services about natural 
phenomena. To be able to describe arbitrary things including human made artefacts, a description 
is needed that is more general than SSN. 
Ontology Web Language for Services (OWL-S) [48] is a minimalistic approach for describing 
semantic web services that has been submitted to W3C. It is a service description framework that 
provides both rich expressive descriptions and well-defined semantics. OWL-S provides the main 
attributes to describe services and their functional attributes. It describes the characteristics of a 
service by using three top-level concepts, namely service profile, service-grounding, and service 
model. The profile part is meant to be published to service repositories. It offers provider 
information, a functional description (inputs and outputs, preconditions and effects), and non-
functional properties such as categorisation and quality rating. The service model part describes 
                                                     
6
 http://www.w3.org/2005/Incubator/ssn/ 
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the service's operation and enables invocation, composition, and monitoring of a service. It 
describes whether the service is atomic or composed of other atomic services. The grounding 
specifies how the service is invoked technically by the service consumer including a network 
address of the service endpoint. It also provides information about data-types used in the 
operations of services. It should be noted that although OWL-S uses  WSDL [49] as its grounding 
mechanism, it is not restricted to WSDL as the only service technology. The OWL-S ontology is 
very flexible to use and thus it is serving as upper ontology for the IoT-adapted service model 
proposed in this work. Discussion and going beyond the current state of the art. 
The analysis elaborated in the sections before, have shown that there is a lack of support of IoT 
service architectures in the de facto standard for Business Process Modelling. Important workflow 
patterns needed for modelling every day human activities are not realisable with this specification. 
An underlying IoT service infrastructure will enable better context and situation aware activity 
recognition systems that allow support of wider business cases in everyday life situations. IoT 
resources need to be instrumented in a way they are addressable and accessible by a suitable 
Business Process Modelling language. 
The analysis of current works shows the road to activity recognition approaches from very 
restrictive assumptions in the situation model to more generic activities on one hand and in the 
refinement of the prediction model detecting the activities on the other hand. There is a 
development from pure probabilistic prediction models to models weighing logic relationships 
with probabilistic features. It has been demonstrated that Conditional Random Fields and Markov 
Logic Networks in general are a promising theoretic framework for activity recognition. That 
framework has been applied to spatio-temporal (location based) classified activities at first and 
then widened to social relationships, but not generalised to use of objects in the internet of things 
domain, where almost any object can be instrumented by human users in order to fulfil a purpose.  
Approaches of activity recognition systems even with proactive capabilities have been proposed 
so far, but they are lacking in real-time capabilities of data-stream mining and the use of IoT 
services as source of context information. Introducing real-time CEP as well as IoT service usage 
will enable more business cases for activities and will pave the way for activity recognition in 
everyday life situations. 
2.3 Summary 
In this chapter several approaches have been analysed that propose solutions to research problems 
identified in this work. 
 
Chapter 3.Approach and Methodology 
 
30 
Existing techniques for activity recognition have been studied in this chapter to estimate their 
applicability in an event-driven IoT Service architecture. Literature review on context modelling 
and reasoning techniques have revealed a number of requirements a context aware system needs 
to fulfil (section 2.1.1). Some of those requirements, like heterogeneity and mobility, are 
addressed by selecting an IoT ARM-conform IoT service platform as underlying infrastructure for 
the context reasoning system. Following the requirement for heterogeneity a context information 
model has been developed that utilises IoT Services. This context information model virtualises 
real world objects and makes their properties available as facts. The ontology-based model is 
documented in section Error! Reference source not found.. 
Additionally to the consistency-checking of information about virtual objects, the need for spatial 
and temporal reasoning has been identified to infer higher order context information. Existing 
works are available that can be applied in the proposed system. 
After literature review, modelling of activities as sequence of events (of context information) has 
been selected as best fit to this work. For sequences of events the Hidden Markov Model (HMM) 
- based recognition technique has been identified as most promising approach. 
So, the proposed system will is going to be a hybrid of ontology-based and HMM-based context 
information model and techniques. This is in-line with the recommendation given by Bettini et 
al.[7]  
3 Approach and Methodology 
This chapter gives an overview about the approach taken to address the research problems 
introduced in chapter 1.  It describes how the research problem was broken down into sub-
problems that had to be tackled to address the research objectives. The chapter is structured by 
analysing typical IoT services we have classified [3] after analysing use cases for IoT service 
architectures. The IoT services are the source of information that the anticipated system makes 
use of.  
Later in this chapter it will be shown how the requirements collected from literature review in 
previous chapter will be addressed. It is described what kind of context information will be 
modelled and how context/activity detection will be approached. 
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Following the waterfall model
7
 the system design will be created from the requirements collected 
in section 2.1.1. . From the system design the system architecture will be derived that describes 
the structure and the behaviour of the activity recognition engine proposed in this work. 
Based on the given approaches the system specification is given that is then further refined in the 
system architecture that describes the structure and the behaviour of the activity recognition 
engine proposed in this work.  
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 https://en.wikipedia.org/wiki/Waterfall_model 
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3.1 IoT services 
The approach for IoT services used in this work is the same as developed for the Architectural 
Reference Model (ARM) for the IoT [5]. The ARM provides the Domain Model for the IoT 
depicted in Figure 4 that specifies the key concepts for IoT scenarios.  
 
Figure 4 IoT Domain Model [5] 
The domain model explains that the “Services” utilised by “Users” are associated to “Virtual 
Entities” rather than devices like “Sensors”. This is important to know since those services do 
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provide information about real world objects that are observed by sensors. This means that the 
information collected by a sensor monitoring an object in the real world. The sensor observation 
exposed through the service is context information about the real world object the sensor is 
monitoring. This modelling approach contributes to heterogeneity of IoT services as required for 
this work (section 2.1.1.1) 
In this work we follow the terminology of the ARM’s Domain Model by naming Virtual Entities 
(VE) as the digital representations of Physical Entities (PE) which are the physical real world 
objects connected to the IoT. According to that reference architecture IoT services are services 
that enable interactions with the real world. In [3] we classified IoT services along the 
relationship with the Physical Entity (see Table 3).  
Low level service The low level services make the capabilities of the devices or the 
resources accessible to entity services or integrated services 
Resource service Resource services provide the observation the resource is capable to 
make or to provide the actions a resource is capable to execute 
“Entity”-Service Entity services are the heart of IoT systems. These are the services 
provided by the entities and they are, but not necessarily, compositions 
of low-level services.  
Integrated service Services that work with “Entities”, they usually work with Entity 
services and compose them with non-IoT services. 
Table 3 Classification of IoT services based on relationship with the Entity[3] 
The ‘low level services’ providing device capabilities to ‘Resources’ are out of scope for this 
work since they are rather device specific. The ‘resource services’ contribute to device abstraction 
by providing observations that are annotated in a unified format. The service model that belongs 
to this sort of services provides descriptions for observations and measurements according to SSN 
ontology as depicted in Figure 5. This model is an extension to the service model we published in 
[2] that additionally incorporates the ‘ServiceEndpoint’ providing technical details about invoking 
the service. 
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Figure 5 Resource Service Model 
Figure 6 shows an example for a Resource Service providing temperature information annotated 
as “qu:temperature”, a property borrowed from Quantity Kinds and Units ontology8. That 
ontology is an approach to standardise units of measurements for physical properties mainly in the 
meteorological domain. Given the fact that this ontology is known to the user of that service he or 
she knows how to interpret the information provided by that service. The provided temperature 
information is no more raw data as provided by the Sensor and so the resource service abstracts 
from the device specific data models.  
 
Figure 6 Resource Service example 
                                                     
8
 http://www.w3.org/2005/Incubator/ssn/ssnx/qu/qu-rec20.html 
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The example in Figure 6 omits the actual Resource that is exposed by the service. In this example 
the Resource is hosted on a device that is attached to a crate carrying oranges. Since the Sensor 
device measures the temperature in its vicinity the observation area is given by the location the 
crate is stored (depicted as “ShelfLot1” in Figure 6). It is important to mention that the 
observation area of a Resource Service is not necessarily identical to the actual location of the 
Device hosting the Resource. For instance cameras are Devices that have an observation area 
different to their own location (Figure 7). 
 
Figure 7 Observation Area 
In this work we focus on Entity services as defined in Table 3 that provide information about 
DomainAttributes as defined in the Entity Model presented in Figure 9. An Entity in the Entity 
Model is equivalent to the “Virtual Entity” that is shown in the IoT Domain Model presented in 
Figure 4. The Entity Model is an institute internal joint work published in [2]. The Entity Service 
Model (ESM) presented in Figure 8 was designed to describe several operations on 
DomainAttributes of VEs. For entity services providing information about DomainAttibutes the 
appropriate attribute value is provided as EntityOutput, and for services modifying values of 
DomainAttributes the attribute value is given as EntityInput. Conditions on DomainAttributes can 
be specified as preconditions and effects with the ESM. Those parameters determine which 
conditions need to be met before a service can be invoked or what conditions apply after the 
service completed, respectively. 
Camera
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Figure 8 Entity Service Model 
As depicted in Figure 9 each (Virtual) Entity is characterised by DomainAttributes that capture 
physical attributes of PEs other than spatial and temporal features that each VE has anyways.  
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Figure 9 Entity Model [2] 
In Figure 10 an example is given for an entity information service named 
“Pallet123getTempService” that provides information about the DomainAttribute 
“hasTemperature” of the VE called “Pallet123”.   
 
Figure 10 Entity information service example 
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An actuation service “Pallet123setTempService” is provided on the same VE “Pallet123” that 
controls the value of DomainAttribute “hasTemperatue” to 12°Celsius. This target temperature 
value is set as Effect in the example depicted in Figure 11. To express that action is only required 
if the temperature is different to 12 degrees, the Precondition was set to ≠12°Celsius. How the 
temperature will be achieved is not of the user’s concern, the internal service logic will take care 
for achieving the target temperature. 
 
Figure 11 Entity actuation service example 
The entity processing service example shown in Figure 12 calculates a value for the 
DomainAttribute “hasCondition” on the VE “Pallet123” that is calculated based on the 
temperature and the humidity of the same VE. How the condition will be calculated is not of the 
user’s concern; the internal service logic will take care for this. 
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Figure 12 Entity processing service example 
How the service is invoked technically is specified in the ESM, too. Each entity service needs to 
provide a service endpoint that can be accessed by service consumers, who can be either human 
users or other services. For entity services we have chosen the RESTful approach [43] that 
follows the CRUD paradigm : 
 Create: creates a DA in case an appropriate capability becomes available 
 Read: returns the current value of the DA (either as one-shot query or as subscription) 
 Update: sets the value of a DA 
 Delete: in case an IoT device that is able to measure the DA becomes unavailable 
The RESTful services presented above are reflected in the ESM as “RESTmethods” (see Figure 
8). An example for READ methods is given in the entity information service 
“Pallet123getTempService” shown in Figure 10. The UPDATE method has been applied to the 
entity actuation service example “Pallet123setTempService” in Figure 11. 
This section gave an introduction on how the IoT services are described so that they can be 
utilised by the context-aware activity recognition system. Essentially the IoT services provide 
context information about properties of virtualised objects in a standardised ontology-based 
format abstracting from technology-specifics of the underlying sensor hard- and software. The 
context information provided by those services is assumed to be processed regarding low-level 
quality parameters such as accuracy, noise and precision.  
 
-  
Entity Service Model
Entity Model
Pallet123ConditionService
Pallet123.hasTemperature
Pallet123.hasHumidity
logistics:Pallet123
Pallet123observation
hasServiceSchedule
OrangesPallet123restSE
endpointHost: {somehost}
endpointPath: {somepath}
endpointPort: 4435
endpointType: HTTP
endpointDescription: {descURL}
UPDATE
supportsMethod
Pallet123.hasCondition
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3.2 Location based services 
As indicated by Bettini et al in [7] the location of RWOs plays and important role in context-
aware systems.. By utilising IoT services as specified in section 3.1 the location of a VE can be 
retrieved either , by geo-positions (longitude and latitude) or by descriptors in ontology-based 
location models like GeoNames
9
 that provides an ontology for, e.g., countries, cities and 
mountains. In case ontology-based information is provided about the VE’s location the spatial 
reasoning based on geo position and region can be skipped. The information is provided on 
higher-level context already. 
 
3.3 Other Services 
So far we looked at services that can be provided by the IoT due to the ability of capturing 
observable features of PEs and spatio-temporal attributes provided by Entity Services. 
Furthermore one can think of services that are immanent to the nature of RWOs.  A meeting room 
- RWO, for instance, could offer the service to host meetings. Such service would take some 
parameters to specify the meeting further, e.g., date, name, organiser, invited attendees, and so on. 
Since those services are highly domain-specific they are not easy to standardise due to the variety 
of objects and usage for potential service consumers.  
In this work an approach is proposed that makes use of IoT services only that capture observable 
parameters of VEs. The approach includes the observation of Domain Attributes over time in 
order to detect changes in the state of VEs. Those states are used to specify context as explained 
in the next section. 
3.4 Context awareness 
The activity recognition system needs to be context-aware in order to detect the most appropriate 
activity currently going on in the user’s vicinity. As mentioned in chapter 1 already the system’s 
source for up-to-date information about the user’s environment is the IoT. The system needs to 
rely on the information provided by the services described in the section 3.1. That means the 
user’s current context is mainly described by the properties  of RWOs in his vicinity. According 
to the requirements collected in section 2.1.1 it  is essential to capture dynamic changes on the 
                                                     
9
 http://www.geonames.org/ 
Chapter 3.Approach and Methodology 
 
41 
RWOs in the user’s vicinity over time and to give those changes a meaning in relation to user’s 
activities. Higher-order context will be derived from ontology-based, time-based and probability-
based context information model.  
3.4.1 Ontology-based context information model 
As explained in section 3.1 the ‘real-world’ considered in this work is made up of RWOs which 
are characterised by their own properties that classify and distinguish them. To achieve context 
awareness it is necessary to capture how the relationships between RWOs are established. As 
mentioned in section Error! Reference source not found. it is important to specify the 
elationships between RWOs for modelling the environmental context. Figure 13 shows the 
relationship “property_x” between “RWO_A” and “RWO_B”. Whereby the properties that are 
immanent to the RWOs, like properties “property_a”, “property_b”, and “property_c” appearing 
in Figure 13, can be observed by IoT services, the property linking the RWOs together is not so 
easily observable. In this work it is assumed that those inter-object relationships are predefined by 
domain experts. The domain experts provide a suitable real world knowledge (RWK) model and 
make available to the system through a knowledge base.  
 
Figure 13 Relationship between two RWOs 
The RWK model used in this work uses triples for modelling relationships between RWOs. The 
triple is made of {RWO, property, RWO}. Properties between RWOs can be of the same sort or 
of different sorts. 
 
Figure 14 Different properties between RWOs 
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In Figure 14 the ”RWO_A” is shown with two properties of sort ”property_x” and one property of 
sort ”property_y”. The number of property-relationships of one sort is called cardinality in the 
knowledge modelling. In the aforementioned example the cardinality of ”property_x” is 2, and the 
cardinality of ‘property_y’ is 1. To make the RWK model more accurate it is important to specify 
cardinalities. For instance, the RWO “Meeting” is an object involving more than one participant, 
depicted as “Alice”, “Bob”, and “Chris" in Figure 15. 
 
Figure 15 Meeting Object with three Participants 
Intuitively one can say a ‘Meeting’ does require at least two participants to let it happen. Thus in 
the knowledge model it should be possible to define conditions on cardinalities of object 
properties, such as: at least one, or equal to three. The DL framework provides such 
expressiveness and is therefore used in this work for modelling high-level context abstractions 
according to Henricksen’s grammar for situations[8]. . 
In real life the properties of RWOs can change over time. In the meeting example mentioned 
before “Chris” could have joined the meeting a little later after “Alice” and “Bob”. The RWO 
”Meeting” was in a different state before “Chris” joined it. 
 
Figure 16 RWOs change over time 
Figure 16 shows that the state of RWOs can change over time. This is not only the case for 
abstract constructions, like meetings. Also physical RWOs, like groceries, change their state 
relatively quickly over time from “fresh” to “off”. Since different states of RWOs are of different 
interest for potential users (e.g., “new” versus “used”, “available” versus “occupied”, etc.) there 
are applications foreseen that observe current states of RWOs. This current state of RWO at a 
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certain time in a certain scope in the real world are used as Henricksen’s context variables for 
situations [8] in this work. 
By using ontology-based location information the spatial context information can be used as 
context variable for modelling high-level Henrickson situations[8].  
The class “Situation” is a generic concept defined in the context information model that is 
domain-agnostic, but domain-specific situation models can be derived from that super class in the 
following way. 
Let the RWO ‘M25’ be a road segment on a motorway which current status ‘Situation_M25’ can 
be classified into two situations: ‘Traffic Jam’ and ‘Clear’. The scope of the situation in this case 
is the road segment ‘M25’. The two situations are specified in DL like this: 
 
The first definition says that the road segment ’M25’ is considered in traffic jam if there are more 
than 5000 cars on this segment and their average speed is less than 50km/h. According to the 
second definition the road segment is considered to be clear if it is not classified as traffic jam. 
 
Figure 17 Situations Example 
The example definitions for “traffic jam” and “clear road” can be seen as templates for situations 
that have to be evaluated by situation observers at certain points in time. If the definitions are 
generalised to any road segment the conditions on the properties can be applied to any RWO of 
type “RoadSegment”. 
1.) TrafficJam_M25 ≡ ∃M25.carCount(>5000) ⋀ ∃M25.carSpeed(<50) 
2.) Clear_M25 ≡ ¬Traffic_Jam_M25 
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3.4.2 Time-based context information model 
Situations can be defined based on properties of physical RWOs, but also based on events that 
happen in the ‘real world’. According to the EPTS glossary [38] events can be “anything that 
happens, or is contemplated as happening”. According to the requirements collected in section 
2.1.1 it is important to realise when and how RWO properties have changed. With the change of 
an observed RWO property the situation changes, too.  Such situation change should emit an 
event as illustrated in Figure 18 
 
Figure 18 Situation Change Event 
In the M25-example this would mean, the situation of ‘M25’ would change from ‘Clear_M25’ to 
‘TrafficJam_M25’. The direction of change does matter here. A change from ‘TrafficJam_25’ to 
‘Clear_M25’ is a different event. 
Determination of such event requires processing steps that analyse the timestamps at which the 
events occurred. This processing is different to the CEP method that takes only one data stream 
into account since the processing here can only happen after the events have been deduced by 
stream reasoning as explained in section 2.1.11.  
The event model to be applied needs to distinguish in which order the events have occurred. 
Figure 19 shows two different events for situation changes: 
‘Ev_AB’: change from ‘Sit_A’ to ‘Sit_B’ 
‘Ev_BA’: change from ‘Sit_B’ to ‘Sit_A’ 
 
Figure 19 Frequent Situation Changes 
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For the determination of these two events the timestamps are compared when situations ‘Sit_A’ 
and ‘Sit_B’ were observed. Event ‘Ev_AB’ is recognised if ‘Sit_A’was detected before ‘Sit_B’ 
and event ‘Ev_BA’ is recognised in the opposite case as illustrated in Figure 19. 
Ev_AB := Time(Sit_A) < Time(Sit_B) 
Ev_BA := Time(Sit_B) < Time(Sit_A) 
Also frequent changes of situations can be given a meaning in the event model to be developed. 
One can think of, e.g., a faulty device that detects frequent changes between two situations over a 
period of time indicating an unstable state of a situation.  
By introducing the temporal dimension into the situation model, more complex RWK can be 
expressed. There can be modelled higher order situations that are built based on the timely 
occurrence of other situations. Complex situations describing a sequential order of atomic 
situations are different from complex situations that are composed of atomic situations happening 
at the same time in parallel. 
 
Figure 20 Concurrency of Situations 
Figure 20 depicts three types of occurrence of two situations ‘Sit_A’ and ‘Sit_B’. The event 
‘Ev_AbeforeB’ models an event that captures the case ‘Sit_A’ is observed before ‘Sit_B’ 
happens, ‘Ev_BwhileA’ describes the event when ‘Sit_B’ is observed while ‘Sit_A’ is happening 
as well, and ‘Ev_AandB’ states that ‘Sit_A’ and ‘Sit_B’ happen exactly at the same time meaning 
both situations start and finish at the same time whereas in the while case ‘Sit_A’ started earlier 
and/or finishes later than ‘Sit_B’. The operators used here are following James F. Allen’s interval 
algebra [44]. 
3.4.3 Probability-based context information model 
According to the outcome of state-of-the-art analysis a Hidden Markov Model (HMM) -based 
activity detection mechanism has been selected as the most appropriate techniques to be applied 
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in this work. To set the scope of the activity detection-functionality following assumptions are 
made: 
It is assumed that there are relationships between services and activities meaning there is always 
an activity assigned to a service. This assumption has been derived from the ‘Situ’ framework 
[39] in which the user’s intention is determined by the usage of services. Similar to ‘Situ’ the 
approach proposed in this thesis does not only assign a user goal to each service, but an activity 
that is made of a sequence of context variables defined as situations.  
By inferring the situation a system user under observation is currently in, the activity is detected 
with a certain likelihood based on an HMM model that is created based on all services that are 
currently deployed on behalf of the user under observation. The HMM model is updated with new 
evidence every time a new situation was observed. This new evidence leads to a change in the 
likelihood of the activities to be detected and so it contributes to disambiguate between activities 
that share the same situations. The activities to which the new situation contributes are ranked 
higher than the ones that are not affected by the new situation. The highest ranked activity is 
believed to be the activity the user is currently involved in. A detailed description about the 
activity recognition method is given in Chapter 5. 
3.5 System requirements  
This section lists a number of requirements the projected system needs to meet in order to address 
the research objectives that have been outlined in chapter 1. These requirements have been 
collected from the state-of-the-art in context-aware systems as presented in section 2.1.1. The 
requirements have been further refined to meet the use case of the proposed activity recognition 
system. As usual in software engineering [45] the requirements are classified as either functional 
requirements that demand certain functionalities the system needs to provide or non-functional 
requirements that express a demand for certain qualities of the system to be designed such as 
scalability and extensibility. The identified requirements are listed in Table 4 together with a 
textual description and a success criterion that is used for evaluation. In section 6.2.4 it is analysed 
whether or not the proposed can meet the requirement identified in this section.   
ID  TYPE DESCRIPTION Success criterion 
SL-F-1 
from 
2.1.1.1 
Functional 
Requirement 
To address heterogeneity the 
system must offer a domain-
agnostic context modelling 
framework. 
The context information model 
provided allows modelling of 
context-aware applications of 
different application domains. 
SL-F-2 Functional To support mobility the system The system is able to recognise the 
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ID  TYPE DESCRIPTION Success criterion 
from 
2.1.1.1 
Requirement must detect autonomously 
when the observed user 
changes its location. 
activity of the observed user even 
though the user is changing its 
location. 
SL-F-3 
from 
2.1.1.2 
Functional 
Requirement 
To model the relationships and 
dependencies between context 
elements the system shall be 
able to handle ontology-based 
context information. 
The system provides an ontology-
based context information model 
and a component that is able to 
process such information. 
SL-F-4 
from 
2.1.1.3 
Functional 
Requirement 
To address timeliness the 
context information model 
shall be able to specify 
temporal aspects. 
The context information model 
provides operators to express 
temporal relationships between 
context variables. The system is 
able to infer high-level context 
from processing context 
information in a temporal 
dimension. 
SL-F-5 
from 
2.1.1.4 
Functional 
Requirement 
To address imperfection the 
system shall be able to detect 
inconsistencies in context 
information.  
The context information model 
together with the information 
processing component provides 
techniques to detect 
inconsistencies. 
SL-F-6 
from 
2.1.1.5 
Functional 
Requirement 
The system envisioned system 
shall provide reasoning 
techniques to infer high-level 
context information.  
The system includes reasoning 
components that infer high-level 
context from context variables. 
SL-NF-1 
from 
2.1.1.6 
Non-
Functional 
Requirement 
Developers should be able to 
create applications based on 
domain-specific extensions of 
the context information model. 
The application-agnostic context 
information model is made 
available to application developers 
allowing them to extend it with 
application-specific models. 
SL-NF-2 
from 
2.1.1.7 
Non-
Functional 
Requirement 
The system shall work 
efficiently to assure activity 
recognition within the time of 
real-life human activities. 
The context information processing 
terminates within the timeframe of 
the application scenario. 
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Table 4 System requirements 
 
3.6 System Use cases 
The system use cases are derived from the requirements listed in section 3.5. Those use cases 
specify the capabilities the system to be developed shall provide to address those requirements 
without telling in detail how to realise the use cases. The use cases are modelled according to the 
UML standard
10
 that is widely used in software engineering. 
What has been analysed in this level of detail are the actors and the boundaries of the system to be 
designed. As shown in Figure 21 there have been identified three sub-systems that are involved in 
the technical use cases. The ‘Internet of Things’ block is the underlying service architecture that 
provides the IoT services and serves as near real time connection to the real world.  Before the 
“Recognition System” is able to guess the activity the observed user is most likely involved in 
another system is required that processes the information provided by the ‘Internet of Things’ 
sub-system. An “Event Processing Network” analogue to the definition given in [37] is 
represented by the actor “Event Processor” that subscribes to IoT services and analyses the 
notifications delivered by the IoT services about changes observed in the real world.  
The actor “Activity Recogniser” is the active system component that is aware of the observable 
activities the “User” can be involved in. It is assumed that specifications for activities are stored in 
the “Recognition System” that are analysed to observable situations. The “Activity Recogniser” 
subscribes to those situations at the “Event Processing Network”.  Furthermore the “Activity 
Recogniser” uses the relationships between activities and situations to configure the activity 
recogniser.  
The functionalities provided by the use cases are detailed further in this chapter by the system 
design and the system architecture.  
                                                     
10
 http://www.omg.org/spec/UML/ 
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Figure 21 System use cases 
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3.7 System design 
Based on the system use cases presented in section 3.6 the system specification depicted in Figure 
22 has been specified that contains the functional groups (FGs) “IoT”, “EPN”, and “Recognition”. 
Each of the FGs contains several functional components (FCs) encapsulating more detailed 
functionalities within their respective FG. 
 
Figure 22 System design 
3.7.1 IoT 
The FG “IoT” contains the information model for the RWOs to capture observable features of the 
real world. As defined in section Error! Reference source not found. the term VE is used to 
escribe the digital representations of RWOs in the IoT. It is assumed that the VE models have 
been created by domain experts beforehand in order to capture relevant knowledge specific to the 
application domain. The FC ‘VE Modelling’ is concerned with the specification of domain-
specific VE models. The “VE Monitoring”-FC is responsible for constantly monitoring the VEs 
of interest for the IoT user. This functionality is assumed to be provided by the underlying IoT 
service infrastructure that provides Entity Services as specified in section 0. The notifications sent 
by those Entity Services are events about changes in the real world. The “VE Event Production”-
FC is responsible for emitting those events that are produced for the FG “EPN” that has 
subscribed to such events beforehand. 
3.7.2 EPN 
The “EPN”-FG is the group that contains most functionalities of the Event Processing Network 
according to the EPTS reference architecture [37]. The event emitter is realised by the “VE Event 
EPN
Event Analysis
Event Consumption
Complex Event 
Detection
Event Reaction
Event Modelling
IoT
VE Monitoring
VE Event 
Production
VE Modelling
Recognition
Activity Modelling
Situation 
Observation
Recogniser 
Configuration
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Production”-FC in the IoT-FG, but the Event Processor and the Event Consumer are part of the 
EPN-FG. The “Event Consumption”-FC acts as the sink for all events emitted from the IoT. Event 
processing is divided into several FCs that are aligned with the EPTS reference architecture [37]. 
The FC “Event Modelling” is concerned with the specification of expected events and event types 
that are domain specific concepts created by domain experts at design time of the system. At 
system runtime the “Event Analysis”-FC is responsible for determining the origin and creation 
time of the consumed event. The production of complex events to situations is provided by the 
“Complex Event Detection”-FC. In there, complex calculations such as spatial, temporal and DL 
reasoning are applied in order to infer real world complex events. The “Event Reaction”-FC is in 
charge of reporting the outcome of the complex event detection to the “Recognition FG” that has 
subscribed to situation changes beforehand.  
3.7.3 Recognition 
The “Recognition”-FG is concerned with the recognition of human activities in which a system 
user can be involved in while in the vicinity of a pervasive system. For this work it is assumed 
that the activities to be recognised have been modelled beforehand by domain experts. The 
“Activity Modelling”-FC is the appropriate repository in which the activity-models are kept. 
Since the “Activity Detection”–FC is dependent on changes in the situational context of the user 
to be observed, a dedicated “Situation Observation”-FC is responsible for collecting the situation 
detected by EPN-FG. In order to increase the detection rate for the activity recognition (the main 
objective of this work) the “Activity Detection”-FC can be configured according to the current 
context of the user. This capability is the responsibility of the “Recogniser Configuration”-FC. 
3.8 System Architecture 
In this section the system specification presented before is further refined into a system 
architecture. The functionalities listed in the system specification are mapped to architectural 
components and the interactions between them are described. Firstly an architecture overview is 
presented followed by a detailed description of each architectural component. 
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Figure 23 System Architecture 
As depicted in Figure 23 the system contains three main building blocks that are aligned with the 
FGs introduced with the system specification in section 3.7. The IoT related functionalities have 
been grouped into the component “VE DA Change Event Emitter” since the main objective of the 
components it contains is to generate events every time a DA of a VE of interest has changed. The 
“DomainAttribute Change Events” are evaluated to “Situation Change Events” by the “Situation 
Change Detector” block. Those events are then used to infer the activity the user is most likely 
involved in by components contained in the “Activity Recogniser” block. All three building 
blocks of the system architecture are described in more detail in the following subsections. 
3.8.1 VE DA Change Event Emitter 
The VE DA Change Detector is composed of the three components depicted in Figure 24. The VE 
Monitor component is the central component in this block that looks up VEs through the “VE 
Repository” and appropriate Entity Services provided by the IoT through the “Entity Service 
Repository”. All three components are described in more detail in the following subsections.  
 
Figure 24 VE DA Change Event Emitter 
3.8.1.1 VE Monitor 
The VE Monitor component provides an interface to subscribe on changes on DAs of VEs. The 
interface tries to find an Entity Service that provides information about the VE that was requested.  
Situation Change Detector
VE DA Change Ev ent Emitter Activ ity Recogniser
Situation Change Event
«flow»
DomainAttribute
Change Event
«flow»
Entity Serv ice RepositoryVE MonitorVE Repository
Virtual Entities Entity Services
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Furthermore this component has access to real world knowledge that is not observable by IoT 
services. This capability allows the enrichment with further real world information based on 
knowledge modelled by external domain experts. 
3.8.1.2 VE Repository 
This repository contains all VEs of the entity types that have been modelled by domain experts to 
capture observable properties of RWOs. It is assumed that each VE known to the IoT is contained 
in this repository and it can be identified by a lookup interface. 
3.8.1.3 Entity Service Repository 
The other repository in this building block contains those IoT Services that are able to provide 
information about those VEs that are known to the VE Repository. There is not necessarily an 
Entity Service for each VE contained in the VE Repository. Only if an IoT Resource is available 
to provide the service endpoint for the respective IoT service the Entity Service can be provided 
for the VE of interest. IoT Resources are expected to become available and unavailable 
unexpectedly. This can have several reasons such as loss of connectivity or loss of energy, but 
those issues are out of scope of this work. 
3.8.2 Situation Change Detector 
The main responsibility of the “Situation Change Detector” block is to estimate whether a 
situation in the real world has changed that concerns the user’s context. The decision making 
process is implemented in the “Situation Monitor” component that uses the three reasoning 
engines “Temporal Reasoner”, “Spatial Reasoner”, and “DL Reasoner” shown in Figure 25. In 
order to determine which DAs of VEs need to be monitored in the IoT the situation definitions 
need to be analysed that are provided by the “Situation Repository” also shown in Figure 25. 
 
Figure 25 Situation Change Detector 
Situation Repository
Spatial ReasonerTemporal Reasoner DL Reasoner
Situation Monitor
Situations
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3.8.2.1 Situation Monitor 
The Situation Monitor is the core component of the “Situation Change Detector” block. The 
observer determines to the situation of interest and it subscribes to the events that are needed to 
infer the situation. 
Additionally this component is able to retrieve real world information that is not observable by 
IoT services. This capability allows the fusion of IoT related information more general real world 
information that has been specified externally to the IoT system. Such external information can be 
served by all sorts of data bases and web services, like social networks and Open Data bases such 
as the European Union Open Data Portal
11
. 
3.8.2.2 Situation Repository 
The Situation repository contains the situation definitions that are made up of observable events 
received from the “VE DA Change Event Emitter” block. It is assumed that the situation 
definitions inside the Situation Repository have been designed according to the situation model by 
domain experts beforehand.  The Situation Observer retrieves those definitions to setup the event 
processing. 
3.8.2.3 Temporal Reasoner 
The Temporal Reasoner analyses the temporal relationships among single events. For determining 
the right situation it does matter in which order the single events were received. This component 
monitors which event occurred before or after or together with another event. 
3.8.2.4 Spatial Reasoner 
The Spatial Reasoner is the component that analyses spatial relationships between the locations 
where events have occurred. Situations are often specific to certain locations so that the system 
needs to find out whether an event occurred within a location of interest or outside.  
3.8.2.5 DL Reasoner 
Another step towards situation inference is done by the DL Reasoner. Its responsibility is to check 
for relationships between DAs of VEs, like ownership or social relationships between owners of 
VEs, Also cardinality restrictions on DAs can be tested with the DL Reasoner. 
                                                     
11
 https://open-data.europa.eu/en/data 
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3.8.3 Activity Recogniser 
The Activity Recogniser group is the main group of this system since it implements the core 
functionality of this work. 
 
Figure 26 Activity Recogniser 
3.8.3.1 Activity Detector 
The Activity Detector is the central component in the Activity Recogniser block. It determines in 
which activity the user is most likely involved in based on the observations made from the real 
world. It is the component that drives the setup of the entire system starting with the retrieval of 
the list of possible activities from the Activity Repository.   
3.8.3.2 Activity Repository 
The Activity Repository contains all activity definitions that have been specified by domain 
experts according to the activity model. It is assumed that activities are modelled as sequence of 
situations that can be observed. The Activity Repository provides an interface to the Activity 
Detector to provide it with the activity definitions. 
3.8.3.3 Recognition Model 
The recognition model allows context aware detection of activities based on observable situations 
of the real world. The model is able to rank several activities that are to be recognised at the same 
time based on the current context. The ranking of activities is made available to the Activity 
Detector that picks the top-ranked activity as the one most-likely appropriate for the user.  
3.8.3.4 Model Updater 
The Model Updater component is responsible for adjusting the Recognition Model after the user 
context has changed. When a situation change was detected more evidence is available that can be 
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Activ ity Repository
Recognition Model
Situation Observ er
build Model
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create
Model
Activities
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used to update the belief about the on-going activity. The Model Updater has the ability to re-
configure the Recognition Model according to the updated situation. 
3.9 System Behaviour 
In this section it is described how the system components interact with each other during runtime 
of the activity recognition process. The system is driven by the Activity Detector that drives the 
setup of the Recognition Model and as well as the subscriptions to the events provided by the 
Situation Monitor and the VE Monitor. The setup instructions as well as the processing of events 
coming from the VEs in the IoT are illustrated in this section. 
3.9.1 Activity Recogniser setup 
As shown in Figure 27 the activity recognition system starts by looking up the activity definitions 
that are available in the “Activity Repository”. For each of the retrieved activity definitions the 
“Situation Detector” analyses what situations need to be monitored in order to detect the 
respective activity. Then for each of the situations of interest a subscription is made at the 
“Situation Observer”. Furthermore the Recognition Model is initialised for each of the activities 
to be detected together with the observable situations belonging to each activity. The “Activity 
Detector” does not have access to the “Recognition Model” directly, but through the “Model 
Updater” that maintains the state of the “Recognition Model”. The model will calculate the 
probabilities for the detection of each activity that is contained in the model. The “Activity 
Detector” then picks the activity with the highest probability as the one most like appropriate for 
the user who is observed.   
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Figure 27 Activity Recogniser setup 
3.9.2 Situation Change Detector setup 
Triggered by the “Situation Observer” in the Activity Recogniser group the Situation Monitor in 
the Situation Change Detector group receives subscriptions for Situation Change Events as 
illustrated in the sequence diagram in Figure 28. The Situation Monitor then looks up the 
“Situation Repository” for definitions of the situations requested in the subscriptions. If suitable 
definitions could be found they are decomposed in to the DA Change Events that need to be 
observed in order to infer that situation. Then the “Situation Monitor” subscribes at the “VE 
Monitor” for the DA Change Events of interest. 
Activity
Recogniser::Activity
Detector
Activity
Recogniser::Activity
Repository
Activity
Recogniser::Situation
Observer
Activity
Recogniser::Recognition
Model
Activity
Recogniser::Model
Updater
loop activ ity
[for each activity]
loop situation
[for each situation]
getAvailableActivities() :Activity[]
analyseActivity() :SituationGraph
subscribeToSituation()
createRecognitionModel(ActivitySituationMap)
create(modelParameters)
detectedActivities(Activity[])
selectMostLikelyActivity() :Activity
Chapter 3.Approach and Methodology 
 
58 
 
Figure 28 Situation Change Detector setup 
3.9.3 VE DA Change Detector setup 
The setup steps for the “VE Monitor” in the “VE Change Detector” group look similar to the 
setup steps in the other two groups. Figure 29 shows that the VE of interest need to be looked up 
in the “VE Registry” to check whether it is known to the IoT.  If the VE of interest could be found 
an Entity Service need to be looked up at the “Entity Service Repository” that provides the 
information about the DA of the VE in question. If so the VE Monitor subscribes to this service in 
order to receive notifications upon changes of the VE’s DA. The emission of the VE DA Change 
Event is also shown in Figure 29. 
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Figure 29 VE DA Change Detector setup 
3.9.4 Situation Change Event processing 
The setup phases described before are just the preparation for the processing of multimodal events 
coming from the ubiquitous IoT. The “Situation Monitor” keeps track about the DA Change 
Events it has subscribed to and how the events need be evaluated in order to infer a situation. The 
situation definitions tell the Situation Monitor which reasoning steps are required to satisfy the 
definition. How this is done in detail is described in chapter 5. For the level of detail used in this 
architecture section it is enough to show in Figure 30 that the “Situation Monitor” calls the 
“Temporal Reasoner”, the “Spatial Reasoner” as well as the “DL Reasoner” to analyse the DA 
Change Event received. In case the event processing leads to a change in a situation that is 
monitored a “Situation Change Event” is emitted to the Situation Observer in the “Activity 
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VE Monitor::VE
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VE Monitor::Entity
Service Repository
lookupEntity()
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Recogniser” block in which that event is processed further.  
 
Figure 30 Situation Change Event processing 
3.9.5 Activity Model update 
Since activities are modelled as graphs of situations (ref. chapter 4) the Activity Recogniser has to 
react after a situation has changed. The “Situation Observer” forwards the Situation Change Event 
received from the Situation Change Detector block to the “Activity Detector” in case the Activity 
Recogniser has subscribed to that situation beforehand. As the approach suggests this new 
situation is used as observation in the Recognition Model. Additionally this new situation is used 
to reconfigure the “Recognition Model” through the “Model Updater” component as depicted in 
Figure 31. How this is done in detail is of component-internal concern that is described in chapter 
5. 
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Figure 31 Activity Model update 
3.10 Summary 
The approach followed in this work combines logical facts with probabilistic features to express 
uncertainty and inaccuracy of real world observations. The uncertainty needs to be taken into 
account since the proposed system relies on the IoT that is unreliable by its nature. IoT devices 
can become unavailable any time due to loss of internet connection or loss of electrical power. 
Pure logic-based activity recognition systems have their limitations when it comes to handling 
uncertainty.  In pure logic based models as they are used in current VE and business process 
modelling the required facts can only be evaluated to TRUE of FALSE assuming that their 
evaluation is correct. Such approach is suitable for reliable systems that are protected from 
external influence as they are deployed, e.g., in factories and security systems, but it is not 
appropriate in an open and unreliable IoT environment.  
To achieve an acceptable recognition rate with pure probabilistic models statistical data is needed. 
Moreover the statistical data need to be personalised since user behaviour is different from 
individual to individual. The main idea behind the approach proposed in this work is to use 
common knowledge and personalised knowledge for tailoring the recognition model to shorten 
the time for training the model. Of course the approach is not perfect in the sense that prior 
knowledge can replace statistical evidence at all, but the proposed approach avoids training 
phases for models that disallow any situations just because of common sense. To compare the 
proposed approach with a pure probabilistic Bayesian network based-recognition model a 
simulation was done as described in the next chapter. The experiment has shown that pure 
probabilistic models lead to a complexity of the activity model that challenges the scalability of 
the recognition system. 
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The main motivation for the approach developed in this work was to combine the advantages of 
both areas, logic- and probability-based. After research in the field of recognition systems we 
made the choice of using HMMs for modelling the recognition process since it gives a framework 
for probabilistic relationships between observations and the states that are to be recognised. 
The use of HMMs for modelling uncertain recognition is an approach that has been proven well in 
speech recognition. Instead of using a lexicon of speech elements observable features of RWOs 
and real-world situations are used in this work. The structures in which situations and activities 
are modelled are similar to the production rules in natural languages. The logical structure 
between real world observations is used to overcome the limitation of pure probabilistic 
approaches for activity recognition.  
The approach proposed here makes use of advances recently made in the field of stream 
reasoning. This technique contributes well to the fusion of multimodal information as it is needed 
in this work for situation recognition. This intermediate step is required to bridge the gap between 
the state machine-oriented activity recognition approach that builds up on fused information and 
the IoT as source of multimodal event streams.   
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4 Data models 
This chapter elaborates on the data models that are used to support the activity recognition method 
proposed in the previous chapter. The approach requires to model data on different levels of 
abstraction in order to infer situations and activities based on properties that are observable from 
real world objects. Since changes in the real world environment are of importance for situation 
detection this chapter also introduces a model to describe events on changes on properties of real 
world objects in the form of Domain Attributes of Virtual Entities. Since the prospected system 
targets event-driven IoT Service architectures a suitable Event Model needs to be specified that 
notifies the system about changes on Domain Attributes of Virtual Entities. The Situation Model 
defined in this chapter combines different observable context variables  to more complex 
multimodal definitions of real world situations. The model also allows including information that 
is not directly observable from the Internet of Things, but can be queried from other knowledge 
bases. To capture changes on those situations as response to changes in the real world, a Situation 
Change Event Model is introduced in this chapter. 
4.1 VE Model 
The VE model (as a representation in the CyberSpace of a Real World –Physical-Object) has been 
introduced in section 0 when we elaborated about Entity Services. VEs should be modelled 
according to the attributes that matter in the domain specific scenario. 
In general there is an ontology that models classes of RWOs in a so called TBox that contains all 
the concepts and properties used to describe the RWOs. It can contain properties that are 
observable by IoT services, but also other properties that are set manually through web services or 
HCI-driven applications. For the system proposed in this work, only those DAs of VEs are of 
interest that can be maintained by Entity Services. It is assumed that the TBox is developed by 
domain knowledge engineers that have good insight to the application domain they specify the 
VEs for.  
Instances of RWO-classes are modelled in the ABox in which actual values are asserted to the VE 
attributes reflecting the current state of the RWO in reality. The ABox is realised by the VE 
Repository introduced in section 3.8.1.2. 
For this work DL is used to model VEs; the expressiveness of the SHOIN dialect of DL is 
sufficient to capture the characteristics of physical RWOs. Since DL is a very generic modelling 
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framework some concrete models can only be given as domain specific examples provided in the 
following section. 
4.1.1 VE model applied to individual travel domain 
Consider somebody who is on the way by his or her own car and who, based on points of interest ,  
is heading or passing by the system guesses which of the everyday activities the driver is up to. A 
suitable Real World Knowledge base can contain several VE types that are of interest for this 
domain in order to infer activities like, ‘shopping’, ‘going to work’,  ‘picking up kid from 
nursery’, and so on. There is a set of persons involved in this example use case and a set of points 
of interest that includes facilities and destinations of the persons involved in the example. The 
Person as well as the Point of Interest are modelled as VEs. 
 
 
The RWK base furthermore contains domain attributes that are defined for the VE ‘Person’, such 
as its location and some properties about the situation the person is currently in. 
 
In the example is specified that ‘chris’ is a child and ‘alice’ and ‘bob’ are adult persons.  
 
Such knowledge is important to capture in order to separate the role of people involved in an 
activities. For instance, it does matter for detecting the activity ‘picking up kid from nursery’ who 
is the parent and who is the child in the situation. 
isChild(chris) 
isAdult(alice), isAdult(bob) 
 
hasLocation(Person, Location) 
isMoving(Person),  
isCommuting(Person),  
isShopping(Person) 
 
Point of Interest =  
{nursery, supermarket, officeAlice, officeBob, homeAlice, homeBob, homeChris} 
Person = {alice, bob, chris} 
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4.1.2 VE Model applied to transportation domain 
This section presents an example for VEs that are of interest in the public transportation domain. 
The transportation domain is an example for human activities modelled as sequences of contexts. 
During travelling the spatial context of the user changes along the route made of several 
observable waypoints. For such scenarios the widely-used Global Positioning System can be 
applied as outdoor-localisation detection mechanism.  The model presented in Figure 32 has been 
created according to the IoT ARM Reference Manual being part of [5]. The VE types in this 
domain are presented as classes in the UML diagram shown in Figure 32. The attributes of each 
class stand for the DA of the respective VE type. The links between the classes represent 
relationships between VE types.  
 
Figure 32 VE Model for the transportation domain 
The following table lists the DAs of VEs for which their information is used as context variables 
in travel situations, like ‘AtTownHallAtOfficeHours’ and ‘GoingByBusOnTour42’. 
Virtual Entity Domain Attribute 
Traffic condition current location 
projected location 
scheduled time of arrival 
projected time of arrival 
Tour ordered list of Tour Stops 
means of transport  
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Virtual Entity Domain Attribute 
Tour Stop Location  
Scheduled times (arrival time, departure time) 
Itinerary Ordered list of tours 
Transportation Mode Means of transport 
carbon emission 
Means of Transport {bus, train, metro, foot, bicycle, …} 
Incentives current location 
Shops in range of current location 
Adverts of shops in range 
Person Age 
Weight 
Sex 
current Location 
carbon footprint 
Table 5 Context variables for transportation domain 
4.1.3 VE Model applied to meeting domain 
The VE model specific to the meeting domain is modelled as depicted in Figure 33. The model 
specifies  what is essential to observe meeting situations, such as the meeting itself characterised 
by the meeting location, the date of meeting and the people that have been invited to the meeting 
and that are expected to attend or not to attend, respectively. The VE model contains attributes 
indicating meeting situations that can be determined through Complex Event Processing rules 
specified in section 4.3. 
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Figure 33 Meeting Context Model 
4.2 VE DA Change Event Model 
The purpose of this type of event is to capture when and how a DA of a VE has changed. This is 
an asynchronous way for the system to track changes in the real world environment without 
polling the IoT service platform. Those events are notifications in response to subscriptions made 
to the IoT Service platform that monitors changes of observable features in the real world. 
4.2.1 VE DA Change Event definition 
A VE DA Change Event is a tuple containing  
 the VE it concerns,  
 the DA that has changed, 
 the value the DA had before the change 
 the value the DA has after the change 
 a timestamp when the event has been created by the VE Monitor 
 
VE DA Change Event := {VE, DA, from, to, timestamp} 
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4.2.2 VE DA Change Event applied to individual travel domain 
Two VE DA change events are given for the individual travel domain. The first event indicates 
that the user ‘bob’ has left his ‘home’ at the time 8:34.21 in the morning. Where ‘bob’ left to is 
not specified in this event, the ‘to’-parameter in the change event is specified as ‘¬Home = 
Locations\{bobHome}’ that can be anywhere apart from Bob’s home. 
 
The second event reveals that Bob has arrived at his office at the time of 9:02.21. Here the event 
does not specify where user Bob was before he arrived at his office, the ‘from’-parameter is only 
given as ‘¬Office = Locations\{bobOffice}’. 
 
4.2.3 VE DA Change Event applied to transportation domain 
For the transportation domain following examples are given for the change on the users DA 
“isMovingBy”. The first example shows that user ‘bob’ has entered a bus at the time of 10:43.54 
while he was going by foot earlier. 
 
At the time of 10:59.23 user bob left the bus and was walking from then on as shown in the 
example VE DA change event below. 
 
4.2.4 VE DA Change Event applied to meeting domain 
The VE DA change event example model shown for the meeting domain is not defined on a 
human user, but on a VE ‘Meeting’ that is in the centre of attention in that use case. According to 
the Real World Knowledge Model for this domain depicted in Figure 33 the DA ‘is attending’ is 
the attribute to be observed for changes. The example event is emitted below when ‘bob’ has 
arrived at the ‘meetingToday’ at the time of 10:59.23 and ‘alice’ was at the meeting venue 
already.   
 
AttendeeArrived := {meetingToday, isAttending, {alice}, {alice, bob}, 10:59.23} 
LeftBusEvent := {bob, isMovingBy, bus, foot, 10:59.23} 
EnteredBusEvent := {bob, isMovingBy, foot, bus, 10:43.54} 
 
ArrivedAtOffice := {bob, hasLocation, ¬Office, office, 09:02.21} 
LeftHomeEvent := {bob, hasLocation, home, ¬Home, 08:34.21} 
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4.3 Situation Model 
The situation model supports the ability of constructing higher-level context from processing 
context variables. With this it is possible to model real-world situations that are characterised by 
multimodal features that are not directly observable by sensing services as they are provided from 
IoT services. Through defining composition rules for situations it is possible to infer situations 
from observable information though. The composition rules need to be defined by domain experts 
before they can be deployed to the Event Processing Network (EPN) introduced in section 3.7.2.  
The EPN then takes care in decomposing the complex situations into events about context 
variables that can be received from the IoT. The event processing takes place as soon as an event 
arrives by evaluating if and how the event affects the specification of the situations to be deployed 
in the EPN. 
4.3.1 Situation Model definition 
The Situation model applied in this work is based on the event model proposed by Teymourian 
and Paschke in [46]. This model is applicable for this approach since their definition of situations 
is aligned with the situation definition by Henricksen et al.[8] introduced in section 2.1.2. 
Situations are declarative rules that define complex event detection patterns by combining single 
events with event detection operators ‘SEQ’, ‘AND’, ‘OR’, ‘NOT’ defined as follows.  
𝑆𝐸𝑄(𝑒1, 𝑒2)[𝑤] = ∀(𝑡1, 𝑡2)(𝑒1(𝑡1̅) ∧ 𝑒2(𝑡2̅) ∧  𝑡1 ≤ 𝑡2  ∧ (𝑒1, 𝑒2) ∈ 𝑤) 
𝐴𝑁𝐷(𝑒1, 𝑒2)[𝑤] = ∀(𝑡1, 𝑡2)(𝑒1(𝑡1̅) ∧ 𝑒2(𝑡2̅) ∧ (𝑒1, 𝑒2) ∈ 𝑤) 
𝑂𝑅(𝑒1, 𝑒2)[𝑤] = ∀(𝑡1, 𝑡2)(𝑒1(𝑡1̅) ∨ 𝑒2(𝑡2̅) ∨ (𝑒1, 𝑒2) ∈ 𝑤) 
𝑁𝑂𝑇(𝑒1)[𝑤] = (𝑒1(𝑡1̅) ∉ 𝑤) 
where e1 and e2 stand for atomic events and t1 and t2 are temporal values assigned as timestamps to 
the respective events by e1(t1) and e2(t2). Events e1 and e2 have been received within time window 
w. 
Another modality that is important for context modelling according to [7] is also considered in the 
situation model proposed in this work. The spatial relationship between VEs is essential to infer 
higher-level context according to Bettini et al[7].  
For this work it is of interest to determine how the RWOs of interest are related to each other 
based on the current location of each RWO. In this thesis it is proposed to use a Region 
Connection Calculus (RCC)-based approach [47] that is applied in Semantic Web-related standard 
Chapter 4. Data Models 
 
70 
specification GeoSPARQL
12
.  This specification has been at least partially implemented in 
recently developed spatial reasoning tools, such as Parliament
13
 and Strabon
14
. 
The Situation model proposed in this work supports the spatial operators as they are used in 
GeoSPARQL: 
 Disjoint(a,b): locations a and b do not have any position in common  
 Touches(a,b): locations a and b have at least one position in common, but do not overlap 
 Overlaps(a,b): location a covers an area of b and vice versa 
 Equals (a,b): locations a and b cover the same area 
 Within(a,b): the area covered by a is a sub-area of the area covered by b 
 Contains(a,b): the inverse property of within equal to within(b,a)  
 Intersects(a,b):  the complement to disjoint  
Those operators allow expression of complex event patterns based on the spatial modality. Given 
the assumption that events are coming from VEs that have a DA indicating their location the 
spatial information can be determined as additional information to each event. Similar to the 
location-DA any other DA of VEs can be used in the event detection pattern for specifying 
situations. By applying Semantic Web-related specifications, like C-SPARQL [33] for the 
temporal modality and GeoSPARQL
12
 for the spatial modality, the situation model allows 
expression of complex patterns including several modalities. Since the multimodal information is 
fused on semantic level the technique goes beyond classic data fusion that supports operations, 
like aggregation and averaging, on single mode information only. Furthermore the approach 
supports fusing information coming from events with information stored in knowledge bases as 
additional background knowledge as it is proposed as ‘Semantic Enrichment of Event Streams’ in 
[46]. Some example use cases shall illustrate the technique in the following. 
4.3.2 Situation Model example applied to individual travel domain 
A situation is to be modelled that describes that a person is shopping at a supermarket. In this 
work the situation ‘atSupermarket(Person,supermarket)’ is not directly observable by IoT 
services,  but through the definition of complex event pattern such situation can be evaluated by 
DAs that are observable, like location, and additional background information that the place of 
interest is a supermarket. A domain expert specified the situation as follows: 
 
 
                                                     
12
 http://www.opengeospatial.org/standards/geosparql 
13
 http://parliament.semwebcentral.org/ 
14
 http://www.strabon.di.uoa.gr/ 
atSupermarket(person, place) ⇐ location(person) intersects location(place) ∧ 
isSupermarket(place) 
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4.3.3 Situation Model applied to transportation domain 
Consider four possible travel situations a human being can be in according to his means of 
transportation: 
Travel situations Situation definition with observable DAs 
GoingByFoot(person) speed(person) == speed_pedestrian  
GoingByBicycle(person) speed_pedestrian < speed(person) < speed_car 
GoingByCar(person) speed(person) > speed_bicycle 
The VE DA speed is a situation calculated based on location change events. Assuming events are 
sent upon passing certain checkpoints along the roads the observed subject travels along his speed 
can be estimated by distance and time needed for completing this distance. Speeds can be 
classified according to real life experiences as follows:  
 speed_pedestrian: 4-6 km/h 
 speed_bicycle: 16-24 km/h 
 speed_car: 30 – 250 km/h  
 speed_bus: 30 – 60 km/h 
Further refinements of motions can be made by measuring movements of human bodies directly. 
Walking and cycling cause different motion patterns compared to running for instance. 
4.3.4 Situation Model example meeting domain 
The Situation Model for the meeting domain contains following items: 
 MeetingScheduled 
 MeetingInProgress 
o MeetingInProgressIncomplete 
o MeetingInProgressComplete 
 MeetingFinished 
 MeetingCancelled 
 MeetingRescheduled 
For situation detection it is of importance to define the situations precisely. This work uses First-
order predicate logic in order to formalise situations. Coming back to the meeting domain 
example, the situation MeetingInProgress is defined as follows: 
MeetingInProgress (m) = m ∈ Meeting  ⋀ ∃p.p ∈ Person ⋀ hasAttendee (m,p) 
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The definition specifies that every meeting attended by at least one person is considered as a 
meeting in progress. To determine whether a meeting m has an attendee is a required functionality 
of the proposed system. Thus a definition for DA hasAttendee is required that a domain expert 
modelled like this: 
 
The definition states that a meeting has an attending person p if the person p shares the location of 
the meeting (indicated by Lp intersects Lm). The intersects-operator is part of the situation model 
introduced in this section. The predicate hasLocation(Object,Location) is a DA observable by 
IoT-services and therefore suitable to be recognised automatically through real world observation.  
4.4 Situation Change Event Model 
Since the atomic events are instantaneous occurrences of context changes the previously 
presented operators do not reflect Allen’s interval algebra [23]. In order to support intervals on the 
temporal modality situations need to be assumed as ongoing states until an event occurs that leads 
to a change of situation. Similar to [46] time stamps for the start of a situation ts are distinguished 
from timestamps for the end of a situation te. With this, it is possible to define intervals for the 
duration of situations [ts ≤ t ≤ te]. 
The following definition specifies the operational semantics for the operator during that 
determines that situation s1 is going on while situation s2 is going on in parallel. 
𝑑𝑢𝑟𝑖𝑛𝑔(𝑠1, 𝑠2)[𝑤]
= ∀(𝑡𝑠1, 𝑡𝑠2, 𝑡𝑒1, 𝑡𝑒2)(𝑠1(𝑡𝑠1̅̅ ̅̅ ) ∧ 𝑠1(𝑡𝑒1̅̅ ̅̅ ) ∧ 𝑠2(𝑡𝑠2̅̅ ̅̅ ) ∧ 𝑠2(𝑡𝑒2̅̅ ̅̅ ) ∧  𝑡𝑠1 < 𝑡𝑠2  ∧  𝑡𝑒1
< 𝑡𝑒2  ∧ (𝑠1, 𝑠2) ∈ 𝑤) 
4.4.1 Situation Change Event Model definition 
Definition: A Situation Change Event is a tuple containing  
 the VE it concerns 
 the Situation before the change 
 the Situation after the change 
 a timestamp when the event has been created by the Situation Change Detector 
 
Situation Change Event := {ve, s, s’, timestamp} 
hasAttendee (m) = m ∈ Meeting  ⋀ ∃p.p ∈ Person ⋀ Lm,Lp ∈ Location: 
hasLocation (m, Lm) ⋀ hasLocation (p, Lp) ⋀ intersects(Lp, Lm) 
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4.4.2 Situation Change Event Model example meeting domain 
The following example presents a Situation Change Event MeetingCommenced for notifying 
about the change of a meeting from MeetingScheduled to MeetingInProgress at a time of 09:00. 
 
4.5 Activity Model 
The activity model used in this approach characterises activities as temporal sequences of 
situations similar to the model used in [39]. Since situations are seen as snapshots of the current 
context they stand for the current state of the real world under observation. An activity is 
modelled as a finite state machine that progresses from an initial to a final state. It is assumed that 
activities are modelled by domain experts beforehand before they are deployed to the activity 
recogniser. 
4.5.1 Activity Model definition 
Inspired by [39] an activity A is modelled as Directed Graph, indicating the temporal sequence of 
situations formally defined as  
A = seq(S1; S2;  ... ; Sk), 
where S1 and Sk are the initial situation and the resulting situation of the activity, respectively.  
Si; i ∈{1; ... ;k}, belongs to Σ, the set of predefined situations. The ending point of the activity is 
seen as the goal the user desires to achieve. The number k ∈ ℕ represents the length of the 
sequence. 
Within the activity the sequence of situations advances over time towards the ending point after 
analysing Situation Change Events received. 
Definition: ADV is the relation Γ⊆ (Σ × Σ) that describes the transition from situation s to 
situation s’ written as s → s’, where (s, s’) ∈ Γ and Σ is the set of predefined situations. 
For this work it is assumed that activities are predefined by domain experts before they are 
deployed to the activity recogniser and the ADV relation is evaluated by the situation change 
processing component introduced in section 3.9.4. 
MeetingCommenced := {catchupMeeting, MeetingScheduled, 
MeetingInProgress, 09:00.01} 
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4.5.2 Activity Model example meeting domain 
Based on the situations defined in section 4.3.4 following activity examples can be specified, that 
model a sequence of situations. 
1. MeetingScheduled → MeetingInProgress → MeetingFinished 
2. MeetingScheduled → MeetingRescheduled → MeetingInProgress → MeetingFinished 
3. MeetingScheduled → MeetingCancelled 
 
The example shows that there are three accepted ways of ordered meeting situations that have a 
meaning in real live scenarios according to the domain expert’s model. Transitions from 
MeetingFinished to any other meeting situation are not allowed according to previous real world 
activity model of Smart Meeting organisation. 
4.6 Recognition Model 
This section presents the recognition model to be applied in the Activity Recogniser component 
introduced in sub-section 3.8.3.3. The first sub-section in this section documents an experiment 
that was done initially by applying a Bayesian recognition model. The Bayesian approach turned 
out to be impractical for the system requirements and so it motivated the need for a more suitable 
recognition model that was found with an HMM-based recognition model presented in sub-
section 4.6.2. 
4.6.1 Bayesian Recognition Model 
To address the handling with uncertainty it was decided to use Bayesian network to support the 
prediction of user’s current activities. 
The number of actions is the set of observable quantities Ω in the Bayesian network and the edges 
taken from the definition of the activity stand for conditional dependencies of the actions. 
To each of the actions a probability is assigned. Initially each of the actions can be assigned the 
assigned the same probability.  
Example:  
Action Probability 
DrivingNorthwards 0.7 
DrivingWestwards 0.2 
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DrivingSouthwards 0.1 
DrivingEastwards 0 
∑ 1 
Table 6 Initial Probabilities Bayesian Recognition Model 
Here the actions are simplified. In reality those actions are dependent on the starting point of the 
driver and therefore the probabilities must be assigned for each of the significant starting points. 
More significant for predicting the activities the joint probabilities of sequences of actions are 
assigned (per starting point). 
Those joint probability distributions for the activities need to be defined for all the nodes 
(activities) in the DAG.  
The joint probability is calculated based on the conditional probability of the sequence of actions. 
The directed graph is observed along the time and the belief is the highest joint probability for the 
actual observed activity candidates. 
An experiment based on the simple model given before has been undertaken. It has shown that 
Bayesian networks can be used for predicting activities of human behaviour in principle. The 
most probable driving route could be predicted based on statistical data the Bayesian network is 
initialised with (Table 6). The Route is composed of Direction and Distance. 
The experiment has shown that Bayesian Networks are a suitable activity recognition model.  
4.6.2 HMM Recognition Model 
In this section a recognition model is proposed to be used for multimodal activity recognition. The 
proposed model is based on Hidden Markov Models (HMM) introduced in the state-of-the-art 
section 2.1.12. The architecture of HMMs is not repeated in this section, only the terminology is 
Figure 34 prediction of driving route 
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introduced here that has been adapted to in order to tailor the Recognition Model to the system 
architecture proposed in section 3.8. 
Definition: the recognition model is defined by following parameters: 
 Σ is the set of observable situations (originally set of possible observations) 
 AC is the set of activities to be recognised (originally set of hidden states) 
 π is the initial distribution of all activities to be observed (originally initial state 
distribution)  
 A is the activity transition probability (originally state transition probability) 
 B is the situation probability distribution (originally observation probability distribution) 
This model supports monitoring activities in parallel and it takes uncertainty into account that is in 
the nature of IoT. The situation probability distribution specifies the probabilities of recognizing 
an activity based on an observed situation. An example HMM for the meeting domain is given in 
the following section. 
4.6.2.1 Feasibility study for HMM-based recognition model 
Following experiment was undertaken to study which HMM parameters have the most influence 
on the detection rate of the activity recogniser. In HMMs three parameters are subject to be 
adjusted: 
 π: the initial distribution of states 
 A: the state transition matrix 
 B: observation distribution matrix 
All parameters need to be fixed in the HMM before the detection can be undertaken. During the 
simulation all parameters were adjusted in several steps and the activity recognition process was 
simulated with the same observation sequence. The purpose of this experiment was to find out 
which parameters need to be modified according to context in order to achieve the best possible 
detection rate for the Activity Recogniser. 
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Figure 35 Evaluation setup 
The test case was to detect the example activity “Going to Meeting Room” that is monitored in 
runtime in an indoor location environment based on observations of significant locations in the 
building where the meeting takes place. 
The activity to be recognised is first defined on a spatio-temporal modality only by:  
 
It is assumed that there are three other activities modelled in a similar way, but with different 
target locations that are also taken into account by the Activity Recogniser: 
 
For the experiment it is then assumed that activity “Going to Meeting Room” is defined further by 
including another modality taken into account from social context. From the Real World 
Information KB it can be retrieved whether the observed user is invited to a meeting in the 
premises or not. This additional knowledge helps in predicting user’s goal activity. Therefore the 
Going to MeetingRoom(u) := approaching(MeetingRoom,u) 
Going to Staircase West(user) := approaching(StaircaseWest,user) 
Going to Staircase East(user) := approaching(StaircaseEast,user) 
Going to Bridge Exit(user) := approaching(BridgeExit,user) 
Going to Meeting Room(user) := approaching(user,meetingRoom) ⋀ 
invited(user,meeting) ⋀ accepted(user,meetingInvitation) 
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activity “Going to Meeting Room” is extended with the additional predicates indicating whether 
the user is invited to the meeting and whether he has accepted the meeting invitation. If so the 
system assumes the user is heading straight to the meeting room leaving all other locations aside 
even though they are observed on the route the user takes.    
The observed person is detected at four different positions in the building: 
 SE: Staircase East 
 CE: Corridor East 
 CW: Corridor West 
 MR: Meeting Room 
At of those locations an observation is made and an appropriate observation event is fired. The 
event is evaluated and fed into the activity detection process. The HMM based activity 
recognition derives the state that fits most likely to the observation. In the experiment the activity 
“Going to Meeting Room” is the one that is desired and that has to be detected by the recogniser 
out of the following four activities:  
Activity Identifier Activity 
0 Going to Staircase West 
1 Going to Staircase East 
2 Going to Bridge Exit 
3 Going to Meeting Room 
Table 7 Example activities 
The simulation software used in the experiment requires assigning a numerical identifier to the 
activities to be detected. In this case activity 3 is desired to be detected. 
The initial state distribution π over all possible activities (0, 1, 2, and 3) is given by the vector:  
𝜋 = [𝜋0 𝜋1 𝜋2 𝜋3] 
During the experiment we let the initial probability value for activity 3 π3 range over the values: 
0.1, 0.25, 0.5, 0.7, 0.85, and 1.0. 
0) 𝜋 = [0.3 0.3 0.3 0.1] 
1)  𝜋 = [0.25 0.25 0.25 0.25] 
2) 𝜋 = [0.17 0.17 0.18 0.50] 
3) 𝜋 = [0.1 0.1 0.1 0.70] 
4) 𝜋 = [0.05 0.05 0.05 0.85] 
5) 𝜋 = [0 0 0 1] 
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To cover an unexpected case we also included a test case in which the desired state has the lowest 
probability among the four possible activities (case 0). Case 1) can be seen as default case in 
which all four activities are expected to happen with the same probability (25%) and no activity is 
preferred over another. The value of π3 was then decreased stepwise in test cases 2 to 4 until it 
reaches the probability of 1.0 in case 5 meaning this is the only activity that is expected.  
Of course increasing the probability for one activity leads to decrease of the probabilities for the 
other three activities. The probability distribution for activities 0, 1, and 2 was chosen to be 
equally distributed for this experiment since activity 3 was of sole interest here. The only 
assumption we made on the probability distribution for activities 0, 1, and 2 was: π0 + π1 + π2 = 1- 
π3. 
The next parameter we changed during the experiment was the state transition matrix A as used 
by the HMM built-in to the Activity Recogniser. Again the three activities as defined in Table 7 
were used as follows: 
Variations during experiments: 
0) Aij=[
𝑝(0 → 0) 𝑝(0 → 1)
𝑝(1 → 0) 𝑝(1 → 1)
𝑝(0 → 2) 𝑝(0 → 3)
𝑝(1 → 2) 𝑝(1 → 3)
𝑝(2 → 0) 𝑝(2 → 1)
𝑝(3 → 0) 𝑝(3 → 1)
𝑝(2 → 2) 𝑝(2 → 3)
𝑝(3 → 2) 𝑝(3 → 3)
] = [
0.3 0.3
0.3 0.3
0.3 0.1
0.3 0.1
0.3 0.3
0.3 0.3
0.3 0.1
0.3 0.1
] 
 
1) Aij=[
𝑝(0 → 0) 𝑝(0 → 1)
𝑝(1 → 0) 𝑝(1 → 1)
𝑝(0 → 2) 𝑝(0 → 3)
𝑝(1 → 2) 𝑝(1 → 3)
𝑝(2 → 0) 𝑝(2 → 1)
𝑝(3 → 0) 𝑝(3 → 1)
𝑝(2 → 2) 𝑝(2 → 3)
𝑝(3 → 2) 𝑝(3 → 3)
] = [
0.25 0.25
0.25 0.25
0.25 0.25
0.25 0.25
0.25 0.25
0.25 0.25
0.25 0.25
0.25 0.25
] 
 
2) Aij=[
𝑝(0 → 0) 𝑝(0 → 1)
𝑝(1 → 0) 𝑝(1 → 1)
𝑝(0 → 2) 𝑝(0 → 3)
𝑝(1 → 2) 𝑝(1 → 3)
𝑝(2 → 0) 𝑝(2 → 1)
𝑝(3 → 0) 𝑝(3 → 1)
𝑝(2 → 2) 𝑝(2 → 3)
𝑝(3 → 2) 𝑝(3 → 3)
] = [
0.15 0.15
0.15 0.15
0.15 0.55
0.15 0.55
0.15 0.15
0.15 0.15
0.15 0.55
0.15 0.55
] 
 
3) Aij=[
𝑝(0 → 0) 𝑝(0 → 1)
𝑝(1 → 0) 𝑝(1 → 1)
𝑝(0 → 2) 𝑝(0 → 3)
𝑝(1 → 2) 𝑝(1 → 3)
𝑝(2 → 0) 𝑝(2 → 1)
𝑝(3 → 0) 𝑝(3 → 1)
𝑝(2 → 2) 𝑝(2 → 3)
𝑝(3 → 2) 𝑝(3 → 3)
] = [
0.05 0.05
0.05 0.05
0.05 0.85
0.05 0.85
0.05 0.05
0.05 0.05
0.05 0.85
0.05 0.55
] 
 
4) Aij=[
𝑝(0 → 0) 𝑝(0 → 1)
𝑝(1 → 0) 𝑝(1 → 1)
𝑝(0 → 2) 𝑝(0 → 3)
𝑝(1 → 2) 𝑝(1 → 3)
𝑝(2 → 0) 𝑝(2 → 1)
𝑝(3 → 0) 𝑝(3 → 1)
𝑝(2 → 2) 𝑝(2 → 3)
𝑝(3 → 2) 𝑝(3 → 3)
] = [
0 0
0 0
0 1
0 1
0 0
0 0
0 1
0 1
] 
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The third parameter HMMs are characterised with is the observation probability matrix B that was 
also subject to be analysed during the experiment. Two different configurations were used for the 
observation probability distribution for activity 3. We defined one distribution that assigns the 
highest probability of detecting activity “Going to Meeting Room” to the observation of the event 
‘Meeting Room detected’ (MR) (case B1). In the other probability distribution we defined all the 
observed locations are almost equally assigned to the detected activities and no particular location 
is given a strong preference (case B2). 
B1) B{SW,BE,CW,MR,CN,CE,SE} = [
0.6
0.02
0.2
0.01
0.01
0.6
0.2 0.09 0.05 0.03 0.02
0.1 0.07 0.15 0.15 0.5
0.1 0.05 0.03 0.01 0.01
0.2 0.03 0.1 0.6 0.03 0.02 0.02
] 
B2) B{SW,BE,CW,MR,CN,CE,SE} = [
0.14
0.14
0.14
0.14
0.14
0.14
0.14 0.14 0.14 0.14 0.14
0.14 0.14 0.14 0.14 0.14
0.14 0.14 0.14 0.14 0.14
0.14 0.14 0.14 0.14 0.14 0.14 0.14
] 
For the experiment the variations for π, A, and B were executed in all possible combinations 
leading to 6*4*2=48 different results. The observation sequence was kept the same for all test 
runs. 
4.6.2.1.1 Discussion about simulation results 
For evaluation purposes the simulation results are grouped according to the recogniser’s detection 
rate. The expected detection sequence was {3,3,3,3}.   
In seventeen cases all elements of this sequence were detected successfully which leads to a 
detection rate of 100%.  In fourteen cases only three out of four activities were detected correctly 
so that they achieved a detection rate of 75%.  Furthermore the experiment led to six test cases 
with a detection rate of 50%, nine cases with a detection rate of 25%, and last but not least there 
were two cases in which no activity was detected correctly (0%). Results for each detection rate 
are discussed in more detail in the following subsections. 
4.6.2.1.1.1 Cases with 0% correct detection rate 
If all HMM parameters are distributed equally over the activities the correct activity was not 
detected at all. This process can be seen as entirely random. Every time the activity with identifier 
0 was chosen by the activity recogniser just because it is the first activity in the list of available 
ones. 
4.6.2.1.1.2 Cases with 25% correct detection rate, e.g. {x,x,x,3} 
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The results for 25% correct detection rate clearly show how the HMM parameter contribute to the 
actual result. Activity 3 is recognised successfully if  
1) The observation state distribution is applied that gives the meeting room observation MR 
the priority and observation MR was detected during fourth step of the observation (case 
{1,1,0,3}). The state transition distribution had no bias to activity 3. 
2) the initial probability is modelled in that way it prefers activity 3 over the others which is 
the case for π3 = 0.50, π3 = 0.70, and π3 = 0.85.  Since all other HMM parameters were 
configured to treat all activities equally activity 3 was only detected during the first 
observation in the sequence, but not thereafter (case {3,0,0,0}). There was no other 
indicator that helped the recogniser to associate observation MR with activity 3. 
 
4.6.2.1.1.3 Cases with 50% correct detection rate, e.g. {x,x,3,3} 
Activity recogniser’s detection rate increased to 50% if  
1) the observation state distribution B was applied that associates observation MR with 
activity 3 together with the equal state transition distribution (A={0.25 0.25 0.25 0.25}). 
In this case activity 3 was only detected during first observation because of the initial 
probability was set to 1.0. Otherwise the detection rate would be just 25% as it was for the 
other cases in this configuration, but letting π3 ranging from 0.1 to 0.85 only (case 
{3,1,0,3}). 
2)  In the case the HMM was configured with a state transition probability that gives activity 
3 a slight preference over the other three activities (A={0.55 0.55 0.55 055}) together 
with the observation state distribution that assigns observation MR to activity 3 (case 
{1,1,3,3}).  
 
4.6.2.1.1.4 Cases with 75% correct detection rate, e.g. {x,3,3,3} 
Detection rate could be further improved to 75% by modifying the state transition probability 
function in that way it prefers activity 3 over the other activities. As the simulation result confirms 
for state transition probabilities from 0.55 to 1.00 this HMM is the main contributor to a high 
detection rate. The observation distribution does not have much influence as it had in the cases 
before. Only the first observation in the sequence is highly dependent on the initial state 
probability; activity 3 was only detected correctly when π3 was set to 1.3, but not anywhere else. 
4.6.2.1.1.5 Cases with 100% correct detection rate {3,3,3,3} 
After a biased state transition probability matrix contributed significantly to the detection rate for 
the subsequent recognition steps the anticipated 100% correct detection rate could only be 
achieved in cases where the initial state probability was also modified in order to prefer activity 3 
(π3 ≥ 0.5). The detection rate for the subsequent observations was not influenced. 
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4.6.2.1.2 Evaluation of the feasibility study 
The previous discussion of the recognition results collected during simulation revealed that all 
HMM parameters have an influence on the detection rate of the activity recogniser.  
The initial state probability has a significant influence on the detection based on the first 
observation. This as no surprise since it this behaviour is characteristic for HMMs in general. 
The state transition probability modifies the detection rate on the subsequent detections mostly. If 
the initial probabilities are equally distributed the state transition matrix is the best parameter to 
modify for increasing the detection rate. 
In cases where no preference for any activity can be given on the state transition either the 
observation probability matrix makes a significant difference in the detection rate. In such cases 
where the state transition matrix as well as the initial state probability are equally distributed the 
correct state (activity) is only detected when the best fitting observation was made. 
Overall the feasibility study has proven that HMMs are a suitable modelling tool for activity 
recognition in pervasive environments if they are assisted by context-aware configuration 
methods. 
HMM models are especially suitable to model transition probabilities for sequences of events.  
The Situation Model introduced in section 4.3 provides the ‘SEQ’ operator allowing specification 
of sequences of context variables and the Activities to be recognized by the system as introduced 
in section 4.5 are modelled as sequences of context elements. 
The focus on sequential orders of context variables led to the preference for HMM-based 
recognition model over the Bayesian model that is not tailored to chains of variables. 
4.7 Summary 
This chapter provided the definitions and examples for data models that are needed in order to 
provide multimodal information fusion based on observable changes in the real world delivered 
by asynchronous events from an underlying IoT-service infrastructure.  
Furthermore the recognition model has been determined that is suitable for activity recognition in 
pervasive IoT systems. Two candidate models have been evaluated during small feasibility studies 
and which led to the selection of a Hidden Markov Model-based recognition model as the model 
approach addressing the requirements for this thesis project. 
Chapter 4. Data Models 
 
83 
How the models introduced in this chapter are used during runtime of the proposed system is 
illustrated in the next chapter.  
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5 Algorithms 
In this chapter the algorithms are described that are used to process the information gathered from 
the IoT as well as retrieved from the Real World Information knowledge bases (KBs). Methods 
for fusing information of different modalities are described in this chapter that allow detecting 
complex situations and human activities. The detected situations are used to configure the 
Activity Recogniser as described in this chapter. All the algorithms and methods described in this 
chapter are implemented in the respective functional components introduced in section 3.8. The 
methods and algorithms are ordered according to their complexity in the information processing 
from simple Domain Attribute value changes over multimodal Situation changes to activity 
recognition.  
5.1 Domain Attribute Change Detection 
Observing changes in the real world is the fundamental assumption for the proposed system 
specified in section 3.7. It is assumed that the Event Processing Network (EPN) will be notified 
whenever values of Domain Attributes (DAs) of Virtual Entities (VEs) have changed. In order to 
receive notifications about changes of DA values, the EPN needs to subscribe through the IoT 
beforehand by specifying in what DA of which VE should be monitored exactly. 
5.1.1 Event Processing Network initialisation 
The EPN is designed to process events emitted by the IoT only when subscriptions to VEs have 
been made beforehand. This is necessary to filter those events that are of interest for the user only 
and to ignore events that are not of interest. Assuming there are trillions of events emitted in the 
IoT it is also important from the system’s point of view to limit the event notifications to only 
those of interest for the system user. Once the subscribe method to the functional group “IoT” has 
been made successfully the EPN is waiting for the DA Change Events. The subscribe request 
contains the VE of interest and the DA to be monitored for changes.  
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5.1.2 Event Reaction 
The subscription method described before in section 5.1.1 told the VE Monitoring component 
introduced in section 3.8.1.1 to listen to changes on the DA of the VE given in the subscribe 
request. It is assumed that the VE Monitoring component gets notified whenever a change in the 
value of the VE’s Domain Attribute was observed in the real world. Alternatively the VE 
Monitoring component checks from time to time if the DA value of interest has changed. In case 
the DA value change was recognised the VE Event Production Component emits an event 
specified according to the DA Change Event Model introduced in section 4.2.1. 
 
5.2 Situation Change Detection 
The Situation Change Detection method is more complex than the Domain Attribute Change 
Detection mechanism. For this not only single Domain Attributes of Virtual Entity are monitored, 
but the elements of a situations which are modelled as complex events as described in section 
4.3.1. The Situation Change Detection functionality is realised by the Situation Monitor 
introduced in section 3.8.2. A setup phase for the Situation Monitor is required before the actual 
Detection mechanism can be executed based on events coming from the VE DA Change Emitter.   
5.2.1 Situation Change Detector setup 
subscribe (VE, DA); 
if subscribe successful { 
 wait for DA Change Event(); 
}  
var DAValueBefore = null; 
var DAValueCurrent = VE.getValue(DA); 
If (DAValueCurrent != DAValueBefore) { 
 var timestamp = getSystemTime();  
 var event = new DAChangeEvent(VE, DA, DAValueBefore, 
DAValueCurrent, timestamp); 
EPN.notify(event); 
} 
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The setup phase for the Situation Change Detector component was introduced in section 3.9.2 on 
a higher abstraction level. In this section it is detailed how the situation definition is analysed after 
being retrieved from the Situation Repository (ref. Figure 29 ). According to the Situation Model 
each situation definition is a composition rule of information that can either be determined by 
observed Domain Attribute values or by information retrieved from a knowledge base. In order to 
evaluate those composition rules each element of such rule need to be extracted during analysis 
and a suitable subscription to the required information needs to be established. Furthermore 
situation definitions include operators that specify how the information of each situation element 
is fused with others. According to the Situation Definition those operators include besides the 
logical AND, OR and NOT operators, a specific ones for the temporal domain (indicating 
sequences) and the spatial domain (disjoint, touches, overlaps, etc.). Additionally there are the 
Description Logic operators like (minCardinality, hasValue, etc.) specifying restrictions on 
Domain Attribute values. Those terms need to be evaluated by the reasoner components that are 
specialised in their respective field. Thus the respective reasoner component (Temporal Reasoner, 
Spatial Reasoner, DL Reasoner) needs to be set up with the term to be monitored. The overall 
Situation Change Detector component keeps track about the evaluation status of the several 
analyseSituationDefinition(SituationModel definition){ 
for each (element in definition) { 
// in case element is Domain Attribute of observable // 
Virtual Entity 
  subscribeToDAChangeEvent(element) 
// in case element is not observable by IoT 
lookupRealWorldKnowledgeBase(element) 
} 
for each (term in definition) { 
 // analyse term of form [element, operator, element] 
switch (operator){ 
 case AND : monitor conjunction of both elements 
case OR: monitor disjunction of both elements 
case NOT: monitor negation of element 
case SEQ: setup Temporal Reasoner with term 
// SPATIAL is the set of spatial operators [DISJOINT, // 
TOUCHES, OVERLAPS, EQUALS, CONTAINS, INTERSECTS] 
case SPATIAL :setup Spatial Reasoner with term 
// DL is the set of Description Logic operators 
[minCardinality, maxCardinality, hasValue, …] 
case DL: setup DL Reasoner with term 
} 
} 
} 
} 
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reasoners and the overall composition of the Situation to me monitored. The actual event 
processing that happens after the setup phase is described in the next section.  
5.2.2 Situation Change Event processing 
Since Situations are modelled as complex events (ref. 4.3.1) their recognition is based on 
Complex Event Processing triggered by changes on Domain Attributes of Virtual Entities. As 
explained in the section before the Situation Change Detector component has subscribed to the 
Domain Attribute Change Events of interest for the situation to be monitored. In case a term in the 
situation has been evaluated in a way it leads to a change in the situation and the new situation is 
can be determined as well, an appropriate Situation Change Event is emitted by the Situation 
Monitor component. 
var situation_before; 
var situation_after; 
domainAttributeChanged(DAChangeEvent event){ 
var terms; 
for each term in terms{ 
// depending on which term is concerned with the 
incoming event the event is forwarded to the specific 
reasoner for evaluating the term 
term = analyseTemporal(event); 
term = analyseSpatial(event); 
term = analyseDL(event); 
} 
situation_after = evaluateSituation(terms); 
// check if received event leads to change in current // 
situation 
if situation_after != situation_before { 
 var time_stamp = getSystemTime(); 
 var ve = getVE(event); 
 // create Situation Change Event 
 var sit_event = new SituationChangeEvent( 
ve, situation_before, situation_after, time_stamp); 
// notify situation observer 
SO.situationChangend(sit_event); 
} 
} 
Chapter 5. Algorithms 
 
88 
5.3 Activity Recogniser setup 
The setup of the Activity Recogniser is the core contribution of this work. The method proposes a 
way for using real world knowledge to setup a probabilistic recognition network. This method is 
useful for recognition systems that cannot be trained with statistical data beforehand in order to 
work efficiently. The method proposed in this thesis builds an HMM-based recognition model as 
specified in section 4.6.2 and from the activity model specified in section 4.5.1. The activities 
contain valuable real world information that is used for setting up context aware probability 
distributions for the recognition model. This should improve the detection rate of the activity 
recogniser compared to a recognition model with equal probability distributions.  
Following the key parameters of the Recognition Model are set by analysing activity models to be 
monitored.  
The pseudo code shows the details of the method createRecognitionModel shown in Figure 27.  
 
The code snippet indicates that the Recognition Model setup is divided into three parts. Each part 
is concerned with the creation of the parameters that are essential for Hidden Markov Models. 
How the Initial Activity Distribution, the Activity Transition Probability Distribution and the 
Situation Probability Distribution are created will be explained in the remainder of this section. 
5.3.1 Initial Activity Distribution creation 
The Initial Activity Distribution π for the Recognition Model is configured based on the numbers 
of activities N to be monitored by the Activity Recogniser and the number of real world 
information facts that can be part of the Activity Models.  
The resulting probability distribution π must be created in such way that the probabilities of all 
activities sum up to 1.  
∑ 𝜋𝑖  = 1
𝑁
𝑖=1
 
createRecognitionModel(Map activitySituationMap) { 
// the map parameter contains the Directed Acyclic Graph of 
// Situations for each Activity 
 
// create Initial Activity Distribution (Pi) 
// create Activity Transition Probability Distribution (A)  
// create Situation Probability Distribution (B) 
} 
Chapter 5. Algorithms 
 
89 
The pseudo code below presents how the activity distribution is created in this work 
get real world information predicates adjacent to activities 
 for each activity  
  compare current activity's predicates with the ones of the        
other activities 
 if there are differences 
  create a Difference Map 
  get activities with no difference between each other 
   add them to the Difference Map with difference = 0 
  get activities with difference between each other 
   add them to Difference Map if difference is positive 
 
  get activity with biggest difference in Difference Map 
  
  if  activity is in Pi distribution already 
   remove activity from Difference Map 
  
  // initial probability = 0.75 in calculation step 0 
  step_counter = 0 
  probability = 0.75^step_counter 
  distribute probability over the activities in Difference Map 
  // distribution 
   divide probability by the number of activities with    
the same difference 
   add probability hProb to the Pi distribution 
  
  if Difference Map is empty 
   assign the probability 1-hProb equally over the rest 
of activities  
  else 
   increase step_counter 
   distribute the remaining probability value over the 
activities remaining in the Difference Map 
    remaining probability = 1.0 - 0.75^step_counter 
   until the Pi distribution is filled 
 
 else 
  // in case all activities have the same amount of predicates 
  // distribute the probabilities equally over all activities 
  probability = (1.0 / activities.size()); 
  assign probability to each activity 
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If no additional real world information can be taken into account the recognition is dependent on 
the observed IoT events only. In that case no assumption can be made that prefers one activity 
over the other; the initial probabilities for activities are then distributed equally. 
In case there are predicates of real world information available they are counted for each activity 
and compared with each other. The activity with the highest number of predicates gets assigned 
the initial probability of 0.75. The remaining probability of 0.25 is then distributed across the 
other activities according to their number of predicates. 
Additionally to the code listed above some more helper methods and data structures are needed to 
make the algorithm work properly. Some for functionality is needed for checking duplicates 
entries in the Difference Map and so on. For better readability that code has been omitted, but can 
be requested from the author.   
5.3.2 Activity Transition Probability Distribution 
The next parameter of the Recognition model to be setup is the Activity Transition Probability 
Distribution. This distribution specifies how likely the activities can change from one activity to 
another. For this work it has been decided that this distribution is of the same nature as the Initial 
Activity Distribution so that the creation of this matrix is done by filling the rows with the Initial 
Activity Distribution values calculated before. The code snippet below illustrates that 
methodology. 
 int n = activities.size(); 
 Probability[][] A = new Probability[n][n]; 
 HashMap<Integer, Probability> pi = piBuilder.calcPi(activities); 
 //fill Activity Transition matrix 
 for (int j=0; j<n; j++) { 
  for (int i=0; i<n; i++) { 
   // set Probability Value from Pi 
   A[i][j]=pi.get(i); 
  } 
 } 
5.3.3 Situation Probability Distribution 
For creating the Situation Probability Distribution as the third parameter of the Recognition 
Model the structure of the activities graphs need to be analysed. So far only the additional real 
world knowledge has been used for creating the Initial Activity Distribution as well as the 
Activity Transition Probabilities. That real world information does not change through IoT 
services and is therefore not observable by the system proposed in this work. According to the 
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Situation Model introduced in section 4.3.1 the situations involved in the activity graphs contain 
observable features of Virtual Entities that are supposed to be detected by the Activity 
Recogniser. The Situation Probability Distribution quantifies how much such observations 
contribute to the detection of activities. 
The following method illustrated by the pseudo code presented below traverses an activity graph 
beginning from its final situation in a breadth first manner until it arrives at the last situation. 
 probability = 1.0 
 while (graph hasChild) { 
  check current situation 
  if current situation is done 
   assign its probability to situation distribution 
     
  if current node has temporal probability assigned 
   calculate situation probability (temporal probability) 
   
  else 
   calculate probability (probability) 
 } 
The assumption made in the approach proposed here is that the situation that are closer to the final 
situation of an activity have a higher significance to the activity than situations that are further 
away in the activity graph. The allocation of probabilities starts from the final situation and is then 
distributed along the graph.  
Probability: calculate probability(probability){ 
check if the current situation has a neighbour in the activity graph 
  if no neighbour  
  mark current situation as done 
  else 
  check distance of neighbour from root situation 
  and keep the neighbour if is just one transition away 
  calculate probability for this situation as 50% of the 
probability to be distributed 
  mark this situation as done 
  calculate probability for next neighbour  
   probNext = prob / number of direct neighbours 
  assign probNext to this situation in the temporary 
distribution 
   and mark neighbour node as checked, but not yet done 
  } 
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  return probability; 
} 
 
The initial probability is set to 1.0 that builds the sum of probabilities for each activity. Since the 
graph traversal method includes recursion and backtracking some helper flags are used. In case 
the current situation has been visited during traversal, but it has got a connection to a preceding 
situation, the current situation needs to be visited again when it is clarified how many situations 
are following along that branch of the graph. In that case the probability provisionally assigned to 
this situation needs to be distributed further. To achieve this, the current situation is only marked 
as ‘checked’ and it will be assigned a temporal probability that is provisional for the current 
iteration of the algorithm.  After a next iteration of the algorithm the current situation will be 
evaluated to ‘done’ and assigned with the final probability. 
5.4 Activity Recogniser update 
Since the Recognition Model is configured according to real world information the model has to 
be updated every time the real world information changes in order to reflect that changes in the 
Recognition Model. For the update the same methodology is used as for the initial setup of the 
model. 
5.5 Summary 
The runtime behaviour of the proposed system is the subject of this chapter. The methodologies 
have been described that are used processing events coming from the IoT-system in order to 
derive user’s current context specified by situations. It has also been documented how the activity 
recognition method works by initialising the probability distributions essential for the Hidden 
Markov Model-based Recognition Model. Examples for the algorithms introduced in this chapter 
can be found in the Evaluation section of the next chapter. 
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6 Implementation and Evaluation 
In this chapter it is documented how the proposed approach for multimodal event-driven activity 
recognition has been implemented and evaluated against the research objectives and the system 
requirements stated before in chapter 3. The evaluation with an example use case is followed by a 
discussion about the evaluation results.  
6.1 Implementation and System integration 
The activity recogniser has been implemented with the help of an open source library that 
provides the setup as well as the calculations on HMMs
15
. The integration of the activity 
Recogniser into the IoT platform could not be achieved until the finalisation of this work. Since 
the platform is a joint collaboration of several colleagues its development was also dependent on 
other people’s work. This has been a risk from the project management point view from the 
beginning of the work for this thesis. As fall back solution a simulation approach has been chosen 
to evaluate the core contribution of this work: the activity recogniser. Instead of receiving data 
from the real world through an IoT platform, the data inputs have been simulated as realistic as 
possible. 
6.2 Evaluation 
The evaluation criteria are derived from the requirements presented in section 3.5. In that section 
for each requirement a success criterion was given that is appropriate to measure  whether a 
requirement has been fulfilled or not. In this section it is evaluated for each requirement if the 
success criterion could be fulfilled. The proposed approach has been evaluated through a 
simulation of sensor observations. Several test runs have been executed in order to simulate 
recognition steps. Several sample activities for a Smart Office environment have been modelled to 
be used during the test runs. For the test one or two activities have been determined that are 
supposed to be detected successfully by the proposed Activity Recogniser. 
First the instantiations of the data models are presented that have been used for the test runs. After 
that the outcome of the recognition process is presented. 
The Evaluation is concluded with a discussion about the recognition results. 
                                                     
15
 https://code.google.com/p/jahmm/ 
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6.2.1 Evaluation setup 
Three major test cases have been defined for evaluating the behaviour of the Activity Recogniser. 
The major cases are grouped according to the number of activities that are to be recognised by the 
proposed component. Test cases starting with number 2 have two different activities deployed, 
cases starting with 3 have three different activities deployed and cases beginning with number 4 
involve four different activities in the recognition test. 
Each major test case is divided into minor cases simulating how many RWK facts are contributing 
to the recognition. For cases starting with numbers 3 and 4 two sub-cases have been defined that 
contribute either one (case 31 and 41) or two RWK facts (case 32 and 42) to the recognition 
process. For the case having only two activities involved the sub-case with two facts has been 
omitted since it does not make a difference to the subcase with only one predicate involved (case 
21). 
The demonstration scenario is taken from the Smart Office domain in which some panels are 
deployed in an office building that are able to check the presence of people passing by.  The 
panels are located at significant places in the building; mainly at entries and stair cases where 
people arrive or leave the floor (Figure 36).  
 
Figure 36 Location Model used for Smart Office activities 
 
 
6.2.1.1 Activity Model and Situation Model 
Fitting to this Smart Office environment some suitable activities have been defined that can take 
place in there mainly based on the current location a person is detected. The locations where the 
panels are deployed in the office building are an important part of the situations the activities are 
defined with. For instance, the situation ‘atStaircaseWest’ is directly related to the observable 
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property hasLocation(SW) of the user being monitored. The activities used in the evaluation 
scenario are terminated by detecting a certain location that determines the final situation in the 
respective activity model (Table 8).  
Activity identifier Activity Final situation 
0 Going to stair case west (SW) User.hasLocation(SW) 
1 Going to meeting room (MR) User.hasLocation(MR) 
2 Going to stair case east (SE) User.hasLocation(SE) 
3 Going to bridge exit (BE) User.hasLocation(BE) 
Table 8 Activities for the evaluation scenario 
The situations in the activity model for ‘Going to stair case west’ (Figure 37) are named after the 
location (Figure 36) that has been detected via event received from the IoT. The activity model is 
a Directed Acyclic Graph terminating at the situation “SW” meaning the user has been located at 
the stair case west via event emitted by the panel deployed there. 
 
Figure 37 Activity Model Going to stair case west 
To showcase the added value of the activity recognition approach proposed in this work the 
situations that are contained in the activity model will include some real world information 
additionally to the observable locations. For the activity “Going to meeting room” depicted in 
Figure 38 it is of help to know whether or not the user is invited to a meeting taking place at this 
meeting room. The evaluation scenario includes test cases for activities with and without 
additional real world information that is fused with observable information received from the IoT. 
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Figure 38 Activity Model Going to meeting room 
The activity model for ‘Going to stair case east’ show cases a graph structure that is a bit different 
to the ones before. The parallel situations occur at the very beginning of the graph, but later along 
the evolution of situations. The test case demonstrates how the Activity Recogniser handles 
different graph structures. 
 
Figure 39 Activity Model Going to stair case east 
To introduce another case in which two activities with additional information appear in the 
recognition process the activity ‘Going to bridge exit’ (Figure 40) has been enriched with the fact 
‘hasOffice(accessible_via(BE))’. This property means the observed user has an office that can be 
accessed through the bridge exit; a fact that makes it likely the user takes the bridge exit while 
walking through the building. A similar property has been assigned to other activities as well for 
some test cases in order to test the recognition process in which several but different pieces of 
additional information have to be taken into account.   
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Figure 40 Activity Model Going to bridge exit 
6.2.1.2 Recognition Model 
The following subsection describes how the recognition model has been initialised based on the 
activity and situation models presented before. As the recognition model contains of three 
essential parts the construction of those parts is illustrated in the following. 
6.2.1.2.1 Initial distribution 
The initial distribution π for each of the activities has been calculated based on the additional real 
world information that can be retrieved from the knowledge base. The distribution for each test 
case is shown in Table 9.The real time observations made by the IoT are not taken into account 
for this probability distribution; it is solely reliant of information known beforehand. Of course, 
this model needs to be updated once the information changes.  
Test case Description Initial distribution π = [π0,..πn] = 1 
20 Two activities,  
no additional information 
[0.5, 0.5] 
21 Two activities,  
activity 1 with additional information 
[0.25, 0.75] 
30 Three activities,  
no additional information 
[0.33, 0.33, 033] 
31 Three activities,  
activity 1 with additional information 
[0.125, 0.75, 0.125]  
32 Three activities,  [0.375, 0.375, 0.25] 
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Test case Description Initial distribution π = [π0,..πn] = 1 
activities 0 & 1 with additional 
information 
40 four activities,  
no additional information  
[0.25, 0.25, 0.25, 0.25] 
41 four activities,  
activity 1 with additional information 
[0.083, 0.75, 0.083,0.083] 
42 four activities,  
activities 1 & 3 with additional 
information 
[0.03125, 0.75, 0.03125, 0.1875] 
Table 9 Initial distributions for test cases 
6.2.1.2.2 Activity transition probability 
Similar to the initial probability distribution the activity transition probability is also not 
dependent on the observable properties, but on additional real world information that was 
retrieved beforehand. The approach for calculating the activity transition probability distribution 
followed in this work assigns the initial activity distribution π calculated before into the 
distribution matrix. The Activity Transition probability distribution matrix for each test case is 
listed in Table 10.  
Test case Description Activity Transition probability 
distribution A = [
𝑎00 𝑎0𝑚
𝑎0𝑛 𝑎𝑛𝑚
]  
20 Two activities,  
no additional information 
[0.5, 0.5] 
[0.5, 0.5] 
21 Two activities,  
activity 1 with additional information 
[0.25, 0.75] 
[0.25, 0.75] 
30 Three activities,  
no additional information 
[0.33, 0.33, 033] 
[0.33, 0.33, 033] 
[0.33, 0.33, 033] 
31 Three activities,  [0.125, 0.75, 0.125] 
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Test case Description Activity Transition probability 
distribution A = [
𝑎00 𝑎0𝑚
𝑎0𝑛 𝑎𝑛𝑚
]  
activity 1 with additional information [0.125, 0.75, 0.125] 
[0.125, 0.75, 0.125] 
32 Three activities,  
activities 0 & 1 with additional information 
[0.375, 0.375, 0.25] 
[0.375, 0.375, 0.25] 
[0.375, 0.375, 0.25] 
40 four activities,  
no additional information  
[0.25, 0.25, 0.25, 0.25] 
[0.25, 0.25, 0.25, 0.25] 
[0.25, 0.25, 0.25, 0.25] 
[0.25, 0.25, 0.25, 0.25] 
41 four activities,  
activity 1 with additional information 
[0.083, 0.75, 0.083,0.083] 
[0.083, 0.75, 0.083,0.083] 
[0.083, 0.75, 0.083,0.083] 
[0.083, 0.75, 0.083,0.083] 
42 four activities,  
activities 1 & 3 with additional information 
[0.03125, 0.75, 0.03125, 0.1875] 
[0.03125, 0.75, 0.03125, 0.1875] 
[0.03125, 0.75, 0.03125, 0.1875] 
[0.03125, 0.75, 0.03125, 0.1875] 
Table 10 Activity Transition Probability distribution for each test case 
6.2.1.2.3 Situation probability distribution 
The situation probability distribution defines how the observable properties are related to the 
activities to be recognised. For calculating this probability distribution the observable features in 
the situations are analysed. For this evaluation scenario the location has been chosen to be the 
observable feature. That is why the activity graph of situations matches the location model of the 
building used for this evaluation setup. The calculation of the Situation probability distribution for 
the activity ‘Going to meeting room’ is shown below. 
As depicted in Figure 41 the calculation of probabilities starts from the final situation that 
terminates the activity graph. According to the activity modelling approach followed in this work 
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the final situation is the best indicator for the activity and is therefore assigned with the highest 
probability. So in the example activity the situation related to the meeting room location ‘MR’ 
gets assigned the probability of 0.5. The remaining 50% of probability needs to be divided among 
the other situations in the graph. 
 
Figure 41 State distribution example step 1 
Figure 42 shows that the probability of 0.5 is divided among the situation ‘CW ’ and the 
remaining part of the graph that has not yet a probability assigned. So, situation ‘CW’ gets a 
probability of 0.25 assigned and the other 25% are further spread among the activity graph.  
 
Figure 42 State distribution example step 2 
Since there are now parallel paths at the current vertex in the graph the 25% to be allocated are 
divided equally. All three parallel situations can lead to the situation ‘CW’ with the same 
likelihood. Figure 43 shows that a probability of 0.083 has been assigned to the situations ‘SW’, 
‘BE’ and the sub- graph ‘SECECN’ in one step. 
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Figure 43 State distribution example step 3 
The situation probability needs continue on the sub-graph ‘SECECN’ by dividing the 
probability of 0.083 any further along the remaining situations. As shown in Figure 44 the 
situation ‘CN’ gets assigned a probability of 0.0416 as well as the remaining sub-graph 
‘SECE’. 
 
Figure 44 State distribution example step 4 
The remaining probability of 0.0416 is shared equally among the two remaining situations. Both, 
‘SE’ as well as ‘CE’ get assigned the probability of 0.02083 as illustrated in Figure 45 
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Figure 45 State distribution example step 5 
In the same way the Situation distributions for the other three activities involved in the test cases 
have been calculated. An overview about the Situation probability distributions for each test case 
is given in the following matrix: 
B[SW,BE,CW,MR,CN,CE,SE] = 
𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 0:
𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 1:
𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 2:
𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 3:
[
𝟎. 𝟓
0.083
0.02
0.083
0.083
0.02
0.25 0.083 0.04 0.02 0.02
0.25 𝟎. 𝟓 0.04 0.02 0.02
0.06 0.02 0.125 0.25 𝟎. 𝟓
0.083 𝟎. 𝟓 0.25 0.083 0.04 0.02 0.02
] 
The probability of the final situation of each activity is written in bold. This situation has been 
assigned with the probability of 0.5 by default. The probabilities of the other situations in each 
activity are calculated based on the location model presented in Figure 36. This is a relational 
model predefined as real world knowledge which has been used for modelling the activities. This 
is different to current Hidden Markov Model-based recognition models that rely on statistical. 
6.2.2 Test runs 
The Activity Recogniser was set up with the Recognition Models presented before awaiting 
observations arriving from the IoT. Since the integration with an IoT service platform could not 
be achieved the observations have been simulated by a software agent. The simulated event 
production takes away some of the unreliability and inaccuracy aspects a real IoT system has, but 
the simulation setup has been sufficient to evaluate the activity recognition approach that is the 
main contribution of this work.  
Several test runs have been undertaken simulating the emission of Situation Change events. In this 
evaluation scenario the Situation Change is driven by change of location only assuming the 
observed user has been detected by the panels in the building indicting the current location of the 
user. The software agent simulating the location change events emitted a series of events during 
each test run. There have been several test runs emitting different sequences of events. During 
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each test run the event sequence has been kept constant while applying it onto the test cases 
defined in Table 9.  
The different test cases take into account when additional real world information is available or 
not. Based on real world knowledge some activities have been identified for each test case that are 
expected to be recognised during a particular test case. Assuming the user is invited to a meeting 
taking place in this building’s meeting room, the respective activity ‘Going to meeting room’ is 
expected to be recognised with priority by the Activity Recogniser. In cases when no additional 
real world information was available (test cases 20, 30, 40) no particular activity has been 
expected. Those cases are seen as example to showcase the difference between a single mode 
recognition approach solely relying on observations and a multimodal approach taking additional 
information into account as proposed in this work. 
After receiving each observation the Activity Recogniser calculates a belief about the activity the 
observed user is most likely involved in. For each test run the recognition result, the recognised 
activity, has been documented in a table as response to an observation occurred.  
In cases where the recognised activity matches the expected activity, the recognition result has 
been accounted as successful. In the following tables showing the results of the test runs the 
successful recognitions have been marked with grey background colour. 
6.2.2.1 Test Run 1 
During this test run the Activity Recogniser was triggered with the observation sequence: 
 SE , CE, CW, MR 
Following activities have been recognised during each test case after receiving an observation in 
the sequence. 
Test case Expected 
activity 
Recognised 
activity for 
observation SE 
Recognised 
activity for 
observation 
CE 
Recognised 
activity 
observation 
CW 
Recognised 
activity for 
observation MR 
20 - 0 0 0 1 
21 1 1 1 1 1 
30 - 2 2 0 1 
31 1 2 2 1 1 
32 0 , 1 2 2 0 1 
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Test case Expected 
activity 
Recognised 
activity for 
observation SE 
Recognised 
activity for 
observation 
CE 
Recognised 
activity 
observation 
CW 
Recognised 
activity for 
observation MR 
40 - 2 2 0 1 
41 1 2 2 1 1 
42 1,3 2 1 1 1 
Table 11 Recognition results of Test Run 1 
6.2.2.2 Test Run 2 
This test run emitted an observation sequence that intentionally misses a location change event 
along the location graph simulating unreliable detection of user’s location. 
 SW, CW, MR 
Test case Expected 
activity 
Recognised 
activity for 
observation 
SW 
 Recognised 
activity 
observation CW 
Recognised 
activity for 
observation MR 
20 - 0  0 1 
21 1 1  1 1 
30 - 0  0 1 
31 1 0  1 1 
32 0 , 1 0  0 1 
40 - 0  0 1 
41 1 1  1 1 
42 1,3 1  1 1 
Table 12 Recognition results of Test Run 2 
6.2.2.3 Test Run 2f 
This test run is a modification of Test Run 2 explained before in which the missing observation 
along the location graph has been inserted between observation SW and CW. This observation 
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sequence is not the shortest path to any of the desired locations. The test run rather simulates the 
case when a user changes direction unexpectedly. 
 SW, CN, CW, MR 
Test case Expected 
activity 
Recognised 
activity for 
observation SW 
Recognised 
activity 
observation CN 
Recognised 
activity 
observation 
CW 
Recognised 
activity for 
observation MR 
20 - 0 0 0 1 
21 1 1 1 1 1 
30 - 0 2 0 1 
31 1 0 1 1 1 
32 0 , 1 0 2 0 1 
40 - 0 2 0 1 
41 1 1 1 1 1 
42 1,3 1 1 1 1 
Table 13 Recognition results of Test Run 2f 
6.2.2.4 Test Run 2r 
Test Run 2r is another variant of Test Run 2f by swapping observations ‘CN’ and ‘CW’ to find 
out whether the order of observations does have an influence on the recognition result.  
 SW, CW, CN, MR 
Test case Expected 
activity 
Recognised 
activity for 
observation SW 
Recognised 
activity 
observation 
CW 
Recognised 
activity 
observation CN 
Recognised 
activity for 
observation MR 
20 - 0 0 0 1 
21 1 1 1 1 1 
30 - 0 0 2 1 
31 1 0 1 1 1 
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Test case Expected 
activity 
Recognised 
activity for 
observation SW 
Recognised 
activity 
observation 
CW 
Recognised 
activity 
observation CN 
Recognised 
activity for 
observation MR 
32 0 , 1 0 0 2 1 
40 - 0 0 2 1 
41 1 1 1 1 1 
42 1,3 1 1 1 1 
Table 14 Recognition results of Test Run 2r 
6.2.2.5 Test Run 3 
This test run begins with observations that are not that significant for the activities to be 
recognised. Since those observations belong to situations that are in the middle of several activity 
models the Activity Recogniser was meant to be tested with observations of very similar Situation 
distribution values across the activities as shown in the Situation distribution matrix before. The 
last observation in the sequence, namely ‘BE’, has a significant importance for activity 3 though. 
 CN, CW, BE 
Test case Expected 
activity 
Recognised 
activity for 
observation CN 
Recognised 
activity 
observation CW 
Recognised 
activity 
observation BE 
20 - 0 0 0 
21 1 1 1 1 
30 - 2 0 0 
31 1 1 1 1 
32 0 , 1 2 0 3 
40 - 2 0 3 
41 1 1 1 1 
42 1,3 1 1 3 
Table 15 Recognition results of Test Run 3 
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6.2.3 Discussion of recognition results 
In this section the outcome of the test runs is discussed by comparing commonalities and 
differences between the test cases across the several test runs. 
After analysing the simulation results it can be said that the expected recognition result could not 
be detected in all test cases (20, 30, and 40) not including any additional real world information. 
That additional information that is not observable was needed in order to detect activities 
successfully. 
Test case 21 has always been detected successfully.  With only two activities to be recognised 
plus additional information prioritising one activity over the other the recognition approach 
worked perfectly.  
Test case 31 has been detected successfully in 13 of 18 occasions. Despite additional information 
the Situation probability of other activities deployed also gave some observations a higher 
significance towards an activity other than the expected activity. 
Test case 32 has been detected successfully 12 times. Although there is one more fact of 
additional information available compared to test case 31 the detection rate is lower. Especially 
for observation ‘CN’ the recognition approach did not work very well in this test case. This 
observation has no high importance for any of the activities deployed on the Activity Recogniser 
so that the observation does not contribute to a preference for one activity. With two real world 
information facts that are valid during the test case no clear decision can be made by the Activity 
Recogniser which activity to prefer. 
Test case 41 has been detected successfully in 16 of 18 observations. This detection rate is better 
than the one rate for test case 31 (13 out of 18). It is the observation ‘SW’ that is not detected 
successfully in test case 31 during test runs 2, 2f and 2r while it was detected successfully during 
test case 41. Compared to test case 32 there is one more activity to be recognised in test case 42 
with significance to observation ‘BE’. This leads to a decrease in preference for activity 0 when 
‘SW’ was observed. 
Test case 42 has been detected successfully in 17 of 18 observations. The real world information 
additional to the one in test case 41 helps for increasing the detection rate.  
After comparing test runs 2, 2f and 2r it can be seen that the order of observations does not 
really matter for the activity recognition. In this sense the recognition approach is robust against 
unexpected order of observations that do not occur along the graph of the activities. 
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6.2.4 Evaluation against requirements 
As the proposed system is located in the research area of context awareness the system 
architecture and the developed context information models will be evaluated against the 
requirements that are considered as typical for context-aware systems (see section 2.1.1). By 
following standard software engineering methodology at least one success criterion has been 
assigned in Table 4 of section 3.5 that is used to measure whether the system under evaluation has 
met the requirement. This section is organised according to the list of requirements discussion if 
and how the success criterion is fulfilled. 
6.2.4.1 Heterogeneity 
The success criterion to address heterogeneity has been formulated as follows: 
“The context information model provided allows modelling of context-aware applications of 
different application domains.” 
The key concept for achieving heterogeneity was the objection virtualisation approach followed 
by the VE Model presented in section 4.1. By abstracting from underling technology specifics the 
proposed context information model can be applied in heterogeneous IoT service architectures. 
It has been shown that the proposed context information model can be applied to three example 
application domains, one indoor scenario and two outdoor scenarios. This shows how flexible the 
proposed context information model is and how suitable the model is to be extended with domain-
specific models in order to model further application domains. 
The IoT Service Model containing the Entity Service Model as well as the VE Model have been 
contributed to the research community in publications [2], [3] and [6]. 
6.2.4.2 Mobility 
Success criterion: 
“The system is able to recognise the activity of the observed user even though the user is changing 
its location.” 
To meet this criterion some example scenarios have been selected that involve location-changes 
of the observed user. Based on the indoor-location scenario, in which the observed user is guided 
to a certain place in a building, has shown that the proposed system does support mobility.  By 
supplying the architecture with a spatial reasoning component the system is enabled to be aware 
of location changes of the observed user so that the context can be adapted accordingly. 
Because of the formal location models presented in the evaluation setup in section 6.2.1 it could 
be demonstrated that mobility is well handled in the proposed system. Moreover, the recognition 
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model is created based on the location model used in the evaluation scenario as demonstrated in 
section 6.2.1.2.3. The test runs documented in section 6.2.2 have shown that the spatial dimension 
has a high impact on the proposed context recognition technique.  
6.2.4.3 Relationships 
Success criterion: 
“The system provides an ontology-based context information model and a component that is able 
to process such information.” 
The VE model proposed in section 4.1 has been formalised as ontology in OWL-DL format. This 
format allows expressing relationships between context elements in a standardised way. The DL 
Reasoner component provided by the proposed system (section 3.8.2.5) is able to reason about 
relationships between context elements modelled in DL as demonstrated in the situation models 
for the meeting example scenario given in section 4.3.4.  
6.2.4.4 Timeliness 
Success criterion: 
“The context information model provides operators to express temporal relationships between 
context variables. The system is able to infer high-level context from processing context 
information in a temporal dimension.” 
The Situation Model proposed in 4.3.1 contains the ‘SEQ’ operator allowing expressing 
sequential relationships between context variables. The context variables in the proposed system 
are VE DA Change Events (section 4.2) or Situation Changes Events 4.4 that both contain time 
stamps being used by the Temporal Reasoner system component introduced in section 3.8.2.3.  
Due to the missing integration with a real IoT service environment the timeliness could not be 
evaluated in real life conditions. During test runs documented in section 6.2.2 the location change 
events have been issued in a sequential order, but no temporal reasoning has been applied. Only 
the order of events did matter for the experiment.  
6.2.4.5 Imperfection 
Success criterion: 
“The context information model together with the information processing component provides 
techniques to detect inconsistencies.” 
By choosing the ontology-based VE Model introduced in section 4.1 it is achieved that DL 
reasoning can be applied by the system component presented in section 3.8.2.5 to detect logical 
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inconsistencies of context information. The DL Reasoner assures that only context is processed 
further that is valid according to the context model specified beforehand. Since DL reasoning is a 
proven technique no evaluation has been made regarding this in the test runs. 
Imperfection in the sense of incomplete information has been simulated during test run 2 
documented in section 6.2.2.2 in which some event is intentionally skipped in the sequence of 
expected context variables. The experiment has shown that the Activity recognition model 
proposed in section 4.6 is robust against the missing event.  
6.2.4.6 Reasoning 
Success criterion: 
“The system includes reasoning components that infer high-level context from context variables.” 
The system architecture proposed in this work contains three components that apply reasoning 
techniques for inferring high-level context: the Temporal Reasoner (section 3.8.2.3), the Spatial 
Reasoner (section 3.8.2.4) and the DL Reasoner (section 3.8.2.5). The Situation Model proposed 
in section 4.3 provides the grammar with which high-level context is specified. In combination 
the proposed reasoners are able to validate context variables against  the grammar to infer high-
level context.  
Since suitable solutions for each of the reasoners could be found in the research community no 
contribution was made beyond state-of-the-art in this field. 
6.2.4.7 Usability 
Success criterion: 
“The application-agnostic context information model is made available to application developers 
allowing them to extend it with application-specific models.” 
The VE Model proposed in section 4.1  has been published in conference and journal articles [2] 
[6]. In this work examples have been presented on how the context information model can be 
extended with domain-specific models in order to support other application scenarios.  
6.2.4.8 Efficiency 
Success criterion: 
“The context information processing terminates within the timeframe of the application scenario.” 
As elaborated in publications [48] and [5] IoT ARM architectures apply asynchronous publish 
/subscribe communication to avoid performance bottlenecks. The proposed system follows this 
guideline by providing components and models required for event-driven architectures. 
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Contributions to context information modelling have been made with the VE DA Change Model 
proposed in section 4.2 as well as the Situation Change Event Model presented in section 4.4. The 
VE DA Change Model is the specification that provides expressions about changes on virtualised 
objects needed for temporal reasoning to infer high-level context according to the Situation 
Model. This contribution enables integration of IoT ARM compliant architectures with state-of 
the art context awareness techniques. 
The test runs documented in section 6.2.2 have shown that the proposed system behaviour is 
driven by events, namely location change events for the demonstration scenarios. This is the 
behaviour that is desired for this work since the system is reacting to user’s activity observed by 
the system. The system architecture proposed in section 3.8 has been evaluated as suitable for 
context recognition in event-driven architectures.  
6.3 Summary 
In this chapter it has been documented how the proposed system and the methodology for the 
activity recognition system has been evaluated against the requirements analysed before. It has 
been shown that the system addresses the requirements and the recognition approach is suitable to 
detect activities of people based on events received from a pervasive IoT system and additional 
real world information that has been provided by an application developer.  
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7 Conclusion and Future Work 
This chapter concludes the work on this thesis by summarising the outcome of the evaluation 
against the research objectives and giving a summary about the insights won during this project. 
This thesis is concluded by identifying open issues and an outlook on future work. 
7.1 Evaluation outcome 
In this section it is listed what lessons have been learned from analysis of the evaluation scenario 
documented in the previous chapter. The findings are separated by aspects that are directly related 
to the proposed approach and by aspects that are more concerned with the system’s architecture. 
7.1.1 Findings regarding proposed approach 
The experiment has shown that the approach outlined in Chapters 4 and 5 worked out very well. 
The objective to increase the detection rate for the activities has been fully achieved. The 
approach proposed in this thesis works well for scenarios in which at least one of the following 
conditions apply: 
1. One activity can be given a clear preference over other activities to be recognised 
2. There are observation events that can be assigned to activities in a functional way, 
meaning the one observation can be assigned only one activity. 
It has been proven that the algorithm to modify the HMM based recognition was designed in the 
right way by adjusting the initial probabilities and the state transition probabilities first. 
Additionally, if no preferences among the activities can be derived based on the structural analysis 
of them the observation probability matrix should be modified in order to increase the detection 
rate. 
The recognition model itself does not specify any order by which observations are expected to 
occur. This system feature contributes to robustness of the Activity Recogniser that needs to be 
able to handle imperfect information as one of the requirements collected in section 3.5.  If the 
order of observation event shall have a significant impact on the activity recognition such 
constraints have to be modelled as logical predicate on the temporal dimension. 
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7.1.2 Findings regarding architectural aspects 
In theory the proposed system is not restricted in the number of activities it is able to recognise. 
As long as the conditions mentioned in the previous subsection can be met, the recogniser will 
recommend the activity most likely going on.   
Adjusting probability distributions according to changes in the user or environmental context 
requires re-computing effort that is internal to the recogniser component. The stream reasoning 
and complex event processing components already in place for execution of activities do not need 
to be adjusted during runtime for the purpose of configuring the activity recogniser.  The activity 
recogniser is decoupled from the actual activity execution.  
The publish/subscribe communication paradigm as used in the proposed architecture takes care 
the system is scalable in the sense that events produced by activities can be easily multiplied by a 
event messaging broker. Thus the activity recogniser does not cause more load in the architectural 
element producing the events; the activity recogniser is just another subscriber to the event broker.  
In order to support security-related functions, like restricting event subscriptions to permitted 
users or recognisers only the event broker is recommended for implementing access control. 
7.2 Summary 
Overall it can be said the system and methodology proposed in this work have been applied 
successfully to recognise activities in event-driven IoT service architectures.  
The main contribution of this work is an ontology-based context information model that applies 
virtualisation of real world objects. The VE Model published in [2] and [6] contributes to  
heterogeneity and mobility, a requirement for context aware systems collected from state-of-the-
art in section 2.1.1.1. The proposed model abstracts from technical specifics of the underlying IoT 
platform and supports interoperability among different systems deployed at different locations. 
The interoperability of heterogeneous IoT ARM-compliant systems as published in [5] and [49] 
enables context-aware applications in a large scale. To prove this claim an activity recognition 
system has been proposed in this work as a special case for context aware applications. 
To achieve this objective an HMM-based Activity Model has been contributed in section 4.5 and 
evaluated against an indoor example scenario in section 6.2.  
Another contribution has been made towards efficiency of context aware systems as required for 
state-of-the–art context aware systems according to section 2.1.1.7. To be able to apply an 
efficient event-driven architectural style the VE DA Change Event (section 4.2) as well as the 
Situation Change Event (section 4.4) have been developed during this work. 
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Those event models enable temporal reasoning on changes on the VE Model context variables as 
required in current state-of-the-art  as ‘timeliness’ (section 2.1.1.3).  
No contributions have been made regarding temporal, spatial or DL reasoning techniques, but 
current works by the research community could be successfully applied to this work. Those works 
have been integrated into the system architecture proposed in section 3.8.   
The usability requirement for context-aware systems has been addressed by publishing the context 
information model in [2] and [6] as well as providing examples in this work for extending those 
models with domain-specific models in order to build real-life applications (Chapter 4).  
The recognition methodology proposed in this work does not rely on statistical information. A 
probabilistic recognition model is initialised by real world knowledge modelled beforehand as 
demonstrated in section 6.2.1. There is no need to collect statistical data before initialising the 
recognition model which makes the proposed system work in such cases where no statistical data 
is available. 
The evaluation of a test scenario has shown that the proposed system is able to increase the 
detection rate for activities significantly compared to a pure probabilistic system that needs to be 
trained in order to work satisfactory. 
7.3 Open issues and future work 
In this sub-section it is described what issues arose during the work on the thesis that are still open 
and need to be addressed in the future. 
From an architectural point of view the simulation approach for evaluating the Activity 
Recogniser component is not satisfactory. The information exchange between architecture 
components can be simulated successfully, but the unreliability of a real IoT system could not be 
simulated sufficiently. It is unclear what sort of imperfections and inaccuracies of information can 
occur in a deployment of a real IoT-system. Also performance issues could not be evaluated 
without a real deployment setup. It is not clear how the proposed system can cope with latency or 
concurrency problems. 
The data models defined here need further evaluation. The example scenario used for evaluation 
is not the simplest one, but by far not complex enough to cover enough real world use cases. The 
data models are generic enough to be extended, but with them the reasoning complexity might 
increase, too. Since development of reasoners continues the Situation Model can evolve with the 
tool support in the future. 
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Although the approach of initialising the Recognition Model with predefined probabilities worked 
pretty well for the evaluation scenario the chosen values for the initial probability distributions 
can be inappropriate for other scenarios. After applying more evaluation scenarios the initial 
probabilities can be optimised further. 
The influences of the modalities among each other need to be studied further. During this work it 
was assumed that the social modality is to prefer over the spatial and the temporal modality. For 
the scenario chosen for evaluation this assumption worked out well, but the evidence is not 
sufficient to make a general statement about this ranking of modalities.  
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