Abstract-In this paper, we propose a new pruning algorithm to obtain the optimal number of hidden units of a single layer of a fully connected neural network (NN). The technique relies on a global sensitivity analysis of model output. The relevance of the hidden nodes is determined by analysing the Fourier decomposition of the variance of the model output. Each hidden unit is assigned a ratio (the fraction of variance which the unit accounts for) that gives their ranking. This quantitative information therefore leads to a suggestion of the most favorable units to eliminate. Experimental results suggest that the method can be seen as an effective tool available to the user in controlling the complexity in NNs.
I. INTRODUCTION
A CCORDING to Bishop [1] , a central issue in the application of feed-forward neural network (NNs) is the determination of the appropriate level of complexity. This latter is governed by the number of coefficients or weights of the NN. This search of the optimal model is of vital importance for the generalization property of the NN. The main techniques used to control this complexity are [1] - [3] : architecture selection, regularization, early stopping and training with noise, the last three being closely related. Bishop [1] argues that for most applications, techniques based on regularization should be preferred. One of the most popular regularization terms is the so-called weight decay term which is the sum of the squares of the parameters. Unfortunately, the simple weight decay term is inconsistent with known scaling properties of network mappings (see [4] for details). A consistent regularizer can be obtained by assigning separate regularizers to the first-layer weights and to the second-layer weights. The optimal weight decay term (the one that gives the best tradeoff between bias and variance) can be determined through cross-validation. However, this procedure would be computationally expensive, especially if regularization schemes with multiple weight decay terms are to be considered. The Bayesian approach [5] allows the values of regularization coefficients to be automatically tuned during the training process without the need to use cross-validation. Nonetheless, Bayesian techniques are based on some simplifying assumptions. The most important one is that a gaussian approximation of the posterior distribution of the weights is needed in order to make the integrations over the weight space analytically tractable. Indeed, this approximation does not take into account the problem of multiple minima of the error function (although some techniques tend to moderate this statement [6] ).
As for the technique of architecture selection, one of the simplest ways involves the use of networks with a single hidden layer, in which the number of free parameters is controlled by adjusting the number of hidden units. Practically, a set of networks ranging from 1 to hidden units is trained. The performance of the networks is evaluated on a test set. The network that exhibits the best generalization performance is selected. However, this technique is computationally demanding and therefore usually restricted to networks having a single hidden layer. Other approaches consist in growing or pruning the network structure during the training process. The approach taken by the pruning methods is to start with a relatively large network and gradually remove either connections or complete units [4] . Nonetheless, one may notice that network architecture selection changes the actual number of adaptative parameters in the NN while regularization controls the effective number of parameters. Different methods for pruning have been developed. For a review covering the pruning methods, see [3] . The most popular ones of these are optimal brain damage (OBD) [7] and Optimal Brain Surgeon OBS [8] . There exists an extension of OBD for pruning irrelevant hidden units and input units called optimal cell damage (OCD) [9] .
By considering the change in the error function due to small changes in the values of the weights, a measure of the relative importance of the different weights or saliency can be computed. The weights with low saliencies are deleted. More precisely, both methods (OBD and OBS) use a second-order Taylor expansion of the error function to estimate how the training error will change as the weights are perturbed. These methods are based on assumptions in order to reduce complexity in calculating the weights' saliencies [4] , [7] , [8] , [10] . First, both methods make the assumption that the pruning will be performed after training has converged to a minimum i.e. the gradient is zero ("extremal" assumption). Second, they assume that the error function is nearly quadratic in order to neglect the last term of the Taylor expansion ("quadratic" approximation). The OBD method additionally assumes that the off-diagonal terms of the Hessian matrix are zero.
Engelbrecht [10] proposed a new pruning algorithm based on output sensitivity analysis that involves a first-order Taylor expansion of the NN output function. He showed that OBD (which is an objective function sensitivity analysis) and output sensitivity analysis are conceptually the same under the assumptions of OBD. The method is based on variance analysis of sensitivity information given by the derivatives of the NN output with respect to the parameters. It is quite a powerful method since the neural structure inherently contains all the information to compute efficiently these derivatives [11] . The basic idea of the technique is that a parameter with a low average sensitivity and with a variance in sensitivity which is not significantly different from zero over all patterns has little or no effect on the output of the NN considered. The method called variance nullity pruning (VNP) [11] is not based on any assumptions to reduce the complexity in calculating the saliencies of the parameter. However, since the sensitivity information is given by the derivatives of the NN output with respect to the parameters, the network should be well-trained to accurately approximate the true derivatives [10] . Indeed, it has been proven that as the NN converges to the underlying function so all derivatives also converge to the true derivatives [12] . The VNP algorithm has also been used to prune irrelevant input units. Prior to the VNP algorithm, Zurada [13] used a perturbation-based sensitivity method for input pruning.
The above approaches are derivative-based methods. The output sensitivity analysis developed by Engelbrecht [10] can be grouped with the so-called local methods of sensitivity analysis of model output (SAMO) [14] . But the analysis remains inherently local. Small variations in the parameter values do not change the local sensitivities but a significantly different parameter set may result in a completely different sensitivity pattern. Moreover, the quality and reliability of the results of this type of analysis depends on how well the Taylor expansion approximates the original model.
There exists a second sensitivity analysis (SA) school, the global SAMO, which is more ambitious in two aspects: first, the space of the parameters (also called factors or input factors in the SA terminology) is explored within a finite region and, second, the variation of the output induced by a factor is taken globally-that is averaged over the variation of all the factors [14] .
In this paper, we propose a new technique to obtain the optimal number of hidden units of a single layer of a fully connected network. This technique relies on a global SAMO. A global SA method, the extended Fourier amplitude sensitivity test (EFAST) method [15] , is used to quantify the relevance of the hidden units. Thus, in our study, the outputs of the hidden units are the factors of interest. SA of large dimensional overtrained NNs are conducted in order to assess the relative importance of each hidden unit on the NN output. This is made possible by computing the contribution of each hidden unit to the NN output.
EFAST is an extension of the FAST method [14] , [16] . The key idea of FAST is that all the factors are oscillated around their nominal value from one simulation run to another. The importance of a factor is determined by analysing the Fourier decomposition of the model response. The FAST method computes a ratio, which is called the main effect or first-order sensitivity index , that ranks quantitatively the different input factors. The FAST method is independent of any assumptions about the model and works for monotonic and nonmonotonic models.
Developments and improvements of the FAST derivative methods are recent. Saltelli [15] extended the classical approach (thus giving the EFAST method) to perform the total sensitivity index . The term "total" here means that the factor's main effect, as well as all the interactions involving that factor, are included in the ratio. In this paper, we will use this method. The ranking of the hidden units could lead to a suggestion of the most favorable ones to eliminate.
Section II gives a brief introduction to SAMO. In Section III, we will describe the FAST and the EFAST methods. Section IV illustrates the application of the EFAST method to the area of NN. Section V describes the experimental setup while Section VI details the results. The performance of the method has been evaluated (through extensive experimentation) on nine real-world problems mainly from the international benchmark Proben1 [17] . Section VII will draw the conclusions.
II. INTRODUCTION TO SAMO
According to Saltelli [14] , in the context of numerical modeling, SA means very different things to different people. Helton [18] proposed a review of the different techniques. But all these approaches have in common the aim of investigating how a given computational model responds to variation in its input factors. The term input factor must be interpreted in a very broad sense: a factor is a quantity that can be changed in the specification of the model prior to its execution. A factor can be an initial condition, a parameter, etc . By considering, without loss of generality, a model such that , SA estimates the effects of the input factors on the output . The effect of a factor is the change in the response obtained by changing the value assumed by that factor. Different types of analysis are possible with SA. The interested reader may refer to Saltelli [14] for more details. For instance, modellers may conduct SA in order to determine insignificant model parameters which can thus be eliminated, in other words parameters not affecting the variation of the output. In this way, irrelevant parts of the model can be dropped, or a simpler model can be built or extracted from a more complex one (model lumping).
The purpose of SA is manifold. SA, either local or global, has been used in numerous fields 1) as a tool to understand mechanisms in complex chemical kinetic reaction schemes [19] ; 2) as a means to analyze fish population dynamics [20] ; 3) investigating the structure of an environmental numerical model related to climatic change studies [21] ; 4) analyzing a complex geological waste disposal system [18] , etc.
A. How to Perform SA
There are several procedures to conduct SA. The most common SA is sampling-based. Fig. 1 represents a sampling-based SA in which the model is executed repeatedly for combinations of values sampled from the distribution (assumed known) of the input factors. The following steps can be identified [14] .
Step 1) Define the model, its input factors and output variable(s).
Step 2) Assign probability density functions or ranges of variation to each input factor.
Step 3) Generate an input matrix through sampling design.
Step 4) Evaluate the output. Step 5) Assess the influences or relative importance of each input factor on the output variable. At Step 4), an empirical probability distribution for the output can be created which may lead to a first step of uncertainty analysis. Mean, standard deviation, confidence bounds etc. can be estimated. After quantifying the variation of the output, the next step, SA, consists in apportioning the variance of the output according to the input factors. A possible representation of the results can be a pie chart that decomposes the variance of the output into the percentages that each factor is accounting for. In this way, the variance decomposition may allow the identification of the most influential factors.
B. Different Sensitivity indexes
There are different methods to perform SAMO [14] . They all rely on the estimation of a sensitivity index. Consider again a -factor model .
In the following, let us denote by the standardized factor (mean 0 and variance 1) relative to . To introduce the different sensitivity indexes, it is convenient to consider, without loss of generality, that the model response under interest can be expressed in the form of the following polynomial expansion:
(1) where model response; 's first-order regression coefficients; 's second-order regression coefficients, and so on; represents the first-order interaction between the factors and .
Quantitative SA methods are usually based on the estimation of one of the three following sensitivity indexes:
• the linear effect, a sensitivity index based on the 's alone;
• the main effect, a sensitivity index based on the 's (linear effect), 's (quadratic effect), 's (cubic effect) and so on ; • the total effect which is based on the 's, 's, 's for a given and all i.e. all the coefficients involving the factor . Generally, the contribution of an interaction to the response variation is less than a least-order interaction and linear effect. However, the entire nonlinear effects may have an important contribution to the model response variation. If we develop (1) up to an -order polynomial (therefore we expect the highorder coefficients to have a negligible influence on the variation of the output), we can write (2) is called the interference factor (usually set to 4 or 6 in the SA community) and is the error term.
On one hand, if the model is nonlinear but the factors are varied in a small range, the first-order regression coefficient is an adequate index for SA because nonlinearities can be neglected. In that case, the method employed to estimate the 's belongs to the local SA methods. On the other hand, when factors vary strongly over an order of magnitude, the entire nonlinearities cannot be neglected anymore and must be accounted for in the sensitivity index. For this purpose, a global SA variance-based method is employed.
C. Variance Based-Methods
Among the global methods, one may distinguish two variance-based methods: the Sobol's method [22] and the FAST method. Variance-based methods aim to estimate the quantity Amount of the model response variance due to only The model response variance (3) where denotes an input factor, the model response, the expectation of conditional on a fixed value of and the variance is taken over all the possible values of . This ratio represents the main effect. It is called the first-order index in the SA terminology. Thus, the main effect of a factor represents the average effect of that factor on the response or conversely these methods allow the computation of that fraction of the variance of a given model output which is due to each input factor.
In addition to the computation of the first-order indexes, both Sobol's method and the EFAST method also provide an estimation of the total sensitivity index . The total effect includes the main effect as well as all the interaction terms involving that factor. The total effect is defined by Amount of model response variance involving Model response variance (4) A model is said to be additive when the response is nonlinear but interactions are negligible. In that case, the main effects are the suitable indexes for SAMO because . Otherwise, the total effects are the appropriate indexes to rank the factors by order of importance and that is . Sobol's method is a Monte-Carlo based method that consists on performing multiple model evaluations with randomly selected input factors. FAST is based on the Fourier decomposition of the variance in the frequency domain. Both methods are especially suited for a quantitative model-independent global SA. The computational cost of these methods is the number of model evaluations required and is a function of the number of input factors and the complexity of the model. The ever-increasing power of computers tends to make these global methods affordable for a large class of models.
III. VARIANCE-BASED METHODS IN THE SPECTRAL DOMAIN: THE FAST AND EFAST METHODS

A. Introduction
To introduce the FAST and EFAST methods, we consider once again the polynomial expansion.
Let be the range of variation of the factor . Let us suppose that simulation runs are performed by varying each factor as follows: with , the (integer) frequency assigned to factor and the simulation number. It is straightforward to note that and that (1) becomes (5) The previous relationship leads to the following conclusions:
• the linear effect of corresponds to the Fourier amplitude at the fundamental frequency ; • is obtained by considering the Fourier amplitudes at the fundamental frequency (linear effect), the first harmonic (quadratic effect), the second harmonic (cubic effect) and so on. This is the basic idea of the FAST method; • interactions induce new frequencies that are linear combinations of interacting factors' frequencies. Consequently, can be computed by considering all the Fourier amplitudes involving . One way to isolate these frequencies in the spectral domain, is to choose very high compared to the other frequencies (denoted by ) so that none of the spectral components involving overlap in the low frequency region (where the spectral components do not concern ). Such an approach is reminiscent of the frequency modulation technique and is called the EFAST method in SA.
B. FAST Method
FAST enables the estimation of the total output variance and the contribution of individual input factors to this variance, that is, the first-order sensitivity indexes. In FAST, each input factor is related to a frequency and a set of suitably defined parametric equations (6) allow each factor to vary in range, as the new parameter is varied (where is a scalar variable varying in the range ). The parametric equations define a curve that systematically explores the input factors' space. As varies, all the factors oscillate at the corresponding driving frequency and their range is systematically explored.
Different transformation functions have been proposed [15] , [16] . For the FAST method (and EFAST method), a parametric representation of the form (7) is often used. This transformation allows a better coverage of the factors' space since it generates samples that are uniformly distributed in the range [0,1] (see Fig. 2 ).
Notice however that, if is the range of variation of the factor , each factor oscillates in the range along the curve defined by (8) In the present application, the output of the hidden nodes will be varied according to (8) .
As each factor oscillates periodically between at the corresponding frequency , the model output exhibits different periodicities that result from the combination of the different frequencies , whatever the model is. As stated by [15] , if the th factor has a strong influence on the output, the oscillations of at frequency shall be of high amplitude. This is a basis for computing a sensitivity measure for the factor based on the evaluation of the Fourier amplitudes at the corresponding frequency and its harmonics. In other words, large Fourier amplitudes at the fundamental frequency and its harmonics indicate that the output is sensitive to the input factor . Cukier [16] showed that, if an appropriate set of integer frequencies is chosen, then is -periodic . So, may be expanded in a Fourier series of the form (9) where the Fourier coefficients are defined as (10) (11) and . Therefore, equally spaced sample points are required to perform the Fourier analysis. represents the sample size and coincides with the number of model evaluations (that is the number of simulation runs).
One major advantage in shifting the analysis into the frequency domain is that the spectral decomposition is equivalent to a variance decomposition. An analysis of variance is possible because Parseval's theorem states that (12) The portion of the variance of explained by alone is (13) where and denote the Fourier coefficients for the fundamental frequency and its higher harmonics . Consequently, the expansion of the main effect is given by (14) We stated above that in order to evaluate the main effect of , one must calculate the Fourier coefficients at the fundamental frequency and all the harmonics. As mentioned earlier (see Section II-B and (2)), only the first harmonics are considered so that the first-order sensitivity index is approximated by (15) where is called the interference factor (usually set to 4 or 6 in the SA community).
In the FAST approach, the number of simulation runs represents the sampling frequency and, to satisfy the Nyquist criterion, must be equal (at least) to where .
Notice that the variance can be evaluated in the frequency domain through the following relationship: (16) where and denote the Fourier coefficients at frequency . Thus, to estimate the main effects, model evaluations are required. At this point, some comments must be made. First, the set of integer frequencies must be properly chosen in order to avoid interferences up to order . Let us recall that the Fourier coefficients evaluated at the input frequency and its multiples give the sensitivity of the output to the th factor. If interferences occur at a given frequency, then the analysis becomes irrelevant by overestimating the main effect. Put differently, the difficulty with such an approach is to choose the frequency set so that the frequencies generated by the th-order nonlinearities do not equal , and
. Second, is also constrained by the number of input factors, given that, as the number of factors increases, contains the effects of factor Z located in the high frequencies.
it is necessary to choose higher in order to obtain a set of frequencies free of interferences. Thus, even for a relatively small number of parameters (say 20), the choice of the set of frequencies will not be easy. This fact may render the method difficult to use in practice.
C. EFAST Method
Saltelli [15] proposed an extension of the FAST method that allows one to cope more easily with this problem of interferences. Moreover, the new method computes both the main effect and total effect using the same set of model evaluations. This is made possible by assigning the factor of interest a "high" value for its frequency and a set of "low" frequency values to the remaining set of factors (in the following, we set , i.e. all the factors except the factor). More precisely, the spectrum of a model response is divided into two areas (see Fig. 3 ).
Indeed, if we set where is the highest frequency assigned to the set of factors , then it will ensure that the frequencies generated by the -order interactions involving will not interfere with the frequencies induced by the -order nonlinearities involving . Then, the estimation of the total sensitivity index by the EFAST approach can be expressed as follows: (17) with as is the highest frequency assigned. Conversely, the first-order is obtained as in classical FAST [see (15) ].
One may see that the problem of interference is easier to manage than in the classical FAST since it may be easier to find a couple of frequencies ( and ) that do not interfere up to an arbitrary high . Interferences are avoided as long as . Saltelli [15] proposed an algorithm to select (consequently ) and the frequencies in the complementary set for a given number of simulation runs (see Section IV-B). In order to obtain a better coverage of the input factors' space, one must assign distinct frequencies to the factors of the complementary set. However, to limit the number of model evaluations, it is possible (to some extent) to assign the same frequency to two (or more) different factors of the complementary set.
As stated above, the total number of simulation runs required to compute the total effect of factor alone is as is the highest frequency assigned. To estimate the sensitivity index for another factor, a permutation of the frequencies is necessary, because the "high" frequency must be assigned to the factor of interest. Hence, to compute the entire total sensitivity indexes simulation runs are necessary. Among the SA methods, the total sensitivity index is undoubtedly the best guide to quantitatively rank the factors by order of importance. Indeed, even if this occurs rarely, interaction effects on a model response may dominate the main effects. So, whether the interaction effects are taken into account or not, the analysis may result in a different ranking of the factors' importance.
The results of the analysis can be displayed in an intuitive graphical way by normalizing each by the sum of , . The normalized indexes can be plotted in the form of a pie chart, hence showing the fraction of variance which the factor accounts for. However, when dealing with complex models with a large number of parameters and for which the cost of one model evaluation is high, estimation of the total sensitivity indexes may require a very high computational effort.
IV. USING THE EFAST METHOD TO OBTAIN THE OPTIMAL ARCHITECTURE
A. The Method
Regarding the intrinsic structure of a single output NN, one may decompose it into two submodels (see Fig. 4 ). The first one (SM1) is the multiresponse relationship between the inputs of the NN and the output of the hidden units . The second submodel (SM2) is the single response relationship between the output of the hidden units and the output of the NN . We state that the relevance of a hidden unit is related to its influence on the NN response. This is the key idea of the method proposed in this paper to determine the optimal architecture of an NN. In our approach, the model is SM2 and the factors are the output of the hidden units . The different steps of the proposed approach are as follows.
Step 1) Train a "reasonably large" network for some epochs.
Step 2) For each factor (output of the hidden node ), retain its minimal and maximal values and , respectively.
Step 3) Set the interference factor to and choose the number of simulation runs .
Step 4) Given and , compute the frequency to be assigned to the factor and the frequencies assigned to the other factors in order to perform the EFAST method.
Step 5) For each factor , • Assign the frequency to the factor . • By only considering the SM2 model, perform simulation runs. The factors are varied according to the curve defined by (8) , compute the total effect of the factor using (17).
Step 6) Given all the total effects , compute the percentage contribution (i.e. the normalized indexes ) of each hidden unit to the variation of the output.
Step 7) Delete the hidden units that account for less than of 5% of the output variance. At this stage, two points have to be highlighted. First, usually, pruning occurs when the NN has been trained into a minimum of the error function [7] , [8] or when overfitting begins (a pruning indicator is detected through the monitoring of the error on a validation set) [10] , [23] . It will be shown that for the EFAST pruning method these prerequisites are not necessary. In other words, in the EFAST method, pruning starts when the NN has been trained for some epochs (and this latter parameter has not to be carefully tuned).
Second, it is also important to note that step 6 of the above procedure exhibits in a quantitative way the relevant units; those that account for at least 5% of the variation of the output. Indeed, it will be shown that the EFAST pruning method answers quite satisfactorily the question of "how much to prune". Regarding this threshold of 5%, a preliminary experiment showed that an input factor corresponding to a noise with zero mean and a standard deviation of 0.3 led to 5% of the output variance.
B. Parameters of the EFAST Pruning Algorithm
For a given number of hidden units, the parameters of the EFAST pruning algorithm are: the number of model evaluations, , the interference factor, and the set of frequencies assigned to the hidden units (factors). Actually, the choice of and determines the set of frequencies assigned to the factors. First, we set . As discussed earlier, it is common practice in the SA community to set to 4 or 6. Indeed, the spectral information rapidly decreases when frequency increases. Notice that experiments have been conducted with . However, even if the estimates of the partial variances were more accurate, this setting had no influence on the experimental results.
Second, the choice of is dictated by the following consideration. As mentioned above, in order to have a better coverage of the factors' space, the frequencies of the complementary set must be distinct from each other. For instance, for a NN with 32 hidden units, it is recommended to choose (at least) then leading to , and the resulting complementary set of frequencies . So, each factor is assigned a distinct frequency. In the same way, for a NN with 128 hidden nodes, we have (at least) (leading to , and for the complementary set). Fig. 4 . EFAST method applied to the pruning of hidden units. Each output of the hidden units constitutes an input factor. All input factors oscillate (each with its own frequency ! ) according to the curve defined by (8) . N samples of the output are evaluated that enable the computation of the percentage contribution of each hidden unit (through the Fourier decomposition of the variance of the output).
However, other values for are allowed. We chose in order to obtain a good tradeoff between computational cost and accuracy of the method. 1025 model evaluations lead to , and the resulting set of frequencies assigned to the other factors . The pattern is duplicated in order to cover the whole range of factors. Hence, the same frequency is assigned to two (or more) different factors but experiments (see Section VI-A-3) show that this choice of appears to be consistent when pruning NN having 128 or 32 hidden units. Table I illustrates the different possibilities given the number of hidden units and the number of simulations runs when the assumed factor of interest is the third one.
C. Computational Cost of the Method
For hidden units, the NN output is given by the following equation:
. A single evaluation of the output of the NN output requires operations: each term in the sum necessitates one multiplication and one addition while the evaluation of the output activation function represents a small overhead. Thus, the computational cost of the EFAST pruning method is with the number of simulations runs required by the EFAST method.
V. EXPERIMENTAL SETUP
A. Datasets
Extensive benchmark experiments have been made on nine real-world problems. All these datasets (except EES dataset [24] ) are part of Proben1 [17] . The Proben1 benchmark set is a collection of classification and function approximation problems. The latter have between 8 and 90 inputs and between 303 and 7200 examples. The data in Proben1 are encoded for direct NN use. Three suggested partitions of the data into training, validation and test sets are given in Proben1. We chose the first pre-partitioning as it is. The column labeled "relevant epochs" gives the number of epochs until minimum validation error (through the use of an early stopping experiment). Table II  lists the datasets. TABLE I  FREQUENCIES ASSIGNED TO THE INPUT FACTORS GIVEN THE NUMBER OF FACTORS AND NUMBER OF SIMULATION RUNS (THE  THIRD FACTOR IS THE FACTOR OF INTEREST) We used only a single output for classification problems while for approximation ones with more than one output (e.g. building), we handled separately each output with a single output NN. For further information on the Proben1 datasets, the interested reader should consult [17] .
B. Pruning Algorithms
Stuttgart neural network simulator (SNNS) [25] Furthermore, five pruning functions are available in SNNS: OBS, OBD, magnitude-based pruning (MAG) [26] , Skeletonization (SKEL) [27] and non-contributing units (NC) [28] .
OBS, OBD, and MAG are weight pruning methods whereas SKEL and NC are node pruning algorithms. Rigorously, when pruning hidden units, we cannot compare the weight-oriented pruning methods (OBS, OBD, and MAG) with the node pruning algorithms (SKEL, NC, and EFAST). However, we have followed the same approach proposed by Engelbrecht [10] who compared his VNP pruning algorithm with MAG, OBS, and OBD. For the weight-oriented pruning methods (OBS, OBD, and MAG), a hidden unit is deleted if all incoming or all outgoing links to that unit are removed. Obviously, these methods necessitate more pruning steps (than the node pruning algorithms) as one link is deleted per pruning step. This specific treatment led to the computation of an effective number of pruning steps. 1 The CPU time is also updated in the same way.
These standard algorithms compute the relevance of each element in order to prune the one with the least saliency.
Among these methods, MAG is the simplest one. The saliency of a weight is given by its absolute value and the algorithm eliminates the weight that has the smallest magnitude. 1 Effective number of (node) pruning steps = actual number of (weight) pruning steps (#of units removed /# of weights deleted) OBD estimates the change in the error function when pruning a certain weight. The saliency of a weight is given by where is the th element of the Hessian matrix (second derivatives of the error with respect to the parameters) and the value of the weight at the minimum of the error function.
For OBS, the saliency of the weight is the quantity where is the inverted Hessian. OBS also computes a correction to the remaining weights after the deletion of a parameter in order to minimize the increase in error.
As mentioned above, the popular methods OBD and OBS are based on some assumptions (training to the error minimum, quadratic approximation, zero off-diagonal elements for OBD).
SKEL prunes units by estimating the change of the error function when the unit is removed. The saliency of a unit is given by where is called the attentional strength (see [25] and [27] for details).
The NC method uses statistical means to find units that do not contribute to the net's behavior. The output of each unit is observed for the whole pattern set. The units that are removed are the ones that don't vary their output, always show the same output as another unit or always show the opposite output to another unit.
Notice that these methods do not really answer the question "how much to prune." For instance, the authors of OBD suggest pruning "some" low saliencies. These methods, therefore, operate in a somewhat conservative way in the sense that only one parameter is removed per pruning step. This is the main drawback of these methods. In order to speed up the pruning process, one could remove parameters that are below a given threshold, though this latter must be chosen in an ad hoc fashion or set by some specific rules of thumb.
C. Training Algorithm
All runs were performed using the RPROP algorithm [29] available in SNNS. The RPROP parameters are set to the following values:
, and . is the initial update value, and define the range of variation of the update values (See [29] for more details). 
D. NN Architectures
All the experiments were made with networks with one hidden layer of hyperbolic tangent (tanh) activation function. The activation function for the NN output was set to the standard sigmoid for classification problems and to the identity function for approximation problems. The pruning methods were compared on NN having 32 and 128 hidden nodes.
For the additive procedure (see Section VI-B), seven sizes of hidden layer were used: 2, 4, 8, 16, 32, 64, 128 hidden units.
E. The Benchmark Procedure
For the purpose of benchmarking comparisons, 2 we have evaluated the performance of the different pruning methods by using the following procedure.
1) Choose a "reasonably large" NN architecture. Some tools are proposed in [30] that may help to shed some light on the term "reasonably large." 2) Train the NN for some epochs (100, 500, 1000). 2 The benchmark procedure has been implemented on an IBM eServer p690: A computer having 32 processors Power 4+ 1.7 GHz and developing a computing power of 220 gigaflops.
3) Apply the pruning method e.g., a)
For MAG, OBS, OBD, SKEL and NC : compute the saliency of each element and delete the element with the smallest saliency. b)
For EFAST: delete the units that account for less than of 5% of the variation of the NN output. 4) Retrain the NN for 10% of the first amount of training epochs (e.g. 10, 50, 100 epochs). 5) Test the reduced NN on a validation set. If the validation error deteriorates by more than 10% from the previous iteration or no more hidden units can be deleted at the end of three (unsuccessful) pruning iterations, go to Step 6), otherwise iterate to Step 3). 6) Test the NN on a test set. 7) End of benchmarking procedure.
VI. EXPERIMENTAL RESULTS
A. Results and Discussion for the Cancer Problem 1) Pruning Results:
The pruning methods have been compared extensively on the cancer problem [31] . The pruning procedure depends on two parameters. The first one is the number of training epochs which governs the start of the pruning process. This is an important element especially for the above standard methods (MAG, OBD, OBS, SKEL, NC) as the NN needs to be "well-trained." Hence, the behavior of the algorithms was assessed for three training epochs (100, 500 and 1000 epochs). In fact, 100 epochs corresponds to the minimum of a validation error exhibited during an early stopping training session. Conversely, at 1000 epochs, the NN is deemed to be at a minimum of the error function. We chose also to test the behavior of the pruning algorithms for an intermediate value of 500 epochs. The second pruning parameter is the overall stopping criterion of the pruning process. Usually, this stopping criterion is not precisely defined (see [7] or [8] for instance) or varies according to the different implementations of the pruning schemes. For our benchmark experiments, this stopping criterion is reached when the error on a validation set deteriorates by more than 10%. For the present experimental pruning sessions, we tested the behavior of the pruning methods for two validation sets (by exchanging the original validation and test sets proposed in Proben1). Comparisons for NN having 32 and 128 hidden units were made according to the CPU time, the mean squared error (mse) obtained on the test set and the remaining number of hidden nodes. We also give in Tables III-VI the number of remaining weights in order to make the comparisons between the weight-oriented pruning methods (OBS, OBD, and MAG) and node pruning algorithms (SKEL, NC, and EFAST) fairer.
Tables III-VI and Fig. 5-7 give the results of the benchmark procedure. For convenience, we named the validation set and the test set (provided by Proben1), respectively, cancer1vl.pat and cancer1ts.pat.
We recall that the number of pruning steps computed for MAG, OBS and OBD is the number of effective (node) pruning steps (see footnote in Section V-B).
The results of Tables III and IV are presented in a more synthetic way through the Fig. 5-7 . The following remarks can be made.
1) Under the different pruning conditions (i.e. training epochs and validation set used to stop the procedure), the EFAST pruning method exhibits globally a better mean squared error [apart from two exceptions, see Fig. 9(a) ]. Furthermore, the mse performance is quite stable whatever the pruning conditions. 2) When using the EFAST approach, the number of hidden units remains practically the same whatever the pruning conditions. It is not the case for the standard pruning methods. Indeed, they show a rather fluctuating performance. Moreover, these algorithms experience difficulties when pruning the NN with 128 hidden units. For instance, methods like MAG, OBS, and OBD do not even prune the NN.
3) The EFAST CPU time is of the same order of magnitude or sometimes better than the other pruning methods. When dealing with the standard methods, the above results show how important it is to correctly answer the question "when should the pruning process start." Clearly, the standard methods behave differently under different learning conditions (i.e given here by the number of training epochs). This behavior may question the results obtained with the methods that require specific conditions before pruning occurs. For instance, popular methods such as OBD or OBS require training to the (absolute) error minimum. For the cancer problem, it is supposed that this criterion is reached for 1000 epochs.
But, as also pointed out by [23] , this introduces massive overfitting which cannot be repaired by subsequent pruning. This phenomenon is reinforced when pruning the NN with 128 nodes. To prevent this overfitting, one can use a pruning indicator through the monitoring of the error on a validation-set to trigger the pruning session. Nonetheless, starting the pruning process before a minimum is reached on the training set may be questionable for methods like OBS and OBD (since the results of the methods are valid provided an absolute minimum is reached).
In conclusion, the standard methods are highly sensitive to changes in the learning and pruning parameters. Therefore, the parameters of a pruning process for the standard methods must be carefully tuned.
As shown by the previous results, the EFAST pruning method is less sensitive or not sensitive to these pruning parameters. In fact, the EFAST algorithm relies only on information obtained during the training phase i.e. the variation of the output of the hidden node between its minimal and maximal values and . Consequently, the pruning process may occur when the NN has been trained for some epochs. This latter parameter does not have to be carefully tuned. Thus, pruning with the EFAST method is possible before a minimum of the training error has been reached.
One other interesting feature of the EFAST algorithm is its stability when pruning NN of different original hidden layer size. Indeed, whatever the original number of hidden nodes (32 or 128 units), the method leads in practice to the same number of hidden units.
Last but not least, the CPU time appears not to be a constraint as the EFAST method exhibits in a quantitative way the relevant units in very few pruning steps. Fig. 11-13 plot the evolution of the validation error during the benchmark procedure when pruning the original NN of 32 hidden units for 1000 epochs. For the EFAST method, the number of hidden nodes removed at each pruning step is displayed. Fig. 11(a) clearly shows that, unlike the other pruning algorithms, the EFAST method does not rely on the validation error to exit the benchmark procedure since the validation error remains almost flat after two pruning iterations. In fact, the EFAST method exits the benchmark procedure because there are no more units to prune (all units have a sensitivity index 5%). As stated above, unlike the standard algorithms that delete one parameter per pruning step, the EFAST method yields the relevant units in very few pruning steps (in practice, two or three pruning steps are necessary) and therefore gives a completely satisfactory answer to the question "how much to prune." This is not the case for the other methods. As they do not compute a global quantitative sensitivity measure, they have to rely on a validation error to assess the performance of the pruned NN and stop the pruning session in case the net error is too big. Table VII illustrates Section IV-B and concerns the effect of assigning the same frequency to more than one factor in the complementary set of frequencies. The following results were obtained when pruning the NN for 1000 epochs.
2) Development of the Validation Error During the Pruning Process:
3) Evaluation of the EFAST Method for Different Numbers of Simulation Runs:
As shown by Table VII , regarding the number of remaining units, there is no difference when pruning the NN with 32 units. Therefore, assigning the same frequency to two factors has no effect on the pruning results. A difference of two units is observed when pruning the NN with 128 nodes but the better accuracy obtained with 8193 model evaluations is counterbalanced by the higher computational cost. Moreover, a difference of two units has practically no influence on the generalization performance of the NN.
B. Architecture Selection by Increasing the Number of Hidden Nodes
As a previous experiment based on the hold-out method (by using the validation set provided by Proben1) led to a very noisy performance measure, we rely on a 10-fold cross-validation technique in order to select the number of hidden units. The selection of the model was based on the performance measure given by the validation error averaged over all the 10 mean squared errors. 3 The following procedure was used. 1) Start with a NN with one hidden unit.
2) Perform a 10-fold cross-validation on the cancer problem.
3) Increase (using a non linear scale: 1, 2, 4, 8, 16, ) the number of hidden units and proceed to step 2. 4) End of procedure. Fig. 14 shows the results. The minimum of the validation error is obtained for a NN model with 16 hidden units. In other 3 In a k-fold cross-validation experiment, all the data is divided into k distinct segments. The NN is trained k times, each time using a version of the data in which one of the segments is omitted. The performance of each trained NN is then evaluated on the data from the segment which was omitted during training and the validation error is averaged over all k results. words, the procedure clearly indicates the model to select. However, the CPU time of this procedure amounts to 479.25 seconds and therefore is rather computationally demanding (in comparison with the EFAST method, see Tables III-VI) .
Furthermore, it must be noted that some authors [32] argue that cross-validation scores are biased and do not lead to the optimal model. Finally, the appraisal of the resulting NN on the test set provided by Proben1 for the cancer problem yields a test mean squared error equal to 0.032 88. Hence, one can state that this method is neither faster than nor as efficient as the proposed one.
C. Other Experimental Results
We also evaluated the performance of the pruning methods over the range of significant datasets provided by Proben1 (see Table II) . The experiments dealt with the pruning of two original NN (128 and 32 nodes). For these problems, we used the training and validation data sets defined in Proben1. Further, the NNs have been trained for the number of relevant epochs given in Table II . For these problems, we have not shown the results obtained with the additive phase as the conclusion drawn in the previous section remains unchanged. Fig. 15-24 show the results.
Notice for the Card, Horse, Thyroid and EES problems, OBS failed (and exited with an error message of insufficient memory) when pruning the original NN with 128 nodes.
The results confirm that the EFAST method outperforms the other pruning algorithms when focusing on the pair of indicators mean squared error and number of remaining units i.e. the NNs obtained with the EFAST algorithm are more parsimonious while yielding a test mse which is of the same order of magnitude. Indeed, even if in some cases, the EFAST mse is not the best, it is close to the best. Considering the remaining number of hidden units, the EFAST method always lands on practically on the same number whatever the original NN. Again, the CPU time appears to be very affordable.
VII. CONCLUSION
In this paper, we have proposed a new method of pruning hidden units of oversized NNs. The procedure is based on the EFAST method, a quantitative model-independent method for global sensitivity of model output. The method delivers quantitative information about the relative importance of the hidden units. The new pruning algorithm offers several advantages.
1) It is a robust, stable and consistent method that exhibits good performance whatever the original structure.
2) The method exhibits in a quantitative way the relevant units and therefore gives a completely satisfactory answer to the question "how much to prune." 3) The method does not necessitate fine-tuning of the learning parameters. 4) Consequently, as convergence to a minimum of the criterion is not a prerequisite, it is possible to prune before the network is at the minimum of the cost function. 5) The results obtained with the EFAST method are only dependent on the training phase. This feature is very appealing when dealing with a finite dataset. So, in practice, additional data such as a validation set is unnecessary. In other words, the method is able to deal with the problem of model complexity without the need for cross-validation or the need to optimally tune a specific parameter during the pruning process. 6) Moreover, the CPU time is not a constraint as the method prunes several units per pruning step.
Conversely, the other pruning algorithms show a rather fluctuating performance. As they require specific training conditions before pruning occurs, the parameters of a pruning process for the standard methods must be carefully tuned. Unlike the EFAST pruning algorithm, for the present experimental setting, these methods have to rely on a validation error to assess the performance of the pruned NN and stop the pruning session in case the net error is too big. As they do not compute a global sensitivity measure, these methods operate in a somewhat conservative way in the sense that only one parameter is removed per pruning step, hence giving large CPU times for most of them. This is the main drawback of these methods. In other words, these method do not give a satisfactory answer to the question how much to prune. In order to speed up the pruning process, one could remove parameters that are below a given threshold. But this latter must be chosen in an ad hoc fashion or set by some specific rules of thumb.
Experiments with the standard method of selecting the number of hidden units using a 10-fold cross-validation technique clearly indicate which model to select but at the price of a high computational cost. The performance of the selected model is also no better than the proposed one. Finally, on the basis of the results, we feel that the EFAST algorithm provides a useful and efficient method of pruning hidden nodes of relatively large NN and we propose the following EFAST pruning recipe.
1) Train a NN that is larger than necessary.
2) Apply the EFAST pruning algorithm for two or three steps. 3) Train the NN with the number of hidden nodes identified with the EFAST method. 4) Test the NN. Application of the EFAST pruning method to NN having more than one layer of hidden nodes will be straightforward. Future work will aim to apply this new technique to the pruning of inputs of the NN. It would be also interesting to examine the behavior of the method on recurrent networks or Elman networks where possibly some outputs of hidden units are fed back as inputs to the network. Would this method exhibit the effect of interactions?
