We study the firing dynamics of a discrete-state/discrete-time version of an integrate-and-fire neuronal network model with both excitatory and inhibitory neurons. When the integer-valued state of a neuron exceeds a threshold value, the neuron fires, sends out state-changing signals to its connected neurons and returns to the resting state. In this model, a continuous phase transition from non-ceaseless firing to ceaseless firing is observed. At criticality power-law distributions of avalanche size and duration with the previously derived exponents, −3/2 and −2, respectively, are observed. Using a mean-field approach, we show analytically how the critical point depends on model parameters. Our main result is that the combined presence of both inhibitory neurons and integrate-and-fire dynamics greatly enhances the robustness of critical power law behavior (i.e., there is an increased range of parameters, including both sub-and super-critical values, for which several decades of power law behavior occurs).
I. INTRODUCTION
Experimental studies [1] [2] [3] [4] [5] [6] [7] [8] [9] show that neural networks in vivo and in vitro exhibit avalanches of firings that obey power law scaling. For example, researchers have observed neural avalanches with power-law distributed sizes in multi-electrode recordings of neuronal cultures and slices of rat cortex [1, 2] . In addition, various models have been used to explain this phenomenon [10] [11] [12] [13] [14] [15] [16] . Furthermore, it has been argued, with experimental support, that this type of dynamics is crucial for information processing in the brain (e.g., see [17] and references therein). See [18] for a critical review.
In Ref. [10] Eurich and Herrmann studied a continuous-state/discrete-time model of globally coupled threshold firing neurons, which they found produced power-law avalanche size distributions consistent with an exponent of −3/2. In this model, 'energy' is supplied to randomly chosen neurons at each time step, and, when the 'energy' of a neuron exceeds a threshold, it immediately fires. The total 'energy' of firing neurons is then evenly distributed to all neurons in the system, with or without net dissipation.
Levina et al. [11, 12] proposed similar all-to-all network models, but with biologically more realistic dynamical synapses. In these models, the signals emitted by firing neurons are transmitted through synapses, and the transmission ability of a synapse decreases when its presynaptic neuron fires more frequently (this models the consumption of firing resources within the synapse). In a certain parameter regime, which they showed was re- * Corresponding author: zhixinlu@umd.edu markably large, they found that the behavior was 'critical' in that there was an approximate power law distribution of firing avalanche size with exponent −3/2, see Ref. [19] . The main point of their papers was the robustness of the critical behavior, attributed to the introduced dynamics of synapse strength dependence on firing frequency. We emphasize that in this paper we follow Refs. [11, 12] and adopt the heuristic definition of the word 'critical' to refer to a parameter range in which the expected power law avalanches statistics approximately applies.
Firing avalanches have also been studied in models employing binary-state/discrete-time neurons on random networks [13, 14] . In these models, any neuron can be either in a firing or quiescent state. On each time step each neuron fires with a probability depending only on the sum of the incoming signals it received on the previous time step. In contrast to the models in Refs. [10] [11] [12] , the propensity to fire does not build up due to signals received at earlier times. In the model studied in Ref. [13] , all neurons are excitatory, i.e., a firing neuron increases the next step firing probabilities of the neurons to which it sends signals. Larremore et al. obtained critical powerlaw distributions of avalanche size and duration with exponents −3/2 and −2, respectively, by tuning the largest eigenvalue of the network adjacency matrix to the critical value of one. In Ref. [14] , Larremore et al. extended the earlier model by introducing inhibitory neurons. In contrast to excitatory neurons, upon firing, an inhibitory neuron sends out signals that decrease the firing probabilities of its connected post-synaptic neurons. Larremore et al. showed that the effect of introducing inhibitory neurons is to make the critical firing behavior 'ceaseless', i.e., starting from a completely quiescent state, a single externally inducing firing event can trigger an endless se-quence of firing activity. Within this ceaseless activity, they observed avalanche dynamics in which the number of firing neurons fluctuating wildly from very low to very high without entering a state where every single neuron is quiescent.
In this paper, we propose a discrete-time/discrete-state firing neuron network model with both excitatory and inhibitory neurons. However, different from the model in [14] , each neuron undergoes an integrate-and-fire type process, in which the probability of firing at time t depends, not only on the signals received at time t − 1, but on all signals received since it last fired. Details of the model are presented in Sec. II. In Sec. III, we show numerically that this model exhibits non-ceaseless firing with avalanches in the sub-critical region, ceaseless firing in the super-critical region, and critical firing behavior with power-law distributions of avalanche size and duration with exponents −3/2 and −2. In Sec. IV, using a mean-field type analysis, the condition for criticality and the accompanying dynamics are analyzed. Simulation results and comparison with the theory in Sec. IV are given in Sec. V. In Sec. VI, we report the interesting finding that, the inclusion of inhibitory neurons promotes robustness to parameter perturbations of the critical power law regime. Concluding results and discussion are presented in Sec. VII. Overall, the main result of our paper is that the simultaneous presence of both a significant fraction of inhibitory neurons and integrate-and-fire dynamics promotes robust criticality over a greatly enhanced range of system parameters.
II. DISCRETE-STATE/DISCRETE-TIME NEURAL NETWORK MODEL
The state of a neuron is represented by an integer 'potential' value x i (t) ∈ {0, 1, 2, ..., M } where i ∈ {0, 1, 2, ..., N } and, t ∈ N is the discretized time. On each time step, the states for all neurons are updated simultaneously. Specifically, when the network is active, the potential value for any neuron at time t + 1 is determined by its potential value x i (t) at t, and the net signal s i (t) it receives from its fired excitatory and inhibitory neighbors. If the combination of the net signal received by a neuron and the neuron's current state value exceeds a threshold M , the neuron fires and its state is reset to zero. We define the firing function f i (t) for neuron i such that f i (t) = 1 if neuron i fires at time t, and f i (t) = 0 otherwise.
We allow each neuron to be excitatory or inhibitory and we denote the fraction of the neurons that are excitatory by α. The network topology is defined by two sparse adjacency matrices, A + and A − , where A + contains the outgoing links from excitatory neurons, and A − contains the outgoing links from inhibitory neurons. Specifically, A ± ij = 1 if there is an outgoing connection from neuron j to neuron i and A ± ij = 0 otherwise. Note that we designate each neuron as strictly excitatory or inhibitory.
That is, if a neuron i has at least one outgoing excitatory (inhibitory) link, i.e., A + ij = 1 for some j (A − ij = 1 for some j), then it can have no outgoing inhibitory (excitatory) links, i.e., A − ik = 0 for all k (A + ik = 0 for all k).
In terms of the quantities A + , A − and f i , the net signal to neuron i from other neurons is
In addition, if the system is quiescent at time t (i.e., f j (t) = 0 for all j), then we randomly choose one of the N neurons r and give it an input of size 1. We represent this input by
where δ i,r in Eq. (2) is the Kronecker delta. Our stateupdating protocol is now described by Eqs. (3)-(5).
The quantityx i (t) defined in Eq. (3) is an intermediate state value which determines whether neuron i fires, as determined by Eq. (4), where M is the threshold state value ofx i above which neuron i fires. For M = 0, the probability that a neuron fires depends only on firing events of its inputs in the previous time step, as in Ref. [14] . For M > 0, we have integrate-and-fire type behavior, and the role of 'integration,' i.e. keeping a running sum of incoming signals between firing events, is enhanced as M is increased.
In our study, we tested three types of directed sparse random Erdős-Rényi network setups, 'annealed', 'partially-annealed', and 'quenched'. For annealed random networks, at each time t, new matrices A + (t) and A − (t) are randomly generated before applying Eq. (1). For the partially-annealed case, at the beginning of the simulation, two matricesÃ + andÃ − are generated with twice as many links as specified by the average degree k. Then, at each time in the simulation, the matrices A + (t) and A − (t) are constructed by randomly selecting half of the non-zero elements fromÃ + andÃ − . For the quenched case, A + and A − are initially randomly generated and fixed during the simulation. (We have introduced the partially-annealed protocol since, for the purpose of comparison, we find it useful to have a protocol 'mid-way' between the quenched and annealed protocols.)
III. AVALANCHES AND CEASELESS DYNAMICS

A. Firing Avalanches
In our numerical simulations, depending on parameters, we find that the dynamics can be either ceaseless, or else an initial firing state can eventually evolve with time to a quiescent state. In the latter case, as specified by Eq. (2), when quiescence occurs, we randomly choose one neuron and increase its potential by 1. For this type of dynamics, we define an 'avalanche' as starting from the first firing event after the onset of quiescence and ending when firing dies out. The size S of the avalanche is defined as the total number of firing events within the avalanche and the duration T of the avalanche is defined as the time span for the avalanche.
Figures 1 and 2 illustrate avalanche dynamics for the case in which the fraction of network neurons that are excitatory is α = 0.9, the firing threshold is M = 5, and different values of the average degree k. In Fig. 1 we show examples of three avalanches (in red) spaced by quiescent periods (in blue). Due to the external drive, at the beginning of any avalanche there is 1 neuron in the firing state. We see that, although the external drive is absent during avalanches, a single firing event induced by the external drive can trigger a sequence of more and more firings until, at some time point, the firings cease.
The size and duration of avalanches are important quantities for characterizing the firing dynamics. In particular, in other neuron firing models it has been found [13] , that for appropriately tuned parameter sets, histograms of avalanche size P S (S) and duration P D (T ) from long simulations show critical power-law distributions, with critical exponents −3/2 and −2, and the values of these exponents have been derived. In our model, critical power law scaling avalanches are observed at the critical network degree, denoted by k c . (The dependence of k c on model parameters, M and α, is derived in Sec. IV and given by Eq. 23.) In Figs. 2(a) and 2(b), we show histograms of avalanche size S and duration T from simulations with N = 10000 neurons on annealed random networks. As shown in Figs. 2(a) and 2(b), as k approaches the critical degree k c from below, the histograms become more and more power-law. At k = k c (red curves), power-law scaling with the expected exponents (−3/2 and −2, respectively) becomes evident over many decades for both S and T . Due to the finite size N of the network, the power-law distributions eventually get cutoff if S or T is too large. In particular, even in the critical case, we expect deviations from the large N limit when the size of an avalanche S becomes larger than the size of the system N = 10 4 . Thus we only plot P S (S) for S ≤ 10 4 . The agreement of P S (S) at k = k c (red curve in Fig. 2 (a) ) with a power law with −3/2 exponent is seen to be quite good, extend over ∼ 6 decades in P S (corresponding to ∼ 4 decades in S). On the other hand, referring to Fig. 2 (b) , the agreement of P D (T ) with the predicted −2 exponent is not as good and extends over fewer decades. Since the P S (S) plot seems to be a better indicator of criticality, for our investigation of the robustness of criticality in Sec. VI we concentrate on P S (S).
In Figs. 2(a) and 2(b) we only show results for k/k c ≤ 1, because, as soon as k/k c becomes slightly larger than 1, the dynamics becomes ceaseless and avalanches do not occur. We emphasize, however, that Figs. 2(a) and 2(b) are for α = 0.9, and that (Sec. III.D and VI) at lower α (i.e., when the fraction of neurons that are inhibitory is greater) avalanching dynamics can occur even for k/k c substantially above one.
B. Ceaseless Firing
For cases in which the connections between neurons are sufficiently dense and the fraction of excitatory neurons is sufficiently high, our model leads to ceaseless firings. Specifically, even in the absence of external drive, during ceaseless dynamics, the fraction of firing neurons,
is always positive. In Figs. 3, we plot the fraction of firing neurons versus time for 10 4 time steps, for cases in which the average degree of the network is greater than the predicted critical degree k c . Note that Fig. 3 shows that, in this regime, φ(t) is approximately constant in time with only relatively small fluctuations, and avalanches do not occur.
C. Continuous Phase Translation
As the averaged degree k increases with other parameters (α, M ) held fixed, the model behavior transitions from avalanche dynamics to ceaseless firing. Notice, that without the external drive, in the avalanche regime, the no-firing state φ(t) = 0 is an absorbing state. We define an order parameter as the time averaged firing strength φ * without the external drive (i.e., d i set to 0 for all t in Eq. (3)),
As shown by Figs. 2 and 3 , in the range of averaged degree k smaller than k c , avalanches are observed, and thus, under the circumstance of no external drive, the order parameter is φ * = 0. According to our theory (Sec. IV), in the N → ∞ limit, as k increases from k c , ceaseless dynamics arise, and the order parameter φ * becomes positive. We define the critical point at k = k c as the N → ∞ limit of the border between avalanche dynamics and ceaseless firing dynamics. In Sec. IV we employ a mean-field theory to obtain the stationary firing strength, as well as the condition on system parameters (k, α, and M ) for criticality. (The values of k that we denote k c , are from the analytical formula for k c we derive in Sec. IV.)
D. Restored Avalanche for k > kc
According to our definition of k c , avalanche dynamics do not occur for k > k c in the N → ∞ limit. We denote, however, that, for finite N , avalanches can occur. For example, from our simulations with N = 10 4 we find that when k is just slightly above k c , the system shows non-ceaseless firing avalanches in which the histogram of avalanche size is power-law below a certain size S but then ends with a wide tail. This can be understood by referring to Fig. 3 which shows that as k approaches k c from above, the predicted φ * approaches 0. Furthermore, Fig. 3 also shows fluctuations of φ(t) about φ * . Thus, when φ * is sufficiently small, the system has a positive chance of reaching the quiescent state, φ(t) = 0, and the firing ceases instead of continuing as would be expected in the N → ∞ limit. As a consequence, the simulations can occasionally exhibit much larger avalanches than those in critical and sub-critical cases (k ≤ k c ), and thus wide tails can be observed in the avalanche size/duration distributions (e.g., Fig. 4 ). We emphasis that the size of the range of k/k c (in the super-critical region k > k c ) where "restored" avalanching appears depends on how fast φ * increases from 0 as k/k c is increased from 1, which is determined by α and M . For example, when M = 5 and α = 0.5, the φ * stays close to 0 for a large range of k/k c > 1 (yellow curve in the third panel in Figs. 5) and thus restored avalanches are observed at k = 1.1k c and k = 1.2k c (Fig. 4 ).
In the next section we employ a mean-field analysis to study criticality of our model and explain the observed power law scaling in avalanche size and durations. In Sec. V we test our predictions for critical condition and the stationary firing strength φ * in k > k c . We also discuss the observed restoration of non-ceaseless firing avalanches with wide-tail size distributions when k is slightly above k c . The robustness of critical power law behavior to deviations of k from k = k c is studied in Sec. VI.
IV. MEAN-FIELD ANALYSIS OF CRITICALITY
To analytically explore criticality in our model, we develop a large N mean-field approach. With Erdős-Rényi type network topology, we assume that neurons from the full system can be treated as statistically identical, except that some are excitatory and some are inhibitory. We imagine that we probe the dynamics of the full system by studying a single hypothetical neuron that interacts with the mean-field. The single mean-field neuron's probability of being in state m at time t, denoted P m (t), corresponds to the fraction of neurons in state m at time t in the full system. Similarly, its firing probability at time t corresponds to the fraction of firing neurons at time t in the full system, and thus is denoted φ(t). At each time t, this single mean-field neuron receives net excitatory and inhibitory signals from the mean-field, denoted by s + (t) and s − (t). Furthermore, we let θ(s) denote the timedependent probability distribution function of the total signal s(t) = s + (t) − s − (t), and θ(x) andθ(x) correspond to the probabilities that s(t) ≥ x and s(t) ≤ x. Thus our mean-field description evolves as follows,
Considering s + (t) and s − (t) as independent random variables, we now separately derive their distribution functions and then obtain the distribution function θ(s) for the total signal s. At time t, the total number of firing neurons in the mean-field is N φ(t), of which n + = αN φ(t) are excitatory and n − = (1 − α)N φ(t) are inhibitory. We assume that the chance that our hypothetical mean-field neuron receives a signal from any firing neuron is independent of the firing of other neurons and has probability p = k/N . Thus, we consider the number of excitatory and inhibitory signals the meanfield neuron receives follow independent binomial distributions, B(n + , p) and B(n − , p). In the limit N → ∞, with positive φ(t) > 0 and 0 < α < 1, we expect n + ≫ 1, n − ≫ 1, and k ≪ N . Thus we further approximate the binomial distributions by Poisson distributions with λ + = n + p and λ − = n − p,
Since the integers s + and s − in our model are independent random variables, the probability distribution θ(s)
which is given in [20] , (13) where I |s| (·) is the modified Bessel function of the first kind. With the obtained distribution function θ(s), we numerically solve Eqs. (8)-(10) for stationary solutions P * m and φ * . Plots of stationary firing probability φ * predicted by our mean-field method are shown in Figs. 5 with horizontal and vertical axises k and α for M = 5. A positive stationary φ * , in light color, indicates that the firing of the network is ceaseless, while φ * = 0, colored in dark blue, indicates that the system cannot maintain firing without external drive, and thus avalanches can be seen when external drive during quiescence is included. When the averaged degree k and the fraction of excitatory neuron α are higher, φ * is larger, in agreement with To obtain an analytic formula for the critical condition, we use the fact that, as we asymptotically approach the critical point from the super-critical region, φ * becomes small. Expanding θ(s) from Eq. (13) around φ * , to first order in φ * we get θ(s > 1; α, k, φ * ) = 0, (14) θ(s = 1; α, k, φ * ) = αkφ * , (15) θ(s = 0; α, k, φ * ) = 1 − kφ * ,
which when inserted into to Eqs. (8)-(10) yields
where m = 1, 2, ..., M − 1. Equations (19)- (20) suggest that P * M = 1/(kα) and P * M−1 = 1/(kα 2 ), while the P * m for 0 ≤ m < M − 1 can be solved for in terms of α, k, and m from Eqs. (21) and (22) . Then, by using the normalization property M m=0 P m = 1, we obtain the critical degree k c as well as the P * m ,
when α = 0.5, and
when α = 0.5. The critical condition is plotted as white curves in Figs. 5 that separate the avalanche region and the ceaseless firing region. The critical average degree k c as a function of α for different M is plotted in Fig. 6 .
In agreement with intuition, the critical average degree becomes higher as more inhibitory neurons are included.
V. SIMULATION RESULTS AND COMPARISON WITH MEAN-FIELD ANALYSIS
We performed simulation of random networks with N = 10 4 neurons and random initial conditions {x i (t)}. To obtain histograms for avalanche sizes and durations (k ≤ k c ), during each simulation, we collected 10 6 avalanches. For firing activity lasting more than 2N time steps, we consider the dynamics to be ceaseless.
In Figs. 7 and 8 we compare the time averaged stationary firing strengths φ * predicted by theory with those observed in simulations.
In Fig. 7 we plot the mean-field predicted stationary firing strength, φ * , as a function of k/k c for different M and α as well as the time averaged firing strength observed from simulation (dots with error bars indicating standard deviations), for annealed random Erdős-Rényi network with M = 0, 2, 5 and α = 1, 0.9, 0.8, 0.7, 0.6, 0.5. We see that for k/k c > 1, the average firing strength is lower for lower α, and this effect is enhanced for larger M .
In order to better illustrate how the simulation results differ from the mean-field predictions, in Fig. 8 we show the difference between the firing strength as determined from the simulations, φ * sim (squares: annealed, circles: partially annealed, triangles: quenched) and the value determined from the mean-field theory, φ * th . In the annealed case, there is very good agreement between the simulations and the theory. This is expected as the theory's assumption of independence between different neuron firings is valid for the annealed case. We observe that there is some disagreement with the mean-field theory for the partially annealed and quenched cases, with (as expected) the partially-annealed case showing better agreement than the quenched case. Plotting φ * versus k/k c for M = 5 (as in the third panel of Fig. 7 ), we find that φ * for k/k c > 1 can be quite small. Noting the fluctuations of φ(t) about its mean (φ * ) seen in Fig. 3 , the mean-field predicted size of φ * for k/k c > 1 at M = 5, α < 0.5 can be less than the fluctuation width. Thus, for finite N , φ(t) can fluctuate down to zero, and the dynamics are not ceaseless as predicted by the mean-field theory. In such a situation, avalanches will be restored ( Fig. 4 ). As we see in the next section, this is a very significant feature that helps support robust criticality.
VI. ROBUSTNESS OF CRITICALITY
In our study, we observe enhanced robustness of criticality as more inhibitory neurons are included (i.e., as α is decreased), and this enhancement is more significant for cases with larger M (i.e., the discrete dynamics have stronger integrate-and-fire type behavior).
In Figs. 9(a) -(c), we plot avalanche size (S) histograms, for k from 0.6k c to 1.0k c , α = 1, 0.5, and 0.4, with M = 5. As we mentioned above, when k = k c , the avalanche size distribution exhibits the power law with exponent −3/2. When k < k c , the histogram bends downward, but may stay close to the critical (k = k c ) behavior for low S, and this range of proximity increase as k/k c approaches one. Examining Figs. 9 (a)-(c), we see that smaller values of α promote enhanced robustness of critical behavior. We also notice that when α = 0.4, due to the fact that the predicted φ * is very small for a significantly larger range of k/k c > 1, restored avalanches can be observed for large k. In Fig. 9 (c) we plot the avalanche distribution at k = 1.5k c in cyan which approximately follows the power law for about three decades in S and ends with a fat tail. It is remarkable that the clear −3/2 power law behavior persists for α = 0.4, M = 5 over a range in k by a factor of at least 1.5/0.6 = 2.5. (When α = 0.4, and M = 5, restored avalanches can still be seen for k > 1.5k c ; we only plot up to k = 1.5k c , however, due to the increased computing resources required for simulating very large avalanches.) Examining Figs. 10 (a)-(c), we see that when M = 0, smaller values of α do not obviously promote enhanced robustness of critical behavior, compared with M = 5. Thus the enhancement of robustness due to the inhibitory neurons is only significant when the dynamics is more of the integrate-and-fire type.
To confirm and visualize the effect of inhibitoryneuron-enhanced robustness of criticality under perturbation of the average degree k away from k c , we determine the span in log 10 (S) over which the slope of the We first determine an approximation to d log 10 PS/d log S by evaluating PS from data like that in Figs. 9 and 10 at log S + δ and log S − δ. We choose δ to be small compared to one, yet large enough to acceptably reduce statistical fluctuations in the difference of the values of PS at log S + δ and log S − δ. Specifically, we set δ/[log Smax − log Smin] = 0.04. We then take as our slope estimate, denoted < d log PS/d log S >, this difference in PS divided by 2δ. We then define ∆(k) to be the range in log S (starting at log S = 1) over which the estimated slope is within a distance 0.3 of the expected critical slope −1.5. avalanche size distribution in the log-log plot (as approximated from the numerical data) stays close enough (±0.3) to the critical exponent −3/2. We note this span by ∆(k) (see Fig. 11 (a) and its caption for further details). For a given value of k = k c , the ratio of this value to the one observed for k = k c provides a measure of sim-ilarity to criticality for the specified parameter values: ρ(k, α, M ) = ∆(k; α, M ) ∆(k c ; α, M ) .
In Fig. 11(b) , we plot ρ(0.9k c , α, M ) versus α and M . From this plot, we see that the inclusion of inhibitory neurons (smaller α) enhances the robustness of criticality (i.e., ρ near 1 for non-critical parameters), and, when M is larger (i.e., stronger integrate-and-fire type dynamics), this robustness-enhancing effect is stronger than for lower M [21] .
VII. CONCLUSION AND DISCUSSION
In this paper, we study the firing dynamics of a discrete-state/discrete-time model of integrate-and-fire type neural network dynamics. Both firing avalanches and ceaseless firing are observed with a continuous phase transition connecting these two regimes. By using a mean-field method, we find an analytical condition for criticality and predict the average firing strength in the ceaseless firing regime. We find that the theoretical predictions are in good agreement with simulation results from annealed, partially-annealed, and quenched Erdős-Rényi random networks, with best agreement with annealed networks. Most importantly, we have also found that the robustness of critical behavior is enhanced by the simultaneous presence of a large fraction of inhibitory neurons (i.e., α near or less than 0.5) and integrate-andfire type dynamics (i.e., sufficiently large M ).
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