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Introduction
Policy analysis and decisions about energy and environmental issues are often informed by various forms of optimization models that find the least cost optimized pathway, e.g., GET [1] , PRIMES [2] , TIMES [3] and LIMES [4] . These models implicitly assume that the large number of independent market actors all are rational profit maximizers with full information and perfect foresight. Markets are assumed to always be in equilibrium, which means that transient non-equilibrium phenomena cannot be properly studied. Ex-post modeling shows that cost optimization does not always approximate real-world electricity system transitions, see e.g. [5] . For these reasons, other types of models may be a useful complement to optimization models when studying the transition to a low-carbon power system.
With an agent-based modeling approach several of the assumptions in optimization models can be relaxed. Here we may model (i) actors that operate under uncertainty about future policies, fuel and electricity prices and other actors' investments; (ii) actors that are sufficiently large to exercise market power; (iii) actors that do not necessarily make rational decisions given the information they have; and (iv) actors that may have other objectives than pure profit maximization. For instance, cooperatives may want to invest in solar or wind even if the profit is higher for other technologies. Such assumptions are difficult to include in optimization models. In a world where electric power systems are becoming increasingly complex, agent-based models may serve as computational laboratories for the validation of market design prior to realworld implementation [6] .
We have developed an agent-based model (ABM) where agents are power companies investing in the power market. Capacity expansion is driven by the agents' expectations of future profits, which in turn depend on expectations of (1) future carbon prices, (2) demand, and (3) the composition of the future generation mix. (The carbon price, demand and the generation mix together determine the electricity price.) Because of uncertainty and risk, the agents in our model use a higher discount rate than a social optimizer in a risk free setting. For this paper we use the model to study the effect of limited foresight during the transition to a low-carbon power system. The model represents a country with demand and weather conditions as in Germany, and with stylized market conditions. Generation companies in the power market generally face two types of problems: the investment decision and the production decision [7] . ABMs applied to the power market have previously been used mainly to study strategic bidding behavior on the wholesale electricity market (e.g. [8] [9] [10] ). ABMs that model capacity expansion are fewer. An example is EMLab-Generation developed at TU Delft described in [11] and [12] . Here agents base their investment decisions on estimates of future prices, the costs of different generation technologies, and possibly other factors such as risk aversion or a preference for specific generation technologies such as renewable energy.
In order to achieve a strong mitigation of greenhouse gas emissions, a transition to a substantially different energy system is needed. The electricity sector in particular has a large potential for decarbonization given technologies such as wind power, solar PV, nuclear, thermal power plants with carbon capture and storage (CCS) and solar thermal coupled with hydrogen storage. These technologies can be divided into two main categories: the first is variable renewable energy sources (VREs), which include wind and solar power. The output from these technologies is intermittent since it is determined by weather. The second category includes carbon-neutral technologies with baseload characteristics such as nuclear, thermal power plants with CCS and solar thermal coupled with hydrogen storage. They have high investment costs but relatively low variable operating costs and their economic model is based on them selling electricity during most hours of the year. These technologies are also "dispatchable", meaning that they can adjust output in response to demand.
The aim of this paper is to analyze how VREs, i.e., non-dispatchable technologies, compete with conventional fossil fuels (gas and coal) and dispatchable carbon-neutral technologies under increasing carbon taxes. Hirth [13] analysed the optimal wind deployment in steady state for various carbon taxes. A similar study has been done by de Sisternes et al. [14] . In our paper, we take this analysis one step further by analyzing the transient non-equilibrium development of the electricity system under increasing carbon taxes using an ABM. In addition, we compare our result with those obtained using an optimization model and analyze why the models give similar but somewhat different results. In addition, we find a couple of properties of the behavior of wind and solar when competing against fossil and carbon-neutral dispatchable electricity technologies, that also Hirth and de Sisternes et al. have noted, and we analyze and explain these features and the mechanisms behind them further.
The paper is structured as follows. In Sect. 2 we describe our ABM. Section 3 declares the data used. Section 4 describes our results. In Sect. 5 we discuss our results and Sect. 6 concludes.
Methodology
Agent-based modeling is, in our perspective, a mathematical modeling approach in which decisions serving as driving mechanisms in the time development of the system are explicitly represented. In the literature it is often said to be a computational method that enables a researcher to create, analyze, and experiment with models composed of agents that interact within an environment [15] . In these models individual entities (the agents) and their interactions are directly represented and the agents' decision rules are explicitly specified. The ABM presented in this paper is designed to study the electricity system and to capture both investments in power plants made over time and output (dispatch). ABMs have been used in different areas of economics [16] and calls are being heard to increasingly use this type of modeling to better estimate the costs of climate change mitigation [17] . We believe that this modeling approach can play an important role in the study of power system transitions. The ABM presented in this paper is a first step in our attempt towards a more developed representation of investors in the power market. The agents in our model are power companies investing in new capacity. They are characterized by their beliefs about the future power system and future carbon tax. The model runs in 1-year steps.
We model a stylized power system with one single node. Trade of electricity with other regions and electricity storage are not included in the present version. Variability of supply and demand is explicitly represented as time slices over the year, with each time slice characterized by a certain wind and solar availability as well as a certain shift in the demand schedule. The model horizon is 70 years and we have no stochasticity in the model.
Supply and demand
We assume an ideal electricity market in the sense that neither producers nor consumers make strategic bids to affect the market price. Power plants are dispatched according to the merit order (i.e., according to marginal cost of production) and each hour a price is determined that clears the market. We model demand as iso-elastic, so that the relation between the delivered and consumed power q τ and corresponding price p τ in time slice τ is
where is the short term price elasticity of demand and p 0 is a constant. We use elasticity = −0.05 and p 0 = 3.25 cent/kWh. The "demand reference level" q 0,τ is a parameter that shifts the demand curve in each time slice reflecting the variations of demand over seasons and times of day. In this version of the study we utilize German hourly demand levels from year 2011 as a proxy for q 0,τ . This is a simplification, since a low (high) demand level in a certain hour may have been the result of a high (low) price in that hour, rather than a change in consumer preferences.
In each year the power system is characterized by the installed capacity of the different power technologies together with the age profile of the plants. For each time slice the model finds the price that clears the market, i.e., the price at when demand equals supply. The last dispatched plant may operate at a fraction of its full capacity. In this model, the plants with the highest variable operating cost must rely on hours of scarcity to make sufficient revenues to pay back the investment costs. In reality plant owners may use market power to affect prices even during hours when demand is below total capacity, if the excess capacity is sufficiently small [18] . This option is not allowed here.
The year is divided into time slices where each slice τ is characterized by demand reference level q 0,τ , wind power output and solar power output as the shares of installed capacity. Appendix A describes the time slicing further. In this study we let the time slicing representation of the year be constant over the modeling horizon (i.e., no change in demand reference level or solar and wind patterns from one year to another). We ignore any operational considerations such as minimum up and down times, ramp rates and part-load performance, which allows us to disregard any chronology within a year. (Costs associated to start-ups and shutdowns are also ignored.) Finally we disregard must-run requirements of conventional power plants necessary for grid services like voltage stabilization etc.
We assume that plants start to operate the year after the investment decision is made and the investment cost is paid. Each plant produces electricity whenever the electricity price is higher than or equal to the variable operating cost. The model starts at time t = 0 with an equilibrium capacity of power plants, given a carbon tax of 0 $/tCO 2 , and with a uniform distribution of remaining plant lifetimes.
The investment decision
Investment decisions are made as follows. Each year the agents form expectations about future installed capacity, the future demand and the future carbon tax. Based on these expectations the agents calculate the future electricity price if a new investment were to be made in each type of power plant. The predicted electricity price is then used to assess the net present value (NPV ) of each investment option. In this study we let agents use a discount rate of 8%/year. This rate is chosen to represent the long term return on capital corrected for risk that an agent investing in power plants would typically assume. In the power market each plant type has its own risk profile that is also strongly affected by the overall capacity mix of the market [19] . The discount rate used typically also varies with type of investor and country. See e.g. [20, 21] for more details. For simplicity we assume that all actors have the same discount rate for all investment options.
We assume that agents (companies) are profit maximizers and that in order to achieve that goal, they rank projects based on their profitability index (PI), 1 i.e., the NPV of future net revenues divided by the investment cost. In addition, since some types of power plants have significantly longer life times than others, we have corrected for this by looking at the expected annuitized net revenues (per euro invested), i.e., the highest
where
is the capital recovery factor, T is the lifetime of the project and r is the discount rate. 2 We assume in this model that agents know how much installed capacity there is of each power plant type, which plants will be decommissioned during the year, and how many new plants that currently are being invested in by other agents. Agents also know the carbon tax and the level of demand for the following year. Agents therefore have relatively detailed information about the conditions of the power system the following year, but no additional knowledge beyond that. For this study, agents assume that the conditions of the following year will hold into the future. 1 When funds are limited companies maximize profits by prioritizing the projects with the highest profitability index. Although few companies face capital rationing in absolute terms many of them have self imposed capital constraints. Reasons for this are that companies want to limit their level of indebtedness and also want to avoid problems from growing too fast. Thus, ranking projects by their profitability index is a common capital budgeting technique in industry [22] . 2 As a sensitivity analysis we tested other ranking criteria, e.g. NPV, and the results were very similar.
We have implemented the model in the following way. In a given year agents are first randomly selected to make investments in new power plants, which they do if there are plants that they expect to be profitable. Information about the investment is made public to the other agents, which means that subsequent investment decisions take into account previous decisions in the same year. When no more agents want to invest, power plants that have reached the end of their lifetimes are decommissioned one at a time. The agents assume that the plants that have not yet been decommissioned will continue to operate in the following year. After each decommissioning the agents make a new prediction and invest in new power capacity if they want to. Plants start to produce electricity at the beginning of the following year. The chosen implementation guarantees that the agents make a correct estimation of future prices as long as the model remains in a steady state over time.
Different types of power plants generally differ in size. For instance, nuclear power plants typically have higher capacity than wind power parks. At the same time not all power plants of the same type are equally large. A 1000 MW nuclear power plant may have a positive NPV while a 1100 MW plant is assessed to be unprofitable. In this implementation we let agents invest in power plant modules of just 50 MW at a time, in order to not disfavor technologies with large plant sizes and to limit the effect that each investment has on prices. The resulting total investments, after a year of accumulated decisions, typically correspond to plants larger than the module value.
In this first study agents do not take their existing portfolios into account when making an investment. They only consider the new investment opportunity in isolation. They are also homogeneous in their strategies. This means that the exact number of agents is insignificant for our analysis. If any new power plant is expected to be profitable, one of the agents will make the investment. Agents are not allowed to change their minds once an investment decision is taken.
The optimization model
The ABM will be compared with an optimization approach that finds the optimal path of investments assuming full information of all aspects of the system for the full time period. The optimization model is a standard non-linear optimization based on maximization of total surplus of consumers and producers, thus reflecting a market equilibrium solution of the transition without uncertainty. The details of the optimization model implementation is presented in Appendix B. The optimization model represents the same stylized power system, and with the same supply and demand characteristics, as the ABM. If the same discount rate is used the two models find the same steady state. were taken from the European Centre for Medium-Range Weather Forecasts 3 with a temporal resolution of three hours. We use data from year 2008, which is a year with close to average wind speeds in Northern Europe. The wind speed is taken from level 59 corresponding to a hub height of approximately 93 meters. The wind speed data was processed by applying an output function simulating state-of-the-art wind power plants, as described in [23] . The solar insolation data was processed with an output function simulating fixed silicon solar cells, as described in [24] . We assume that wind power plants and solar cells are distributed homogeneously over the country, i.e., we do not give priority to sites with above-average wind conditions. The modeled capacity factors of the wind and solar PV fleets are 32% and 12%, respectively. This can be compared with the observed capacity factor of German on-shore wind power in 2015, which was 22.7% [25] . The low capacity factor can be attributed to older plants having shorter towers, shorter blades and comparatively larger generators than modern ones. Many countries do already today have wind power capacity factors above 32%, e.g. Ireland, Norway and the United States [25] . The electricity demand data are for year 2011, which is a typical year in terms of demand, obtained from ENTSO-E. 4 
Scenario and parameter values
Five types of power plants are included: coal-fired power plants, natural gas fired plants, solar photovoltaic (PV) systems, wind power plants and a generic carbonneutral baseload technology (CN-Baseload). Each type of power plant is characterized by an investment cost, a variable operating cost, a CO 2 emission intensity and a fixed plant lifetime (see Table 1 ). The model is initiated with a fleet of power plants corresponding to the equilibrium capacity in our system without a carbon tax. The model is run with a pre-defined carbon tax trajectory (see Fig. 1 ) where a carbon tax is introduced after 10 years starting at 0 e/ton CO 2 and increasing linearly up to 100 e/ton CO 2 in year 50. The tax remains at that level until year 70. In the EU there is already a price on CO 2 emissions, but it is low. Given the current high supply of emission rights, it may take a decade before the price of CO 2 emissions increases.
Results

Electricity generation and installed capacity
The aim of this paper is to explore how VRE and a carbon-free baseload power technology compete in the transition to a low-carbon power system. Figure 2 shows the installed capacity over time and the annual electricity generation in our model. The first years, when there is no carbon tax, our power system is dominated by coal-fired power plants and complemented with a small amount of gas as peak capacity. When the carbon tax is introduced both VRE and CN-Baseload gain a relative advantage compared to coal fired plants, and compete with each other for room in the energy mix as the tax continuously increases. Wind power is the first carbon-neutral technology that is introduced after the adoption of the carbon tax. As the carbon tax continues to increase CN-Baseload and solar PV eventually start growing while wind declines. This happens despite the fact that CN-Baseload has a higher LCOE than wind. At the end of the model run also the installed capacity of solar PV declines. When the carbon tax stabilizes the installed capacity of the different technologies eventually reach their steady state levels. The capacity factors of CN-Baseload, coal and gas are shown in Fig. 3 . CN-Baseload has a low variable operating cost and appears early in the merit order. Its capacity factor is always high, in the range of 82-95%. In this model we let demand be elastic and we have no curtailment of VREs. The capacity factors of solar PV and wind therefore lie at constant levels over the years, at 32% and 12%, respectively.
For gas and coal the story is different. In year 30 we can see a sudden dramatic increase in the electricity generation of gas. This technology starts out as peak capacity running only a few hundred hours per year but then increases its capacity factor to around 80%. At the same time coal decreases its electricity generation. The reason is that coal and gas switch places in the merit order when the tax is sufficiently large. From year 30 the capacity factors of both coal and gas decrease continuously as the carbon tax grows. The reason is the expansion of VREs and CN-Baseload that appear first in the merit order. Figure 4 shows the development of the electricity price over time. The average yearly electricity price increases when the carbon tax is introduced (see Fig. 4a ). The reason is that the carbon tax increases the variable operating costs of coal and gas, which raises the electricity price during the hours when these power sources set the electricity price. It should be noted that the electricity price does not increase in line with the carbon tax after a few decades. The higher cost for fossil power leads to an increasing share of VRE and CN-Baseload in the electricity system, and the cost of these technologies does not increase with the carbon tax, i.e., the price increase expected from the increase in the carbon tax is mitigated by the increasing use of VRE and CN-Baseload. We also have a shift towards more hours with gas on the margin instead of coal. Since the former technology is less carbon intensive than the latter, the average electricity price becomes less affected by the carbon tax. Figure 4b shows the average revenues received by CN-Baseload, solar PV and wind. We note that the average revenues differ by technology. This is explained by the fact that different technologies generate electricity at different points in time and that the electricity price varies over time. In particular we note that the average revenues per kWh received by wind power remain at a comparatively low level even as the average electricity price rises. This can be explained in the following way. Agents in the model invest in wind (or any technology) as long as there is profit to be made, i.e., the net present value of all revenues exceed total costs including the investment costs. This means that if the average revenue received per kWh of electricity sold by the wind operators is higher than the LCOE for wind power, agents will invest in more wind since there is profit to be made. When that is done, the average revenue drops since the price of electricity will drop the more wind there is in the market. Investments in wind will stop when the average revenue drops below the LCOE for wind. Thus, for that reason the average price of electricity received by wind operators will hoover close to the LCOE of wind. The reason for the drop in the revenues received (during the years 30-45) has to do with transient non-equilibrium phenomena due to limited foresight of the agents. The same reasoning applies to solar PV and other technologies.
The electricity price
Comparison with an optimization model
How does limited foresight affect the competition between VRE and a carbon-neutral baseload technology such as nuclear? To answer that question we compare what happens in the ABM with our optimization model of the same electricity system. In Fig. 5 we show the installed capacities of CN-Baseload, wind power and solar PV in the ABM and the optimization model when both models have the same discount rate of 8%/year. The installed capacity of wind is lower in the ABM than in the optimal solution during the first years after the carbon tax is introduced. Between years 25 and 50 this relationship is reversed. Both of these observations can be explained by the agents' limited foresight. In the first years the agents are ignorant of the increase in the carbon tax which means that they underinvest in wind power. In the later years they fail to anticipate the subsequent introduction of CN-Baseload in the power system and therefore over-invest in wind.
The installed capacity of CN-Baseload is lower in the ABM than in the optimization model in the transient phase. Due to the over expansion of wind power from year 25 there is less room for CN-Baseload to expand profitably in the ABM (prices become depressed). We also note that the ABM invests more in solar PV in years 35-40 than what is given by the optimal solution. Less installed capacity of CN-Baseload makes it possible for solar PV to expand more. At the end of the model run when the carbon tax has stabilized, the two models eventually find the same steady state. Figure 6 shows the ex-post profitability index of the ABM as a function of the year the investments are made, calculated with a discount rate of 8%/year. We can see that the profitability index of wind ends up well below zero during most of the model run, except in the final years. We note that even though the installed capacity of wind is lower than the optimal solution in years 15-20, the profitability index is still negative during these years. The reason is the subsequent over-investment in wind power, which reduces the revenues also for the wind power plants that were built earlier. In summary, the over-investment of wind (compared to the optimal solution) reduces the competitiveness of CN-Baseload, but also decreases its own profits by expanding "too much". Figure 7 shows the CO 2 emission trajectory for three model runs (an ABM run with a discount rate of 8%/year and two runs with the optimization model, one with a discount rate of 4%/year and one with a discount rate of 8%/year). We can see that the emissions are slightly higher in the ABM than in the optimization model with r = 8%/year (i.e., for the same discount rate). The reason for this is that the carbonneutral technologies are introduced earlier in the optimization model than in the ABM since there is perfect foresight in the optimization model which means that the ever increasing carbon tax is taken into account in the investment decision in the model. Between years 10 and 35 there is also more gas in the former model than in the latter. It is also interesting to compare with the optimization model with a discount rate of only Mt CO2 yr 4%/year (Opt4). In this case the annual emissions are significantly lower, since the lower discount rate tends to benefit technologies with a higher investment cost (like solar, wind and nuclear). Since optimization models typically use the risk free social rate of discount (which is lower than private discount rates) they likely overestimate the CO 2 reduction that would take place in the real world as a consequence of a carbon tax. Although the mechanism behind this is well understood this (likely) underestimation of the required carbon tax is rarely pointed out when results from optimization models are presented. Two recent exception are Iyer et al. [26] and Hirth and Steckel [27] . Both the ABM and the optimization model describe the development of a power system over time as it undergoes a transition. The models are generally not in steady state in any particular time step, except in the initial and final years when all costs are constant over time. In Appendix C we estimate the steady state capacities for each tax level for comparison.
Sensitivity analysis
The role of gas
In this section we examine the sensitivity of our results with respect to the price of natural gas. Figure 8 shows the installed capacity of CN-Baseload and wind for three different levels of the gas price: 3.5 cent/kWh, 4.5 cent/kWh (baseline) and infinity (a case where gas is not available). As before we see a "rise and decline" behavior of wind when the system is exposed to an increasing carbon tax. We also note that the final installed capacity of wind, which might be surprising, is higher the lower the price of gas. The reverse is true for CN-Baseload.
A scenario with favorable conditions for solar PV
In this section we examine how solar PV responds to a carbon tax when it is the sole source of VRE, and the meteorological conditions for solar power are more favorable. We do this by running our ABM again in the absence of wind power and with higher solar insolation. For this analysis we increase the capacity factor of solar PV with 50%, which roughly corresponds to the conditions in countries such as Israel and 
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Mexico. Figure 9 shows the installed capacity of CN-Baseload and solar PV under these conditions. We can see that the installed capacity of solar PV first increases but eventually declines again, whereas CN-Baseload continues to grow. Solar PV is in this scenario around four times higher than in our base case at the end of the model horizons.
A carbon-neutral dispatchable technology with peak load characteristics
Our generic carbon-neutral baseload technology (CN-Baseload) has a high investment cost (6000 e/kW) and low variable operating cost (1 cent/kWh el ). We now study a scenario where this technology is replaced by a different carbon-neutral technology with a low investment cost (350 e/kW) and high variable operating cost (6.3 cent/kWh el ). The lifetime is still 40 years. We call this technology CN-Dispatchable. Figure 10 shows the installed capacities by year in our model in this "CNDispatchable scenario". Figure 11 compares the installed capacity of wind and the generic carbon-neutral technology to the baseline scenario. We see that when CNBaseload is replaced by CN-Dispatchable the "rise and decline" of wind disappears.
The installed capacity of CN-Dispatchable in year 70 is larger than that of CNBaseload in the baseline scenario (as seen in Fig. 11 ) but the electric output is smaller. The capacity factor of CN-Dispatchable at the end of the model horizon is only 50% while it is 95% for CN-Baseload. Given these capacity factors the LCOE is 7.1 cent/kWh for CN-Baseload but only 7.0 cent/kWh for CN-Dispatchable. We can conclude from this that wind is able to gain a significantly larger market share when it competes against CN-Dispatchable than when it competes against CN-Baseload, even though CN-Dispatchable has a lower LCOE than CN-Baseload.
A social risk-free rate of discount
The agents in our ABM use a discount rate of 8%/year. This is higher than what is typically assumed in optimization models. In these models the discount rate is often chosen with the aim of representing the preferences of society as a whole under riskfree conditions. In this section of the sensitivity analysis we let the agents use a value of 4%/year. This value represents the social risk-free rate of discount and lies within the ranges of estimates using both descriptive and normative approaches [28] [29] [30] . Figure 12 shows the installed capacities by year of CN-Baseload and wind. We can see that wind still shows a "rise and decline" behavior as the system is exposed to an increasing carbon tax. We compare the output with the original model run with a discount rate of 8%/year (ABM8) and make two observations: first, the carbonfree technologies are introduced earlier. The reason for this is that CN-Baseload and wind are very capital intensive technologies, which means that the price drop from a lower discount rate is larger than for other technologies. Second, the final capacity of CN-Baseload increases with a lower discount rate, while the reverse is true for wind. CN-Baseload is more capital intensive than wind and therefore increases its market share at the expense of wind when these two technologies are the main competitors.
Discussion
Why does the wind power capacity decline with very high carbon taxes?
It is interesting to note that the installed capacity of wind first increases with a carbon tax and then decreases. The basic mechanism behind this can be explained in the following way. In Fig. 13 we display the levelized cost of generating electricity (LCOE) over time for the main technologies in this analysis (with data from Table 1) .
Initially, when the carbon tax is zero or very low, coal is the most competitive technology (see Fig. 13 ) and the electricity system is also dominated by coal. As the carbon tax increases, coal becomes more expensive and by the year 15-20, wind is beating coal (with this measure). In Fig. 2a we see that wind starts to expand rapidly behind this point in time However, with the carbon tax level that is reached around the year 30, coal also becomes more expensive than CN-Baseload. This means that there will be no more investment in coal, because coal is beaten by both wind and CN-Baseload. We can thus see in Fig. 2a that CN-Baseload increases over the period 30-55. But here an interesting question arises. Why is it that CN-Baseload also beats wind (at least partly) for the carbon taxes that prevail beyond the year 30 even though the LCOE of CN-Baseload is significantly higher than that of wind? (As the carbon tax increases and CN-Baseload expands, the installed capacity of wind is reduced to less 
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than half of what it was at its peak.) The reason for this has to do with the fact that wind is an intermittent technology.
In an electricity system, there is demand for electricity all the time, but wind is an intermittent technology. Wind without storage (or a lot of trade with other regions) cannot meet demand at all points in time so market incentives will trigger investments in dispatchable technologies. In our model investments will be made in CN-Baseload when the carbon tax is sufficiently high. Once CN-Baseload is expanded, it is cheaper to run those plants than to build wind power plants, i.e., the variable operating cost of CN-Baseload is lower than the LCOE of wind. For that reason, CN-Baseload takes most of the market once the carbon tax makes coal (and gas) too expensive.
Finally, our results and analysis illustrate that LCOE is sometimes a poor measure of comparing the competitiveness of electricity generating technologies. The reason for this is that LCOE only refers to the cost of generating the electricity and disregards from the revenues. For technologies that generate electricity at the same time, this is not a problem since their average revenues will be the same. Under these circumstances LCOE is useful as seen here in our analysis of what happens in our ABM when CNBaseload starts to compete with coal. But for wind, and in particular solar, the average revenues may differ substantially from the average price of electricity, in particular when large amounts of wind and solar are put in place in the electricity system. Under these conditions, LCOE is not a good measure of the competitiveness of the different technologies. We see here in our model analysis that investments are made in CNBaseload despite the fact that its LCOE is higher than that of wind (and solar).
So far, we have explained why CN-Baseload expands at the expense of wind despite the fact that it is (according to LCOE) a more costly technology than wind. Now, we also need to explain why wind takes a larger share of the electricity market around the years 25-30 than around the year 50, i.e., when it competes primarily against coal than when its primary competitor is CN-Baseload.
This has to do with the fact that the variable operating cost for coal (with the carbon tax) is much higher than the variable operating cost of CN-Baseload and that the electricity price is set by the variable cost of the marginal power technology in the system. (The exception is when generating capacity is scarce and prices are pushed up even higher.) When there is a lot of coal in the market and the carbon tax is relatively high (e.g., years [25] [26] [27] [28] [29] [30] , wind is more competitive than when coal has been pushed out by CN-Baseload. For that reason the optimal level of wind drops once CN-Baseload enters the market (becomes competitive over coal and gas). However, if CN-Baseload is replaced by a different carbon-neutral dispatchable technology with a high variable operating cost (i.e., CN-Dispatchable in Sect. 4.4.3) wind may keep its competitiveness.
Thus, we can make the following more general observation. Assume that an intermittent technology like wind, competes in an electricity system with either a dispatchable technology A or a dispatchable technology B. Assume further that technologies A and B have the same ex ante estimated levelized cost of electricity (given a certain load factor) but that A has lower variable cost and higher investment cost than B (i.e., technology A could be nuclear and B could be a biogas fueled combined cycle power plant). Still, the resulting share of wind when allowed to compete against either of these technologies, will be higher or even much higher when competing against B than competing against A.
The electricity price
In Sect. 4.2 we show how the electricity price develops over time in our model. We find that the price rises as the carbon tax increases. It is interesting to compare this result with other empirical and modeling studies of how the expansion of VREs impacts the electricity price, e.g., [31] [32] [33] [34] [35] [36] [37] [38] [39] .
In these studies, the price of electricity drops with the expansion of VRE. It drops both on average and, more significantly, during the hours when wind and solar generates most of its electricity. The reason for this is that solar and wind have low (or close to zero) running costs and decrease the price through the merit order effect (see e.g. Hirth [40] ). The studies cited here concern markets where wind and solar are introduced through a subsidy scheme. It is important to keep in mind that a lower electricity price does not necessarily imply lower total costs for the consumer since the subsidy is paid via a levy on top of the electricity price or by the government.
In our study we assume that there is no subsidy and that the only policy incentive to reduce emissions is the carbon tax. Under these conditions, there is a relative drop in the electricity price compared to the increase that otherwise would have been expected without VREs. However, there is no absolute drop in the electricity price as a result of the introduction of VRE as is the case in many countries today that introduce VRE through subsidy scheme. This distinction may be important to keep in mind.
Limited foresight of agents
In this paper we use our ABM to study the effect of limited foresight during the transition to a low-carbon power system. Limited foresight in energy systems models is not new, see e.g. [41] [42] [43] [44] . The motivation for such an assumption is, as often stated, to better simulate market behavior, in comparison with optimization models, and the decision environment under which decision makers must operate. In future work we intend to study different learning mechanisms and how they affect a transition of the power system.
Conclusions
In this study we present an agent-based model (ABM) of a dynamic power system where agents are power companies investing in new capacity. Our agents form expectations about several unknowns: the level of the future carbon tax, the future power demand and the future mix of energy technologies that a new power plant will have to compete with. The agents can choose to invest in wind, solar PV, fossil fuel based power technologies and a generic carbon-neutral baseload technology (i.e., a technology with no carbon emissions and a high capital cost and low operating cost such as nuclear power.) There is no storage technology in the model. We impose a carbon tax on our power system and observe how the competition between these technologies plays out. We compare our ABM with an optimization model that maximizes the sum of consumer and producer surplus, given the same discount rate as the agents use.
We find that the use of wind initially increases with the carbon tax, but that (perhaps somewhat counterintuitively) the use of wind drops when the carbon tax increases beyond a certain level. For high carbon taxes, the carbon-neutral baseload technology expands and eventually outcompetes a certain fraction of the total wind capacity. The reason for this, and under which circumstances it holds, is thoroughly investigated in the paper.
Our conclusions depend on the technoeconomic assumptions made. For instance, we have not assumed that any storage technologies are available. Haegel et al. [45] assume that an electricity storage price of only $0.025/kWh per round trip (chargedischarge) could be reached by 2030. The introduction of low cost storage technologies in our model could significantly affect our results. In future work we plan to include storage technologies in order to explore such scenarios.
In the ABM our agents have limited foresight. We find that agents initially underinvest in wind when the carbon tax is introduced but later over-invest in wind as the tax increases further, compared to the optimal solution.
We also find that optimization models may overestimate the CO 2 reduction associated with a given carbon tax. There are two main reasons for this. (1) Optimization models implicitly assume that all actors have perfect foresight and (2) they typically use a social discount rate that is lower than what real actors actually use. Out of these two it is the second feature that has the largest effect in our study. The discount rate affects the relative cost of different technologies and a lower discount rate favors capital intensive but low emitting technologies such as solar, wind and nuclear. This mechanism is well known but is rarely pointed out by researchers who use optimization models.
We also find that higher average electricity prices may be expected when an introduction of VRE is driven by an increasing carbon tax. This stands in contrast to results obtained in many other papers on the impact of a large scale introduction of VRE on electricity prices (see e.g. [31] [32] [33] [34] [35] [36] [37] [38] [39] ). However, these papers focus on cases where wind and solar power is introduced through a support scheme rather than a price on carbon. 
B. The optimization model
The optimization model represents the same stylized power system as the ABM, with one single node, no electricity storage and no trade with other regions. As in the ABM, variability of supply and demand is explicitly represented as time slices over the year, with each time slice characterized by a certain wind and solar availability as well as a certain shift in the demand schedule. The model runs in time steps of 5 years and maximizes the discounted sum of consumer and producer surplus over the modeling period of 70 years. The consumer surplus, C S(t), in time step t is given as
where K is a constant, p τ is the electricity price [e/MWh] in time slice τ , q τ is the quantity electricity consumed [MWh] in time slice τ , and is the short term price elasticity of demand (see Sect. 2.1). The producer surplus P S(t) in time step t is P S(t) = Since we use 5-year times steps, we assume that system characteristics are constant over a 5-year period around the year of the considered time steps. (For the last time step in the optimization, though, only the two immediately preceding years are included together with the final year of the optimization period.) The optimization problem can then be formulated as max X (t)
where β = 1/(1 + r ), the number of time steps T = 14 and S(t) = C S(t) + P S(t) is the sum of consumer and producer surplus. The factor d 5 = β −2 + β −1 + 1 + β + β 2 corrects for the different discount factors internally within a 5-year step, and similarly does d 3 = β −2 + β −1 + 1 for the last time step including the three years at the end. The annual investments X (t), composed by investments x i (t) in the different power technologies i in MW, are the independent variables that determine C S and P S. The capacity of the initial plants in time step 0, as well as the carbon tax throughout the modeling period are given. The discount rate r is 4% (if nothing else is stated) and represents the social rate of discount. As in the ABM the initial plants have a uniform distribution of remaining plant lifetimes. The model is non-linear due to the elastic demand in each hour given by Eq. (1). We solve the optimization problem with a local search heuristic, starting from a feasible solution. A heuristic can in general not guarantee to identify the optimal solution. We do note, however, that the optimization model finds the same steady state as the ABM as long as the same discount rate is used.
C. The steady state solution
Both the ABM and the optimization model describe the development of a power system over time as it undergoes a transition. The models are generally not in steady state in any particular time step, except in the initial and final years when all costs are constant over time. Here we estimate the steady state capacities for each tax level. Figure 15 shows the steady state solution of CN-Baseload and wind for the tax level associated with each year. The capacity trajectories of the ABM and the optimization model are also included for comparison. For the ABM and the optimization model we show the solution for each year over time but for the steady state solution we show the level of installed capacity that our models approach over time if the tax remains constant.
