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Active binocular vision systems are powerful tools in machine vision.
With a virtually unlimited field-of-view they have access to huge amounts
of information, yet are able to confine their resources to specific regions of
interest. Since they can dynamically interact with the environment, they are
able to successfully address problems that are ill-posed to passive systems.
A primary goal of an active binocular vision systems is to ascertain depth
information. Since they employ two cameras and are able two sample a scene
from two distinct vantage points, they are well suited for such a task.
The depth recovery process is composed of two interrelated components:
image registration and sampling. Image registration is the process of determin-
ing corresponding points between the stereo images. Once points in the images
have been matched, 3D information can be recovered via triangulation. Im-
age sampling determines how the image is discretized and represented. Image
vi
registration and sampling are highly interdependent. The choice of sampling
scheme can profoundly impact the accuracy and complexity of the registra-
tion process. In many situations, particular registration algorithms are simply
incompatible with some sampling schemes.
In this dissertation we meticulously address both registration and sam-
pling in the context of stereopis for active binocular vision systems. Through-
out the development of this work, contributions in each area are addressed
with the an eye toward their eventual integration into a cohesive registration
procedure appropriate for active binocular vision systems. The actual synthe-
sis is a daunting task that is beyond the scope of this single dissertation. The
focus of this work is to assiduously analyze both registration and sampling,
establishing a solid foundation for their future aggregation.
One of the most successful approaches to image registration is phase-
differencing. Phase-differencing algorithms provide a fast, powerful means
for depth recovery. Unfortunately, phase-differencing techniques suffer from
two significant impediments: phase nonlinearities and neglect of multispectral
information. This dissertation uses the amenable properties of white noise
images to analytically quantify the behavior of phase in these regions of phase
nonlinearity. The improved understanding gained from this analysis enables
us to create a new, more effective method for identifying these regions based
on the second derivative of phase. We also suggest a novel approach that
combines our method of nonlinear phase detection with strategies of both
phase-differencing and local correlation. This hybrid approach retains the
vii
advantageous properties of phase-differencing while incorporating the multi-
spectral aspects of local correlation.
This task of registration is greatly simplified if the camera geometry is
known and the search for corresponding points can be restricted to epipolar
lines. Unfortunately, computation of epipolar lines for an active system re-
quires calibration which can be both highly complex and inaccurate. While
it is possible to register images without calibration information, such uncon-
strained algorithms are usually time consuming and prone to error. In this
dissertation we propose a compromise. Even without the instantaneous knowl-
edge of the system geometry, we can restrict the region of correspondence by
imposing limits on the possible range of configurations, and as a result, confine
our search for matching points to what we refer to as epipolar spaces. For each
point in one image, we define the corresponding epipolar space in the other
image as the union of all associated epipolar lines over all possible system
geometries. Epipolar spaces eliminate the need for calibration at the cost of
an increased search region. Since the average size of a search space is directly
related to the accuracy and efficiency of any registration algorithm, it is es-
sential to mitigate this increase. The major contribution of this dissertation
is the derivation of an optimal nonuniform sampling strategy that minimizes
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The introduction is divided into three sections. The first section pro-
vides a brief background on the topics to be discussed. The next section
delineates the contributions of this dissertation. The final section provides an
overview of the remaining chapters of the dissertation.
1.1 Background
This section begins with a brief background of the topics addressed
in this dissertation. First, it discusses active binocular vision systems. Sec-
ond, the process of image registration is examined. Next, it covers epipolar
geometry. Finally, an overview of image sampling is provided.
1.1.1 Active Binocular Vision Systems
An active binocular vision system (ABVS) is a powerful tool in machine
vision. As the name implies, the system is binocular: it has two cameras; the
system is active: it has the ability to dynamically alter its configuration in
response to the specific environment. For example, most ABVS can rotate
and displace each camera independently. Additionally, intrinsic camera pa-
1
rameters such as focal length can be constantly modified. Some ABVS are
even integrated as components of mobile robots. Fig. 1.1 provides an example
of an ABVS designed by Klarquist and Bovik [70] called FOVEA.
Figure 1.1: FOVEA - Active binocular vision system by Klarquist and Bovik.
Active binocular vision systems provide a effective means for extract-
ing information from a complex scene. With a virtually unlimited field-of-view
they have access to huge amounts of information, yet are able to confine their
resources to specific regions of interest. Since they are able to dynamically in-
teract with the environment, they can successfully address problems in compu-
tational vision that are ill-posed to a passive system [4]. The term “ill-posed”
describes problems for which one of more of the following is true [55]:
1. A solution does not exist.
2
Figure 1.2: Stereo images of pentagon.
2. The solution is not unique.
3. The solution does not depend continuously on the initial data.
A primary goal of an ABVS is to ascertain depth information. Since it
employs two cameras and is able two sample a scene from two distinct vantage
points, an AVBS is especially well suited for such a purpose. Fig. 1.2 shows a
pair of stereo images, i.e. images of the same scene from two distinct points of
view. Using these images and the geometry of camera system, the depth of the
objects in the scene can be recovered via triangulation. To understand this,
consider Fig. 1.3 which diagrams a typical stereo configuration. The cameras
are pinhole projection models. A pinhole projection model assumes that every
incident light ray must pass through the pinhole before contacting the image
plane. The points Cl and Cr indicate the locations of the pinholes of the left
and right image planes, respectively. The 3D point P projects onto the left
and right image planes at the points Il and Ir, respectively. Therefore, if we
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are able to determine that Il and Ir are projections of the same 3D point P
we can recover the location of P by simple triangulation.
Figure 1.3: Depth recovery via triangulation.
The process of matching points between images is known as the “corre-
spondence problem” [76]. Techniques that solve the correspondence problem
are known as registration algorithms. Using an registration algorithm devel-
oped in this dissertation the images in Fig. 1.2 were matched, enabling the
production of the depth map in Fig. 1.4.
4
Figure 1.4: Depth map of pentagon.
1.1.2 Image Registration
At first glance the correspondence problem may seem rather trivial. It
is, in fact, one of the most difficult and studied problems in computer vision.
The difficulties arise from several factors. First, inherent variations between
cameras result in differences in lighting, contrast, and noise. Second, disparate
vantage points cause foreshortening, the shrinking or expansion of objects due
to prospective projection, and often result in occlusions. For such situations
there can be no exact correspondence between the two views; and the problem
is ill-posed. Fortunately, the problem can become well-posed, yielding a unique
solution, if the binocular camera system is active [4].
5
Figure 1.5: Epipolar geometry.
1.1.2.1 Epipolar Geometry
One way to significantly simplify the correspondence problem is take
advantage the geometry of the cameras. If the exact configuration of the
system is known then matching points are restricted to lines called epipolar
lines. That is, given a point in the left image, if we want to identify the
matching point in the right then we need only search along the appropriate
line in the right image (or vice versa). Fig. 1.5 illustrates the principle of
epipolar geometry. We know that any 3D point P that projects onto the point
Il in the left image plane must lie somewhere on the 3D line ~IlCl. Projecting
this 3D line onto the right image plane produces the line Lr. The line Lr is
the epipolar line associated with the point Il.
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1.1.2.2 Registration Algorithms
There are two primary approaches to stereo image registration. The
first approach advocates matching physically meaningful features such as edges
or corners [39]. Such an approach has certain advantages: the features are
relatively unambiguous, insensitive to changes in lighting and contrast, and
tend to occur at locations in the image that are important to us. Unfortunately,
they appear only sparsely, allowing depth recovery at only a few locations in
the image. Using such techniques it is difficult to recover depth information
over entire scenes.
The second methodology suggests using image properties that can be
measured at every point in the image. These measurements tend to have more
of a mathematical framework and less of an intuitive physical interpretation.
For example, consider the following rudimentary algorithm: given a pixel in
the left image, search for the pixel in the right that has the most similar
intensity. (A more robust algorithm, instead of performing a point by point
comparison, would examine image patches.) Since similarity measures can be
made between all point in both images, a dense depth map can be constructed.
Another image property available at every point in an image is local
phase. Local phase has been employed as the primary component in a large
array of registration algorithms [25,62,99]. The concept of local phase is best
understood through illustration. Consider Fig. 1.6. To measure the local phase
at a point I, an appropriately sized image patch centered about I is compared
with the two wavelike patterns in Fig. 1.6. These comparison operations pro-
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duce values indicating how similar the image patch is to each pattern. The
ratio of these similarity values can be considered the local phase at that point.
A robust registration algorithm using local phase would employ multiple pairs
Figure 1.6: Computation of local phase.
of patterns like the ones in Fig. 1.6 but tuned to different sizes, frequencies,
and orientations. In fact, studies suggest that some biological visual systems
(including the human visual system) may use similar mechanisms [38,65].
8
1.1.3 Image Sampling
The image projected onto each camera’s imaging plane is continuous.
For processing with a computer, this continuous signal signal must be dis-
cretized. In almost all cases, discretization is performed by uniformly sampling
the continuous image in a rectangular grid-like pattern. The pentagon images
shown in Fig. 1.2 are examples of uniformly sampled images. While such a
sampling strategy is appropriate for our viewing, it may not be the best rep-
resentation for computational vision tasks. In fact, the human visual system
uses a very different approach when sampling and storing visual information.
The human eye samples a scene more densely toward the central region
(fovea) than in the periphery [53]. Fig. 1.7 diagrams the density of photorecep-
Figure 1.7: Density of photoreceptors for the human visual system.
9
tors in the human eye. This figure illustrates that the majority of receptors are
allocated toward the central region of the eye. The density rapidly diminishes
with increasing eccentricity.
A model of this nonuniform retinal sampling is shown in Fig. 1.8. Each
enclosed area represents one unique sample. Notice how the resolution de-
creases with the distance from the periphery. The cortical mapping, how each
sample is encoded in the brain, is also illustrated in Fig. 1.8. The circles in
the retinal coordinates are mapped to straight lines in the cortical space. This
transformation from retinal to cortical coordinates is called a log-polar map-
ping and was first proposed by Schwartz [105–107] as a model for the human
visual system. This mapping mathematically simplifies operations such as di-
Figure 1.8: Retinal and cortical mappings of the human visual systems pro-
posed by Schwartz.
lation and rotation, which may explain why humans perform so well at many
pattern recognition tasks [128].
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Fig. 1.9 illustrates three different image representations. The first image
shows a uniformly sampled image of a clown. The second image demonstrates
the retinal mapping of the clown image. The third image illustrates the cor-
tical mapping. Obviously, the cortical image is difficult to interpret visually.
However, for tasks as such as registration and pattern recognition, it may be
superior.
Figure 1.9: Different image representations (LiraLab).
1.2 Contributions
Image sampling and registration are two integral and interrelated com-
ponents in the depth recovery procedure of an ABVS. This dissertation pro-
vides an advancement in both areas. These advancements were developed with
an eye toward their eventual integration into a cohesive registration procedure
appropriate for ABVS.
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The next sections briefly outline the contributions of this dissertation.
The first section discusses advancements in phase-based registration. The next
section introduces the concept of epipolar spaces, which are the extension of
epipolar lines to the realm of active binocular vision. The final section discusses
optimal sampling strategies designed specifically to optimize certain properties
of these epipolar spaces.
1.2.1 Advances in the Understanding and Application of Local
Phase for Registration
There are certain limitations associated with the use of local phase for
image registration. Under some fairly common circumstances phase measure-
ments becomes very poor, making them unusable for matching. Furthermore,
combining local phase measures from many different wave patterns is not a
simple task.
Authors have worked toward determining the reasons that phase fails in
certain regions [19,48]. Unfortunately, the methods for detecting these regions
are rather ad hoc. It is the purpose of this dissertation is to introduce a new
paradigm that better elucidates these regions. This paradigm provides a firm
theoretical foundation that explains the success of the ad hoc methods, while
also improving upon them.
Combining local phase measurements to produce a single best corre-
spondence between images is a complex procedure that has never been con-
clusively addressed. Most approaches combine these phase measures using
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heuristic procedures that negate many of the advantageous properties of lo-
cal phase. Again this dissertation introduces a new paradigm that provides
a means for combining phase values in an intuitive, theoretically sound, and
algorithmically effective manner.
1.2.2 Epipolar Spaces
Using epipolar constraints requires an exact knowledge of the system ge-
ometry. This is obtained through a process called calibration. Unfortunately,
calibrating an ABVS is highly complex and often inaccurate [111], making
it highly undesirable if not untenable. Though, without calibration, we are
unable to know the precise geometric configuration, we can a priori restrict
the range of geometric configurations. If we restrict such parameters as cam-
era rotation angles, focal length, camera separation distance, etc. we can still
confine the possible locations of matching points. Since each unique geometric
configuration produces a unique epipolar line, the search for matching points
can be restricted to the union of all possible epipolar lines produced from all
possible configurations. Fig. 1.10 illustrates the point Ir and the attendant
epipolar lines resulting from nine different geometric configurations. In prac-
tice, the entire epipolar line is not considered when searching for a matching
point. Usually the search is confined to some horizontal distance around the
point Ir. This restriction is shown in Fig. 1.10 as parallel dashed lines.
The epipolar lines in Fig. 1.10 were constructed from nine disjoint,
randomly selected geometries. If instead, the lines were drawn for a contin-
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Figure 1.10: Left image epipolar lines corresponding to right image point Ir
for several unique geometric configurations. The parallel dashed lines delimit
a reasonable range around Ir in which to search for a matching point.
uous range of geometries they would merge into a continuous region. We
call this continuous region an epipolar space. Several epipolar spaces are il-
lustrated in Fig. 1.11. The spaces are confined horizontally to a reasonable
range around their concomitant points. These horizontal bounds are repre-
sented with dashed lines. In summary, for an uncalibrated ABVS confined
to a certain range of geometries a matching point is restricted to an epipolar
space.
1.2.3 Optimal Sampling Strategies
Recognizing the advantages of nonuniform sampling methods such as
log-polar, many authors have applied a wide range of sampling schemes to
14














Figure 1.11: Various epipolar spaces. The large dots represent points from the
right image. Each point is enclosed in its attendant epipolar space in the left
image.
binocular visions tasks, resulting in various degrees of success. In most cases
the foveation (i.e. sampling) strategies have been developed or ascertained
elsewhere; they were not specifically designed for use in a mechanical ABVS.
While sampling schemes, such as the log-polar retinal/cortical structure, may
be extremely advantageous for biological systems employing biological sensors
for biological tasks using biological registration algorithms it is likely that for
our specific imaging devices, machine tasks, and registration algorithms such
a mapping is not optimal. The foremost contribution of this dissertation is
the derivation of an optimal strategy for a mechanical ABVS.
Before any optimal scheme can be constructed, we must first establish
the criteria we wish to optimize. This is done by first recognizing that the
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computational complexity and accuracy of a registration algorithm is directly
related to the number of possible points that have to be examined when search-
ing for a match [108]. We define an optimal sampling scheme as a foveation
strategy that minimizes the average number of points that must be considered
when searching for matching points. For an uncalibrated ABVS this average
is specified by the average size of an epipolar space. In this dissertation we
derive the sampling scheme that minimizes the average area of an epipolar
space.
1.3 Overview
The remainder of the dissertation is divided into four chapters. The
following chapter provides a review of the current literature. The next chapter
addresses phase-differencing for stereo registration. This is followed by a chap-
ter concerning the derivation of epipolar spaces and their attendant optimal




Review of the Literature
2.1 Image Registration
In order to recover depth via triangulation a pair of stereo images must
first be registered. Such correspondence algorithms can be divided into two
categories: feature based and area based. Feature based algorithms [15, 39,
54, 67, 68, 76, 76] attempt to match the images at specific locations. Such
locations often correspond to peaks or zero-crossings in the filtered images.
These monocular tokens are assumed to represent such intuitive phenomena
as edges or corners. Since such features occur sporadically in the images, any
matching algorithm exclusively using them can only expect a sparse recovery
of depth with respect to the entire field-of-view.
Area based algorithms compute and compare image properties that
are available at every point in both images. The term “area based” refers to
the fact that these properties are measured over some area surrounding the
point in question. One of the earliest and most intuitive area based techniques
is local cross-correlation. Unfortunately, cross-correlation has been shown to
be sensitive to lighting, contrast, prospective projections, and noise [56], all
of which can be common problems when images are taken from two distinct
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vantage points with two different cameras. Some of these difficulties can be
mitigated by bandpass filtering the images prior to performing any correlation.
Along this same vein come the most popular and powerful of the area based
algorithms: phase-based correspondence techniques.
Phase-based algorithms, with techniques such as phase differencing and
phase-correlation, have proven to be a powerful means for stereo image cor-
respondence [15,23–26,61,64,99,115,131,133]. These techniques can produce
disparity maps to sub-pixel accuracy, without requiring explicit sub-pixel re-
construction. Since relevant phase information is available at any point in the
image, not only at specific tokens as in feature based methods, phase-based
methods yield dense disparity maps. Additionally, phase is relatively insen-
sitive to typical inter-image differences such as lighting, shadows, noise [35],
and perspective deformations [49].
The premise of phase differencing methods originates in the Fourier
Shift Theorem, which states that the Fourier Transforms of two signals re-
lated by a global shift are themselves identical up to a phase difference equal
to the frequency times the shift. This linear relationship makes it possible to
immediately recover this shift or disparity at any frequency (that is present
in the signal) by simply dividing the phase difference by the frequency. Un-
fortunately, stereo images are not related by a global shift, but instead, are
better modeled by many local shifts. Consequently, the generation of accurate
disparity maps requires a spatially localized estimate of the phase. This can
be accomplished by various means such as short-time Fourier transforms or
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wavelets. Because of its joint optimality in space and frequency, the Gabor
function [52] is the most popular choice. In general, any localized quadrature
filter pair can produce local phase measurements.
Evidence tends to suggest that biological systems may use bandpass
filters to extract local phase information for stereo registration. The receptive
fields of simple cells in the visual cortex can be well modeled by Gabor func-
tions tuned to different frequencies and of different spatial extent [37, 66]. It
has also been demonstrated that phase information is combined over different
spatial scales [77] for stereopsis. A phase-shift model has been proposed in
several papers [38,82].
In [99], Sanger first used a phase differencing method for to stereo
registration. Sanger extracted local phase at each image point using Gabor
functions. He recovered the disparity by dividing the phase difference between
the two views by the center frequency of the Gabor function. The disparity
outputs for five Gabor functions spaced at 1/2 octave bandwidths were com-
bined to produce a dense disparity map. Since such filters are only able to
reliably detect disparities of 1/2 their wavelength due to phase-wrapping, he
was only able produce a coarse disparity map. His algorithms also exhibited
problems near disparity gradients.
In [48,49,61,62,64], Fleet, Jenkin, and Jepson expanded this approach
in several ways. First, they noted that the constant of linearity relating phase
and displacement could be better approximated by directly determining the
first derivative of phase. This proved to be a better estimate than the center
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frequency of the Gabor function as proposed by Sanger. Second, they intro-
duced a coarse-to-fine procedure, allowing larger scales to bring the images into
approximate alignment before proceeding to finer scales. Third, they demon-
strated that phase is robust with respect to image deformations caused by
prospective projections. Finally, they studied the impact of filter localization
upon this linear relationship. Perhaps the most comprehensive paper in this
direction is [48]. Here Fleet et. al. models images as one-dimensional Gaussian
white noise processes and derives bounds for the expected mean phase differ-
ence and absolute mean phase difference under the operations of translation
and dilation.
From these seminal papers many others have expanded the work in
important ways. A prevalent approach was to replace the Gabor function
with another filter capable of gathering phase information. Methods such
as the FFT [3, 129], complex wavelets [73, 133], image derivatives [88], and
spatial Gaussians [41] were used to extract phase information in place of the
Gabor function. Since there is still no widely accepted metric for comparing
the quality of different stereo registration algorithms, it is difficult to assess
whether one filter or another is superior. Another important advancement
was provided by further examining the effects of localization. In [19], Cai
examined the instability of localized phase by considering registration by phase
differencing as a type of Newton iteration. He pointed out that the instability
of phase measurements in certain regions violates the criteria necessary for
convergence.
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Others have addressed the shortcomings of phase differencing algo-
rithms in the context of their dependence on coarse-to-fine processing schemes.
Coarse-to-fine processing allows larger scales to bring the images into near
registration before proceeding to smaller scales. At each scale disparity infor-
mation is procured from a small range of frequencies. Images with relatively
little energy in these frequency bands will tend to produce erroneous estimates
that will further contaminate higher scales as the iteration proceeds. To mit-
igate this problem, alternative means for using phase information have been
suggested. The goal of these techniques was to make phase measurements over
the entire spectrum and then combine the results into one robust value. The
difficulty in combining these values arises from the periodic nature of phase
values. This periodicity can result in ambiguities in the disparity estimates.
One of the most robust solutions was proposed by Chen and Bovik
in [24–26]. In these works the authors applied an AM-FM surface albedo model
combining both multichannel Gabor demodulation techniques and coarse-to-
fine processing. This unique combination proved an effective means for inte-
grating information across multiple frequencies and scales while eliminating
the usually attendant complication of phase-wrapping.
Other typical approaches applied short-time Fourier transformations
[47, 94, 129] or wavelet decompositions [73, 133] and then globally searching
between images for locations that minimize the difference in their coefficients.
This difference is predominately a function of the local phase. These meth-
ods are time consuming, disregarding the linearity of phase that allows phase
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differencing to rapidly convergence to high resolution solutions. Furthermore,
their resolution is inherently limited by the sampling of the images, and con-
sequently, such algorithms require ancillary methods for any sub-pixel esti-
mation. Other methodologies used phase differencing to realize disparity es-
timates at multiple frequencies then heuristically combined them employing
secondary features such as magnitude information [87, 132]. Phase measure-
ments have also been combined over multiple frequencies using probabilistic
schemes [115], spatial representations [41], linear regression [2, 3] and image
derivatives [88].
2.2 Sampling
The application of sampling strategies to stereo vision tasks is becom-
ing more prevalent. Space-variant transformations such as log-polar [127],
reciprocal wedge transform [71], foveate wavelet transform [125], and fish-
eye [110] have been successfully applied to binocular vision problems such
as vergence [72, 74], time-to-impact analysis [114], and depth recovery of a
scene [23, 72, 103]. The success of these sampling strategies has prompted the
development of spatially-variant sensor arrays [7, 44,45].
By far the most popular nonuniform sampling strategy is the log-polar
transformation. This mapping was proposed by Schwartz [107] as transfor-
mation of the retina to the striate cortex. If u and v are retinal Cartesian













Fig. 2.1 illustrates the retinal mapping. Notice how the resolution decreases
with the distance form the periphery. Fig. 2.1 also shows the result of mapping
the retinal coordinates into the cortical coordinates. The circles are mapped
to straight lines. Some benefits of such mapping are apparent. The decreas-
Figure 2.1: Retinal and cortical mappings for log-polar transformation.
ing resolution toward the periphery provides a wide field-of-view without the
attendant explosion in the number of pixels that would occur for uniform sam-
pling. Other advantages such as its aid in rotational and scale invariance are
not as apparent. The log-polar transformation has shown success in binocular
vision related tasks such as vergence [74], time-to-impact analysis [114], and
depth recovery of a scene [23,103].
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In [72], Li and Tong use the Reciprocal Wedge Transform (RWT) as









simulates the projection onto a nonfrontal image plane, making it advanta-
geous for stereo vision. It can reduce the amount of information by up to 95%.
Unlike the log-polar transformation where lines are transformed into log-sine
curves, the RWT preserves linear structures. In [72], demonstrated its use in
vergence and sparse registration. Unfortunately, the RWT offers no foveal re-
gion, putting it somewhat at odds with the active vision paradigm. In general,
this transformation has received little attention.
In [110, 136], Aggarwal et al. used a fish-eye lense to expand the field-
of-view of a normal camera for use on a mobile robot. Since the distorted
image was nonlinearly remapped back onto a uniformly sampled image, this
application is not a true example of space-variant sampling.
In these above instances the sampling strategies were introduced else-
where and later applied to areas of stereo vision. Only rarely has a foveation
strategy been specifically tailored for a stereo vision task. Both Basu and Elna-
gar derived optimal sampling schemes with respect to the error discretization of
depth measurements. Basu first examined optimal sampling for fronto-parallel
stereo cameras [9]. He assumed independent uniform sampling in both x and
24
y. His goal was to determine the optimal spacing ex and ey to minimize 3D






To simplify the problem he chose to optimize only the vertical 3D error;
though, he was able to show that errors in the other two dimensions were
reduced when compared to uniform sampling (for uniform sampling ex = ey).
The equations describing the optimal solutions for ex and ey were polynomials,
and a closed form solution was possible.
In [10], Basu next considered error discretization for vergent geometries.
Though he still assumed uniform sampling in the y dimension, he proposed
using nonuniformly sampling strategies in x. In the x dimension he first con-
sidered nonuniform sampling of the form
ex (i) = Emin + νi. (2.6)
He also examined exponentially increasing sampling:
ex (i) = Emine
γi. (2.7)
Again, to make the problem more tractable, Basu chose to optimize only the
vertical error. The optimization equations were nonlinear and were solved
numerically. Both sampling schemes demonstrated improvement over uniform
sampling in all three dimensions.
In [42], Elnagar improved the results obtained by Basu in [9] for fronto-
parallel cameras. He was able to solve for the 3D error by optimizing both ex
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and ey simultaneously. Basu only optimized the vertical error with respect to
ex. Elganar was also able to dispense with all approximations previously used.
The optimization equations formed fourth order polynomials that he was able
to solve using Mathematica.
Perhaps the most significant use of foveation to specifically address
a computer vision task was employed by Klarquist and Bovik [70]. They de-
signed an active vision system called FOVEA. FOVEA was able to reconstruct
3D scenes by dynamically reacting to the specific environment. To simplify
the registration process Klarquist and Bovik designed a foveated tessellation
that actively adapted to fit the current scene. The tessellation reduced the
resolution in the periphery to allow non-horizontal epipolar polar lines to re-
main in registration. The scheme entailed reducing the resolution toward the
periphery by a factor of two each time the epipolar lines diverged by a vertical
disparity greater than one-half of a pixel at the current resolution. With this
requirement FOVEA could use any off-the-shelf stereo correspondence algo-





As an alternative to typical feature based algorithms, phase-based tech-
niques, such as phase-differencing and phase-correlation, have proven to be a
powerful means for stereo image correspondence [15,23–26,61,64,99,115,131,
133]. These techniques can produce disparity maps to sub-pixel accuracy,
without requiring explicit sub-pixel reconstruction. Since relevant phase in-
formation is available at any point in the image, not only at specific tokens
as in feature based methods [15,39], phase-based methods yield dense dispar-
ity maps. Additionally, phase is relatively insensitive to typical inter-image
differences such as lighting, shadows, and noise [35].
Phase-differencing techniques suffer from two significant impediments:
phase nonlinearities and neglect of multiscale information. These two concerns
are the topics of the following subsections.
3.1.1 Phase Nonlinearities Due to Localization
The premise of phase differencing methods originates in the Fourier
Shift Theorem, which states that the Fourier Transforms of two signals re-
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lated by a global shift are themselves identical up to a phase difference equal
to the frequency times the shift. This linear relationship makes it possible to
immediately recover this shift or disparity at any frequency (that is present
in the signal) by simply dividing the phase difference by the frequency. Un-
fortunately, stereo images are not related by a global shift, but instead, are
better modeled by many local shifts. Consequently, the generation of accu-
rate disparity maps requires a spatially localized estimate of the phase. Such
localization is often accomplished by windowing the complex exponential func-
tion. The introduction of this windowing function disrupts the simple, linear
relation between phase and disparity. In order to successfully apply phase
differencing to a pair of stereo images it is necessary to completely understand
these disruptive effects. Perhaps the most comprehensive paper in this direc-
tion is [48]. Here Fleet et. al. models images as one-dimensional Gaussian
white noise processes and derives bounds for the expected mean phase differ-
ence and absolute mean phase difference under the operations of translation
and dilation. In [19], Cai considers the instability of localized phase from the
viewpoint that registration by phase differencing can be considered as a type
of Newton iteration. He points out that the instability of phase measurements
in certain regions violates the criteria necessary for convergence.
A key to successfully applying phase differencing stereo reconstruction
algorithms lies in the identification of regions of phase instability, i.e. the
portions of signals that possess specific properties that invalidate the use of
phase for disparity estimation. Several papers address this issue [48,61,63,90],
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focusing primarily on the same two means for instability detection. Though
these techniques have been shown to be empirically successful, their founda-
tions are somewhat heuristic and their efficacy has never been fully examined
analytically.
One intent of this work is to supplement the existing literature by filling
in some important gaps in the current understanding of localized phase for
disparity estimation. Modeling the images as Gaussian white noise processes,
we analytically quantify the behavior of the the first and second derivatives
of local phase. The first derivative describes the linear relation between phase
and disparity. The second derivative provides valuable information about the
nonlinearity of localized phase. We demonstrate that the current methods
for identifying regions of instability are simply approximations of the second
derivative. Finally, we introduce a new method for detecting phase instability
that fully incorporates the information contained in the second derivative.
3.1.2 Neglect of Multiscale Information
Phase-differencing algorithms require coarse to fine processing schemes
to allow larger scales to bring the images into near registration before pro-
ceeding to higher scales. At each scale disparity information is procured from
a small range of frequencies. Images with relatively little energy in these
frequency bands will tend to produce erroneous estimates that will further
contaminate higher scales as the iteration proceeds. To mitigate this problem,
alternative means for using phase information have been suggested. A typical
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approach is to apply a local Fourier Transformation [47,129] or wavelet decom-
position [73, 133] and then globally search between images for locations that
minimize the difference in their coefficients. This difference is predominately a
function of the local phase. These methods are time consuming, disregarding
the linearity of phase that allows phase differencing to rapidly convergence to
high resolution solutions. Furthermore, their resolution is inherently limited
by the sampling of the transformations, and consequently require ancillary
methods for sub-pixel estimation. Other approaches use phase differencing to
realize disparity estimates at multiple frequencies then heuristically combine
them at the end [87,132]. Phase information has also been combined over mul-
tiple frequencies using probabilistic schemes [115], spatial representations [41],
and image derivatives [88].
The second intent of this dissertation is to introduce a novel algorithm
for combining multiscale disparity information in a theoretically sound ap-
proach that retains the fast, high resolution convergence properties of phase
differencing. Developing this approach, we demonstrate the intimate relation
between phase differencing and local correlation.
3.2 Phase-Differencing for Stereo Correspondence
In this section we first present the phase differencing algorithm and
review its underlying theory. Next we discuss conditions under which phase
differencing is inappropriate. We then offer a new paradigm for identifying
these conditions and demonstrate how previous methods of identification that
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are prominent in the literature are better understood in light of this paradigm.
3.2.1 Review
Given a pair of stereo images i1 (x) and i2 (x), the goal of a stereo cor-
respondence algorithm is to match each point in i1 (x) with its corresponding
point in i2 (x). If the point xo in i1 (x) corresponds to the point xo− δ in i2 (x)
then δ is said to be the disparity relating i1 (x) to i2 (x) at xo.
The methodology for recovering disparity by phase-difference is simple.
Each image is convolved with a complex kernel h (x) whose real and imaginary
parts are Hilbert Transforms of one another (i.e. quadrature filters). For our
purposes we assume the filter is formed by windowing the complex exponential
with a real, symmetric function as follows: h (x) = g (x) ejωox. The windowing
function g (x) must be chosen appropriately such that real and imaginary
parts of h (x) remain Hilbert Transforms of each other. If O1 (x) and O2 (x)
represent the convolutions of i1 (x) and i2 (x) with h (x), then the disparity
is estimated with a single calculation: δ (x) = ∆θ (x) /ωo, where ∆θ (x) =
arg [O2 (x)]− arg [O1 (x)] is the difference in phase between the two responses.
For simplicity, let us only consider the responses at the point xo = 0.
This allows us to replace the convolution with the inner product. Accordingly,
we now have Oj =< ij (x), g (x) e
jωox >, where < f1, f2 >=
∫
f ∗1 f2dx. The






To better understand the principles governing phase differencing con-
sider the simple case where the windowing function g (x) = 1 and the im-
ages i1 (x) and i2 (x) are related by a single, global translation, i.e. i2 (x) =
i1 (x − δ). Now we have O1 = I (−ωo) and O2 = I (−ωo) ejωoδ, where I (w) is
the Fourier Transform of i (x). Furthermore, ∆θ = arg [O2] − arg [O1] = ωoδ,
and δ can be recovered using (3.1). For complex exponentials the relationship
between phase and translation is linear with the relational constant ωo.
Since actual stereo images are not generally related by a single global
shift, but instead, by many local shifts (and other deformations), the window
g (x) = 1 with its infinite spatial extent is not very useful. The apparent
solution would seem to be the localization of the window. Unfortunately,
there is no guarantee that disparity will remain a linear function of phase.
That is, equation (3.1) may no longer hold. Fortunately, it turns out that
phase is linear except in limited regions of phase instability. The identification
of these regions of nonlinear phase is the topic of the next section.
3.2.2 Regions of Phase Nonlinearity
In this section we discuss the spatial localization of the window g (x)
and its effects on the linearity of phase. We begin by assuming that within
the window’s spatial extent, defined as the region containing nearly all its
energy, the functions i1 (x) and i2 (x) are modeled reasonably well by a single
translation δ, i.e. i2 (x) = i1 (x − δ) within g (x). Let us now express O as a
function of δ: O (δ) =< i (x − δ), g (x) ejωox >, O1 = O (0) and O2 = O (δ).
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Henceforth, we will refer only to i and O and not i1, i2, O1, and O2. Note that
a translation of the image is equivalent to an opposite translation of the filter
since < i (x − δ), g (x) ejωox >=< i (x), g (x + δ) ejωo(x+δ) >. Since local phase
is analytic everywhere except at the zeros, we can use this relation to expand
∆θ into a Taylor Series:





where the instantaneous frequency ω̃ is the constant of linearity and its deriva-
tive ω̃′ indicates the degree of nonlinearity. If the phase difference is dominated
by the linear term ω̃, the disparity can be recovered in a single step by using





Two situations arise that may prevent the accurate recovery of phase
from (3.3). First the phase difference may not be linearly related to the dis-
parity, i.e. the higher order terms of (3.2) may dominate the linear term.
Second the relationship may be linear, but ω̃ may be so large as to preclude
the detection of disparities beyond a maximum value due to phase wrapping.
Phase wrapping forces |∆θ| < π, and consequently, |δ| < π/ω̃ from (3.3).
The literature promotes two constraints to avoid areas of phase insta-
bility (or detect them by identifying regions where the constraints are vio-
lated) [61, 99]. The first constraint requires that ω̃ not deviate too far from
the center frequency ωo:
|ω̃ − ωo| < ρ1. (3.4)
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This requirement is often given in the context of detecting phase instability due
to scaling deformations between views, but we will see it is also very valuable
for nonlinearities due to translation. The second requires that
||O|x|
|O| < ρ2, (3.5)
where |O| =
√
Re [s]2 + Im [s]2 and |O|x is the partial derivative of |O| with
respect to x. This requirement is a consequence of the instability of phase near
singularities, i.e. points where |O| = 0 and phase is undefined. The first order
estimate of the distance to such a point is |O| / ||O|x|. Inverting this ratio we
get (3.5).
For simplicity, sometimes these two constraints are combined into one
[48]
√





We will later show that though this combination seems to be a result of conve-
nience, it is actually the more appropriate condition. This claim was indirectly
asserted by Cai [19] when he demonstrated that the region of convergence of
a Newton iteration using (3.3) is the disk bounded by (3.6).
To simplify further discussions we present the following definitions:
a + jb = < i (x), g (x) ejωo(x) >
c + jd = < i (x), g′ (x) ejωo(x) > (3.7)
e + jf = < i (x), g′′ (x) ejωo(x) >,
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where, for example, a =
∫
i (x) cos (ωox)g (x) dx. Using these definitions we



































= τ − 2ξχ = τ − 2ν. (3.10)
The constraints presented in (3.4), (3.5), and (3.6) can also be reprised using
(3.7):













= |χ| < ρ2. (3.12)
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ξ2 + χ2 < ρ3. (3.13)
Interestingly, the linear term ω̃ in (3.9) consists of ωo, corresponding to the
center frequency of the complex exponential, and the additional term ξ induced
by the windowing function. We should also note that ξ is precisely the term
constrained in (3.11). More importantly, ω̃′, the term in (3.2) that most di-
rectly indicates the degree of nonlinearity, contains the two most prominently
advocated constraints in detecting regions of phase instability, ξ and χ. By
limiting the values of these variables, these conditions have in fact constrained
the possible values of ω̃′. We will delve into these issues at greater depth in
the following sections.
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3.3 Gaussian Random Images
In this section we quantify the effect that the spatial localization of
g (x) has on the linear relation between phase and disp arity. In order to
produce analytic results the image i (x) will be modeled as the stationary
Gaussian white noise process i(x). The nice properties of Gaussian random
variables (GRVs) will allow us to analytically derive simple, closed-form results
for many important properties of localized phase. We should note that white
noise can not model all aspects of real images. Phenomena such as occlusions,
foreshortening, and shadowing are disregarded. Furthermore, white noise is
spread spectrum, while real images tend to concentrate their energy near DC.
Since i(x) is a Gaussian random process, the integrals in (3.7) become
GRVs. In the following sub-sections we first determine the means, variances,
and covariances of these variables. We then derive relevant distributions and
moments that will help us better understand ω̃ and ω̃′ and their importance
to linear phase. Finally, we quantify the effects of the constraints in (3.11),
(3.12), and (3.13) in relation to these distributions and moments.
3.3.1 Means, Variances, and Covariances
In this section we explore the mean, variances, and covariances of the
the random variables that result from (3.7) when i(x) is a white noise process.
The random variables a, b, c, d, e, and f are all zero mean due to the
zero-mean ergodicity of i (x). Since the kernel g (x) ejωox is defined to be a
quadrature filter (its real and imaginary components are Hilbert transforms of
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Furthermore, the orthogonality between the real and imaginary parts
of quadrature filters necessitates that E[ab] = 0, E[cd] = 0, and E[ef ] = 0. In
fact, the variables a, b, c, and d are all uncorrelated (and hence independent).
As proof, consider the following:
E[ad] =
∫∫
















Verifying that the remaining combinations are also zero requires either follow-
ing the previous derivation or noticing that the integrands are odd functions.







































Equations (3.18) and (3.19) follow from integration by parts and then substitu-
tion using (3.17). The remaining cross-correlations are zero. Their integrands
either form odd functions or follow the derivation below.
E[cf ] =
∫∫



























In summary, the covariance matrix K relating a, c, and e is identical














The random variables a, c, and e are independent of b, d, and f .
3.3.2 Instantaneous Frequency
The instantaneous frequency ω̃ is expressed as the sum of two terms
in (3.9). The first term ωo represents the center frequency of the bandpass
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filter g(x)ejωox and corresponds to the constant change in phase caused by
a global shift in i (x) when the windowing function g(x) is constant and of
infinite support. Localizing ejωox with g(x) induces the second term ξ. The
random variable ξ corresponding to this localization term is a function of the
four independent, zero-mean, Gaussian random variables a, b, c, and d. Its



















3.3.3 The Derivative of the Instantaneous Frequency
Analysis of the derivative of the instantaneous frequency ω̃′ presents a
greater challenge; determining its probability density function in a closed form
appears to be an intractable problem. We instead independently examine its
two constitute components, τ and ν as delineated in (3.10). The form of
τ is very similar to that of ξ. The difference lies in the correlation among
the random variables that comprise it. The random variables a and f are
correlated, as are b and e. The resultant pdf of τ (see Appendix 1.1.1) is
f (τ) =
|K|/ (σ4aσ2c )





where K is given in (3.21). Similar to the localization term ξ, τ is also zero
mean with infinite variance. Its absolution deviation is finite with value
E [|τ |] =
√
|K|/ (σ4aσ2c ). (3.25)
The second term ν is the product of ξ and χ, also shown in (3.10). The
RV ξ is the localization term of ω̃ discussed in Section 3.3.2. Equation (3.10)
indicates that both ξ and χ are slightly different functions of the same RVs:
a, b, c, and d. To better elucidate their interrelation we convert them into
polar form, setting a = r1 cos(φ1), b = r1 sin(φ1), c = r2 cos(φ2), and d =
r2 sin(φ2). The random variables r1 and r2 have Rayleigh distributions while
φ1 and φ2 are distributed uniformly over the interval [−π : π] [96]. Substitut-
ing these values we find ξ = r2/r1 sin (φ2 − φ1) and χ = r2/r1 cos (φ2 − φ1).
We can simplify further by letting φ = φ2 − φ1, where φ is uniformly dis-














cos (φ) sin (φ) . (3.28)
The RV ν has zero mean, infinite variance, and an infinite absolute deviation
(see Appendix 1.2).
3.3.4 Effects of Constraints
In the previous subsections we found the distribution for the local-
ization term ξ of ω̃ and the distributions for the components τ and ν that
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comprise ω̃′. All three of these pdfs have heavy tails. In fact, all have infi-
nite variances. The distribution for ω̃′ does not even have a finite absolute
deviation. This is not unexpected. Equations (3.9) and (3.10) both indicate
that the instantaneous frequency ω̃ and the derivative of instantaneous fre-
quency ω̃′ are comprised of components that are the ratios of sums. Since the
summations in their denominators are zero mean for any random, zero mean
input signal i (x), we would expect these ratios to frequently produce very
high values. High values result in erroneous disparity estimates for one of two
reasons. First, extreme values of ω̃ produce incorrect estimates due to phase
wrapping. Second, large values of ω̃′ indicate that the constant of linearity is
rapidly changing. Consequently, the assumption of linearity upon which phase
differencing relies becomes invalid.
It is important reiterate that though we have used GRVs to analytically
quantify the extent to which ω̃ and ω̃′ produce extreme values, the cause of
these extreme values lies not with the assumption of normality, but instead,
with the ratios inherent in their specific representations. This fact is further
substantiated in the later sections where the distributions of actual images are
considered.
In Section 3.2.2 we delineated the constraints commonly used to identify
regions of phase instability. We now examine the effects of these constraints on
the random variables ξ, τ and ν. The first constraint given in (3.11) requires
that the localization term ξ fall within a certain range. This will, in general,
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In fact, the variances of all three RV’s are now finite, whereas previously their
variances were infinite as was the absolution deviation of ν.
Before considering the second constraint given in (3.12), we will reex-
amine both constraints in light of the polar representations of ξ and χ shown



























Using these constraints in the fashion suggested by (3.11) and (3.12) amounts
to forming a rectangular decision region in (ξ, χ) space. Observing the polar
forms of the constraints and remembering that φ is uniformly distributed
suggests that a circular decision region would be more appropriate:
√



















































































































Using the triangle inequality, we can now establish a bound on the
































χ2 + ξ2 < ρ3
]
(3.38)
We have now demonstrated that the constraint in (3.13) serves to limit
the second derivative of phase ω̃′. In fact, the second term ν can be completed
controlled by this constraint. Unfortunately, though the first term τ also tends
to be reduced, it can still obtain arbitrarily large values. To further restrict
this term, and consequently ω̃′, we introduce the additional constraint
|τ | < ρ4. (3.39)
The rationale and appropriateness of this condition will become more apparent
in later sections when actual kernels are evaluated.
It is important to put the results of this section into context. We
previously mentioned that extreme values of ω̃ and ω̃′ can invalidate the use
of phase differencing for disparity estimation. This section demonstrated that
by restricting the use of phase differencing to regions satisfying the above
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constraints, the frequency of the extreme value can be significantly reduced,
improving the accuracy of disparity estimates.
3.4 Gabor Functions
In this section we use the previous results to analyze a specific kernel,
the Gabor function. For a Gabor kernel h (x) the windowing function g (x) in
(3.7) is the Gaussian. The Gaussian is often the window of choice because of
its joint optimality with respect to support in both time and space [52]. In
addition to stereo registration [23,24,26], the Gabor function has found many
useful applications in areas such as texture analysis [30,31]. Furthermore, the
Gabor function is a common model of the simple receptive fields in the visual











The Fourier Transform of the Gabor kernel is a Gaussian shifted by the mod-
ulation frequency ωo with standard deviation σω = 1/σg. In order for a
Gabor function to adequately approximate a quadrature filter, ωo must be
much greater than σω. To ensure this relationship across different frequen-
cies Gabor functions of constant relative bandwidth β are usually assumed,
i.e. β = log2 [(ωo + σω) / (ωo − σω)]. A bandwidth less than or equal to one
octave (β ≤ 1) is usually sufficient to well approximate a quadrature pair fil-
ter. With β = 1 the Gaussian envelope in the frequency domain crosses DC
at three standard deviations. A perfect quadrature pair filter requires a zero
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response at DC. For a more complete discussion on the selection of parameters
for Gabor functions see [36].




















Using these values we can now illustrate the effects of the constraints on the
first and second derivatives of phase as formulated in (3.23), (3.25), (3.29),










































































































































Fig. 3.1 plots these equations for Gabor kernels with relative bandwidth β = 1.
The X axes indicate the value of the normalized constraint ρ̃i, where ρi/σω =
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E[|ξ | | |ξ | < ρ̃]
E[|ξ | |
√
ξ2 + χ2 < ρ̃]
(a)

















E[|τ | | |ξ | < ρ̃]
E[|τ | |
√
ξ2 + χ2 < ρ̃]
E[|ν| | |ξ | < ρ̃]
E[|ν| |
√
ξ2 + χ2 < ρ̃]
(b)
Figure 3.1: E[|ξ|], E[|τ |], and E[|ν|] with respect to constraints for Gabor
kernels (β = 1) responding to white noise.
ρ̃i. Since the Y axes are expressed in terms of wavelength λo, all Gabor
kernels with the same relative bandwidth produce identical curves. This is
a consequence of the following relation: dθ/dλ = dθ/dx dx/dλ = dθ/dx λo,
where λo = 2π/ωo.
We next test the ability of the constraints in (3.11), (3.12), (3.13), and
(3.39) to identifying regions where phase-based disparity measurements are
poor. The constraints can be considered features; and they can be measured
at every point we calculate disparity. These features (or some functions of
them) can be used to make a decision as to whether we can trust the disparity
estimate at that point. Consequently, the points can be separated into two
classes: points at which (3.3) produces correct disparity estimates (class C1)
and points at which (3.3) produces incorrect disparity estimates (class C2).
The goal is to use a set of features that will allow us to include the greatest
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number of points in C1 while excluding the greatest number of points in C2.
Prior to evaluating the performance of different sets of features, let us
consider the candidate features themselves. In order to detect regions of phase
nonlinearity, the literature advocates using the features |ξ| and |χ| by thresh-
olding them above a certain value. This forms a rectangular decision region in
(ξ, χ) space. In Section 3.3.4, we suggested that a circular decision region was
more appropriate. Such a region is constructed by thresholding the one dimen-
sional feature
√
ξ2 + χ2. Furthermore, in Section 3.2.2 we suggested that the
second derivative of phase ω̃′ was a better indicator of phase nonlinearity. The
variables ξ and χ represent two of the three components of ω̃′ (3.10). The use
of the final component τ is absent from the literature. If the second derivative
of phase is valuable, its addition should improve classification. It may appear
that the best feature simply would be the second derivative itself. This is not
true. Consider the case where the first derivative is very large, but the second
derivative is zero. Though phase may be linear, the constant of linearity is so
large that we will incur errors due to phase wrapping. Consequently, at least
one feature must restrict the size of ξ. The second derivative is not guaranteed
to do this. The previously discussed features |ξ| and
√
ξ2 + χ2 both implement
this restriction.
The next question is how to incorporate the second derivative as a fea-
ture. Again, the simple solution would be to use the features |ξ| and |ω̃′|.
While this combination may work very well in theory, in practice it poses
complications. Since ξ is a component of ω̃′, the features are highly depen-
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Figure 3.2: Receiver operator characteristic (ROC) curves for Gabor kernels
(ωo = π/12, β = 0.8) applied to images with constant disparity λo/8. The Y
axis indicates the percentage of points with a disparity error of less than 25%
that are correctly classified. The X axis indicates the percentage of points
with a disparity error of less than 25% that are misclassified. 3.2(a) Results
for white noise image. 3.2(b) Results for concatenated scan lines of natural
scene.
dent. This results in an optimal decision region that is irregularly shaped,
and consequently, not well approximated by applying a separate threshold to
each feature. (As we said previously, this forms rectangular decision regions.)
When thresholding it is important that the features be as independent as pos-
sible. For this reason we propose incorporating the second derivative by using
the following features:
√
ξ2 + χ2 and |τ |.
Fig. 3.2 compares the use of three different feature sets. The first feature
set uses the methodology most often advocated in the literature: |ξ| and |χ|.
The second set uses
√
ξ2 + χ2, altering the decision region from an rectangle to
a circle. The final set uses both
√
ξ2 + χ2 and |τ |. Assuming that each feature
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E[|∆θ − E[∆θ]|] Second Order
E[|∆θ − E[∆θ]|] Fleet
E[|∆θ − E[∆θ]|] Numerical
(a)













E[|∆θ − E[∆θ]|] Second Order
E[|∆θ − E[∆θ]|] Fleet
E[|∆θ − E[∆θ]|] Natural Scene
(b)
Figure 3.3: Comparison of mean phase difference E[∆θ] and expected de-
viation of phase difference about mean E[|∆θ − E[∆θ]|] between simulated
results, second order model, and model proposed by Fleet. The phase differ-
ence is measured at points satisfying
√
ξ2 + χ2 < 1. 3.3(a) Results for white
noise image. 3.3(b) Results for concatenated scan lines of natural scene.
is thresholded at a certain value, Fig. 3.2(a) compares the resulting receiver
operator characteristic curves for each set of features when applied to white
noise with a constant disparity of λo/8. The class C1 represents the points
we wish to detect and is defined as those points with a calculated disparity
estimate within 25% of the true disparity. Class C2 contains all points not in
C1. Approximately 96% of the points belong in class C1. Interestingly, the
circular decision region
√
ξ2 + χ2 slightly outperforms the rectangular region
delineated by |ξ| and |χ|. This is remarkable because the space of possible
decision regions for |ξ| and |χ| has two degrees of freedom (length and width),
while the circular decision region for
√
ξ2 + χ2 has only one (radius). A fairer
comparison might be to allow arbitrary elliptical regions.
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Since the results in this dissertation were derived under the assumption
of a white noise signal, the question of their extensibility remains. To address
this concern we recreate Fig. 3.2(a), this time replacing the white noise image
with concatenated scan lines of a natural scene. Obviously, these concate-
nated scan lines do not replicate the prospective transformations, occlusions,
and other higher order effects that exist between two stereo images, but they
do better represent the frequencies found in real images. Fig. 3.2(b) demon-
strates that, though the overall performance of each set is slightly worse than
with white noise, the order of efficacy remains the same. Additionally, the
performance degradation for the feature set containing
√
ξ2 + χ2 and |τ | is
significantly less than that of the other feature sets.
Another question about the extensibility of the results concerns the
effects of the higher order terms in (3.2). Since we are making an assertion
of linearity in a region by evaluating the second derivative at a point, we
must question whether the higher order derivatives play an important role
as we move farther away from this measurement. To address this concern
we present Fig. 3.3 which illustrates various models of the mean phase differ-
ence E[∆θ] due to translation and the expected deviation about this mean
E[|∆θ − E[∆θ]|]. Fig. 3.3 compares the simulated phase difference to both
the second order model and the model presented by Fleet in [48]. The behavior
of the second order model is given by
E[∆θ (∆x)]=E[ωo + ξ]∆x +
1
2
E[τ + 2ν]∆x2 = ωo∆x (3.50)
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(ωo + ξ) ∆x +
1
2








(E[|τ |] + 2E[|ν|]) ∆x2. (3.51)
The simulation and the models assume that measurements are made in regions
of linear phase, i.e. at the measurement points we have have
√
ξ2 + χ2 < ρ̃,
where ρ̃ = 1. The threshold ρ̃ = 1 is commonly advocated in the literature [61].
As we can see from the figure, both models adequately predict the simulated
results for both the white noise and natural scene images.
With the goal of visually demonstrating the advantages of (3.39), we
present a random dot stereo pair whose disparity is the isotropic Gaussian
shown in Fig. 3.4(b). With a Gabor kernel (β = 1, ωo = π/6), disparity
is estimated using Equation (3.3), producing the images in Fig. 3.4(c) and
Fig. 3.4(d). Regions in Fig. 3.4(c) violating the criteria
√
ξ2 + χ2 < 1.27 were
removed. Regions in Fig. 3.4(d) violating
√
ξ2 + χ2 < 1.45 or |τ | < 1.34 were
removed. Eliminated points were replaced by linear interpolation. To ensure a
fair comparison, both sets of constraints were chosen so as to remove the same
number of measurements (24%). The valid points remaining in both disparity
maps are 95% identical. Still, the images shown in Figures 3.4(c) and 3.4(d)
are visually different. This difference manifests as several isolated spikes in
Fig. 3.4(c), which are both less frequent and less prominent in Fig. 3.4(d).
The largest spikes occur at the peak of the Gaussian where the disparity is the
greatest. This is understandable since the greater the disparity, the greater




Figure 3.4: 3.4(a) Left random-dot stereo image. 3.4(b) Ideal disparity map.
3.4(c) Disparity map using
√
ξ2 + χ2 < 1.27. 3.4(d) Disparity map using
√
ξ2 + χ2 < 1.45 and |τ | < 1.34.
Table 3.1 provides the mean squared error (MSE) between the true
disparity map shown in Fig. 3.4(b) and the estimates shown in Figures 3.4(c)
and 3.4(d). Since the majority of the disparity estimates are identical, it is
instructive to calculate the MSE only considering the N% of the points with
the largest squared error. These MSE calculations, evaluated for several values
of N , are provided in the table. To futher confirm these results we replace
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(a)
Top N% Fig. 3.4(c) MSE Fig. 3.4(d) MSE Gain(%)
0.1 0.4560 0.3708 22.9896
1 0.2331 0.2101 10.9518
2 0.1861 0.1710 8.8463
5 0.1357 0.1276 6.3401
10 0.1053 0.1005 4.7955
15 0.0901 0.0865 4.1061
100 0.0383 0.0372 2.9586
(b)
Top N% Fig. 3.4(c) SSIM Fig. 3.4(d) SSIM Gain(%)
0.1 0.9481 0.9725 2.5823
1 0.9799 0.9847 0.4869
2 0.9853 0.9881 0.2792
5 0.9907 0.9920 0.1281
10 0.9937 0.9944 0.0673
15 0.9951 0.9955 0.0441
100 0.9988 0.9988 0.0048
Table 3.1: Error metrics for disparity maps in Fig. 3.4. 3.0(a) MSE. 3.0(b)
SSIM
MSE with the structural similarity index metric (SSIM) developed by Wang
and Bovik [122, 124]. Shown to better model the human visual system than
MSE, SSIM is a powerful metric for image quality assessment. Subsituting
SSIM for MSE, Table 3.0(b) reprises Table 3.0(a). The SSIM values have a
dynamic range of [0 : 1], with 1 signifying no error.
Both subtables in Table 3.1 indicate that as we consider fewer of the
poorest estimates, the relative error between the disparity maps increases.
This substantiates the conjecture made from visual inspection: the major
difference between the disparity maps in Fig. 3.4(c) and Fig. 3.4(d) are the
pronounced, but infrequent, spikes in Fig. 3.4(c). Since the SSIM metric at
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a point is a composite of the all the points in a region containing it, the
derogating effects of singular spikes are mitigated, resulting in smaller relative
error measures than the MSE metric. It is important to remember that SSIM
was designed for the purpose of measuring image degradation in terms of
visual appearance. From a purely visual perspective the occasional spikes do
not significantly detract from our ability to extract visual information from the
disparity map, perhaps explaining the similarity between the SSIM measures
for both disparity maps.
3.5 Implementations
In this section we first review strategies for implementing a phase differ-
encing registration algorithm and discuss its advantages and limitations. We
then provide an overview of local correlation and its value in disparity estima-
tion, comparing and contrasting its properties with those of phase differencing.
We finally introduce a novel hybridization of the two that accentuates their
positive aspects while mitigating their shortcomings.
3.5.1 Phase-Differencing
As we discussed in Section 3.2, phase differencing exploits the quasi-
linear relationship between phase and translation to estimate disparity in a
single step using the expression δ = ∆θ/ω̃, where ω̃ is some approximation of
∂
∂x










where ω̃ (x, δ) is judiciously chosen as the average instantaneous frequency over
both images (though other formulations may suffice)












Since phase wrapping forces |∆θ| < π, in order to detect absolute disparities
of size D we must have ω̃ < π/D. That is, high disparities must be detected at
low frequencies. This suggests a coarse to fine process that allows large scales
to bring the images into near registration before continuing to smaller scales.
In general, phase differencing schemes have both positive and negative
properties. Perhaps the most positive property is the quasi-linearity of phase.
This linearity allows us to rapidly estimate disparities to a very high resolu-
tion. Unfortunately, if at some level the requisite frequencies are not present
in the image, the resulting specious measurements will cascade to lower lev-
els. Additionally, image regions containing phase instabilities, identified using
(3.13) and (3.39), preclude the use of (3.52). To produce a dense disparity
map, estimates in these regions must be obtained using ancillary methods.
3.5.2 Local Correlation
Local correlation is another disparity estimation technique that relies
heavily on phase information; though, unlike phase differencing, no explicit
computation of phase is performed [47, 94]. To better elucidate this method-
ology consider the regular cross-correlation of the two images i1 (x) and i2 (x)
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and its representation in the frequency domain:
p (s) =
∫








where I1 (ω) and I2 (ω) are the Fourier Transforms of i1 (x) and i2 (x), respec-
tively. If i1 (x) and i2 (x) are related by a simple translation, i2 (x) = i2 (x − δ),





|I1 (ω)|2 e−jω(s−δ)dω, (3.55)
which obviously reaches its maximum when s = δ. Removing the magnitudes






e−jω(s−δ)dω = δ (s − δ) , (3.56)
where δ (·) is the Dirac Delta function.
These results assume a global shift between images and must be spa-
tially localized. Localization is achieved by first convolving each image with
the ith quadrature kernel hi (x)
O1i (x) = hi (x) ∗ i1 (x) = A1i (x) ejθ1i(x), (3.57)
O2i (x) = hi (x) ∗ i2 (x) = A2i (x) ejθ2i(x). (3.58)
Usually, each hi (x) is tuned to a unique center frequency ωi; and O·i represents
one channel of a bandpass decomposition of the image. Using (3.57) and (3.58),
the local cross correlation can be expressed as




2i (x + s) =
∑




If the kernels are identically windowed complex exponentials with linearly
spaced tuning frequencies, we can consider (3.57) and (3.58) as samples of the
Short Time Fourier Transforms of i1 (x) and i2 (x). Recoving the disparity
at xo requires finding peaks in the real portion of p (xo, s) or zeros in the
imaginary part. Since both are equivalent we can express the local correlation
using only the real part as
p (x, s) =
∑
A1i (x) A2i (x + s) cos [θ1i (x) − θ2i (x + s)] . (3.60)
In general, the values A1i (x) and A2i (x) can be considered weighting
coefficients for each cosine function. Local correlation bases these weights on
the magnitude of the filtered responses for each frequency channel. Phase-
correlation assumes all weights are equivalent. In our experiments we do not
normalize the coefficients, as we view the contributions of the magnitude in-
formation as beneficial. However, it is important to note that our approach
(outlined in the following sections) does not depend on any specific choice of
weights. This is not to suggest that the choice of weights is unimportant, but
only that the following descriptions are independent of their selection.
Finally, we consider the good and bad aspects of local correlation, while
comparing them with those of phase differencing. The most significant advan-
tage of local correlation over phase differencing is its ability to cover the entire
frequency spectrum. Secondly, phase wrapping is no longer a problem (or
at least it is mitigated), allowing us to include high frequencies in the deter-
mination of large disparities. Unfortunately, these advantages come at the
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cost of dramatically increased computation time. Furthermore, a direct im-
plementation would seem to require sampling p (x, s), tying the resolution to
the sampling density. Phase-differencing has no theoretical upper bound on
its resolution.
3.5.3 Hybrid Approach
In this section we introduce a novel combination of phase differencing
and local correlation that retains the advantages of each, but without the nor-
mally attendant complications. We begin by incorporating the most important
aspect of phase differencing, linear phase, into the local correlation model as
follows:
p (x, s) =
∑
A1i (x) A2i (x) cos [ω̃i (x) (s − δi (x))] , (3.61)
where δi (x) =
1
ω̃i
[θ2i (x) − θ1i (x)] is the disparity found by phase differencing.
For a given point xo, the function p (xo, s) becomes a simple sum of cosine
waves. Equation (3.61) can be seen as a weighted sinusoidal voting for the
best disparity, where the weights are the products of the magnitudes. This
sinusoidal voting establishes a framework for reconciling disparities across mul-
tiple frequencies. If there is only one frequency channel then the maximums in
s exactly correspond to the choice of disparities that would result from phase
differencing (in phase differencing the maximum closest to zero is selected). As
additional frequencies are added, the occurrence of global maximums becomes
less and less frequent. Within the acceptable range of disparities, we hope to
ultimately reduce this number to one. Furthermore, for a given p (xo, so), a
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confidence value (similar to that proposed in [47]) can be realized by normal-
izing the correlation by the sum of the weights over all frequency channels
c (x, s) =
∑
A1i (x) A2i (x) cos [ω̃i (x) (s − δi)]
∑
A1i (x) A2i (x)
. (3.62)
When all the disparities δi coincide, the confidence reaches its maximum value
of 1. As they begin to separate, the confidence degrades. Finally, it is im-
portant to note that (3.61) is only valid when phase is relatively linear with
respect to translation, i.e. regions satisfying (3.13) and (3.39). For frequen-
cies channels outside regions of linearity, we would choose to exclude their
respective cosine functions from (3.61) and (3.62).
For an image point xo, the goal is to find the value of s (within a
predetermined range of disparities) that maximizes (3.61). Since p (xo, s) will
generally have many local maximums, initially we will need to perform a global
search. Once we are within the domain of convergence of the global maximum,
we can proceed with a Newton iteration. First consider the iterative scheme
implied by the following equations:
s(n+1) = s(n) + s(n)r (3.63)
where, s
(n)




























i represent each channel’s disparity estimate and instantaneous

































The global search coarsely samples (3.64) and then locates the maxi-
mum s
(n)
r . Once s
(n)
r < π/ωN , where ωN is the highest center frequency, we
know the algorithm has converged into a region in which even the highest
frequency has only one maximum. We can now begin the high fidelity New-
ton iteration. (As a side note, if during the global search the instantaneous
frequency ω̃
(n)
i in (3.64) and (3.65) is approximated by the center frequency
ωi of the quadrature filter, the cosines can be precomputed, greatly reduc-
ing the computational complexity. Our computer implementation uses this
approximation.)
The Newton iteration requires the calculation of the derivative of (3.64).
In order to derive an expression for this derivative we first rewrite (3.64) in
the following more manageable form:
f (s) =
∑
ai cos (ω̃i [s − δi]) . (3.67)
We now determine its first derivative and then approximate it using a second
order Taylor series in s
f ′ (s)=
∑




aiω̃i sin (ω̃iδi) + aiω̃
2
i cos (ω̃iδi) s
]
. (3.68)
Without this Taylor expansion of f ′ (s), the equation f ′ (s) = 0 is transcen-
dental and must be solved iteratively. Using the second order approximation
of f ′ (s), we can set f ′ (s) = 0 and easily solve for s. This solution followed by
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further approximating the trigonometric functions by a second order Taylor







































Interestingly, (3.70) estimates the overall disparity by performing a weighted
average of the disparities at each frequency channel. Since the individual
disparity estimates are linear with respect to phase, so is their summation
in (3.70). Consequently, we can expect a convergence rate similar to that of
typical phase differencing.
Just as with phase differencing, the hybrid approach uses a coarse to
fine process. The coarseness is a function of the spatial extent of filters hi (x).
Since filters with larger spatial extent are able to detect higher disparities,
they first help bring the images into near registration before applying the next
smaller filters. Since spurious estimations (caused by occlusions etc.) could
cascade down the levels of the pyramid, regularization should be performed
following each scale. This is the topic of the next section.
3.5.4 Regularization
Due to situations such as foreshortening and occlusions, registration is
an ill-posed problem with solutions that are nonexistent or not unique [97].
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The introduction of a smoothness constraint can make the problem well posed.
The process of incorporating this constraint is called regularization [5,51,97].
Though previous derivations were made clearer using one-dimensional signals,
this section is best explained with two-dimensional images.
Before discussing the regularization process, we first address the need to
convert the confidence measures in (3.62) into a more suitable form. Currently,
each confidence value is assessed independently of every other. We propose
that these measures would have more meaning if they were viewed relative to
the general distribution of all confidence measures. Consider the case where
50% of confidence measures are c1 an 50% are c2. Consider another case
where 99% of confidence measures are c1 an 1% are c2. In the first case, the
confidence value c1 is part of the normal process inherent in the disparity
map. In the second case, c1 appears more likely to be outlier. We propose
that the weights signifying our “certitude” about the disparity estimates must
reflect the general appearance of the confidence measures throughout the entire
image.
If c is considered a random variable, then the distribution of 1− c can
be well modeled as an exponential. We can robustly measure this distribu-






Using this statistic with the cumulative distribution function of the exponen-
tial, we arrive at the expression converting confidence c into relative confidence
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c̃
c̃ (c) = e−
1−c
αµ ,
where α > 0 represents the degree of certainty we require. The larger the
value of α, the more outliers are tolerated. In words, this equation reflects
the probability that a confidence value of c or larger would be produced by
an exponential distribution whose mean is α times the statistically estimated
mean µ.
Thresholding the relative confidence measures, we are able identify dis-
parity estimates that should be removed. Each of these estimates is replaced
with a weighted sum of its disparity estimate and those of its neighbors. This
weighting is best expressed as a smoothing enacted on the entire image
δσ (x) =
δ (x, y) c̃ (x, y) ∗ gσ (x, y)
c̃ (x, y) ∗ gσ (x, y)
, (3.71)
where gσ (x) is a Gaussian filter with standard deviation σ and c̃ (x, y) are the
relative confidence values. Once we have removed the most spurious points,
we can perform standard regularization. The goal of regularization is to find
the function δr (x, y) that minimizes [57]
∫











The first term in (3.72) represents the error between the computed disparity
map δ (x, y) and the regularized map δr (x, y). The second term measures
the smoothness of δr (x, y) in terms of the sum of its second derivatives. The
second derivative seems more appropriate than the often used gradient, since
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a constant slope is not undesirable. The parameter λ determines the degree
of smoothing. Solving this functional requires the calculus of variations and




wij (uij − δij)2 + λ (uij − ūij)2
]
dx, (3.73)
where ūij is the four-neighbor average of the points surrounding uij. (Extra
constants were absorbed into λ.) In an effort to maximize (3.73), we differen-
tiate it with respect to uij and set the resultant expression equal to zero. For
an M × N image, the exact solution requires solving MN linear equations.









Once the iterations converge, the smoothed disparity map can be used as the
starting point for the next finer scale.
3.5.5 Experiments












at each scale in the coarse to fine process. At the coarsest scale for the pen-
tagon images (see Fig. 3.5) the center frequencies ωi of each of the N kernels
were spaced linearly, covering the range [π/16, 15π/16]. All filters had identi-
cal bandwidths of σω = π/48. Three levels were used, with each step increasing
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the resolution by a factor of two, i.e. for the second level the center frequencies
covered [π/8, 7π/8] and σω = π/24. The stereo images and resultant dispar-
ity map are shown in Fig. 3.5. Other than the addition of one coarser scale,
the baseball, White House, and Venus images were processed identically. Fig-
ure 3.7, Fig. 3.9, and Fig. 3.11 illustrate their stereo images and corresponding
disparity maps.
Additionally, it is important to compare the conclusions drawn in this
paper to other prevalent methods. The first algorithm for comparison is the
coarse-to-fine approach advocated by Fleet [49]. Fleet uses large wavelengths
to bring the images into approximate registration before continuing to finer
scales. Fleet uses a single frequency at each each level of the coarse-to-fine
pyramid. This differs from our method which allows multiple frequencies to be
used at each level. The second algorithm used for comparison was developed
by Ouali [87]. Similar to our algorithm, Ouali is able to extract disparity
from multiple frequencies. The difference lies in the manner of combination.
Ouali defines the “best” disparity measurement as that which corresponds to
the frequency with the greatest amplitude response. This differs significantly
from our sinusoidal combination of disparity measurements.
The novel elements introduced in this paper are twofold: the improved
detection of nonlinearities and the sinusoidal combination of disparity esti-
mates over multiple frequencies. Since comprehensive stereo algorithms are
amalgamations of several complex components, to conduct a fair compari-
son between our algorithm and those of Fleet and Ouali, the correspondence
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algorithms will differ only with respect to these two elements. First our nonlin-
earity detection is replaced by the methods prevalent in the literature. Second
our sinusoidal method for synthesizing disparity estimates is replaced with the
methods proposed by Fleet and Ouali. For the Fleet algorithm a single fre-
quency is used to procure a single disparity estimate. For the Ouali algorithm
the disparity measurements attained over multiple frequencies are combined
using his selection criteria. Other than these differences, the algorithms are
completely identical.
The comparison results are shown in Fig. 3.6, Fig. 3.8, Fig. 3.10, and
Fig. 3.12. The differences are visually striking. It is obvious that the Fleet
algorithm tends to miss fine detail. This is a result of using only a single
frequency to obtain a disparity estimate. Additionally, the Fleet algorithm has
places of large errors possibly resulting from the lack of that specific frequency.
The Ouali algorithm tends to retain more detail than the Fleet algorithm, but
it also is far more susceptible to noise. Our algorithm appears to qualitatively
outperform both for all the example images.
3.6 Conclusion
In this chapter we were able to derive probability density functions for
the components of both the first and second derivatives of localized phase. We
quantified the effects on these pdfs caused by constraining their domains to
regions of linear phase. In order to identify these regions, we proposed using
the second derivative of phase. We then described how prevalent methods pro-
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posed in the literature can be seen as approximations of the second derivative.
We empirically validated these assertions and their extensibility by comparing
the different methods on white noise, a natural scene, and a random-dot stereo
pair.
We also addressed the difficulty of multiscale fusion in phase differenc-
ing by introducing a novel registration technique that incorporates strategies
of both phase differencing and local correlation. This hybrid approach allowed
us to combine the rapidly calculated, high resolution results associated with
phase differencing with the multiscale information available to local correla-
tion. Finally, we demonstrated the performance on four pairs of stereo images,




Figure 3.5: Pentagon images with resultant disparity maps from our algo-
rithm. 3.5(a) Left image of pentagon. 3.5(b) Right image of pentagon. 3.5(c)




Figure 3.6: Pentagon disparity maps for algorithms by Fleet and Ouali. 3.6(a)
Fleet disparity map. 3.6(b) Fleet surface plot of disparity map. 3.6(c) Ouali




Figure 3.7: Baseball images with resultant disparity maps from our algorithm.
3.7(a) Left image of baseball. 3.7(b) Right image of baseball. 3.7(c) Disparity




Figure 3.8: Baseball disparity maps for algorithms by Fleet and Ouali. 3.8(a)
Fleet disparity map. 3.8(b) Fleet surface plot of disparity map. 3.8(c) Ouali




Figure 3.9: White House images with resultant disparity maps from our algo-
rithm. 3.9(a) Left image of White House. 3.9(b) Right image of White House.




Figure 3.10: White House disparity maps for algorithms by Fleet and Ouali.
3.10(a) Fleet disparity map. 3.10(b) Fleet surface plot of disparity map.




Figure 3.11: Venus images images with resultant disparity maps from our
algorithm. 3.11(a) Left image of White House. 3.11(b) Right image of White




Figure 3.12: Venus disparity maps for algorithms by Fleet and Ouali. 3.12(a)
Fleet disparity map. 3.12(b) Fleet surface plot of disparity map. 3.12(c) Ouali
disparity map. 3.12(d) Ouali surface plot of disparity map.
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Chapter 4
Epipolar Spaces and Optimal Sampling
Strategies
4.1 Introduction
4.1.1 Sampling Strategies and Registration
In the previous chapter we discussed the first of two primary com-
ponents of depth recovery for binocular active vision systems: registration.
We demonstrated how registration algorithms can use local phase to success-
fully correspond images. In this section we consider the second component:
sampling. How an image is sampled can directly effect both the speed and
accuracy of the registration process. Additionally, certain sampling schemes
require specific registration algorithms. Since the results of this section will
encourage the use of nonstandard sampling strategies, it is important that we
consider the availability of registration techniques suitable for arbitrarily sam-
pled images. Fortunately, phase based registration algorithms are extremely
well suited for registration of such images. The adaption of phase based al-
gorithms for stereo correspondence of nonuniformly sampled images is a topic
discussed in the next chapter.
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4.1.2 Sampling Strategies and Active Binocular Vision Systems
Active binocular vision systems (ABVS) provide a powerful means for
extracting information from a complex scene. With a virtually unlimited field
of view they have access to huge amounts of information, yet are able to confine
their resources to specific regions of interest. Additionally, their ability to
actively analyze their environment enables them to address, in a well-posed
manner, tasks that may be ill-posed for a passive observer [4].
ABVS are especially well suited for the recovery of depth information.
Depth recovery requires registering the two views, a notoriously difficult prob-
lem. This task can be greatly simplified if the camera geometry is known.
With geometric knowledge of the stereo configuration, the search for corre-
sponding points can be restricted to epipolar lines. Ascertaining the actively
changing stereo geometry requires calibration. This calibration procedure can
be highly complex, involving motorized lens calibration, kinematic calibration,
and head/eye calibration [111]. Consequently, mechanical calibration requires
highly accurate, often expensive equipment. For some ABVS, such as those
deployed for planetary exploration using mobile rovers, calibration may not
be feasible [135].
While it is possible to register images without calibration information,
such unconstrained algorithms are usually far more time consuming and prone
to error. In this chapter we propose a compromise. Even without knowledge
of the exact stereo geometry we can restrict the region of correspondence by
imposing limits on the possible range of configurations. That is, by restricting
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the range of vergence angles, baseline distances, and focal lengths etc., we can
confine our search for matching points to what we refer to as epipolar spaces.
For each point in one image, we define the corresponding epipolar space in
the other image as the union of all associated epipolar lines over all possible
system geometries.
Epipolar spaces eliminate the need for calibration at the cost of an
increased search region. One approach to mitigate this increase is the ap-
plication of a space variant sampling or foveation strategy. The application
of such a strategy to stereo vision tasks is not new. Space variant trans-
formations such as log-polar [127], reciprocal wedge transform [71], foveated
wavelet transform [125], and fish-eye [110] have been successfully applied to
binocular vision problems such as vergence [74], time-to-impact analysis [114],
and depth recovery of a scene [23, 103]. Yet, in these instances, the sampling
strategies were introduced elsewhere and later applied to areas of stereo vi-
sion. Only rarely has a foveation strategy been specifically tailored for a stereo
vision task. Both Basu [9] and Elnagar [42] derived optimal sampling schemes
with respect to the error discretization of depth measurements. Klarquist and
Bovik [70] designed a real-time foveated stereo technique that adapts to the
specific geometry, always producing horizontal epipolar lines.
In this dissertation we first formalize the concept of epipolar spaces.
We then discuss the general mathematics of applying nonuniform sampling
strategies to epipolar spaces. Finally, we present an optimal sampling scheme
specifically designed to minimize the average area per epipolar space.
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4.2 Epipolar Spaces
Knowledge of the camera geometry can be extremely valuable in the
registration process, reducing the search for matching points to epipolar lines.
Consider the stereo geometry in Fig. 4.1. Here two pinhole cameras whose op-
Figure 4.1: Stereo geometry.
tical centers are located at Cl and Cr converge at the fixation point V . Both
cameras have identical focal lengths f . The left and right camera rotation an-
gles are θl and θr. Each camera has an associated right-hand coordinate system
originating at its optical center. If m̃l = [xl, yl, zl, 1]
t and m̃r = [xr, yr, zr, 1]
t
are projective world coordinates in the left and right camera frames, respec-
tively, then their relation is m̃r = [R |T ] m̃l, where
R =
[− cos (θl+θr) 0 − sin (θl+θr)
0 1 0
sin (θl+θr) 0 − cos (θl+θr)
]
(4.1)
is the rotation matrix and
T =






is the translation vector. Let ml = [ul, vl, 1]
t and mr = [ur, vr, 1]
t be projective
coordinates in the left and right image planes. It is well known that the





l ml = 0, (4.3)
where, in our simplified geometry,







are the identical intrinsic matrices and
T× =
[
0 cos (θr) 0
− cos (θr) 1 sin (θr)
0 − sin (θr) 0
]
(4.5)
implements the crossproduct as a matrix. The matrix E = T×R is the essential
matrix and relates the coordinate frames. The matrix F = A−tr EA
−1
l is the
fundamental matrix [46] and includes the intrinsic parameters of the cameras.
The expression in (4.3) can be simplified to the following:
vl = vr
f sin (θl) + ul cos (θl)
f sin (θr) − ur cos (θr)
. (4.6)
That is, for a given point (ur, vr) in the right image, the matching point in the
left image (if not obscured) lies on the line given by (4.6).
We now consider the situation where the camera configuration actively
changes and we no longer know the specific geometry. In such a situation
we will not be able to restrict our search for corresponding points to epipolar
lines. However, even though we may not know the precise values of parameters
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such as focal length, baseline distance, and camera rotation angles, we can
establish acceptable ranges for these values. Consequently, we can still restrict
the location of corresponding points across images. For a given point in one
image, the matching point in the other is confined to a region defined by the
union of all corresponding epipolar lines produced over all possible camera
configurations. We call these continuous regions epipolar spaces.
The goal of the remainder of this section is to quantify these epipolar
spaces for a stereo rig with a fixed baseline and fixed focal length as shown
in Fig. 4.1. In this configuration the only variable parameters that effect the
epipolar geometry are the rotation angles θl and θr. Translation and rotation
of the entire stereo rig about O, while allowed, do not influence the epipolar
geometry. We establish the range of rotation angles by confining them to the
interval
θl, θr ∈ [θM , π − θM ] , (4.7)
where θM is the minimum angle relative to the baseline.
Although theoretically a matching point can lie anywhere on the corre-
sponding epipolar lines, the search is usually restricted to a maximum horizon-
tal disparity. Bounding the horizontal disparity has the effect of limiting the
depth around the horopter at which objects can be fused. For our purposes,
we assume a maximum horizontal disparity defined by
|d| = |ul − ur| ≤ D. (4.8)
For the right image point Ir Fig. 4.2 illustrates several corresponding epipolar
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lines in the left image. Each separate epipolar line results from a unique
geometric configuration, i.e. a unique combination of θl and θr The dashed
vertical lines delimit the maximum allowable horizontal disparities defined by
(4.8).











Figure 4.2: Left image epipolar lines corresponding to right image point Ir
for several unique geometric configurations. Specifically, the camera rotation
angles θl and θr are each set to an element of {π/4, π/3, π/2}, producing nine
combinations.
The restriction imposed by (4.8) determines the leftmost and rightmost
bounds of the epipolar spaces. The upper and lower bounds are determined by
maximizing and minimizing (4.6) with respect to both θl and θr, respectively.
The maximum can be found by separately maximizing the numerator and
minimizing the denominator. Taking the derivative of the numerator with
respect to θl, setting it to zero, and solving for θl yields the maximizing value
θl = atan (f/ul). The denominator (which must be positive so long as the
cameras never image each other, i.e. the images do not contain the epipoles)
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f 2 + u2l
f sin (θM) − ur cos (θM)
. (4.9)
The minimization of (4.6) is performed similarly with θl = π − θM and θr =
atan (−f/ul), producing
vl,min = vr
f sin (θM) − ur cos (θM)
√
f 2 + u2l
. (4.10)
Since the horizontal extents of these bounds are limited by (4.8), f 2+u2l in
the preceding equations can be rewritten as f 2 + (ur+ǫ)
2, where ǫ ∈ [−D,D].
In practice f ≫ ǫ and f ≥ur, allowing the following approximation: f 2+u2l ≈
f 2+u2r. Incorporating this result into (4.9) and (4.10) produces
vl,max ≈ vr
√
f 2 + u2r
f sin (θM) − ur cos (θM)
= vrc (ur) (4.11)
vl,min ≈ vr
f sin (θM) − ur cos (θM)
√








f 2 + u2r
f sin (θM) − ur cos (θM)
. (4.13)
Remarkably, an epipolar space is well modeled by a rectangle. This fact is
illustrated in Fig. 4.3. The thick lines represent the precise boundary of the
regions described by (4.8), (4.9), and (4.10). The thin lines denote the approx-
imate upper and lower bounds determined from (4.11) and (4.12). Epipolar
spaces are nonuniform in area, increasing in size with increasing values of u
and v.
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Figure 4.3: Various epipolar spaces. The large dots represent points from the
right image. Each point is enclosed in its attendant epipolar space in the left
image. The thick lines represent the precise boundaries described by (4.8),
(4.9), and (4.10). The thin lines denote the approximate upper and lower
bounds determined from (4.11) and (4.12).
4.3 Optimal Sampling Theorems
Epipolar spaces eliminate the need for calibration at the expense of an
increased search space. To mitigate this increase, a sampling strategy can be
applied. The optimal strategy is defined as the one that minimizes the average
number of points per epipolar space. Though sampling is inherently a discrete
process, it can be modeled continuously. The purpose of this section is to
formulate and derive these optimal sampling strategies using continuous vari-
ables and functions. Working in a continuous domain simplifies the analysis,
allowing the use of powerful mathematical tools that are either unavailable or
extremely cumbersome in a discrete framework.
The derivations in the following subsections are not restricted to the
specific epipolar spaces described by (4.8), (4.11), and (4.12), but instead, are
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generalized to epipolar spaces of a variety of shapes and sizes. Section 4.3.1
considers the optimal sampling strategies for a one-dimensional image inter-
val. Analysis in one-dimension simplifies the mathematics and provides a
sound framework for the two-dimensional adaptation. Section 4.3.2 extends
the optimal one-dimensional sampling strategies to two dimensions.
4.3.1 One-Dimensional
Consider any one-dimensional interval I defined by [a, b]. For each point
u in I the matching point must lie within the corresponding epipolar interval.
The upper and lower extents of these epipolar intervals can be expressed as
functions of u. Let i (u) represent the epipolar interval associated with the
point u; and let ib (u) and ia (u) indicate the upper and lower bounds of i (u),
respectively. The goal of an optimal sampling strategy is to place N points in
the interval I in such a fashion as to minimize the average number of candidate
matches for each of the N points. A candidate match for point uj is defined
as any point uk that lies within the epipolar interval i (uj).
A discrete sampling strategy can be modeled as a continuous sampling
function. A sampling function is defined as any increasing, invertible function
γ (u). For a given sampling strategy γ (u) and set of epipolar intervals i (u),
the average epipolar length E (γ; i, I) over I can be expressed as






e [γ; i (u)] γ′ (u) du, (4.14)
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where




γ′ (ũ) dũ (4.15)
is the length of the epipolar interval associated with the point u after transfor-
mation. The optimal sampling function is the function γ (u) that minimizes
(4.14) subject to the constraint of length preservation:




γ′ (u) du = b − a. (4.16)
Since all the followings proofs depend solely on the derivative of γ (u),
the choice of the constant term in γ (u) is arbitrary. Therefore, let any γ (u)
satisfying (4.16) map [a, b] onto itself, i.e. γ (a) = a, γ (b) = b. Mapping to the
same interval removes ambiguity and conceptually simplifies future derivations
without reducing the generality of the results.
We begin by considering uniform epipolar intervals ĩ (u) defined by
[max {u−c, a} , min {b, u+c}], where c ≥ 0. The min and max functions clip
the epipolar intervals that extend outside of [a, b]. In the modeling of practical
applications it is reasonable to assume that b−a≫c. This stipulation eliminates
the need for clipping, simplifying the interval to [u−c, u+c]. Furthermore,







= ẽ (γ; c) . (4.17)
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= Ẽ (γ; c, I) . (4.18)
The next portion of this section provides a sequence of theorems and
their proofs that will, in combination, provide a framework for obtaining op-
timal sampling schemes for a given set of epipolar intervals. A discussion of
their significance immediately follows their presentation.
Theorem 4.3.1. If γ (u)∈C2 [a, b] then γ (u)=u is the unique minimizer of the
objective functional given in (4.18) subject to the constraint posed in (4.16).
Proof. The Euler-Lagrange equation provides the first order necessary condi-










where L (u, γ, γ′) is the Lagrangian [85]. Inserting L (u, γ, γ′) = [γ′ (u)]2 into
(4.19) produces
γ′′ (u) = 0. (4.20)
Integrating this result yields γ (u)=βu+α. The constraint prescribed in (4.16)
forces β =1. Since it was previously stipulated that all sampling functions map
I onto itself, it follows that α=0. In order to guarantee that this single critical















, B = ∂
2L
∂γ∂γ′




and v (u)∈C2 [a, b] is any arbitrary function with v (a)=0=v (b). If Q (γ; v) >
0 for all v not identically zero, then Q (γ; v) is positive definite and γ (u) is









This quantity vanishes only if v is a constant. Since v (a) = 0, it follows
that v ≡ 0. Therefore, (4.21) is positive definite and γ (u) = u is the unique
minimizer of (4.18).
Theorem 4.3.2. If γ (u) = Γ (u) is the sampling function that minimizes the
functional E (γ; i, I) subject to (4.16) and χ (u) is another arbitrary sampling
function satisfying (4.16), then γ (u)=Γχ (u)=Γ (χ (u)) minimizes E (γ; iχ, I)
subject to (4.16), where iχ (u) is the interval with upper bound ibχ (u) =
χ−1 (ib [χ (u)]) and lower bound iaχ (u) = χ
−1 (ia [χ (u)]).
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Proof. The following equations use the variable substitution x = χ−1 (u).




















e [Γχ; iχ (x)] Γ
′
χ (x) dx
= E (Γχ; iχ, I) (4.23)















= e [Γχ; iχ (x)] (4.24)










= Λ (Γ; I) = b − a. (4.25)
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From the above proofs we can draw several important conclusions.
First, Theorem 4.3.1 demonstrates that uniform sampling becomes optimal for
uniform epipolar intervals when the total interval length is large with respect
to the lengths of the uniform epipolar intervals. This caveat of relative length
is necessary to mitigate the effects of the nonlinear clipping needed to ensure
that the epipolar intervals never extend outside I. Second, Theorem 4.3.2 pro-
vides a means for creating other sets of epipolar intervals and their attendant
optimal sampling functions by warping uniform epipolar intervals and their
corresponding optimal sampling function Γ (u) = u. This immediately sug-
gests the following corollary: if a sampling function γ (u) warps intervals of
nonuniform length into intervals of uniform length, it is the optimal sampling
function with respect to those nonuniform intervals. This corollary becomes
readily apparent by reversing the proof of Theorem 4.3.2 with Γ (u)=u.
4.3.2 Two-Dimensional
Consider any two-dimensional, connected region R. For each point u
in R the matching point must lie within the corresponding epipolar space
r (u). The goal of a two-dimensional optimal sampling strategy is to place N
points in the region R in such a fashion as to minimize the average number of
candidate matches for each of the N points. A candidate match for point uj
is defined as any point uk that lies within the epipolar space r (uj).
A two-dimensional continuous sampling function is defined as any in-
vertible function γ (u)
.
= [γu (u) , γv (u)]
t that maps R2 → R2 and has a Ja-
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cobian matrix with a determinant that is positive everywhere. For a given
sampling function γ (u) the average area of the epipolar spaces r (u) over the
region R is defined as





e [γ; r (u)] |γ ′ (u)|du, (4.26)
where
e [γ; r (u)] =
∫∫
r(u)
|γ ′ (ũ)| dũ (4.27)
is the area of the epipolar space associated with the point u after transforma-
tion, γ ′ (u) is the Jacobian matrix, and AR =
∫∫
R
du. An optimal sampling
scheme is a function γ (u) that minimizes E (γ; r, R) subject to the constraint
of area preservation:
Λ (γ; R) =
∫∫
R
|γ ′ (u)| du =
∫∫
AR
du = AR. (4.28)
We again begin by considering uniform rectangular epipolar spaces
r̃ (u) defined by ũ ∈ ĩu (u) and ṽ ∈ ĩv (v), where the intervals ĩu (u) and
ĩv (v) are given by [u−cu, u+cu] and [v−cv, v+cv], respectively, with cu ≥ 0
and cv ≥ 0. As in the one-dimensional case, it is assumed that AR ≫ cucv,
eliminating the need to clip the epipolar spaces that extend outside of R. Fur-
thermore, since the epipolar spaces are separable and not spatially variant, it
is reasonable to restrict the space of optimal sampling functions to the space of
separable functions, i.e. γ (u)
.
=[γu (u) , γv (v)]
t. With these restrictions (4.26)
can be well approximated as follows:
e (γ; r̃)≈ 4cucvγ′u (u) γ′v (v)
= ẽ (γ; c) , (4.29)
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where c = [cu, cv]
t. Assuming separability, the insertion of (4.29) into (4.26)
produces









= Ẽ (γ; c, R) (4.30)
The following theorems and proofs form the foundation for constructing
optimal two-dimensional sampling strategies.
Theorem 4.3.3. Let R be a rectangular image plane with u ∈ Iu and v ∈ Iv,
where Iu and Iv are the intervals defined by [au, bu] and [av, bv], respectively.
If γu (u)∈C2 [au, bu] and γv (v)∈C2 [av, bv] then γu (u)=βuu and γv (v)=βvv,
where βuβv = 1, minimize the objective functional given in (4.30), subject to
the constraint posed in (4.28).
Proof.



























= Ẽ (γu; cu, Iu) Ẽ (γv; cv, Iv) (4.31)
Equation (4.31) obtains its minimum when Ẽ (γu; cu, Iu) and Ẽ (γv; cv, Iv) ob-
tain their respective minimums. From the proof of Theorem 4.3.1 we know
92
this occurs when γu = βuu+αu and γv = βvv+αv. The constraint in (4.28)
forces βuβv = 1. Since it was stipulated that any one-dimensional sampling
function maps I onto itself, it follows that αu = 0 and αv = 0.
Theorem 4.3.4. If γ (u) = Γ (u) is a sampling function that minimizes the
functional E (γ; r, R) subject to Λ (γ; R) = AR and χ (u) is some other sam-
pling function satisfying Λ (χ−1; R) = AR, then γ (u) = Γχ (u) = Γ (χ (u))
minimizes E (γ; rχ, Rχ) subject to Λ (γ; Rχ) = ARχ , where Rχ = χ
−1 (R) and
rχ (u)=χ
−1 (r [χ (u)]).
Proof. The following equations use the variable substitution x = χ−1 (u).


















dx = ARχ (4.32)















= Λ (Γχ; Rχ) . (4.33)
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Using these results and the aforementioned variable substitution yields:











e (Γ; r [χ (x)]) ·











= E (Γχ; rχ, Rχ) (4.34)















= e [Γχ; rχ (x)] (4.35)
For practical purposes it is important to note that though Theorem
4.3.3 was presented in the context of a rectangular image plane R, the result
still holds for any arbitrarily shaped region R with the following caveat: the
total area clipped from the epipolar spaces that extend outside of R must
be sufficiently small compared to the total area of R. In general, the size
and shape of the regions R and Rχ can be arbitrarily chosen to fit a specific
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circumstance, again, with the caveat that the total clipped epipolar area be
relatively small.
The significance of the previous proofs is now addressed. Theorem 4.3.3
states that uniform rectangular sampling is optimal for uniform rectangular
epipolar spaces when the area of R is large with respect to the individual
epipolar areas, i.e. as the amount of clipping becomes negligible. This holds
for uniform rectangular epipolar spaces of any aspect ratio. It also holds for
rectangular sampling of any aspect ratio; that is, the sampling rate in each
dimension need not agree. Combining this result with Theorem 4.3.4 demon-
strates that any area preserving sampling function (i.e., it satisfies (4.28)) that
warps nonuniformly sized epipolar spaces into rectangles of uniform size is the
minimizing function associated with those nonuniform spaces. In fact, the
nonuniform spaces do not have to be warped into rectangles. They need only
be mapped into regions of uniform area. To see this, first consider the area
preserving sampling function χ (u) that warps the uniform rectangular epipo-
lar spaces r̃ (u) of area Ce into the arbitrarily shaped regions r̃χ (u) of identical
area Ce. Substituting r̃ (u) and the optimal sampling function γ (u)=u into
(4.26) and then using the variable substitution x = χ−1 (u) yields











Ce |χ′ (x)| dx
= E (χ; r̃χ, Rχ) . (4.36)
In summary, any area preserving sampling function γ (u) that warps epipolar
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spaces into regions of uniform area is optimal with respect to their average
epipolar area.
4.4 Optimal Sampling Applications
This section uses the results from previous sections to formulate the
optimal sampling schemes for the epipolar spaces defined in (4.8), (4.11), and
(4.12). First, the optimal scheme is derived independently for each dimension.
Then these solutions are integrated to create the optimal two-dimensional
sampling scheme.
4.4.1 One-Dimensional
The epipolar spaces delineated in (4.8), (4.11), and (4.12) are identical
in both images and symmetric across image quadrants, therefore we need only
consider the positive coordinates of a single image plane. For the point (u, v),
the corresponding bounds for a one-dimensional epipolar interval i1 (u) along
the horizontal u dimension are given by (4.8). These boundaries form intervals
of uniform length 2D (ignoring clipping). As shown in Section 4.3.1, the
optimal sampling scheme over the interval I for epipolar intervals of uniform
length is
γ1 (u) = u. (4.37)
The average epipolar length for these uniform epipolar intervals under uniform
sampling is
E (γ1; i1, I) = 2D −
D2
b − a. (4.38)
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This converges to 2D as b−a becomes large with respect to D.
In the vertical v dimension the boundaries of the epipolar interval i2 (v)
are given by (4.11) and (4.12). The resulting intervals [v/c (u) , vc (u)] are
nonuniform in length. The function γ (v) that minimizes their average length
on I must warp them into intervals of uniform length and satisfy (4.16). This
optimal function is
γ2 (v) = β ln v, (4.39)
where β =(b − a) / (ln b − ln a). (For simplicity, we have set the constant term
of γ2 (v) to zero. With this choice the sampling function does not map I onto
itself.) The average epipolar length under this logarithmic transformation is
E (γv; i2, I) = 2β ln c −
[β ln c]2
b − a . (4.40)
Since (4.39) has a singularity at zero, the interval [a, b] must not contain zero.
If instead the interval were sampled uniformly, the average epipolar
length would be
E (γ1; i2, I) =
a2 (1 − c) + b2 (1 − 1/c)
b − a . (4.41)
Fig. 4.4 plots the ratio E (γ1; i2, I) /E (γ2, i2, I). Since the value of the variable
c given in (4.13) is a function of u, this ratio is plotted over a range positive u
values. For small values of u, the logarithmic sampling function γ2 (v) produces
epipolar lengths that are, on average, less than half the size of those produced
by the uniform sampling function γ1 (v).
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Figure 4.4: Ratio of the mean lengths E (γ1; i2, I) /E (γ2; i2, I) of the epipolar
intervals delineated in (4.11) and (4.12) under uniform and logarithmic sam-
pling. The vertical interval extends from a = 0.017 to b = 1. Since the value
of the variable c (u) described in (4.13) is a function of u, the ratio is plotted
over a range of positive u values. The determination of c (u) uses the following
parameters: θM =π/3 and f =1.
For additional insight, consider a third sampling method that, like log-
arithmic sampling, also tends to concentrate more samples near a:
γ3 (v) = −abv−1, (4.42)
The commensurate average epipolar length is
E (γ3; i2, I) =
a2 (1 − c) + b2 (1 − 1/c)
b − a . (4.43)
Interestingly, this is identical to the average length for uniform sampling.
4.4.2 Two-Dimensional
In the previous subsection each dimension was optimized independently.
Unfortunately, the vertical bounds of the epipolar spaces described in (4.11)
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and (4.12) depend on both u and v: they are nonseparable. To produce
regions of equal area (and, therefore, minimize the average epipolar area) we
must compensate for this dependence by normalizing (4.39). The following
function produces spaces of approximately equal area:







where βu and βv are constants chosen such that their product satisfies the
constraint in (4.28). The following calculation of the area of an arbitrary
epipolar space r (u) (that is not clipped) after transformation confirms they
have constant area:
















This follows from the fact that for ũ ∈ [u−D, u+D] the function ln cv(u)
ln cv(ũ)
is
approximately linear with a mean value of one. Fig. 4.5 illustrates the average
area of each epipolar space following transformation. As expected this average
remains constant over the majority of the image plane. The degradation seen
in the upper right corner is caused by clipping. The epipolar spaces in this
region have relatively large areas extending outside the image boundary.
In Section 4.2 the epipolar spaces described in (4.8), (4.11), and (4.12)
were depicted as Fig. 4.3. The transformations of these spaces using (4.44) are
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Figure 4.5: Area per epipolar space. Each area is normalized by the total area
of the image plane. The normalized area remains constant over the majority
of the image plane. The degradation seen in the upper right corner is caused
by clipping.
shown in Fig. 4.6. Though the warped boundaries are not identical in shape,
they are almost perfectly uniform in area.
As mentioned previously, the constants βu and βv in (4.44) are only
restricted in the sense that their product must satisfy (4.28). This is a con-
sequence of the fact that the average epipolar area is a function of the de-
terminant of the Jacobian of γ (u), and not γ (u) itself. That is, an infinite
number of functions may have Jacobian matrices with the identical determi-
nant. Fig. 4.7 illustrates the optimal sampling strategies when βu is set to two
different, arbitrarily chosen values: βu =1 and βu =4.
It may be beneficial to put these results into context by reviewing the
meaning of an epipolar space, its importance in stereo registration, and its
connection to the optimal sampling strategies. If a point in space projects onto
the left image plane, its projection onto the right image plane is restricted to
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Figure 4.6: Epipolar spaces from Fig. 4.3 after optimal sampling. The epipolar
spaces in Fig. 4.3 were warped using the transformation in (4.44) with βu =1.
They are almost perfectly uniform in area.
a region called an epipolar space. From a point of view of a stereo registration
algorithm, only the pixels in the epipolar space must be examined to identify
the matching point. The complexity of this search is proportional to the
number of pixels in the epipolar space. Consider the epipolar spaces shown in
Fig. 4.3. If pixels were to uniformly cover this space, then the larger epipolar
spaces would require a greater search time than the smaller spaces. However,
the time to search a particular epipolar space is not as important as the time it
takes to search them all, which is what must be done for dense stereo matching.
Now consider if the epipolar spaces in Fig. 4.3 were placed on a sampling grid
like those depicted Fig. 4.7. Were we to count the number of samples appearing
in each epipolar space, we would find that they are identical; and this number
would be the same for both sampling patterns in Fig. 4.7. More importantly,
if a fixed number of samples were placed within the defined image boundary
101




















Figure 4.7: Example of optimal sampling scheme defined in (4.44) for two
different values of βu. Given βu, the value of βv is determined by (4.28).
Additional parameters were also assigned as follows: f =1, θM =π/3, a=0.001,
and b=0.5. Fig. 4.7(a) shows the optimal sampling scheme with βu =1. Fig.
4.7(b) shows the optimal sampling scheme with βu =4.
and then the average number of points per epipolar space were computed, no
placement strategy would produce an average less than that of those shown
in Fig. 4.7. As an example, Table 4.1 provides a quantified comparison of the
average number of samples per epipolar space for both uniform sampling and
the optimal sampling strategy described in (4.44). The data were generated
for various rectangular image sizes and maximum rotation angles θM .
4.5 Binocular Active Vision
This section discusses how previous results are applicable to active
binocular vision systems. We construct a foveated tessellation as a means for
implementing the optimal nonuniform sampling strategy. Then, we demon-
strate how this tessellation could improve the accuracy and performance of
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Table 4.1: Ratio of samples per epipolar space for uniform and optimal sam-
pling. Equivalently, this table presents the ratio of the average area of an
epipolar space before and after transformation by the sampling function posed
in (4.44). The leftmost, rightmost, and upper bounds for the rectangular im-
age are au =0, bu =0.5, and bv =0.5, respectively. The lower bound is specified
in the table.
a dense stereo matching algorithm that is suitable for use with uncalibrated
ABVS that employ nonuniform sampling.
4.5.1 Antialiasing with Tessellations
Since using specialized hardware or optics is often prohibitive, we will
assume that all foveated images are created by using software to nonuniformly
sample typical uniformly sampled images. In order to prevent aliasing, the
images must be filtered prior to sampling. Since nonuniform sampling is in-
herently space-variant, so are the antialiasing filters. First consider the con-
tinuous two-dimensional function f (u) which represents a continuous image.
Before sampling f (u) at un=n, the image should be bandlimited to [−π, π]
in each dimension. Using the ideal filter to allow for perfect reconstruction,
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Now consider the continuous sampling function γ (u) as defined in Sec-
tion 4.3.2. To prevent aliasing when f (u) is sampled at un = γ
−1 (n), the





f (ξ) Φγ (u, ξ) dξ, (4.48)
where
Φγ (u, ξ) = Φ [γ (u) − γ (ξ)] γ ′ (ξ) . (4.49)
The function Φ (u, ξ) can be considered a space-variant antialiasing filter that
conforms to the local spacing of the samples. As the samples become sparser,
the filter Φ (u, ξ) becomes increasingly low-pass. Theoretically, fΦγ (u) could
be perfectly reconstructed from its samples fΦγ (un) [28]. Filtering an image
using (4.49) with γ (u) equal to the optimal sampling function presented in
(4.44) would create a foveated image appropriate for sampling with the previ-
ously defined optimal sampling strategy.
For reasons analogous to those which discourage the use of the sinc
function as an antialiasing filter, the ideal antialiasing function Φ (u, ξ) as de-
fined in (4.49) is seldom preferred. Fortunately, there are a myriad of means for
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approximating its effects. A popular and intuitive approach uses super-pixels.
Consider the unform grid in Fig. 4.8(a). This grid represents the uniform
sampling of the warped image space resulting from the application of the op-
timal transformation in (4.44) to a square image plane. Fig. 4.8(b) illustrates
the tessellation resulting from projecting the uniform grid in Fig. 4.8(a) back
into the original square image plane. Each enclosed area in the tessellation is
a super-pixel. Foveating a typical uniformly sampled image requires assign-
ing all the uniform pixels within each super-pixel their average value. In the
warped space each uniform pixel is assigned the average of its concomitant
super-pixel.
















Figure 4.8: Tessellations for optimal epipolar sampling. Fig. 4.8(a) illustrates
the warped image space resulting from the application of the optimal trans-
formation in (4.44) to a square image plane. Fig. 4.8(b) shows the projection
of the uniform grid in 4.8(a) back into the original image plane.
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4.5.2 Application to Active Vision
We now discuss how an off-the-shelf stereo registration algorithm could
use the results in this dissertation to improve its accuracy and efficiency when
participating in an ABVS. First, assume that the geometric configuration of
the ABVS conforms to the geometric stipulations in Section 4.2, i.e. the only
movable parts effecting epipolar geometry are the camera rotation angles and
their range is restricted by (4.7). With this restriction and the restriction on
horizontal disparity described in (4.8), an optimal tessellation like that shown
in Fig. 4.8(b) can be constructed. Any off-the-shelf uncalibrated (i.e. it does
not require knowledge of the geometry) stereo registration algorithm designed
for foveated images can use this tessellation to improve its performance and
accuracy.
Currently, there is a paucity of dense registration algorithms suitable for
foveated images. In fact, we are aware of only one algorithm that is appropriate
for use with a uncalibrated ABVS employing an arbitrary sampling strategy.
In [13], Bernardino uses a Bayesian formulation to determine the conditional
probability that at the point u the discrete disparity vector is dn (u). This
probability is conditioned on the intensity values Il (u) and Ir (u+dn (u))
in the left and right images, respectively. The probabilities are computed
for every combination of pixel pairs over a range of vertical and horizontal
disparities. This range is chosen heuristically.
Incorporating both the optimal tessellation and the concept of epipolar
spaces into this algorithm can increase its accuracy and decrease its compu-
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tational complexity. First, the concept of epipolar spaces allows the dispari-
ties over which the probabilities are assessed to be chosen exactly, instead of
heuristically. This ensures maximal efficiency and accuracy: probabilities are
assigned to all viable combinations of pixels; combinations that are not viable
are disregarded. Furthermore, using an optimally sampled image guarantees
that the average number of combinations that must investigated is minimized.
This reduces computational complexity.
4.6 Biological Vision
We now consider the application of optimal sampling to the human
visual system (HVS). This is accomplished by determining the retinal epipolar
spaces and then finding the sampling strategy that minimizes their average
area. This sampling strategy can then be compared to the log-polar foveation
scheme inherent in the HVS.
The following subsections formulate the retinal epipolar spaces from two
distinct perspectives. The first subsection uses information gathered through
psychophysical experiments. The second examines the epipolar spaces pro-
duced by the observation of natural scenes.
4.6.1 Psychophysical Construction of Epipolar Spaces
Given a point on the retina in one eye, an epipolar space represents the
spatial region in the other eye that we will search for the matching point. The
HVS implicitly defines these regions by establishing ranges of horizontal and
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vertical disparities over which signals can be corresponded. In this section we
use the results of psychophysical experiments to help establish these disparity
bounds.
The disparities over which humans can ascertain depth information is
called the region of qualitative stereopsis. This is often confused with Panum’s
fusion area which denotes the range of disparities over which stereo images
can be fused (i.e. not produce double images). For a comprehensive review of
these topics see [58]. The disparity limits that define the regions of qualitative
stereopsis are those most analogous to epipolar spaces. Consequently, we will
examine the research pertaining to the upper disparity limits of qualitative
stereopsis.
Blakemore [14] provides the most quantitative information about the
horizontal disparity limits of retinal epipolar spaces. Unfortunately, his mea-
surements are extremely sparse. These measurements are shown in Table 4.2.
This table illustrates the divergent and convergent horizontal disparity limits
for three different peripheral angles. Divergent and convergent disparities rep-
resent points in space lying farther and closer than the horopter, respectively.
Obviously, this table does not provide the desired comprehensive functional
relationship between retinal position and horizontal disparity limits. For the
purposes of this research we will assume that all additional information neces-
sary to generate the horizontal bounds of the epipolar spaces can be linearly




0 deg 5 deg 10 deg
Convergent Disparity 7 deg 9 deg 13 deg
Divergent Disparity 9 deg 12 deg > 14 deg
Table 4.2: Horizontal disparity limits at different peripheral angles [14].
Though a reasonable amount of research pertains to the identification
of vertical disparities limits [33, 34, 113, 117], they do not directly address the
determination of the boundaries of qualitative stereopsis. Consequently, the
information available is even less useful than that for horizontal disparities.
The only definite conclusion that can be drawn from the literature is that
matching points are not restricted to epipolar lines [113]. This indicates that
the vertical limits are greater than zero. Unfortunately, we require a function
relating vertical disparity limits to retinal coordinates, which the literature
simply does not provide. To obtain the necessary vertical disparities limits
we will assume that they are identical to those resulting from ocular rotation
angles that span ±15 degrees (from straight ahead). This is a reasonable range
for human stereopsis. Refer to Section 4.2 for the connection between ocular
angles and vertical disparity limits.
Having established the vertical and horizontal disparity ranges, we can
now formulate the epipolar spaces for a retina approximated by a flat image
plane. These spaces are shown in Fig. 4.9(a). Their optimal transformation is
well approximated by the following:
γ (u, v) =
[

























Figure 4.9: Epipolar spaces for human retina before and after optimal trans-
formation.
where βu and βv are constants chosen to preserve total area and α = 0.11.
The transformation of the epipolar spaces in Fig. 4.9(a) are illustrated in
Fig. 4.9(b). The optimal tessellation for (4.50) is shown in Fig. 4.10(a). This
can be visually compared to the log-polar sampling scheme inherent in the
HVS as shown in Fig. 4.10(b). The optimal transformation warps the retinal
epipolar spaces such that their average area is nearly 17 times smaller than
that of uniform sampling. For log-polar foveation the performance gain over
uniform sampling is 2.5.
The optimal tessellation seems, at best, a crude approximation of the
log-polar polar foveation strategy “chosen” by the HVS. The question remains
as to whether this discrepancy is a result of different optimization criteria
or instead a consequence of the coarse approximation of the retinal epipolar
spaces. Unarguably, the approximation is poor. The lack of comprehensive
psychophysical models is the most significant factor. Additionally, assump-
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(a) (b)
Figure 4.10: Optimal tessellation and log-polar foveation of HVS.
tions such as a flat image plane and the inevitable disregard of secondary dis-
parity related factors such a cyclotorsional noise [43] contribute to inaccuracies
in the approximation. In general, the cause of the differences between the op-
timal tessellation and log-polar foveation remains unanswered. Perhaps this
research will provide a new impetus and paradigm for performing experiments
that will adequately quantify the disparity range of qualitative stereopsis.
4.6.2 Construction of Epipolar Spaces from Natural Scenes
A prevalent school of thought suggests that biological evolution may
be inexorably converging to the optimal stereo algorithm. Presupposing such
a hypothesis we must wonder what are the metrics that are being optimized.
In this chapter we demonstrated the advantages of minimizing the metric of
average epipolar area. We now consider the epipolar spaces resulting from
the observations of natural scenes by the human visual system and derive the
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transformation that minimizes them.
The formulation of epipolar spaces is contingent upon the geometry of
the system begin modeled. In the case of the HVS this modeling can be greatly
simplified by assuming that the ellipsoidal retina of the HVS can be adequately
approximated by a flat image plane. With this assumption the stereo geometry
can be described by the four-degrees-of-freedom camera configuration shown
in Fig. 4.1; and the derivation of the epipolar spaces directly follows from the
formulation presented in Section 4.2. This formulation requires a predefined
range of rotation angles θl and θr for each eye. The typical range of these
values for the HVS is θl, θr ∈ [5π/12, 7π/12]. That is, the eyes are constrained
to be within ±15 degrees of straight ahead. This does not mean that the eyes
can not physically rotate farther, only that if they do the visual system will
not be able to extract stereo information from the retinal images.
In the derivation presented in Section 4.2 the possible horizontal dis-
parities were confined to the interval [−D,D] as delineated in (4.8). This
interval remained constant irrespective of the location on the image plane.
Experiments by Cormack, Liu, and Bovik [32] demonstrate that the hori-
zontal retinal disparities produced from the observation of natural scenes are
better modeled by intervals that increase in length with increasing horizontal
distance u from the image center. The solid lines in Fig. 4.11 illustrate the
extent of these intervals as a function of horizontal distance. These bounds
were computed using the 15th and 85th percentile of all horizontal disparity
measurements sampled at each particular u. That is, for given a point in one
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Figure 4.11: The 15th and 85th percentile for horizontal disparity estimates as
a function of the horizontal position u.
image the horizontal separation between its retinal location and the retinal
location of its matching point in the other eye will (70% of the time) fall
within the bounds delineated by the curves in Fig. 4.11. The value of 70%
was chosen to balance the desire to be able to extract stereo information from
as many points in a scene as possible against the need to restrict the range of
disparities that must be searched (thus reducing the size of the brain needed
to search them in a reasonable time). The dotted lines in Fig. 4.11 provide
a linear fit to the data. The importance of this linear approximation will be
discussed subsequently. Having established the necessary conditions, we can
now illustrate the attendant epipolar spaces. These are shown in Fig. 4.12.
The solid lines represent the epipolar spaces corresponding to the exact curves
presented in Fig. 4.11. The epipolar spaces dilenated with dotted lines are
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associated with the linear approximations from Fig. 4.11.







Figure 4.12: Epipolar spaces. The solid lines represent the epipolar spaces
produced using the exact curves in Fig. 4.11. The dashed lines assume the
linear fit.
The next step is to ascertain the mapping that minimizes the aver-
age area per epipolar space. The theorems in Section 4.3 indicate that if a
transformation can be found that maps the nonuniform epipolar spaces into
regions of uniform area it will be optimal with respect to their average area.
Unfortunately, these theorems do not guarantee that such a mapping exists
nor do they indicate how to find it. Consequently, determining an optimal
transformation for the epipolar spaces resulting from the curves illustrated in
Fig. 4.11 is untenable. However, we can find the optimal mapping using the
linear approximation. This warping function is given by








where βu and βv are constants chosen to preserve total area. The definition of
c (u) was given by (4.13). Figure 4.13 illustrates the result of transforming the
spaces in Fig. 4.12 using (4.51). Compared to uniform sampling the optimal
sampling scheme reduces the average epipolar space by a factor of 133. Since
the linear fit is only approximate, the reduction factor for the precise epipolar
spaces will not achieve this value. The actual decrease in average epipolar area
is 28 times.






Figure 4.13: Epipolar spaces in Fig. 4.12 after transformation.
Figure 4.14(a) shows the optimal tessellation. Compare this to the log-
polar sampling scheme used by the HVS [105] that is shown in Fig. 4.14(b).
Similarly, both schemes increase the size of a pixel as the distance from the
center increases. Contrastingly, the optimal transformation has singularities
on both the u and v axes that are not present in the log-polar sampling. In
terms of average epipolar area, the optimal sampling scheme performs 14 times
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better than the log-polar sampling scheme. However, the log-polar scheme out
performs uniform sampling by a factor of two.
(a) (b)
Figure 4.14: Optimal tessellation and log-polar foveation.
The similarities between log-polar and the optimal transformation given
by (4.51) tend to suggest that the HVS may be optimizing similar criteria.
The question remains as to why the sampling schemes are different. These
differences may be a result of several factors. Foremost, our assumptions in
determining the size and shape of the epipolar spaces may be too restrictive.
For example, the modeling of the retina as a flat image plane instead of a ellip-
soid could significantly alter the optimal tessellation. Additionally, the HVS
likely evolved toward a solution that was advantageous with respect to many
criteria, not just average epipolar area. Perhaps extending the optimization
presented in this dissertation to include other properties advantageous to bio-
logical visual systems may further shed light on this subject. In any event, a
more extensive examination of the connections between optimal sampling and
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biological vision is definitely warranted.
4.7 Conclusion
In this chapter we introduced the concept of an epipolar space. For
a point in one image, the epipolar space was defined as the region in the
other image formed from the union of all associated epipolar lines produced
over all possible geometric configurations. Epipolar spaces eliminate the need
for calibration, but at the expense of a greater search space. To reduce this
search space we introduced a nonuniform sampling scheme that was shown to
be optimal with respect to the mean area of an epipolar space. Furthermore,
we indicated how this information could enhance the performance of an active
binocular vision system that employs an uncalibrated registration algorithm
suitable for foveated images. Finally, we explored possible connections between
optimal sampling and the human visual system.
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Chapter 5
Conclusions and Future Work
5.1 Conclusions
Active binocular vision systems provide a powerful means for recover-
ing depth from a complex scene. Two essential and interrelated components
in this recovery process are image registration and sampling. In this disserta-
tion we provided mathematically rigorous expatiation of both, advancing their
understanding and effectiveness.
5.1.1 Registration
Image registration is the process of matching points between images.
Biologically motivated phase-based techniques have been shown to provide an
effective means for correspondence. Unfortunately, they are difficult to ana-
lyze mathematically, and consequently, have resulted in a variety of heuristic
implementations. In this dissertation we were able to obviate these heuristics
by introducing two new paradigms. These paradigms increased the under-
standing and performance of phase-based registration algorithms by providing
firm mathematical frameworks.
First, we considered the first and second derivatives of local phase and
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their importance in detecting regions of nonlinear phase. We began by deriv-
ing probability density functions for these derivatives under the assumption
of Gaussian white noise. We then considered the effects of constraining their
domains to regions of linear phase. In order to identify these regions of linear
phase, we proposed using the second derivative of phase. We then described
how prevalent methods proposed in the literature can be seen as approxima-
tions of the second derivative. We empirically validated these assertions and
their extensibility by comparing the different methods on white noise, a natural
scene, and a random-dot stereo pair.
We next addressed the difficulty of multiscale fusion in phase differenc-
ing by introducing a novel registration technique that incorporated strategies
of both phase differencing and local correlation. This hybrid approach allowed
us to combine the rapidly calculated, high resolution results associated with
phase differencing with the multiscale information available to local correla-
tion. Finally, we demonstrated the performance on two pairs of stereo images.
5.1.2 Foveation
Foveation is an essential component to depth recovery for active binoc-
ular vision systems. Experiments in biological vision have encouraged the use
of space-variant sampling schemes like log-polar. Most space-variant sampling
schemes used for binocular vision tasks were developed elsewhere and then
applied to areas of stereo vision. In this dissertation we demonstrated how
foveation results from allocating samples in an optimal fashion.
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First, we introduced the concept of an epipolar space. For a point in one
image, the corresponding epipolar space was defined as the region in the other
image formed from the union of all associated epipolar lines produced over
all possible geometric configurations. Epipolar spaces eliminate the need for
calibration, but at the expense of a greater search space. Since it is necessary
to consider the entire epipolar space when searching for a matching point,
the computational complexity and accuracy of the registration algorithm is
directly related to the sizes of the epipolar spaces.
In order to minimize computational complexity and maximize accuracy,
we introduced a nonuniform sampling scheme that was shown to be optimal
with respect to the mean area of an epipolar space. This derivation was accom-
plished by the the development of several proofs that demonstrated that when
nonuniformly sized regions are transformed into regions of uniform area, their
average area is minimized. From the optimal sampling scheme we constructed
a tessellation that could be used to enhance the performance of any active
binocular vision system that employs an uncalibrated registration algorithm
suitable for foveated images.
5.2 Future Work
Though both registration and foveation are separate components in
the depth recovery process, their relation is highly interdependent. Nearly all
registration algorithms presently available are only compatible with uniformly
sampled images. Registering foveated images requires developing specifically
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tailored correspondence techniques. Which current methodologies might best
be adapted for use with foveated images is an open question.
In this section we address the difficultly of registering nonuniformly
sampled images, demonstrating why most current registration techniques are
inherently incompatible with foveated images. Next we discuss how phase dif-
ferencing methods like those presented in this dissertation may provide the
necessary solution. Finally, we indicate steps needed to begin the implemen-
tation of such a solution.
5.2.1 Registration and Nonuniform Sampling
The registration of nonuniformly sampled images is more complex than
the registration of uniformly sampled images. This becomes obvious if we
consider the simple hypothesis that stereo images are related by local shifts.
With vergent geometries these shifts can be both vertical and horizontal. For
uniformly sampled images the shifts are relatively innocuous, manifesting as
local displacements. Consequently, any patch in one image can be matched to
a near identical patch in the other. Foveation obfuscates matters. For a patch
in one image the corresponding patch in the other is represented by a different
number of pixels whose values have been blurred to differing degrees.
Figure 5.1 highlights the difficulty in matching image patches in nonuni-
formly sampled images such as those created by the log-polar transformation.
In Figure 5.1 two square image patches are shown in the square grid on the
right. A shift in this cortical coordinate system produces a rotation in the
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retinal coordinates. If were were to perform a shift in the retinal coordinates
(which would be a typical occurrence in stereo pairs) the corresponding re-
gions in the cortical image would be oddly shaped regions of different sizes.
Consequently, comparing the two regions would be very difficult.
Figure 5.1: Log-polar mapping. This figure demonstrates that a shift in cor-
tical coordinates is not equivalent to shift in retinal coordinates.
These factors prove too difficult to overcome for many types of reg-
istration techniques, such as correlation based algorithms that attempt to
directly match image patches. Perhaps this explains the dearth of dense
stereo registration algorithms for foveated images. In fact, only two algorithms
work with sampling schemes that have tessellations that are not composed of
squares [12, 102]. The first of these requires knowledge of the exact stereo
geometry, making it inappropriate for an uncalibrated ABVS.
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5.2.2 Phase-Based Registration and Nonuniform Sampling
Local phase may provide a solution for the difficulties inherent in the
registration of nonuniformly sampled images. Since local phase in known to
be quasi-linear with respect to the local disparity, depth can be recovered in
a single step from the phase difference between spatially identical regions in
each image. Since the phase measurements are made using pixels at the same
locations, the problem of comparing patches with different numbers of pixels is
eliminated. The problem of unequal blur persists. This is due to the fact that
the foveation occurs after the local shifts. Anecdotally, there is evidence to
suggest that phase is robust to such differences in blur. In [23], Chen foveated
a pair of stereo images about the same arbitrary point and then measured
the global phase for both stereo images. Using this phase information he was
able to determine the local disparity at the point of foveation. Repeating
this process at every point, he constructed a dense disparity map of relatively
high accuracy. Additionally, a good deal a research has shown success using
foveated images for vergence [12,20,74]. Since the entire image, and not image
patches, is considered when computing similarity measures, the identical set of
pixels is used. These correlation based approaches seem to have little problem
with the unequal blur. In any case, if blurring remains a persistent problem,
additional local filtering could be applied to ensure that all points are blurred
equally.
On a final note biological ABVS are known to sample the environ-
ment nonuniformly, i.e. they have foveated retinas. Interestingly, there is also
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strong evidence suggesting that they use local phase information [65]. Phase-
differencing may even be a technique employed by the human brain [38].
5.2.3 The Next Steps
The next steps in the evolution of this research would be to construct
a phase-based registration algorithm capable of being used with the optimal
nonuniform sampling scheme developed in this dissertation. Though substan-
tial groundwork has been established for this task, a considerable amount of
work remains:
1. The quadrature filters used to extract local phase would need to be
adapted for application in the warped domain (the warped domain is
analogous to the log-polar cortical domain). Works by Clark [28] and
Zeevi [134] provide a basis for this extension. These works primarily
concern antialiasing. Since the purpose of a registration algorithm is not
to reconstruct the images from their samples, but to correspond the im-
ages without time-consuming reconstruction, adaptations are necessary
for appropriate signal preservation.
2. The spectral ranges and spatial scales of filters used at each location
must be varied depending upon the local resolution. For example, in
the periphery where the sampling is coarse, high frequency filters will no
longer be appropriate.
3. In this dissertation we stipulated a constant maximum horizontal dis-
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parity. This constraint restricted the depth about the horopter in which
objects could be matched. It is quite possible that this value should not
be constant, but should increase with the distance from the center of the
image. Since it is assumed that depth recovery occurs after the cameras
are in vergence, the center points of both images contain projections of
the exact same 3D point, and consequently, have zero disparity. As we
move farther away from the center we can expect the objects to have
greater variations in depth, increasing the expected horizontal dispari-
ties. Modifying the allowable horizontal disparities alters the sizes of the
epipolar spaces. The results of this dissertation provide a clear means for
deriving an optimal sampling scheme for these newly formulated epipolar
spaces.
4. Test data must be acquired for the specific range of geometries assumed
when constructing the optimal sampling scheme.
5. The optimal sampling scheme is not unique; there is a family optimal
sampling strategies. Future research could use other constraints to select
the member of this family that optimizes some additional criterion. Such
a criterion might be 3D reconstruction error [9, 42].
6. Since foveated images have large pixels in the periphery, the effect of
filtering across image boundaries becomes more pronounced, i.e. it can
disrupt large portions of the image. Any phase-based technique would
need an a reliable technique for recovering phase information near the
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1.1 Probability Density Function Derivations
Consider the zero mean Gaussian random variables a, b, c, d, e, and f .
Let K defined in (3.21) be the covariance matrix relating a, c, and e and also
relating b, d, and f . These matrices represent the only dependencies between
the six random variables (i.e. a, c, and e are independent with respect to b,
d, and f). Their joint probability density function (pdf) is







[a d e]K−1[a d e]T e−
1
2
[b c f ]K−1[b c f ]T , (1.1)
where |K| is the determinant of K. In the following subsections we will con-
sider the properties of functional combinations of these random variables.
1.1.1 Probability Density Functions for ξ and τ
The goal of this section is to find the joint and marginal pdfs of the
random variables ξ and τ , where ξ = ad−bc
a2+b
2 and τ =
af−be
a2+b
2 . Consider the
following functions of the random variables a, b, c, d, e, and f : w = ad−bc,
x = a2 + b2, y = a2, z = bc, r = af − be, and s = be. The solutions of
this system of equations are a = ±√y, b = ±√x − y, c = x±√x−y , d = w+z±√y ,
e = s±√x−y , and f =
r+s




±√x − y, there are four unique roots (combination of solutions). The Jacobian
of the these transformations is J(w, x, y, z, r, s) = 4 [y (x − y)]
3
2 . Incorporating
these results into (1.1) and simplifying, the joint pdf can be expressed as follows







f(w, x, y, z, r, s) =














































































































































































. We next integrate out the
variables z, s, and y:
f(w, x, y, r) =


















































Continuing, consider three new functions of the random variables x,
w, and r: ξ = w/x, λ = x, and τ = r/x. (Since the mathematics may
obfuscate matters we reiterate that these representations of ξ and τ correspond
to the original definitions: ξ = ad−bc
a2+b
2 and τ =
af−be
a2+b
2 ). The Jacobian is
J(ξ, λ, τ) = 1/λ2. Finally, we can substitute the solutions w = ξλ, x = λ, and
r = τλ into the previous equation for f(w, x, r) and integrate with respect to








































































Some important moments of ξ and τ are E[ξ] = 0, E[τ ] = 0, E[ξ2] →
∞, and E[τ 2] → ∞. Noting that
∫∞















1.1.2 Alternative Representation for τ
In the representation of τ shown in (3.10) the random variables a and
e are dependent, as are b and f . These dependencies make further derivations
involving τ more difficult. In this section we introduce an alternative form in
which these dependencies are not present. Begin by letting s = α1a+e and t =
α2b+f . We desire values for α1 and α2 such that a is independent of s and b is
independent of t. This requires E[as] = E[a (α1a + e)] = α1E[a
2]+E[ae] = 0

































= σ2t . (1.7)
Furthermore, the random variables a, b, c, d, s, and t are all uncorrelated
and, consequently, independent. (Refer to Section 3.3.1 if this is not clear.)











Because of the independence of a, b, s, and t, this form of τ behaves similarly
to ξ (where a, b, c, and d are independent) with s and t replacing c and d.
Consequently, equations (1.3) and (1.5) hold valid for τ after replacing σc with
the σs in (1.7). This substitution reproduces (1.4) and (1.6) as it should.
1.2 Polar Forms for ξ, τ , χ, and ν
In this section we derive the polar forms of ξ, τ , χ, and ν and demon-
strate their use in determining the joint pdf relating ν and ξ. Consider the con-






2 (see Appendix 1.1.2) and





2 , where ξ =
ad−dc
a2+b
2 and χ =
ac+bd
a2+b
2 . We begin by
converting each into polar coordinates, setting a = r1 cos (φ1), b = r1 sin (φ1),
c = r2 cos (φ2), d = r2 sin (φ2), c = r3 cos (φ3), and d = r3 sin (φ3). The
random variables r1, r2, and r3 have Rayleigh distributions while φ1, φ2 and
φ3 are distributed uniformly over the interval [−π : π] [52]. All the random













sin (φ3 − φ1) = R2 sinΦ2 (1.11)
ν = ξχ = R1
2 sinΦ1 cosΦ1, (1.12)
where R1 = r2/r1, R2 = r3/r1, Φ1 = φ2 − φ1, and Φ2 = φ3 − φ1. Φ1 and
Φ2 are uniformly distributed over [−π, π] and are independent of R1, R2, and
each other. The joint distribution relating r1, r2, and r3 is




















To find the joint pdf relating relating R1 and R2, begin by letting R1 = r2/r1,
R2 = r3/r1, and z = r1. The solutions to these equations are r1 = z, r2 =
zR1, and r3 = zR2. The Jacobian for the transformation is z
2. Substituting
these solutions into (1.13) and integrating with respect to z we have

























































































is also infinite as is the variance of ν.
We can now find the joint distribution f (ν, ξ). Remembering that
ξ = R1 sinΦ1 and ν = R1
2 cosΦ1 sinΦ1, we can find the expression for
f (ν, ξ) by substituting the solutions Φ1 = cos
−1 (ξ/ν) and R1 = ξ
√
ν2 + ξ4
(with Jacobian J = ξ2
√
ν2 + ξ4) into f (R1, Φ1) = f (R1) f (Φ1):










1.3 Conditional PDF Derivations
In this section we analyze the effects of the constraints posed in (3.11)
and (3.13) on the random variables ξ, τ , and ν. The constraint shown in
(3.11) restricts the possible values of ξ. In order to quantify the influence of
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f (ξ) dξ. (1.18)




























To determine the other expected values we first determine the conditional








































































































































































































































































































































Finally, we would like to quantify the influence of constraint (3.13) on ξ,





















ξ2 + χ2. We find the expected values in a slightly different
manner than that shown in (1.18). In Appendix 1.2 we discussed how ξ, τ ,
ν can be expressed as functions of the random variables R1, R2, Φ1 and Φ2.
(See equations (1.9), (1.11), and (1.12)). Therefore, we can use the pdfs in
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