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A linear system of differential equations with the argument [f+f] is studied, 
where [ .] denotes the greatest-integer function. Of special interest are oscillatory 
and periodic properties of the solutions, which depend on the eigenvalues of a 
certain matrix associated with the system. Therefore, the results can be extended to 
more general dynamical systems. cl 1989 Academic Press, Inc. 
1. INTRODUCTION 
This paper continues the study of differential equations with piecewise 
constant argument (EPCA) initiated in [ 1,2]. These equations represent 
a hybrid of continuous and discrete dynamical systems and combine 
the properties of both differential and difference equations, hence, their 
importance in control theory and in certain biomedical models [3]. Here 
the initial-value problem 
x’(t) = Ax(t) + Bx( [t + t-J,, x(0) = co (1.1) 
is investigated, where [ .] designates the greatest-integer function, A and B 
are real r x r-matrices, and x is an r-vector. It is of considerable interest, 
since the argument deviation 
s(t) = t - [t + f] (1.2) 
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changes its sign in each interval [n-f, n + 4) with integer n. Indeed, 
r(t)<0 for n-tbt<n and z(t)>0 for n<t<n+& which means that 
Eq. (1.1) is alternately of advanced and retarded type. The function r(t) is 
of period 1 and equals t, for - 4 Q t < f. Scalar versions of ( 1.1) have been 
studied in [4, 5, 61. The problem 
x’(t)=Ax(t)+Bx([t]), x(0) = cg (1.3) 
is also discussed. Scalar equations of this kind have been analyzed in 
Cl, 71. 
2. MAIN RESULTS 
We consider the initial-value problem (1.1) and following [4], say that a 
solution of Eq. (1.1) on ( - co, co) is a function x(t) that satisfies the con- 
ditions: (i) x(t) is continuous on (-co, co); (ii) the derivative x’(t) exists 
everywhere, with the possible exception of the half-integer points n + f, 
where one-sided derivatives exist ; (iii) Eq. (1.1) is satisfied on each interval 
[n - 4, n + f), with integer n. In the definition of solution to (1.3), [t] 
figures instead of [t + 11, and [n, n + 1) substitutes for [n - 4, n + f). Let 
M(t)=eA’+(eA’-I)A~‘B,M-1,2=M(-+), 
M,,2 = M(1), Ml = M(l), M, = M&M,,,. 
(2.1) 
THEOREM 1. Zf the matrices A and M-,,, are non-singular, then problem 
(1.1) has on [0, CC ) a unique solution 
x(t) = M(r(t)) M&~+l’*lCo, (2.2) 
where 7(t) is given by (1.2). The solution of problem (1.1) has a unique 
backward continuation on (-co, 0] given by (2.2) provided the matrices A 
and Ml,, are non-singular. 
Proof. Assume that x,(t) is a solution of Eq. (1.1) on the interval 
[n - 4, n + t), n = 0, 1, 2, . . . . satisfying the condition x,(n) = c,. Then 
x;(t) = Ax,,(t) + Bc,, 
which implies that 
x,(t) = M(t - n) c,. (2.3) 
Also, for t E [n + i, n + $), we have 
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where x,+,(n+ l)=c,+r. Continuity of the solution requires that 
x, + I@ + $1 = x,(n + $7 
hence 
and 
Substituting c, in (2.3) yields (2.2). The second part of the theorem can be 
proved similarly. 
THEOREM 2. If the matrix A is non-singular, then problem (1.3) has on 
[0, 00) a unique solution 
x(t) = M(t - [t]) Mpc,. (2.4) 
The solution of problem (1.3) has a unique backward continuation on 
(- co, 0] given by (2.4), provided the matrices A and M, are non-singular. 
Now we investigate the non-homogeneous equation 
x’(t)=Ax(t)+Bx([t+$])+f(t), x(0) = cg (2.5) 
with constant matrices A and B and a locally integrable vector-function 
f(t), that is, absolutely integrable on every finite interval of ( - co, co). The 
solution x,,(t) of Eq. (2.5) on n - 4 < t < n + 4 satisfying the condition 
x,(n) = c, is 
x,(t)=M(t-n)c,+J’r”“-“lf(s)ds, 
n 
where M(t) is defined in (2.1). The relation x, + I(n + 4) = x,(n + 4) implies 
or 
M ~1/2~.+I=ML,2c”+~nf1eA(n+1i2-“)f(~)ds. 
n 
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From here, 
where 
f~+,=M~~,2~“+1e~‘“+“2-‘lf(~)~~. 
n 
Since the solution of (2.6) is sought in the form 
c, = MI;k,, 
then 
k n+,=k,+Mo"-lfn+, 
and 
k,=k,+ f M,if,. 
j= 1 
By virtue of k, = cO, we obtain 
( 
Cl + w1 
x(t)=M(z(t))M&‘+“*’ c,+ 1 M,if, 
j=l > 
(2.6) 
(2.7) 
The solution x-,(t) of Eq. (2.5) on -n- 1~ t < --n + t satisfying the 
condition x-J-n) = c._, is 
X pn(?)=M(t+n)cpn+j’ eA(r-s)f(.s)ds, 
-II 
and its continuation x pnpl(t) on -n-+<t< --n-t is given by 
Continuity of the solution requires x in ~ , ( -n - t) = x _ ,,( - n - t), that is, 
From here, 
where 
Hence, 
and 
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C-H-1 =Mo1c-.+3n+,I, 
(2.7’) 
( 
~ [r + l/21 
~(t)=M(z(t))Mb’+“~] c,+ 1 M&j: 
j= 1 > 
+I’ 
8’ - “‘f(s) ds, t Q 0. 
ct + lOI 
(2.8’) 
This proves the following result. 
THEOREM 3. Problem (2.5) has on (- 00, 00) a unique solution 
(2.8)-(2.8’), where M(t) and M, are defined in (2.1) and fi, x are given by 
(2.7)-(2.7’), if the matrices A and M, are non-singular and f(t) is locally 
integrable. 
THEOREM 4. The problem 
x’(t) = Ax(t) + Bx( [t]) + f(t), 
has on [0, cc ) a unique solution 
x(0) = cg (2.9) 
x(t) = M(t - [It]) ML” 
( 
c,+ f M;j j’ eAcJpS)f(s) ds 
j=l j-l > 
I 
+ s 
eA(r-slf(s) ds 
[!I 
if the matrices A and M, are non-singular and f (t) is locally integrable. This 
solution has a unique backward continuation on (-co, 0] given by 
- cc1 
x(t)=M(t- [t])M[‘l 
( 
c,+ 1 M{-’ 
j=l 
s 
-’ eA(-j+l-‘tf(s)ds 
-j+ 1 > 
+.r 
eAcr- ‘“f(s) ds. 
CII 
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THEOREM 5. The solution x = 0 of Eq. (1.1) is globally asymptotically 
stable as t + + co tf and only tf the eigenvalues 2, of the matrix M, satisfy 
the inequalities 
lAjl < l, j=l , . . . . r. (2.10) 
Proof There exists a non-singular matrix S such that 
M, = SJS’, 
where J is a diagonal or Jordan matrix with the diagonal elements 1,. 
Hence, 
c, = (SJS-I), c0 = SJ”S-‘c, (2.11) 
or 
j=l 
k < r, (2.12) 
where the components of the vectors pj(n) are polynomials of degree not 
exceeding k - 1. This implies that c, -+ 0 as n -+ +cc if and only if (2.10) 
holds, and the conclusion of the theorem follows from (2.3). 
THEOREM 6. The solution x = 0 of Eq. (1.1) is globally asymptotically 
stable as t --, +oo zf and only of I& -+ 0 as n -+ co. The same is true for 
Eq. (1.3), with M, instead of M,. 
Remark. The condition M;1+ 0 as n + co holds true if for some number 
N it appears that the moduli of all elements rni of the matrix M,N do not 
exceed q/r, where 0 <q < 1 and r is the order of M,, i.e., 
(2.13) 
Indeed, in this case each element of the matrix MiN does not exceed 
r(q/r) . (q/r) = (4*/r), each element of MiN does not exceed q3/r, and so on, 
which leads to the conclusion that (2.13) implies M;I + 0 as n + + co. 
THEOREM 7. All solutions of Eq. (2.5) tend to zero as t -+ +cx, tf the 
eigenvalues of M,, satisfy (2.10) and lim f(t) =0 as t -+ +a~. 
Proof The integral in (2.8) tends to zero as t + +co, and the problem 
is to prove the same for the sum 
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as n + co. By virtue of (2.10) we have 
pf;f-ill d yA”-‘, 0 -c I < 1, y = const, 
and (2.7) shows that f, -+ 0 as n + co. Hence, we can write 
A,,= 2 M;fpJ&.+ =f M;f-‘J;, (2.14) 
‘=I j=N+l 
where N is a natural number such that jlfjfjll < E for a sufficiently small E > 0 
and j> N. Since fj is bounded we have ilf;.lj <L, and (2.14) yields 
ilA,ll <yL f I,“-‘+q i A”-’ 
j=l j=N+l 
~yL(l-;1))‘~“-N+&~(l -A))‘, 
which proves the theorem. 
THEOREM 8. Zf all eigenvalues of the matrix M, are negative, then each 
component x’(t) of every solution of system (1.1) is oscillatory and, more 
precisely, has a zero in each interval n < t < n + 1, for sufficiently large n. 
ProoJ: Let x:(t) denote the ith component of the solution x,(t) of 
problem ( 1.1) on the interval n - $6 t < n + 4 and let x;(n) = CL. Then from 
(2.12) we get 
ci = i p&n) A;, i=l r. 2 ..., 
‘=I 
For the continuation x,, l(t) of the solution on n + 4 d t < n + 1 we have 
C-i+,= i p&n+ l)A;+l. 
j= 1 
If ci = 0, for infinitely many n, then xi(t) is oscillatory. Assuming CL # 0, for 
all sufficiently large n, we conclude that 
4+1 lim ?=;lj<O 
n-too c:, 
(since the coefficients pu(n) are polynomials of n), where ii is one of the 
eigenvalues of M,. Hence, ct + i /ct < 0, starting with some n, which implies 
that x’(t) has a zero in each interval n < t < n + 1, for sufkiently large t. 
Remark. Under the conditions of Theorem 8, all components of every 
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solution of system (1.1) have zeros in each interval n - f < t < n + t, for 
sufficiently large n. 
EXAMPLE 1. If either of the conditions b > u/(ea’* - 1) or b < -aea12/ 
(e u’2 - 1) holds true, then every solution of the scalar equation [S] 
x’(t)=ax(t)+bx([t+t]) (2.15) 
is oscillatory. Indeed, let 
1~ (eai2 + (e”‘* - 1) a-’ b)/(e-“‘* + (epaj2 - 1) a-lb), (2.16) 
then either of the above inequalities implies 1~ 0. Furthermore, in each 
interval (n - 4, n + f), the solution of (2.15) has a unique zero t, given by 
a # 0. 
THEOREM 9. If the matrix M, has a negative eigenvalue, then there exists 
an initial vector c0 such that the corresponding solution x(t) of problem (1.1) 
has an oscillatory component with a zero in each interval n < t < n + 1 for 
sufficiently large n. 
Proof: Denote c, = x(n) and let d,, = SP’c, in (2.11), then c, = SJ”dO. 
Assume, for simplicity, that J = diag(;l, , II,, . . . . 1,) and 2, < 0, and put 
d, = ( 1, 0, 0, . . . . O}. This gives c, = {sI1l;, s,,L;, . . . . sr,n;} where S= (So), 
i,j=l 1 “‘3 r. Since S is non-singular, there exists an element sil # 0, hence 
lim c~+,/c~=II,<O, 
n-m 
which proves that the component xi(t) of the solution x(r) has a zero in 
each interval (n, n + l), for sufficiently large n. 
THEOREM 10. If the matrix M-,,, = M(- 4) is negative definite, then 
every solution of Eq. (1.1) has a component with a zero in each interval 
[n - t, n]. The same property holds true for each interval [n, n + f] if the 
matrix M,,, = M(f) is negative definite. 
Proo$ By virtue of (2.3), the scalar product of the vectors c, = x(n) and 
c, _ 1,2 = x(n - 4) is (c,, c, ~ 1,2) = (c,, MP r,*c,) 6 0, with equality sign only 
if c, = 0. However, if c, = 0 for a particular integer n, then x(t) = 0 on 
[n, co). The second part of the theorem is proved similarly. 
For Eq. (2.15), the condition MP1,* < 0 reduces to b > u/(eO’* - l), and in 
this case every solution has a single zero in each interval [n - 4, n]. The 
inequality M,,* < 0 becomes b < -aeaJ2/(ea” - 1) in which case the same 
conclusion holds true for each interval [n, n + t]. 
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THEOREM 11. If all eigenvalues of the matrix M, are positive and A is a 
diagonal matrix, then each component x’(t) of every solution x(t) of system 
(1.1) is either non-oscillatory or identically equals zero, starting with some t. 
Proof. Let x(n) = c,, x(n - +) = c,- 1,2, x(n + 4) = c,+ ,,*, then from 
(2.3 ), 
c,- l/2 - M-l/ZC”, C n f 112 = Ml,2 cl! 
and 
C n+1/2=M1,2M~~,2c,-,,2. (2.17) 
Denote 
M2 = MI/Z MI :,2 (2.18) 
and compare the eigenvalues of the matrices M, and M, = ME i,2M1,2. 
Since 
M2 = M-~,sW,MI~,,, (2.19) 
then 
and 
det(M, - AI) = det(M, - AZ). 
Hence, the matrices M, and M, have the same eigenvalues, and similarly 
to (2.12) we can write 
c kdr, (2.20) 
J=l 
where Aj are the eigenvalues of M, and the components of the vectors qj(n) 
are polynomials of degree not exceeding k - 1. Let x’(n - $) = ~1, _ 1,2, and 
assume first that ci ~ 1,2 # 0 for all sufficiently large n, then from (2.20), 
lim ci + ,,Jcf, ~ 1,2 = I, > 0, (2.21) 
n-30 
where I, is an eigenvalue of M, (all Aj are positive). Therefore, the graph 
of xi(t) either does not cross the interval n - 4 < t < n + 4 or crosses it an 
even number of times (a zero of even multiplicity is treated as an even 
number of intersections). However, the latter possibility must be excluded. 
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Indeed, let pl, pz, . . . . pI designate the eigenvalues of A, then the equation 
for xi(t) in system (1.1) can be written as 
dx’(t)/dt = /LjX’( t) + g,(x( [ t + i],,, (2.22) 
where gi(x) is a linear form of the components of x. Since x’(t) is infinitely 
smooth in the open interval (n - +, n -t +), differentiating there (2.22) gives 
d2xi(t)/dt2 = pi dx’( t)/dt, 
and 
dx’(t)/dt = fl/(‘-“), n-&<t<n+f 
with pn constant in the above interval. If BN = 0, for a particular N, then 
x’(t) is constant in (N- t, N + 4). And if p,, # 0, then dx’/dt # 0 in 
(n - 4, n + +), which implies that x’(t) cannot cross this interval more than 
once. Hence, x’(t) has no zeros for sufficiently large t and is nonoscillatory. 
If CL- ,,2 = 0 for all sufficiently large n, then x’(t) identically equals zero, 
starting with some t. It remains to verify whether the sequence { ci, _ ,,2) can 
contain a proper infinite subset of zero terms. If this is so, consider an 
infinite sequence of pairs {CA _ 1,2, ck + 1,2} with CA _ 1,2 # 0 and ci + 1,2 = 0. By 
virtue of (2.21), for a sufficiently small E > 0 such that E -C ;lj (j = 1, . . . . r), we 
have 
O=C~+,,,lc~-,,,~~,-E, n > N(E). 
This contradiction concludes the proof. 
THEOREM 12. Zf the matrix M, is non-singular and has a positive 
eigenvalue and A is a diagonal matrix, then there exists an initial vector c,, 
such that the corresponding solution of problem (1.1) has a non-oscillatory 
component. 
Proof: Let x(t) be the solution of problem (1.1 ), then from (2.17) and 
(2.18) it follows that 
or 
c n+ l/2 = ~P41,2co. 
By virtue of (2.19), this can be written as 
C n+ 112 = TJnT-1Mu2~o, T= M-,,,S= (iii). 
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Since M, is non-singular, the same is true for M,,,, hence M,,,c, # 0 if 
c0 # 0. Assume, for simplicity, that J= diag(d,, . . . . 3LI) and 1, > 0, and put 
TP 1M1,2~0 = { 1, 0, . . . . O}. Then c,, r,* = { t,,L;, t,, A;, . . . . t,, A;} and there 
exists an element tiI # 0, hence 
lim ck + ,,Jc$ ~ ,,* = A1 > 0. 
The completion of the proof follows now from the last part of the previous 
theorem. 
THEOREM 13. Assume that the eigenvalues of M,, are positive distinct, the 
eigenvalues of A are real distinct, and A + B is non-singular. Then there 
exists an initial vector cc, such that the corresponding solution of system (1.1) 
has a component which is either non-oscillatory or identically equals zero, for 
sufficiently large t. 
Proof Suppose that x’(t) is an oscillatory solution component; then by 
virtue of (2.21), there exists an infinite set of intervals [n -4, n + 41 in each 
of which x’(t) has an even number of zeros. Hence, the derivative dx’(t)/dt 
has a zero in each of these intervals, and our purpose is to show that this is 
impossible for some i. From (2.3) and (2.1) we obtain 
dx,/dt = eACrpn)(A + B) t&c,,, (n - + < t < n + 4). 
There exist real matrices Q and S such that 
Qp’AQ=D=diag(pL,, p2, . . . . ~1, 
S-‘M,S=J=diag(l,, L2, . . . . 1,) 
and therefore, 
dx,/dt = Qe D”-“‘Q~‘(A + B) W’S-‘c,. 
Denote 
P=Q-‘(A+B)S=(p,), Q = (qijh S-‘co= {d,, dz, . . . . d,), 
then 
dx,/dt = (qtie“‘(‘-“)) p,(2), 
where 
p,(~) = { pllA;d, + ... + p,,$ d,, . . . . pr,l;d, + ... + p&d,}. 
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Hence, 
dx:,/dt= i hik(t-n)A; 
k=l 
and 
h,(t-?I)= i dkqilPj&+“). 
j=l 
(2.23) 
Choosing 
s-Q,= { l,O, . ..) 0) 
gives 
dxL/dt=hjl(t-n)IZ;. (2.24) 
Assuming there is an infinite sequence of integers n, and values t,,, such 
that n, - 4 < t, < n, + f and dxLm/dt = 0 at t = t,, we conclude from (2.23) 
and (2.24) that 
hil(tm-n,)= 2 q,iPjle~~,c’mp”m)=O. 
.j= 1 
Since - 4 < t, - n, < +, the analytic function hiI has an infinite number 
of zeros with a limit point in the interval [- t, $1. Hence, hiI = 0 
identically and 
4ijPJI = O, j= 1, . ..) r. 
In this equation the index i is fixed but we observe that, although the 
numbers n, and t, depend on i, the inequalities - f < t, - n, < 4 hold true 
for all i. Therefore, the assumption that all components of the solution 
corresponding to the initial vector 
are oscillatory leads to the conclusion that h,,(z) = 0 identically, for all i, 
that is, 
From here, 
4ij Pjl = 09 i, j= 1 7 ..., r. 
Pjl = O, j = 1, . . . . r, 
which is impossible since P is non-singular. 
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THEOREM 14. If the matrix MO has no positive eigenvalues and no 
eigenvalues with equal mod&, then each component of every solution of 
system ( 1.1) is oscillatory. 
Prooj Let the solution component xi(t) satisfy the condition x’(n) = ct 
and assume that CA # 0 for all sufficiently large n (otherwise, x’(t) is 
oscillatory). If lim, _ cc CL + r /c:, = Ai, where Ai is a negative eigenvalue of 
M,, then x’(t) is oscillatory. Since the eigenvalues of M0 are simple, then 
with constant coeffkients k, depending on the initial vector x(0) = cO, and 
if limc~+,/c~#;li<O, it r emains to consider the possibility when the 
asymptotic behavior of ci+ r c:, is determined by (kA”+’ + kAn+‘)/ 
(kA” + kin), where A, 2 are complex conjugate eigenvalues of M, and k, R 
as n+cc is described by (kAnt”‘+& 
are complex conjugate constants. But m this case, the behavior of ci 
n+m)/(kA”+RX”) f any t%$ , 0; 
m 2 1. Denote 
8 = arg 1, q5 = arg k, 
then 
W 
n+m+~~n+m )/(kA” + RX”) = “’ 
m cos(n0 + 4 + me) 
cos(n0 -I- q+) ’ 
We may assume cos(n0 + 4) # 0 for an infinite sequence of values of n, 
otherwise kl” + kX” = 0 for all suffkiently large n, and in this case a 
different eigenvalue would substitute for A in the preceding argument. We 
write 
cos(n0 + f$ + me) 
cos(nO + 4) 
= cos mtI - tan(n0 + 4) sin me 
and choose m so that cos mf3 is close to - 1 (hence, sin me is close to 0), 
that xi(t) is oscillat~&!c’<o 
which shows that ci 
f 
or infinitely many values of n and proves 
Remark. Theorems 8, 9, 11, 12, 13 hold true for system (1.3), under 
appropriate conditions on the matrix M, defined in (2.1). 
EXAMPLE 2. Consider the system [8] 
x’(t) = ax(t) + MCtl), 
y’(t) = v(t) + dx( Ctl) 
(2.25) 
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with the initial data x(0) = c,,, y(O) = b,. Let 1, and AZ be the roots of the 
characteristic equation 
AZ - (eU+ eC)A + e”+ “ +ea- l)(e’- l)=O, (2.26) 
corresponding to M,. If these roots are real, assume I, > I,. A solution 
(x, y) of (2.25) is said to be oscillatory if x and y both have arbitrarily 
large zeros on [O, co). Otherwise (x, y) is said to be non-oscillatory. 
Denote 
F(s)=c,(e”-s)+i(e”--l)b,, 
G(s)= b,(e’-s)+E(e’- l)c,, 
x(n) = c,, An)=b,. 
The system (2..25) has no oscillatory solutions if 
ac(e” - ec)’ < bd < acea + ’ 
-4(e”- l)(e’- 1) (e”- l)(e’- 1)’ 
because in this case A,, 1, > 0 and the matrix A with entries a,, = a, a,, = 0, 
a,, = 0, uz2 = c is diagonal. Also, (2.25) has no oscillatory solution if 
ac(e” - e’)’ 
-4(e”- l)(e’- 1) 
dbd and F(b) z 0, 
for in this case ;1, and II, are real and 
Hence, lim, _ oD c, + i/c, = A, > 0 and lim, _ co b,, ,/b, = A1 > 0. The system 
(2.25) has oscillatory solutions if 
bd < _ ac(e” -e’)’ 
4(e” - l)(e’- 1)’ 
(2.27) 
because (2.27) implies that Eq. (2.26) has complex roots. Also, (2.25) has 
oscillatory solutions if 
acea + ’ 
bd’(e”- l)(e’- 1) 
and F(4) =o, (2.28) 
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since inequality (2.28) means that (2.26) has real roots and I, > 0, A2 < 0. 
From F(&)=O we have c,+,/c, =A, <O and b,+,/b, =A, <O (clearly, 
F(L,) = 0 implies G(L,) = 0). Hence, every solution of (2.25) is oscillatory. 
Thus we conclude that a necessary and sufficient condition for the system 
(2.25) to have oscillatory solutions only is either (2.27) or (2.28). 
THEOREM 15. The solutions of problems (1.1) and (1.3) are periodic of 
period p if and only tf cp = q,, where p is a positive integer. 
Proof We prove the theorem for (1.3). If the solution x(t) is p-periodic, 
then x( t + p) = x(t) which implies cP = x(p) = x( 0) = cO. Conversely, since 
(1.3) is an autonomous system, it follows from the condition cP = c0 and 
from the uniqueness theorem that the solution coincides on the intervals 
0 < t < 1 and p < t < p + 1. Continuity of the solution implies cP+ i = 
x( p + 1) = x( 1) = ci , and the above process can be repeated for the intervals 
(1, 2) and [p + 1, p + 2) and for the following pairs, until we reach 
[p - 1, p) and [2p - 1,2p) and prove that the solution coincides on these 
intervals. Then by continuity czP = cP, and by induction it can be shown 
that the solution coincides on the intervals [0, p] and [np, (n + 1) p] for 
any integer n. 
Remark. This theorem remains valid for systems (1.1) and (1.3) with 
periodic coefficients of period 1. The solutions of non-homogeneous 
problems (2.5) and (2.9), in which f( t) is of period 1, are periodic of period 
p if and only if cP = c0 and cSP = cO. 
THEOREM 16. The solution of problem ( 1.1) is periodic of period p if and 
only if either of the following conditions is satisfied: 
(i) MOp=Z, 
(ii) c0 is an eigenvector of M,P corresponding to the eigenvalue A= 1 
of MOp. 
Proof The conclusion follows from the formula c,, = M,PcO and from 
the criterion cP = c,, for the existence of periodic solutions, which yield 
(M,P - I) q, = 0. 
THEOREM 17. The equality M,P = Z takes place tf and only if the matrix 
M, is diagonalizable and alI its eigenvalues A, satisfy A/’ = 1. 
Proof. Assume M,P = Z and write M, = SJS-‘, where J is a diagonal or 
Jordan matrix, then 
SJpS-’ = I. 
Hence, Jp = Z which means that J is diagonal and its eigenvalues are 
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p-order roots of unity. On the other hand, if M, is diagonalizable, then 
M, = SDS-‘, where D is a diagonal matrix and M,P = SDpS-‘. Since M, 
and D are similar, they have the same eigenvalues. By virtue of A,!’ = 1, for 
all eigenvalues of M,, we conclude that Dp = Z and M,P = I. 
COROLLARY. All solutions of system ( 1.1) are p-periodic if and only if M, 
is similar to a diagonal matrix and all its eigenvalues are p-order roots of 
unity. 
EXAMPLE 3. Let bd<O in (2.25), then every oscillatory solution of 
system (2.25) is periodic of period p if and only if 
ac(euiC- 1) 
bd=(e”- l)(e’- 1) 
and (2.29) 
where m and p are relatively prime and m = 1, 2, . . . . [(p - 1)/4]. Indeed 
since bd < 0 and the solution is oscillatory, the roots A, and 1, of (2.26) are 
complex. Therefore, the conditions Af = 1 and A$‘= 1 are equivalent to 
(2.29). 
If bd> 0, the roots A, and 1, of (2.26) are real. Since A, + & = ea + e’, the 
cases II, = 1, I, = -1, and A, = ,I, = -1 are impossible. The system (2.25) 
cannot have solutions of period p = 1, except constant solutions. Indeed, 
the case when all solutions of (2.25) have period 1 is dismissed because the 
equality M, = Z implies a = b = c = d= 0 (the entries of M, are m,, = e”, 
m 12 = b(e”- 1)/a, m 21 = d(eC - 1)/c, m,, = e’.). If some solutions of (2.25) 
are l-periodic, the initial vector x(O) = c,,, y(0) = b, is an eigenvector of M, 
corresponding to the eigenvalue 1, = 1. Hence, 
F(I,)=c,(e”-l)+i(e”-l)b,=O, 
G(i,)=b,(e’-I)+g(e’-l)c,=O, 
and 
CH = mdl(4 -u bn = G(W(A, -&I, 
which shows that the above solutions are constant. It remains to 
investigate the possibility 
A1=e”+e‘+ 1, II,= -1. (2.30) 
If 1, = -1 is an eigenvalue of M,, then 2: = 1 is an eigenvalue of M:. 
Therefore, (2.25) has solutions of period 2 if and only if the initial vector 
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(c,, b,) is an eigenvector of MI corresponding to its eigenvalue 1, = -1. 
Equations (2.30) for the roots of (2.26) are equivalent to the condition 
bd = ac(eU + 1 )(eC + 1) 
(e”- l)(e’- 1) ’ 
(2.31) 
We conclude that system (2.25) has periodic solutions of period p = 2 if and 
only if the conditions 
and (2.31) hold true. 
THEOREM 18. Zn addition to the conditions of Theorem 3, assume that 
f (t ) is periodic of period 1 and let 
fO = MI i/z Jb’ eA(“2pSlf(s) ds. (2.32) 
Then problem (2.5) has a solution of integer period p is and only if either of 
the following conditions is satisfied: 
(i) S, = 0, f(t) and c,, are arbitrary, where 
S,= f’ M,p-j, 
j=l 
(ii) S, # 0 and g, = (I- M,) c0 - fO is either zero or an eigenvector of 
M, corresponding to an eigenvalue I # 1, which is a p-order root of unity. 
Proof Since f(t) is of period 1, the substitution s --) s + n changes (2.7) 
to 
that is, f,, = fO, for all 
write cP = Mgk, and 
f, = MI:,, ji eA(1’2-S)f(s) ds, 
integers n. Following the proof of Theorem 3, we can 
k,=c,+ i M,jS,. 
,=l 
Hence, 
c,=M,pc,,+ i M,P-JfO, 
j=l 
409/137,1-16 
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and it remains to use the condition cP = c0 for the existence of p-periodic 
solutions to (2.5), to obtain 
(r-M~)Co-SpfO=O. (2.33) 
Since I- M,P = S,,(Z- M,), then 
S,((~-~,)c*-f*)=0. 
Furthermore, the substitution s + --n - 1 + s changes (2.7’) to Tn =yO, 
where 
J;, = -M;i Jbi eA(1’2-S)f(s) ds, 
that is, 
Jo= -M,if,. 
The condition c-,, = c0 leads to 
or 
J=l 
This can be written as 
which is equivalent to (2.33) and proves the theorem. Clearly, the equation 
S, = 0 implies M,P = Z, for p b 2. 
COROLLARY. In addition to the conditions of Theorem 3, assume that f (t) 
is of period 1. Then every solution of system (2.5) is of period p > 2 ttf and 
only if S, = 0. 
THEOREM 19. Every solution of system (2.5), in which f(t) is of period 1, 
is of period p = 1 if and only if M, = I and f0 = 0, where f0 is given by (2.32). 
In this case, 
s 
T(f) 
x(t) = co + eA(f(t) - “If(s) & 
0 
r(t)=t- [t+gj 
(2.34) 
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if none of the eigenvalues of A is of the form 27tin, i= &i, 
n=O, &l, f2 ,.... 
Proof: The criterion c, = cO, c ~ r = c0 for solutions of period p = 1 to 
(2.5) is equivalent to 
(~-~,)c,=f0. 
This equation is satisfied by arbitrary values of c0 if and only if M, = I and 
fO = 0. Hence, all fi = 0, and from (2.8), (2.8’) we get 
x(t) = M(z( t)) co + j’ eAcrds)f(s) ds, 
n 
(2.35) 
n = [t + i]. Furthermore, M, = Z means MI,* = M- 1,2, that is 
e(m4 + (e (I/2b- 1)A-‘B=e-“/2’A+(e-(1/2)A_~)A--1B, 
whence 
e(1/2)A _ e-(‘/2)A = (,-(l/z,A _ ,(1/2,A) A-‘& 
Since A has no eigenvalues of the form 2nin, the matrix eAi2 - ePA12 is non- 
singular and B = -A. By virtue of (2.1), M(t) = Z, and the substitution 
s + s + n changes (2.35) to (2.34). Simultaneously we have shown that if all 
solutions of system (1.1) are of period p = 1, they are constant, provided 
none of the eigenvalues of A is 2nin. 
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