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Este trabalho é concernente à teoria básica de percolação e representações gráficas
para o modelo de Ising/Potts sobre látices com presença de campos externos invariantes
e não invariantes por translação. Descrevemos, explicitamente, em termos do modelo de
aglomerados aleatórios, a função distribuição e, em consequência, o valor esperado de
um único spin para os modelos de Ising e de Potts de q-estados com campos externos
gerais. Consideramos, também, os estados de Gibbs para a representação do modelo
de Potts com campo magnético invariante e não invariante por translação, e provamos
uma versão da desigualdade FKG para o chamado modelo de aglomerados aleatórios
geral (modelo GRC), com condição de fronteira livre e conectada no caso invariante e
não invariante translacional.
Adicionando a hipótese de amenabilidade sobre o látice, obtemos a unicidade do
aglomerado infinito e a quase-localidade (quase certa) das medidas de Gibbs para o
modelo GRC com tais campos magnéticos. Como uma aplicação da teoria desenvolvida,
mostramos a unicidade das medidas de Gibbs para o modelo de Ising ferromagnético,
com campo magnético decaindo segundo uma lei de potência com potência suficiente-
mente pequena, como conjecturado em [23]. Finalmente, apresentamos uma pequena
introdução e alguns resultados sobre distância Mallows, dando algumas relações com
as medidas de Gibbs apresentadas previamente.
Palavras-chave: Modelo de Ising, Modelo de Aglomerados Aleatórios, Modelo de
Edwards-Sokal, especificações, distância Mallows e Mecânica Estatística.
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ABSTRACT
This work is concerned with the basic theory of percolation and graphical representation
for the Ising and Potts models over general lattices with invariant and non-translation
invariant external field. We explicitly describe in terms of the random-cluster represen-
tation the distribution function and, consequently, the expected value of a single spin
for the Ising and q-state Potts models with general external fields. We also consider the
Gibbs states for the Edwards-Sokal representation of the Potts model with invariant and
non-translation invariant magnetic field and prove a version of the FKG inequality for
the so called general random-cluster model (GRC model) with free and wired boundary
conditions in the invariant and non-translation invariant case.
Adding the amenability hypothesis on the lattice, we obtain the uniqueness of the
infinite connected component and the almost sure quasilocality of the Gibbs measures
for the GRC model with such general magnetic fields. As a application of the theory
developed, we show the uniqueness of the Gibbs measures for the ferromagnetic Ising
model with a positive power-law decay magnetic field with small enough power, as
conjectured in [23]. Finally we present a brief introduction and some results on Mallows
distance giving some relationship with Gibbs measures presented previously.
Keywords: Ising Model, random-cluster model, Edwards-Sokal model, specifications,
Mallows distance and Statistical Mechanics.
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I NTRODUÇÃO
Representações gráficas são ferramentas extremamente usadas no estudo de transição
de fase em Mecânica Estatística de Equilíbrio. Fortuin e Kasteleyn [51] marcaram o
inicio de quatro décadas de intensas atividades que produziram uma teoria completa
para sistemas invariantes por translação. Estas representações são usadas com êxito para
obter resultados não perturbativos para modelos de Ising/Potts sobre a rede hipercúbica
d-dimensional, usando métodos de percolação, por exemplo, a descontinuidade da
magnetização no ponto crítico p = pc (ponto de transição de fase) para os modelos
de Ising/Potts unidimensionais com interações do tipo 1/r2 [4], o conhecimento do
comportamento assintótico dos autovalores da matriz covariância do modelo de Potts
[28], o Teorema de Aizenman-Higuchi sobre a descomposição de Choquet dos modelos





é crítico para percolação no modelo de aglomerados aleatórios com parâmetro q > 1
(veja referência [12], e para uma revisão dos detalhes da prova deste resultado veja,
também, referência [120]). Para uma introdução detalhada ao estudo do modelo de
aglomerados aleatórios, veja as referências [42, 59, 65, 75].
A relação entre representações gráficas e transição de fase em modelos de Ising/Potts
é tipicamente considerada com respeito ao modelo de aglomerados aleatórios (modelo
RC) via acoplamento de Edwards-Sokal. Muitos trabalhos empregando tais repre-
sentações usam modelos de spins com campos magnéticos nulos ou invariantes por
translação, no entanto, neste trabalho, analisaremos representações gráficas de modelos
de Ising/Potts com presença de campos arbitrários e não invariantes por translação, o
que é significativamente mais complicado tratar, por diversas razões: quando condições
de fronteira gerais são consideradas, a propriedade FKG é difícil de provar (como
previamente foi advertido em [20]), esta propriedade nem sempre é válida para certas
condições de fronteira. Na ausência de campo magnético, transição de fase no sistema
pode ser diretamente detectada por representações de aglomerados aleatórios, porém,
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sua relação se torna delicada quando, em alguns casos, a transição de fase (no sentido
de percolação) no modelo de aglomerados aleatórios não corresponde à transição de
fase no modelo spin correspondente. Tais dificuldades também aparecem na análise
dos estados de Dobrushin [60], na construção de um estado de Gibbs, do modelo de
aglomerados aleatórios que não é invariante por translações na densidade crítica p = pc
com q suficientemente grande [32], e o efeito das condições de fronteiras fracas no
modelo de Potts de q-estados [29].
A ausência de simetria (presença de campo magnético externo) traz perguntas sobre
a(s) cor(es) do(s) aglomerado(s) infinito(s), o que não é necessário ser abordado no caso
do campo magnético nulo, por exemplo. Além disso, a não invariância translacional
causa muitos problemas técnicos quando se usa resultados básicos da teoria clássica
de modelos de spins e Teoria Ergódica. Para evitar confusão neste trabalho, os termos
transição de fase e temperatura inversa crítica serão unicamente empregados para
expressar mudança no número de medidas de Gibbs quando a temperatura varia.
Este trabalho é motivado por trabalhos recentes sobre modelos de Ising ferromagnéti-
cos com presença de campos externos não uniformes [10, 23, 24, 78, 96, 97]. Estamos
interessados no desenvolvimento da teoria de representações gráficas para modelos não
invariantes por translação. No entanto, o problema de classificação de campos magnéti-
cos positivos, tal como o modelo de Ising ferromagnético sobre a rede bidimensional,
passa através de uma transição de fase de primeira ordem, em termos do decaimento
exponencial e do decaimento segundo uma lei de potencia. O Hamiltoniano formal do






onde a primeira soma percorre sobre todos os pares de primeiros vizinhos. Neste
modelo, se o campo magnético externo h = (hi : i ∈ Zd) satisfaz lim inf hi > 0, foi
provado em [24] que para qualquer temperatura positiva o conjunto das medidas
de Gibbs é unitário. Para campos externos positivos limitados inferiormente, uma
conclusão similar foi obtida por Lee e Yang em [87]. Na referência [23], os autores
consideraram um campo magnético positivo que decai segundo uma lei de potência
α > 0, isto é, o campo magnético externo é dado por hi = h∗/‖i‖α, onde h∗ é uma
constante positiva (veja Figura 1), para provar que: o estudo da existência ou não
existência de transição de fase, do modelo de Ising, se reduz a análise dos diversos casos
quando os parâmetros α e h∗ variam, por exemplo, os autores usaram a desigualdade
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Isoperimétrica sobre Zd e o argumento de Peierls para mostrar que o referido modelo
apresenta transição de fase de primeira ordem, para (toda dimensão) d > 2 e para
qualquer expoente α > 1.
Figura 1: Esboço gráfico do campo externo hx = h∗/‖x‖α com α = 1.
Por outro lado, se α < 1, os autores (na referência [23]) provaram, através de expansões
de contornos, que a unicidade das medidas de Gibbs se mantêm em baixas temperaturas
e, por meio de outros métodos (Teorema da unicidade de Dobrushin), provaram,
também, a unicidade em altas temperaturas, o que lhes motivou a afirmar a seguinte
conjectura: o conjunto das medidas de Gibbs em qualquer temperatura positiva é
(um conjunto) unitário. Os autores em [23] justificaram, via extensão do seus resultados
a qualquer temperatura positiva, que esse fato não era óbvio através do uso de técnicas
conhecidas. Como uma aplicação da teoria desenvolvida nesta tese, nós provaremos
que, de fato, a conjectura se mantém. Logo, o intervalo de unicidade e não unicidade
para o modelo de Ising ferromagnético (sobre a rede hipercúbica d-dimensional, d > 2)
com campo externo hi = h∗/‖i‖α, onde α > 0 e h∗ > 0, ficará como a seguinte figura.
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Isso será feito por estender alguns resultados (representações gráficas do modelo de
Potts com campos externos) do trabalho [20] a um novo cenário com presença de
campos externos não invariantes por translação.
Esta tese está organizada em 7 capítulos. O Capítulo 1 está destinado a apresentar
alguns conceitos e resultados elementares da teoria de grafos que serão usados à
medida que forem necessários na exposição deste trabalho. No Capítulo 2 começamos
estudando um dos modelo mais simples da Mecânica Estatística: o modelo de percolação
independente ou modelo de Bernoulli. Introduziremos a probabilidade de percolação
e mostramos como este conceito nos levará à definição de transição de fase e de
ponto crítico pc(q). Em seguida, estudaremos que, quando p < pc (fase subcrítica),
os aglomerados abertos contendo um determinado vértice de Zd têm a propriedade
de ser controlados pelo decaimento exponencial de certas probabilidades. Já na fase
supercrítica, isto é quando p > pc, por meio de técnicas usuais, estudaremos a existência
de um único aglomerado infinito (quase certamente, notação: q.c.). Enfatizamos
que a fase supercrítica tem sido palco recente de grandes resultados sobre a relação
entre o modelo de Ising/Potts e o modelo de aglomerados aleatórios. Aqui, merece
grande destaque a prova da chamada Construção de Wulff para o modelo de Ising
na fase supercrítica. Uma versão da construção de Wulff é válida para o modelo de
aglomerados aleatórios, mas sujeita a uma forte restrição no parâmetro p. Acredita-se
que essa construção possa ser feita até o ponto crítico pc, mas essa conjectura ainda
permanece em aberto, mesmo quando q = 1 e 2. Outro “grande problema” nesta área é
a prova da unicidade quase certa do aglomerado infinito quando p > pc. Essa prova
será dada aqui, no Capítulo 3, para todo q > 1.
A primeira parte do Capítulo 3 é composta da teoria sobre grafos finitos gerais, com
condições de fronteira livre, onde os resultados principais são extensões do acoplamento
de Edwards-Sokal para campos externos gerais, os quais nos permitirão fazer o cálculo
explícito (em termos do modelo RC) da função distribuição de um único spin no
modelo de Ising com presença de campo externo geral e de seus valores esperados
respectivos. Na segunda parte desse capítulo, apresentaremos alguns resultados já
conhecidos do modelo de aglomerados aleatórios para o caso em que se tem ausência
de campo externo. Nessa direção, apresentaremos propriedades como desigualdades de
correlações, unicidade de medidas, unicidade do aglomerado infinito e perda de quase-
localidade que naturalmente serão generalizadas nos Capítulos 5 e 6. A autodualidade
da rede bidimensional Z2 é complementada pela relação de dualidade para as medidas
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do modelo de aglomerados aleatórios em grafos planares, e essa ferramenta permite
uma compreensão muito grande do comportamento desse modelo em duas dimensões.
Uma das conjecturas mais importantes sobre esse modelo em dimensão dois era que





q , q > 1. Esse fato
era conhecido para q = 1 (percolação) e, na verdade, esse foi um dos resultados mais
celebrados da década da percolação (precisamente, a década de 80). Para q = 2 o cálculo
exato foi feito, primeiramente, pelo Físico-Químico Lars Onsager, que, por isso, recebeu
o prêmio nobel de Química em 1968. Alguns anos mais tarde, em um célebre artigo
(veja referência [112]), Smirnov definiu um observável para o modelo de aglomerados
aleatórios no ponto autodual com q = 2 e o usou para obter a invariância conforme no
limite de escalas do modelo de Ising. Isso possibilitou que Smirnov reobtivesse diversos
resultados de Onsager, mas introduzindo uma nova maneira de fazer o cálculo explícito
da temperatura crítica do modelo de Ising. Por esse importante resultado, Smirnov, em
2010, acabou recebendo a Medalha Fields, que é um dos prêmios de maior prestígio na
comunidade matemática.
No Capítulo 4, faremos um estudo básico da teoria de especificações e medidas de
Gibbs, segundo o livro de [57]. A teoria apresentada nesse capítulo nos fornece um
algoritmo para a construção de especificações, com a finalidade de estudar a estrutura
das conhecidas medidas de Gibbs e das especificações Gibbsianas. No desenvolvimento
da teoria, nos preocupamos em esclarecer as definições e resultados via exemplos.
Salientamos que a teoria apresentada nos capítulos anteriores somadas ao deste capítulo
servem como base teórica elementar para uma compreensão completa dos capítulos
posteriores. Para leitores sem experiência na literatura, recomendamos o estudo em
sequência da ordem dos capítulos apresentados neste texto. Porém, leitores com
experiência podem começar sua leitura a partir deste capítulo ou segundo as conexões
de dependência apresentadas no final desta seção. Em todo o texto iremos expor
definições, exemplos e observações, com a finalidade de tornar o texto quase autocontido,
facilitando, assim, o entendimento do leitor.
O Capítulo 5 é constituído pelo estudo do trabalho [20]. Nesse capítulo, apresen-
taremos os modelos de Potts, Edwards-Sokal e de aglomerados aleatórios (modelo
GRC) com presença de campos externos invariantes por translação com suas principais
relações e propriedades. Salientamos que nossos resultados são baseados na referência
[20], e é por isso que optamos por apresentar todas as contas em detalhe, uma vez que,
no Capítulo 6, precisaremos de resultados do Capítulo 5, que, em alguns casos, foram
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essencialmente provados para campos gerais, e nosso trabalho foi simplesmente indicar
as adequadas modificações técnicas. Já o Capítulo 6 é concernente aos modelos de Potts,
de Edwards-Sokal e de aglomerados aleatórios gerais (modelo GRC) com presença de
campos externos não invariantes por translação e com condições de fronteiras gerais.
Como havíamos mencionado, este capítulo é inspirado pela referência [20], onde esten-
demos seus resultados a campos magnéticos não invariantes por translação, o que é uma
variação não trivial. Resultados fundamentais, como a desigualdade FKG, requerem
adaptações não triviais e, por essa razão, apresentamos os detalhes da prova para condi-
ções de fronteira livre e conectada no chamado modelo GRC com campos externos não
invariantes por translação. Quando o campo externo é nulo, a medida de aglomerados
aleatórios perde a propriedade fundamental de quase-localidade das medidas de Gibbs,
no entanto, é possível ter dita propriedade quase certamente por assumir a unicidade
do aglomerado infinito (quase certamente). Para um campo magnético não nulo sobre a
rede (hipercúbica d-dimensional), esse fato foi provado primeiramente em [101]. Não
obstante, a geometria do grafo, nesse tipo de questão, é muito importante porque, para
alguns grafos não amenáveis ( isto é, aqueles grafos que possuem a propriedade que, ao
selecionar vértices para formar subgrafos conexos, sempre produz a mesma quantidade
ou mais arestas na fronteira que quantidade de vértices ), tais como as árvores regulares,
a propriedade de quase-localidade (quase certa) falha (veja referências [48, 68]). Para
medidas de aglomerados aleatórios com campos magnéticos invariantes por translação,
definidos sobre grafos amenáveis, quase-localidade quase certa foi provada em [20] para
esses tipos de medidas tendo (quase certamente), no máximo, um aglomerado infinito.
Esses resultados foram redescobertos aqui para modelos GRC com campos magnéticos
não invariantes por translação. As provas da unicidade do aglomerado infinito e da
quase-localidade da medida de Gibbs são dadas e novas ideias são introduzidas para
contornar a perda de invariância translacional.
A conjectura que formula a unicidade das medida de Gibbs para o modelo de Ising
com campo externo decaindo segundo uma lei de potência (α < 1) é provada na Seção
6.6. Como corolário de uns dos principais resultados (especificamente, Teorema 6.19) do
Capítulo 6, temos obtido uma caracterização do inverso da temperatura crítica βc(J , h)
do modelo de Ising ferromagnético definido pelo Hamiltoniano (1), onde hi = h∗/‖i‖α,
e α > 1 sobre a rede hipercúbica d-dimensional. Poucos fatos são conhecidos sobre o
inverso da temperatura crítica. Por exemplo, quando o campo magnético externo é
positivo no modelo de Ising bidimensional definido por (1) com acoplamento constante
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J ≡ 1 e ∑i∈Z2 hi < ∞, segue da solução exata de Osanger e de um resultado geral [57]
sobre perturbações somáveis das medidas de Gibbs que βc(J , h) = 12 log(1 +
√
2). De [24]
segue que βc(J , h) = +∞ sempre que lim inf hi > 0 em qualquer dimensão. A última
seção do Capítulo 6 contém a prova de que βc(J , h) é trivial, isto é, βc(J , h) = +∞ quando
hi = h∗/‖i‖α e α < 1. Os casos mais interessantes são aqueles onde temos transição de
fase e o campo magnético é dado por hi = h∗/‖i‖α, com 1 < α < 2 (não somável sobre o
látice todo). Para tais casos é somente conhecido o fato de que o inverso da temperatura
crítica tem a seguinte limitação inferior: log(1 +
√
2) 6 βc(1, h), o qual é derivado das
desigualdades de correlações. Não é conhecido que a desigualdade de Simon-Lieb
[88, 111], o Teorema de Aizenman-Barsky-Fernández [3] e outras caracterizações do
ponto crítico (por exemplo, veja referência [44]) possam ser estendidos para o caso
hi = h∗/‖i‖α, com 1 < α < 2.
Figura 2: Enfatizamos que, os resultados que constituem parte do aporte principal de
esta tese são aqueles capítulos que estão em caixas sombreadas. No entanto,
no Capítulo 3, ressaltamos simplesmente a Seção 3.3.
Finalmente, no Capítulo 7, apresentaremos alguns resultados que foram obtidos
como consequência de estudar o conceito de distância Mallows [34]. Começaremos
definindo distância Mallows, no sentido da distância de Wasserstein [121] e provaremos
uma equivalência com a definição usual de distância Mallows (veja referências [41, 92]).
Este capítulo está dividido em duas seções. A primeira está destinada ao estudo
de convergência em distância Mallows para distribuições de somas que envolvem
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variáveis aleatórias associadas e estacionárias. Como aplicação de nossos resultados,
estabeleceremos alguns exemplos onde relacionaremos a transição de fase do modelo de
Ising unidimensional (sem presença de campo externo) com a convergência em distância
Mallows. Por outro lado, na segunda seção tiraremos a hipótese de estacionaridade das
variáveis aleatórias envolvidas e usaremos a desigualdade de Newman (veja referência
[99]) para ter certo grau de independência no processo.
O texto pode ser lido linearmente ou seguindo as relações de dependências entre os
capítulos como se mostra na Figura 2 (acima).
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1 CONCE ITOS ELEMENTARES DE TEOR IA
DE GRAFOS
As definições e resultados que apresentaremos neste capítulo podem ser encontrados
em qualquer livro elementar de teoria de grafos, por exemplo veja referência [26].
Um grafo L = (V,E) é um par ordenado, onde V é um conjunto arbitrário e E é uma
coleção de subconjuntos de V de cardinalidade dois, isto é, E ⊂ {{i, j} ⊂ V : i 6= j}. O
conjunto V é chamado de conjunto de vértices de L e E é chamado de conjuntos de
arestas de L. Um grafo L = (V,E) é dito finito se |V|< ∞ 1, caso contrário, dizemos que
L é infinito. Se V é enumerável, dizemos que o grafo L é enumerável. Um caminho γ
em um grafo L é uma sequência alternada de vértices e arestas (v0, e1, v1, e2, · · · , en, vn),
tal que vi 6= vj para todo 0 6 i, j 6 n− 1, vn ∈ V \ {v1, v2, · · · , vn−1} e ej = {vj−1, vj},
para todo 1 6 j 6 n. Em outras palavras, o conjunto de vértices de um caminho é
formado por elementos distintos com exceção possivelmente de v0 = vn. Neste último
caso, dizemos que γ é um caminho fechado, ciclo ou circuito. Desta forma, se um
caminho γ não é fechado, então ele é necessariamente autoevitante, no sentido de que
um vértice arbitrário de L é visitado pelo caminho γ, no máximo, uma vez.
Dado um caminho γ = (v0, e1, v1, e2, · · · , en, vn), dizemos que v0 e vn são os vértices
inicial e final de γ, respectivamente, e que γ conecta v0 a vn. Vamos convencionar
que qualquer vértice está conectado a si mesmo. O comprimento de um caminho
γ = (v0, e1, v1, e2, · · · , en, vn) será denotado |γ| e definido como sendo o número de
arestas que γ possui, e que, neste caso, é exatamente n.
Dizemos que um grafo L = (V,E) é conexo se para qualquer par de vértices distintos
x, y ∈ V existe um caminho γ em L conectando x a y. Dizemos que um grafo L
é desconexo se L não é um grafo conexo. Dado um grafo L = (V,E) definimos a
componente conexa de um vértice x ∈ V como sendo o conjunto de todos os vértices
1 Aqui |A| denota a cardinalidade do conjunto A
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y ∈ V tais que x e y estão conectados. A componente conexa de um vértice x ∈ V é
comumente chamada, em Mecânica Estatística, de aglomerado do vértice x. Dados L =
(V,E) um grafo arbitrário e os vértices x, y ∈ V, definimos a distância entre estes dois
vértices, notação d(x, y), da seguinte forma: se x = y, então d(x, y) = 0; se y não pertence
ao aglomerado de x, então d(x, y) = ∞; e finalmente se y 6= x e, além disso, y pertence
ao aglomerado de x, então d(x, y) = inf{|γ|: γ é um caminho conectando x a y}.
Dizemos que G = (V, E) é um subgrafo de L = (V,E) se G tem estrutura de grafo
e, além disso, V ⊂ V e E ⊂ E. Quando G for um subgrafo de L, vamos escrever
simplesmente G ⊂ L. Todas as noções introduzidas acima para grafos são generalizadas,
de maneira natural, para subgrafos.
De agora em diante, vamos reservar a notação L ≡ (V,E) para denotar um grafo
infinito enumerável e conexo. Frequentemente, vamos nos referir a L como sendo uma
rede ou um látice. Para designar um subgrafo finito da rede L, vamos usar a notação
G = (V, E). O conjunto V será chamado de volume finito, caixa finita ou simplesmente
volume ou caixa.
Existem várias noções de fronteira de um subgrafo G = (V, E) ⊂ L. Neste trabalho,
definiremos as fronteiras interna e externa que, por sua vez, podem ser dadas com
respeito a vértices ou arestas. Para este trabalho, será mais conveniente adotar as defini-
ções de fronteiras externa e interna de vértices, já que as fronteiras tanto externa como
interna de arestas serão definidas em seu respectivo contexto quando for necessário.
Figura 3: Esboço gráfico da fronteira externa de um volume V nas redes hipercúbicas
L2 = (Z2,E2) (lado esquerdo) e L3 = (Z3,E3) (lado direito).
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Definição 1.1 (Fronteira externa de um subgrafo). Seja G = (V, E) ⊂ L. Definimos a
fronteira externa de V como sendo o seguinte conjunto de vértices da rede
∂V ≡ {x ∈ V \V : d(x, V) = 1},
onde d denota a distância no grafo L definida acima (veja Figuras 3 e 4).
Figura 4: Esboço gráfico da fronteira externa de uma caixa V na árvore binária T+2 (lado
esquerdo) e na árvore homogênea T2 de grau 3 (lado direito).
Definição 1.2 (Fronteira interna de um subgrafo). Seja G = (V, E) ⊂ L. Definimos por
fronteira interna de V como sendo o seguinte conjunto de vértices da rede
∂V ≡ {x ∈ V : d(x,V \V) = 1},
onde d denota a distância no grafo L definida anteriormente.
Observação 1.1. Nas definições de fronteira externa e interna de um grafo, adotamos a mesma
notação para estes conceitos. Quando seja necessário, explicitaremos o tipo de fronteira com que
se está trabalhando.
Na continuação, daremos algumas definições e um lema que serão úteis quando, nos
Capítulos 2 e 3, provarmos a unicidade (quase certa) do aglomerado infinito para os
modelos de percolação independente e de aglomerados aleatórios.
Definição 1.3. Seja L = (V,E) um grafo conexo. Um vértice x ∈ V é denominado ponto triplo
para L se:
a) existem apenas três arestas de E incidentes a x e;
b) o grafo L\ {x} = (V \ {x},E \ {e1, e2, e3}), onde e1, e2, e3 são arestas incidentes a x,
tem exatamente três aglomerados. Chamaremos de ramos os conjuntos de vértices desses
três aglomerados e usaremos a notação E1(x), E2(x), E3(x) para designá-los.
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Lema 1.2 (Veja referência [50]). Seja L = (V,E) um grafo conexo.
i) Se x1, · · · , xn são pontos triplos distintos de L. Então para algum i, dois de três ramos em
xi, digamos E2(xi) e E3(xi), não contêm nenhum dos outros pontos triplos {x1, · · · , xn} \
{xi}.
ii) Seja G = (V \ E3(xi), E \ E[E3(xi)]) o subgrafo de L, onde E[E3(xi)] é o conjunto de
todos as arestas incidentes aos vértices do conjunto E3(xi). Então, {x1, · · · , xn} \ {xi}
são pontos triplos para L.
iii) Sejam x1, · · · , xn pontos triplos distintos para L. Entre os 3n ramos Ei(x1), Ei(x2), · · ·,
Ei(xn), i = 1, 2, 3 encontramos, pelo menos, n + 2 ramos disjuntos.
Definição 1.4. Um ponto triplo é um “ponto triplo especial" se seus ramos são infinitos.
Grafos Planares
A teoria de dualidade planar fornece uma técnica interessante para o estudo da
percolação independente (ou de Bernoulli) e do modelo de aglomerados aleatórios, que
serão estudados nos próximos capítulos. Intuitivamente, um grafo é chamado planar
se este pode ser mergulhado em R2, de tal forma que quaisquer duas de suas arestas
se interceptam somente em um vértice comum. Mais precisamente, fixe um conjunto
infinito de pontos p1, p2, · · · em R3 tal que qualquer plano pi ⊂ R3 possui, no máximo,
três destes pontos. Denotamos por (pi, pj) o segmento de reta unindo pi a pj. Para cada
subgrafo G = (V, E) ⊂ L, vamos construir um espaço topológico R(G) em R3 usando









O espaço topológico R(G) é chamado de uma realização de G. Observamos que, se
construímos uma outra realização de G, digamos R˜(G), a partir de uma outra sequência
p˜1, p˜2, · · · também com a propriedade de que nenhum plano de R3 contém mais de
três pontos desta coleção, então as realizações R˜(G) e R(G) são homeomorfas. Este fato
mostra que a seguinte definição independe da escolha da sequência p1, p2, · · ·
Observamos que a definição de R(G) dada acima se estende, naturalmente, para o
caso em que G = L é um grafo infinito enumerável, isto é, V tem a cardinalidade de N.
Definição 1.5 (Grafo Planar). Um grafo G = (V, E) enumerável é dito planar se R(G) é
homeomorfo a algum subconjunto do plano R2.
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Observamos que, para todo grafo planar G sempre existe um homeomorfismo ϕ
que leva R(G) em um subconjunto ϕ(R(G)) ⊂ R2, de forma que cada aresta de G é
representada no plano por um segmento de reta (para maiores detalhes veja [26], p. 20).
Se G é um grafo planar, então a menos de homeomorfismos, podemos pensar em
R(G) como um subconjunto de R2. Cada componente conexa de R2 \ R(G) é chamada
de uma face de G. Com as noções introduzidas acima, podemos provar a famosa 1a
Fórmula de Euler para grafos planares.
Teorema 1.3 (1a Fórmula de Euler). Seja G = (V, E) um grafo conexo, finito e planar. Se f
denota o número de faces de G, então
|V|−|E|+ f = 2.
Demonstração. A prova será feita por indução no número de faces de G. Se f = 1,
então G não contém ciclos e, portanto, é um grafo árvore. Já para todo grafo árvore
|E|= |V|−1, temos que a fórmula é verdadeira. Vamos supor, agora, que f > 1 e que
o resultado é verdadeiro para valores menores que f . Seja {a, b} uma aresta contida
em algum ciclo de G. Já que um ciclo separa o plano em duas faces, a aresta {a, b} está
contida na fronteira destas duas faces que vamos denotar por S e T.
Figura 5: Os grafos G e G′.
Considere o grafo G′ obtido a partir de G pela remoção da aresta {a, b}, como foi
feito na Figura 5. Observe que G e G′ têm as mesmas faces, exceto as faces S e T que,
após a remoção da aresta {a, b}, se fundiram em uma nova face que chamaremos de U.
Se f ′ denota o número de faces de G′, segue, da hipótese de indução, que
|V|−(|E|−1) + f ′ = 2.
Usando que f ′ = f − 1, na última igualdade, temos |V|−|E|+ f = 2.
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O seguinte resultado é consequência direta da 1a Fórmula de Euler, conhecida como
2a Fórmula de Euler, cuja aplicação será fundamental quando estudarmos o conceito de
dualidade de um grafo.
Corolário 1.4 (2a Fórmula de Euler). Seja G = (V, E) um grafo (não necessariamente conexo),
finito e planar. Se f denota o número de faces de G, e K o número de componentes conexas de G,
então
|V|−|E|+ f = K + 1.
Demonstração. Sejam |Vi| o número de vértices, |Ei| o número de arestas e fi o número
de faces da i-ésima componente conexa de G, com i = 1, · · · , K. Pelo teorema anterior,
temos
|Vi|−|Ei|+ fi = 2, i = 1, · · · , K. (2)
Observamos que |V|= ∑Ki=1|Vi|, |E|= ∑Ki=1|Ei| e que o número ∑Ki=1 fi conta K-vezes a
única face infinita de G, logo, ∑Ki=1( fi − 1) + 1 contará o número de faces no grafo G
(incluindo a única face infinita de G). Isto é, f = ∑Ki=1( fi − 1) + 1.
Somando em i na equação (2), finalmente, obtemos
|V|−|E|+( f + K− 1) = 2K,
o que conclui a prova.
Definição 1.6 (Ponte). Seja G = (V, E) um grafo finito. Uma aresta e ∈ E é chamada de ponte,
se o grafo (V, E \ {e}) tem uma componente conexa a mais do que G.
Seja G um grafo finito conexo planar com |V| vértices, |E| arestas e f faces. Denote
por fi o número de faces tendo exatamente i arestas em suas fronteiras. Claramente,
∑
i
fi = f ,




i fi = 2|E|.
Definição 1.7 (Cintura). A cintura g de um grafo G é o número de arestas dos ciclos de menor
comprimento em G. Se G é acíclico, então dizemos que a cintura de G é infinita, isto é g = ∞.
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Teorema 1.5. Se G = (V, E) um grafo planar com |V|> 3, então |E|6 3|V|−6. Além do mais,







Demonstração. Observe que a primeira afirmação se reduz ao caso g = 3. Logo, é
suficiente mostrar que a segunda afirmação é válida. Se |V|6 g− 1, então claramente G
é acíclico. Logo, |E|6 |V|−1. Vamos supor que g 6 |V| e que a afirmação seja válida
para todo grafo planar G′ = (V′, E′) tal que |V′|< |V|. Podemos assumir sem perda de
generalidade que G é conexo. Se existe uma ponte e ∈ E′, então G′ \ {e} é união de




















Por outro lado, se G não possui pontes, então sabemos que






i fi = 2|E|.
Pela Fórmula de Euler, temos |E|+2 = |V|+ f 6 |V|+ 2g |E|, de onde segue que |E|6
g
g−2 (|V|−2).
Corolário 1.6. O toro bidimensional T(m) ≡ (Z/mZ)× (Z/mZ), de comprimento m, não é
um grafo planar.
Demonstração. O toro T(m) tem m2 vértices e 2m2 arestas. Uma vez que sua cintura é
g = 4, se T(m) fosse um grafo planar, então pelo teorema acima teríamos
2m2 6 4
4− 2(m
2 − 2) = 2m2 − 4,
o que é um absurdo.
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Dualidade
Um laço em um grafo é um tipo especial de aresta, cujas extremidades são formadas
pelo mesmo vértice. Na literatura, esse novo objeto matemático é normalmente chamado
de multigrafo, mas, por questão de simplicidade vamos nos referir a tais objetos, neste
texto, simplesmente por grafos. De agora em diante, vamos assumir que os grafos
envolvidos podem possuir laços.
Seja G = (V, E) um grafo planar (finito ou infinito) em L. Obtemos seu grafo dual
G∗ = (V∗, E∗) como segue: colocamos um novo vértice, que chamaremos de vértice dual,
dentro de cada face de G, incluindo as faces infinitas de G, caso existam. Para cada
e ∈ E, colocamos uma aresta dual e∗ = {x∗, y∗}, unindo os dois vértices duais nas duas
faces de G separadas por e. Se essas duas faces são as mesmas, temos que x∗ = y∗ e,
portanto, e∗ é um laço. Assim, dado um grafo planar G, sempre é possível obter seu
grafo dual G∗. O grafo G (resp. G∗) é chamado de grafo primal (dual) (veja Figura 6).
Figura 6: O grafo G (em linhas contínuas) e seu grafo dual G∗ (em linhas tracejadas). O
grafo G tem uma face infinita e o grafo dual G∗ tem um laço. Exibe-se a aresta
e = {x, y} no grafo primal G e sua aresta dual e∗ = {x∗, y∗} no grafo dual G∗.
Assim, V∗ está em correspondência biunívoca com o conjunto de faces de G, e E∗ está
em correspondência biunívoca com E.
O seguinte lema de contagem será de vital importância quando, nos Capítulos 5 e 6,
tentarmos obter representações gráficas dos modelos de Ising e de Potts.
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Lema 1.7 (Lema de contagem). Seja G = (V, E) ⊂ L um subgrafo finito, (Ae)e∈E e (Be)e∈E
duas famílias de números reais. Então
∏
e∈E








onde E′ é um subconjunto arbitrário de arestas de G. Quando E′ ou E \ E′ forem vazios,
convencionamos que o produtório sobre estes conjuntos é igual a um.
Demonstração. Para provar este lema, procederemos, por indução, sobre o número de
arestas do grafo G, tendo em conta que, por convenção, o produtório sobre o conjunto
vazio é igual a um. De fato, se |E|= 1 com E = {b}, então















Se |E|= 2 com E = {b1, b2}, então































Assumindo que a identidade deste lema é válida quando |E|= n > 1, provaremos que
∏
e∈E








onde |E|= n + 1. De fato, sem perda de generalidade, definimos E = E∗ ∪ {b}, onde
|E∗|= n. Veja que usando a hipótese indutiva, temos
∏
e∈E
(Ae + Be) = (Ab + Bb) ∏
e∈E∗
(Ae + Be)



















































De (4) e (5), conclui-se a prova.
Exemplo 1.1 (Prova alternativa do Binômio de Newton). Fazendo Ae = x, be = y e |E|= n,
pelo Lema 1.7, temos













onde, na segunda igualdade, fizemos um rearranjo dos elementos da soma. Por indução em r,
pode-se verificar que ∑E′⊂E
|E′|=r










Juntando o termo inicial e o final na igualdade acima, obtemos a prova do Binômio de Newton.
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2 PERCOLAÇÃO INDEPENDENTE
Neste capítulo, abordamos um dos modelos importantes da Mecânica Estatística: o
modelo de percolação independente (ou de Bernoulli). Esse modelo aparece pouco
depois de 1957, com a finalidade de modelar matematicamente meios porosos. O
referido modelo tem sido intensamente estudado e sobre ele já foi produzida uma
quantidade numerosa de trabalhos notáveis. Em 1960, Piet Kasteleyn notou que o
modelo de percolação independente satisfazia as propriedades das chamadas leis
série/paralelo (veja Teorema 3.91 de [65], p. 62 para uma referência). Essa simples
observação levou Piet Kasteleyn e Cees Fortuin a formularem o conhecido modelo de
aglomerados aleatórios, o qual será estudado pormenorizadamente no próximo capítulo.
Esse novo modelo é basicamente determinado por dois parâmetros, p e q, onde p ∈ [0, 1]
e q > 0. Se, no modelo de aglomerados aleatórios fizermos q = 1, obteremos o modelo
de percolação independente. Se fizermos q = 2, podemos relacionar esse modelo com o
modelo de Ising e, em caso mais geral, podemos relacionar com o modelo de Potts de
q ∈ {1, 2, · · ·} estados via medida de acoplamentos de Edwards-Sokal. Os detalhes das
relações mencionadas acima serão estudados nos próximos capítulos.
O modelo de percolação independente é provavelmente o mais simples da Mecânica
Estatística (veja referências [33, 42, 50, 64]). Esse tipo de percolação foi introduzido por
Broadbent e Hammersley em 1957 como um modelo para estudar o comportamento
dos fluidos em um meio poroso. Percolação é a ação ou processo de passar um líquido
através de um meio, para filtrar ou para extrair substâncias desse meio. A percolação é
um fenômeno da vida cotidiana, por exemplo: podemos dizer que a água em forma de
vapor “percola” através do café moído na cafeteira. Porém, se a concentração de café
no filtro fosse extremamente alta, a água poderia não percolar, pois não encontraria
espaços livres entre os poros para fazê-lo. Outros exemplos de percolação são:




X A percolação de infecções ou epidemias através de uma população: se a proba-
bilidade de contágio é alta, a infecção se propagará ou percolará em uma dada
população.
2.1 definição formal do modelo
Uma configuração ω sobre o grafo L = (V,E) é um elemento do espaço {0, 1}E, isto
é, uma configuração é uma função ω : E −→ {0, 1} tal que e 7→ ωe, para cada e ∈ E,
notação: (ωe)e∈E.
Diremos que uma aresta e = e(ω) é aberta (ou que ela tem estado aberto) na configu-
ração ω se ωe = 1. Analogamente, diremos que uma aresta e = e(ω) é fechada (ou que
ela tem estado fechado) na configuração ω se ωe = 0. A configuração ω pode ser vista
como um subgrafo de L, composto dos mesmos vértices de L e de um subconjunto de
arestas de E, já que sempre existe uma correspondência biunívoca entre um elemento de
{0, 1}E e o conjunto {e ∈ E : ωe = 1} de arestas abertas de L. Assim, uma configuração
pode ser vista como um vetor indexado pelas arestas de E, cujas componentes são
compostas pelos estados das arestas de L.
Chamaremos de evento cilíndrico o conjunto de configurações de {0, 1}E, nas quais
fixaremos os estados de um número finito de arestas e deixaremos variar os estados das
arestas restantes da rede, ou seja,
C(F,ω) = {η ∈ {0, 1}E : ηe = ωe, ∀e ∈ F},
onde F é um subconjunto finito de E e ω ∈ {0, 1}F é dado a priori.
Seja F a σ−álgebra sobre {0, 1}E gerada pelos eventos cilíndricos. Se p ∈ [0, 1]
e λ = pδ1 + (1− p)δ0 é a distribuição de Bernoulli (medida a priori), denotaremos a
medida de probabilidade Pp,L sobre (Ω,F ) induzida por
Pp,L(C(F,ω)) = ∏
e∈F
λ(ωe) = p|{e∈F:ωe=1}| (1− p)|{e∈F:ωe=0}|.
Na medida Pp,L os estados das arestas são independentes com distribuição Pp,L(ωe =
1) = Pp,L(C({e}, 1)) = p = 1−Pp,L(ωe = 0). Chamaremos Pp,L uma medida de percola-
ção sobre L ou medida de Bernoulli.
Daí, a probabilidade de uma configuração ω ∈ {0, 1}E é
Pp,L({ω}) = po(ω) (1− p)c(ω), (6)
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onde o(ω) (resp. c(ω)) representa o número de arestas abertas (resp. fechadas) na
configuração ω. É comum denotar Pp,L(ω) em vez de Pp,L({ω}).
Observe que, de maneira análoga, pode-se definir a medida de Bernoulli sobre um
subgrafo (não necessariamente finito) G = (V, E) de L, notação Pp,G. O parâmetro
p ∈ [0, 1] é constante nesse contexto. Já nos capítulos subsequentes, estudaremos
modelos da Mecânica Estatística, onde o parâmetro p não necessariamente tem que ser
constante.
Dados u, v ∈ V, se existir uma aresta unindo esses vértices, diremos que u e v são
vértices adjacentes. Definimos o grau de um vértice v como o número de vértices
adjacentes a este, isto é, o grau de v é a cardinalidade do conjunto {u ∈ V : {u, v} ∈ E}.
Diremos que um grafo é localmente finito se todos seus vértices tiverem grau finito.
Por outro lado, definimos a rede hipercúbica d-dimensional pelo grafo (Zd,Ed), que,
por abuso de linguagem, nós o denotaremos por Ld. Aqui, Zd representa o conjunto
de vértices da rede e Ed =
{{x, y} ⊂ Zd ×Zd : ‖x− y‖= 1} é o conjunto de arestas de
primeiros vizinhos, onde ‖.‖ é a norma `1 em Zd.
Considerando o grafoL = (V,E) localmente finito, uma das propriedades importantes
da medida de Bernoulli se relaciona com o conceito de medida ergódica (uma prova
desse fato é dada na Proposição 2.5 quando L = Ld, para grafos bem gerais, veja a
Observação 2.13. ). Outro fato interessante é que a medida de Bernoulli Pp,L é invariante
por automorfismos e, em particular, é invariante por translações (veja Proposição 2.10).
A cada aresta de E será atribuída aleatoriamente o estado aberto ou fechado da
seguinte maneira: considere {ωe : e ∈ E} uma família de variáveis aleatórias indepen-
dentes e identicamente distribuídas (v.a.’s i.i.d.) seguindo a distribuição de Bernoulli
com parâmetro p ∈ [0, 1]. A medida de Bernoulli de parâmetro p ∈ [0, 1] é a única
medida de probabilidade Pp,L sobre {0, 1}E tal que Pp,L(ωe = 1) = p = 1−Pp,L(ωe = 0),
para cada e ∈ E. A esperança com respeito a essa medida de probabilidade será
denotada por Ep.
Em determinadas partes de este trabalho usaremos o seguinte conceito
Definição 2.1. Um látice num espaço vetorial real X, de dimensão d, é um subgrupo da forma:
Zx1 + · · · +Zxd,
onde {x1, · · · , xd} é uma base de X. Uma vez que Zd = Ze1 + · · · +Zed, onde {e1, · · · , ed} é a
base canônica de Rd, temos que Zd é um látice.
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Um subconjunto Y do espaço vetorial real Rd é chamado discreto se a interseção entre Y e
qualquer subconjunto limitado de Rd é finito. Logo, Zd em Rd é um látice discreto em Rd.
Estamos interessados em propriedades de conectividade na configuração ω quando
L = Ld. Daqui em diante, neste capítulo, nós nos restringiremos a trabalhar com
modelos de nosso interesse, isto é, modelos de percolação sobre Ld com d > 1. Já
que temos subentendido que a medida de Bernoulli é definida sobre Ld, adotaremos a
notação Pp para referimo-nos à medida de Bernoulli Pp,Ld , que com frequência será
escrita, também, como Pp,Zd .
Quando a dimensão do látice for especificada, por exemplo d = 2, nós enfatizaremos
quando for necessário.
2.2 desigualdade fkg
No que segue, apresentaremos uma propriedade fundamental válida para a medida
de Bernoulli Pp. Na verdade, essa propriedade é válida sobre qualquer grafo. Ela foi
provada, inicialmente, por Harris, no ano 1960 [71], e é usualmente conhecida como
desigualdade FKG ou propriedade FKG, devido a uma extensão dada por Fortuin,
Kasteleyn e Ginibre, no ano 1971 [52]. Informalmente, a desigualdade FKG diz que,
em qualquer sistema aleatório, eventos crescentes (que serão definidos em seguida) são
positivamente correlacionados, no entanto, um evento crescente e um evento decrescente
são negativamente correlacionados.
A mencionada desigualdade tomará vital importância no Capítulo 7, quando mostrar-
mos a convergência de sequências correlacionadas positivamente em distância Mallows a
uma variável aleatória Gaussiana. Salientamos que esse tipo de convergência é mais
forte que a convergência em distribuição. Portanto, como caso particular, obteremos um
teorema do limite central (TLC) para esses tipos de sequências.
Para compararmos funções especiais definidas sobre {0, 1}Ed , necessitaremos definir
alguma relação de ordem em {0, 1}Ed , caso seja possível. Introduzimos a ordem parcial
natural  em {0, 1}Ed da seguinte maneira: para cada ω, ω˜ ∈ {0, 1}Ed ,
ω  ω˜ ⇔ ωe 6 ω˜e, ∀e ∈ Ed.
Uma variável aleatória X é dita crescente se for crescente na ordem parcial acima, isto é,
X(ω) 6 X(ω˜), sempre que ω  ω˜.
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Um evento A ∈ F é dito crescente se 1A (a função indicadora de A) for crescente.
Em outras palavras, um evento A é crescente sempre que, para cada configuração
de arestas abertas em que A ocorre, ao abrirmos mais arestas nessa configuração, A
continua ocorrendo. Exemplos comuns desses tipos de eventos são: o evento {x ↔ y}
em que dois vértices estão conectados por um caminho de arestas na rede Ld, o evento
{|C|= ∞} em que o aglomerado da origem é infinito, o evento {N∞ > 1} em que o
número de aglomerados infinitos é maior ou igual que um, etc.
Analogamente, diremos que um evento A ∈ F é decrescente se −1A é crescente.
Como exemplos de eventos decrescentes, podemos citar o complementar dos eventos
crescentes mencionados acima.
Curiosamente, pode-se ver que existem eventos que não são nem crescentes nem
decrescentes, por exemplo, o evento {N∞ = k}, k ≥ 1 inteiro, em que o número
de aglomerados infinitos é exatamente k, o evento {N∞ > 1}, em que o número de
aglomerados infinitos é estritamente maior que 1 e o evento {N∞ > k}, k ≥ 2, em que o
número de aglomerados infinitos é maior ou igual que k.
Em seguida, formulamos a propriedade fundamental mencionada no início desta
seção.
Teorema 2.1 (Desigualdade FKG, veja [50, 52, 64]). Se X e Y são duas variáveis aleatórias
crescentes com segundo momento finito ( isto é, Ep(X2) < ∞ e Ep(Y2) < ∞) em {0, 1}Ed ,
então
Ep(XY) > Ep(X)Ep(Y). (7)
Como caso particular, tomando X = 1A e Y = 1B, onde A e B são eventos crescentes, obtemos
Pp(A ∩ B) > Pp(A)Pp(B).
Demonstração. Sejam Z ≡ (Zi)i∈J variáveis aleatórias independentes tomando valores
em {0, 1} e f , g funções crescentes tais que X = f ◦ Z e Y = g ◦ Z, logo, provar (7) é
equivalente a provar
Ep( f (Z)g(Z)) > Ep( f (Z))Ep(g(Z)). (8)
Provaremos a desigualdade (8) por indução sobre a cardinalidade de J, notação |J|.
De fato, assuma que |J|= 1. Sejam γ1 e γ2 dois elementos de {0, 1}. Como f e g são
crescentes, as quantidades f (γ1)− f (γ2) e g(γ1)− g(γ2) sempre têm o mesmo sinal, não
importando a ordem em que os valores γ1 e γ2 se escolham em {0, 1}. Isto é,
[ f (γ1)− f (γ2)][g(γ1)− g(γ2)] > 0.
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Usando a desigualdade acima, conseguimos
0 6 ∑
γ1,γ2∈{0,1}
[ f (γ1)− f (γ2)][g(γ1)− g(γ2)]Pp(Z1 = γ1)Pp(Z1 = γ2)
= ∑
γ1∈{0,1}
f (γ1)g(γ1)Pp(Z1 = γ1)− ∑
γ1,γ2∈{0,1}
f (γ1)g(γ2)Pp(Z1 = γ1, Z1 = γ2)
− ∑
γ1,γ2∈{0,1}
f (γ2)g(γ1)Pp(Z1 = γ1, Z1 = γ2) + ∑
γ2∈{0,1}
f (γ2)g(γ2)Pp(Z1 = γ2)
= 2[Ep( f (Z1)g(Z1))−Ep( f (Z1))Ep(g(Z1))].
Provando-se a desigualdade (8) quando |J|= 1.
Agora, assumindo que a desigualdade (8) é verdadeira para |J|= k− 1 e que f e g
sejam funções crescentes de k variáveis. Como X e Y têm segundo momento finito, então
pela desigualdade de Cauchy-Schwarz, o valor esperado Ep( f (Z1, · · · , Zk)g(Z1, · · · , Zk))
é finito. Logo, por propriedade de esperanças condicionais, temos
Ep( f (Z1, · · · , Zk)g(Z1, · · · , Zk))
= Ep[ Ep( f (Z1, · · · , Zk)g(Z1, · · · , Zk) | Z1, · · · , Zk−1) ]. (9)
Para dar continuidade à demonstração do teorema, provaremos dois lemas auxiliares,
os quais têm um papel sutil dentro dessa prova.
Lema 2.2. Sobre as hipóteses do Teorema 2.1, o caso |J|= 1 implica que, para cada Z1, · · · , Zk−1,
Ep( f (Z1, · · · , Zk)g(Z1, · · · , Zk) | Z1, · · · , Zk−1)
>
Ep( f (Z1, · · · , Zk) | Z1, · · · , Zk−1) Ep(g(Z1, · · · , Zk) | Z1, · · · , Zk−1).
(10)
Demonstração. Como




1,···,k−1 : i1, · · · , ik−1 ∈ {0, 1}
}
,
onde Ci1,···,ik−11,···,k−1 = {ω : ω1 = i1, · · · ,ωk−1 = ik−1} é o cilindro de base i1, · · · , ik−1, pela
independência das variáveis aleatórias Z1, · · · , Zk temos



















Como as funções f (i1, · · · , ik−1, Zk) e g(i1, · · · , ik−1, Zk) são crescentes e dependem da
única variável aleatória Zk, pelo caso |J|= k = 1, tem-se
Ep( f (i1, · · · , ik−1, Zk) g(i1, · · · , ik−1, Zk)) > Ep( f (i1, · · · , ik−1, Zk)) Ep(g(i1, · · · , ik−1, Zk)).
Assim, juntando a desigualdade acima com (11), tem-se
Ep( f (Z1, · · · , Zk)g(Z1, · · · , Zk) | Z1, · · · , Zk−1)
> ∑
i1,···,ik−1∈{0,1}

























































e, procedendo analogamente a (11), o fator acima é escrito da seguinte forma
= Ep( f (Z1, · · · , Zk) | Z1, · · · , Zk−1) Ep(g(Z1, · · · , Zk) | Z1, · · · , Zk−1).
Portanto, a desigualdade (10) fica provada.
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Lema 2.3. Sobre as hipóteses do Teorema 2.1, a aplicação
ω 7→ Ep( f (Z1, · · · , Zk) | Z1, · · · , Zk−1)(ω), ω{0, 1}Ed ,
é crescente (no sentido FKG).
Demonstração. Se h f (Z`) ≡ Ep( f (i1, · · · , i`−1, Z`, i`+1, · · · , Zk) |Z`), com ` = 1, · · · , k− 1,
pelo subproduto da prova do Lema 2.2, temos











h f (Z`). (13)
Primeiro provaremos que a aplicação ω 7→ h f (Z`)(ω) é crescente (no sentido FKG).
De fato, pelo subproduto da prova do Lema 2.2, para cada ω, η ∈ {0, 1}Ed tais que
ω  η, veja que
h f (Z`)(ω) = ∑
i`∈{0,1}
Ep( f (i1, · · · , i`, · · · , ik−1, Zk)) 1{Z`=i`}(ω)
6 ∑
i`∈{0,1}
Ep( f (i1, · · · , i`, · · · , ik−1, Zk)) 1{Z`=i`}(η) = h f (Z`)(η), (14)
para cada ` = 1, · · · , k− 1, onde, na desigualdade, usamos que f é uma função crescente.
Em seguida, analisaremos os três seguintes casos: a) f = 0, b) f > 0 e c) f geral.
No caso a) o resultado é trivial, pois uma função constante sempre é crescente. No
caso b) temos que h f (Z`) > 0, ∀` = 1, · · · , k − 1. Logo, como o produto de funções
positivas crescentes é crescente e Ep( f (Z1, · · · , Zk) | Z1, · · · , Zk−1)
(13)
= ∏k−1`=1 h f (Z`), a
prova segue.
Já no caso c), primeiramente, afirmamos que a aplicação ω 7→ h f−c(Z`)(ω) é positiva
e crescente, sempre que f 6= c, onde c ≡ h f (Z`)(0) = Ep( f (i1, · · · , i`−1, 0, i`+1, · · · , Zk)) é
uma constante e 0 é a configuração nula definida como 0e = 0, ∀e ∈ Ed. Pois, de ser
f = c, voltaríamos a uma situação similar ao caso a) o qual é trivial. De fato, assumindo
que f 6= c, uma vez que
h f−c(Z`) = ∑
i`∈{0,1}
Ep(( f − c)(i1, · · · , i`, · · · , ik−1, Zk)) 1{Z`=i`} = h f (Z`)− c,
e que 0  ω  η, por (14) temos c = h f (Z`)(0) < h f (Z`)(ω) 6 h f (Z`)(η), para cada
ω, η ∈ {0, 1}Ed tais que ω  η, implicando que ω 7→ h f−c(Z`)(ω) é positiva e crescente.
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= Ep( f (Z1, · · · , Zk)− c | Z1, · · · , Zk−1)
= Ep( f (Z1, · · · , Zk) | Z1, · · · , Zk−1)− c.
Já que h f−c(Z`) > 0, ∀` = 1, · · · k− 1, temos ∏k−1`=1 h f−c(Z`) > 0, logo, combinando este
fato, a identidade acima e a desigualdade à direita de (15), a prova segue.
Dando continuidade à demonstração do teorema, pelo Lema 2.2, a seguinte desigual-
dade
Ep( f (Z1, · · · , Zk)g(Z1, · · · , Zk) | Z1, · · · , Zk−1)
> Ep( f (Z1, · · · , Zk) | Z1, · · · , Zk−1) Ep(g(Z1, · · · , Zk) | Z1, · · · , Zk−1)
é válida. Tomando a média nessa desigualdade e usando (9), temos
Ep( f (Z1, · · · , Zk)g(Z1, · · · , Zk))
> Ep[Ep( f (Z1, · · · , Zk) | Z1, · · · , Zk−1)Ep(g(Z1, · · · , Zk) | Z1, · · · , Zk−1)]. (16)
Pelo Lema 2.3, as funções
Ep( f (Z1, · · · , Zk) | Z1, · · · , Zk−1) e Ep(g(Z1, · · · , Zk) | Z1, · · · , Zk−1),
são crescentes e dependem apenas das variáveis aleatórias Z1, · · · , Zk−1. Pela hipótese
de indução, o Item (16) é
> Ep[Ep( f (Z1, · · · , Zk) | Z1, · · · , Zk−1)] Ep[Ep(g(Z1, · · · , Zk) | Z1, · · · , Zk−1)]
= Ep( f (Z1, · · · , Zk))Ep(g(Z1, · · · , Zk)),
onde na última igualdade usamos, novamente, propriedade de esperanças condicionais.
Provando-se a desigualdade (8), para o caso que |J|= k.
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Por último, mostraremos que a desigualdade FKG permanece válida para o caso em
que |J|= ∞. Para isso, suponha que X = f (Z1, Z2, · · ·) e Y = g(Z1, Z2, · · ·) sejam variáveis
aleatórias crescentes com segundo momento finito. Sejam
Xn ≡ Ep( f (Z1, Z2, · · ·) | Z1, · · · , Zn) e Yn ≡ Ep(g(Z1, Z2, · · ·) | Z1, · · · , Zn).
Por um raciocínio análogo ao feito no Lema 2.3, as variáveis aleatórias Xn e Yn são
crescentes e dependem apenas das variáveis aleatórias Z1, · · · , Zn. Portanto, pela
discussão feita acima,
Ep(XnYn) > Ep(Xn) Ep(Yn). (17)
Observe que Ep(Xn) = Ep(X) e Ep(Yn) = Ep(Y). Como consequência do Teorema de
Convergência de Martingales de Lévy-forward (veja Teorema .18 do Apêndice), temos
que, quando n→ ∞
Ep((Xn − X)2)→ 0 e Ep((Yn −Y)2)→ 0.
Daí, quando n→ ∞
Ep(X2n)→ Ep(X2) < ∞ e Ep(Y2n)→ Ep(Y2) < ∞.
Além disso, pelas desigualdades triangular e de Cauchy-Schwarz, temos






→ 0, quando n→ ∞.
Isto é, Ep(XnYn) → Ep(XY), quando n → ∞. Finalmente, tomando o limite quando
n→ ∞ em (17) e usando as convergências anteriores, obtemos o resultado.
A seguinte desigualdade que enunciaremos vai de encontro à desigualdade FKG
e envolve uma interseção restrita de eventos crescentes. Essa desigualdade será de
vital importância na Seção 2.5, para provar o teorema do decaimento exponencial da
percolação subcrítica (veja Teorema 2.17). Antes disso, introduzimos algumas notações.
Para F ⊂ Ed e ω ∈ {0, 1}Ed , escrevemos (ωF)e = ωe para e ∈ F e (ωF)e = 0, em outro
caso.
Definição 2.2. Sejam A e B dois eventos crescentes. Definimos o evento A ◦ B ocorrência
disjunta de A e B por
A ◦ B =
{





Note que A ◦ B é um evento crescente. De fato, se ω ∈ A ◦ B, então existe F ⊆ Ed tal
que ωF ∈ A e ωFc ∈ B. Seja ω  ω˜, em particular, temos ωF  ω˜F. Como A é crescente,
temos ω˜F ∈ A. Similarmente, obtemos que ω˜Fc ∈ B. Portanto, ω˜ ∈ A ◦ B, provando-se
a afirmação.
Intuitivamente, ω ∈ A ◦ B se existe um subconjunto de arestas finito F tal que
unicamente necessitamos examinar as arestas de F para saber se ω ∈ A, e somente
examinar as arestas fora de F para saber se ω ∈ B.
Teorema 2.4 (Desigualdade BK). Sejam A e B dois eventos crescentes. Então,
Pp(A ◦ B) 6 Pp(A)Pp(B).
O nome de desigualdade BK é dado em homenagem a seus descobridores Van
den Berg e Kesten [119]. Para uma discussão completa incluindo a demonstração
do resultado, veja [64] p. 29. Para uma ideia da prova, usando os eventos do tipo
A = {x ↔ y} e B = {u↔ v}, mas restritos a uma sub-rede finita de Ld, veja [50].
Para encerrar esta seção, daremos algumas definições básicas (que podem ser en-
contradas nas referências [27, 64]), as quais serão indispensáveis para a sequência da
apresentação das próximas seções. Dada uma configuração ω ∈ {0, 1}Ed , um cami-
nho γ = (v0, e1, v1, e2, · · · , en, vn) é dito aberto em ω se todas as suas arestas estiverem
abertas, isto é, ωei = 1, i = 1, · · · , n. Diremos que dois vértices da rede Zd, x, y estão
conectados na configuração ω ∈ {0, 1}Ed , e escrevemos x ↔ y, se existir um caminho
aberto γ = (v0, e1, v1, e2, · · · , en, vn) na configuração ω tal que v0 = x e vn = y.
Denotemos por G = (V, E) um subgrafo de Ld. O grafo G é dito conexo (ou conec-
tado), se quaisquer dois de seus vértices podem ser ligados por um caminho aberto
inteiramente contido em G. Se definirmos que cada vértice x ∈ Zd está conectado
consigo mesmo, podemos ver que a conectividade será uma relação de equivalência
e que as classes de equivalência em que se dividem os vértices serão chamados de
aglomerados (ou sua expressão em inglês clusters, eles podem ser vértices isolados) da
rede Ld. Assim, um aglomerado aberto é uma componente conexa de um subgrafo de
arestas abertas de Ld.
Denotamos por Cx o aglomerado do vértice x e por C o aglomerado da origem. Logo,




Figura 7: Aglomerado aleatório da origem em parte da rede bidimensional.
Uma quantidade de grande interesse, neste capítulo, é o volume (ou cardinalidade) do
aglomerado aberto do vértice x, isto é, |Cx|; mais precisamente, em sua distribuição.
Observe que |Cx| é uma variável aleatória que pode assumir os valores 1, 2, · · · ,∞. No
modelo de percolação independente podemos mostrar que em grafos com invariância
translacional, como Zd, as variáveis aleatórias |Cx| têm a mesma distribuição para todo
x ∈ Zd, e portanto, nós nos concentraremos no aglomerado da origem C (veja Figura 7).
Uma quantidade de interesse é
θd(p) = Pp({ω : |C|(ω) = ∞})
que, por simplicidade de notação, escreveremos apenas θd(p) = Pp(|C|= ∞). Segundo a
notação introduzida acima temos θd(p) = Pp(0↔ ∞). Na próxima seção, provaremos
que a percolação de Bernoulli sobre Zd exibe uma transição de fase, isto é, existe
um valor crítico não trivial (isto é, o valor crítico pertence ao intervalo (0, 1)) para o
parâmetro p, abaixo do qual é nula a probabilidade de existir aglomerados infinitos e
acima do qual é positiva essa probabilidade.
2.3 transição de fase
Quando esquentamos um bloco de gelo, este tende a derreter-se. O referido processo
esconde um fenômeno que nos é familiar, porém, é mais complexo do que imaginamos,
já que as propriedades macroscópicas (aquelas que se podem medir de alguma forma
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ou de outra, como por exemplo: cor, textura, temperatura, peso, volume, etc...) da água
mudam de forma não contínua quando variamos a temperatura.
Esse exemplo da vida cotidiana é um exemplo de transição de fase. Em um sistema
composto por muitas partículas que interagem a nível local com outras partículas, uma
transição de fase ocorre se uma propriedade macroscópica do sistema muda de repente
quando um parâmetro macroscópico, como a temperatura, pressão, densidade, etc,
varia continuamente. Nesta seção, daremos um significado matemático preciso para o
que se entende atualmente por transição de fase no modelo de percolação independente.
Já nos capítulos posteriores, quando apresentemos o modelo de Potts/Ising, daremos
outras definições rigorosas de transição de fase. Um dos exemplos que sofrem transição
de fase é justamente o modelo de percolação independente (veja Teorema 2.6 abaixo).
Desejamos saber como é o comportamento da função p 7→ θd(p) = Pp(0 ↔ ∞),
∀p ∈ [0, 1], a qual foi definida na seção anterior. Poderia existir p < p′ tal que para
a percolação de parâmetro p existe um aglomerado infinito quase certamente, mas
não existe um tal aglomerado infinito para a percolação do parâmetro p′. É claro que
esse fenômeno é contraditório com nossa intuição, já que o modelo de percolação deve
possuir mais arestas abertas quando p aumenta e, portanto, seria mais provável ver
um aglomerado infinito (aberto) no modelo em que o parâmetro p tem maior valor. A
fim de formalizar esta ideia intuitiva de monotonicidade neste modelo, introduzimos a
definição de acoplamento de duas medidas.
Definição 2.3. Um acoplamento de duas medidas de probabilidade φ1 e φ2 definidas sobre
um espaço mensurável (Ω,F ) é uma medida de probabilidade φ sobre (Ω,F )× (Ω,F ), cuja
primeira (resp. segunda) marginal é φ1 (resp. φ2).
O método de acoplamento permite comparar diferentes medidas de probabilidade
definidas sobre um mesmo espaço mensurável. Certamente, existe uma variedade de
acoplamentos de qualquer par de medidas φ1 e φ2. A arte do acoplamento reside em
encontrar um acoplamento útil para o problema de interesse.
Proposição 2.5 (Acoplamento crescente). Fixados p, p′ ∈ [0, 1] com p < p′, existe um
acoplamento P das medidas de probabilidade Pp e Pp′ definida sobre {0, 1}Ed × {0, 1}Ed tal que
P({(ω,ω′) : ω 6 ω′}) = 1.
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Demonstração. Considere uma família (Ue : e ∈ Ed) de variáveis aleatórias independentes
e identicamente distribuídas (i.i.d.) com distribuição uniforme em [0, 1]. Definamos as
configurações ω,ω′ ∈ {0, 1}Ed como segue
ωe ≡
{
1, se Ue 6 p
0, se Ue > p
e ω′e ≡
{
1, se Ue 6 p′
0, se Ue > p,
∀e ∈ Ed.
Observamos que cada aresta em ω está aberta com probabilidade p e fechada com
probabilidade 1− p, independentemente das demais arestas. Analogamente, em ω′
as arestas estão abertas com probabilidade p′ e fechadas com probabilidade 1− p′,
independentemente umas das outras. Como ω 6 ω′ sempre que p < p′, definimos P
como a lei da distribuição conjunta dos vetores aleatórios (ωe,ω′e)e∈Ed . Por construção,
temos imediatamente que as marginais de P são Pp e Pp′ .
Como as marginais de P são Pp e Pp′ , usando o Teorema de Fubini-Tonelli (veja
Apêndice, Teorema .24) obtemos as seguintes igualdades:
Pp(0↔ ∞) = P(0↔ ∞ em ω) e Pp′(0↔ ∞) = P(0↔ ∞ em ω′),
onde
{0↔ ∞ em ω} = {(ω,ω′) ∈ {0, 1}Ed × {0, 1}Ed : 0↔ ∞ ocorre em ω}.
Posto que ω 6 ω′, se a origem estiver em um aglomerado infinito em ω, então a
origem também estará em um aglomerado infinito em ω′. Usando as propriedades do
acoplamento P, temos a seguinte desigualdade:
Pp(0↔ ∞) = P(0↔ ∞ em ω) 6 P(0↔ ∞ em ω′) = Pp′(0↔ ∞).
A desigualdade acima, na verdade, prova que a função θd(p) = Pp(0 ↔ ∞) é não
decrescente com respeito a p. Usando essa monotonicidade, no Teorema 2.6 (ou
resumidamente, no Corolário 2.29 abaixo), mostraremos que o ponto crítico definido
como
pc(d) ≡ inf{p ∈ [0, 1] : Pp(0↔ ∞) > 0}
é não trivial, isto é, pc(d) ∈ (0, 1), sempre que d > 2.
Cabe destacar que, no modelo de percolação com parâmetro p = 0, todas as arestas
da rede estão fechadas. Por outro lado, se p = 1, o aglomerado da origem é Zd quase
certamente com respeito a Pp, pois todas as arestas estão abertas quase certamente, e
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esse conjunto de arestas é enumerável. Note que essa observação não prova a existência
de um ponto crítico para o modelo de percolação na rede Ld, pois poderíamos ter
Pp(0↔ ∞) = 0, para todo p < 1.
Um dos problemas que ainda permanece em aberto e que é de grande interesse em
percolação, é calcular exatamente o valor do ponto crítico pc(d) do modelo de percolação
independente em d dimensões com d > 3. Na Seção 2.7 faremos esse cálculo para o
modelo de percolação sobre a rede bidimensional.
Teorema 2.6 (Existência de transição de fase, veja [50, 64, 120]). Para o modelo de percolação
independente sobre a rede Ld, com d > 2, existe um ponto crítico pc(d) ∈ (0, 1), tal queθd(p) = 0, se p < pc(d)θd(p) > 0, se p > pc(d).
Demonstração. Dividimos a prova deste teorema em duas partes:
Não percolação para valores de p próximos de 0. Para a prova dessa primeira parte,
fixamos n > 0 e definimos Ωn como sendo o conjunto de todos os caminhos (abertos)
em Ld que saem da origem e tem, pelo menos, n arestas. Vale notar que, nenhuma
aleatoriedade está envolvida na definição de Ωn, esse conjunto depende apenas do
grafo onde estamos considerando a percolação, que nesse caso é o Ld. Observe que,
se uma configuração possui um caminho aberto infinito contendo a origem, então esse
caminho pertence a Ωn, logo,
Pp(0↔ ∞) 6 Pp(∃γ ∈ Ωn; tal que ωek = 1, ∀k 6 n}) 6 ∑
γ∈Ωn
Pp(ωek = 1, ∀k 6 n)
= |Ωn|pn
6 (2dp)n,
onde na última desigualdade usamos o fato de que, para construir um caminho aberto
de n arestas, existem 2d maneiras de escolher a primeira aresta. Em seguida, há
no máximo 2d− 1 maneiras diferentes para a escolha da segunda aresta, depois, no
máximo 2d − 1 maneiras para a escolha da terceira, e assim por diante. Portanto,
temos a seguinte estimativa |Ωn|6 2d(2d− 1)n−1 6 (2d)n. Note que a quantidade da
direita na desigualdade Pp(0 ↔ ∞) 6 (2dp)n tende a 0 quando p < 1/2d. Usando a
monotonicidade de θd(p), deduzimos que pc(d) > 1/2d. Observamos que a estimativa
obtida acima não é suficiente, ainda, para garantir a existência de transição de fase para
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o modelo de percolação independente sobre Ld. O que temos, por enquanto, é apenas a
seguinte afirmação: se existir o ponto crítico pc(d) então ele deve ser pelo menos 1/2d.
Percolação para valores de p próximos de 1. A prova dessa segunda parte é baseada
no conceito de dualidade introduzido no Capítulo 1. O método de prova usado é
frequentemente conhecido como argumento de Peierls. O argumento de Peierls é um
dos métodos mais usados para provar existência de transição de fase de modelos em
Mecânica Estatística, ao lado da positividade por reflexão (veja [57] para esse último
método).
Devemos encontrar um valor p < 1 tal que θd(p) > 0. Se θd(p) > 0 para d = 2,
logo, θd(p) > 0 para todo d > 2, porque θd(p) é não decrescente em d. Isto é, pode-se
definir uma imersão ς : Z2 → Zd definida por (x1, x2) 7→ (x1, x2, 0, · · · , 0), a qual aplica
arestas de Z2 a correspondentes arestas de Zd. Se existe um aglomerado infinito em
ς(Z2) ⊂ Zd (o qual, por definição da medida produto, acontece com probabilidade
θd(p) para d = 2), então existe um aglomerado infinito em Zd contendo a origem. Daí,
podemos restringir nossos argumentos a d = 2, o qual nos permitirá usar argumentos
de dualidade planar para provar o desejado.
A principal chave para provar essa parte é introduzir o chamado grafo dual L2∗ ≡
(Z2∗,E2∗), que não é mais que uma deslocação da rede L2 = (Z2,E2) pelo vetor
(1/2, 1/2) (para uma representação de L2 e seu dual L2∗, veja Figura 8).
Figura 8: Parte da rede L2 e seu dual L2∗.
Uma configuração ω ∈ {0, 1}E2 dá lugar a uma configuração ω∗ ∈ {0, 1}E2∗ , definida
por ω∗e∗ = 1− ωe, ∀e∗ ∈ E2∗. No modelo de percolação, dizemos que uma aresta
dual está aberta se a correspondente aresta sobre Z2 está fechada e vice-versa. Logo,
a configuração ω∗ é distribuída segundo o modelo de percolação independente de
parâmetro p∗ = 1− p.
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Um fato geométrico (veja referências [50, 57]) diz que, se em uma determinada
configuração ω, a origem não está conectada ao infinito, então ω∗ contém um circuito
aberto na rede dual cercando a origem (veja Figura 9).
Figura 9: Um aglomerado finito da origem (em linhas sólidas) sendo cercado por um
circuito aberto na rede dual (em linhas tracejadas).
Seja Ωm,n o conjunto de circuitos duais de comprimento m cercando a origem que
passam pelo ponto (n + 1/2, 0). Para p > 3/4 temos as seguintes desigualdades:













onde, na primeira e na segunda desigualdades, usamos o fato de que todo circuito dual
que cerca a origem e passa por (n + 1/2, 0) tem pelo menos 2n + 4 arestas. Na terceira
desigualdade, usamos uma comparação entre somas de Riemann e integrais junto com
a hipótese p > 3/4. A cota superior obtida acima, apesar de não ter nenhum significado
físico, mostra que se p ≈ 1 (mais precisamente, se p > 3/4), então Pp(0 = ∞) < 1.
Dessa desigualdade segue imediatamente que Pp(0 ↔ ∞) > 0 e, portanto, pc(d) 6
3/4 < 1. Em outras palavras, para valores de p próximos de 1, a saber, maiores que




Finalmente, usando a monotonicidade de θd(p), podemos verificar que existe um
valor crítico pc(d) não trivial, tal que se p < pc(d), então não temos aglomerado infinito
quase certamente e, se p > pc(d), então existe pelo menos um aglomerado infinito com
probabilidade positiva.
Para uma prova recente e elegante do Teorema 2.6, onde não se faz uso do conceito
de dualidade, veja referência [44].
Observação 2.7. O Teorema 2.6 nos diz que o modelo de percolação independente de parâmetro
p não possui aglomerados infinitos quase certamente, se p < pc(d). Por outro lado, encontramos,
com probabilidade positiva, pelo menos um aglomerado infinito se p > pc(d). Esta mudança de
comportamento do modelo com respeito à existência ou não de um aglomerado infinito é chamada
de transição de fase. Quando p < pc(d), dizemos que o modelo está na fase subcrítica. Já para
p = pc(d), dizemos que ele está na fase crítica e, finalmente, para p > pc(d) dizemos que ele
está na fase supercrítica.
Em dimensões d > 3, o fenômeno de percolação nas fases subcrítica e supercrítica é
bem conhecido, porém, a fase crítica permanece bastante misteriosa. Vale ressaltar, neste
ponto, que o problema em aberto mais famoso nesta área é saber se existe aglomerado
infinito em p = pc(d), para d > 3. Não se conhece, ainda, uma fórmula geral para pc(d),
com exceção de d = 1, 2. Para d = 1, o modelo é trivial pois, exceto para p = 1, não existe
aglomerado infinito quase certamente por Borel-Cantelli e, portanto, pc(1) = 1 (veja
Proposição 2.28). Já para d = 2, o cálculo explícito do ponto crítico é feito no célebre
Teorema de Kesten. Este é um resultado muito profundo e de enorme importância na
história da percolação. Kesten provou seu famoso teorema na década de 80, mostrando
que pc(2) = 1/2. Além de obter o valor explícito de pc(2), em seu famoso artigo, Harry e
Kesten também demonstraram que não há percolação no ponto crítico em dimensão 2.
Como se pode ver no Capítulo 4 de [50], θd(p) é uma função contínua, exceto pos-
sivelmente em p = pc(d). Se θd(pc(d)) = 0, então θd(p) será contínua e seu gráfico será
semelhante com o da Figura 10 à esquerda (a seguir). Caso contrário, o gráfico será
mais parecido com o da Figura 10 à direita.
Para d genérico, qual comportamento de θd(p) vale é uma questão em aberto, mas
acredita-se que θd(p) seja contínua. Isso está, de fato, provado em 2 dimensões e em
dimensões grandes. Veremos o caso bidimensional na Seção 2.7. Para ver um método
de ataque, chamado de renormalização, ao problema de provar a continuidade de θd(p)
em pc(d) para dimensões maiores do que duas, veja o Capítulo 5 de [50].
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Figura 10: Possíveis comportamentos de θd(p).
Observação 2.8. Na demonstração do Teorema 2.6 obtemos as seguintes estimativas para o







Kesten provou na referência [81] que pc(d) ∼ 1/2d.
2.4 ergodicidade da medida de bernoulli
Seja L = (V,E) um grafo enumerável e localmente finito. Escrevemos F para a
σ-álgebra gerada pelos eventos cilíndricos de {0, 1}E. As seguintes definições podem
ser encontradas na referência [65].
Um automorfismo de L é uma bijeção τ : V → V tal que, para todo u, v ∈ V;
{u, v} ∈ E se, e somente se, {τ(u), τ(v)} ∈ E. Escrevemos Aut(L) para o grupo
de tais automorfismos. O domínio de um automorfismo τ pode ser estendido ao
conjunto de arestas E por definir τ({u, v}) = {τ(u), τ(v)}. Um automorfismo τ gera
um operador sobre {0, 1}E, denotado também por τ : {0, 1}E → {0, 1}E e é dado
por τωe = ωτ−1e para e ∈ E. Uma variável aleatória X : {0, 1}E → R é chamada
τ-invariante se X(ω) = X(τω) para todo ω ∈ {0, 1}E. Uma medida de probabilidade µ
sobre ({0, 1}E,F ) é chamada τ-invariante se µ(A) = µ(τA), para todo A ∈ F .
Seja Γ um subgrupo de Aut(L). Uma variável aleatória X : {0, 1}E → R é chamada Γ-
invariante se esta é τ-invariante para todo τ ∈ Γ e, similarmente, a definição se mantém
para uma medida de probabilidade µ sobre ({0, 1}E,F ). A medida µ é chamada
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automorfismo invariante se esta é Aut(L)-invariante. Uma medida de probabilidade
µ sobre ({0, 1}E,F ) é chamada Γ-ergódica, se toda variável aleatória Γ-invariante é
constante µ-q.c. É claro que, se Γ′ ⊆ Γ, logo, µ é Γ-ergódica sempre que esta seja
Γ′-ergódica. No caso, quando Γ é um grupo gerado por um único automorfismo τ,
usamos o termo τ-ergódico (ou simplesmente ergódico) em lugar de Γ-ergódico.
Agora, retornamos ao uso do grafo Ld e à classe de automorfismos chamados de
translações. Seja j ∈ Zd, defina a função θj : Zd → Zd por θj(i) = i + j. O automorfismo
θj é conhecido como translação. Denotaremos o grupo de translações por Zd, convenci-
onando que θ0 é a aplicação identidade. Uma variável aleatória X : {0, 1}Ed → {0, 1}Ed
(respectivamente uma medida de probabilidade µ sobre ({0, 1}Ed ,F )) é chamada
invariante por translação se esta é Zd-invariante.
Observação 2.9. Se G = (V, E) é um subgrafo de Ld, a translação de G por j ∈ Zd é o subgrafo
θjG de Ld, o qual está formado pelo conjunto de vértices {θj(v) : v ∈ V} e o conjunto de arestas
de G transladados, isto é,
{
θj{u, v} = {θj(u), θj(v)} : {u, v} ∈ E
}
.
Seja ω uma configuração em {0, 1}Ed e j ∈ Zd. A translação de ω por j é uma configuração
θjω definida por (θjω)e = ωθ−1j e
= ωe−j, para todo e ∈ Ed. Suponha que A seja um evento
no espaço de probabilidade ({0, 1}Ed ,F ,Pp). A translação de A por j é o evento θj A = {ω :
θjω ∈ A}. Logo, se A for um evento invariante por translações, temos que θj A = A, para todo
j ∈ Zd. A medida Pp será invariante por translações se Pp(A) = Pp(θj A), para todo evento A
e todo j ∈ Zd. Destacamos que a medida Pp(θj·) é, também, denotada como Pp ◦ θj(·).
Dada uma configuração ω, alguns exemplos de eventos invariantes por translação
são: o evento em que todas as arestas são abertas em ω, o evento em que existe um
aglomerado infinito (aberto) em ω e o evento em que existem exatamente k aglomerados
infinitos em ω, onde k = 0, 1, · · · ,∞. Já o evento em que existe um aglomerado infinito
contendo a origem, na configuração ω, não é invariante por translação, pois a traslação
de uma configuração, na qual a origem faz parte de um aglomerado infinito (aberto),
pode trasladar-se de maneira que o aglomerado não contenha a origem.
Proposição 2.10. A medida de Bernoulli Pp é invariante por translações, isto é, Pp ◦ θj = Pp,
para cada j ∈ Zd.
Demonstração. Para cada ω ∈ {0, 1}F e F ⊂ Ed finito, consideremos o cilindro C(F,ω).
Primeiro, verificaremos que
θjC(F,ω) = C(θjF, θjω), ∀j ∈ Zd. (18)
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De fato, isto segue das seguintes equivalências:
η ∈ θjC(F,ω) ⇔ θ−1j η ∈ C(F,ω) ⇔ ηθjF = ωF ⇔ ηθjF = (θjω)θjF ⇔ η ∈ C(θjF, θjω).
Segundo, usando a identidade (18), mostraremos que a medida Pp é invariante por
translações sobre a álgebra de todos os eventos cilíndricos, denotada por A . De fato,











= Pp(θjC(F,ω)) = Pp ◦ θj(C(F,ω)), ∀j ∈ Zd.
Finalmente, pelo Lema .36 (do Apêndice) concluímos que a medida Pp é invariante
por translações.
O seguinte Teorema pode ser encontrado em qualquer livro clássico de introdução à
medida, por essa razão, omitiremos a prova dele neste trabalho.
Teorema 2.11. Suponha que µ é uma medida de probabilidade, G uma álgebra sobre algum
espaço amostral Ω e F = σ(G ). Logo, para todo A ∈ F e e > 0, existe U ∈ G tal que
µ(A4U) < e.
A única propriedade de eventos invariantes por translações que usaremos nesta seção
são aqueles eventos que têm probabilidade 0 ou 1.
Proposição 2.12. Se A ∈ F é um evento invariante por translações, então Pp é ergódica.
Demonstração. Dada a sequência de caixas (Λn)n∈N ⊂ Zd, definamos por FΛn à σ-
álgebra que depende somente das arestas em Λn, isto é, FΛn = σ(ωe : e ∈ Λn).
Fixe e > 0. Como a união de uma sequência crescente de σ-álgebras é uma álgebra,
temos que ∪n∈NFΛn é uma álgebra. Desde que qualquer evento pode ser expressado
como a união enumerável de interseções de eventos que dependem somente de arestas
de caixas finitas, temos A ∈ σ(∪n∈NFΛn). Pelo Teorema 2.11, existe n ∈N e um evento
U ∈ FΛn tal que Pp(A4U) < e. Desde que |Pp(A)−Pp(U)|6 Pp(A4U), temos que
|Pp(A)−Pp(U)|< e. Daí
|Pp(A)2 −Pp(U)2|= |Pp(A) +Pp(U)||Pp(A)−Pp(U)|< 2e. (19)
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Defina j ≡ (n + 1, 0, · · · , 0) ∈ Zd e V ≡ θjU. Claramente, U e V são independentes e
têm probabilidades iguais. Logo, Pp(U ∩V) = Pp(U)Pp(V) = Pp(U)2. Substituindo isso
em (19), temos
|Pp(A)2 −Pp(U ∩V)|< 2e. (20)
Por outro lado, pela invariância de A, temos
A4V = {ω : ω ∈ A ∧ ω 6∈ θjU} ∪ {ω : ω ∈ θjU ∧ ω 6∈ A}
= {ω : ω ∈ A ∧ θ−1j ω 6∈ U} ∪ {ω : θ−1j ω ∈ U ∧ ω 6∈ A}
= {θ−1j η : θjη ∈ A ∧ η 6∈ U} ∪ {θ−1j η : η ∈ U ∧ θjη 6∈ A}
= {θ−1j η : η ∈ A ∧ η 6∈ U} ∪ {θ−1j η : η ∈ U ∧ η 6∈ A}
= θ−1j (A4U). (21)
Daí, pela invariância translacional de Pp (veja Proposição 2.10), temos Pp(A4V) =
Pp(A4U). Note, também, que como A4(U ∩V) = (A4U)∪ (A4V),
Pp(A4(U ∩V)) 6 Pp(A4U) +Pp(A4V) = 2Pp(A4U) < 2e.
Portanto,
|Pp(A)−Pp(U ∩V)|< 2e. (22)
Combinando (20), (22) e a desigualdade triangular, temos
|Pp(A)−Pp(A)2|< 4e.
Desde que e > 0 foi arbitrário, segue que Pp(A) = P2p(A). Portanto, Pp(A) ∈ {0, 1}.
Observação 2.13. A Proposição 2.12 pode ser provada em contextos mais gerais. Por exemplo,
para uma prova dessa proposição sobre grafos de Cayley veja [89], Proposição 7.3, p. 208.
2.5 percolação subcrítica
Quando falamos de percolação subcrítica estamo-nos referindo à percolação na fase
p < pc(d). Nesse caso, o Teorema 2.6 da seção anterior nos diz que, quase certamente,
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não vamos ter a presença de aglomerados infinitos (abertos), e é natural perguntar-se o
que podemos dizer sobre o tamanho do aglomerado infinito C que contém a origem.
O que veremos nesta seção é que a probabilidade do aglomerado C estender-se a uma
caixa de raio n, decai exponencialmente em n.
Definição 2.4. Dado p ∈ (0, 1), definimos a suscetibilidade, notação χ(p) ≡ Ep(|C|), como
o valor esperado do tamanho do aglomerado infinito contendo a origem.
Igualmente à função θp(d), a função χ(p) também experimenta um fenômeno crítico
(veja Figura 11). Claramente, χ(p) é não decrescente em p, desde que θp(d) é não
decrescente em p. Por definição, χ(0) = 1 e χ(1) = +∞. Além disso, temos os seguintes
resultados com respeito ao comportamento de χ(p):
Figura 11: Comportamento da suscetibilidade χ(p).
Proposição 2.14. Se p > pc(d), então χ(p) = +∞.
Demonstração. Pelo Teorema 2.6, para p < pc temos que θp(d) > 0. Logo, segue da
igualdade χ(p) = Ep(1{|C|=∞}|C|) +∑∞n=1 nPp(|C|= n).
Observação 2.15. Em [64] prova-se que limp→pc(d)+ χ(p) = +∞.
Um resultado importante, o qual estabelece a finitude da suscetibilidade na região
subcrítica, é do seguinte teorema.
Teorema 2.16. Se p < pc(d), então χ(p) < ∞.
Demonstração. A prova deste teorema não é imediata e será omitida neste trabalho (para
maiores detalhes, veja [64]).
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No restante desta seção, assumiremos a definição de fronteira interna de um grafo se-
gundo a Definição 1.2. Denotaremos Λn para nos referirmos ao hipercubo d-dimensional
[−n, n]d ∩Zd.
Assumindo o Teorema 2.16, em seguida passamos a provar o decaimento exponencial
da percolação subcrítica.
Figura 12: O vértice x é conectado por caminhos abertos disjuntos à origem e à superfí-
cie da caixa Λm(x).
Teorema 2.17 (Decaimento exponencial). Se p < pc(d), existe uma constante cp > 0 tal que
para todo n > 1, tem-se
Pp(0↔ ∂Λn) 6 e−ncp .
Demonstração. Pelo Teorema 2.16 temos χ(p) < +∞. Dado m, n ∈N, definimos as caixas
Λm(x),Λn e Λn+m como estão dispostas na Figura 12.
Da Figura 12, observe que
{0↔ ∂Λn+m} ⊂ ∪x∈∂Λn{0↔ x} ◦ {x ↔ ∂Λm(x)}.
Logo, pela desigualdade BK (veja Teorema 2.4) e pela invariância translacional de Pp,
temos
Pp(0↔ ∂Λn+m) 6 ∑
x∈∂Λn








≡ Cp(n) ·Pp(x ↔ Λm).
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Como ∑∞n=0 Cp(n) = ∑
∞
n=0∑x∈∂Λn Pp(0 ↔ x) = ∑x∈Zd Pp(0 ↔ x) = Ep(|C|) < ∞, temos
que Cp(n)→ 0, quando n→ ∞, e daí podemos escolher N tal que Cp(n) < 1.
Seja n ∈ N, pelo algoritmo da divisão existem q, r ∈ N (com 0 6 r < N) tal que
n = qN + r. Desde que {0↔ ∂Λn} ⊂ {0↔ ∂ΛqN}, temos
Pp(0↔ ∂Λn) 6 Pp(0↔ ∂ΛqN)
6 Cp(N) ·Pp(0↔ ∂Λ(q−1)N) 6 · · · 6 [Cp(N)]q = eq ln[Cp(N)].
Como Cp(N) < 1, ln [Cp(N)] < 0 e desde que n < (q + 1)N, temos q > nN − 1 =









temos kp > 0 e q ln [Cp(n)] < −nkp, para todo n > N + 1. Desde que um número
finito de n’s satisfaça n > N, escolhemos b tal que Pp(0 ↔ ∂Λn) 6 e−nb para todo
n 6 N. Finalmente, tomando cp ≡ max{kp, b} concluímos que existe cp > 0 tal que
Pp(0↔ ∂Λn) 6 e−ncp , para todo n > 1.
2.6 percolação supercrítica
No estudo de modelos de percolação, é natural perguntar-se quantos aglomerados
infinitos existem na fase supercrítica p > pc(d). Veremos no Lema 2.19 que, para
cada p ∈ (0, 1), este número é constante quase certamente. Mais precisamente, em
1987, Aizenman, Kesten e Newman [7] mostraram que aí existe um único aglomerado
infinito quando p > pc(d) e uma das conjecturas centrais neste campo diz que: não
existe aglomerado infinito quando p = pc(d), d > 2. Isso foi provado para d = 2 em 1960
por Harris [71] e, em 1980, por Kesten [79]. Já para d > 19 1 (e para d > 7, quando se
adicionam laços entre todos os pares de vértices dentro de alguma distância L), em 1990
e 1994, foi provado, por Hara e Slade, que Ppc(d)(0 ↔ ∞) = 0 (para maiores detalhes
veja [69, 70]). A técnica de expansão em laços (usada por Hara e Slade) é esperada a ser
válida até d > 6. Porém, para d ∈ {3, 4, 5}, essa técnica não é válida.
Nesta seção, provaremos que a medida de Bernoulli, quase certamente, tem, no
máximo, um aglomerado infinito (veja Teorema 2.18 abaixo). Uma das ferramentas
1 Mais recentemente, Fitzner e Van der Hofstad [49] melhoraram o método de Hara e Slade, provando que
a percolação crítica sobre Zd não possui aglomerados infinitos, para todo d > 11.
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fundamentais para provar este teorema é a independência do modelo. No próximo
capítulo, quando trabalharemos com o modelo de aglomerados aleatórios, provaremos
que a medida desse modelo, quase certamente, também possui, no máximo, um
aglomerado infinito. Para isso, trocaremos a independência do modelo pela conhecida
propriedade da energia finita (veja Proposição 3.38), já que o modelo de aglomerados
aleatórios é um modelo que carece de independência.
O Teorema 2.18 (abaixo) foi provado por Aizenman, Kesten e Newman [7]. Um
argumento de prova mais simples deste teorema pode ser encontrado no paper de
Burton e Keane [30]. Este teorema fornece a unicidade quase certa do aglomerado
infinito para o modelo de percolação independente. Uma pequena adaptação deste
teorema mostra que o modelo de aglomerados aleatórios possui, também, esta mesma
propriedade. Quando falamos simplesmente “modelo de aglomerados aleatórios”, nós
estamos nos referindo a ditos modelos sem presença de campo externo. Quando este
modelo possui presença de campo, a unicidade do aglomerado infinito depende muito
da invariância do campo externo e da estrutura de grafo com que se esteja trabalhando.
No caso em que o campo externo for invariante, o modelo de aglomerados aleatórios ou
a representação de modelos de aglomerados aleatórios sobre a rede d-dimensional Ld
terá, quase certamente, um único aglomerado infinito (veja referência [20]). Já quando
o campo externo não for invariante, precisaremos de alguma propriedade geométrica
adicional sobre o grafo em que se trabalha, a saber, a propriedade do grafo ser amená-
vel. Todos esses detalhes sobre o modelo de aglomerados aleatórios serão estudados
aprofundadamente no Capítulo 6 (veja referência [36]). A propriedade da unicidade q.c.
do aglomerado infinito diz que, para valores de p maiores que o ponto crítico, existe
um único aglomerado infinito, isto é, Pp(Existe um único aglomerado infinito) = 1.
Teorema 2.18 (Unicidade do aglomerado infinito, veja [7]). Na fase supercrítica, isto é,
quando p > pc, existe um único aglomerado infinito.
Demonstração. Vamos denotar por N∞ a variável aleatória que conta o número de aglo-
merados infinitos. Claramente, N∞ é invariante por translações, pois as translações das
configurações de {0, 1}Ed não alteram seu número de aglomerados. Pela ergodicidade
de Pp (veja Lema 2.12), temos que Pp(N∞ = n ∈ Z+ ∪ {∞}) é igual a zero ou um.
A prova da unicidade quase certa do aglomerado infinito pode ser deduzida como
consequência de dois lemas que mostraremos em seguida. O seguinte lema foi provado
por Newman e Schulman em 1981 (veja referência [99]) em contextos mais gerais, a
saber, para grafos conexos transitivos.
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Lema 2.19. Para cada p ∈ (0, 1),
Pp(N∞ ∈ {0, 1,∞}) = 1.
Demonstração. Desejamos provar que N∞ ∈ {0, 1,∞} quase certamente. Vamos fazer a
prova por contradição. Fixe n0 6= 0, 1,∞ e suponha que
Pp(N∞ = n0) = 1. (23)
Defina o evento
Ak = {n0 aglomerados infinitos em Zd \Λk interceptam Λk},
onde Λk = [−k, k]d ∩Zd é a caixa centrada na origem de lado 2k.
Observe que a sequência de conjuntos (Ak)k>0 é monótona crescente e que ∪k>0Ak =
{N∞ = n0}. Logo, pela continuidade da medida, tem-se
lim
k→∞
Pp(Ak) = Pp(∪k>0Ak) = Pp(N∞ = n0) = 1.






Ak ∩ {e ∈ EΛk : ωe = 1} ⊂ {N∞ = 1},
pois, no evento acima, os n0 aglomerados estão unidos pela caixa Λk, já que todas suas
arestas estão abertas.
Daí, pela inclusão dos eventos acima, por independência e pelo Item (24), temos
Pp(N∞ = 1) > Pp(Ak ∩ {e ∈ EΛk : ωe = 1}) = p|Λk| Pp(Ak) > 0,
pois p ∈ (0, 1), chegando assim a uma contradição com (23).
Lema 2.20. Para cada p ∈ (0, 1),
Pp(N∞ = ∞) = 0.
Demonstração. Observe que é suficiente provar que Pp(N∞ > 3) = 0. Para isso, suponha
que Pp(N∞ > 3) > 0. Definindo Qn−1 como a caixa centrada na origem de lado 2n− 1 e
Fn ≡
{





observe que {N∞ > 3} = ∪n>1Fn, Fn ⊂ Fn+1, para todo n > 1. Logo, pela continuidade
da medida, temos limn→∞Pp(Fn) = Pp(N∞ > 3). Portanto, existe um n0 ∈N tal que se
n > n0, então
Pp(Fn) > 0. (25)
Dados três pontos distintos y1, y2, e y3 em ∂Qn0−1, defina o evento
Fn0(y1, y2, y3) ≡
{
Os pontos y1, y2, y3 pertencem a aglomerados infinitos (abertos)
distintos usando apenas arestas exteriores a Qn0−1
}
Como Fn0 ⊂ ∪y1,y2,y3 Fn0(y1, y2, y3), então por (25), para algum y1, y2, y3, temos
Pp(Fn0(y1, y2, y3)) > 0. (26)
Dados y1, y2, y3 existe x ≡ x(y1, y2, y3) ∈ Qn0−1 tal que existam três caminhos de arestas
disjuntas no interior da caixa Qn0−1 ligando x a y1, y2 e y3 (veja Figura 13). Denotando
estes três caminhos por: α, β, e θ, respectivamente, definimos o seguinte evento
F′n0(y1, y2, y3) ≡
{
os caminhos α, β e θ estão abertos e as demais arestas do interior
da caixa Qn0−1 estão fechadas
}
.
Figura 13: Construção dos caminhos abertos disjuntos α, β e θ no interior da caixa
Qn0−1 ligando x a y1, y2 e y3 em duas dimensões.
Defina PT ≡ {x é ponto triplo especial no interior da caixa Qn0−1}. Note que
{x ∈ PT} ⊃ Fn0(y1, y2, y3)∩ F′n0(y1, y2, y3). (27)
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Como Pp(Fn0(y1, y2, y3)) > 0, por independência de eventos, temos
0 < Pp(F′n0(y1, y2, y3)) Pp(Fn0(y1, y2, y3)) = Pp(F
′
n0(y1, y2, y3)∩ Fn0(y1, y2, y3))
Usando a equação (27), segue que Pp(x ∈ PT) > 0. Pela invariância translacional do
evento PT, temos que a probabilidade de qualquer ponto ser um ponto triplo é constante,
isto é, existe uma constante positiva ρ tal que ρ = Pp(x ∈ PT) > 0, ∀x ∈ Zd.




Pp(x ∈ PT) = (2n− 1)2ρ.
Já que Xn é uma variável aleatória integrável, então Pp(Xn > Ep(Xn)) > 0 pois, caso
contrário, usando a desigualdade de Chebyschev, temos
1 = Pp(Xn < Ep(Xn)) = lim
k→∞
Pp(Ep(Xn)− Xn > 1/k) 6 0,
o que é uma contradição. Assim
Pp(Xn > (2n− 1)2ρ) > 0. (28)
Por outro lado, afirmamos que, para todo n ∈N,
Xn 6 4(2n− 1). (29)
Para verificar esta afirmação, considere as componentes conexas dos pontos triplos
especiais usando apenas arestas no interior da caixa Qn−1. Suponha que cada compo-
nente contenha n1, n2, · · · pontos triplos especiais, logo, n1 + n2 + · · · é o número total
de pontos triplos especiais no interior da caixa Qn−1. Do Lema 1.2, temos que existem
pelo menos ni + 2 ramos distintos dentro das 3ni possibilidades. Portanto, podemos
achar ∑i>1(ni + 2) ramos distintos de todos os pontos triplos e, como cada ramo de






ni + 2 6 |∂Qn−1|= 4(2n− 1),
provando a desigualdade em (29).
Usando (28) e (29), obtemos a cota: (2n− 1)ρ 6 (2n− 1)−1Xn 6 4, a qual é válida
para todo n ∈ N. Nessa última desigualdade, tomando o limite quando n tende ao
infinito, obtemos a contradição.
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Continuação da prova do Teorema 2.18.
Finalmente, para provar este Teorema, basta combinar os Lemas 2.19 e 2.20 para obter
que Pp(N∞ ∈ {0, 1}) = 1, concluindo-se a prova.
A prova do Teorema 2.18 é válida sobre grafos bem mais gerais com certa propriedade
geométrica. Para enunciar dito teorema, faremos a seguinte definição de amenabilidade
de um grafo: diremos que um grafo infinito L = (V,E) é amenável se inf{|∂EV|/|V|} = 0,
onde o ínfimo é tomado sobre todos os subconjuntos finitos conexos V de V e ∂EV é o
conjunto de arestas com um vértice em V e o outro em V/V; isto é, grandes volumes V
contêm mais sítios que volumes de sua fronteira ∂EV. O conceito de amenabilidade é
originado em teoria de grupos, onde, em alguns casos, é definido de forma diferente.
O seguinte resultado é devido a Aizenman, Kesten e Newman [7], mas é comum
apresentar-se a prova deste resultado segundo o argumento de Burton e Keane [30].
Teorema 2.21. Seja L um grafo conexo infinito, amenável, tipo finito 2 e localmente finito. Se
p ∈ (0, 1), então
Pp(I0) = 1 ou Pp(I1) = 1,
onde Ik é o evento em que existem exatamente k aglomerados (abertos) infinitos.
Demonstração. Para maiores detalhes veja [27], Teorema 4, p. 121.
2.7 o valor crítico em duas dimensões
É conhecido (e será provado na Seção 2.8) que para todo d > 2, 0 < pc(d) < 1. Por
volta de 1955 foi conjecturado que pc(2) = 1/2, porém isso não foi provado logo em
seguida. Em 1980 Kesten conseguiu prová-lo em seu celebre trabalho [79].
No modelo de percolação independente de parâmetro p, é fácil ver que p = 1/2 é
o único ponto para o qual p é igual a p∗. Chamamos este ponto de ponto autodual e
o denotaremos por psd (no Capítulo 3 definiremos formalmente o conceito de ponto
autodual). Já que L2∗ é simplesmente uma cópia de L2 transladada pelo vetor (1/2, 1/2)
2 Definimos uma relação de equivalência sobre o conjunto de vérticesV de L na seguinte direção: dizemos
que dois vértices x e y são equivalentes, notação x ∼ y, se, e somente se, eles têm os mesmos vizinhos.
Seja V/∼≡ {N1, N2, · · ·} o correspondente conjunto cociente. Um grafo infinito L é de tipo finito k, se
|V/∼ |= k. Um grafo infinito L é de tipo infinito, se |V/∼ |= ∞.
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e que Pp∗ é definida em termos de Pp, há uma certa simetria entre estes dois modelos
de percolação. Como veremos à frente, os principais resultados deste trabalho estão
concentrados na análise do processo de percolação do modelo de aglomerados aleatórios
na rede L2 definidos no ponto psd ∈ (0, 1), onde tais processos, bem como a percolação
de elos independentes de Bernoulli, apresentam máxima semelhança possível.
O resultado de Kesten é muito importante, ele estabelece o principal teorema desta se-
ção. O Teorema de Kesten (Teorema 2.26 abaixo), segue diretamente como consequência
dos dois lemas seguintes:
Lema 2.22 (Argumento de Zhang, veja [50, 64]). Para o modelo de percolação independente
em Z2 com parâmetro p = 1/2, temos
P1/2(0↔ ∞) = 0.
Demonstração. Mostraremos este lema por contradição, assuma que P1/2(0 ↔ ∞) > 0.
Em toda a demonstração, vamos considerar p = 1/2. Para cada n > 1, defina a caixa
T(n) = [0, n]2 ∩Z2, e os seguintes eventos:
Au(n) =
{
algum vértice sobre o lado u da caixa T(n) está em um aglomerado
(aberto) infinito de Z2 que não usa outros vértices de T(n)
}
Rn = {o único aglomerado (aberto) infinito em Z2 ∩ T(n)c intercepta T(n)},
onde Dc denota o complemento do conjunto D, u = e, d, c, b denota os lados esquerdo,
direito, de cima e de baixo, respectivamente.
Observação 2.23. Na prova deste lema, a notação Ac(n) não deve ser confundida com a notação
de complemento de um conjunto.
Veja que os eventos Ae(n), Ad(n), Ac(n) e Ab(n) são eventos crescentes. Além disso,
temos
Ae(n)∪ Ad(n)∪ Ac(n)∪ Ab(n) = {T(n)↔ ∞}. (30)
Como a medida de probabilidade Pp é invariante por rotações de ângulo pi/2 da rede
L2, para cada n > 1, temos
Pp(Au(n)) = const., onde u = e, d, c, b. (31)
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Definindo a variável aleatória N∞ como o número de aglomerados abertos infinitos,
segue do Teorema 2.18 que Pp(N∞ = 1) = 1. Logo,





e(n)∪ Ad(n)∪ Ac(n)∪ Ab(n)),
onde, na terceira igualdade, fizemos uso da continuidade da medida, já que a sequência
de conjuntos (Rn)n∈N é não decrescente. Na desigualdade, usamos simplesmente a




e(n)∪ Ad(n)∪ Ac(n)∪ Ab(n)) = 1. (32)




1−Pp(Ae(n)∪ Ad(n)∪ Ac(n)∪ Ab(n))
] 1
4 , onde u = e, d, c, b.
Usando (32) e o Teorema do Confronto, podemos tomar o limite quando n→ ∞, na
desigualdade acima e concluir que
lim
n→∞Pp(A
u(n)) = 1, onde u = e, d, c, b. (33)




, onde u = e, d, c, b. (34)
Deslocando L2 por (1/2, 1/2), definimos a caixa dual T(n)∗ = T(n − 1) + (1/2, 1/2).
Definimos, agora, o evento
Bu(n) =
{
algum vértice sobre o lado u de T(n)∗ está em um aglomerado (aberto)
infinito da rede dual L2∗ sem usar outros vértices de T(n)∗
}
,
onde u = e, d, c, b.
Considere o evento A = Ae(n)∩ Ad(n)∩ Bc(n)∩ Bb(n) visto como um subconjunto de
{0, 1}E2 . Lembrando que p = 1/2, temos por (34) que
Pp(Bu(n)) = P1−p(Au(n)) >
7
8
, onde u = e, d, c, b. (35)
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Por questão de simplicidade, somente nesta última parte da prova, adotamos a
notação Ω ≡ {0, 1}E2 . Logo, a probabilidade de que o evento A não ocorra é
Pp(Ω \ A) 6 Pp(Ω \ Ae(n)) +Pp(Ω \ Ad(n)) +P1−p(Ω \ Bc(n)) +P1−p(Ω \ Bb(n)) 6 12 ,






Como, quase certamente, há apenas um aglomerado (aberto) infinito em L2 e L2∗, então
o aglomerado infinito que intercepta o lado de cima de T(N)∗ deve estar conectado a
algum ponto do aglomerado infinito que intercepta o lado de baixo de T(N)∗. Além
do mais, esses pontos se ligam por algum caminho aberto dentro de T(N), pois esses
aglomerados são impedidos de se unir fora de T(N)∗ por conta da existência de
aglomerados infinitos na rede que interceptam os lados direito e esquerdo T(N) (veja
Figura 14).
Figura 14: Argumento dos 4 braços. Cruzamento cima-baixo em T(N)∗ bloqueando
cruzamento esquerda-direita em T(N).
Mas isso implica a existência de, pelo menos, dois aglomerados infinitos em L2, o que
contradiz o Teorema 2.18. Portanto, P1/2(A) = 0, o que contradiz (36).
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Observação 2.24. O resultado do Lema 2.22 tem como consequência imediata que, em duas
dimensões, pc(2) > 1/2.






Demonstração. Seja p = 1/2. Por contradição, suponha que pc(2) > 1/2. Pelo Teorema
2.17, existe c1/2 > 0 tal que P1/2(0 ↔ ∂Λn) 6 e−n c1/2 , para todo n ∈ N, onde Λn =
[−n, n]2 ∩Z2 e ∂Λn é a fronteira interna (veja Definição 1.2).
Seja T(n) a caixa onde removemos as arestas dos lados leste e oeste da caixa [0, n +
1]× [0, n]∩Z2. Seja o evento
An ≡ {existe um caminho aberto de esquerda a direita em T(n)}.
Considere a caixa dual T(n)∗ gerada pela caixa [0, n]× [0, n + 1]∩Z2 + (1/2,−1/2) com
as arestas do lado norte e sul removidas. Defina, também, o evento
A′n ≡ {existe um caminho fechado de cima para baixo em T(n)∗}.
Pela invariância de P1/2, é claro que P1/2(An) = P1/2(A′n) e exatamente que, ou ocorre
An ou ocorre A′n. Logo, P1/2(An) +P1/2(A′n) = 1. Daí,
P1/2(An) = 1/2, ∀n > 1. (37)





P1/2((0, k) ↔ k + Λn) = (n + 1)P1/2(0 ↔ An) 6 (n + 1)e−n c1/2 ,
o que contradiz (37) para n suficientemente grande.
Para uma prova alternativa do Lema 2.25 veja [50], p. 51.
Teorema 2.26 (Teorema de Kesten, veja [79]). O ponto crítico para o modelo de percolação




e além do mais θ2(pc(2)) = 0.
Demonstração. Combinando-se os Lemas 2.22 e 2.25, o resultado segue.
Proposição 2.27. Seja Ch(R) o evento de cruzar da esquerda à direita em um retângulo R na
rede bidimensional. Logo,
P1/2(Ch(R)) = 1/2.




A seguinte proposição e o próximo corolário mostram que, no modelo de percolação
independente, o caso d = 1 não tem interesse algum e que em d > 2, tem-se que
pc(d) ∈ (0, 1). Isso estabelece a existência de um comportamento que faz uma mudança
abrupta no sistema de percolação.
Proposição 2.28. Para d = 1, temos pc(1) = 1.
Demonstração. Seja p < 1. Como {0↔ ∞} = ∩n>1{0↔ n} ∪ ∩n>1{0↔ −n} e o evento
{0↔ n} é decrescente, pela continuidade da medida, temos
θ1(p) 6 limn→∞Pp(0↔ n) + limn→∞Pp(0↔ n) = 2 limn→∞ p
n.
Desde que p < 1, temos que θ1(p) = 0. Portanto, pc(1) = 1.
Corolário 2.29. Para d > 2, temos 0 < pc(d) < 1.
Demonstração. A prova é consequência imediata do Teorema 2.6.
2.9 alguns problemas em percolação
Desigualdade BK. Considere o espaço de probabilidade ({0, 1}Ed ,F ,Pp), F à σ-
álgebra de todos os subconjuntos de {0, 1}Ed e Pp a medida de Bernoulli definida
na Seção 2.1. A desigualdade BK (veja Seção 2.2) nos dá uma relação contrária à
desigualdade FKG com o evento A ∩ B substituído pelo evento A ◦ B, chamado de
ocorrência disjunta. A desigualdade BK [119] estabelece que para cada evento crescente
A e B, tem-se
Pp(A ◦ B) 6 Pp(A)Pp(B).
Van den Berg e Kesten conjecturaram uma versão da desigualdade BK válida para
todo par de eventos A, B independente de serem crescentes ou não. Essa conjectura
foi provada em 1997 por Reimer [103]. Para enunciar a desigualdade de Reimer, dados
eventos gerais A e B, definimos o evento
A2B ≡ {ω ∈ {0, 1}Ed : ∃F ⊆ Ed tal que ωF ∈ A, ωFc ∈ B},




Teorema 2.30 (Reimer, veja [103]). Para todo evento A e B,
Pp(A2B) 6 Pp(A)Pp(B).
O Teorema de Reimer tem, como casos especiais, a desigualdade FKG e a desigualdade
BK, desde que A2B = A ◦ B e A2Bc = A ∩ Bc, para todo evento crescente A e B. O caso
p = 1/2 se reduz ao seguinte problema de contagem: para cada evento A e B, tem-se
2|E||A2B|6 |A|·|B|. (38)
Em uma discussão [118] de resultados parciais, foi provado que (38) implica o Teorema
de Reimer.
Suavidade da probabilidade de percolação. É conhecido que θd(p) = 0 para p < pc(d)
(veja Teorema 2.6) e que θd(p) é infinitamente diferenciável quando p > pc(d). O maior
problema existente na atualidade é provar que θd(pc(d)) = 0, o que é equivalente a
provar que
θd(p) é contínuo em pc(d).
Esse problema tem sido resolvido quando d = 2 (veja Teorema 2.26), portanto, para
a seguinte discussão, assumiremos que d > 3. É conhecido que a probabilidade
crítica pc(d) de Zd é a mesma que a probabilidade crítica pc(d, H) do semiespaço
H ≡ Z+ ×Zd−1 (veja [67]). Além disso, é conhecido, também, que H não possui
aglomerados infinitos [9], quando p = pc(d, H). Daí, é necessário descartar a seguinte
possibilidade peculiar: quando p = pc(d) quase certamente existe um aglomerado
infinito (aberto) que se decompõe quase certamente em finitos aglomerados sempre que
Zd se divida em dois semiespaços disjuntos.
Expoentes críticos. Pensa-se que a função θd(p) se comporta de maneira similar à
|p− pc(d)|β no limite quando p ↓ pc(d). Denotamos isso por θd(p) ∼ |p− pc(d)|β quando
p− pc ≈ 0, onde β = β(d) é um expoente crítico que não depende da estrutura do látice









a(p)|p− pc(d)|β6 θd(p) 6 b(p)|p− pc(d)|β, para p > pc(d),
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para algumas funções a e b que são de variação limitada quando p ↓ pc(d). O valor de




, β(d) = 1, para d > 6.
Quando d = 2, acredita-se que todos os expoentes críticos são racionais. Quando
d > 6 acredita-se que qualquer expoente crítico dado, toma o mesmo valor que quando
o látice é substituído por uma árvore regular finita (veja referências [69, 80, 90]).
A primeira prova de que pc(2) = 1/2 utiliza autodualidade da rede Z2 (veja Seção
2.7). Denotando o número de aglomerados abertos por vértice, por κ(p) ≡ Ep(|C|−1),
Sykes e Essan [115] estabeleceram a seguinte relação
κ(p) = κ(1− p) + 1− 2p. (39)
Assumindo que κ tem uma única singularidade no ponto pc(2), segue de (39) que κ tem,
também, uma singularidade em 1− pc(2). Como a singularidade de κ é única, temos
pc(2) = 1− pc(2) e daí pc(2) = 1/2. Provas alternativas do fato pc(2) = 1/2 são disponíveis
em [64, 79]. No entanto, não se exclui que κ seja infinitamente diferenciável em [0, 1].
É conjecturado que κ é duas vezes diferenciável, mas não três vezes diferenciável no
ponto pc(d).
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3 O MODELO DE IS ING/POTTS E O
MODELO DE AGLOMERADOS
ALEATÓR IOS
Os modelos de sistemas de partículas que estudaremos neste capítulos são: o modelo
de Ising (1925), o modelo de Potts (1952) e o modelo de aglomerados aleatórios (1972).
O modelo de Ising (veja referência [77]) é o modelo mais simples e o mais estudado
de sistemas de spins para estudar transição de fase. Esse modelo é fundamental para
o estudo de ferromagnetos e tem gerado enorme interesse em matemática e física ao
longo das últimas décadas. Inicialmente, esse modelo foi estudado por Wilhelm Lenz,
que propôs a seu aluno de doutorado, Ernst Ising, como tema de tese. Ernst Ising
introduziu este modelo em 1925, em sua tese doutoral [77], resolvendo-o completamente
para Z e descobrindo que nenhuma transição de fase ocorre. Ele concluiu erroneamente
que este deve ser o caso se todas as dimensões foram d > 1. Apesar disso, o modelo
foi rebatizado com seu nome, mas os falantes de inglês normalmente adulteram a
pronúncia de seu nome.
O modelo de Potts (veja referência [102]) é atribuído a Renfrey Potts, que descreveu o
modelo perto do fim de sua tese doutoral em 1951. Esse modelo foi relacionado com
o modelo de Potts planar ou modelo de relógio. O modelo de Potts foi sugerido a ele
por seu orientador, Cyril Domb. O modelo de Potts planar de quatro estados é por
vezes conhecido como o modelo Ashkin-Teller, desde que Julius Ashkin e Edward Teller
consideraram um modelo equivalente em 1943. O modelo de Potts estende o número
de estados do modelo de Ising de 2 a q estados e está relacionado com, e generalizado
por, vários outros modelos, incluindo o modelo XY, o modelo de Heisenberg e o modelo
N-vector. O modelo de Potts, de longo alcance, é conhecido, também, como o modelo
de Kac.
Apesar da sua simplicidade como modelo de um sistema físico, o modelo de Potts é
útil para o estudo de transição de fase. Por exemplo, sobre o látice bidimensional L2
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com J > 0 e q > 5, foi predito que este modelo exibe uma transição de fase de primeira
ordem (isto é equivalente à existência de mais de um estado de Gibbs) na fase crítica.
Nesta mesma fase, quando q 6 4, uma transição de fase contínua (isto é equivalente à
existência de um único estado de Gibbs) foi observado em [43], como no modelo de
Ising, onde q = 2. Outros usos deste modelo são encontrados através de sua relação com
problemas de modelos de percolação, Tutte e polinômios cromáticos que usualmente
são encontrados em combinatória. O modelo de Potts tem uma estreita relação com
o modelo de aglomerados aleatórios de Fortuin-Kasteleyn (veja referência [51]), um
outro modelo da Mecânica Estatística. Entender essa relação tem ajudado a desenvolver
métodos eficientes como o método de Monte Carlo para a exploração numérica do
modelo para valores de q suficientemente pequenos.
O modelo de aglomerados aleatórios nos dá um quadro abrangente para os modelos
de Ising e Potts. O aspecto em comum que tem estes três sistemas é que a singularidade
ocorre em pontos de transição de fase. Cabe ressaltar, também, que estes três modelos
tiveram origem na Física Matemática. A família de medidas de aglomerados aleatórios
(isto é, medidas de probabilidade as quais governam esse modelo) não é uma extensão
das medidas de Potts. A relação existente é mais sofisticada, tal que correlações para
modelos de Potts correspondem a conexões no modelo de aglomerados aleatórios. As
referidas conexões existentes são conhecidas como representações gráficas do modelo de
Potts. Portanto, a estrutura de correlação de um modelo de Potts pode ser estudada por
meio da geometria estocástica correspondente a um modelo de aglomerados aleatórios.
A intuição por trás deste estudo geométrico vem frequentemente da percolação, pela
qual o modelo de aglomerados aleatórios é de fato uma extensão. Os objetivos deste
capítulo são:
X formular os modelos de Ising/Potts e de aglomerados aleatórios,
X apresentar o método de acoplamento: medidas de Edwards-Sokal para os modelos
de Ising/Potts e de aglomerados aleatórios,
X estudar algumas propriedades básicas do modelo de aglomerados aleatórios:
ordenamento estocástico (desigualdade FKG), associação positiva e, finalmente,
X apresentar alguns problemas em aberto concernentes ao modelo de aglomerados
aleatórios.
Observação 3.1. Dado um subgrafo finito G = (V, E) ⊂ L, nas Seções 3.1 e 3.2 escrevemos ∂V
para nos referirmos à fronteira externa de um grafo segundo a Definição 1.1. No entanto, na
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Seção 3.4 usaremos essa mesma notação para nos referirmos à Definição 1.2 de fronteira interna.
Esse uso de notação será especificado com muito cuidado em seu respetivo contexto.
3.1 o modelo de ising em grafos enumeráveis
O modelo de Ising para um ferromagneto (em uma dimensão) foi analisado por
Ernst Ising em 1925, em sua tese de doutorado [77]. O ferromagnetismo, que aparece
em muitos metais ordinários como o ferro e o níquel, se entende como a presença de
magnetização espontânea inclusive quando não há campo magnético externo. Isso se
deve a uma fração importante dos momentos magnéticos (ou spins) dos átomos que
se alinham na mesma direção devido à interação entre os mesmos, dando lugar a que a
amostra se magnetiza. Este alinhamento se produz unicamente a temperaturas baixas
ou por debaixo de uma temperatura característica chamada de temperatura de Curie.
Por acima dessa temperatura os spins estão orientados ao acaso, de forma que não há
um campo magnético externo. Na temperatura de Curie, como na transição, aparece
uma fenomenologia diferente: por exemplo, o calor específico é divergente e a energia e
magnetização tem derivada descontínua com respeito aos parâmetros termodinâmicos.
O modelo de Ising retrata, de forma precisa, o seguinte experimento: uma peça de
ferro é colocada em um meio com presença de um campo magnético externo, com
uma intensidade que cresce de zero até seu máximo e depois se reduz abruptamente a
zero. O ferro retém alguma magnetização residual se, e somente se, a temperatura é
suficientemente baixa. A temperatura crítica para este fenômeno é a temperatura de
Curie. O modelo de Ising é um modelo simples para o estudo da transição ferromag-
nética, que é resolúvel analiticamente. Se parte de uma rede regular, que imita a uma
rede cristalina de ferro ou níquel, em cujos sítios se coloca um momento magnético
ou spin. Matematicamente, suponha que partículas são colocadas nos vértices de um
grafo enumerável arbitrário L = (V,E). Cada partícula tem a característica de possuir
somente dois estados: para acima ou para baixo, + ou −. Os valores dos spins são
escolhidos aleatoriamente de acordo com uma certa medida de probabilidade regida
essencialmente por interações entre partículas vizinhas. Em seguida, descrevemos em
detalhe a medida de probabilidade associada ao modelo de Ising.
Como já havíamos falado anteriormente, seja L = (V,E) uma rede enumerável
arbitrária. Cada vértice i ∈ V é ocupado por uma partícula com um spin aleatório.
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Uma vez que os spins são assumidos a ter dois tipos de estados básicos, definimos o
espaço amostral, chamado de espaço de configurações, como sendo o seguinte produto
cartesiano
Σ ≡ {σ = (σi : i ∈ V) : σi ∈ {−1, +1}, ∀i ∈ V} = {−1, +1}V.
Cada elemento σ ∈ Σ será chamado de configuração de spins. Fixada uma configuração
σ ∈ Σ o valor σi será chamado de spin no sítio i ∈ V.
Podemos considerar diversas métricas em Σ, mas vamos optar por uma métrica
d : Σ× Σ→ R que gere a topologia produto em Σ = {−1, +1}V. Para construir uma de
tais métricas, primeiro fixamos (arbitrariamente) um vértice x ∈ V. Seja B(x, r) a bola
fechada de centro x ∈ V e raio r > 0. A distância entre duas configurações σ,ω ∈ Σ é
definida por
d(σ,ω) = 2− inf{r>0:σi=ωi , ∀i∈B(x,r) e ∃j∈∂B(x,r) tal que σj 6=ωj}.
Se o conjunto involucrado na definição (da distância) acima for vazio, convencionamos
que seu ínfimo é +∞ para que a distância de σ a ω seja nula, para o caso σ = ω.
A topologia induzida por d em Σ é justamente a topologia produto de {−1, +1}V.
Denotamos por B(Σ) a σ-álgebra de Borel em Σ, isto é, a σ-álgebra gerada pelos abertos
de Σ.
Definição 3.1 (Condição de fronteira). Fixada uma configuração µ ∈ Σ e um subgrafo finito
G = (V, E) ⊂ L, definimos o conjunto finito (que depende unicamente de µ e V )
ΣµV ≡ {σ ∈ Σ : σi = µi, para i ∈ V \V},
conformado de configurações que coincidem no complementar de V com respeito a V.
A configuração µ, na definição acima, é usualmente chamada de condição de fronteira
sobre V, este nome é razoável pois µ determina e fixa todos os valores que podem
assumir os spins do conjunto ΣµV na fronteira de V.
Para definirmos o modelo de Ising na rede L primeiro fixamos duas famílias de
parâmetros: a primeira família é chamada constante de acoplamento e é constituída
por interações indexadas em cada par de sítios (extremidades de uma aresta) da rede,
notação: J ≡ (Jij : i, j ∈ V) ∈ RV. A segunda família é chamada de campo externo e é
formado por números reais indexados nos sítios da rede, notação: h ≡ (hi : i ∈ V) ∈ RV.
Suponha que a seguinte condição de regularidade é válida
∑
j∈V
|Jij|< ∞, ∀i ∈ V. (40)
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Fixada a constante de acoplamento J satisfazendo a condição de regularidade (40) e
o campo externo h, o Hamiltoniano do modelo de Ising, a volume finito V ⊂ V com
condição de fronteira µ ∈ Σ, é definido pela função H µ,Isingh,V : Σ→ R como
H
µ,Ising
h,V (σ) ≡ − ∑
i,j∈V
{i,j}∈E
Jij σiσj − ∑
i∈V
hi σi − ∑
i∈V, j∈∂V
{i,j}∈E
Jij σiµj, σ ∈ Σ (41)
Para cada configuração σ, H µ,Isingh,V (σ) é interpretado como a energia do sistema
associadoo a σ.
Cabem destacar duas observações neste ponto. A primeira é que não foi indicada
na notação do Hamiltoniano a dependência em J . A razão disso é que estaremos
mais interessados em entender como se comporta este modelo quando variamos o
campo externo h. Outra observação é que a condição de regularidade (40) garante que
H
µ,Ising
h,V (σ) esteja bem definido para todo σ ∈ Σ.
Dizemos que o modelo de Ising com constantes de acoplamento J = (Jij : i, j ∈ V) tem
alcance r ∈N se
r ≡ sup
i,j∈V
{‖i− j‖: Jij 6= 0} .
Quando r = 1, dizemos que o modelo é de primeiros vizinhos. Se 1 6 r < +∞,
dizemos que o modelo é de curto alcance e quando r = +∞, dizemos que o modelo é
de longo alcance. Uma classe muito importante de acoplamentos é a dos chamados
ferromagnéticos, que são todos os acoplamentos J tais que Jij > 0, para todo i, j ∈ V.
Observação 3.2. Neste trabalho estamos interessados em acoplamentos ferromagnéticos, isto é,
Jij > 0 ∀ i, j ∈ V. Porém, vários resultados obtidos aqui são válidos para acoplamentos mais
gerais.
Medidas de Gibbs do modelo de Ising em L. O próximo passo é definir o conjunto das
medidas de Gibbs do modelo de Ising ao inverso da temperatura β > 0. Esse conjunto
será denotado por G Isingβ (J , h). A construção desse conjunto é bastante elaborada e será
feita ao longo desta seção.
Fixe as constantes de acoplamento J , o campo externo h = (hi : i ∈ V) ∈ RV e β > 0.
Para cada condição de fronteira µ ∈ Σ e V ⊂ V finito, definimos uma medida de
probabilidade λµ
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onde Z µ,Ising








Para a segunda etapa da construção do conjunto das medidas de Gibbs vamos
considerar as medidas de probabilidade construídas acima como elementos do conjunto
M1(Σ,F ), que é formado por todas as medidas de probabilidade definidas sobre o
espaço mensurável (Σ,F ), onde F é a σ-álgebra dos borelianos em Σ. De maneira
usual vamos considerar o conjunto M1(Σ,F ) como espaço topológico munido da
topologia fraca. Com essa topologia sabemos que o espaço topológico M1(Σ,F ) é
metrizável, compacto e, também, é bem conhecido que uma sequência (νn)n∈N ⊂
M1(Σ,F ) converge fracamente para ν ∈ M1(Σ,F ) se, e somente se, para toda função









A rigor, na definição de convergência fraca simplesmente deveríamos pedir que a
função f seja contínua, pois, pelo Teorema de Tychonoff, o espaço Σ é compacto.
Seja (µn)n∈N uma sequência arbitrária em Σ e (Vn)n∈N uma sequência arbitrária não
decrescente de volumes finitos em V tal que Vn ↑ V (convergência no sentido de
sequências de conjuntos, isto é, ∪∞n=1Vn = V). Pela compacidade de M1(Σ,F ) segue
que a sequência (λµn
β,h,Vn
)n∈N possui pelo menos um ponto de acumulação. Então, o
seguinte conjunto é não vazio
C((µn)n∈N, (Vn)n∈N) =
{
ν ∈ M1(Σ,F ) :






Agora definimos Gβ(J , h) como sendo a união de todas as coleções C((µn), (Vn)) va-
riando (µn)n∈N sobre todas as possíveis sequências em Σ e variando sobre todas as
coleções (Vn)n∈N crescentes de volume finito que convergem para V.
Já queM1(Σ,F ) é um conjunto convexo, podemos definir Env(Gβ(J , h)), a envoltória
convexa de Gβ(J , h), que é simplesmente a interseção de todos os subconjuntos convexos
deM1(Σ,F ) contendo Gβ(J , h). Finalmente, estamos prontos para dar a definição do
conjunto das medidas de Gibbs do modelo de Ising.
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Definição 3.2. O conjunto das medidas de Gibbs do modelo de Ising ao inverso da temperatura
β > 0 na rede L será denotado G Isingβ e definido como sendo o fecho, na topologia fraca, do
conjunto Env(Gβ(J , h)), isto é,
G
Ising
β = Env(Gβ(J , h)).
Algumas das medidas da forma (42) se destacam no estudo do modelo de Ising.
Entre elas estão aquelas obtidas a partir de (42) tomando a condição de fronteira µ
tal que µi = +1 para todo i ∈ L ou µi = −1 para todo i ∈ L. Estas condições de
fronteira são chamadas de condições de fronteira mais e menos, respectivamente. Por
exemplo, no caso da condição de fronteira ser escolhida como a mais, escrevemos λ+β,h,V
e, analogamente, para a condição de fronteira menos.
Figura 15: Ao lado esquerdo representamos a condição de fronteira menos µ = − e no
lado direito a condição de fronteira mais µ = + sobre o volume V.
Omitindo no Hamiltoniano (41) o último somatório, obtemos o chamado modelo de
Ising com condição de fronteira livre. Esse modelo pode ser pensado como aqueles que
acabamos de introduzir mas tomando-se uma “condição de fronteira” µ = 0, isto é,
µi = 0 para todo i ∈ Vc. As aspas são devidas ao fato de que a rigor µ = 0 não é uma
condição de fronteira, pois não é um elemento do espaço Σ. Vamos adotar esta notação
porque ela nos fornece uma maneira bastante conveniente para falar do modelo de Ising
com condição de fronteira livre.
Dado um subgrafo finito G = (V, E) ⊂ L, a medida de Gibbs do modelo de Ising
com condição de fronteira livre sobre o volume V será denotada simplesmente por
λβ,h,V . Para cada subgrafo finito G fixado, a medida de Gibbs deste modelo está definida









3.2 o modelo de potts em grafos enumeráveis
onde Z Ising
β,h,V é a função de partição e H
Ising
h,V (σ) é o Hamiltoniano definido por
H
Ising
h,V (σ) = − ∑
{i,j}∈E
Jij σiσj − ∑
i∈V
hi σi.
Definição 3.3 (Valor esperado-modelo de Ising). Se f : Σ → R é uma variável aleatória,
definimos o valor esperado de f com respeito à medida λµ
β,h,V de maneira usual
λ
µ









Nos casos em que as condições de fronteira sejam µ = ± ou µ = 0 (livre), usaremos as notações
λ±
β,h,V e λβ,h,V para denotar os respectivos valores esperados.
3.2 o modelo de potts em grafos enumeráveis
Ao longo desta seção vamos considerar que a rede L = (V,E) e o parâmetro q ∈ Z+
estão fixados. O espaço amostral para este modelo será
Σq ≡ {σˆ = (σˆi : i ∈ V) : σˆi ∈ {1, 2, · · · , q}, ∀i ∈ V} = {1, 2, · · · , q}V,
cujos elementos são chamados de configurações de spins. Seja um subgrafo finito de
G = (V, E) ⊂ L e µ ∈ Σq. Analogamente à seção anterior definimos o conjunto (finito)
Σµq,V ≡ {σˆ ∈ Σq : σˆi = µi para i ∈ V \V}.
A medida de Gibbs do modelo de Potts de q estados com condição de fronteira µ
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e o Hamiltoniano H µ,Potts
hˆ,q,V



















com hˆ ≡ (hi,p : i ∈ V; p = 1, · · · , q) ∈ RV × · · · ×RV, J ≡ (Jij : i, j ∈ V) ∈ RV, β > 0 o
inverso da temperatura e δσˆi ,σˆj é a função delta de Kronecker que vale um se σˆi = σˆj e
zero caso contrário.
Como no modelo de Ising, algumas condições de fronteira têm papel fundamental
no estudo do modelo de Potts. Destacam-se, neste contexto, q condições de fronteira,
formadas por configurações de spins que são constantes ao longo de todos os sítios da
rede. Este conjunto de condições de fronteira é precisamente o conjunto
{µ ∈ Σq : ∃ l ∈ {1, · · · , q} tal que µi = l, ∀i ∈ V}.
Como na seção anterior, definimos o modelo de Potts a volume finito V com condição
de fronteira livre (µ ≡ 0), simplesmente removendo do Hamiltoniano (44) o último
somatório. Nesse caso, as notações para a medida de Gibbs, função de partição e





, respectivamente. Mantendo a notação da
















O conjunto das medidas de Gibbs do modelo de Potts, ao inverso da temperatura
β > 0 na rede L, será definido em semelhança ao conjunto das medidas de Gibbs do
modelo de Ising e será denotado por G Pottsβ .
Observação 3.3. Salientamos que quando estivermos considerando campos externos gerais no
modelo de Potts, que são da forma (hi,p : i ∈ V; p = 1, · · · , q) ∈ RV × · · · ×RV, vamos usar a
notação hˆ. No caso especial onde q = 2 e o campo externo for da forma hi,1 = −hi,2 ≡ hi vamos
denotá-lo simplesmente por h em analogia ao modelo de Ising, já que tal notação facilitará a
compreensão de argumentos que utilizam a relação entre estes dois modelos.
Observação 3.4. O Hamiltoniano do modelo de Potts com q = 2 estados e condição de fronteira
livre, onde hi,1 = −hi,2 = hi, ∀i ∈ V é dado por
H Pottsh,2,V (σˆ) ≡ − ∑
{i,j}∈E




(δσˆi,1 − δσˆi,2). (46)
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Identificadas, para cada i ∈ V, as variáveis de spin (Potts) σˆi ∈ {1, 2} com as variáveis de spin




(1 + σi)(1 + σj) +
1
4
(1− σi)(1− σj) = 12(1 + σiσj)
que usada em (46) nos fornece a igualdade

















Com base nessa observação, podemos mostrar o seguinte lema, o qual nos fornece
uma equivalência entre o modelo de Potts de dois estados e o modelo de Ising, ambos
com condições de fronteira livre.
Lema 3.5. Seja G = (V, E) um grafo finito, σˆ ∈ {1, 2}V e σ ∈ {−1, 1}V duas configurações
correspondentes, segundo a bijeção definida na Observação 3.4. Então para todo β > 0 temos
λβ,h,V(σ) = pi2β,h,2,V(σˆ).
Demonstração. A prova desse lema segue diretamente das definições destas duas medi-
das de Gibbs, do uso da bijeção definida na Observação 3.4 e da identidade (47). De













eβ∑{i,j}∈E Jijσiσj+β∑i∈V hiσi ,
para qualquer configuração de spins σ ∈ Σ. Multiplicando e dividindo o lado direito da
























Como λβ,h,V é uma medida de probabilidade, então de (48) temos
Z Potts2β,h,2,V = Z
Ising
β,h,V · eβ∑{i,j}∈E Jij .
Substituindo esta última igualdade no denominador de (48) e usando a definição da
medida de Gibbs do modelo de Potts obtemos, finalmente, que λβ,h,V(σ) = pi2β,h,2,V(σˆ).
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Em seguida damos a definição de função de dois pontos que será amplamente usada
na próxima seção.
Definição 3.4 (Função de dois pontos). Fixe q ∈ {2, 3, · · ·} e o campo externo hˆ como em
(44). Considere piβ,hˆ,q,V a medida de Gibbs do modelo de Potts com q estados definida sobre um
grafo finito G = (V, E). A função de dois pontos τβ,hˆ,q,V é definida para cada par x, y ∈ V pela
seguinte expressão




Note que na definição acima 1/q é exatamente a probabilidade de dois spins indepen-
dentes, tomando uniformemente q valores sejam iguais.
3.3 o modelo de aglomerados aleatórios em
grafos finitos
Seja G = (V, E) um grafo finito. O modelo de aglomerados aleatórios sobre o grafo G é
definido por uma família de medidas de probabilidade sobre o conjunto de subconjuntos
de E. Tomamos o espaço de configurações {0, 1}E, cujos os elementos são vetores com
entradas 0 e 1: ω = (ωe : e ∈ E) chamados de configurações. Diremos que uma aresta e
é aberta (ou tem estado aberto) em ω se ωe = 1 e é fechada (ou tem estado fechado) caso
contrário. Denotamos η(ω) = {e ∈ E : ωe = 1} como o conjunto de arestas abertas em ω.
Existe uma correspondência unívoca entre configurações ω ∈ {0, 1}E e os subconjuntos
F ⊂ E, dado por F = η(ω). Seja k(ω, G) o número de aglomerados (ou componentes
conexas) do grafo (V, η(ω)).
Fixada uma configuração ω ∈ {0, 1}E dizemos que um caminho γ = (v0, e1, v1, e2, · · · ,
en, vn) de G é aberto em ω se todas suas arestas pertencem a η(ω), isto é, ωei =
1, ∀i = 1, · · · , n. Dois vértices distintos x, y ∈ V, estarão conectados na configuração
ω, e escrevemos x ↔ y, se existe um caminho aberto γ = (v0, e1, v1, e2, · · · , en, vn) na
configuração ω tal que v0 = x e vn = y. Um subgrafo F de G é dito conexo em ω se
quaisquer dois de seus vértices podem ser ligados por um caminho aberto inteiramente
contido em F.
A componente conexa de x ∈ V em ω é formada pelo conjunto de vértices
Cx(ω) ≡ {y ∈ V : x ↔ y em ω} ∪ {x}.
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O conjunto Cx(ω) é chamado de aglomerado aberto de x na configuração ω. Note que
k(ω, G) inclui na contagem vértices isolados. Associaremos com {0, 1}E a σ-álgebra dos
subconjuntos de {0, 1}E, denotada por F .
Uma medida de aglomerados aleatórios sobre G tem dois parâmetros p ≡ (pij ∈
[0, 1] : {i, j} ∈ E) ∈ [0, 1]E e q ∈ Z+, denotada por φp,hˆ,q,G, e é definida sobre o espaço












eβ∑i∈Kα(ω) hi,p , ω ∈ {0, 1}E, (49)
onde hˆ ≡ (hi,p : i ∈ V; p = 1, · · · , q) ∈ RV × · · · ×RV denota o campo magnético externo,
os conjuntos K1(ω), · · · , Kk(ω,G)(ω) são os aglomerados do grafo aleatório (V, η(ω)), BJ (ω)
representa o fator de Bernoulli




















Com a notação estabelecida acima, escreveremos o valor esperado de uma variável
aleatória f : {0, 1}E → R por
φp,hˆ,q,G( f ) ≡
∫
{0,1}E
φp,hˆ,q,G(dω) f (ω) = ∑
ω∈{0,1}E
f (ω) φp,hˆ,q,G(ω). (51)
Proposição 3.6. Em (49), seja q = 2, hi,1 = −hi,2 ≡ hi, i ∈ V e h ≡ (hi : i ∈ V) ∈ RV . Para










onde h(Kα) ≡ β∑i∈Kα(ω)hi.
Demonstração. Segue diretamente da definição (49) de φp,2,h,G.
Em seguida, introduziremos a definição de função conectividade que será relevante
na apresentação de nosso trabalho.
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Definição 3.5 (Função conectividade de dois pontos). A função conectividade de dois pontos
no modelo de aglomerados aleatórios, com medida de Gibbs φp,hˆ,q,G, é definida para cada par
x, y ∈ V como sendo a probabilidade que x e y estejam conectados por um caminho de arestas
abertas, e sua notação será φp,hˆ,q,G(x ↔ y).
Os valores de q para os quais se tem interesse são os valores inteiros, desde que o
modelo de aglomerados aleatórios com q ∈ {2, 3, · · ·} corresponda, em certa forma, ao
modelo de Potts com q estados. Em contraste, a Seção 3.4 está devotada à teoria de
medidas de aglomerados aleatórios sem presença de campo externo e com parâmetro
q > 0 real.
Acoplamento: modelo de Potts e aglomerados aleatórios em grafos ﬁnitos
A família de medidas que governam o modelo de aglomerados aleatórios em grafos
finitos não é uma extensão das medidas de Potts. A relação existente é mais sofisticada
e é tal que correlações para modelos de Potts correspondem a conexões no modelo de
aglomerados aleatórios. Isto é, a estrutura de correlação do modelo de Potts pode ser
estudado por meio da geometria estocástica correspondente ao modelo de aglomerados
aleatórios.
Fortuin e Kasteleyn descobriram que o modelo de Potts pode ser relacionado com o
modelo de aglomerados aleatórios em grafos finitos. Além disso, a relação existente
entre esses sistemas facilita o estudo do fenômeno de transição de fase do modelo de
Potts. Usando uma técnica conhecida como acoplamento, construímos em um espaço
probabilidade (comum) os dois modelos. Na literatura, o acoplamento padrão para os
modelos de Potts e de aglomerados aleatórios é formado pelas conhecidas medidas de
Edwards-Sokal. Esses tipos de medidas serão de fundamental importância no que segue.
Enfatizamos que, nesta seção toda, vamos apresentar a primeira e uma das princi-
pais partes de nosso trabalho [36] (no entanto, a segunda parte do trabalho [36] será
desenvolvida completamente no Capítulo 6). Para isso, consideraremos o modelo de
aglomerados aleatórios sobre o grafo finito G = (V, E), segundo a Definição 49.
O modelo de Edwards-Sokal, num grafo finito G = (V, E), é definido por uma
sequência de medidas de probabilidade sobre o produto cartesiano {−1, +1}V × {0, 1}E.
Para definir essas medidas ou acoplamentos, necessitamos introduzir a seguinte notação
de consistência para um elemento desse produto cartesiano.
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Definição 3.6 (Consistência de configurações). Diremos que as configurações σ ∈ {−1, +1}V
e ω ∈ {0, 1}E são consistentes se
ωij = 1 ⇒ σi = σj, ∀{i, j} ∈ E.
Para cada elemento (σ,ω) ∈ {−1, +1}V × {0, 1}E, definimos
∆(σ,ω) ≡ 1{(ξ,η)∈{−1,+1}V×{0,1}E: se ηij=1, então ξi=ξ j}(σ,ω). (52)
Fixadas as constantes de acoplamento J = (Jij ∈ [0,∞] : i, j ∈ V), q ∈ Z+ e β > 0,
definimos o parâmetro p = (pij ∈ [0, 1] : {i, j} ∈ E) ∈ [0, 1]E por
pij ≡ 1− e−qβJij .
Para cada (σ,ω) ∈ {−1, +1}V ×{0, 1}E, a medida de Edwards-Sokal a volume finito





BJ (ω)∆(σ,ω) · eβ∑i∈V ∑
q
p=1 hi,pδσˆi ,p , (53)
onde BJ é o fator de Bernoulli definido em (50), δσi ,σj é a função delta de Kronecker que
vale um se σi = σj e zero caso contrário, β > 0 é uma variável inverso proporcional à
temperatura no sistema e Z ES
p,hˆ,q,G





BJ (ω)∆(σ,ω) · eβ∑i∈V ∑
q





A medida νp,hˆ,q,G foi introduzida em 1987 por Swendsen e Wang [114] e feito mais
explícita por Edwards e Sokal em 1988. Em seguida apresentaremos uma serie de
resultados prévios para poder provar o seguinte teorema que estabelece que a ω-
marginal de νp,hˆ,q,G é a medida de aglomerados aleatórios e a σ-marginal é a medida de
Gibbs para o modelo de Ising, significando que νp,hˆ,q,G é um acoplamento de λβ,h,V e
φp,h,2,G, sempre que q = 2. Um resultado análogo para o caso q ∈ {2, 3, · · ·} é presentado
mais à frente, generalizando os argumentos que apresentar-se-ão em seguida.
Lema 3.7. Seja β > 0, Q ∈ R+ e q ∈ Z+. Então





para cada a, b ∈ R.
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Demonstração. Podemos verificar diretamente que









o que conclui a prova.
Para mostrar a arte das medidas de Edwards-Sokal, apresentaremos nesta seção o
caso q = 2. O caso geral q ∈ {2, 3, · · ·} será apresentado na Seção 2 do Apêndice, pois
este caso tem provas similares ao caso q = 2 com suas respetivas adaptações.
Caso q = 2:
A seguinte observação e a Proposição 3.6 são muito importantes no decorrer da
apresentação deste caso.
Observação 3.8. Em (53), fazendo q = 2, hi,1 = −hi,2 = hi, ∀i ∈ V, h ≡ (hi : i ∈ V) e
identificando, para cada i ∈ V, as variáveis de spin (Potts) σˆi ∈ {1, 2} com as variáveis de spin




BJ (ω)∆(σ,ω) · eβ∑i∈V hiσi .
Lema 3.9 (Veja referência [36]). Seja G = (V, E) um grafo finito. Considere o modelo de
Potts de dois estados com Hamiltoniano dado por (46) ao inverso da temperatura β > 0 com
constantes de acomplamento J = (Jij : i, j ∈ V) e campo magnético h = (hi : i ∈ V) tal que
hi ≡ hi,1 = −hi,2. Seja pij ≡ 1− e−2βJij . Então
e−2β(H
Potts







 · eβ∑i∈V hiσi ,
para cada σˆ ∈ {1, 2}V e σ ∈ {−1, +1}V .




h,2,V (σˆ)+∑{i,j}∈E Jij) = e2β
(
∑{i,j}∈E Jij(δσi ,σj−1)+∑i∈V hi 12(δσi ,1−δσi ,−1)
)
= e2β∑{i,j}∈E Jij(δσi ,σj−1) · eβ∑i∈V hiσi ,
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onde, na segunda igualdade, usamos a identidade δσi ,σj =
1
2 (1 + σiσj). Usando pij =
1− e−2βJij e o Lema 3.7 com q = 2, Q = βJij e a = σi, b = σj, temos que a primeira
exponencial da segunda igualdade acima se escreve
= ∏
{i,j}∈E
(pijδσi ,σj + (1− pij)) · eβ∑i∈V hiσi .








 · eβ∑i∈V hiσi . (54)
Note que o conjunto de todos os pares da forma (E′, E \ E′) , onde E′ ⊂ E, está em
bijeção com o conjunto {0, 1}E. De fato, a aplicação (E′, E \ E′) 7→ {1}E′ × {0}E\E′








 · eβ∑i∈V hiσi ,
o que conclui a demonstração.
Lema 3.10 (Veja referência [36]). Seja G = (V, E) um grafo finito. Considere o modelo de
Potts de dois estados com Hamiltoniano dado por (46) ao inverso da temperatura β > 0 com
constantes de acomplamento J = (Jij : i, j ∈ V) e campo magnético h = (hi : i ∈ V) tal que
hi ≡ hi,1 = −hi,2. Seja pij ≡ 1− e−2βJij . Então existe uma constante C ≡ C(β, G) > 0 tal que
Z Potts2β,h,2,V = C Z
ES
p,h,2,G.
Demonstração. Observe que a função de partição do modelo de Potts de dois estados
com Hamiltoniano dado por (46) pode ser representada como
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Definindo C ≡ e2β∑{i,j}∈E Jij > 0 e usando o Lema 3.9, podemos verificar que a expressão
















∆(σ,ω) · eβ∑i∈V hiσi
= C ∑
σ,ω
BJ (ω)∆(σ,ω) · eβ∑i∈V hiσi = CZ ESp,h,2,G,
onde, na última igualdade, usamos a Observação 3.8.
Figura 16: Observe que, dada uma configuração ω ∈ {0, 1}E, a condição de consistência
determinada por ∆(σ,ω) força todos os spins dos vértices de cada aglomerado
de ω a ter o mesmo sinal (ou mesma cor) em σ.
Lema 3.11 (Veja referência [36]). Seja β > 0 o inverso da temperatura, G = (V, E) ⊂ L um
subgrafo finito, ω ∈ {0, 1}E fixado e ∆(σ,ω) como definido em (52). Denote por k(ω, G), o
número de aglomerados do grafo (V, η(ω)). Então a seguinte identidade é válida.
∑
σ∈{−1,+1}V





onde h(Kα) ≡ β∑i∈Kαhi e os conjuntos K1, · · · , Kk(ω,G) denotam os aglomerados de (V, η(ω)).
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Demonstração. Decompondo a soma em V sobre os aglomerados do grafo (V, η(ω))










Para cada configuração de spins σ ∈ {−1, 1}V tal que o par (σ,ω) ∈ {−1, 1}V ×
{0, 1}E satisfaz ∆(σ,ω) = 1, temos que os spins em cada aglomerado de (V, η(ω)) têm o
mesmo sinal (veja Figura 16 acima).




∆(σ,ω) · eβ∑i∈V hiσi = ∑
σ∈{−1,+1}V







eβ∑i∈Kα hiσi . (55)
Considerando a decomposição V em seus aglomerados, segundo a configuração ω,






Por questão de simplicidade, denotamos um elemento genérico do produto car-
tesiano ∏k(ω,G)α=1 {−1, +1}Kα por (σK1 , · · · , σKk(ω,G)), onde σKj ≡ (σi : i ∈ Kj) para cada
j = 1, · · · , k(ω, G). Dessa forma podemos fazer a seguinte identificação
σ = (σK1 , · · · , σKk(ω,G)).






Usando, agora, as relações estabelecidas acima temos as seguintes igualdades
∑
σ












∆(σKα,ω) · eβ∑i∈Kα hiσi .
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Por causa da condição de consistência, para cada α fixado cada um dos somatórios que
aparecem do lado direito acima têm exatamente duas parcelas não nulas, uma dada
pela configuração onde todos os spins em Kα assumem o valor +1, e a outra dada pela
configuração onde todos os spins de Kα assumem o valor −1. Portanto, a expressão













Lema 3.12 (Veja referência [36]). Seja G = (V, E) um grafo finito, pij ≡ 1− e−2βJij , h = (hi :
i ∈ V) e β > 0. Logo
Z ESp,h,2,G = Z
RC
p,h,2,G.
Demonstração. Basta reordenar as somas que definem a função de partição do modelo
de Edwards-Sokal (Observação 3.8) e, em seguida, usar o Lema 3.11 e a definição da
função de partição do modelo de aglomerados aleatórios para q = 2 (Proposição 3.6),
como mostrado abaixo.
Z ESp,h,2,G = ∑
σ,ω











2 cosh(h(Kα)) = Z RCp,h,2,G.
A seguinte proposição está relacionada com o conceito de energia livre. Se G = (V, E) é
um subgrafo finito de L = (V,E), a energia livre para o modelo de Potts é definida por





sempre que este limite exista.
Analogamente, definimos a energia livre para o modelo de aglomerados aleatórios,
notação: f RCp,h , sempre que o limite respectivo exista.
Proposição 3.13. Considere o modelo de Potts com constante de acoplamento constante, isto é,
Ji,j = J, ∀i, j. Sobre a rede hipercúbica d-dimensional, a seguinte relação
f Potts2β,h + 4βJ = 2 f
RC
p,h
entre energias livres, dos modelo de Potts e de aglomerados aleatórios, é válida. Claramente,
estamos supondo que os limites, respectivos, que definem as energias livres existem.
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Demonstração. Consideremos a caixa Λn = [− n, n] ∩Zd, n > 1 e denotemos por EΛn
seu conjunto de arestas. Note que, |EΛn |= 2(3)d e |Λn|= 3d, o que implica |EΛn |/|Λn|= 2.
Por outro lado, dos Lemas 3.10 e 3.12, temos
Z Potts2β,h,2,Λn = e
2βJ|EΛn |Z RCp,h,2,G.
Usando as relações acima, obtemos



















= 2 f RCp,h ,
o que encerra a prova.
Em particular, comportamentos singulares das energias livres f Potts2β,h e f
RC
p,h de ambos
os modelos são relacionados e, portanto, pode-se estudar o fenômeno de transição
de fase do modelo de Potts através da transição de fase do modelo de aglomerados
aleatórios.
A seguir enunciaremos e provaremos o principal resultado (próximo teorema) desta
seção. A parte técnica da demostração desse resultado foi praticamente feita nos lemas
anteriores e, a partir de agora, nosso trabalho é apenas usá-los de maneira adequada.
Teorema 3.14 (Medidas marginais de νp,h,G, veja [36]). Seja G = (V, E) um grafo finito,
β > 0, pij ≡ 1− e−2βJij como acima e h = (hi : i ∈ V) um campo magnético arbitrário. Então
(1) ∑
ω∈{0,1}E
νp,h,2,G(σ,ω) = λβ,h,V(σ) (σ-marginal de νp,h,G)
(2) ∑
σ∈{−1,+1}V
νp,h,2,G(σ,ω) = φp,h,2,G(ω) (ω-marginal de νp,h,G).
Demonstração. (1) Usando as definições do fator de Bernoulli BJ , da medida de proba-




















 eβ∑i∈V hiσi .
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= pi2β,h,2,V(σˆ) = λβ,h,V(σ),
onde, na última igualdade, usamos o Lema 3.5.
Passaremos, agora, para a prova do Item (2). Para calcular a ω-marginal de ν, basta
usar a definição da medida do modelo de Edwards-Sokal, em seguida, observar que o
fator de Bernoulli é constante com respeito a soma em σ e, por último, aplicar os Lemas
















2 cosh(h(Kα)) = φp,h,2,G(ω).
Note que na última igualdade usamos a Proposição 3.6.
Corolário 3.15 (Medida condicional de νβ,h,G, veja [36]). Dada uma configuração ω ∈
{0, 1}E, para cada σ{−1, +1}V temos
νp,h,2,G(σ|ω) = 1
∏k(ω,G)α=1 2 cosh (h(Kα))
∆(σ,ω) · eβ∑i∈V hiσi .
Demonstração. Relembrando a definição da medida de probabilidade pi2β,h,2,V(·) dada
em (45), segue do Lema 3.9, onde para qualquer variável aleatória g : {1, 2}V → R são



























(1− pij)eβ∑i∈V hiσi ,
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onde C ≡ e2β∑{i,j}∈E Jij > 0. Usando a definição do fator de Bernoulli, as condições
de consistência e rearranjando a ordem dos somatórios, podemos reescrever a última
















g(σ)∆(σ,ω) · eβ∑i∈V hiσi .





dividindo a última expressão pelo produtório que aparece na definição da medida do
modelo de aglomerados aleatórios podemos verificar que a expressão acima é
=∑
ω








































Finalmente, comparando (56) e (57) obtemos a conclusão.
O próximo teorema de correlação-conectividade (veja Teorema 3.17) relaciona a
medida de Potts e a medida de aglomerados aleatórios sobre grafos finitos. Esse
teorema é de grande importância em nosso trabalho [36] pois, além de estabelecer uma
relação muito bonita, nos dá uma alternativa de possível cálculo de probabilidade do
evento {σx = σy} com respeito à medida de Potts via medida de aglomerados aleatórios
de eventos de conectividade entre os spins σx e σy. Em linhas gerais, esse teorema
generaliza vários resultados expostos no livro clássico [65], por exemplo, se generaliza
77
o modelo de ising/potts e o modelo de aglomerados aleatórios
o Teorema 1.16, p. 11 desta referência quando se tenha ausência de campo externo (isto
é, hˆ ≡ 0). Antes de formular dito teorema, introduzimos o seguinte lema técnico.
Lema 3.16 (Veja referência [36]). Seja G = (V, E) um grafo finito, x, y ∈ V vértices distintos
e ω ∈ {0, 1}E uma configuração de arestas fixa. Se x 6↔ y em ω, então
∑
σ∈{−1,+1}V






onde Kt(ω) ≡ Kt(ω, x) e Ku(ω) ≡ Ku(ω, y) são aglomerados disjuntos (de vértices) contendo
os vértices x e y respectivamente e h(Kα) ≡ β∑i∈Kα hi.
Demonstração. A técnica usada na prova deste lema é semelhante àquela usada na
prova do Lema 3.11. Seja V = unionsqk(ω,G)α=1 Kα a decomposição do conjunto V em termos das






e que um elemento genérico deste produto cartesiano será denotado por (σK1 , · · · , σKk(ω,G)),
onde σKj ≡ (σi : i ∈ Kj), ∀j = 1, · · · , k(ω, G). De maneira natural identificamos σ =
(σK1 , · · · , σKk(ω,G)).
Suponha que x e y são vértices distintos, tais que x 6↔ y em ω. Sejam Kt e Ku
aglomerados (disjuntos) contendo os vértices x e y, respectivamente. Considerando a
decomposição de V mencionada acima temos imediatamente a seguinte igualdade
∑
σ







O próximo passo é decompor o evento {σx = σy} de forma que possamos reescrever a














Como observado anteriormente, temos ∆(σ,ω) = ∏k(ω,G)α=1 ∆(σKα ,ω). Usando o Teorema
de Fubini-Tonelli (veja Apêndice, Teorema .24), reescrevemos a expressão acima como
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∆(σKα ,ω) · eβ∑i∈Kα hiσi







∆(σKα ,ω) · eβ∑i∈Kα hiσi . (59)
Por causa da condição de consistência, a somatória sobre σKα possui apenas duas
parcelas não nulas. Nessas parcelas os valores dos spins são constantes, igual a um ou






















Finalmente, substituindo (60) em (59) concluímos a prova.
Para enunciar o próximo teorema de correlação-conectividade necessitaremos relem-
brar as Definições 3.4 e 3.5 (com q = 2 e hi,1 = −hi,2 ≡ −hi), dadas nas Seções 3.2 e 3.3,
respectivamente. O Lema 3.16 é de fundamental importância na prova deste teorema.
Teorema 3.17 (Correlação-conectividade, veja [36]). Seja G = (V, E) um grafo finito, x e y




φp,h,2,G(x ↔ y) + 12φp,h,2,G
(
1{x 6↔y} · tanh(h(Kt)) · tanh(h(Ku))
)
,
onde Kt(ω) ≡ Kt(ω, x) e Ku(ω) ≡ Ku(ω, y) são aglomerados disjuntos (de vértices) contendo os
vértices x e y, respectivamente na configuração ω, h(Kα) ≡ β∑i∈Kα hi e φp,h,2,G(·) foi definido
em (51).
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Demonstração. Usando a definição da função de dois pontos (Definição 3.4) e fazendo
algumas manipulações simples podemos observar que




























onde, na terceira igualdade, invocamos o Teorema 3.14. Uma vez que δσi ,σj =
1
2 (1 + σiσj),











∆(σ,ω) · eβ∑i∈V hiσi

































≡ I1 + I2. (62)
Note que, se x ↔ y em ω e o par (σ,ω) é consistente, então, σx = σy. Dessa observação




φp,h,2,G(x ↔ y). (63)
Por outro lado, temos pelo Lema 3.11 que






∆(σ,ω) · eβ∑i∈V hiσi





φp,h,2,G(x 6↔ y) + I˜2. (64)
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∆(σ,ω) · eβ∑i∈V hiσi







2 cosh (h(Kt) + h(Ku)) ·∏k(ω,G)α=1
α 6=t,u
2 cosh(h(Kα))
















1{x 6↔y} · {1 + tanh (h(Kt)) · tanh (h(Ku))}
)
. (65)






1{x 6↔y} · tanh (h(Kt)) · tanh (h(Ku))
)
. (66)
Finalmente, substituindo (66) e (63) em (62), obtemos a conclusão.




φp,0,2,G(x ↔ y), ∀x, y ∈ V
que é uma identidade bem conhecida para o modelo de Ising/Potts com q = 2 (veja [65], Teorema
1.16, p. 11).
Corolário 3.19 (Veja referência [36]). No modelo de Ising, se satisfaz a seguinte igualdade de
correlações:
λβ,h,V(σxσy) = φp,h,2,G(x ↔ y) + φp,h,2,G
(
1{x 6↔y} · tanh (h(Kt)) · tanh (h(Ku))
)
.
Demonstração. Basta observar que





= 2 τ2β,h,2,V(x, y)
e, em seguida, aplicar o Teorema 3.17.
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Observação 3.20. Se consideramos o campo externo nulo (isto é, h ≡ 0), no Corolário 3.19
obtemos uma identidade bem conhecida para o modelo de Ising
λβ,0,V(σxσy) = φp,0,2,G(x ↔ y), ∀x, y ∈ V.
Observação 3.21. Os resultados feitos até aqui para o caso q = 2 serão generalizados para o
modelo de aglomerados aleatórios com medidas de Gibbs φp,hˆ,q,G, onde q ∈ {2, 3, · · ·}. Tais
modelos com campo nulo hˆ ≡ 0 já foram considerados na literatura (veja referências [12, 120]).
Nesse caso mais geral (quando hˆ não necessariamente é nulo), usando uma versão de acoplamento
análogo ao Teorema 49 , obteremos as medidas de aglomerados aleatórios e de Potts como
marginais desse acoplamento. Isso será feito em detalhes daqui a pouco, quando consideremos o
caso q ∈ {2, 3, · · ·}.
Lema 3.22 (Veja referência [36]). Seja G = (V, E) um grafo finito com x ∈ V e ω ∈ {0, 1}E
uma configuração de arestas fixa. Logo
∑
σ∈{−1,+1}V






onde Kt(ω) ≡ Kt(ω, x) é um aglomerado (de vértices) contendo o vértice x na configuração ω e
h(Kα) ≡ β∑i∈Kα hi.
Demonstração. Veja que, pelo Item (58), temos que o conjunto de vértices V pode






onde (Kα : α = 1, · · · , k(ω, G)) são os aglomerados do grafo (V, η(ω)). Logo, de maneira
natural, um elemento σ ∈ {−1, +1}V pode ser escrito como (σK1 , · · · , σKk(ω,G)), onde se
considerou σKj ≡ (σi : i ∈ Kj), ∀j = 1, · · · , k(ω, G).











Como sempre é possível escrever o fator ∆(σ,ω) como o produtório ∏k(ω,G)α=1 ∆(σKα ,ω), a








∆(σKα ,ω) · eβ∑i∈Kα hiσi .
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Por ação de ∆ sobre o somatório ∑σKα , veja que este somatório tem somente duas
parcelas, uma correspondendo aos spins igual a um e a outra aos spins menos um.













Teorema 3.23 (Veja referência [36]). Seja G = (V, E) um grafo finito e x um vértice em V.
Então




onde Kt(ω) ≡ Kt(ω, x) é o aglomerado (de vértices) contendo o vértice x, h(Kα) ≡ β∑i∈Kα hi e
φp,h,2,G(·) foi definido em (51).
Demonstração. Note que, pelo Teorema 3.14, diretamente temos















∆(σ,ω) · eβ∑i∈V hiσi
∏k(ω,G)α=1 2 cosh (h(Kα))
 φp,h,2,G(ω)













[1± tanh (h(Kt))] φp,h,2,G(ω),
de onde se deduz a prova do teorema.
Corolário 3.24 (Veja referência [36]). Com as mesmas hipóteses do Teorema 3.23, temos
λβ,h,V(σx) = φp,h,2,G( tanh(h(Kt))).
Demonstração. A prova segue diretamente do Teorema 3.23.
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3.4 o modelo de aglomerados aleatórios sem
presença de campo externo (q > 0)
Nesta seção faremos um estudo rigoroso do modelo de aglomerados aleatórios,
sem presença de campo magnético externo, na mesma direção do livro de [65]. O
modelo de aglomerados aleatórios foi introduzido em 1970 por Fortuin e Kasteleyn
como uma ferramenta para manusear o modelo de Ising e o modelo de Potts sobre a
rede L. Destacamos que, nesta última seção, consideraremos sempre que o modelo
de aglomerados aleatórios está definido sobre a rede hipercúbica d-dimensional Ld =
(Zd,Ed) com d > 2. O modelo de aglomerados aleatórios pode ser visto como uma
generalização do modelo de percolação de arestas independentes, portanto, temos
um novo caminho para estudar modelos de percolação. O modelo de aglomerados
aleatórios sobre Ld é determinado por uma coleção de medidas de probabilidade
definidas adequadamente na coleção de subconjuntos de arestas de Ld. Antes de
passar a definir tais medidas de probabilidade e do espaço em si precisamos introduzir
algumas notações.
No modelo de aglomerados aleatórios sobre a rede Ld o espaço de configurações é
o conjunto Ω ≡ {0, 1}Ed . Um elemento genérico desse espaço pode ser escrito como
ω = (ωe : e ∈ Ed). Frequentemente, vamos nos referir a um elemento de Ω como
configuração de arestas ou simplesmente de configuração, quando se tenha subentendido
o contexto. Como é usual, diremos que uma aresta e é aberta na configuração ω se ωe = 1
e será dita fechada se ωe = 0. Fixado ω ∈ Ω, denotamos por η(ω) = {e ∈ Ed : ωe = 1}
o conjunto de todas as arestas abertas em ω. Pensando em η como uma aplicação,
podemos ver que ela define uma correspondência injetiva que associa cada elemento
ω ∈ Ω a um subconjunto F ⊂ Ed, dado por F = η(ω).
Fixada uma configuração ω ∈ Ω e dado γ := (v0, e1, v1, e2, · · · , en, vn) um caminho
(resp. circuito) em Ld, dizemos que γ é um caminho (resp. circuito) aberto em ω se
todas suas arestas pertencem a η(ω), isto é, ωei = 1, ∀i = 1, · · · , n. Dizemos que dois
vértices distintos x, y ∈ Zd estão conectados na configuração ω, e escrevemos x ↔ y, se
existe um caminho aberto γ := (v0, e1, v1, e2, · · · , en, vn) na configuração ω tal que v0 = x
e vn = y. Um subgrafo G ⊂ Ld é dito conexo em ω se quaisquer dois de seus vértices
podem ser ligados por um caminho aberto inteiramente contido em G.
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A componente conexa de x ∈ Zd em ω é formada pelo conjunto de vértices
Cx(ω) ≡ {y ∈ V : x ↔ y em ω} ∪ {x}.
O conjunto Cx(ω) é chamado de aglomerado aberto de x na configuração ω. A coleção de
todos os aglomerados abertos de uma configuração ω define, de maneira natural, uma
relação de equivalência em Zd, em que x ∼ω y se, e somente se, y ∈ Cx(ω). Note que um
aglomerado aberto na configuração ω pode ser formado simplesmente por um vértice
isolado.
Em seguida, definiremos o modelo de aglomerados aleatórios sobre um grafo finito
arbitrário (pode estar contido em Ld ou não).
Definição 3.7. Seja G˜ = (V˜, E˜) um grafo finito. Para p ∈ [0, 1] e q > 0, a medida de





para todo ω ∈ {0, 1}E˜. Aqui Zp,q,G˜ é a função de partição ∑ω∈{0,1}E˜ po(ω)(1− p)c(ω)qk(ω,G˜) e
qk(ω,G˜) é o número de aglomerados aleatórios no subgrafo aberto de G˜ dado por ω.
Denotaremos o valor esperado de uma variável aleatória f : {0, 1}E → R segundo a medida
de probabilidade φp,q,G, por φp,q,G( f ).
No caso de G˜ ser um grafo infinito enumerável, como por exemplo Ld, esta definição
não funciona diretamente, uma vez que o número de aglomerados abertos ou fechados
podem ser infinitos. Esse problema pode ser contornado por usar o chamado limite
termodinâmico. Para isso, precisamos introduzir, antes, a definição de condição de
fronteira, como segue.
Definição 3.8 (Condição de Fronteira). Fixado ξ ∈ {0, 1}Ed e G = (V, E) ⊂ Ld um subgrafo
finito, definimos um subconjunto de {0, 1}Ed que depende de G e de ξ, por
ΩξG = {ω ∈ {0, 1}E
d
: ωe = ξe, para e ∈ Ed \ E}.
A configuração ξ, por causa desta definição, é chamada de condição de fronteira.
Claramente |{0, 1}Ed |= +∞, mas por outro lado |ΩξG|= 2|E| < ∞. Dada uma configura-
ção ω ∈ ΩξG definimos kξ(ω, G) sendo o número de aglomerados de ω que interceptam
G.
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Fixado o subgrafo finito G = (V, E) ⊂ Ld, p ∈ [0, 1], q > 0 e uma configuração ξ ∈ ΩξG,
definimos a medida de aglomerados aleatórios (a volume infinito) sobre G com condição









po(ω)(1− p)c(ω)qkξ (ω,G), se ω ∈ ΩξG
0, caso contrário,
(67)
onde o(ω) (resp. c(ω)) denota o número de arestas abertas (resp. fechadas) em G Neste
caso, denotaremos o valor esperado de uma variável aleatória f sobre Ω como φξp,q,G( f ).
Observação 3.25. Em toda esta seção adotaremos a notação ∂V para nos referirmos à condição
de fronteira interna de V, como foi estabelecido na Definição 1.2.
Neste trabalho, estamos interessados em dois tipos especiais de condições de fronteira:
a livre e a conectada. Na continuação, daremos uma definição precisa destes conceitos.
• Condição de fronteira livre: é obtida pela configuração ξ tal que ξe = 0 para todo
e ∈ Ed. A correspondente medida de probabilidade é denotada por φ0p,q,G. Esta
condição de fronteira é caracterizada pela ausência de conexão entre os vértices
da fronteira ∂V, como se mostra na Figura 17.
• Condição de fronteira conectada: é obtida pela configuração ξ tal que ξe = 1 para
todo e ∈ Ed. A medida de probabilidade correspondente será denotada por φ1p,q,G.
Esta condição de fronteira é caracterizada pelo fato de que para todo V ⊂ Zd os
vértices de ∂V estão todos dois a dois conectados (veja Figura 17).
Figura 17: Ao lado esquerdo representamos graficamente a condição de fronteira livre
ξ = 0 e no lado direito a condição de fronteira conectada ξ = 1 sobre o grafo
G = (V, E). Observe que k0(ω, G) = 16 e k1(ω, G) = 4.
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Observação 3.26. Seja G = (V, E) ⊂ Ld um subgrafo finito e η uma configuração em {0, 1}E.
Fazendo ξ = 0 em (67), para cada ω ∈ Ω0G temos
po(ω)(1− p)c(ω)qk0(ω,G) = po(η)(1− p)c(η)qk(η,G),
o que implica que
φ0p,q,G(ω) = φp,q,G(η),
onde a medida φp,q,G foi dada na Definição 3.7. Isto é, a condição de fronteira livre não tem efeito
nenhum sobre o comportamento do sistema em G. Portanto, a medida φ0p,q,G pode substituir-se
pela medida φp,q,G não alterando o resultado das características do sistema.
Os modelos definidos acima são conhecidos como modelos de aglomerados aleatórios
com campo externo nulo. Para um estudo do modelos de aglomerados aleatórios
com presença de campo externo, veja os Capítulos 5 e 6. Pelo Teorema da Extensão
de Kolmogorov (veja Apêndice, Teorema .25), não há nenhuma complicação para
definir o processo de percolação independente em toda a rede Ld. Já no modelo de
aglomerados aleatórios, existem várias complicações para se fazer uma construção
análoga, justamente por causa da estrutura de dependência entre as variáveis aleatórias.
Para vencer essas dificuldades, vamos adotar dois procedimentos padrões: o limite
termodinâmico e o formalismo DLR (devido a Dobrushin, Lanford e Ruelle). Ao longo
desta seção, introduziremos alguns conceitos geométricos e o conceito de convergência
fraca de medidas de probabilidade.
Dualidade planar
Qualquer modelo de aglomerados aleatórios sobre um grafo planar G pode ser
associado a um modelo dual definido sobre G∗. Dada uma configuração ω ∈ {0, 1}E,
o modelo sobre G∗ é construído declarando que qualquer aresta do grafo dual estará
aberta (resp. fechada) se a aresta correspondente do grafo primal estiver fechada (resp.
aberta) para a configuração ω. A nova configuração é chamada configuração dual de ω
e é denotada por ω∗. Dois vértices x,y em G∗ são ditos conectados no dual se existe um
caminho aberto no modelo dual ligando os vértices x e y. O evento, x está conectado
a y no grafo dual, será denotado por x ∗↔ y. Dizemos que os conjuntos A e B estão
conectados no dual se existe um caminho aberto, no dual, conectando algum vértice de
A a algum vértice de B. Uma componente conexa maximal (no sentido de que não é
possível adicionar vértice algum de forma que dita componente continue sendo conexa)
no dual será chamada de aglomerado dual (aberto).
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Figura 18: Em (A) temos os grafos G e G∗ cujas arestas são dadas, respectivamente,
por E = {e1, e2, e3, e4} e E∗ = {e∗1 , e∗2 , e∗3 , e∗4}. Ilustrando a Proposição 3.28
temos em (B) que f (ω∗1 ) = 2 = k(ω1) (contando a face infinita), em (C) temos
f (ω∗2 ) = 1 = k(ω2) e em (D) temos f (ω∗3 ) = 1 = k(ω3).
Proposição 3.27. Se G é um grafo planar, então, G∗ é um multigrafo planar.
Como dito acima, uma configuração ω ∈ {0, 1}E dá origem a uma configuração dual
ω∗ ∈ {0, 1}E∗ tal que ω∗e∗ = 1−ωe. Para cada configuração ω∗ definimos η(ω∗) = {e∗ ∈
E∗ : ω∗e∗ = 1}, que é o conjunto das arestas abertas na configuração ω∗. Observe que
η(ω∗) está em bijeção com E \ η(ω). Pela Proposição 3.27 temos que, para todo grafo
planar G, G∗ é um multigrafo planar, logo, podemos definir o número de faces de
(V∗, η(ω∗)) que será denotado por f (ω∗) (incluindo a face infinita).
Para cada ω ∈ {0, 1}E, note que as faces de (V∗, η(ω∗)) estão em bijeção com as
componentes de (V, η(ω)) (veja Figura 18 acima). Por essa observação, temos a seguinte
proposição
Proposição 3.28. Seja G um multigrafo planar e G∗ seu dual. Para todo ω ∈ {0, 1}E temos
f (ω∗) = k(ω).
Uma consequência imediata de (G∗)∗ ser isomorfo a G é que a proposição acima pode
ser usada para concluir que
k(ω∗) = f (ω). (68)
Pela 2a Fórmula de Euler (Corolário 1.4), para toda configuração ω ∈ {0, 1}E temos que
o subgrafo aleatório (V, η(ω)) satisfaz
k(ω) = |V|−|η(ω)|+ f (ω)− 1. (69)
Usando a definição de grafo dual temos, imediatamente, que
|η(ω)|+|η(ω∗)|= |E|. (70)
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po(ω)(1− p)c(ω)qk(ω) = 1
Zp,q,G

















Usando (68) na equação (69) obtemos k(ω) = |V|−|η(ω)|+k(ω∗) − 1. Usando essa



















































p∗ ≡ p∗(p, q) = (1− p)q
(1− p)q + p , (71)
ficamos com







= C(p, q, |V|, |E|) Zp∗,q,G∗ 1(1− p∗)|E| φp∗ ,q,G∗(ω
∗).
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Usando que φp,q,G(ω) e φp∗ ,q,G(ω∗) são medidas de probabilidade e somando sobre
ω ∈ {0, 1}E, na equação acima, obtemos a seguinte igualdade
C(p, q, |V|, |E|) Zp∗,q,G∗ 1(1− p∗)|E| = 1.
De onde segue que
φp,q,G(ω) = φp∗ ,q,G∗(ω∗). (72)
Observação 3.29. O parâmetro p∗ ∈ [0, 1].
Observação 3.30. Para cada q > 1 fixo, a função p→ p∗(p, q) definida em (71) é não crescente
em p ∈ (0, 1).
O ponto autodual









Como mencionado anteriormente, quando o parâmetro de dependência q toma o valor
1, o modelo de aglomerados aleatórios torna-se o modelo de percolação independente.
Pelo Teorema 2.26 do Capítulo 2, o ponto crítico do modelo de percolação independente
em duas dimensões é 1/2, coincidindo com psd(1). A pergunta é: o ponto crítico
do modelo de aglomerados aleatórios em duas dimensões com parâmetros (p, q) ∈
[0, 1]× (1, +∞) coincidirá também com o ponto autodual psd(q)? A resposta é sim. Essa
pergunta foi uma das conjeturas relevantes em percolação dependente até que, em 2011,
os matemáticos H. Duminil-Copin e V. Beffara o resolveram no trabalho [12]. Nesta tese
daremos um esboço bem geral da prova desse resultado, mas antes disso, estudaremos
as principais propriedades do modelo de aglomerados aleatórios (para uma revisão
detalhada dessa prova, veja referência [120]).
Em seguida, vamos considerar subgrafos finitos da rede bidimensional L2. Fixado
n ∈N, vamos olhar para Λn = [−n, n]2 ∩Z2 como um subgrafo de L2.
Vamos mostrar, agora, como construirΛ∗n. Primeiro, consideramos a caixa [−n− 1, n]2∩
Z2 + (1/2, 1/2), visto como subgrafo de L2 + (1/2, 1/2). Em seguida, definimos o grafo
H(n) como sendo a caixa [−n− 1, n]2 ∩Z2 + (1/2, 1/2) sem as arestas entre os pontos
de sua fronteira interna, segundo a Definição 1.2 do Capítulo 1.
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Por último, identificamos todos os vértices da fronteira de H(n). Este novo grafo que
denotamos por H˜(n) é claramente isomorfo ao grafo Λ∗n.
Essa construção sugere que o modelo de aglomerados aleatórios em Λn com condições
de fronteira livre esteja relacionado com o modelo de aglomerados aleatórios em Λ∗n
com condição de fronteira conectada.
Pela Observação 3.26, para todo ω ∈ {0, 1}EΛn temos
φ0p,q,Λn(ω) = φp,q,Λn(ω).
Aplicando (72) no lado direito da igualdade acima ficamos com
φp,q,Λn(ω) = φp∗ ,q,Λ∗n(ω
∗).
Por construção, H˜(n) é isomorfo a Λ(n)∗, portanto, podemos identificar, de maneira
natural, EΛ∗n com EH˜(n). Pensando em ω
∗ como elemento de {0, 1}EH˜(n) podemos escrever
φp∗ ,q,Λ∗n(ω
∗) = φp∗ ,q,H˜(n)(ω∗). Usando, agora, a Definição 3.26, olhando para H(n) como
subgrafo de L2 + (1/2, 1/2) temos
φp∗ ,q,H˜(n)(ω
∗) = φ1p∗ ,q,H(n)(ω
∗).





3.4.1 Alguns resultados básicos para o modelo de aglomerados aleatórios
Nosso objetivo, agora, é mostrar alguns resultados de dominação estocástica que nos
ajudarão a fazer comparações entre medidas de aglomerados aleatórios com diferentes
valores de p e q, como também com diferentes condições de fronteira.
Ordenamento estocástico de medidas
Considere G = (V, E) um grafo finito (ou infinito enumerável), {0, 1}E o espaço de
configurações e F a σ-álgebra gerado pelos eventos cilíndricos de {0, 1}E. Lembramos
que {0, 1}E é um conjunto parcialmente ordenado pela relação de ordem parcial ,
onde ω  η se ωe 6 ηe para todo e ∈ E. Uma variável aleatória X : {0, 1}E → R é
chamada crescente se X(ω) 6 X(η) sempre que ω  η. Um evento A ∈ F é chamado
crescente (resp. decrescente) se sua função indicadora 1A é crescente (resp. decrescente);
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Isto é, um evento A ∈ F é crescente se toda vez que ω  η e ω ∈ A, então, η ∈ A.
O conjunto {0, 1}E, equipado com a topologia dos conjuntos abertos gerados pelos
eventos cilíndricos, é um espaço metrizável e nós dizemos que a variável aleatória
X : {0, 1}E → R é contínua se esta é uma função contínua sobre este espaço métrico.
Já que {0, 1}E é compacto, qualquer função contínua definida sobre {0, 1}E é limitada.
Pela definição da ordem parcial de {0, 1}E temos que 0  ω  1, onde a notação 0 (resp.
1) é usada para denotar a configuração ω de {0, 1}E tal que ωe = 0 (resp. ωe = 1) para
todo e ∈ E. Logo, uma função crescente X : {0, 1}E → R é limitada e, além do mais,
X(0) 6 X(ω) 6 X(1) para ω ∈ {0, 1}E.
Definição 3.10. Dizemos que uma medida µ definida sobre {0, 1}E tem a propriedade de
associação positiva se satisfaz
µ(XY) > µ(X)µ(Y),
para todo par de variáveis aleatórias crescentes X, Y : {0, 1}E → R. A desigualdade acima é
conhecida, também, como desigualdade FKG.
No Capítulo 7 utilizaremos o conceito de associação positiva para uma sequência de
variáveis aleatórias, com a finalidade de obter um tipo de convergência mais forte que a
de distribuição, nos referimos à convergência em distância Mallows.
Definição 3.11. Sejam µ1, µ2 : ({0, 1}E,F )→ R duas medidas de probabilidade. Escrevemos
µ1 6st µ2 (ou µ2 >st µ1) e dizemos que µ1 é dominada estocasticamente por µ2, se µ1(X) 6
µ2(X), para toda variável aleatória contínua e crescente X sobre {0, 1}E.
Dada uma variável aleatória X e µ uma medida de probabilidade, como já tínhamos





Definição 3.12. Uma medida de probabilidade µ : ({0, 1}E,F ) −→ R é estritamente positiva
se µ(ω) > 0 para cada ω em {0, 1}E.
Começamos estudando desigualdades de correlação e ordenamento estocástico para
medidas gerais. Para isso, para cada ω, η ∈ {0, 1}E, denotamos por ω ∨ η e ω ∧ η a
configuração máximo e mínimo por
(ω ∨ η)e = max{ωe, ηe} e (ω ∧ η)e = min{ωe, ηe},
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para cada aresta e ∈ E.
No restante deste capítulo, assumiremos que o conjunto das arestas E é finito. O
seguinte teorema nos dá condições suficientes para que a dominação estocástica µ1 6st
µ2 seja válida.
Teorema 3.31 (Desigualdade de Holley, veja [74]). Se µ1, µ2 : ({0, 1}E,F )→ R são duas
medidas de probabilidade estritamente positivas sobre o espaço finito ({0, 1}E,F ) tal que
µ1(ω ∨ η)µ2(ω ∧ η) > µ1(ω)µ2(η), ω, η ∈ {0, 1}E. (75)
Então
µ1(X) 6 µ2(X), (76)
para cada variável aleatória X : {0, 1}E → R crescente. Isto é µ1 6st µ2.
A prova desse teorema pode ser encontrada em [65], Teorema 2.1, p. 20. Enfatizamos
que este teorema pode ser generalizado em dois sentidos, o primeiro é que este resultado
é válido sobre espaços de configurações mais gerais, como TE, onde T é um subconjunto
finito de R. O segundo é que a condição de que a medida seja estritamente positiva
pode ser relaxada (veja Seção 4 de [59]).
Definição 3.13. Fixadas duas arestas distintas e, f em E. Para cada k ∈ E e para cada
configuração ω ∈ {0, 1}E definimos as seguintes configurações:
ω f (k) :=
{
ωk, se k 6= f
0, se k = f
ωe(k) :=
{
ωk, se k 6= e





ωk, se k 6= e ∧ k 6= f
0, se k = e
1, se k = f
ωef (k) :=

ωk, se k 6= e ∧ k 6= f
0, se k = f
1, se k = e
ωe f (k) :=
{
ωk, se k 6= e ∧ k 6= f
0, se k = e ∧ k = f ω
e f (k) :=
{
ωk, se k 6= e ∧ k 6= f
1, se k = e ∧ k = f .
O próximo teorema é uma simplificação elegante da desigualdade de Holley. Ele nos
diz que não é necessário fazer comparações do tipo (75) para qualquer configuração ω,
basta comparar configurações da Definição 3.13 para obter a desigualdade do Item (76).
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Teorema 3.32 (Veja referência [65]). Um par de medidas de probabilidade estritamente positivas
sobre ({0, 1}E,F ) satisfaz (75) se, e somente se, estas satisfazem as seguintes desigualdades:
µ1(ωe)µ2(ωe) > µ1(ωe)µ2(ωe) e µ1(ω fe )µ2(ωef ) 6 µ1(ωe f )µ2(ωe f ),
para cada configuração ω em {0, 1}E e para qualquer aresta e, f ∈ E
Para maiores detalhes sobre a prova deste teorema, veja [65], Teorema 2.3, p. 21.
Teorema 3.33 (Condição FKG, veja [65]). Seja µ : ({0, 1}E,F ) → R uma medida de
probabilidade estritamente positiva. Se para toda configuração ω ∈ {0, 1}E e todo par de arestas
e, f ∈ E:
µ(ω fe )µ(ωef ) 6 µ(ωe f )µ(ωe f ), (77)
então
µ(A ∩ B) > µ(A)µ(B), (78)
para todo evento A, B ∈ F crescente.
Demonstração. Fixado um evento B ∈ F crescente, defina as seguintes medidas de pro-
babilidade µ1(·) ≡ µ(·|B), µ2(·) ≡ µ(·). Já que ωe  ωe, temos as seguintes possibilidades,
ωe 6∈ B ou ωe ∈ B. Se ωe 6∈ B, desde que µ > 0 tem-se
µ1(ωe)µ2(ωe) = µ(ωe|B)µ(ωe) = 0 < µ1(ωe)µ2(ωe). (79)
Como B é um evento crescente, ωe ∈ B implica que ωe ∈ B e portanto
µ1(ωe)µ2(ωe) = µ(ωe|B)µ(ωe) = µ(ωe)µ(ωe|B) = µ1(ωe)µ2(ωe). (80)
De (79) e (80) temos
µ1(ωe)µ2(ωe) 6 µ1(ωe)µ2(ωe). (81)
Por outro lado, sabemos que ω fe  ωe f . Novamente analisamos os dois casos ω fe 6∈ B
ou ω fe ∈ B. Se ω fe 6∈ B, desde que µ > 0 tem-se
µ1(ω
f
e )µ2(ωef ) = µ(ω
f
e |B)µ(ωef ) = 0 < µ1(ωe f )µ2(ωe f ).
No caso em que ω fe ∈ B, usamos a hipótese para obter
µ1(ω
f




µ(ω fe )µ(ωef )
µ(B)
6
µ(ωe f )µ(ωe f )
µ(B)
= µ(ωe f |B)µ(ωef ) = µ1(ωe f )µ2(ωe f ).
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Das duas desigualdades anteriores segue que
µ1(ω
f
e )µ2(ωef ) 6 µ1(ωe f )µ2(ωe f ). (82)
Assim, de (81) , (82) e pelo Teorema 3.32 temos µ1(A) > µ2(A). Usando as definições de
µ1 e µ2 e o fato de que µ > 0, conclui-se que µ(A ∩ B) > µ(A)µ(B).
Em seguida, apresentaremos um resultado muito importante na Mecânica Estatís-
tica, conhecido como a desigualdade FKG. Essa desigualdade diz que as medidas de
aglomerados aleatórios têm a propriedade de associação positiva. Trata-se de uma
generalização da desigualdade FKG (enunciada no Teorema 7) do modelo de arestas
independentes, já que no modelo de aglomerados aleatórios temos o parâmetro de
dependência q > 1. A referida desigualdade é crucial neste trabalho, pois muitos resul-
tados importantes se derivam de sua aplicação. Note as diferencias entre os casos q < 1
e q > 1: o primeiro caso favorece a formação de poucos aglomerados, já o segundo caso,
no entanto, favorece uma grande formação de aglomerados. Quando q = 1 as arestas
de E são abertas e fechadas, independentemente umas de outras. Este caso especial foi
estudado em detalhe abaixo do título de percolação independente, no Capítulo 2. O caso
q < 1 é matematicamente difícil e menos importante fisicamente. Existe algum interesse
no limite q ↓ 0 (veja Seção 1.5 em [65]).
Cabe ressaltar que a desigualdade FKG não é válida para valores de q < 1 (veja [65],
Seção 3.9, p. 63), e é por isso que de agora em diante assumiremos que q > 1, pois a
maioria dos resultados que serão obtidos derivam desta desigualdade. Não é difícil ver
que φp,q,G, em geral, não é associada positiva quando q ∈ (0, 1), como será ilustrado no
seguinte exemplo:
Exemplo 3.1. Seja G o grafo (mas precisamente, um multigrafo) contendo exatamente dois
vértices. Sejam e, f duas arestas paralelas que unem ditos vértices, como se mostra na Figura 19.
Afirmamos que para 0 < p < 1 e 0 < q < 1, a medida de aglomerados aleatórios φp,q,G não é
associada positiva.
Figura 19: Possíveis estados de duas arestas paralelas e e f .
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De fato, primeiramente, adotaremos as seguintes definições
ω = (ωb)b=e, f , ω
e = (ωb)b=e, f tal que ωe = 1 e ω(e) = (ωb)b=e, f tal que ωe = 0.
Um cálculo simples mostra que,

















p + q(1− p)

> p, se q < 1
= p, se q = 1
< p, se q > 1.
Logo, por propriedade de esperança condicional e por (83), conseguimos
φp,q,G(ωe = 1) = φp,q,G(φp,q,G(ωe = 1|ω f )) > p = φp,q,G(ωe = 1|ω f = 1).
Portanto, concluímos que a medida de aglomerados aleatórios φp,q,G não é associada positiva.
No estudo de percolação, a desigualdade FKG é complementada pela desigualdade
BK, portanto, deveria esperar-se que esta desigualdade falhe para as medidas de aglo-
merados aleatórios com parâmetro q > 1. Aproveitando o Exemplo 3.1, mostraremos
esse fato no seguinte exemplo:
Exemplo 3.2. Seja G o grafo contendo exatamente dois vértices e sejam e, f duas arestas paralelas
que unem ditos vértices. A desigualdade BK não é satisfeita para medidas de aglomerados
aleatórios com parâmetro q > 1.
De fato, seguindo a mesma notação do Exemplo 3.1, definamos os seguintes eventos: A =
{ωe = 1} e B = {ω f = 1}. Como A e B dependem de arestas distintas,
A ∩ B = A ◦ B.
No entanto, para q > 1, (83) implica que
φp,q,G(A) = φp,q,G(φp,q,G(A|ω f )) < p = φp,q,G(A|B).
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Portanto, a desigualdade BK não é satisfeita quando q > 1, para medidas de aglomerados
aleatórios.
A ausência da propriedade BK torna toda a teoria mais complicada que a teoria
de percolação independente. Uma pergunta que permanece em aberto, é saber se
a desigualdade BK é válida para eventos crescentes, em medidas de aglomerados
aleatórios com parâmetro q < 1. Sabemos que a desigualdade BK não é válida para
qualquer evento nas medidas de aglomerados quando q < 1, desde que a referida
desigualdade coincide com a desigualdade FKG quando se trabalha, na interseção, com
um evento crescente e outro decrescente.
Associação positiva quando q > 1
A associação positiva nos permitirá comparar medidas de aglomerados aleatórios
com diferentes valores de p e q. Isso será usado para deduzir uma desigualdade de
correlação importante que generaliza a desigualdade FKG exposta no Teorema 7 para o
modelo de percolação independente.
Corolário 3.34 (Desigualdade FKG). Seja G = (V, E) ⊂ Ld um subgrafo finito, p ∈ [0, 1],
q ∈ [1, +∞) e ξ uma condição de fronteira arbitrária. Se A, B são eventos crescentes na σ-álgebra
das partes de ΩξG então
φ
ξ
p,q,G(A ∩ B) > φξp,q,G(A) φξp,q,G(B),
onde ΩξG denota o conjunto da Definição 3.8.
Demonstração. Para não carregar a notação, nesta prova escrevemos kξ(ω) para denotar
kξ(ω, G). Pelo Teorema 3.33 (condição FKG) é suficiente provar a condição (77), isto é,
po(ω
e f )+o(ωe f )(1− p)c(ωe f )+c(ωe f )qkξ (ωe f )+kξ (ωe f ) > po(ω
f
e )+o(ωef )(1− p)c(ω
f
e )+c(ωef )qk
ξ (ω fe )+kξ (ωef ).
Em direção de provar esta desigualdade, observamos que
o(ωe f ) + o(ωe f ) = [o(ω) + 2] + o(ω)
= [o(ω) + 1] + [o(ω) + 1] = o(ω fe ) + o(ωef )
e que
c(ωe f ) + c(ωe f ) = c(ω) + [c(ω) + 2]
= [c(ω) + 1] + [c(ω) + 1] = c(ω fe ) + c(ωef ).
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Assim, só resta provar que
qk
ξ (ωe f )+kξ (ωe f ) > qk
ξ (ω fe )+kξ (ωef ). (84)
Fixadas as arestas e = {u, v} e f = {x, y}, onde u, v, x, y ∈ V, e observando que a
configuração ω está definida sobre o conjunto de arestas E \ {e, f }, daremos um esboço
da prova da desigualdade em (84), considerando simplesmente alguns casos especiais,
já que a técnica para provar todos os outros casos é a mesma. Em quase todos os casos,
como é simples de verificar em (84), temos a igualdade. Abaixo mostramos como obter
(84) em três casos onde vale a igualdade e um caso onde a desigualdade é estrita.
X Quando u, v, x e y pertencem a aglomerados disjuntos em (V, η(ω)).













= kξ(ω fe ) + kξ(ωef ).
X Quando u, v pertencem a dois aglomerados disjuntos e x, y estão em um mesmo
aglomerado em (V, η(ω)).









= kξ(ω fe ) + kξ(ωef ).
X Quando u, v, x pertencem um aglomerado e y não pertence a este aglomerado em
(V, η(ω)).




+ kξ(ω) = kξ(ωef ) + k
ξ(ω fe ).
X Quando u, x estão em um mesmo aglomerado disjunto ao aglomerado onde estão
v, y, em (V, η(ω)).













= kξ(ω fe ) + kξ(ωef ).
Procedendo analogamente para os outros casos, obtemos
kξ(ωe f ) + kξ(ωe f ) > kξ(ω fe ) + kξ(ωef ),
concluindo-se a prova.
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Observamos que as desigualdades que estamos apresentando são sempre enunciadas
para eventos crescentes. A próxima desigualdade que apresentaremos será muito útil
neste trabalho, já que nos permitirá comparar medidas de aglomerados aleatórios com
diferentes parâmetros p ∈ [0, 1] e q > 1. Além do mais, para estas medidas sobre
subgrafos finitos de Ld a comparação também é válida para quaisquer condições de
fronteira.
Corolário 3.35 (Comparação em p, veja [65]). Seja G = (V, E) ⊂ Ld um subgrafo finito e ξ
uma condição de fronteira fixa. Então
(1) φξp1,q1,G 6st φ
ξ
p2,q2,G
, se q1 > q2, q1 > 1 e p1 6 p2,
(2) φξp1,q1,G >st φ
ξ
p2,q2,G
, se q1 > q2, q1 > 1 e p1q1(1−p1) 6
p2
q2(1−p2) .

























é crescente. Como Y é o produto de duas variáveis aleatórias
crescentes, ela é crescente.
Seja X uma variável aleatória arbitrária. Pela definição de esperança da variável




















)kξ (ω,G) [ p2/(1− p2)
p1/(1− p1)
]o(ω)
[p1/(1− p1)]o(ω) qk(ω)1 .
Simplificando, multiplicando e dividindo pela constante de normalização Z ξp2,q2,G, a









































Caso particular, consideremos X uma variável aleatória crescente. Como q1 > 1, φξp1,q1,G














concluindo-se a prova deste item.









Desde que kξ(ω, G) é decrescente e o(ω) é crescente, kξ(ω, G) + o(ω) é crescente. Como
q2
q1














é decrescente. Como Y é o produto de duas
variáveis aleatórias decrescentes, ela é decrescente.
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Propriedades do domínio de Markov e da energia finita
Considere um subgrafo finito Γ ≡ (Γ, EΓ) ⊂ Ld (o abuso de notação cometido aqui é
que identificamos Γ com seu conjunto de vértices VΓ) e Λ um subgrafo de Γ. A próxima
proposição, chamada domínio de Markov, nos mostra como a medida de probabilidade
do modelo de aglomerados aleatórios em Λ pode ser obtida através da medida de
probabilidade deste modelo definida em Γ com condições de fronteira adequadas.
Antes de prosseguirmos, relembramos uma propriedade elementar da esperança
condicional. Seja (Ω,F , µ) um espaço de probabilidade. Suponha que X seja uma
variável aleatória neste espaço. Se A ∈ F então, a esperança condicional de X, dada a
σ-álgebra gerada por A, tem a seguinte expressão para todo ω ∈ Ω:
Eµ[X|A, Ac,∅,Ω](ω) = 1
µ(A)
Eµ[X · 1A] · 1A(ω) + 1µ(Ac)Eµ[X · 1Ac] · 1Ac(ω).
Para demonstrar a próxima proposição deste texto vamos precisar introduzir uma
nova notação para falarmos de algumas condições de fronteira que surgem naturalmente
quando consideramos as equações DLR.
Sejam Λ ⊂ Γ subgrafos finitos em Ld. Dada uma condição de fronteira ξ em Γ e
uma configuração ω ∈ {0, 1}EΓ , podemos definir uma nova condição de fronteira em
Λ, que será denotada por ξ ∪ ω e definida da seguinte maneira: {x, y} ∈ ξ ∪ ω se, e
somente se, x, y ∈ ∂Λ e, além do mais, x e y pertencem à mesma componente conexa
no grafo, cujo conjunto de vértices é formado por (VΓ \VΛ)∪ ∂Λ e o conjunto de arestas
é dado por todas as arestas abertas da configuração ω tais que suas extremidades
estejam no conjunto de vértices que acabamos de definir, unido ao conjunto das arestas
ξ. Em outras palavras, {x, y} ∈ (ξ ∪ ω) se eles estão no mesmo aglomerado aberto
determinado por ω e ξ “fora” de Λ. As aspas no “fora” se referem ao fato de que
o aglomerado ou as arestas mencionadas acima podem conter vértices ou arestas da
fronteira de Λ.
























Proposição 3.36 (Propriedade do domínio de Markov). Seja Λ ⊂ Γ, X uma variável
aleatória que depende apenas dos estados das arestas de EΛ. Denotamos por FΓ\Λ = σ(ωe : e ∈




Demonstração. Vamos primeiro fazer esta prova em um caso mais simples. Seja e = {x, y}
uma aresta em Γ e tome Λ = Γ \ {x, y}. Então



















Usando as identidades (87) e (88) ficamos com
φ
ξ
p,q,Γ(X|FΓ\Λ) = φξ∪0p,q,Γ\{x,y}(X) 1{ωe=0} + φ
ξ∪1
p,q,Γ\{x,y}(X) 1{ωe=1}.




Usando as propriedades da esperança condicional e repetindo o procedimento acima
concluímos a prova.




p,q,Γ(X|FΓ\Λ)(ω) = φωp,q,Λ(X), ω ∈ ΩξΓ,
onde ΩξΓ denota o conjunto da Definição 3.8.
A seguinte propriedade, chamada de propriedade da energia finita, é uma das ferramen-
tas necessárias (junto à invariância por translação da medida) quando no modelo de
aglomerados aleatórios se deseja provar a propriedade geométrica da unicidade quase
certa do aglomerado infinito. O problema da unicidade do aglomerado infinito será
abordado no Teorema 3.50 abaixo. Salientamos que este problema geométrico pode ser
válido para modelos de aglomerados aleatórios mais gerais (com presença de campo
externo), veja-se, por exemplo, o Teorema 5.25 do Capítulo 5.
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Proposição 3.38 (Propriedade da energia finita). Seja Λ ⊂ Ld um subgrafo finito e e =
{x, y} ∈ EΛ uma aresta. Denotamos por Λ∗ ≡ (Λ, η(ω) \ e) e Ke o evento que x e y estão
conectados por um caminho aberto que não usa a aresta “e”. Se p ∈ (0, 1) e q > 1 temos
φ
ξ
p,q,Λ(ωe = 1|FΛ\{x,y}) =
p, se x e y pertencem a mesma componente em Λ∗p
p+q(1−p) , caso contrário.
Demonstração. Usando a propriedade do domínio de Markov para Λ e {x, y} temos
φ
ξ
p,q,Λ(ωe = 1|FΛ\{x,y})(ψ) = φξ∪ψp,q,{x,y}(ωe = 1).
Se x e y pertencem à mesma componente em Λ∗, a condição de fronteira acima é a
condição de fronteira conectada. Logo,
φ
ξ∪ψ
p,q,{x,y}(ωe = 1) = φ
1
p,q,{x,y}(ωe = 1) =
p1(1− p)0q1
p1(1− p)0q1 + p0(1− p)1q1 = p.
Por outro lado, se x e y não pertencem a mesma componente em Λ∗, a condição de
fronteira ξ ∪ ψ seria a condição de fronteira livre, logo,
φ
ξ∪ψ
p,q,{x,y}(ωe = 1) = φ
0
p,q,{x,y}(ωe = 1).
Para calcular o lado direito acima, se procede analogamente ao caso anterior.
Com estas ferramentas a nossa disposição, agora podemos provar a desigualdade se-
guinte, que consiste em comparar medidas de probabilidade do modelo de aglomerados
aleatórios com respeito as condições de fronteira.
Corolário 3.39 (Comparação entre condições de fronteira). Seja p ∈ [0, 1] e q > 1. Se






para qualquer evento crescente A na σ-álgebra das partes de {0, 1}EΛ .
Demonstração. Sejam ξ e ψ duas condições de fronteira sobre Λ. Suponha que ξ  ψ.
Seja Λ0 o grafo obtido a partir de Λ adicionando as arestas de ψ. Seja B o evento dado
por todos os elementos ω ∈ {0, 1}EΛ0 tais que ωe = 0 para todo e ∈ ψ (lembrando que
ψ é um conjunto de arestas). Pelas propriedades da esperança condicional, para todo
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(A|FΛ0\Λ)(ω) = φξ∪ωp,q,Λ(A) = φξp,q,Λ(A),
onde, na última igualdade, usamos que ξ ∪ ω induz a mesma condição de fronteira
que ξ em Λ. Seja C o evento dado por todos os elementos ω ∈ {0, 1}EΛ0 tais que ωe = 1





Aplicando a propriedade do domínio de Markov no lado esquerdo da igualdade




(A|FΛ0\Λ)(ω) = φξ∪ωp,q,Λ(A) = φ
ψ
p,q,Λ(A),
onde, na última igualdade, usamos que ξ ∪ ω = ψ. Pela definição de probabilidade























Note que B é um evento decrescente, por isso invertemos o sentido da desigualdade











(A) = φξp,q,Λ0(A|C) φ
ξ
p,q,Λ0




onde, na segunda igualdade, usamos a propriedade do domínio de Markov como
mostrado acima. Com esta desigualdade concluímos a prova do teorema, já que vale o
Item (89).
Este corolário é importante, pois dele se deduz que as medidas φ0p,q,Λ e φ
1
p,q,Λ são
medidas extremais, no sentido de que não se podem escrever como combinação convexa
de duas medidas distintas.
Corolário 3.40 (Extremabilidade). Seja p ∈ [0, 1], q > 1 e Λ ⊂ Ld um subgrafo finito. As
medidas φ0p,q,Λ e φ
1




para qualquer evento crescente A na σ-álgebra das partes de {0, 1}EΛ .
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3.4.2 O limite termodinâmico, ergodicidade e a existência de transição de fase
Estamos interessados em estudar o que acontece com as medidas de probabilidade
do modelo de aglomerados aleatórios quando o grafo finito começa a crescer monotoni-
camente para um grafo infinito, o chamado limite termodinâmico.
Daqui em diante, em nosso estudo, faremos um abuso de notação. Para referirmos
à rede Ld escreveremos simplesmente Zd, o que denotará o grafo (Zd,Ed), d > 2.
A definição de uma medida de aglomerados aleatórios sobre Zd não pode ser feita
diretamente a partir da definição dada para subgrafos de Zd, pois pode acontecer que o
número de arestas abertas (ou fechadas) seja infinito.
Existem, basicamente, duas formas de definir estes tipos de medidas sobre espaços
infinitos. A primeira (que começaremos a definir na continuação) é definida indireta-
mente tomando limites (fracos) das medidas de aglomerados aleatórios sobre grafos
finitos (como, por exemplo, uma sequência de caixas crescentes que tendem a Zd) com
condições de fronteira apropriadas (veja referência [65]). A segunda forma é construir
medidas a volume infinito de maneira direta sobre o látice infinito, esta construção é
inspirada pelos trabalhos de Dobrushin-Lanford-Ruelle (DLR) para estados de Gibbs
(veja referência [57] para mais detalhes). Essa segunda forma de se construir estes tipos
de medidas será vista pormenorizadamente na Subseção 3.4.5.
Um dos conceitos fundamentais para compreender o que é o limite termodinâmico é
o conceito de convergência fraca de medidas. Existem vários conceitos de convergência
de medidas de probabilidade. Como já mencionamos, a topologia gerada pelos cilindros
finito dimensionais em {0, 1}Ed é metrizável e, além do mais, este espaço com a referida
topologia é um espaço métrico compacto. Tal fato permite usar um importante teorema
de Análise (veja Proposição 5.5 de [16]) que garante a compacidade do espaço das
medidas de probabilidade definidas sobre os borelianos de {0, 1}Ed . Antes de enunciar
este teorema vamos dar a definição de convergência fraca.
Definição 3.14 (Convergência fraca). Seja (Ω,F ) um espaço mensurável. Uma sequência
(µn)n∈N de medidas de probabilidade definidas neste espaço converge fracamente para µ se para





µ(dω) f (ω), quando n→ ∞.
Essa noção de convergência define, de maneira natural, uma topologia no conjunto
de todas as medidas de probabilidade que denotaremos porM1(Ω). No caso em que Ω
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também tenha estrutura de espaço métrico, denotamos porM1(Ω,B(Ω)) o conjunto
de todas as medidas de probabilidade definidas sobre a σ-álgebra de Borel de Ω, isto
é, a σ-álgebra gerada pelos abertos de Ω, notação: B(Ω). A topologia induzida em
M1(Ω,B(Ω)) pela convergência fraca é metrizável e, além do mais, com respeito a esta
métrica, o espaço M1(Ω,B(Ω)) é um espaço topológico compacto se, e somente se,
Ω é compacto. Um caso particular de bastante interesse em nosso trabalho é quando
Ω = {0, 1}Ed . Com a topologia produto, temos pelo Teorema de Tychonoff que este
espaço é compacto. Podemos mostrar, também, que esta topologia é metrizável e assim
segue do teorema citado anteriormente que M1({0, 1}Ed ,B({0, 1}Ed)) é um espaço
métrico compacto.
Para definirmos o limite termodinâmico, lembramos que podemos olhar para as
medidas do modelo de aglomerados aleatórios com condições de fronteira, no sentido
da Definição 3.8, em cada Λn ⊂ Zd (finito) como medidas de probabilidade definidas
na σ-álgebra de Borel de {0, 1}Ed . De fato, neste contexto de condições de fronteira a







po(ω)(1− p)c(ω)qk(ω,Λn), se ω ∈ ΩξΛn
0, caso contrário.
Esta construção motiva a seguinte definição.
Definição 3.15 (Limite termodinâmico). A medida de probabilidade φp,q,Zd definida sobre
o conjunto de configurações {0, 1}Ed associado ao grafo infinito Zd, é chamada de medida
de aglomerados aleatórios a volume infinito com parâmetros p e q, se existe uma condição de
fronteira ξ ∈ {0, 1}Ed , no sentido da Definição 3.8, e uma sequência crescente de subgrafos
finitos {(Λn, EΛn) : n > 1}, satisfazendo Λn ↑ Zd quando n→ ∞ e
φ
ξ
p,q,Zd = limn→∞ φ
ξ
p,q,Λn ,
onde a convergência acima deve ser entendida no sentido da Definição 3.14.
Para cada Λn ⊂ Zd a medida de probabilidade φξp,q,Λn de aglomerados aleatórios
com condição de fronteira ξe = 1 para todo e ∈ Ed tem um papel importante em
nosso trabalho. Observamos que alguns resultados, como a desigualdade FKG, a
desigualdade de comparação com respeito ao parâmetro p, a monotonicidade com
respeito às condições de fronteira e propriedade da energia finita permanecem válidas,
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com as naturais adaptações no limite termodinâmico. Isso será visto em detalhes mais
adiante, especificamente no Teorema 3.59 e Proposição 3.63.
Teorema 3.41. Existem duas medidas de probabilidade φ0p,q,Zd e φ
1
p,q,Zd chamadas medidas do
modelo de aglomerados aleatórios a volume infinito com condições de fronteira livre e conectada












onde Λn = [−n, n]d ∩Zd.
Demonstração. Já que A depende apenas dos estados de um número finito de arestas,
então, existe N ∈N tal que A ∈ FΛN . Observe que, para cada condição de fronteira ψ






onde, na igualdade acima, usamos a propriedade do domínio de Markov, e na de-






p,q,Λn+1(A|FΛn+1\Λn)) 6 φ1p,q,Λn+1(φ1p,q,Λn(A)) = φ1p,q,Λn(A).
Logo, {φ1p,q,Λn(A) : n > N} é decrescente. Como esta sequência de números reais é
limitada, ela é convergente. Para cada A ∈ FΛN definamos
φ1p,q,Zd(A) ≡ limn→∞ φ
1
p,q,Λn(A).
O limite acima é independente da escolha da sequência Λn. De fato, fixadas duas
sequências Λ1,n e Λ2,n, seja φ1p,q,Zd;1 = limn→∞ φp,q,Λ1,n e φ
1




Λ1,n, n é par
Λ2,n, n é impar
e seja φ1p,q,Zd = limn→∞ φp,q,Λn . Como φp,q,Λ1,n e φp,q,Λ2,n são subsequências de φp,q,Λn , as
três sequencias mencionadas convergem, portanto, elas devem ter o mesmo limite.
Por outro lado, a coleção dos eventos crescentes que dependem de um número finito
de variáveis é uma classe que determina convergência (veja referência [18], p. 14-19),
107
o modelo de ising/potts e o modelo de aglomerados aleatórios




Analogamente, temos que φ0p,q,Λn+1(A) é uma sequência limitada crescente (n > N) de
números reais e, portanto, converge. Usando, novamente, argumentos similares ao caso
anterior, temos que φ0p,q,Λn converge fracamente a uma medida de probabilidade que
será denotada por φ0p,q,Zd .
O seguinte corolário é consequência do Corolário 3.40 junto ao Teorema 3.41.
Corolário 3.42 (Extremabilidade a volume infinito). Todos os limites termodinâmicos do
modelo de aglomerados aleatórios φξp,q,Zd sobre Z
d são estocasticamente dominados por φ0p,q,Zd e






para qualquer condição de fronteira ξ .
Proposição 3.43 (Monotonicidade no volume). Como subproduto da prova do Teorema 3.41,
para Λ ⊂ Γ em Zd temos
φ0p,q,Λ(A) 6 φ0p,q,Γ(A) e φ1p,q,Γ(A) 6 φ1p,q,Λ(A),
para cada evento A crescente na σ-álgebra das partes de {0, 1}EΛ .
Invariância, ergodicidade e trivialidade de φp,q,Zd .
As seguintes propriedades estão relacionadas com os conceitos de invariância, ergo-
dicidade (para uma definição formal destes conceitos, veja Seção 2.4 do Capítulo 2) e
trivialidade de medidas. No que resta do capítulo, vamos adotar a seguinte notação
L ≡ {Λ ⊂ Zd : 0 < |Λ|< ∞}. (91)
Dado Λ ∈ L , denotamos por FΛ à σ-álgebra de eventos que dependem de um
número finito (de estados) de arestas. Uma medida µ sobre o espaço mensurável (Ω,F )
é dito trivial sobre T se, para todo evento A ∈ T ≡ ⋂Λ∈L FΛc , µ(A) é igual a zero ou
um. A σ-álgebra T é conhecida como σ-álgebra caudal.
O seguinte teorema nos diz que as medidas extremais a volume infinito do modelo
de aglomerados aleatórios (extremais, no sentido de espaços convexos, isto é, estas
medidas não podem ser escritas como combinação convexa de duas medidas distintas)
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são invariantes por automorfismos (em particular, são invariantes por translações) da
rede Zd.
Fixado p ∈ [0, 1] e q ∈ [1,∞), enunciamos e provamos o seguinte teorema.
Teorema 3.44 (Invariância por automorfismos). A medida de aglomerados aleatórios a volume
infinito φbp,q,Zd , é invariante por automorfismos, para b = 0, 1.
Demonstração. Seja A um evento crescente dependendo de um número finito de arestas,







−1A) −→ φ0p,q,Zd(τ−1A), quando Λ ↑ Zd.




−1A) = φ0p,q,Zd(A). Desde que os eventos cilíndricos geram a σ-álgebra
F , pelo Lema .36 (do Apêndice) temos τφ0p,q,Zd = φ
0
p,q,Zd .
Por outro lado, pela Proposição 3.43 e por um raciocínio similar ao feito acima,
obtemos φ1p,q,Zd(τA) = φ
1
p,q,Zd(A). Seja C o conjunto de automorfismos que fixam a
origem. Cada automorfismo de Zd é a combinação de uma translação τ e um ele-
mento σ de C. Como todo evento crescente pode-se aproximar por eventos crescentes
dependendo de um número finito de arestas e todo elemento de C preserva caixas
da forma Λn ≡ [−n, n]d ∩ Zd, segue do Teorema 3.41 que φbp,q,Zd é invariante por
automorfismos.
O seguinte teorema sobre trivialidade das medidas extremais, nos servirá para provar
a ergodicidade das medidas (extremais) de aglomerados aleatórios.
Teorema 3.45 (Trivialidade). A medida de aglomerados aleatórios a volume infinito φbp,q,Zd , é
trivial sobre T , para b = 0, 1.
Demonstração. Existem duas formas de verificar este teorema, a primeira é usar a
Proposição 4.35, a qual será apresentada ainda na Subseção 4.3.2 do Capítulo 4 e a
segunda forma será detalhada a seguir. Sejam Λ ⊂ Γ subgrafos finitos1 em Zd, A ∈ FΛ
e B ∈ FΓ\Λ ambos crescentes. Logo,
φ0p,q,Γ(A ∩ B) = φ0p,q,Γ(A|B) φ0p,q,Γ(B) > φ0p,q,Γ(A) φ0p,q,Γ(B) > φ0p,q,Λ(A) φ0p,q,Γ(B),
1 Relembramos que, aqui, estamos cometendo abuso de notação, estamos escrevendo Λ para denotar o
grafo (Λ, EΛ)
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onde, na primeira desigualdade, se usou a desigualdade FKG (veja Corolário 3.34) e na
segunda desigualdade a monotonicidade no volume (veja Proposição 3.43).
Fazendo Γ ↑ Zd na desigualdade anterior obtemos
φ0p,q,Zd(A ∩ B) > φ0p,q,Λ(A) φ0p,q,Zd(B), ∀B ∈ FΓ\Λ,
logo, por definição da σ-álgebra caudal, esta desigualdade se mantém para todo B ∈ T .
Fazendo Λ ↑ Zd na desigualdade acima, obtemos
φ0p,q,Zd(A ∩ B) > φ0p,q,Zd(A) φ0p,q,Zd(B), ∀B ∈ T . (92)
Desde que B ∈ T , Bc ∈ T , temos
φ0p,q,Zd(A ∩ Bc) > φ0p,q,Zd(A) φ0p,q,Zd(Bc), ∀B ∈ T . (93)
Como A e B são independentes (pois dependem de volumes diferentes) segue
φ0p,q,Zd(A ∩ B) + φ0p,q,Zd(A ∩ Bc) = φ0p,q,Zd(A) φ0p,q,Zd(B) + φ0p,q,Zd(A) φ0p,q,Zd(Bc).
Combinando (92) e (93) comprovamos a validez da seguinte identidade
φ0p,q,Zd(A ∩ B) = φ0p,q,Zd(A) φ0p,q,Zd(B), ∀B ∈ T . (94)
Como (94) é válido para todo A ∈ FΛ crescente e a coleção de tais eventos é uma classe
que determina convergência (veja referência [18], p. 14-19), então (94) é válido para todo
A ∈ F .
Fazendo A = B, em (94) temos φ0p,q,Zd(A) = φ
0
p,q,Zd(A)
2, portanto, φ0p,q,Zd(A) ∈ {0, 1},
para todo A ∈ T . Isto é, φ0p,q,Zd é trivial sobre T .
Usando-se associatividade positiva, a Proposição 3.43 e um raciocínio análogo ao
feito anteriormente provam que φ1p,q,Zd é também trivial sobre T .
Uma medida de probabilidade µ sobre (Ω,F ) é dita mixing ou fortemente mixing
se, para todo A, B ∈ F
lim
|x|→∞
µ(A ∩ τxB) = µ(A)µ(B) (95)
ou equivalentemente, dado e > 0, existe N = N(e) tal que
|µ(A ∩ τxB)− µ(A)µ(B)|< e, se |x|> N.
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Teorema 3.46 (Ergodicidade). A medida de aglomerados aleatórios a volume infinito φbp,q,Zd ,
é ergódica com respeito as translações de Zd, distintas da identidade, para b = 0, 1.
Demonstração. Um fato geral diz que toda medida trivial sobre T é mixing (veja [57],
Proposição 7.9 e a discussão relacionada em [57], Observação 7.13, Proposição 14.9).
Com isso a nossa disposição, seja j 6= 0 e B um evento invariante por translações. Como
φbp,q,Zd é mixing, vale a identidade (95). Fazendo x = nj, A = B e τ ≡ θ em (95), quando
n → ∞, temos φbp,q,Zd(B) = φbp,q,Zd(B)2, portanto, φbp,q,Zd(B) ∈ {0, 1}. Logo, φbp,q,Zd é
ergódica, para b = 0, 1.
Observação 3.47. Considerando q = 1 nos Teoremas 3.44 e 3.46, veja que obtemos uma prova
alternativa das Proposições 2.10 e 2.5, respectivamente, Seção 2.4. Além disso, neste caso (q = 1),
segundo o Teorema 3.45, tem-se que a medida de Bernoulli Pp é trivial sobre T .
Transição de fase
A transição de fase para o modelo de aglomerados aleatórios a volume infinito é
similar à transição de fase para o modelo de percolação independente, esta semelhança
é descrita precisamente no teorema abaixo.
Teorema 3.48. Seja d > 1. Para cada q > 1 fixo, existe pc ≡ pc(q) ∈ [0, 1], chamado de ponto
crítico, tal que
∀p < pc, qualquer medida de aglomerados aleatórios sobre Zd, não tem aglomerados
infinitos quase certamente
∀p > pc, qualquer medida de aglomerados aleatórios sobre Zd, tem pelo menos um
aglomerado infinito quase certamente.
Demonstração. Fixe q > 1 e N ∈ N. Denote por [−N, N]d ≡ [−N, N]d ∩Zd, a caixa de




p,q,[−n,n]d(0↔ ∂[−N, N]d) = φ1p,q,Zd(0↔ ∂[−N, N]d).
Pelo Corolário .39, a quantidade à esquerda na igualdade acima é não decrescente em
p, logo, o limite também é monótono no parâmetro p. Daí, para cada p1 6 p2
φ1p1,q,Zd
(0↔ ∂[−N, N]d) 6 φ1p2,q,Zd(0↔ ∂[−N, N]
d).
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Uma vez que
∩∞N=1{0↔ ∂[−N, N]d} = {0↔ ∞},
pela continuidade da medida, a desigualdade anterior implica
φ1p1,q,Zd
(0↔ ∞) 6 φ1p2,q,Zd(0↔ ∞),
para todo p1 6 p2. Analogamente, a mesma desigualdade é válida para a condição de
fronteira livre. Portanto, podemos definir
pbc ≡ inf{p ∈ [0, 1] : φbp,q,Zd(0↔ ∞) > 0}, com b = 0, 1.
Vamos mostrar, agora, que p1c = p0c . De fato, suponha por contradição que p1c 6= p0c . Se
p1c > p0c , então, pela definição de p1c , existe algum p ∈ (p0c , p1c ) tal que
φ1p,q,Zd(0↔ ∞) = 0.
Já que φ0p,q,Zd 6st φ
1
p,q,Zd e {0↔ ∞} é um evento crescente, segue que φ0p,q,Zd(0↔ ∞) = 0,
mas isto contradiz a definição de p0c . Por um razonamento análogo, para o caso p1c < p0c ,
chegamos, também, a uma contradição. Logo, esse ponto crítico comum será denotado
por pc.
Note que o evento ∪x∈Zd{x ↔ ∞} onde existe pelo menos uma componente conexa
infinita é crescente e invariante por translações, pois uma translação de Zd leva aglo-
merados aleatórios infinitos em aglomerados aleatórios infinitos na configuração ω
transladada, por causa da invariância translacional da rede Zd.
Por outro lado, as medidas de aglomerados aleatórios extremais a volume infinito
{φbp,q,Zd : b = 0, 1} são ergódicas, logo,
φbp,q,Zd(∪x∈Zd{x ↔ ∞}) ∈ {0, 1}.
Por dominação estocástica, σ-aditividade e invariância translacional das medidas φbp,q,Zd
com b = 0, 1, para todo p < pc temos
φ
ξ
p,q,Zd(∪x∈Zd{x ↔ ∞}) 6 φ1p,q,Zd(∪x∈Zd{x ↔ ∞}) 6 ∑
x∈Zd
φ1p,q,Zd(x ↔ ∞) = 0.
Este último fato conclui a demonstração da primeira parte do teorema.
Observe que se p > pc, então, devemos ter φ0p,q,Zd(∪x∈Zd{x ↔ ∞}) = 1 pois, caso
contrário,
0 = φ0p,q,Zd(∪x∈Zd{x ↔ ∞}) > φ0p,q,Zd(x ↔ ∞) > 0,
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onde, novamente na última desigualdade, fazemos uso da invariância translacional do
modelo e da definição de ponto crítico. E, assim, chegamos a uma contradição.
Portanto, φ0p,q,Zd(∪x∈Zd{x ↔ ∞}) = 1. Usando a dominação estocástica da medida
extremal conectada, temos a desigualdade
1 = φ0p,q,Zd(∪x∈Zd{x ↔ ∞}) 6 φ
ξ
p,q,Zd(∪x∈Zd{x ↔ ∞}),
o que conclui a prova.
Definição 3.16. Motivados pela definição de ponto crítico estabelecido na prova do Teorema
3.48, para d > 2 definimos o ponto crítico do modelo de aglomerados aleatórios de parâmetro
q > 1 pelo valor
pc(q, d) = inf{p ∈ [0, 1] : φbp,q,Zd(0↔ ∞) > 0}, b = 0, 1.
Para d > 2, o fato de que pc(q, d) ∈ (0, 1) não é, de maneira nenhuma, óbvio. Esse
resultado pode ser provado usando os Corolários 3.35 e 2.29, os quais estabelecem que
pc(1, d) ≡ pc(d) ∈ (0, 1), como pode ser visto na prova do seguinte teorema.
Teorema 3.49. Se d > 2, e q > 1, então, pc(q, d) ∈ (0, 1).
Demonstração. O caso de maior interesse é quando p ∈ (0, 1). Logo, usando o Corolário
3.35 com q1 = q, q2 = 1, p1 = p, p2 = p′, ξ = 1 e p′ ≡ pp+q(1−p) , temos
φ1p′ ,1,G 6st φ1p,q,G 6st φ1p,1,G,




(1−p′) . Da definição de p
′ obtemos que p = qp
′
1+p′(q−1) . Daí, a
dominação estocástica anterior pode-se rescrever
φ1p′ ,1,G 6st φ1p,q,G 6st φ1 qp′
1+p′(q−1) ,1,G
.
Fazendo G ↑ Zd obtemos








Logo, pela definição de ponto crítico segundo a Definição 3.16 tem-se
pc(1, d) 6 pc(q, d) 6
qpc(1, d)
1 + (q− 1)pc(1, d) ,
onde pc(1, d) = pc(d) é o ponto crítico do modelo de aglomerados aleatórios, quando
q = 1, isto é, pc(d) é o ponto crítico do modelo de percolação independente, que, pelo
Corolário 2.29, é não trivial. Portanto, concluímos que pc(q, d) ∈ (0, 1) sempre que
q > 1.
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No caso que d = 2, não nos preocupamos com este detalhe pois, na Subseção 3.4.4








com q > 1 [12], o que implicará que o ponto crítico na rede bidimensional é não trivial
(para uma exposição mais detalhada desse fato veja [120]).
3.4.3 Unicidade do aglomerado inﬁnito
Pelo Teorema 3.48 temos que na fase supercrítica (isto é, quando p > pc) existe,
pelo menos, um aglomerado infinito quase certamente. Uma pergunta natural é: este
aglomerado infinito é único? A resposta é sim.
O próximo teorema nos fornece a unicidade quase certa do aglomerado infinito para
medidas de aglomerados aleatórios com condições de fronteira extremais. Ele diz
que para valores de p maiores que o ponto crítico, quase certamente existe um único
aglomerado infinito, isto é, φbp,q,Zd(Existe um único aglomerado infinito) = 1, onde b =
0, 1. Mais precisamente
Teorema 3.50 (Unicidade do aglomerado infinito). Para todo p ∈ [0, 1] o número de
aglomerados infinitos é igual a 0 ou 1, φbp,q,Zd−q.c.
Demonstração. Vamos denotar por N∞ a variável aleatória que conta o número de
aglomerados aleatórios infinitos. Claramente, N∞ é invariante por translações, pois
as translações das configurações de {0, 1}Ed não alteram seu número de aglomerados
aleatórios. Pela ergodicidade das medidas extremais φbp,q,Zd , b = 0, 1 (veja Teorema 3.46),
temos que φbp,q,Zd(N∞ = n ∈ Z+ ∪ {∞}) é igual a zero ou um.
Daí, a prova da unicidade do aglomerado infinito pode ser deduzida como consequên-
cia dos dois seguintes lemas:
Lema 3.51. Para cada p ∈ [0, 1] e q > 1, temos
φbp,q,Zd(N∞ ∈ {0, 1,∞}) = 1.
Demonstração. Desejamos provar que N∞ ∈ {0, 1,∞} quase certamente. Vamos fazer a
prova por contradição. Fixe n0 6= 0, 1 e +∞ e suponha por contradição que
φbp,q,Zd(N∞ = n0) = 1. (96)
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Defina o evento
Ak ≡ {n0 aglomerados infinitos (abertos) em Zd \Λk interceptam Λk},
onde Λk = [−k, k]2 ∩Zd é a caixa centrada na origem de lado 2k.
Observe que a sequência de conjuntos (Ak)k>0 é crescente e que ∪k>0Ak = {N∞ = n0},





p,q,Zd (∪k>0Ak) = φbp,q,Zd(N∞ = n0) = 1.






Ak ∩ {∀e ∈ EΛk : ωe = 1} ⊂ {N∞ = 1},
pois, no evento acima, os n0 aglomerados estão unidos pela caixa Λk, já que todas suas
arestas estão abertas. Daí, temos a seguinte desigualdade
φbp,q,Zd(N∞ = 1) > φ
b
p,q,Zd(Ak ∩ {∀e ∈ EΛk : ωe = 1} )
= φbp,q,Zd(∀e ∈ EΛk : ωe = 1|Ak) φbp,q,Zd(Ak) > 0,
onde, na primeira desigualdade, simplesmente usamos inclusão de conjuntos, e, na
última desigualdade, usamos a propriedade da energia finita (veja Proposição 3.38) e a
equação (97). Chegando assim a uma contradição com (96).
Lema 3.52. Para cada p ∈ [0, 1] e q > 1 temos
φbp,q,Zd(N∞ = ∞) = 0.
Demonstração. É suficiente provar que φbp,q,Zd(N∞ > 3) = 0. Para isso, suponha que
φbp,q,Zd(N∞ > 3) > 0. Defina Qn−1 como a caixa centrada na origem de lado 2n− 1 e o
evento
Fn ≡ { Pelo menos 3 aglomerados infinitos (abertos) distintos interceptam Qn−1 }.
Observe que {N∞ > 3} = ∪n>1Fn e que Fn ⊂ Fn+1 para todo n > 1, logo, pela
continuidade da medida, temos limn→∞ φbp,q,Zd(Fn) = φ
b
p,q,Zd(N∞ > 3). Portanto, existe
um n0 ∈N tal que se n > n0, então
φbp,q,Zd(Fn) > 0. (98)
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Dados três pontos distintos y1, y2, e y3 em ∂Qn0−1, defina o evento
Fn0(y1, y2, y3) ≡
{
Os pontos y1, y2, y3 pertencem a aglomerados infinitos (abertos)
distintos, usando apenas arestas exteriores a Qn0−1
}
.
Como Fn0 ⊂ ∪y1,y2,y3 Fn0(y1, y2, y3), então, por (98) temos que: para algum y1, y2, y3
φbp,q,Zd(Fn0(y1, y2, y3)) > 0. (99)
Dados y1, y2, y3 existe x ≡ x(y1, y2, y3) ∈ Qn0−1 tal que existem três caminhos de arestas
disjuntas no interior da caixa Qn0−1 ligando x a y1, y2 e y3. Denotando estes três
caminhos por: α, β, e θ, respectivamente, definimos o seguinte evento
F′n0(y1, y2, y3) ≡
{
os caminhos α, β e θ estão aberto se as demais arestas
do interior da caixa Qn0−1 estão fechadas
}
.
Pela propriedade da energia finita temos
φbp,q,Zd(F
′
n0(y1, y2, y3)) > 0. (100)
Defina PT ≡ {x é “ponto triplo especial"no interior da caixa Qn0−1}. Note que
{x ∈ PT} ⊃ Fn0(y1, y2, y3)∩ F′n0(y1, y2, y3). (101)
Como φbp,q,Zd(Fn0(y1, y2, y3)) > 0, aplicando a propriedade da energia finita temos
0 < φbp,q,Zd(F
′
n0(y1, y2, y3)|Fn0(y1, y2, y3)) =
φbp,q,Zd(F
′
n0(y1, y2, y3)∩ Fn0(y1, y2, y3))
φbp,q,Zd(Fn0(y1, y2, y3))
.
Usando a equação (101) segue que
φbp,q,Zd(x ∈ PT) > 0.
Por invariância translacional, temos que a probabilidade de qualquer ponto ser um
ponto triplo é constante, isto é, existe uma constante positiva ρ tal que
0 < ρ = φbp,q,Zd(x ∈ PT), ∀x ∈ Zd.




φbp,q,Zd(x ∈ PT) = (2n− 1)2ρ.
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φbp,q,Zd(Xn > (2n− 1)2ρ) > 0. (102)
Por outro lado, afirmamos que, para todo n ∈N
Xn 6 4(2n− 1). (103)
Para verificar esta afirmação, considere as componentes conexas dos pontos triplos
especiais usando apenas arestas no interior da caixa Qn−1. Suponha que cada compo-
nente contenha n1, n2, · · · pontos triplos especiais, logo, n1 + n2 + · · · é o número total
de pontos triplos especiais no interior da caixa Qn−1. Do Lema 1.2 temos que existem
pelo menos ni + 2 ramos distintos dentro das 3ni possibilidades. Portanto, podemos
achar ∑i>1(ni + 2) ramos distintos de todos os pontos triplos. E como cada ramo de






ni + 2 6 |∂Qn−1|= 4(2n− 1),
provando a desigualdade em (103). Usando (102) e (103) obtemos a seguinte cota
(2n− 1)ρ 6 (2n− 1)−1Xn 6 4,
válida para todo n ∈ N. Tomando o limite quando n tende ao infinito, obtemos a
contradição.
Continuação da prova do Teorema 3.50.
Finalmente, na prova do teorema, combinando os Lemas 3.51 e 3.52 tem-se φbp,q,Zd(N∞ ∈
{0, 1}) = 1, concluindo-se a prova.
3.4.4 Unicidade de medidas e o valor crítico bidimensional
Observamos que o Teorema 3.41 (acima) garante a existência dos limites termodinâmi-
cos, φ0p,q,Zd e φ
1
p,q,Zd , mas ele não menciona em que casos temos a unicidade de medidas
de aglomerados aleatórios com respeito ao parâmetro p. Concisamente, formulamos
a seguinte pergunta: em que casos φ0p,q,Zd = φ
1
p,q,Zd quando p ∈ [0, 1]? Nesta subseção
discutiremos em que casos obtemos dita unicidade quando d = 2.
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A prova do seguinte lema é ligeiramente fácil, pois usa uma construção clássica
conhecida como Argumento de Zhang. Esse argumento foi inicialmente usado no caso
do modelo de percolação independente, mas estende-se facilmente para o modelo de
aglomerados aleatórios. O Argumento de Zhang nos fornece a desigualdade psd(q) 6 pc.
A heurística para a validade desta desigualdade é a seguinte: se assumimos que
pc < psd(q), a configuração em psd(q) deve conter um aglomerado infinito primal e
um aglomerado infinito dual, já que o modelo de aglomerados aleatórios dual está na
fase supercrítica também. Intuitivamente, a coexistência destes aglomerados implica a
existência de mais de um aglomerado infinito na fase supercrítica, o que contradiz o
Teorema da unicidade do aglomerado infinito (veja Teorema 3.50).
Lema 3.53 (Cota inferior: psd(q) 6 pc/ Argumento de Zhang). Se q > 1, então,
φ0psd ,q,Z2
(0↔ ∞) = 0.
Como consequência, pc > psd(q).
Demonstração. Suponha que φ0psd ,q,Z2(0 ↔ ∞) > 0. Então este modelo com p = psd(q)
está na fase supercrítica, isto é, pc > psd(q). Portanto,
φ0psd ,q,Z2
(N∞ = 1) = 1, (104)




O único aglomerado (aberto) infinito em Z2 \ [−n, n]2 intercepta [−n, n]2
}
.
Note que a sequência de eventos (Rn)n>0 é crescente, logo, pela continuidade da medida,
temos
1 = φ0psd ,q,Z2(N∞ = 1) = limn→∞ φ
0
psd ,q,Z2
(Rn) 6 limn→∞ φ
0
psd ,q,Z2
([−n, n]2 ↔ ∞).
Assim, dado e > 0 existe n0 ∈N tal que se n > n0 então,
|φ0psd ,q,Z2([−n, n]
2 ↔ ∞)− 1|< e.
Logo, podemos escolher m suficientemente grande de maneira que
φ0psd ,q,Z2
([−m, m]2 ↔ ∞) > 1− e. (105)
Fixando m0 > n0, seja Ae (resp. Ad, Ac, Ab) o evento:
118
3.4 o modelo de aglomerados aleatórios sem presença de campo externo (q > 0)
• O segmento {−m0} × [−m0, m0] (resp. {m0} × [−m0, m0], [−m0, m0] × {m0},
[−m0, m0]× {−m0} ) está em um aglomerado infinito em Z2 \ [−m0, m0]2,
onde e ≡esquerda, d ≡direita, c ≡cima, b ≡baixo. Pela invariância por rotação do
medida de aglomerados aleatórios temos
φ0psd ,q,Z2
(Ae ∩ Ad) = φ0psd ,q,Z2(Ac ∩ Ab). (106)
Por outro lado, segue de (105) que
φ0psd ,q,Z2
(Ae ∪ Ad ∪ Ac ∪ Ab) = φ0psd ,q,Z2([−m0, m0]
2 ↔ ∞) > 1− e. (107)
Usando o truque da raiz quadrada (veja Apêndice, Proposição .20) temos
φ0psd ,q,Z2
(Au) > 1− [1− φ0psd ,q,Z2(Ae ∪ Ad ∪ Ac ∪ Ab)]
1
4 , u = e, d, c, b. (108)
Segue das desigualdades (107) e (108) que
φ0psd ,q,Z2
(Au) > 1− e 14 , u = e, d, c, b. (109)
Observe que os eventos Au, onde u = e, d, c, b são eventos crescentes, logo, por (109) e
pela desigualdade FKG
φ0psd ,q,Z2
(Ae ∩ Ad) > φ0psd ,q,Z2(Ae) φ
0
psd ,q,Z2
(Ad) > (1− e
1
4 )2 > 1− 2e 14 . (110)






(Ac ∩ Ab) > 1− 2e
1
4 . (111)
Antes de prosseguirmos, lembramos de dois fatos importantes sobre este modelo
a) o ponto autodual é dado por p∗(psd(q)) = psd(q);
b) a medida dual de φ0p,q,Z2 é φ
1
p∗ ,q,Z2∗ .




2 ) + [1− n, n− 1]× {n− 1} (resp. (12 , 12 ) + [1−
n, n− 1]× {1− n}) está em um aglomerado infinito na configuração dual, no exterior
do quadrado (12 ,
1
2 ) + [1− n, n− 1]2. Usando a dualidade, as observações a) e b) e as
estimativas feitas acima, podemos afirmar que para todo n > m + 1
φ0psd ,q,Z2








> (1− 2e 14 )2 > 1− 4e 14 ,
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onde, na primeira desigualdade, usamos a desigualdade FKG e o fato b), na segunda
desigualdade, o fato a) e, na terceira desigualdade, usamos as equações (110) e (111)
simultaneamente. Isto é,
φ0psd ,q,Z2
(Ae ∩ Ad ∩ A∗c ∩ A∗b) > 1− 4e
1
4 . (112)
Agora, considere o evento
B ≡ {toda aresta dual em (12 , 12 ) + [1− n, n− 1]2 está aberta}
Note que os eventos B e Ae ∩ Ad ∩ A∗c ∩ A∗b dependem de estados de arestas disjuntas.
Usando a estimativa (112) e aplicando as propriedades de domínio de Markov e energia
finita, temos
φ0psd ,q,Z2
(B) > 0 e φ0psd ,q,Z2(B|Ae ∩ Ad ∩ A
∗
c ∩ A∗b) > 0. (113)
Consequentemente,
φ0psd ,q,Z2
(N∞ > 2) > φ0psd ,q,Z2(B ∩ Ae ∩ Ad ∩ A
∗
c ∩ A∗b) > 0,
chegando, assim, a uma contradição com (104), que garante a unicidade do aglomerado
infinito na fase supercrítica.
A Figura 20 nos fornece um algoritmo elegante da demonstração anterior.
Figura 20: Algoritmo da prova de que psd(q) 6 pc.





O próximo teorema nos dá certa informação (parcial) sobre o conjunto dos parâmetros
p ∈ [0, 1], para o qual a igualdade falha.
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Teorema 3.54 (Veja [65], Teorema 4.63). Para q > 1, o conjunto
{p ∈ [0, 1] : φ0p,q,Z2 6= φ1p,q,Z2}
dos parâmetros p ∈ [0, 1], para o qual a unicidade falha é, no máximo, enumerável.
Já o próximo teorema nos dá uma informação mais completa. Ele nos diz que, para
todo parâmetro p ∈ [0, 1]−{psd(q)}, a medida de aglomerados aleatórios bidimensional
é única, mas não nos informa nada sobre o que acontece no ponto autodual psd(q). A
seguinte figura explica de maneira explícita este resultado.
Figura 21: Unicidade da medida de aglomerados aleatórios sobre rede bidimensional.
Teorema 3.55. (Unicidade da medida de aglomerados aleatórios, caso d = 2) Fixado q > 1. O
único ponto p ∈ [0, 1] para o qual possa existir medidas de aglomerados aleatórios a volume
infinito diferentes é o ponto autodual psd(q).
Demonstração. Para não carregar a notação, nesta prova escrevemos φbp,q para denotar a
medida de aglomerados aleatórios a volume infinito φbp,q,Z2 , b = 0, 1. Observe que, pelo
Corolário 3.40, é suficiente provar que φ1p,q = φ0p,q, para todo p ∈ [0, 1]. Novamente, pelo
uso do Corolário 3.40 é suficiente provar que φ1p,q 6st φ0p,q, para todo p ∈ [0, 1].
Note que se φ1p,q 6st φ0p,q, para todo p < pc, por dualidade, teríamos que a medida
de aglomerados aleatórios a volume infinito é única para p > p∗c , também. Desde que,
pelo Lema 3.53, temos psd(q) 6 pc, o único ponto para o qual a unicidade pode falhar é
o ponto autodual.
Logo, para obter a conclusão do teorema, é suficiente provar que φ1p,q 6st φ0p,q, para
todo p < pc. De fato, fixando o evento A crescente, dependendo de um número finito de
arestas, todas incluídas em uma caixa [−N, N]2 ≡ [−N, N]2 ∩Z2, definimos o evento
An ≡
{
[−N, N]2 ↔ Z2 \ [−n, n]2
}
, n > 1.
Observe que para todo n > N a sequência (An)n∈N é não crescente. E como {0 ↔
∞} = ∩∞n=0An, pela continuidade da medida temos
0 = φ1p,q(0↔ ∞) = limn→∞ φ
1
p,q(An) > limn→∞ φ
1
p,q(A ∩ An), (114)
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onde, na primeira igualdade, usamos o fato de que, na fase subcrítica, (p < pc) não
existe aglomerados infinitos.
Figura 22: Representação gráfica do fato da inclusão A ∩ Acn ⊂ ∪γ∈Υ{Γ = γ}. A região
em cinza é a região de dependência para poder ser construído o circuito γ.
Por outro lado, condicionando sobre circuito dual (aberto) mais externo Γ ao redor de
[−N, N]2 em [−n, n]2, como se mostra na Figura 22, a ser igual ao circuito determinístico
γ em (Z2)∗, temos
φ1p,q,[−m,m]2(A|Γ = γ) = φ1∪1p∗ ,q,([−N,N]2)∗(A∗) = φ1p∗ ,q,([−N,N]2)∗(A∗)
= φ0p,q,([−N,N]2)(A)
6 φ0p,q(A), ∀m > n > N,
onde, na primeira igualdade, usamos a propriedade do domínio de Markov, na segunda
igualdade, usamos que 1∪ 1 = 1, na terceira igualdade, usamos a relação de dualidade
(74) e, na desigualdade, usamos a Proposição 3.43. Fazendo m→ ∞ na desigualdade
acima, ficamos com
φ1p,q(A|Γ = γ) 6 φ0p,q(A), ∀n > N. (115)
Seja Υ o conjunto dos circuitos duais (abertos) mais externos Γ ao redor de [−N, N]2
em [−n, n]2. Logo, como A ∩ An ⊂ ∪γ∈Υ{Γ = γ},
φ1p,q(A ∩ Ecn) 6 ∑
γ∈Υ
φ1p,q(A|Γ = γ) 6 φ0p,q(A).
Finalmente, pela desigualdade acima e pelo Item (114), quando n→ ∞ temos
φ1p,q(A) = φ
1
p,q(A ∩ An) + φ1p,q(A ∩ Acn) 6 φ1p,q(A ∩ An) + φ0p,q(A) → φ0p,q(A).
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Isto conclui a prova, desde que todo evento crescente pode ser aproximado por eventos
crescentes, dependendo somente de um número finito de arestas.
Em geral, para d > 2 é conjecturado que a medida de aglomerados aleatórios é única
para p 6= pc(q), e que a unicidade das medidas se mantém, também, quando p = pc(q)
se, e somente se, q é suficientemente pequeno.
Essas afirmações chegam a ser triviais quando q = 1. Já quando q = 2, este modelo tem
especial importância porque está relacionado com o modelo de Ising. Em [8] prova-se
que, quando d > 4, a probabilidade de percolação θ1(p, 2) é uma função contínua de p
no valor crítico pc(2). Isto é, quando d > 4 e p = pc(2), o conjunto das medidas de Gibbs
do modelo de Ising é unitário. Métodos clássicos (como ramdom-current representation)
provaram que em duas dimensões a unicidade de medidas se mantém na fase crítica
(veja referência [94]). Em resumo, quando q = 2 e p = pc(2), a unicidade foi provada
para todo d 6= 3 e ficando em aberto o problema para o caso d = 3. Em 2014, este
problema foi resolvido. Na referência [5], os autores provaram que a magnetização
se anula continuamente na temperatura crítica para uma classe de sistemas de spins
ferromagnéticos, os quais incluem o modelo de Ising ferromagnético sobre Zd em d = 3
dimensões.
Quando q é suficientemente grande, é conhecido que existe uma única medida de
aglomerados aleatórios quando p 6= pc(q) e se tem multiplicidade de medidas quando
p = pc(q). Estes e outros problemas, para o modelo de aglomerados aleatórios de
parâmetro q ∈ (0, +∞), que, atualmente, se encontram em aberto, serão listados na parte
final deste capítulo (especificamente, na Subseção 3.4.7).
O valor crítico em duas dimensões
Em continuação damos um esboço bem geral da prova de que o ponto crítico pc ≡
pc(q), para o modelo de aglomerados aleatórios sobre a rede bidimensional, coincide








onde q > 1. Uma rigorosa derivação deste resultado inicialmente era conhecida somente
em três casos. Para q = 1, o modelo é simplesmente o de percolação independente,
foi provado em 1980, por Kesten [79], que o ponto crítico pc(1) é 1/2. Para q = 2, o
valor autodual correspondente à temperatura crítica do modelo de Ising foi derivado,
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primeiramente, por Osanger, em 1944 [100]. Para uma prova moderna deste caso,
veja [3] (para uma prova curta e elegante, veja [11], Capítulo 8). Para valores de q
suficientemente grandes (a saber, maiores que 25.72), a prova conhecida é baseada
sobre o fato de que o modelo de aglomerados aleatórios exibe uma transição de fase de
primeira ordem (veja referências [85, 86]). Por outro lado, em 1978 físicos calcularam
a temperatura crítica para o Modelo de Potts de parâmetro q > 4, na qual usaram
argumentos não geométricos baseados em propriedades analíticas do Hamiltoniano
[73].
Relembramos que o resultado de que pc = psd(q), q > 1 era uma conjetura de
importância relevante até que no ano 2011, foi resolvida pelos matemáticos H. Duminil-
Copin e V. Beffara [12].
Observe que o Argumento de Zhang (Lema 3.53) nos dá a cota inferior para o ponto
crítico: psd(q) 6 pc. Portanto, a desigualdade que restaria provar seria: pc 6 psd(q). Para
provar dita desigualdade veja que é suficiente provar
φ1p,q,Z2(0↔ ∞) > 0, ∀p > psd.
Isso é feito estimando a probabilidade de existir um caminho que cruza um retângulo
dado e, logo, por combinar caminhos abertos em diferentes retângulos para criar um
caminho que liga a origem ao infinito. Basicamente, a prova desta desigualdade é feita
em três etapas.
A primeira etapa consiste em estimar probabilidades de cruzamento no ponto au-
todual p = psd(q). Isto é, mostrar que a probabilidade de cruzar horizontalmente um
retângulo se encontra no intervalo (c, 1− c), com c ≡ c(p, q) > 0. Para um retângulo
R na rede bidimensional, seja Ch(R) o evento que denote que existe um cruzamento
do lado esquerdo ao direito em R. Analogamente, denotamos Cv(R) para o evento que
denota a existência de um cruzamento vertical em R, isto é, do lado de cima para o de
baixo do R. Nesta etapa, pode-se provar que para p > psd, existe uma constante c > 0
tal que
φ1p,q,Z2(Ch([0, 2n]× [0, nj])) > 1− n−c, ∀n > 0.
Existem muitos detalhes técnicos na prova destes passos. A principal dificuldade é que,
na seguinte etapa, se requer trabalhar com um toro. Para m > 1, o toro de tamanho
m pode ser visto como uma caixa [0, m]2 (na rede bidimensional) com condição de
fronteira obtido por impor que o ponto (i, 0) esteja identificado com (i, m) para cada
i ∈ [0, m] e que o ponto (0, j) esteja identificado com (m, j) para todo j ∈ [0, m]. A
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medida de aglomerados aleatórios sobre o toro de tamanho m é denotado por φpp,q,m. O
teorema correspondente para provar a estimativa acima é a seguinte generalização do
conhecido Teorema de Russo-Seymour-Welsh [107, 109] para percolação.
Teorema 3.56. Seja α > 1 e q > 1. Logo existe c(α) > 0 tal que para todo m > αn > 0 tem-se
φ
p
p,q,m(Ch([0, αn]× [0, n])) > c(α).
A segunda etapa consiste em uma construção que combina diferentes cruzamentos
para construir o aglomerado infinito. Mais precisamente, defina Rn ≡ [0, 2n]× [0, 2n+1]
se n é impar e Rn ≡ [0, 2n+1] × [0, 2n] se n é par. Seja C (Rn) o evento em que Rn
é cruzado na maior direção, isto é, Rn é cruzado vertical se n é impar e é cruzado
horizontal se n é par. Seja B o evento em que as arestas da caixa [0, 2]2 (na rede
bidimensional) são abertas. Por associação positiva temos
φ
p
p,q,Z2(0↔ ∞) > φ
p









(1− 2−cn) > 0.
Na Figura 23, veja que a primeira desigualdade acima é justificada, já que a ocorrência
do evento ∩n>1Ch(Rn) implica a existência de um aglomerado infinito da origem.
Figura 23: Ocorrência do evento B ∩ [∩kn=1C (Rn)] com k = 3.
O teorema principal para este segundo passo é o seguinte resultado que afirma que
a probabilidade de cruzar horizontalmente um retângulo converge para um, quando
p > psd.
Teorema 3.57. Seja q > 1 e p > psd. Logo existe c(p) > 0 tal que para todo n > 0 temos
φ
p
p,q,Z2(Ch([0, 4n]× [0, n])) > 1− n−c(p).
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O último passo consiste em usar o Teorema 3.57 para construir um aglomerado
infinito com probabilidade positiva. As condições de fronteira periódicas (sobre o toro)
criam novas dificuldades e a construção apresentada acima não funciona muito bem
(para uma construção detalhada desses passos, veja referência [120]).
É sabido que a medida de aglomerados aleatórios possui a propriedade de decaimento
exponencial para valores de q suficientemente pequenos. Além de conseguir provar que
neste modelo pc = psd(q), q > 1, H. Duminil-Copin e V. Beffara conseguiram provar o
decaimento exponencial do modelo de aglomerados aleatórios na fase subcrítica, isto é
∀p < pc. Resumiremos este resultado no seguinte teorema (veja referências [12, 120]).
Teorema 3.58. Seja q > 1. Para qualquer p < pc(q), existe 0 < C(p, q), c(p, q) < ∞ tal que
para qualquer x, y ∈ Z2, tem-se
φp,q,Z2(x ↔ y) 6 C(p, q) e−c(p,q)|x−y|,
onde |·| denota a norma euclideana.
3.4.5 Os conjuntos Wp,q e Rp,q
Começaremos definindo o conjunto de limites fracos de medidas de aglomerados
aleatórios a volume finitoWp,q e, depois, daremos algumas propriedades desse conjunto.
Mas, antes disso, daremos nome a algumas propriedades já usadas anteriormente no
texto.
Para cada ω ∈ {0, 1}Ed , seja N∞(ω) o número de aglomerados infinitos em ω. Como já
se havia feito antes, seja F ≡ B({0, 1}Ed) a σ-álgebra de Borel em {0, 1}Ed e denotemos
porM1({0, 1}Ed) ≡M1({0, 1}Ed ,F )), ao conjunto de medidas de probabilidade sobre
o espaço mensurável ({0, 1}Ed ,F ). No que resta do capítulo, adotaremos as seguintes
definições:
Diremos que φ ∈ M1({0, 1}Ed) tem a propriedade 0/1-aglomerado-infinito se
φ(N∞ ∈ {0, 1}) = 1. (116)
Diremos que φ ∈ M1({0, 1}Ed) tem a propriedade da energia finita se, ∀e ∈ Ed
φ(ωe = 1|FZd\{e}) ∈ (0, 1), φ− q.c. (117)
Pelo Teorema da Unicidade de Burton Keane [30], se φ ∈ M1({0, 1}Ed) é invariante
translacional e tem a propriedade da energia finita, então, φ tem a propriedade 0/1-
aglomerado-infinito.
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Definição 3.17. Dado p ∈ [0, 1] e q ∈ (0, +∞) definimos o conjunto
Wp,q ≡
{
φ ∈ M1({0, 1}Ed) :
φ= limn→∞ φξp,q,Λn ; para alguma sequencia
(Λn)n∈N ⊂ L e para algum ξ ∈ {0, 1}Ed
}
,
onde a convergência fraca acima é segundo a Definição 3.14.
Teorema 3.59. Se p ∈ [0, 1] e q ∈ (0, +∞), as seguintes afirmações são válidas.
1) O conjuntoWp,q é não vazio.
2) Se φ ∈ Env(Wp,q) 2, então, φ tem a propriedade da energia finita.
3) Se q ∈ [1, +∞), então, φ ∈ Wp,q é associada positiva.
Demonstração. 1) Como {0, 1}Ed é o produto (cartesiano) infinito de espaços discretos,
pelo Teorema de Tychonoff, temos que {0, 1}Ed é compacto. Logo, pela Proposição
5.5 de [16], o espaçoM1({0, 1}Ed) é métrico compacto 3. Daí, toda sequência infinita
em M1({0, 1}Ed) possui uma subsequência (µn)n∈N que converge fracamente para
um elemento de M1({0, 1}Ed). Usando esse raciocínio mas a inclusão {φξp,q,Λn : ∀ξ ∈
{0, 1}Ed , ∀(Λn)n∈N ⊂ L } ⊂ Wp,q, conclui-se queWp,q 6= ∅.
2) Se φ ∈ Wp,q, então φ = limΛ↑Zd φξp,q,Λ, para algum ξ ∈ {0, 1}E
d
e para alguma
sequência de caixas Λ ∈ L . Para Γ ∈ L e e ∈ Ed, seja FΓ\e = σ(ω f : f ∈ EΓ\e).
Pelo Teorema de convergência de martingales de Lévy-forward (veja Apêndice, Teo-
rema .18), temos
φ(ωe = 1|FZd\e) = lim
Γ↑Zd






p,q,Λ(ωe = 1|FΓ\e), φ−q.c.
Pela Proposição 3.38, φξp,q,Λ(ωe = 1|FΓ\e) = c(p) ∈ (0, 1), logo, pela identidade acima,
∀e ∈ Ed e ∀ φ ∈ Wp,q, tem-se
φ(ωe = 1|FZd\e) ∈ (0, 1), φ−q.c. (118)
2 Aqui Env(A) denota o fecho da envoltória convexa do conjunto A.





2−n |µ( fn)− ν( fn)| ,
onde { fn : n > 1} é um subconjunto denso da bola fechada { f ∈ C({0, 1}Ed ) : ‖ f ‖∞}.
Toda sequência (µn)n∈N emM1({0, 1}Ed ) admite uma subsequência que é fracamente convergente. Como
M1({0, 1}Ed , d) é um espaço métrico, isto é equivalente a dizer que este espaço é métrico e compacto, no
sentido de que existe um ponto de acumulação para toda sequência no espaço.
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Por outro lado, se φ ∈ Env(Wp,q), então φ= limn→∞ φn, onde (φn)n∈N ⊂ Env(Wp,q).
Como φn ∈ Env(Wp,q), existe k ∈ N e φ1n, · · · φkn ∈ Wp,q tal que φn = ∑kj=1 tjφjn, com













Por (118), φjn(ωe = 1|FΓ\e) ∈ (0, 1), φ-q.c., logo φ(ωe = 1|FΓ\e) ∈ (0, 1), φ-q.c. Isto é, φ
tem a propriedade da energia finita.
3) Seja q ∈ [1, +∞) e φ= limΛ↑Zd φξp,q,Λ, para algum ξ ∈ {0, 1}E
d
e para alguma
sequência de caixas Λ ∈ L . Pelo Corolário 3.34, cada φξp,q,Λ é associada positiva, logo,
pelo Teorema 3.41, segue a associatividade positiva de φ .
Seja (Ω, τ) um espaço topológico e f : Ω→ R. O funcional f é semicontínuo inferior
(notação: s.c.i.) em ω0 se a imagem inversa do semiespaço aberto da forma (r, +∞), com
f (ω0) ∈ (r, +∞), contém um conjunto aberto U ⊂ Ω que contém ω0. Isto é,
f (ω0) ∈ (r, +∞) ⇒ ∃U ∈ τ : ω0 ∈ U ⊂ f−1(r, +∞). (119)
Diremos que o funcional f é semicontínuo superior (notação s.c.s.) em ω0 se (119) se
satisfaz por substituir o semiespaço aberto da forma (−∞, r) por (r, +∞).
Como no caso da continuidade, a função f é s.c.i. (resp. s.c.s.) sobre o espaço
topológico Ω se esta é s.c.i. (resp. s.c.s.) em cada ponto ω0. Definimos a versão de
s.c.i. (resp. s.c.s.) para funcionais, pois é mais apropriada para diversas aplicações.
Muitas aplicações são formuladas em espaços com uma estrutura mais considerável
que um espaço topológico geral. A prova das seguintes duas proposições podem ser
encontradas em qualquer livro de análise funcional ou de análise convexa, é por isso
que não apresentaremos suas respectivas provas.
Proposição 3.60. Seja (Ω, τ) um espaço métrico. Um funcional f : Ω→ R é s.c.i. (resp. s.c.s.)
em cada ponto ω0 se
f (ω0) 6 (resp. >) lim inf
ω→ω0
f (ω).
Em algumas literaturas, a Proposição 3.60 é encontrada como definição de funcional
semicontínuo.
Para cada ω, ξ ∈ Ω e Λ ∈ L , escrevemos ωξΛ para a configuração definida por
(ωξΛ)e =
ωe, se e ∈ EΛξe, outro caso. (120)
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Para X : Ω→ R, definimos X0Λ e X1Λ por
XbΛ(ω) = X(ω
b
Λ), ω ∈ Ω, b = 0, 1. (121)
Proposição 3.61. Assumindo que X é crescente, tem-se:
i) X0Λ ↑ X, quando Λ ↑ Zd ⇔ X s.c.i. e ii) X1Λ ↓ X, quando Λ ↑ Zd ⇔ X s.c.s.,
onde a convergência acima é referida à convergência pontual sobre Ω.
Observação 3.62. Da Proposição 3.61 e pelo uso do Teorema da Convergência Monótona
obtemos a seguinte equivalência:
µ1 6st µ2 ⇔ µ1(X) 6 µ2(X), para toda função semicontínua crescente X,
onde a dominação estocástica µ1 6st µ2 foi estabelecido na Definição 3.11.
Uma observação similar à Observação 3.62 é válida para obter associação positiva de
uma medida µ. Isto é, é suficiente exigir semicontinuidade e monotonicidade crescente
(em vez de continuidade e monotonicidade crescente) sobre as variáveis aleatórias X, Y
de forma que µ(XY) > µ(X)µ(Y).
Usando a Proposição 3.61, facilmente consegue-se ver que a indicadora de eventos
crescentes fechados é s.c.s. Analogamente, a indicadora de eventos crescentes abertos
é s.c.i. Com estes resultados a nossa disposição, na continuação provamos a seguinte
proposição.
Proposição 3.63. Seja p ∈ [0, 1] e q ∈ [1, +∞).
(1) Para b = 0, 1, as medidas φbp,q,Zd satisfazem as seguintes desigualdades de comparação:
φbp1,q1,Zd
6st φbp2,q2,Zd , se q1 > q2, q1 > 1 e p1 6 p2,
φbp1,q1,Zd





(2) Se X é uma variável aleatória crescente s.c.i., então φ0p1,q1,Zd é uma função s.c.i. do vetor
(p, q), e portanto, é uma função contínua à esquerda de p e contínua à direita de q.
(3) Se X é uma variável aleatória crescente s.c.s., então φ1p1,q1,Zd é uma função s.c.s. do vetor
(p, q), e portanto, é uma função contínua à direita de p e contínua à esquerda de q.
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Demonstração. (1) Segue como consequência da combinação do Corolário 3.35 com o
Teorema 3.41.
(2) Seja Λn ≡ [−n, n]∩Zd. Suponha, também, que X é s.c.i. e defina Xbn(ω) = X(ωbΛn)
para b = 0, 1, onde ωbΛ foi definido em (120).








onde, na segunda desigualdade, usamos X > X0m. Fazendo n → ∞ na desigualdade
acima, conseguimos







pois X0m é uma função local (portanto, contínua). Desde que X é uma variável aleatória
crescente s.c.i., pela Proposição 3.61 temos X0Λ ↑ X. Fazendo m → ∞ e aplicando o







Isto é, se está provado que o limite termodinâmico da medida φ0p,q,Λn (veja Teorema 3.41)
é válido, também, para toda variável aleatória X s.c.i. e crescente (em vez de contínua e
crescente).









De (122) e (123) obtemos
φ0p,q,Λn(X
0
n) ↑ φ0p,q,Zd(X), quando n→ ∞. (124)
e por definição da medida φ0p,q,Λn , para cada n ∈N, temos
φ0p,q,Λn(X
0
n) é contínua em p e q. (125)
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φ0p,q,Zd(X), sempre que p→ p0, q→ q0.






O que, por sua vez, pela Proposição 3.60, a medida φ0p,q,Zd é uma função s.c.i. do vetor
(p0, q0). Pela arbitrariedade do vetor (p0, q0), concluímos a prova.
(3) Nesta parte, basta substituir no argumento do Item (2), X1Λ por X
0
Λ, a condição de
fronteira 1 por 0, com suas respectivas desigualdades invertidas.
Uma segunda forma de construir medidas a volume infinito é trabalhar diretamente
sobre o látice infinito Zd. A seguinte definição é baseada nos trabalhos de Dobrushin-
Lanford-Ruelle (DLR) [57] para estados de Gibbs.
Definição 3.18. Seja p ∈ [0, 1] e q ∈ (0, +∞), definimos o conjunto
Rp,q ≡
{
φ ∈ M1({0, 1}Ed) :
φ(A|FZd\Λ)(ξ) = φξp,q,Λ(A), φ−q.c. ξ;
∀A ∈ F , Λ ∈ L
}
.
O seguinte lema mostra a continuidade quase certa da aplicação ω 7→ φωp,q,Λ(A), onde
A é um evento cilíndrico. Este resultado é conhecido, também, como a quase-localidade
quase certa da medida de aglomerados aleatórios. O conceito de quase-localidade de
uma medida será estabelecida na Definição 3.21. Na Subseção 3.4.6, mostraremos que a
medida de aglomerados aleatórios não é quase-local, mas, como veremos, o próximo
resultado nos dá condições suficientes para não ter perda da quase-localidade (ou
continuidade). Antes de enunciar tal lema, definimos a noção de continuidade de uma
função f : {0, 1}Ed → R.
Definição 3.19. Diremos que a função f : {0, 1}Ed → R é contínua em ω ∈ {0, 1}Ed se dado
e > 0, existe uma caixa finita Λ ∈ L tal que
sup
η:η∆=ω∆
| f (η)− f (ω)|< e, ∀∆ ⊃ Λ,
onde escrevemos η∆ = ω∆ para dizer que ηe = ωe, para todo e ∈ E∆.
Uma função f : {0, 1}Ed → R é dita contínua, se ela é contínua em cada ponto ω ∈ {0, 1}Ed .
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Resultados similares ao próximo lema são dados nas Seções 5.6 e 6.3 dos Capítulos 5
e 6, respectivamente, para modelos de aglomerados aleatórios bem gerais.
Lema 3.64. Se φ ∈ M1({0, 1}Ed) tem a propriedade 0/1-aglomerado-infinito, para cada
Λ ∈ L e todo evento cilíndrico A ∈ FΛ, a aplicação
ω 7→ g(ω) = φωp,q,Λ(A)
é contínua φ−q.c.
Demonstração. Dados Λ ∈ L e A ∈ FΛ, definimos os seguintes eventos
Dg ≡ {ω : ω 7→ g(ω) é descontínua em ω}














Uma vez que, {ω : supη:η∆=ω∆ |g(η)− g(ω)|> 0} ⊆ {ω : supη:ηΛ=ωΛ |g(η)− g(ω)|> 0},
para ∆ ⊃ Λ, segue que ∪∆:∆⊃Λ{ω : supη:η∆=ω∆ |g(η)− g(ω)|> 0} ⊆ Dg(Λ). Por outro
lado, como Dg ⊆ ∪∆:∆⊃Λ{ω : supη:η∆=ω∆ |g(η)− g(ω)|> 0}, combinando as inclusões
mencionadas acima, tem-se
Dg ⊆ Dg(Λ). (126)
Assumindo que ∆ ⊃ Λ, defina o seguinte evento
DΛ,∆ ≡
{




∂∆, γ2 : v←→
E∆\Λ
∂∆, γ1 ∩ γ2 = ∅ em ω
}
. (127)
A Figura 24 mostra um esboço gráfico do evento DΛ,∆.
Figura 24: Ocorrência do evento DΛ,∆.
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Se ω /∈ DΛ,∆ para algum ∆ tal que ∆ ⊃ Λ, então k(η,Λ) = k(ω,Λ), para todo η ∈ {0, 1}Ed
tal que η∆ = ω∆, o que implica que g(η) = g(ω). Portanto, ω /∈ Dg(Λ). Logo, temos
provado que
Dg(Λ) ⊆ ∩∆:∆⊃ΛDΛ,∆. (128)
Se N∞ é a variável aleatória que conta os números de aglomerados infinitos, veja que
∪Λ∈L ∩∆:∆⊃Λ DΛ,∆ = {N∞ > 1}. (129)
Logo, de (126), (128) e (129) temos
φ(Dg) 6 φ(Dg(Λ)) 6 φ(N∞ > 1).
Finalmente, como φ tem a propriedade 0/1-aglomerado-infinito, temos φ(N∞ > 1) = 0.
Usando esse fato na desigualdade acima, segue que φ(Dg) = 0, como se desejava.
Teorema 3.65. Seja p ∈ [0, 1] e q ∈ (0, +∞).
a) O conjunto Env(Wp,q) contém alguma medida ψ invariante por translações.
b) Seja p ∈ (0, 1). Todo φ ∈ Env(Wp,q) tem a propriedade da energia finita.
c) Se φ ∈ Env(Wp,q) é invariante por traslações, então, φ tem a propriedade 0/1-aglomerado-
infinito.
Demonstração. a) Se q ∈ [1, +∞), pelos Teoremas 3.41 e 3.44, as medidas φbp,q,Zd ∈ Wp,q,
com b = 0, 1, são extremais e invariantes por translações, respectivamente.
Por outro lado, se q ∈ (0, 1), pelo Teorema 3.59,Wp,q 6= ∅. Seja φ ∈ Wp,q. Definindo
ψm ≡ 1|∆m| ∑i∈∆m
φ ◦ θ−1i ,
onde ∆m ≡ [−m, m]d ∩Zd e φ ◦ θ−1i é a medida de probabilidade sobre ({0, 1}E
d
,F )
definida por φ ◦ θ−1i ( f ) ≡ φ(θ−1i f ), onde θi(v) = v + i é a translação em i do látice.
Como φ ∈ Wp,q, existe ξ ∈ {0, 1}Ed e uma sequência de caixas finitas Λ tal que
φ= limΛ↑Zd φ
ξ
p,q,Λ. Uma vez que, para toda função local f , vale φ
ξ
p,q,θ−1i Λ
(θ−1i f ) = φ
ξ
p,q,Λ( f ),
fazendo Λ ↑ Zd (nessa igualdade), temos φ ◦ θ−1i ( f ) = φ(θ−1i f ) = limΛ↑Zd φξp,q,Λ( f ).
Portanto, φ ◦ θ−1i ∈ Wp,q, ∀i ∈ Zd, implicando que, ψm ∈ Env(Wp,q). Já que {0, 1}E
d
é
compacto, o conjuntoM1({0, 1}Ed), também, é compacto (veja Proposição 5.5 de [16]),
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logo, considere ψ como o ponto de acumulação da sequência de medidas {ψm : m =
1, 2, · · ·}.
Seja e um vetor unitário em Zd. Pela definição de ψ, para qualquer função local f ,
temos
|ψ ◦ θ−1e ( f )− ψ( f )| = limm→∞






















onde, a última convergência, se deduz da identidade (21) (da Seção 2.4). Portanto,
para cada função local f , está provado que ψ ◦ θ−1e ( f ) = ψ( f ). Em seguida, pelo Lema
.36 (do Apêndice), temos ψ ◦ θ−1e ( f ) = ψ( f ), ∀ f ∈ C({0, 1}Ed), mostrando-se que ψ é
invariante por translações. Finalmente, como ψ é ponto de acumulação da sequência
{ψm : m = 1, 2, · · ·}, concluímos que ψ ∈ Env(Wp,q).
b) A prova deste item segue como consequência do Item 2) do Teorema 3.59.
c) Se p = 0 ou p = 1, é consequência imediata que φ tem a propriedade 0/1-
aglomerado-infinito. Se p ∈ (0, 1), pelo Item b) deste teorema, φ tem a propriedade da
energia finita. E como (por hipótese) φ é invariante por translações, pelo Teorema da
Unicidade de Burton Keane [30], φ tem a propriedade 0/1-aglomerado-infinito.
Observação 3.66. O Teorema 3.65 c) possui hipóteses mais fortes do que o Teorema da Unicidade
de Burton Keane [30], pois ele exige simplesmente invariância translacional da medida (para
obter a propriedade 0/1-aglomerado-infinito), sempre que essa medida esteja em Env(Wp,q).
Por outro lado, pelo Teorema 3.44, as medidas φbp,q,Zd , com b = 0, 1, são invariantes por
translação, logo, pelo Item c) do Teorema 3.65, as medidas φbp,q,Zd , com b = 0, 1, têm a propriedade
0/1-aglomerado-infinito.
Observação 3.67. Se φ ∈ Env(Wp,q) é invariante por traslações, então, pelo Item c) do Teorema
3.65, φ tem a propriedade 0/1-aglomerado-infinito. Logo, pelo Lema 3.64 temos a continuidade
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quase certa da função ω 7→ φωp,q,Λ(A), onde A é um evento cilíndrico. Portanto, a invariância
por translações da medida é uma condição mais forte que a propriedade 0/1-aglomerado-infinito
para ter-se continuidade quase certa.
O seguinte teorema nós dá condições suficientes para ter a inclusãoWp,q ⊆ Rp,q. Na
verdade, sob as mesmas condições desse teorema pode-se provar um resultado mais
forte, isto é, Env(Wp,q) ⊆ Rp,q (para maiores detalhes, sobre uma prova completa desse
resultado, veja Teorema 4.31 de [65]). Um resultado análogo ao próximo teorema, onde
o modelo de aglomerados aleatórios possui presença de campo externo, será estudado
no Corolário 5.32 do Capítulo 5
Teorema 3.68. Se φ ∈ Wp,q tem a propriedade 0/1-aglomerado-infinito, então, φ ∈ Rp,q. Isto
é,Wp,q ⊆ Rp,q.
Demonstração. Se p = 0 ou p = 1 o resultado é completamente trivial. Já quando





Seja Λ ∈ L e A ∈ FΛ um evento cilíndrico. Tome n suficientemente grande tal que




p,q,Λn(A|FZd\Λ)(ω) = φωp,q,Λ(A), φ
ξ
p,q,Λn-q.c. ω. (130)
Como φ tem a propriedade 0/1-aglomerado-infinito, pelo Lema 3.64, a função ω 7→
φωp,q,Λ(A) é contínua φ-q.c. Considere um evento cilíndrico B ∈ FZd\Λ. Como a
indicadora de um evento cilíndrico é uma função contínua, temos que a aplicação
ω 7→ 1B (ω) φωp,q,Λ(A) é contínua φ-q.c. Daí, usando (130), propriedades básicas de
esperança condicional e a definição de convergência fraca de medidas, obtemos∫
B



























φ(dω) 1A(ω), ∀B ∈ FZd\Λ.
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Finalmente, por definição de esperança condicional, temos
φ(A|FZd\Λ)(ω) = φωp,q,Λ(A), φ−q.c. ω.
Isto é, φ ∈ Rp,q.
Observação 3.69. Se p ∈ (0, 1), pelo Item a) do Teorema 3.65, existe uma medida φ invariante
por translações em Env(Wp,q). Pelo Item b) desse mesmo teorema, a medida φ tem a propriedade
da energia finita. Logo, pelo Teorema da Unicidade de Burton Keane [30], φ tem a propriedade
0/1-aglomerado-infinito. Daí, pelo Teorema 3.68, φ ∈ Rp,q, portanto, Rp,q 6= ∅.
Já quando p ∈ {0, 1}, pelo Item a) do Teorema 3.65 existe uma medida φ invariante por trans-
lações em Env(Wp,q). Veja que, nesse caso, trivialmente φ tem a propriedade 0/1-aglomerado-
infinito, pois ou bem a rede está fechada (p = 0) ou bem aberta (p = 1). Daí, pelos comentários
feitos antes do Teorema 3.68, temos que φ ∈ Rp,q, logo, nesse caso, também, Rp,q 6= ∅.
Continuando, apresentamos algumas propriedades do conjunto Rp,q.
Teorema 3.70. Seja p ∈ [0, 1] e q ∈ (0, +∞). As seguintes afirmações são válidas:
1) O conjunto Rp,q é não vazio e contém, no mínimo, um elemento de Env(Wp,q) que é
invariante por translação.
2) Para q ∈ [1, +∞), temos que φbp,q,Zd ∈ Rp,q, com b = 0, 1. Além disso,
φ0p,q,Zd 6st φ 6st φ
1
p,q,Zd , φ ∈ Rp,q. (131)
3) As medidas φbp,q,Zd ∈ Rp,q, com b = 0, 1, são extremais em Rp,q.
Demonstração. 1) A Observação 3.69 mostra que Rp,q é não vazio. Para ver que Rp,q é
convexo, tome φ,ψ ∈ Rp,q, t ∈ [0, 1] e A ∈ FΛ, com Λ ∈ L .
Se {φωp,q,Λ : Λ ∈ L } é a sequência de medidas que determina o conjunto Rp,q, por












Usando essas identidades, para todo B ∈ FZd\Λ, tem-se∫
B
(tφ + (1− t)ψ)(dω) φωp,q,Λ(A) = t
∫
B














(tφ + (1− t)ψ)(dω) 1A(ω).
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Daí, por definição de esperança condicional, segue que
(tφ + (1− t)ψ)(A|FZd\Λ)(ω) = φωp,q,Λ(A), tφ + (1− t)ψ−q.c. ω.
Isto é, tφ + (1− t)ψ ∈ Rp,q.
2) Assuma que q ∈ [0, +∞). Pelo Teorema 3.44, as medidas φbp,q,Zd , com b = 0, 1, são
invariantes por translações, daí, pelo Teorema 3.65 c), essas medidas tem a propriedade
0/1-aglomerado-infinito e, ainda mais, pelo Teorema 3.68, elas pertencem a Rp,q.
Com o intuito de provar as desigualdades (131), pelo Corolário 3.40, para cada evento









φ(dξ) φξp,q,Λ(A) 6 φ1p,q,Λ(A) φ(B).




φ(dξ) 1A(ω) 6 φ1p,q,Λ(A) φ(B).
Tomando B ≡ {0, 1}Ed nessa desigualdade, tem-se
φ0p,q,Λ(A) 6 φ(A) 6 φ1p,q,Λ(A),
para todo evento A crescente dependendo de um número finito de arestas.
Fazendo Λ ↑ Zd nas desigualdades acima, obtemos
φ0p,q,Zd(A) 6 φ(A) 6 φ
1
p,q,Zd(A).
Finalmente, como todo evento crescente pode ser aproximado por eventos crescentes
que dependem de um número finito de arestas, a prova segue.
3) Para provar este item podemos usar diretamente a equivalência entre extremabi-
lidade e trivialidade de medidas (veja [57], Teorema 7.7) ou podemos argumentar de
uma forma bem elegante por contradição da seguinte forma: suponha que φ0p,q,Z não é
extremal, logo, existem duas medidas diferentes φ1, φ2 ∈ Rp,q tal que
φ0p,q,Z = tφ1 + (1− t)φ2, para algum t ∈ (0, 1).
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Para qualquer evento A cilíndrico crescente, pela equação (131) do Item 2) deste teorema,
tem-se
φ0p,q,Z(A) < min{φ1(A), φ2(A)}. (132)
Em (132) descartamos uma possível igualdade, pois caso contrário teríamos uma contra-
dição com o fato de que as medidas φ1 e φ2 são diferentes. Por outro lado, veja, também,
que
min{φ1(A), φ2(A)} < tφ1(A) + (1− t)φ2(A) = φ0p,q,Z(A).
Porém, isso contradiz a desigualdade estrita (132). Portanto, φ0p,q,Z é extremal. Por um
raciocínio semelhante, prova-se que φ1p,q,Z, também, é extremal.
Observação 3.71. Pelo Corolário 3.42, temos
φ0p,q,Zd 6st φ 6st φ
1
p,q,Zd , φ ∈ Wp,q.
Juntando esse fato com o Item b) do Teorema 3.70 conseguimos a seguinte equivalência
|Wp,q|= |Rp,q|= 1 ⇔ φ0p,q,Zd = φ1p,q,Zd .
Relembramos que, no Teorema 3.55 com d = 2, tem-se φ0p,q,Z2 = φ
1
p,q,Z2 , para todo
p ∈ [0, 1] com a exceção do ponto autodual psd(q). Logo, pela Observação 3.71, temos
que |Wp,q|= |Rp,q|= 1.
A seguinte proposição nos dá a propriedade de associatividade positiva e da energia
finita para elementos do conjunto Rp,q.
Seja e = {x, y} uma aresta em Ed e Ke o evento em que x e y estão ligados por um
caminho aberto de Ed \ {e}.
Proposição 3.72. Para p ∈ [0, 1] e q ∈ (0, +∞), temos 4
a) Todo φ ∈ Rp,q tem a propriedade da energia finita.
b) Se q ∈ [1, +∞) e φ ∈ Rp,q é trivial sobre T , então, φ é associada positiva.
Demonstração. a) Se φ ∈ Rp,q, por definição, para todo A ∈ F , temos
φ(A|FZd\Λ)(ω) = φωp,q,Λ(A), φ−q.c. ω.
4 Enfatizamos que, aqui na notação, está sendo cometido um abuso de linguagem, escrevemos Λ para
referirmos ao grafo (Λ, EΛ).
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Fazendo A = {ωe = 1}, Λ = {e} e usando a propriedade do domínio de Markov
(Observação 3.37) na equação acima ficamos com
φ(ωe = 1|FZd\e)(ω) = φωp,q,{e}(ωe = 1) = φξp,q,Γ(ωe = 1|FΓ\e), φ−q.c. ω ∈ ΩξΓ,
onde ΩξΓ denota o conjunto da Definição 3.8 e Γ ⊃ {e}. Pela propriedade da energia
finita (Proposição 3.38), φξp,q,Γ(ωe = 1|FΓ\e) ∈ (0, 1). Logo, na igualdade acima temos
φ(ωe = 1|FZd\e)(ω) ∈ (0, 1), φ-q.c. ω. Isto é, todo φ ∈ Rp,q tem a propriedade da
energia finita.

























φ(dξ) φ(X|T )(ξ) φ(Y|T )(ξ), (133)
onde, na primeira igualdade, usamos propriedade de esperanças condicionais, na
segunda e terceira igualdades, usamos o fato que φ ∈ Rp,q, na desigualdade, usitamos
a propriedade de associação positiva. Já na quarta igualdade, usamos o Teorema da
Convergência Limitada e o Teorema de Convergência de Martingales de Lévy-downward
(veja Apêndice, Teorema .19).
Afirmação: Se φ é trivial sobre T , então φ(X|T ) = φ(X), φ-q.c.
De fato, se φ é trivial sobre T , por definição φ(B) ∈ {0, 1}, para todo B ∈ T . Caso
que φ(B) = 0, trivialmente temos∫
B




Se φ(B) = 1, então, φ(Bc) = 0. Logo, φ(1Bc X) = 0. Daí, 0 = φ(1− 1BX), isto é, φ(1BX) =
φ(X). Portanto,∫
B
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onde a última igualdade é válida pela observação feita acima. Portanto, desses dois
casos, por definição de esperança condicional, temos o afirmado. ♦
Assim, temos
φ(X|T ) = φ(X) e φ(Y|T ) = φ(Y), φ−q.c.









Isto é, φ tem a propriedade de associatividade positiva.
3.4.6 Ausência de quase-localidade no modelo
Para encerrar este capítulo, de agora em diante nos interessaremos em estudar a
propriedade de não quase-localidade da medida de aglomerados aleatórios φbp,q,Z2 , com
b = 0, 1, segundo a referência [101]. Essas medidas têm a seguinte propriedade: a
distribuição condicional de uma aresta ser aberta, dado que se conhece os estados da
configuração fora de dita aresta, não é quase-local mas sim quase-local quase certamente,
segundo a Definição 3.21 abaixo (veja Teorema 3.64).
Nesta subseção vamos verificar que as esperanças condicionais de eventos cilíndricos
são funções contínuas na configuração que se condiciona. Um caminho para classificar
medidas é o estudo de quão grande é o conjunto sobre o qual a quase-localidade falha,
porém, em muitos casos, esse estudo é muito complicado (veja referência [47]).
Aqui, consideraremos medidas de aglomerados aleatórios com condições de fronteira
livre e conectada com parâmetros q > 1 e p ∈ (0, 1). Em seguida, definiremos o conceito
principal dessa discussão.
Novamente usando abuso de linguagem ao escrever Λ para o grafo finito (Λ, EΛ) de
Z2, definimos
Definição 3.20 (Quase-localidade de funções). Dizemos que uma função f sobre {0, 1}Z2 é
quase-local em η se para todo e > 0, existe uma região finita Λe tal que
sup
ξ: ξΛe=ηΛe
| f (ξ)− f (η)|< e. (134)
Toda função quase-local é contínua (veja Definição 3.19), pois se f é quase-local, (134)
se mantém. Logo, para cada ∆ ⊃ Λe, temos supξ: ξ∆=η∆ | f (ξ)− f (η)|< e, ∀∆ ⊃ Λe, pois
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{ξ : ξ∆ = η∆} ⊂ {ξ : ξΛe = ηΛe}. Enfatizamos que a noção de quase-localidade e
continuidade são equivalentes quando o espaço de estados é finito (para uma prova
desse fato, veja Lema 4.18 do próximo capítulo).
Definição 3.21 (Quase-localidade e quase-localidade quase certa de medidas). Dizemos
que uma medida µ sobre ({0, 1}Z2 ,F ) é quase-local se para cada Λ ∈ L e todo evento
cilíndrico A ∈ FΛ, a função ω 7→ µ(A|FZ2\Λ)(ω) é quase-local. Se a quase-localidade acontece
exceto num conjunto de µ-medida zero, então, a medida µ será chamada de quase-local quase
certa.
Em rigor, quase-localidade quase certa é uma propriedade das distribuições condicio-
nais, em vez da medida.
Note que quase-localidade implica quase-localidade quase certa. Uma medida i.i.d
sobre Ω é obviamente quase-local, daí, a medida de aglomerados aleatórios para uma
árvore regular Tn, cujos parâmetros satisfazem ou p ∈ {0, 1} ou q = 1, é quase-local. A
estrutura geométrica do grafo é importante para determinar se um modelo é ou não é
quase-local, por exemplo, para grafos não amenáveis como árvores regulares de ordem
n > 2, Tn (isto é, o único grafo infinito conexo o qual é conectado, não têm circuitos e
possui n ramos emanando de cada vértice) a quase-localidade quase certa falha [48, 68].
Como as medidas φbp,q,Z2 , com b = 0, 1, são invariantes por translações (veja Teorema
3.44), pela Observação 3.67 e pelo Lema 3.64, essas medidas são quase-locais quase
certamente. De agora em diante, nos preocuparemos em provar a não quase-localidade
dessas medidas.
Fixada a aresta e ∈ E2 definimos por Je ≡ 1{ω:ωe=1} a indicadora do evento em que
a aresta e é aberta. Dado Λ ⊂ Z2 visto como subgrafo, denotaremos Λc para denotar
Z2 \Λ. Além disso, definimos também
γ0e (Je|ηΛ 0Λc) ≡ φ0p,q,Λ(Je|ηΛ\{e} 0Λc)
γ1e (Je|ηΛ 1Λc) ≡ φ1p,q,Λ(Je|ηΛ\{e} 1Λc)
γ0e (Je|η) ≡ limΛ↑Z2 γ0e (Je|ηΛ 0Λc) e γ1e (Je|η) ≡ limΛ↑Z2 γ1e (Je|ηΛ 1Λc),
onde
ηΛ\{e}bΛc ≡ {ω ∈ ΩbΛ : ω f = η f , ∀ f ∈ EΛ\{e}},
para b = 0, 1, são eventos cilíndricos. Aqui, ΩbΛ denota o conjunto da Definição 3.8.
Antes de enunciar o resultado principal sobre a não quase-localidade da medida φbp,q,Z2 ,
damos alguns lemas e proposições auxiliares.
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Lema 3.73. Seja Λ um grafo finito de Z2 contendo a aresta e. Para cada função g mensurável
segundo a σ-álgebra FZ2\{e}, tem-se
φ0p,q,Λ(γ
0
e (Je|·) g) = φ0p,q,Λ(Je g) e φ1p,q,Λ(γ1e (Je|·) g) = φ1p,q,Λ(Je g).
Demonstração. Para b = 0, 1, tem-se
φbp,q,Λ(γ
b











e (Je|ωΛ bΛc) g(ωΛ bΛc).
























onde, na terceira igualdade, usamos o fato de que a função g é FZ2\{e}-mensurável e,
na quarta igualdade, usamos propriedade de esperança condicional.
Lema 3.74. Para b = 0, 1, a aplicação η 7→ γbe (Je|η) é não local, não negativa, crescente (no
sentido FKG).
Demonstração. Seja e = {x, y}, Λ∗ = (Λ, EΛ \ {e}) o subgrafo de Λ por deletamento da
aresta e e os eventos.
KΛ = {x é conectado a y em Λ∗} e K = ∪ΛbZ2KΛ.
Observe que KΛ ↑ K, quando Λ ↑ Zd. Dado η ∈ {0, 1}E2 definamos as configurações
η(e) e ηe por
(η(e)) f =
ηb, se f 6= e0, se f = e e (ηe) f =
ηb, se f 6= e1, se f = e, ∀ f ∈ E2,
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respectivamente. Salientamos que as notações ηe e η(e) têm diferentes significados nesta
subseção.
Se o(η) denota o número de arestas abertas de η em Λ, um cálculo simples mostra
que






[p/1− p]o(ηe) qk0(ηe ,Λ∗)








p+q(1−p) , se η(e) /∈ KΛ.
Tomando o limite termodinâmico, obtemos
γ0e (Je|η) = p · 1K(η(e)) +
p





Por outro lado, definindo os eventos






γ1e (Je|ηΛ 1Λc) =
p, se η(e) ∈ KΛp
p+q(1−p) , se η(e) /∈ KΛ.
Tomando o limite termodinâmico nessa igualdade, temos
γ1e (Je|η) = p · 1K˜(η(e)) +
p






p + q(1− p) +
(
p− p
p + q(1− p)
)
· 1K˜(η(e)). (136)
De (135) e (136) claramente se observa que as aplicações η 7→ γ0e (Je|η) e η 7→ γ1e (Je|η)
são crescentes e não negativas. Além disso, essas aplicações não são locais no sentido
de que a conectividade ou não das extremidades x e y fora de Λ∗ depende dos estados
das arestas fora de Λ∗. Isto é, essas aplicações dependem de um número infinito de
arestas, portanto, não são locais.
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Lema 3.75. Seja g uma função monótona limitada. Se g(ω) = limΛ↑Z2 g(ωΛ bΛc), então
φbp,q,Z2(g) = limΛ↑Z2
φbp,q,Λ(g), b = 0, 1.
Demonstração. Provaremos este lema para o caso em que g é uma função monótona
crescente com b = 0, pois o caso b = 1 é análogo. Denotando gΛ(ω) ≡ g(ωΛ 0Λc), seja
Γ um subconjunto finito de Z2 tal que Λ ⊂ Γ. Como ωΛ0Λc  ωΓ0Γc e g é crescente,
temos que gΛ 6 gΓ.
Seja M ⊂ Λ ⊂ N, onde N é um subconjunto finito de Z2. Como que gΛ é monótona
crescente, pela observação feita em linhas acima e pela desigualdade FKG, tem-se
φ0p,q,Λ(gM) 6 φ0p,q,Λ(gΛ) = φ0p,q,Λ(g) 6 φ0p,q,N(gΛ),
onde, na desigualdade do lado direito, usamos a Proposição 3.43.
Como gΛ é local (depende de um número finito de arestas), podemos tomar o limite
N ↑ Z2 para obter
φ0p,q,Λ(gM) 6 φ0p,q,Λ(g) 6 φ0p,q,Z2(gΛ).
Fazendo Λ ↑ Z2, pela hipótese e pelo Teorema da Convergência Monótona (veja
Apêndice, Teorema .22), temos
φ0p,q,Z2(gM) 6 limΛ↑Z2
φ0p,q,Λ(g) 6 φ0p,q,Z2(g).




Proposição 3.76. Para b = 0, 1, temos
γbe (Je|·) = φbp,q,Z2(Je|FZ2\{e}), φbp,q,Z2−q.c.
Demonstração. Por definição de esperança condicional, para toda função mensurável g
segundo a σ-álgebra FZ2\{e}, temos que provar a seguinte igualdade:




e (Je|·) g). (137)
De fato, como Je e g são funções locais (no sentido que dependem de um número finito
de arestas), pelo Lema 3.73, tem-se
φbp,q,Z2(Je g) = limΛ↑Z2




e (Je|·) g). (138)
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Pelo Lema 3.74, γbe (Je|·) é não negativa e crescente, logo, γbe (Je|·) g também o é. Por
definição γbe (Je|η) = limΛ↑Z2 γbe (Je|ηΛ bΛc). Como g é local, γbe (Je|·) g também o é.
Definindo h(·) ≡ γbe (Je|·) g(·), temos que h(ω) = limΛ↑Z2 h(ωΛ bΛc). Logo, pelo Lema










Finalmente, combinando essa igualdade com (138), obtemos (137).
Definição 3.22. Seja µ ∈ M1(Ω,F ), Λ b Z2 e f ∈ F . Uma função g sobre Ω tal que
g(·) = µ( f |FZ2\Λ)(·), µ−q.c.
é uma versão (=realização) da correspondente esperança condicional.
Salientamos que as esperanças condicionais admitem um número infinito de versões,
todas diferindo sobre conjuntos de medida zero.
O que nos propomos agora é estudar as propriedades de quase-localidade das
distribuições condicionais γbe (Je|·), para b = 0, 1. Observe que, pelo Lema 3.76, γbe (Je|·)
é somente uma versão de φbp,q,Z2(Je|FZ2\{e})(·). Para provar a não quase-localidade
de φbp,q,Z2(Je|FZ2\{e})(·), deve-se provar que nenhuma função igual a γbe (Je|·), φbp,q,Z2-
q.c. é quase-local (isto é, γbe (Je|·) exibe uma não quase-localidade essencial). Como
φbp,q,Z2(A) > 0, para qualquer conjunto aberto A, é suficiente investigar a propriedade
de não quase-localidade essencial de γbe (Je|·) em uma vizinhança de η. Fixado Λ ∈ L ,
uma vizinhança de η é um conjunto da forma:
N (Λ, η) ≡ {ξ ∈ {0, 1}E2 : ξΛ = ηΛ}.
Proposição 3.77. Nenhuma versão de φbp,q,Z2(Je|FZ2\{e})(·) é quase-local.
Demonstração. Sendo Λn ≡ [− n, n]2 ∩Z2 e a aresta e = {x, y}, considere a configuração
η que toma os valores de um sobre as (duas) linhas paralelas infinitas que passam pelos
vértices x e y e é zero sobre todas as outras arestas (veja Figura 25). Em seguida, escolha
os seguintes subconjuntos da vizinhança de N (Λn, η):
N 1(Λn, η) ≡ {ξ ∈ N (Λn, η) : uma aresta aberta de Λn+1 \Λn liga as duas linhas em ξ}
N 0(Λn, η) ≡ {ξ ∈ N (Λn, η) : todas as arestas de Λn+1 \Λn são fechadas em ξ}.
Da Figura 25, se ξ1,n ∈ N 1(Λn, η), então as (duas) linhas paralelas vão ser ligadas. No
entanto, se ξ0,n ∈ N 0(Λn, η), então, as linhas (paralelas) nunca vão se ligar em Λn, não
importando o tipo de configuração que se tenha fora de Λn+1.
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Figura 25: Ao lado esquerdo esboçamos a configuração ξ1,n ∈ N (Λn1, η) e no lado
direito uma típica configuração ξ0,n ∈ N (Λn0, η).
Daí, por um cálculo similar ao feito no Lema 3.74, temos
γbe (Je|ξ1,n)− γbe (Je|ξ0,n) = p−
p
p + q(1− p) > 0
uniformemente em n.
Desde que as vizinhanças N 0(Λn, η) e N 1(Λn, η) têm medida φbp,q,Z2-positiva, segue
que nenhuma função que é igual a γbe (Je|·), φbp,q,Z2-q.c. pode ser quase-local em η.
3.4.7 Alguns problemas para este modelo
Muitas perguntas permanecem parcialmente sem resposta para o modelo de aglome-
rados aleatórios. Aqui listamos algumas delas.
O caso q < 1. É conhecido que quando q < 1 a desigualdade FKG falha (veja Exemplo
3.1). Uma conjectura bem otimista é que uma versão de associação negativa se mantenha
quando q < 1 e esta possa implicar a existência de limites a volume infinito. Uma
conjectura fraca se poderia enunciar da seguinte forma: para q < 1 se satisfaz
φp,q,Zd({ωe = 1} ∩ {ω f = 1}) 6 φp,q,Zd(ωe = 1) φp,q,Zd(ω f = 1), para e 6= f .
Decaimento exponencial (d > 2). É conjecturado que
φp,q,Zd(0↔ ∂[−n, n]d) 6 e−cn, n > 1,
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para c ≡ c(p, q) satisfazendo c > 0 quando p < pc(q). Isso tem sido provado para
valores de p suficientemente pequenos, porém, nenhuma prova é conhecida até o ponto
crítico pc(q), quando d > 2.
Alertamos que, quando d = 2 e q > 1, esse problema tem sido resolvido (veja Teorema
3.58). O caso q = 2 é muito especial, desde que corresponde ao modelo de Ising para o
qual a ramdom-current representation permite ter uma teoria muito rica (veja [65], Seção
9.3).
O decaimento exponencial é provado para geral d quando q = 2 e, também, para q
suficientemente grande.
Unicidade de medidas de aglomerados aleatórios. É conjecturado que φ1p,q,Zd = φ
0
p,q,Zd
para p 6= pc(q). Além disso, que a unicidade das medidas se mantém quando p = pc(q)
se, e somente se, q é suficientemente pequeno.
Sabemos que para d = 2, essa conjectura foi resolvida (veja Teorema 3.55). Essas
afirmações chegam a ser triviais quando q = 1. Já quando q = 2, este modelo tem especial
importância, porque está relacionado com o modelo de Ising. Em [8], Aizenman e
Newman provaram que, quando d > 4 a probabilidade de percolação θ1(p, 2) é uma
função contínua de p no valor crítico pc(2). Isto é, quando d > 4 e p = pc(2), o conjunto
das medidas de Gibbs do modelo de Ising é unitário. Métodos clássicos (como ramdom-
current representation) provaram que em duas dimensões a unicidade de medidas se
mantém na fase crítica (veja referência [94]). Em resumo, quando q = 2 e p = pc(2),
a unicidade foi provada para todo d 6= 3, ficando em aberto o problema para o caso
d = 3. Em 2014, esse problema foi resolvido, na referência [5] os autores provaram
que a magnetização se anula continuamente na temperatura crítica para uma classe de
sistemas de spins ferromagnéticos, os quais incluem o modelo de Ising ferromagnético
sobre Zd (com d = 3).
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4 CAMPOS ALEATÓR IOS E
ESPEC IF ICAÇÕES
Neste capítulo, consideramos o grafo infinito enumerável L ≡ (V,E) e (E , E ) um
espaço mensurável onde E é um espaço finito 1, por exemplo, {0, 1}, {+1,−1} ou
{1, 2, · · · , q}, com q > 1 e E é a σ-álgebra de todos os subconjuntos de E . Quando
não for especificado, estaremos considerando S como se fosse o conjunto V ou um
subconjunto dele. O conjunto S será chamado de conjunto de parâmetros. O par (E , E ), ou
simplesmente o conjunto E , será chamado de espaço de estados. Em seguida, definimos o
espaço
Ω ≡ {ω = (ωz)z∈S : ωz ∈ E} = ES
chamado de espaço de configurações. A este espaço associaremos a σ-álgebra produto
sobre Ω e o denotaremos por F ≡ E S. Em seguida, dotaremos ao espaço mensurável
(Ω,F ) de uma medida (de probabilidade) µ para formar o espaço de medida (Ω,F , µ),
com a finalidade de definir a seguinte variável aleatória
σz : (Ω,F , µ)→ (E , E ), ∀z ∈ S.
Em alguns contextos, essa variável aleatória é chamada de campo aleatório. Note que a
variável aleatória σz pode ser vista como a projeção sobre a z-ésima coordenada, isto é,
σz está definida pela relação: ω 7→ ωz, para cada ω ∈ Ω. Dado o espaço mensurável
(Ω,F ), definimos
M1(Ω,F ) ≡ {µ : (Ω,F )→ [0, 1] : µ é uma medida de probabilidade}
o conjunto de todas as medidas de probabilidade sobre (Ω,F ). Para cada Λ ⊂ S finito,
definimos a projeção sobre as coordenadas em Λ como a aplicação
σΛ : Ω→ EΛ,
1 Para uma teoria mais extensa deste capítulo sobre espaços E mais gerais, veja [57], Capítulos 1 e 2.
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tal que ω 7→ ωΛ ≡ (ωz)z∈Λ, para cada ω ∈ Ω. Analogamente, como definimos acima,
para cada Λ ⊂ ∆ definimos a aplicação
σΛ : E∆ → EΛ.
Note que se ω ∈ EΛ e ξ ∈ E∆\Λ, então ωξ ∈ E∆ é definida por σΛ(ωξ) = ω e
σ∆\Λ(ωξ) = ξ. Por questão de simplicidade, daqui em diante adotaremos a notação de
L como o conjunto enumerável dos volumes finitos de S, isto é
L ≡ {Λ ⊂ S : 0 < |Λ|< ∞}. (139)
Para cada Λ ∈ L e A ∈ E Λ, o evento {σΛ ∈ A} será chamado de evento cilíndrico.
Denotando C como a coleção de todos os eventos cilíndricos, observe que a σ-álgebra
F pode ser vista como a menor σ-álgebra que contém o conjunto C .
Dado ∆ ∈ L , definimos a coleção
C∆ ≡ {{σΛ ∈ A} : Λ ⊂ ∆, Λ ∈ L e A ∈ E Λ}.
Assim, se ∆ ∈ L , definimos F∆ como a sub-σ-álgebra de F gerada pela coleção C∆, ou
equivalentemente, F∆ é a σ-álgebra de eventos ocorridos em ∆. Isto é, se {σz : z ∈ ∆}
denota a família de todas as projeções sobre as coordenadas em ∆, então F∆ é a σ-
álgebra gerada pela coleção {σz : z ∈ ∆}. Dado o conjunto de parâmetros S, definiremos
FS\∆ ou F∆c , a σ-álgebra gerada pela coleção {∪ΛFΛ : Λ ⊂ S \∆}. Em outras palavras,
FS\∆ é a σ-álgebra que contém toda informação sobre as condições de fronteira, isto é, a
configuração restrita aos valores de certas variáveis aleatórias fora do volume finito ∆.
Finalmente, note também que F = σ(∪ΛFΛ).
4.1 algumas notações gerais: núcleo de medi-
das
Seja (Ω,F ) um espaço mensurável e µ ∈ M1(Ω,F ), para cada função f : Ω → R
mensurável e µ-integrável definimos o valor esperado de f com respeito à medida µ,
como
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Se G é um sub-σ-álgebra de F e µ ∈ M1(Ω,F ), definimos a esperança condicional de
f dada a σ-álgebra G com respeito a medida µ, como
µ( f |G ) ≡ Eµ( f |G ).
Caso se tenha clareza com respeito a que medida se está integrando, nas definições
acima omitiremos a notação de tal medida. Em particular, para qualquer A ∈ F ,
µ(A|G ) ≡ µ(1A|G ).
Se f : Ω→ R é uma função não negativa mensurável, adotaremos a seguinte definição




Definição 4.1 (Núcleo de medidas). Sejam (Ω1,F1) e (Ω2,F2) dois espaços mensuráveis.
Uma função γ : F1 ×Ω2 → [0, +∞] é chamado de núcleo de medida de F2 a F1 se as
seguintes condições são satisfeitas:
X γ(·|ω2) é uma medida sobre (Ω1,F1), para qualquer ω2 ∈ Ω2 fixado.
X γ(A|·) é uma aplicação F2-mensurável sobre (Ω2,F2), para qualquer A ∈ F1.
Se em adição, a aplicação γ satisfaz: γ(Ω1|·) = 1, então a aplicação γ é chamada de núcleo de
probabilidade de F2 a F1.
Exemplo 4.1. Se ϕ : Ω1 → Ω2 é uma função mensurável, então a aplicação
γ(A|ω2) ≡ 1A ◦ ϕ(ω2)
é um núcleo de probabilidade de F2 a F1.
De fato, desde que γ(A|ω2) = 1ϕ−1(A)(ω2), pelas propriedades da função indicadora, γ(·|ω2)
é uma medida de probabilidade, para todo ω2 ∈ Ω2. O fato da mensurabilidade da aplicação
γ(A|·) é imediato, uma vez que ϕ é uma aplicação mensurável. Portanto, γ é um núcleo de
probabilidade.
Exemplo 4.2 (Veja referência [116]). Seja Ω1 = {0, 1}, F1 = P({0, 1}) a σ-álgebra das
partes, Ω2 = [0, 1] e F2 = B([0, 1]) os borelianos em [0, 1]. A aplicação
γ(A|p) = ((1− p)δ0 + pδ1) (A)
é um núcleo de probabilidade de F2 a F1. Aqui δx(A), com x = 0, 1, é a medida delta de Dirac
que é um se x ∈ A e é zero, caso contrário.
De fato, uma vez que γ(·|p) é a distribuição de Bernoulli com parâmetro p, esta é uma
medida de probabilidade. Por outro lado, veja que γ(Ω2|·) = 1, γ(∅|·) = 0, γ({0}|·) = 1− p e
γ({1}|·) = p que são mensuráveis. Portanto, γ é um núcleo de probabilidade.
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Exemplo 4.3. Por um raciocínio semelhante ao exercício anterior, vemos que
1. Se Ω1 = {1, · · · , q} e Ω2 = {1/q}, q > 1 com suas respectivas σ-álgebras, a aplicação
γ(A|1q ) = 1q ∑qi=1 δi é um núcleo de probabilidade.




2δ+1 é um núcleo de probabilidade.
Exemplo 4.4 (Veja referência [116]). Sejam Ω1 e Ω2 munidos de medidas σ-finitas. Seja f :
Ω1×Ω2 → R+ mensurável tal que para µ1-quase todo x ∈ Ω1, tenhamos que
∫
Ω2





µ2(dy) f (x, y)
é um núcleo de medida.
De fato, da hipótese
∫
Ω2
µ2(dy) f (x, y) = 1 e pelas propriedades de integral de Lebesgue, temos
que a aplicação A 7→ ∫A µ2(dy) f (x, y) é uma medida de probabilidade. A mensurabilidade da
aplicação x 7→ ∫A µ2(dy) f (x, y) decorre do Teorema de Fubini-Tonelli (veja Apêndice, Teorema
.24). Portanto, γ é um núcleo de probabilidade.
Exemplo 4.5. Seja Ω = {0, 1}Ed , F = B(Ω) a σ-álgebra dos borelianos em Ω. Para cada
Λ ∈ L e A ∈ FΛ, a aplicação
γΛ(A|ω) = φωp,q,Λ(A)
é um núcleo de probabilidade deFΛc aFΛ. Aqui, φωp,q,Λ(A) é a medida de aglomerados aleatórios
definido em (67).
De fato, por definição A 7→ φωp,q,Λ(A) é uma medida de probabilidade para cada ω ∈ Ω.
Por outro lado, para cada A ∈ FΛ a aplicação ω 7→ φωp,q,Λ(A) é mensurável pelo Teorema de
Fubini-Tonelli. Portanto, γ é um núcleo de probabilidade.
O seguinte exemplo foi extraído de [53] e servirá para ter uma explicação teórica inte-
ressante quando definirmos o conceito de conjunto das medidas de Gibbs, e desejarmos
impor condições de forma que este conjunto seja não vazio.
Exemplo 4.6. Sejam η− e η−,i duas configurações em {−1, +1}Zd definidas por
η− ≡ (−1, · · · ,−1, −1︷︷
i−ésimo
,−1, · · ·) e η−,i ≡ (−1, · · · ,−1, +1︷︷
i−ésimo
,−1, · · ·),





−,i), se ωΛc = η−Λc
1A(η−ΛωΛc), outro caso.
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A família γ = (γΛ)Λ∈L é um núcleo de probabilidade.
De fato, veja que, por definição, γΛ(A|ω) depende unicamente dos estados dos spins em
Λc, logo, para cada A ∈ F , a aplicação ω 7→ γΛ(A|ω) é FΛc-mensurável. Por outro lado,
por propriedades da função indicadora, note-se que para cada ω, γΛ(A|ω) é uma medida de
probabilidade. Portanto, concluímos que γ = (γΛ)Λ∈L é um núcleo de probabilidade.
É comum definir os núcleos de medida introduzindo γ(·|ω) como sendo uma me-
dida que depende de ω. Logo, uma das condições para que γ seja um núcleo está
implicitamente satisfeita, restando provar que a aplicação ω 7→ γ(A|ω) é mensurável
para todo A ∈ F2. O conjunto F2 pode ser muito complexo e difícil de verificar esta
condição de mensurabilidade. A Proposição 2.9.2 de [116] nos fornece uma via menos
elaborada para provar a condição de mensurabilidade. A referida proposição nos diz
que é suficiente verificar que a aplicação ω 7→ γ(A|ω) seja mensurável para os conjuntos
A em uma classe rica o suficiente, a saber sobre uma classe G , onde G é um pi-sistema
que gera F2.
Se γ é um núcleo de F2 a F1 e µ : (Ω2,F2) → [0, +∞] uma medida, definimos a
medida
µγ : (Ω1,F1) → [0, +∞]
A 7→ ∫Ω2 µ(dω)γ(A|ω).
Para toda função mensurável f : Ω1 → R consideramos a função mensurável
γ f : Ω2 → R




No caso de que a função f , definida acima, seja não negativa, definimos
fγ(A|·) : Ω2 → [0, +∞)
ω2 7→ γ( f 1A)(ω2) = γ( f 1A|ω2).
Definição 4.2 (Convolução de núcleos). Sejam (Ω1,F1), (Ω2,F2) e (Ω3,F3) três espaços
mensuráveis. A convolução γ1γ2 de um núcleo γ1 de F3 a F2 e um núcleo γ2 de F2 a F1 é
definida pela fórmula




para cada A ∈ F1 e ω3 ∈ Ω3.
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Definição 4.3 (Núcleo próprio). Se G é um sub-σ-álgebra de F , um núcleo γ de G a F é
dito ser próprio se satisfaz a seguinte identidade:
γ(A ∩ B|·) = γ(A|·) 1B(·), ∀A ∈ F e B ∈ G .
A seguinte observação nos dá um caminho bastante técnico para verificar quando um
núcleo não é próprio.
Observação 4.1. Com as mesmas hipóteses da definição acima, se γ é um núcleo próprio, f
uma função F -mensurável e g uma função G -mensurável limitada, então
γ( f g) = (γ f )g.
Demonstração. Considerando g ≡ 1B, onde B ∈ G , para cada ω ∈ Ω temos
γ( f 1B)(ω)=γ( f 1B|ω)=γ( f |ω) 1B(ω)= [(γ f ) 1B] (ω),
onde, na segunda igualdade, se usou o fato de que γ é um núcleo próprio. Usando
o resultado para funções indicadoras, a linearidade de γ implica que a observação se
mantém para funções simples.
Ora, se g é uma função mensurável não negativa, pode-se construir uma sequência
de funções simples gn ↑ g. Usando o Teorema da Convergência Dominada, obtemos
que a observação vale para toda função g mensurável não negativa. Para uma função
arbitrária G -mensurável g, basta descompor g em sua parte positiva e negativa e usar o
resultado acima.
Caso particular desta observação: veja que se γ é um núcleo de probabilidade próprio
de G a F , então
γ(B|·) = 1B(·), ∀B ∈ G .
Lema 4.2. Seja (Ω,F ) um espaço mensurável, G uma sub-σ-álgebra de F , γ um núcleo de
probabilidade próprio de G a F e µ ∈ M1(Ω,F ). Então
µ(A|G ) = γ(A|·), µ−q.c., ∀A ∈ F ⇔ µγ = µ.
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µ(dω) µ(A|G )(ω) =
∫
Ω
µ(dω) 1A(ω) = µ(A),
onde, na segunda igualdade, usamos a hipótese e, na terceira igualdade, usamos
propriedade de esperança condicional.
Reciprocamente, suponha que µγ = µ. Por (140) e pela hipótese, para todo B ∈ G
tem-se ∫
B




Pela definição de esperança condicional concluímos que µ(A|G ) = γ(A|·), µ-q.c.
Definição 4.4. Seja (Ω,F ) um espaço mensurável, FS\Λ um sub-σ-álgebra de F , γ =
(γΛ)Λ∈L uma família de núcleos de probabilidade de FS\Λ a F e µ ∈ M1(Ω,F ).
a) Diremos que o núcleo γΛ, para cada Λ ∈ L , é uma distribuição condicional regular
para µ relativo à σ-álgebra FS\Λ, se para cada A ∈ F e Λ ∈ L , a condição
µ(A|FS\Λ) = γΛ(A|·), µ−q.c.
se satisfaz.
b) A família γ é consistente se, γ∆γΛ = γ∆, com Λ ⊂ ∆ em L .
A condição b), da definição acima, pode-se escrever assim: para cada A ∈ F e ω ∈ Ω,∫
Ω
γ∆(dz|ω)γΛ(A|z) = γ∆(A|ω), comΛ ⊂ ∆ emL .
Proposição 4.3. Seja (Ω,F ) um espaço mensurável, FS\Λ um sub-σ-álgebra de F , γΛ uma
distribuição condicional regular para µ relativo à σ-álgebra FS\Λ, Λ ∈ L . Então
i) A aplicação γΛ(A|·) é FS\Λ-mensurável, ∀A ∈ F e Λ ∈ L .
ii) O núcleo γΛ é próprio µ−q.c.
iii) A família de núcleos (γΛ)Λ∈L é consistente µ−q.c.
Demonstração. Veja que a prova de i) segue diretamente da definição de distribuição
condicional regular. Para provar ii), note que para cada Λ ∈ L , A ∈ F e B ∈ FS\Λ
γΛ(A ∩ B|ω)=µ(A ∩ B|FS\Λ)(ω) = µ(A|FS\Λ)(ω) 1B(ω)
=γΛ(A|ω) 1B(ω), µ-q.c.ω,
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onde na primeira e terceira igualdades se usou a definição de γΛ e, na segunda
igualdade, o fato de que B ∈ FS\Λ.
iii) Considere Λ,∆ ∈ L tal que Λ ⊂ ∆ e A ∈ F . Usando a definição de γΛ e
propriedades de esperança condicional pode-se ver que
γ∆γΛ(A|ω)=γ∆(γΛ(A|·)|ω)=γ∆(µ(A|FS\Λ)|ω) = µ(µ(A|FS\Λ)|FS\∆)(ω)
= µ(A|FS\∆)(ω)
= γ∆(A|ω), µ-q.c. ω,
completando-se a demonstração.
4.2 teoria de especificações
Na Proposição 4.3 vimos que γΛ é um núcleo próprio µ-q.c. e que γ = (γΛ)Λ∈L
é uma especificação consistente µ-q.c. Estamos interessados em estudar núcleos de
probabilidade com tais propriedades, satisfazendo-se em todo Ω e não somente no
suporte de µ. Isso motiva a seguinte definição.
Definição 4.5 (Especificação). Uma especificação com conjunto de parâmetros S e espaço de
estados (E , E ) é uma família γ = (γΛ)Λ∈L de núcleos de probabilidade próprios γΛ de FS\Λ a
F , os quais satisfazem a condição de consistência, isto é,
γ∆γΛ = γ∆, quandoΛ ⊂ ∆. (141)
Observação 4.4. Toda especificação satisfaz a seguinte relação inversa (da condição) de consis-
tência (141): para cada Λ ⊂ ∆,
γΛγ∆ = γ∆.
Demonstração. Para cada A ∈ F , veja que
γΛγ∆(A|ω) = γΛ(γ∆(A|·)|ω) = γ∆(A|ω),
onde, na segunda igualdade, usamos que γΛ é próprio e que FS\∆ é sub-σ-álgebra de
FS\Λ.
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Exemplo 4.7. A família γ = (γΛ)Λ∈L onde γΛ(A|ω) = φωp,q,Λ(A) foi definido no Exemplo 4.5
é uma especificação.
De fato, pelo Exemplo 4.5 γ é um núcleo de probabilidade. Trivialmente γΛ é próprio. Restaria
por verificar a condição de consistência. Procedemos a provar a validez desta condição, como
segue.
Pela propriedade do domínio de Markov (veja Observação 3.37) da medida de aglomerados
aleatórios, para cada Λ ⊂ Γ e A ∈ FΛ, temos
φ
ξ
p,q,Γ(A|FΛc)(ω) = φωp,q,Λ(A), φξp,q,Γ-q.c.ω.
















Por definição, isto é
γΓγΛ(A|ξ) = γΓ(A|ξ), ∀A ∈ FΛ.
Portanto, a família γ definida acima é uma especificação.
Exemplo 4.8 (Veja referência [53]). Sejam η− e η−,i duas configurações em {−1, +1}Zd
definidas por
η− ≡ (−1, · · · ,−1, −1︷︷
i−ésimo
,−1, · · ·) e η−,i ≡ (−1, · · · ,−1, +1︷︷
i−ésimo
,−1, · · ·),





−,i), se ωΛc = η−Λc
1A(η−ΛωΛc), outro caso.
A família γ = (γΛ)Λ∈L é uma especificação de FΛc a F .
De fato, pelo Exemplo 4.6 γ é um núcleo de probabilidade. Além disso, este núcleo é próprio
desde que ∀A ∈ F e B ∈ FΛc , tem-se:
• Se ωΛc = η−Λc ,
γΛ(A ∩ B|ω) = 1|Λ| ∑i∈Λ




onde, na segunda igualdade, usamos a equivalência: η−,i ∈ B ⇔ ω ∈ B.
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• Se ωΛc 6= η−Λc ,
γΛ(A ∩ B|ω) = 1A(η−ΛωΛc) 1B(η−ΛωΛc) = 1B(ω) 1A(η−ΛωΛc) = 1B(ω)γΛ(A|ω),
onde, novamente na segunda igualdade, usamos a equivalência: η−,i ∈ B ⇔ ω ∈ B.
Portanto, somente nos restaria provar a condição de consistência. Para isso, sejam Λ,∆ ∈ L tal
que ∆ ⊂ Λ. Para cada A ∈ L e ω ∈ {−1, +1}Zd veja que
(1) Se ωΛc = η−Λc , por definição do núcleo γ temos
γΛγ∆(A|ω) = γΛ(γ∆(A|·)|ω) = 1|Λ| ∑i∈Λ
γ∆(A|η−,i). (142)
Dividimos a análise de (142) em dois casos:
(1.1) Se η−,i∆c = η
−



























































(2) Se ωΛc 6= η−Λc , por definição do núcleo γ temos
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Isso mostra que a condição de consistência γΛγ∆ = γΛ (∆ ⊂ Λ) é satisfeita. Portanto, a
família γ definida acima de fato é uma especificação.
4.2.1 Medidas determinadas por uma especiﬁcação
Definição 4.6. Dada uma especificação γ = (γΛ)Λ∈L , definimos
G (γ) ≡
{
µ ∈ M1(Ω,F ) : µ(A|FS\Λ) = γΛ(A|·), µ−q.c., ∀A ∈ F e Λ ∈ L
}
(143)
o conjunto de medidas de probabilidade determinadas pela especificação γ. Cada elemento de
G (γ) é chamada de medida de Gibbs ou estado de Gibbs.
Definição 4.7 (Consistência). Uma medida µ ∈ M1(Ω,F ) é consistente com a especificação
γ = (γΛ)Λ∈L se, para cada Λ ∈ L ,
µγΛ = µ. (144)
A equação (144) é chamada equação DLR, em homenagem a Dobrushin, Lanford e Ruelle.
Veja que, pelo Lema 4.2, G (γ) é o conjunto das medidas de probabilidade consistentes
com a especificação γ. Isto é, G (γ) é a classe de medidas de probabilidade que são
preservadas pela família enumerável de núcleos de probabilidade γ.
É de interesse saber a existência e unicidade de medidas de probabilidade que
satisfazem a condição (144), previsto que, a priori, se conheça a especificação γ. No
que segue, daremos algumas respostas parciais a essas interrogantes. O problema da
unicidade de medidas será considerado na Seção 4.5, onde nos preocupamos por dar
condições sobre a especificação γ, de maneira que a unicidade do conjunto de medidas
de Gibbs seja um conjunto unitário, isto é, |G (γ)|= 1. Um problema bem mais complexo
relacionado à unicidade de medida de Gibbs do modelo de aglomerados aleatórios com
presença de campo externo será estudado na Seção 6.6.
Diferentemente do que se pensa no meio matemático, a ausência de unicidade de
medidas de Gibbs não é uma falência, ao contrário, este acontecimento nos ajuda a
entender melhor a estrutura do conjunto G (γ).
Definição 4.8. Um subconjunto L0 do conjunto de índices L (ordenados por inclusão) é
chamado cofinal, se cada Λ ∈ L está contido em algum ∆ ∈ L0.
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Por exemplo, se S ≡ Zd para algum d > 1, então o conjunto
L0 ≡ {[− n, n]d ∩ S : n > 1},
de todos os cubos centrados na origem é cofinal.
Teorema 4.5 (Caracterização do conjunto G (γ)). Suponha que γ = (γΛ)Λ∈L é uma espe-
cificação com conjunto de parâmetros S e espaço de estados E . As seguintes afirmações são
equivalentes.
1) µ ∈ G (γ);
2) µ é consistente com a especificação γ, isto é, para cada Λ ∈ L temos µγΛ = µ;
3) Existe uma coleção cofinal {Γα : Γα ∈ L , ∀α ∈ I} satisfazendo µγΓα = µ, para algum
índice α ∈ I.
Demonstração. A equivalência 1)⇔ 2) segue diretamente do Lema 4.2.
A afirmação 2)⇒ 3) é óbvia. Procedemos a provar a implicação 3)⇒ 2). Desde que
{Γα : Γα ∈ L , ∀α ∈ I} é uma sequência cofinal, para todo Λ ∈ L existe um índice α ∈ I
tal que Λ ⊂ Γα ≡ Γ. Por hipótese, temos µ = µγΓ. Integrando o núcleo γΛ com respeito
a esta medida, obtemos a medida µγΛ = (µγΓ)γΛ. Afirmamos que (µγΓ)γΛ = µγΓ. Seja





Por argumentos padrões de Teoria da Medida, conhecemos que existe uma sequência de
funções (ϕn)n∈N simples FΛc-mensuráveis tais que ϕn(ω) ↑ γΛ(A|ω) para cada ω ∈ Ω.
Usando repetidas vezes o Teorema da Convergência Monótona (veja Apêndice, Teorema























Juntando as equações obtidas acima e usando a hipóteses obtemos µγΛ = (µγΓ)γΛ =
µγΓ = µ, concluindo-se a prova.
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4.2.2 Construindo especiﬁcações
Sejam (X,X , µ) e (Y,Y , ν) dois espaços de probabilidade, onde as medidas µ, ν são
σ-finitas 2. Considere o espaço de probabilidade produto (X × Y,X × Y , µ × ν) e
f : X × Y → R uma função X × Y-mensurável. Pelo Teorema de Fubini-Tonelli (veja
Apêndice, Teorema .24), as aplicações x 7→ ∫Y ν(dy) f (x, y) e y 7→ ∫X µ(dy) f (x, y) são
X -mensurável e Y-mensurável, respectivamente.
Em seguida, munimos o espaço de estados (E , E ) de uma medida de probabilidade λ,
chamada de medida a priori.
Definição 4.9. Dada λ ∈ M1(E , E ) uma medida a priori, para cada Λ ∈ L definimos a
aplicação
λΛ : F ×Ω → [0, +∞)





onde δωS\Λ = ∏i∈S\Λ δ{ωi}, δ{·} é a medida delta de Dirac e λ
Λ ∈ M1(EΛ, E Λ) é a medida
produto sobre Λ. Daqui em frente escreveremos λ∗ para denotar à família (λΛ)Λ∈L .
Proposição 4.6. A família λ∗ = (λΛ)Λ∈L é uma especificação deFS\Λ aF . Esta especificação
é chamada especificação independente.
Demonstração. Pelo Teorema da Extensão de Kolmogorov (veja Apêndice, Teorema .25),
para cada Λ ∈ L e A ∈ F , a aplicação A 7→ λΛ(A|·) é uma medida de probabilidade.
Pelo Teorema de Fubini-Tonelli (veja Apêndice, Teorema .24), para cada f : Ω → R
função F -mensurável limitada, a aplicação
ωS\Λ 7→ λΛ( f |ωS\Λ) =
∫
EΛ
λΛ(dξ) f (ξωS\Λ) (Λ ∈ L )
é mensurável segundo a σ-álgebra FS\Λ. Até agora temos provado que λΛ é um núcleo
de probabilidade.
Dado A ∈ F e B ∈ FS\Λ, veja que λΛ é um núcleo próprio, já que
λΛ(A ∩ B|ω) =
∫
EΛ





2 Um espaço de medida (X,X , µ) é chamado finito, se µ(X) é um número real finito. E se diz σ-finito, se X
é a união enumerável de conjuntos mensuráveis de medida finita. A medida µ é σ-finita, se X é a união
enumerável de conjuntos de medida finita.
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onde, na segunda igualdade, usamos a equivalência:
ξωS\Λ ∈ B⇔ 1B(ξωS\Λ) = 1
B∈FS\Λ⇔ 1B(ω) = 1B(ξωS\Λ) = 1⇔ ω ∈ B.
Finalmente, completamos a prova mostrando a relação de consistência (141). Para
isso, sejam Λ,∆ ∈ L e f : Ω→ R uma função F -mensurável limitada. Por definição,
temos
(λ∆λΛ f )(ω) =
∫
E∆
λ∆(dz|ω)λΛ( f |z). (146)
Definindo g(z) ≡ λΛ( f |z), nos propomos a provar que, para cada função g mensurável






De fato, considere primeiro g ≡ 1A, onde A é um evento FS\Λ-mensurável. Por
definição de λ∆ temos∫
E∆




Logo, esta igualdade é válida para funções simples. Se g é uma função G -mensurável
não negativa, pode-se construir uma sequência de funções simples gn ↑ g. Usando o
Teorema da Convergência Dominada, obtemos que a igualdade acima vale para toda
função G -mensurável não negativa. Para uma função g arbitrária G -mensurável, basta
descompor g em sua parte positiva e negativa e usar o resultado acima.
Substituindo (147) em (146), temos





















= (λ∆∪Λ f )(ω).
Portanto, quando Λ ⊂ ∆ obtemos λ∆λΛ = λ∆, concluindo-se a prova.
Denotando por λS a medida de probabilidade sobre (Ω,F ), cuja existência é garantida
pelo Teorema da Extensão de Kolmogorov, temos
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Observação 4.7. Para cada µ ∈ M1(Ω,F ) e Λ ∈ L , µλΛ = λS sobre FΛ.















= λΛ(B) = λS(B× ES\Λ),
onde, na terceira igualdade, usamos a equivalência: ξωS\Λ ∈ B× ES\Λ se, e somente se,
ξ ∈ B. Portanto, µλΛ = λS sobre FΛ, para cada Λ ∈ L .
A seguinte proposição nos informa que o conjunto das medidas de Gibbs G (λ∗) tem
um único elemento, especificamente, é formado pela medida produto λS sobre (Ω,F ).
Proposição 4.8. O conjunto das medidas de probabilidade determinadas pela especificação
independente λ∗ é um conjunto unitário. Isto é, G (λ∗) = {λS}.

















λΛ(dξ) 1A(ξωS\Λ) = λS(A),
é válida, logo, tem-se {λS} ⊆ G (λ∗).
Por outro lado, para cada µ ∈ G (λ∗) e Λ ∈ L , pela Observação 4.7, temos que
µ = µλΛ = λS sobre FΛ. Isto é, se µ ∈ G (λ∗), então µ = λS sobre cada FΛ e portanto,
pelo Teorema da Classe Monótona (veja Teorema .27 do Apêndice), µ = λS sobre
F . Implicando que G (λ∗) ⊆ {λS}. Finalmente, combinando as duas inclusões acima,
concluímos a prova.
Definição 4.10 (λ-modificação e λ-especificação). Seja λ ∈ M1(E , E ) uma medida a priori.
Uma λ-modificação é uma família ρ = (ρΛ)Λ∈L de funções mensuráveis ρΛ : Ω→ [0, +∞[ tal
que a família ρλ. = (ρΛλΛ)Λ∈L é uma especificação. Uma λ-especificação é uma especificação
γ da forma γ = ρλ. para alguma λ-modificação ρ. A λ-modificação ρ é chamada positiva se
ρΛ > 0 para cada Λ ∈ L .
Desde que o núcleo λΛ é próprio, ρΛλΛ é próprio. De fato, dados os eventos A ∈ F
e B ∈ FS\Λ com Λ ∈ L , tem-se
ρΛλΛ(A ∩ B|ω) = λΛ(1A∩B ρΛ|ω) = 1B(ω) λΛ(1A ρΛ|ω) = 1B(ω) ρΛλΛ(A|ω),
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onde, na segunda igualdade, usamos que o núcleo λΛ é próprio.
Proposição 4.9. ρ é λ-modificação se, e somente se, para cada Λ ∈ L o núcleo ρΛλΛ é
1) normalizado: λΛρΛ(ω) = 1, para cada ω ∈ Ω.
2) consistente: (ρ∆λ∆)(ρΛλΛ) = ρ∆λ∆, com Λ ⊂ ∆.
Demonstração. Desde que o núcleo ρΛλΛ é próprio, observe que a prova se deduz
diretamente da seguinte igualdade: ρΛλΛ(Ω|ω) = λΛ(ρΛ|ω) = λΛρΛ(ω).
Proposição 4.10. Se γ = ρλ. é uma λ-especificação, então
G (γ) = {µ ∈ M1(Ω,F ) : µ = ρΛ(µλΛ), ∀Λ ∈ L } .
Demonstração. Definamos Gλ(γ) ≡ {µ ∈ M1(Ω,F ) : µ = ρΛ(µλΛ), ∀Λ ∈ L } . Primeiro
provemos a seguinte relação:
ρΛ(µλΛ) = µγΛ. (148)
De fato, para A ∈ F tem-se







= µ(ρΛλΛ)(A) = µγΛ(A).
Asim, µ ∈ G (γ)⇔ µ = µγΛ (148)⇔ µ = ρΛ(µλΛ)⇔ µ ∈ Gλ(γ).
Até agora, foi mostrado que o núcleo ρΛλΛ é próprio e que sobre a condição de
normalização ρΛλΛ é um núcleo de probabilidade. Desejamos provar que ρ seja uma
λ-modificação, logo, nos restaria encontrar condições sobre ρ para que satisfaça as
condições de consistência. A seguinte proposição nos dá essa resposta.
Proposição 4.11. Seja λ ∈ M1(E , E ), ρ = (ρΛ)Λ∈L tal que ρΛ > 0 e λΛρΛ = 1. As seguintes
condições são equivalentes
a) ρ é uma λ-modificação;
b) Para cada Λ ⊂ ∆ ∈ L e para todo ω ∈ Ω, ρΛ = ρΛ · λΛρ∆, λΛ(·|ω)−q.c.;
c) Para todo Λ ⊂ ∆ ∈ L , para todo α ∈ Ω e λ∆\Λ(·|α)−q.c. ω ∈ Ω, temos
ρ∆(ξ)ρΛ(η) = ρ∆(η)ρΛ(ξ),
para λΛ(·|ω)× λΛ(·|ω) −q.c. (ξ, η) ∈ Ω×Ω.
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Demonstração. Primeiro provaremos a equivalência a)⇔ b), mas antes disso provaremos
a seguinte afirmação: para cada função f : Ω→ R não negativa e mensurável segundo
a σ-álgebra F , tem-se
γ∆γΛ( f ) = λ∆( f ρΛλΛρ∆). (149)
De fato, desde que λΛ é próprio e λΛ( f ρΛ), λΛρ∆ são FS\Λ-mensuráveis, temos
λΛ( f ρΛλΛρ∆) = λΛρ∆ · λΛ( f ρΛ) = λΛ(ρ∆λΛ( f ρΛ)) = λΛ(ρ∆γΛ f ).
Como λ∆ = λ∆\ΛλΛ, da equação acima temos
λ∆( f ρΛλΛρ∆) = λ∆(ρ∆γΛ f ) = γ∆γΛ( f ),
provando-se o afirmado.
Para provar a implicação a)⇒ b), como ρ é uma λ-modificação, temos
λ∆(ρ∆ f ) = γ∆ f = γ∆γΛ( f ) = λ∆( f ρΛ · λΛρ∆),
onde, na segunda igualdade, usamos a consistência do núcleo e, na terceira igualdade,
a afirmação em (149). Portanto, ρ∆ = ρΛ · λΛρ∆, λ∆(·|ω)-q.c.
Para mostrar b)⇒ a), veja que λΛρΛ = 1 e
γ∆γΛ( f ) = λ∆( f ρΛλΛρΛ) = λ∆( f ρ∆) = γ∆( f ),
onde nas duas primeiras igualdades usamos (149) e a hipótese, respectivamente. Logo,
pela Proposição 4.9, ρ é uma λ-modificação.
Agora provaremos a equivalência b)⇔ c). Primeiro provaremos a implicação b)⇒ c).
Por hipótese, veja que
0 = λ∆
(
|ρ∆ − ρΛ · λΛρΛ|
∣∣∣α) = λ∆\Λ (λΛ (|ρ∆ − ρΛ · λΛρΛ|∣∣∣·) ∣∣∣α) .
Então,
λΛ(ρ∆|ω) = λΛ(ρΛ · λΛρ∆|ω) = λΛ(ρΛ|ω) · λΛ(ρ∆|ω) = λΛ(ρΛλΛ(ρ∆|ω)|ω),
λ∆\Λ(·|α)-q.c. ω ∈ Ω e para todo α ∈ Ω. Logo,
ρ∆(η) = ρΛ(η)λΛ(ρ∆|ω), λΛ(·|α)−q.c. η ∈ Ω.
Assim, usamos a identidade acima na primeira e última igualdade abaixo
ρ∆(ξ)ρΛ(η) = [ρΛ(ξ) · λΛ(ρ∆|ω)] ρΛ(η) = ρΛ(ξ) [ρΛ(η) · λΛ(ρ∆|ω)] = ρ∆(η)ρΛ(ξ).
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Finalmente, provamos c)⇒ b). Mas isto é direto, pois
ρ∆(·) = ρ∆(·) · λΛ(ρΛ|·) = λΛ(ρΛ · ρ∆(·)|·) = λΛ(ρΛ(·) · ρ∆|·)
= ρΛ(·) · λΛ(ρ∆|·) = ρΛ(·) · λΛρ∆(·),
onde, na primeira igualdade, usamos que o núcleo ρΛλΛ é normalizado e, na segunda
igualdade, usamos a hipótese.
O Item c) da Proposição 4.11 motiva a definição de pré-modificação.
Definição 4.11 (Pre-modificação). Uma família h ≡ (hΛ)Λ∈L de funções mensuráveis hΛ :
Ω→ [0, +∞) é uma pré-modificação se
h∆(ξ)hΛ(η) = hΛ(ξ)h∆(η)
para cada Λ,∆ ∈ L com Λ ⊂ ∆ e para todo ξ , η ∈ Ω com ξS\Λ = ηS\Λ.
Proposição 4.12. Seja h uma pré-modificação e λ ∈ M1(E , E ) tal que λΛhΛ ∈]0, +∞[, para
cada Λ ∈ L . Logo ρ ≡ (hΛ/λΛhΛ)Λ∈L é uma λ−modificação.










isto é, o núcleo ρΛλΛ é normalizado, para cada Λ ∈ L . Antes de continuar com a
prova, mostraremos a seguinte afirmação
λ∆(h∆|ξ) · λΛ(hΛ|η) = λ∆(h∆|η) · λΛ(hΛ|ξ), com Λ ⊂ ∆. (150)
De fato, como ξS\Λ = ηS\Λ, veja que













λΛ(dσ) hΛ(σξS\∆) = λ∆(h∆|η) · λΛ(hΛ|ξ),
mostrando o afirmado.










Portanto, temos provado que o núcleo ρΛλΛ é normalizado, daí, pela Proposição 4.11 c),
ρ é uma λ-modificação.
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Definição 4.12 (Interação). Uma interação 3 é uma família Φ ≡ (ΦA)A∈L de funções
indexadas por elementos do conjunto L , onde
(i) Para cada A ∈ L , ΦA é FA-mensurável.





existe. HΦΛ(ω) é chamado de energia total de ω em Λ e H
Φ





e hΦΛ será chamado de fator de Boltzmann.
Observação 4.13. De agora em diante, para não carregar a notação, simplesmente escreveremos
∑A∩Λ 6=∅ΦA(ω) para referir-nos a ∑ A∈L
A∩Λ 6=∅
ΦA(ω) subentendendo-se que a soma é feita sobre
todo A ∈ L tal que A ∩Λ 6= ∅.
Definição 4.13. Uma interação Φ ≡ (ΦA)A∈L é chamada de interação de primeiros vizinhos
se para todo ω ∈ Ω, ΦA(ω) = 0 a menos que A = {i} ou A é um par {i, j} de vizinhos
próximos. A interação Φ será chamada de curto alcance se existe R ∈N tal que, para todo ω,
ΦA(ω) = 0 para todo A tal que δ(A) ≡ supi,j∈A d(i, j) > R. Aqui, δ(A) denota o diâmetro de
A. A interação Φ será chamada de longo alcance se ela não for de curto alcance.
Exemplo 4.9 (Modelo de Ising). Consideremos o modelo de Ising com espaço de estados E =




−Jijσiσj, se A = {i, j}, ‖i− j‖= 1
−hiσi, se A = {i}
0, outro caso,
onde J : S× S→ R é chamada de constante de acoplamento e h : S→ R de campo magnético
externo. No modelo de Ising padrão Jij = 0, a menos que i, j sejam primeiros vizinhos. Quando J
e h são constantes, este modelo é conhecido como modelo de Ising homogêneo e não homogêneo
em outro caso. Este modelo é dito ser ferromagnético se J > 0 e anti ferromagnético quando
J < 0.
3 Em alguns textos o conceito de interação é substituído pelo conceito de potencial.
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Exemplo 4.10 (Modelo de Potts). Considere o modelo de Potts de q ∈ {1, 2, · · ·} estados
com espaço de estados E = {1, 2, · · · , q} e com medida a priori λ = 1q ∑qi=1 δi. A interação de
primeiros vizinhos Φ = (ΦA)A∈L é definida por
ΦA(σ) =
{
−Jijδσi ,σj , se A = {i, j}
0, outro caso.
Considerando o modelo de Potts definido na Seção 3.2, veja que
ΦA(σ) =

−Jijδσi ,σj , se A = {i, j}
−∑qp=1
hi,p
q δσi ,p, se A = {i}
0, outro caso
também é uma interação de primeiros vizinhos.
Este tipo de interação será vista com regular frequência no Capítulo 5 (com hp ≡ hi,pq constante
nos sítios) e no Capítulo 6.
Exemplo 4.11 (Modelo de Heisenberg clássico). Este modelo é análogo ao modelo de Ising,
porém, com conjunto de parâmetros S ≡ S2, a esfera bidimensional em R3 (superfície da bola
unitária tridimensional). O acoplamento de primeiros vizinhos é Φi,j = −Jσi · σj (produto
escalar de vetores tridimensionais σi = (cos θi, sin θi)). Se estes spins são bidimensionais, o
referido modelo é conhecido como modelo XY ou modelo rotor. O caso geral de vetores unitários
n-dimensional é o modelo n-vetor
Exemplo 4.12 (Látice gás). O modelo de Ising pode ser usado para modelar átomos sobre um
látice (veja Definição 2.1). Tome S = {0, 1} onde 0 denota um sitio vazio e 1 denota um sitio
ocupado por um átomo. A interação é ΦA = −J(A)∏i∈A σi para constantes de acoplamentos
positivos J que satisfaz J(θi A) = J(A). Por exemplo, tome J({i, j}) = J > 0 para pares {i, j} de
primeiros vizinhos e J(A) = 0 em outro caso.
A seguinte proposição nos dá uma chave para a construção de especificações depen-
dentes.
Proposição 4.14. Para cada interação Φ, a família (hΦΛ)Λ∈L é uma pré-modificação positiva.
Demonstração. Seja Λ ⊂ ∆ ∈ L e ξ, η ∈ Ω tal que ηS\Λ = ξS\Λ. Veja que







implicando que g é F∆\Λ-mensurável e daí g é FS\Λ-mensurável para todo Λ ∈ L .
Portanto, g ∈ T = ∩Λ∈LFS\Λ. Como ηS\Λ = ξS\Λ, tem-se g(η) = g(ξ), concluindo-se a
prova.
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Definição 4.14 (Interação λ-admissível). Seja λ ∈ M1(E , E ). Dizemos que uma interação
Φ é λ-admissível se
ZΦΛ(ω) ≡ λΛhΦΛ(ω) =
∫
EΛ
λΛ(dξ) hΦΛ(ξωS\Λ) (∀Λ ∈ L )
é finito, onde hΦΛ foi definido em (152).
Definição 4.15 (Função de partição). Seja Φ uma interação λ-admissível, ω ∈ Ω e Λ ∈ L .
Chamamos de função de partição no volume Λ, com interação Φ e condição de fronteira ω, a
função FS\Λ-mensurável ZΦΛ(ω) estabelecida na Definição 4.14.
A seguinte proposição é caso particular da Proposição 4.12.




, com Λ ∈ L . A família ρΦ ≡ (ρΦΛ)Λ∈L é uma λ-modificação.
Definição 4.16 (Distribuições de Gibbs a volume finito). SejaΦ uma interação λ-admissível.
Para cada Λ ∈ L , chamamos de distribuição de Gibbs a volume finito Λ, com interação Φ e
condição de fronteira ω, à medida de probabilidade γΦΛ(·|ω) sobre (Ω,F ) definido por






para cada A ∈ F .
Definição 4.17 (Especificação Gibbsiana). Seja Φ uma interação λ-admissível. Pela Proposi-
ção 4.15, a família de núcleos γΦ = (γΦΛ)Λ∈L é uma especificação conhecida como especificação
Gibbsiana com interação λ-admissível Φ.
Definição 4.18 (Medidas de Gibbs). Uma medida de probabilidade emM1(Ω,F ) é dita uma
medida de Gibbs se existe uma interação λ-admissível Φ tal que µ ∈ G (γΦ). Frequentemente
diremos que µ é uma medida de Gibbs para os potenciais Φ que são λ-admissíveis. Como
havíamos falado anteriormente, os elementos de G (γΦ) são conhecidos como estados de Gibbs.
Definição 4.19. Diremos que uma interação Φ exibe transição de fase (de primeira ordem) se
|G (γΦ)|> 1. Caso contrário, Φ não exibe transição de fase (segunda ordem).
É frequente escrever G (Φ) para denotar G (γΦ).
Definindo ‖ΦA‖∞≡ supω∈Ω|ΦA(ω)|, estabelecemos a seguinte condição de regulari-
dade sobre Φ.
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Definição 4.20 (Interação regular). Uma interação Φ ≡ (ΦA)A∈L é chamada de regular se
para cada i ∈ S, existe uma constante ci tal que
∑
A3i
‖ΦA‖∞6 ci < ∞.
Observação 4.16. O conjunto de todas as interações para as quais supi∈S ci < ∞, forma um






Na ausência de limitação uniforme das constantes ci simplesmente pode-se garantir que o espaço
(B0, ‖·‖0) forma um espaço de Fréchet 4.
Quando uma interação é invariante por translação, isto é, ΦA+j = ΦA para cada
j ∈ S, as constantes ci podem ser tomadas como sendo uma constante c e, portanto, o
subconjunto dos potenciais regulares e invariantes por translação é um subespaço de
(B0, ‖·‖0).
Exemplo 4.13 (Modelo de Ising de primeiros vizinhos). Seja E = {−1, +1} e λ = 12δ+1 +
1
2δ−1 a medida a priori. Considere a interação Φ = (ΦΛ)Λ∈L em (EZ
d
,F ) dada por
ΦΛ(σ) =

Jσiσj, se Λ = {i, j} e ‖i− j‖= 1
hσi, se Λ = {i}
0, caso contrário,
onde J, h ∈ R são constantes fixadas. A interação Φ é regular.
De fato, para cada Λ ∈ L temos ΦΛ ≡ 0 se |Λ|6= 2 ou |Λ|6= 1. Se Λ = {i, j} com ‖i− j‖= 1












onde 2d é o número de primeiros vizinhos do sítio i. Daí, Φ é uma interação regular.
4 Um espaço vetorial topológico é dito de Fréchet, se este é metrizável (sua topologia é compatível com uma
métrica), completo e localmente convexo (sua topologia admite uma base local formada por conjuntos
convexos).
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Exemplo 4.14 (Modelo de Ising de longo alcance). Seja E = {−1, +1} e λ = 12δ+1 + 12δ−1.




‖i−j‖α σiσj, se Λ = {i, j} e i 6= j
0, caso contrário.
Se α > d, Φ é uma interação regular.
De fato, para cada Λ ∈ L temos ΦΛ ≡ 0 se |Λ|6= 2. Se Λ = {i, j} com i 6= j, então ΦΛ




























 , ∀i ∈ Zd.
Observe que ∑i∈Zd:‖i‖=r 1 é exatamente o número de elementos da fronteira da bola de raio r
centrada no 0. Sem perda de generalidade, usando em Zd a norma da soma, pode-se provar por
indução que ∑i∈Zd:‖i‖=r 1 6 2d(2r + 1)d−1 6 2d3d−1rd−1. Usando esta estimativa, o termo do








pois, α > d. Portanto,
∑
Λ3i
‖ΦΛ‖∞< ∞, ∀i ∈ Zd,
implicando que Φ é uma interação regular.
Exemplo 4.15. Seja Ψ = (σi)i∈Z uma cadeia de Markov estacionária com espaço de estados
finito E , conjunto de parâmetros S = Z e matriz de transição P = (P(x, y))x,y∈E (estritamente)
positiva , isto é, as entradas P(x, y) da matriz P satisfazem P(x, y) > 0, para todo x, y ∈ E .
Considere, também, λ ∈ M1(E , E ) a medida a priori (que é a medida de contagem), onde E é
a σ-álgebra das partes de E . Afirmamos que a família Φ = (ΦΛ)Λ∈L em (EZ,F ), definida por
ΦΛ(σ) ≡

− log P(σi, σi+1), se Λ = {i, i + 1}
0, caso contrário,
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é uma interação regular.
De fato, para cada Λ ∈ L temos ΦΛ ≡ 0 se |Λ|6= 2. Se Λ = {i, i + 1}, então ΦΛ é







|− log P(σj, σj+1)|
= sup
σ
|− log P(σi, σi+1)|+ sup
σ
|− log P(σi−1, σi)|
= −2 log P(σi0 , σi1) < ∞,
onde, na última igualdade, usamos a estacionaridade da cadeia de Markov Ψ e o fato de que o
fator −2 log P(σi0 , σi1) é positivo, pois P(σi0 , σi1) ∈ (0, 1]. Isso prova a afirmação.
Proposição 4.17. SeΦ ∈ (B0, ‖·‖0), então existe uma constante C > 0 tal que ‖HΦΛ‖∞≤ C|Λ|,
para cada Λ ∈ L .
Demonstração. Como Φ ∈ (B0, ‖·‖0), temos que supi∈S ∑A3i‖ΦA‖∞6 supi∈S ci < ∞
(veja Observação 4.16). Se A ∈ L é tal que A ∩Λ 6= ∅, onde Λ ∈ L é fixo, então existe
i ∈ Λ tal que A contém i. Logo, para cada σ ∈ Ω temos
|HΦΛ(σ)|=
∣∣∣∣∣ ∑A∩Λ 6=∅ΦA(σ)
∣∣∣∣∣ 6 ∑i∈Λ∑A3i |ΦA(σ)| 6 ‖Φ‖0|Λ|.
Portanto, basta considerar C ≡ ‖Φ‖0∈ (0, +∞) e tomar o supremo em σ ∈ Ω na
desigualdade acima.
4.3 funções locais e quase-locais
Seguindo uma notação similar à referência [57] e à seção anterior, seja (Ω,F ) um
espaço mensurável. Denotamos por
B(Ω,F ) ≡ { f : Ω→ R : f é F -mensurável limitada}.
De maneira análoga, para cada Λ ∈ L , definimos o espaço
B(Ω,FΛ) ≡ { f : Ω→ R : f é FΛ-mensurável limitada}.
Cabe destacar que uma função f ∈ B(Ω,FΛ), com Λ ∈ L , pode ser caracterizada
pela seguinte identidade: f (σΛωS\Λ) = f (σΛηS\Λ), para quaisquer σ,ω, η ∈ Ω. Isto é,
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B(Ω,FΛ) está conformado por aquelas funcões que dependem apenas de um número
finito de vértices no volume Λ.
Outro conceito importante a mencionar, são as funções locais. O espaço de todas as
funções locais será denotado por Bloc(Ω), mas exatamente
Bloc(Ω) ≡ ∪Λ∈L B(Ω,FΛ).
Logo, uma função f : Ω→ R é local se existe Λ ∈ L tal que f (ω) = f (η) sempre que
ωΛ = ηΛ. O menor conjunto Λ de forma que isso aconteça é chamado de suporte de f
e será denotado por supp( f ).
Exemplo 4.16. As funções f (σ) = ∏
q
m=1∏x∈Fm δσx ,m onde F = unionsqqm=1Fm ∈ L , q > 1 e σ0
são funções locais e têm suporte F e {0} respectivamente.
Exemplo 4.17. Seja (E , E , λ) um espaço de probabilidade, Φ uma interação regular definida em
















Λ (ξωS\Λ), define uma especificação local para interação Φ ao
inverso da temperatura β.
De fato, pela Definição 4.17, γβΦΛ é uma especificação Gibbsiana. Uma vez que Φ é uma
interação regular, o Hamiltoniano HβΦΛ é local, de onde se conclui que a especificação γ
βΦ
Λ é local.
Definição 4.21 (Função quase-local). Uma função f : Ω→ R é quase-local se esta pode ser




| f (ω)− fe(ω)| < e.
Denotaremos por Bqloc(Ω) o espaço das funções quase-locais. Note que, por definição,
o conjunto das funções locais é denso no conjunto das funções quase-locais Bqloc(Ω).




significa convergência de uma função-conjunto F : S→ R ao longo de um conjunto S (ordenado
pela inclusão) como segue
∀e > 0, ∃ Λe ∈ L tal que Λe ⊂ Λ e Λ ∈ L ⇒ |F(Λ)− L|< e.
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Assim, em nosso contexto, como o espaço de estados E é finito, temos a seguinte
caracterização das funções quase-locais.
Lema 4.18 (Caracterização das funções quase-locais). Uma função f : Ω→ R é quase-local
se, e somente se, uma das seguintes condições se satisfaz:
(i) Continuidade: a função f é contínua em Ω, se esta é contínua para cada ω ∈ Ω, isto é,
∀ω ∈ Ω, ∀e > 0, ∃n ∈N tal que
sup
σ∈Ω
| f (ωΛnσS\Λn)− f (ω)|< e.




| fn(ω)− f (ω)|= 0.
(iii) Continuidade sequencial uniforme: ∀e > 0, existe n ∈N tal que
sup
σ,ω∈Ω







| f (ω)− f (σ)|= 0.
Demonstração. Note que, por definição, f ∈ Bqloc(Ω)⇔ (ii) se satisfaz. Agora, provare-
mos a equivalência f ∈ Bqloc(Ω)⇔ (iv). De fato,






| fΓ(σ)− f (σ)|= 0. (153)




| f (σ)− f (η)| 6 sup
σ∈Ω
| f (σ)− fΓ(σ)|+ sup
σ,η∈Ω
σΛ=ηΛ
| fΓ(σ)− fΓ(η)|+ sup
η∈Ω
| fΓ(η)− f (η)|
6 sup
σ∈Ω
| f (σ)− fΓ(σ)|+ sup
σ,η∈Ω
σΓ=ηΓ
| fΓ(σ)− fΓ(η)|+ sup
η∈Ω
| fΓ(η)− f (η)|
= 2 sup
σ∈Ω
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Como fΓ é local, ela é uniformemente contínua, isto é limΓ↑S supσ,η∈Ω
σΓ=ηΓ
| fΓ(σ)− fΓ(η)|= 0.






| f (σ)− f (η)|= 0.





| f (σ)− f (σΛσ′S\Λ)|= 0. (154)
Fixado σ′ ∈ Ω definimos fΛ(σ) ≡ f (σΛσ′S\Λ), para cada Λ ∈ L . Veja que a sequência





| f (σ)− fΛ(σ)|= 0.
Isto é, (153) é satisfeito, portanto, f ∈ Bqloc(Ω).
Finalmente, dentro deste contexto, veja que por definição, (iii)⇔ (iv) e (i)⇔ (iv).
Para cada Λ ∈ L , denotaremos o espaço das funções contínuas FΛ-mensuráveis no
sentido da definição de continuidade dada no Lema 4.18 (i), por
C(Ω,FΛ) ≡ { f : Ω→ R : f é contínua}.
Quando Λ ≡ S, adotaremos a seguinte notações:
C(Ω) ≡ C(Ω,FS) e Cb(Ω,F ) ≡ C(Ω)∩ B(Ω,F ).
Uma consequência importante do Lema 4.18 é que uma função T -mensurável5 não
constante nunca pode ser quase-local. De fato, seja f uma função não constante e ω ∈ Ω
fixo, então existe uma configuração η ∈ Ω tal que f (ω) 6= f (η). Em seguida, defina
a configuração ωn ≡ ωΛnηΛcn . Note que d(ωn,ω) = ∑i∈Λcn 12‖i‖1{ωni 6=ωi} 6 |Λcn|, logo,
fazendo n→ ∞, temos d(ωn,ω)→ 0. Por outro lado, uma vez que f é T -mensurável e
ωnΛcn = ηΛcn , temos f (ω
n) = f (η). Portanto, f (ωn) 9 f (ω) e d(ωn,ω)→ 0 quando n→ ∞.
Isto é, f /∈ C(Ω) = Bqloc(Ω), onde esta última igualdade decorre do Lema 4.18.
Proposição 4.19. Se Φ = (ΦA)A∈L é uma interação regular, então o Hamiltoniano HΦΛ é uma
função quase-local, para cada Λ ∈ L .
5 Relembramos de capítulos anteriores que T = ∩Λ∈LFS\Λ denota à σ-álgebra caudal.
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Tome Γ ∈ L suficientemente grande tal que Λ ⊂ Γ e σΓ = ωΓ. Logo,
|HΦΛ(ω)− HΦΛ(σ)| =
∣∣∣∣∣ ∑A∩Λ 6=∅ΦA(ω)− ∑A∩Λ 6=∅ΦA(σ)
∣∣∣∣∣
=
∣∣∣∣∣ ∑A∩Λ 6=∅, A∩Γc 6=∅(ΦA(ω)−ΦA(σ))
∣∣∣∣∣
6 2 ∑




Por (155), a série ∑A∩Λ 6=∅ supω∈Ω|ΦA(ω)| é convergente, logo, como o termo do lado
direito de (156) é a cauda desta série, temos
lim












Pelo Lema 4.18, HΦΛ é quase-local, para cada Λ ∈ L .





∣∣∣∣∣ ∑A∩Λ 6=∅, A∩Γc 6=∅ΦA(ω)
∣∣∣∣∣ = 0, ∀Λ ∈ L . (157)
Uma interação satisfazendo a condição (157) é dita uniformemente convergente.
Uma vez que ∣∣∣∣∣ ∑A∩Λ 6=∅, A∩Γc 6=∅ΦA(ω)
∣∣∣∣∣ 6 ∑A∩Λ 6=∅ supω∈Ω|ΦA(ω)|,
o Item (155) mostra que a hipótese de regularidade sobre uma interação é mais forte que a hipótese
de ser uniformemente convergente.
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4.3.1 Especiﬁcações quase-locais
Definição 4.23. Dizemos que uma especificação γ ≡ (γΛ)Λ∈L é quase-local se, e somente se,
γΛ f ∈ Bqloc(Ω), para cada Λ ∈ L e f ∈ Bqloc(Ω). Em outras palavras, a especificação γ é
quase-local se a aplicação




é quase-local. Esta propriedade também é conhecida como propriedade de Feller.
Existem especificações que não são quase-locais (para uma referência ampla sobre
este contexto, veja referências [47, 48]), o seguinte exemplo mostra isso.
Exemplo 4.18 (Especificação que não é quase-local). Pelo Exemplo 4.7, a família γ =
(γΛ)Λ∈L , onde γΛ(A|ω) = φωp,q,Λ(A) foi definido no Exemplo 4.5, é uma especificação. Esta
especificação não é quase-local (veja Subseção 3.4.6 do capítulo anterior).
Observação 4.21. No Exemplo 4.19, apresentaremos outro exemplo de especificação que perde a
propriedade de quase-localidade. No Capítulo 5, Proposição 5.13 e no Capítulo 6, Proposição 6.3,
apresentaremos outros dois exemplos de especificações que não são quase-locais.
A próxima proposição nos diz que, uma especificação γ é quase-local sempre que,
γΛ(·|ω) transforma funções locais em quase-locais, para cada ω e Λ ∈ L .
Proposição 4.22. Desde que toda função quase-local pode ser aproximada uniformemente por
funções locais, para verificar se uma especificação γ = (γΛ)Λ∈L é quase-local, é suficiente provar
que γΛ f é quase-local, para cada função f local e Λ ∈ L .
Demonstração. Seja g ∈ Bqloc(Ω), logo existe uma sequência (gn)n∈N ⊂ Bloc(Ω) tal que
‖g− gn‖∞−→ 0, quando n→ ∞. (158)







|γΛ(gn|σ)− γΛ(gn|ω)|= 0. (159)
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Fazendo n → ∞ e Λ ↑ S na desigualdade acima e usando (158) e (159) concluímos a
demonstração.
Lema 4.23. Se γ é uma especificação quase-local, então G (γ) é um subconjunto fechado de
M1(Ω,F ).
Demonstração. Seja µ ∈ G (γ) 6, logo, existe uma sequência (µn)n∈N em G (γ) tal que
limn→∞ µn=µ, onde esta convergência é no sentido fraco (veja Definição 3.14). O que
nos propomos a provar é que a medida limite µ ∈ G (γ).
Se f ∈ C(Ω) = Bqloc(Ω), por definição de especificação quase-local temos γΛ f ∈ C(Ω).
Daí
µγΛ( f ) = µ(γΛ( f |·)) = limn→∞ µn(γΛ( f |·)) = limn→∞ µn( f ) = µ( f ),
onde, na segunda e quarta igualdades, usamos a definição de convergência fraca. Já na
terceira igualdade, usamos o fato de que µn ∈ G (γ).
Portanto, G (γ) ⊆ G (γ). Como a outra inclusão sempre é válida, concluímos a
prova.
A seguinte proposição decorre como subproduto da prova do Lema 4.23.
Proposição 4.24. Se γ é uma especificação quase-local e
Glim(γ) ≡
{
µ ∈ M1(Ω,F ) : µ = limn→∞ γΛn(·|ηn),
para algumas sequências {ηn}n>1 e {Λn}n>1
}
,
então, Glim(γ) ⊆ G (γ).
6 Aqui A denota o fecho do conjunto A.
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Em geral, é difícil determinar quando Glim(γ) = G (γ). Quase sempre, esses tipos
de relações são considerados, como, problemas em aberto. Quando d = 3, em [37] é
exibido um exemplo de medida de Gibbs não extremal a volume infinito (a temperaturas
suficientemente baixas) que pertence ao conjunto G (γ) \ Glim(γ), onde γ = γβΦ e Φ é a
interação regular associada ao modelo de Ising com campo nulo (veja Exemplo 4.9).
Salientamos que, um resultado independente sobre essa questão pode ser encontrado,
também, na referência [95]. O seguinte resultado nos manifesta que, no caso que a
especificação seja quase-local e o espaço de estados seja compacto, então o fecho da
envoltória convexa dos limites fracos é igual ao conjunto das medidas de Gibbs G (γ).
Teorema 4.25. Se (E , d) um espaço métrico compacto e γ = (γΛ)Λ∈L uma especificação quase-
local sobre (EZd ,F ), então Env(Glim(γ)) = G (γ).
Demonstração. Pela Proposição 4.24 temos Glim(γ) ⊆ G (γ). Como G (γ) é um conjunto
fechado (veja Proposição 4.23) e convexo (como será visto mas adiante, na Subseção
4.3.2), segue que Env(Glim(γ)) ⊆ Env(G (γ)) = G (γ). A ideia central da prova deste
teorema é supor que Env(Glim(γ)) $ G (γ), em seguida usar o Teorema de Separação de
Hiperplanos para chegar a uma contradição (para maiores detalhes, veja [25], Teorema
71, p. 51).
O próximo teorema nos fornece condições suficientes sobre a especificação γ para
que o conjunto das medidas de Gibbs G (γ) seja não vazio.
Teorema 4.26. Se γ é uma especificação quase-local, então o conjunto G (γ) é não vazio.
Demonstração. Fixada uma configuração ω ∈ Ω, defina a sequência µn(·) ≡ γΓn(·|ω) ∈
M1(Ω,F ), com n ∈N. Fixado Λ ∈ L , usando as condições de consistência do núcleo
γΛ, para cada f ∈ C(Ω) = Bqloc(Ω) e cada n suficientemente grande tal que Γn ⊃ Λ,
tem-se
µnγΛ( f ) = µn(γΛ( f |·)) = γΓn (γΛ( f |·)|ω) = γΓn( f |ω) = µn( f ). (160)
Como Ω é compacto, pela Proposição 5.5 de [16], M1(Ω,F ) é um espaço métrico
compacto. Logo, existe uma subsequência µnk tal que (o limite) µ ≡ limk→∞ µnk existe.
Se f ∈ C(Ω), por definição de especificação quase-local temos γΛ f ∈ C(Ω), para Λ ∈ L
fixo. Daí






µnk( f ) = µ( f ),
mostrando-se que µ ∈ G (γ). Logo G (γ) é não vazio.
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Exemplo 4.19 (Outra especificação que não é quase-local, veja [53]). Sejam η− e η−,i duas
configurações em {−1, +1}Zd definidas por
η− ≡ (−1, · · · ,−1, −1︷︷
i−ésimo
,−1, · · ·) e η−,i ≡ (−1, · · · ,−1, +1︷︷
i−ésimo
,−1, · · ·),





−,i), se ωΛc = η−Λc
1A(η−ΛωΛc), outro caso.
(161)
Pelo Exemplo 4.8 a família γ = (γΛ)Λ∈L é uma especificação de FΛc a F . Afirmamos que esta
especificação não é quase-local.
De fato, se provarmos que µ({−1, +1}Zd) = 0, para algum µ ∈ G (γ), então teremos que µ
não é uma medida de probabilidade, o que implicará que G (γ) = ∅. Logo, pelo Teorema 4.26,
seguiria que γ não é quase-local. Portanto, é suficiente provar que µ({−1, +1}Zd) = 0, para
algum µ ∈ G (γ). Para isso, considere µ ∈ G (γ) e a variável aleatória
N+(ω) = |{i ∈ Zd : ωi = +1}|
que conta o número de sítios i ∈ Zd cujo spin associado é +1.
Desde que {ω : N+(ω) = 0} = {η−}, por (161) tem-se
µ(N+ = 0) = µ({η−}) = µγΛ({η−}) =
∫
µ(dω)γΛ({η−}|ω) = 0. (162)
Por outro lado, como {ω : N+(ω) = 1} = ∪i∈Zd{η−,i} e





|Λ| , se ωΛc = η
−
Λc
0, se ωΛc 6= η−Λc
6 1|Λ| ,
segue que
µ(N+ = 1) 6 ∑
i∈Zd
µ({η−,i})→ 0, quando Λ ↑ Zd. (163)
Finalmente, como {ω : N+(ω) > 2} ⊂ ∪i 6=j{ω : ωi = ωj = +1} e
µ({ωi = ωj = +1}) = µγ{i,j}({ωi = ωj = +1}) =
∫
µ(dω)γ{i,j}({ωi = ωj = +1}|ω) = 0,
temos
µ(N+ > 2) 6∑
i 6=j
µ({ωi = ωj = +1}) = 0. (164)
Logo, de (162)-(164) concluímos que µ({−1, +1}Zd) = 0, para algum µ ∈ G (γ).
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Em contraste com o Teorema 4.26, o Exemplo 4.19 nos fornece uma especificação γ
que não é quase-local, cujo conjunto G (γ) é vazio.
É natural perguntar-se por condições suficientes para que a especificação Gibbsiana
γΦ seja quase-local. Os seguintes (dois) resultados nos dão algumas respostas a estas
interrogantes.
Proposição 4.27. Seja λ ∈ M1(E , E ) uma medida a priori. Suponha que Φ é uma interação
λ-admissível tal que o Hamiltoniano HΦΛ é quase-local, para cada Λ ∈ L , então a especificação
Gibbsiana γΦ é quase-local.
Demonstração. Primeiro, observe que∣∣∣ZΦΛ(ω)− ZΦΛ(σ)∣∣∣ 6 ∫EΛ λΛ(dξ)







∣∣∣eβ|HΦΛ (ξωS\Λ)−HΦΛ (ξσS\Λ)| − 1∣∣∣.




∣∣∣ZΦΛ(ω)− ZΦΛ(σ)∣∣∣ 6 ∣∣∣esupσΓ=ωΓ |HΦΛ (ω)−HΦΛ (σ)| − 1∣∣∣ sup
σ∈Ω
ZΦΛ(σ). (165)












∣∣∣∣∣ 1ZΦΛ(ω) − 1ZΦΛ(σ)










Desde que u(ω) 6 ZΦΛ(ω) e |u(ω)− u(σ)|6 |ZΦΛ(ω)− ZΦΛ(σ)|, temos∣∣∣γΦΛ(A|ω)− γΦΛ(A|σ)∣∣∣ 6 2 ∣∣ZΦΛ(ω)− ZΦΛ(σ)∣∣ZΦΛ(σ) .
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Em seguida, tomando o supremo sobre todo σ,ω ∈ Ω tal que σΓ = ωΓ e depois usando




∣∣∣γΦΛ(A|ω)− γΦΛ(A|σ)∣∣∣ 6 2 ∣∣∣esupσΓ=ωΓ |HΦΛ (ω)−HΦΛ (σ)| − 1∣∣∣ .
Finalmente, fazendo Γ ↑ S e usando a hipótese de que o Hamiltoniano HΦΛ é quase-local,
concluímos a prova.
Lema 4.28. Se Φ = (ΦA)A∈L é uma interação λ-admissível regular, então a especificação
Gibbsiana γΦ é quase-local.
Demonstração. A prova deste lema é consequência direta das Proposições 4.19 e 4.27.
O Lema 4.28 nos diz que toda especificação Gibbsiana com interação regular é quase-
local. A recíproca deste fato não é verdadeiro em geral. No entanto, muitas das
especificações quase-locais são Gibbsianas.
Definição 4.24 (Medida quase-local e medida quase-local q.c.). Uma medida µ ∈ M1(Ω,F )
é dita quase-local se existe uma especificação γ quase-local tal que µ ∈ G (γ).
Uma medida µ ∈ M1(Ω,F ) é chamada quase-local q.c. se existe uma especificação γ
quase-local q.c. (isto é, a aplicação ω 7→ γΛ( f )(ω) é µ-q.c. quase-local) tal que µ ∈ G (γ).
Uma medida i.i.d. sobre Ω é obviamente quase-local, daí, a medida de aglomerados
aleatórios para uma árvore regular Tn, cujos parâmetros satisfazem ou p ∈ {0, 1} ou
q = 1, é quase-local.
Lema 4.29. Se Φ = (ΦA)A∈L é uma interação λ-admissível uniformemente convergente, então
a especificação Gibbsiana γΦ é quase-local.
Demonstração. Segue por combinar a Observação 4.20 com a Proposição 4.27.
Observação 4.30. Dos resultado expostos acima mais o Teorema 4.26, dada uma interação
λ-admissível regular Φ, o conjunto das medidas de Gibbs G (Φ) é não vazio.
Pelo Lema 4.2, µ ∈ G (γ) se, e somente se, satisfaz a equação: µγ = µ, para cada
Λ ∈ L . Mais precisamente, se satisfaz a equação:∫
Ω
µ(dω)γΛ(A|ω) = µ(A), ∀A ∈ F e Λ ∈ L . (166)
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Uma equação ligeiramente mais fraca que esta é obtida restringindo o evento A à
sub-σ-álgebra FΛ, isto é:∫
Ω
µ(dω)γΛ(A|ω) = µ(A), ∀A ∈ FΛ e Λ ∈ L . (167)
Em geral, (167) é condição necessária, mas não suficiente, para que µ ∈ G (γ). No entanto,
em situações práticas, as condições (166) e (167) são equivalentes (veja referência[57],
Observação 4.21).
A prova do seguinte resultado foi extraído de [35] (especificamente, Teorema 3.4),
o qual terá utilidade fundamental nos Capítulos 5 e 6. Esse resultado nos diz que,
sobre a hipótese de quase- localidade (da especificação γ), as condições (166) e (167) são
equivalentes.
Teorema 4.31. Suponha que γ é uma especificação quase-local com conjunto de parâmetros S e
espaço de estados (E , E ). Então
µ ∈ G (γ) ⇔ µ(A) =
∫
Ω
µ(dω)γΛ(A|ω), ∀A ∈ FΛ e Λ ∈ L .




µ(dω)γΛ(A|ω), ∀A ∈ FΛ e Λ ∈ L .
Reciprocamente, suponha que a igualdade acima é verdade. Seja Λn = {[−n, n]∩Zd :
n ≥ 1}. Primeiro, provaremos que, quando n → ∞, temos µγΛn ⇀ µ, onde esta
convergência é no sentido fraco (veja Definição 3.14). Para provar esta convergência
fixamos uma função contínua f : Ω→ R. Como o espaço de estados E é finito, qualquer
função local é contínua e, então, qualquer função em Bqloc(Ω) é contínua. Um resultado




. Logo, existe uma sequência ( fk)k∈N em
Bloc(Ω) tal que ‖ fk − f ‖∞→ 0. Seja nk ∈N o menor inteiro para o qual fk ∈ B(Ω,FΛnk ).
Dado ε > 0, existe k0 ∈N tal que para qualquer k ≥ k0 temos ‖ fk − f ‖∞< ε. Por outro
lado, para qualquer n ∈N, pela desigualdade triangular, segue que
|µγΛn( f )− µ( f )|≤ µγΛn(| f − fk|) + |µγΛn( fk)− µ( f )|.
O primeiro termo sobre o lado direito é limitado por ε para qualquer n ∈N e k = k0. Se
n ≥ nk0 , da hipótese segue que µγΛn( fk) = µ( fk). Logo, o segundo termo do lado direito
da desigualdade acima é menor que ε sempre que n ≥ nk0 . Desde que ε é arbitrário,
temos µγΛn( f )→ µ( f ), ∀ f ∈ C(Ω).
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O seguinte passo é provar que a equação DLR é satisfeita, isto é, µ(A) = µγΛ(A) para
cada Λ ∈ L e A ∈ F . Primeiro, fixe Λ ∈ L e f ∈ Bloc(Ω). Usando a quase-localidade da
especificação γ, pela Proposição 4.22, a especificação γΛ f é quase-local e, daí, contínua.
Segue da convergência fraca, mencionada acima, que
|µγΛ( f )− µ( f )|= limn→∞|(µγΛn)γΛ( f )− (µγΛn)( f )|.
A consistência da especificação implica que o termo da direita na igualdade acima (para
n suficientemente grande, tal que Λ ⊂ Λn) satisfaz a seguinte igualdade: (µγΛn)( f ) =
(µγΛn)γΛ( f ), o que implica, que |µγΛ( f )− µ( f )|= 0.
Tomando f = 1C, onde C ⊂ Ω é um evento cilíndrico, temos dos resultados prévios
que µγΛ(C) = µ(C). Em outras palavras, a restrição de ambas as medidas µγΛ e µ à
álgebra dos conjuntos cilíndricos coincide. Pelo Teorema da Extensão de Caratheodóry
(veja Apêndice, Teorema .26) ambas as medidas tem uma única extensão à σ-álgebra
gerada pelos conjuntos cilíndricos. Isto conclui a prova.
Observação 4.32. Pelo Teorema 4.31, para definir o conjunto G (Φ), onde Φ é uma interação
regular (ou uniformemente convergente, no sentido da Observação 4.20) e γΦ uma especificação
Gibbsiana (portanto, quase-local), não temos problemas se o definimos em função das equações
DLR, (166) ou (167), uma vez que estas equações são equivalentes.
Se todos os Hamiltonianos HΦΛ são funções locais (resp. quase-locais), então γ
Φ é
uma especificação quase-local. Em particular, isso ocorre quando Φ é uma interação
λ-admissível (resp. regular ou uniformemente convergente, veja Lemas 4.28 e 4.29) de
curto alcance.
4.3.2 Medidas de Gibbs extremais
Nesta subseção damos três resultados bastante conhecidos quando se fala de medidas
de Gibbs extremais. Ressaltaremos a importância destes resultados nos Capítulos 5 e 6.
Mas antes introduziremos a definição de elemento extremal.
Definição 4.25. Seja C um subconjunto convexo de um espaço vetorial sobre R. Um elemento
µ ∈ C é chamado extremal, se µ 6= tν + (1− t)ν′, dado que t ∈ (0, 1) e ν, ν′ ∈ C , com ν 6= ν′.
O conjunto dos pontos extremais será denotado por “exC ”.
Em seguida, estabeleceremos os três resultados mencionados anteriormente.
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Lema 4.33. Sejam µ, ν ∈ G (γ). Se µ(A) = ν(A), para cada A ∈ T , então µ = ν.
Demonstração. Assuma que µ, ν ∈ G (γ), logo, para cada função local f e para todo
Λ ∈ L , vale
µ( f ) = µ(γΛ( f |·)) e ν( f ) = ν(γΛ( f |·)).
Como γΛ( f |·) é FS\Λ-mensurável para cada Λ ∈ L , temos que limΛ↑S γΛ( f |·) é T -
mensurável. Usando as identidades e o fato, mencionados acima, mais o Teorema da
Convergência Monótona (veja Apêndice, Teorema .22), tem-se
µ( f ) = lim
Λ↑S
µ(γΛ( f |·)) = µ(lim
Λ↑S
γΛ( f |·)) = ν(lim
Λ↑S
γΛ( f |·)) = lim
Λ↑S
ν(γΛ( f |·)) = ν( f ),
onde, na terceira igualdade, usamos que µ = ν sobre T .
Finalmente, como µ( f ) = ν( f ), ∀ f ∈ Bloc(Ω), o Lema .36, do Apêndice, nos garante
que µ = ν sobre F , a σ-álgebra gerada pelos cilindros.
Lema 4.34. Se µ ∈ G (γ) e A ∈ T com µ(A) > 0, então a medida condicional µ(·|A) ∈ G (γ).
Demonstração. Para cada função local f , veja que








= µ(γΛ( f |·)|A), ∀Λ ∈ L . (168)
Logo, µ(·|A) ∈ G (γ).
A prova da seguinte proposição é baseada na aplicação dos dois lemas acima.
Proposição 4.35. Assuma que G (γ) 6= ∅. As seguintes afirmações são satisfeitas.
1. G (γ) é um subconjunto convexo deM1(Ω,F );
2. µ ∈ G (γ) é extremal se, e somente se, µ é trivial sobre T . Isto é,
exG (γ) = {µ ∈ G (γ) : µ(B) ∈ {0, 1}, ∀B ∈ T } .
Demonstração. 1. Assuma que µ, ν ∈ G (γ), logo, para cada função cilíndrica f com
suporte em Λ, temos
µγΛ( f ) = µ( f ) e νγΛ( f ) = ν( f ). (169)
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Daí, para cada t ∈ [0, 1], tem-se
(tµ + (1− t)ν) γΛ( f ) =
∫
(tµ + (1− t)ν) (dω)γΛ( f |ω)
= t
∫
µ(dω)γΛ( f |ω) + (1− t)
∫
ν(dω)γΛ( f |ω)
= t (µγΛ( f )) + (1− t) (νγΛ( f )) .
Usando as equações DLR (169), a identidade acima fica
= tµ( f ) + (1− t)ν( f ) = (tµ + (1− t)ν)( f ).
Combinando estas identidades temos provado que, para cada função cilíndrica f vale
(tµ + (1− t)ν) γΛ( f ) = tµ + (1− t)ν( f ).
Pelo Lema .36 do Apêndice, temos que as medidas (tµ + (1− t)ν) γΛ e tµ + (1− t)ν
coincidem em todo F . Portanto, tµ + (1− t)ν ∈ G (γ), implicando que G (γ) é convexo.
2. ⇐) Suponha que µ é trivial sobre T e seja µ = pµ′ + (1− p)µ′′, com p ∈ (0, 1).
Logo, ∀A ∈ T : µ(A) = pµ′(A) + (1− p)µ′′(A) ∈ {0, 1}. Porém, isso é certo somente
quando µ′(A) = µ′′(A) ∈ {0, 1}. Finalmente, pelo Lema 4.33, concluímos que µ′ = µ′′.
⇒) Reciprocamente, por contraposição, suponha que µ não é trivial sobre T , então
existe A ∈ T tal que µ(A) = p ∈ (0, 1). Pelo Lema 4.34 temos que µ(·|A), µ(·|Ac) ∈ G (γ)
e µ = pµ(·|A) + (1− p)µ(·|Ac), logo, µ não é extremal, o que é uma contradição.
4.4 o modelo de ising em duas dimensões
Nesta seção, consideraremos o modelo de Ising com espaço de estados E ≡ {−1, +1}
e com conjunto de parâmetros S = Z2. A medida a priori λ = 12δ−1 +
1δ+1 ∈ M1(E , E ) é
a medida de contagem e a interação a considerar é definida por
ΦA(σ) ≡
{
−σiσj, se A = {i, j}, ‖i− j‖= 1
0, outro caso.
(170)
É claro que a interação Φ é invariante por flipamentos τ : (ωi)i∈S 7→ (−ωi)i∈S e por
translações θj : (ωi)i∈S 7→ (ωi−j)i∈S, j ∈ S. Denotamos a configuração ω+ como aquela
cujas componentes estão formadas pelas variáveis aleatórias ωi = +1, para todo i ∈ S.
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Analogamente, definimos a configuração ω−. As medidas delta de Dirac em ω+ e ω−
serão denotados por δ+ e δ−, respectivamente.
Observe, também, que ΦA atinge seu valor mínimo em ω+ e ω−, para cada A ∈ L .
As configurações ω+ e ω− são chamadas estados fundamentais de Φ. O objetivo desta
seção é verificar que os estados fundamentais ω+ e ω− são estáveis, no sentido de que
o conjunto G (βΦ) é atraído por cada uma das medidas δ+ e δ−, quando o inverso da
temperatura cresce, isto é, quando β→ ∞.
Nesta seção, d denotará uma métrica, qualquer, sobreM1(Ω,F ) e GΘ(βΦ) denotará
o conjunto das medidas de Gibbs invariantes por translações, para βΦ. Isto é,
GΘ(βΦ) =
{
µ ∈ M1(Ω,F ) : θjµ ≡ µ ◦ θ−1j = µ, ∀j ∈ S
}
,
onde θj(v) = v + j é uma translação em j do látice.
Denotamos Λ ≡ S ∩ ([M1, N1]× [M2, N2]), M1 < N1, M2 < N2 e
B ≡ {{i, j} ⊂ S : ‖i− j‖= 1, {i, j} ∩Λ 6= ∅}.
Cada aresta em b = {i, j} ∈ B cruza um único segmento de linha entre dois sítios
vizinhos u e v do retângulo dual
Λ∗ ≡ {M1 − 1/2, M1 + 1/2, · · · , N1 + 1/2} × {M2 − 1/2, M2 + 1/2, · · · , N2 + 1/2}
A aresta associada b∗ é chamada aresta dual de b, isto é,
b∗ = {u ∈ Λ∗ : |u− (i + j)/2|= 1/2}.
Denotamos o conjunto das arestas duais por
B∗ ≡ {b∗ : b ∈ B} = {{u, v} ⊂ Λ∗ : ‖u− v‖= 1} .
Um subconjunto c ⊂ B∗ é chamado de circuito, se {{u(k−1), u(k)} : 1 6 k 6 l},
para alguma sequência finita (u(0), · · · , u(l)) com u(l) = u(0), |u(1), · · · , u(l)|= l tem-se
{u(k−1), u(k)} ∈ B∗, para 1 6 k 6 l. Aqui, |c|= l é chamado comprimento do circuito. Um
circuito c se diz que cerca um sítio a ∈ Λ se, para cada caminho (i(0), · · · , i(n)) em S com
i(0) = a, i(n) /∈ Λ e {i(m−1), i(m)} ∈ B, ∀1 6 m 6 n, existe algum m com {i(m−1), i(m)}∗ ∈ c.
Com a finalidade de enunciar o próximo lema, denotaremos por Ca o conjunto de todos
os circuitos em B∗ que cercam a.
Lema 4.36. Para cada a ∈ Λ e l > 1, temos
|{c ∈ Ca : |c|= l}|6 l 3l−1.
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Demonstração. Cada c ∈ Ca com |c|= l contém, no mínimo, uma das l arestas duais
{a + (k− 1, 0), a + (k, 0)}∗, k = 1, · · · , l a qual cruza o eixo horizontal de a à direita. Logo,
em cada passo, existe, no máximo, três possíveis escolhas de anexar à seguinte aresta
dual.
Para cada ω ∈ Ω definimos
B∗(ω) ≡ {b∗ : b = {i, j} ∈ B,ωi 6= ωj} .
Um circuito c com c ⊂ B∗(ω) é chamado de contorno em ω.
Figura 26: Existência de um circuito dual cercando um sítio a com spin −, dado que os
spins fora da caixa Λ são +.
Lema 4.37. Suponha que ω ∈ Ω seja tal que ωi = +1 para todo i ∈ S \Λ e ωa = −1 para
algum a ∈ Λ. Logo, existe um contorno em ω que cerca a.
Demonstração. A prova deste lema segue intuitivamente da Figura 26 (para uma prova
rigorosa deste resultado, veja [57], Lema 6.14).
O seguinte lema nos dá uma estimativa de contornos, esta estimativa é o coração do
argumento de Peierls.
Lema 4.38. Se c ⊂ B∗, então
γ
βΦ
Λ (c ⊂ B∗(·)|ω) 6 e−2β|c|, ∀β > 0 e ω ∈ Ω.
Demonstração. Para cada ω ∈ Ω temos
−HΦΛ(ξ) = ∑
{i,j}∈B
ξiξ j = B− ∑
{i,j}∈B
(1− ξiξ j) = |B|−2|{{i, j} ∈ B : ξi 6= ξ j}|
= |B∗|−2|B∗(ξ)|.
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Definindo
A1 ≡ {ξ ∈ Ω : ξS\Λ = ωS\Λ, c ⊂ B∗(ξ)}, A2 ≡ {ξ ∈ Ω : ξS\Λ = ωS\Λ, c ∩ B∗(ξ) = ∅}
e τc : Ω→ Ω por
(τcξ)i =
{
−ξi, se i está cercado por c
ξi, outro caso,
veja que τc flipa os spins que estão no interior de c. Para cada {i, j} ∈ B, temos
(τcξ)i(τcξ)j =
{
ξiξ j, se {i, j}∗ /∈ c
−ξiξ j, se {i, j}∗ ∈ c.
Uma vez que B∗(τcξ)B∗(ξ) = c, tem-se
|c|= |B∗(τcξ)|−|B∗(ξ)|.
Como τc : A2 → A1 é uma bijeção, então









































onde, na desigualdade, usamos inclusão de conjuntos, na segunda igualdade, o fato de
que τc : A2 → A1 é uma bijeção e, na última igualdade, o Item (171).
O seguinte teorema nos fornece existência de duas medidas distintas no modelo de
Ising bidimensional, sempre e quando o inverso da temperatura β > 0 seja suficiente-
mente grande. A ideia da prova deste resultado é a seguinte: primeiro, defina-se, em
função da especificação γβΦ, uma sequência νβN,+. Esta sequência tem certas proprieda-
des de limitação superior pelo uso das estimativas dos lemas anteriores. Em seguida,
deve-se mostrar a existência de um ponto de acumulação µβ+ desta sequência. Veremos
que, de fato, µβ+ converge à medida delta de Dirac δ+ quando β → ∞. Por flipar a
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medida µβ+ obtém-se que os limites deste flipamento convergem à medida delta de Dirac
δ− quando β → ∞. Note-se que as medidas δ+ e δ− são diferentes já que estas foram
construídas como limites de flipamentos. Portanto, para β suficientemente grande, as
duas medidas distintas são dadas por µβ+ e o flipamento desta, que o denotamos por µ
β
−.
Um argumento rigoroso do que foi falado acima será exposto na continuação.
Teorema 4.39. No modelo de Ising ferromagnético bidimensional com interação de primeiros
vizinhos Φ definida em (170),
lim
β→∞
d(GΘ(βΦ), δ+) = lim
β→∞
d(GΘ(βΦ), δ−) = 0.
Em particular, para todo β suficientemente grande, existem duas medidas µβ− e µ
β
+ ∈ em GΘ(βΦ),





−(σ0) < 0 < µ
β
+(σ0).




Note que r(β)→ 0, quando β→ ∞. Por outro lado,
γ
βΦ














l 3l e−2βl ,
onde na primeira, segunda e terceira desigualdades usamos o Lema 4.37, o Lema 4.38
e o Lema 4.36, respectivamente. Já na igualdade usamos a seguinte descomposição
Ca = unionsq`>1{c ∈ Ca : |c|= `}. Logo, γβΦΛ (σa = −1|ω+) 6 r(β), para cada a ∈ S, β > 0 e
cada retângulo Λ em S.
Para cada N > 1, defina






Usando-se a compacidade deM1(Ω,F ) (pois, Ω é compacto) e um argumento análogo
ao Teorema 4.26, facilmente pode-se provar que µβ+ ∈ G (βΦ). Em seguida, afirmamos
que:
Afirmação 1: µβ+ ∈ GΘ(βΦ).
De fato, para cada função local f e j ∈ Zd, veja que
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Portanto, para cada função local f , está provado que µβ+ ◦ θ−1j ( f ) = µβ+( f ). Finalmente,
pelo Lema .36 (do Apêndice), µβ+ ◦ θ−1j ( f ) = µβ+( f ), ∀ f ∈ C(Ω), o que conclui a prova da
afirmação. ♦
Como γβΦΛ (σa = −1|ω+) 6 r(β), para cada a ∈ S, β > 0 e cada retângulo Λ em S,
temos νβN,+ 6 r(β), portanto,
µ
β
+(σa = −1) 6 r(β), ∀a ∈ S.
Se Λ ∈ L e f é uma função FΛ-mensurável limitada, então
|µβ+( f )− δ+( f )|6 µβ+(| f − f (ω+)|) 6 2‖ f ‖∞µβ+(σΛ 6= ω+Λ)





6 2‖ f ‖∞|Λ|r(β).
Como limβ→∞ r(β) = 0, temos limβ→∞ µ
β
+ = δ+ no sentido fraco. Portanto,
lim
β→∞
d(GΘ(βΦ), δ+) = 0.
Finalmente, pondo µβ− ≡ τµβ+, afirmamos que:
Afirmação 2: µβ− ∈ GΘ(βΦ).
De fato, desde que a interação Φ é invariante por flipamentos τ : (ωi)i∈S 7→ (−ωi)i∈S,
temos que o Hamiltoniano é invariante por τ, implicando que a especificação γβΦ
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também é invariante por τ. Isto é, (τγβΦ)Λ = γ
βΦ
Λ , para todo Λ ∈ L . Portanto, para
cada função local f temos
(τµβ+)γ
βΦ


























−1 f ) = µβ+(τ−1 f ) = (τµ
β
+)( f ),
onde, na segunda igualdade, usamos a caracterização de medida τ-invariante (veja
Apêndice, Lema .31). No entanto, na última igualdade usamos a Definição .4 (do
Apêndice) de medida τ-invariante. Isto prova que µβ− ∈ G (βΦ). Por outro lado, desde
que cada flipamento τ preserva Φ e comuta com cada translação θ, temos µβ− ∈ GΘ(βΦ).
♦
Como τ leva funções locais em funções locais (portanto, contínuas), para toda função





−( f ) = lim
β→∞




+(τ−1 f ) = δ+(τ−1 f ) = (τδ+)( f ) = δ−( f ),
onde, na segunda e quarta igualdade, usamos a Definição .4 (do Apêndice) de medida
τ-invariante. Usando o Lema que nos garante unicidade de medidas sobre todo F (veja









d(GΘ(βΦ), δ−) = 0.
Se β é suficientemente grande tal que r(β) < 1/2, tem-se µβ+(σ0 = −1) < 1/2, implicando








Juntando estes fatos, temos
−µβ−(σ0) = µβ+(σ0) = µβ+(σ0 = +1)− µβ+(σ0 = −1) = 1− 2µβ+(σ0 = −1) > 0,
concluindo-se a demonstração.




− são medidas de probabilidade
distintas, para β suficientemente grande. Daí, |G (βΦ)|> 1, para β suficientemente grande.
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Tabela 1: Alguns resultados para o modelo de Ising em duas dimensões
µ
β
+ ≡ limΛ↑S γβΦΛ (·|ω+) ∈ GΘ(βΦ), ∀β > 0
µ
β
+(σ0) > µ(σ0), ∀µ ∈ G (βΦ)
|G (βΦ)|> 1 ⇔ µβ+(σ0) > 0; [93, 104]
µ
β
+(σ0) > 0 e é não decrescente em β; [62]
∃ 0 6 βc 6 ∞ : |G (βΦ)|
{
= 1, se β < βc
> 1, se β > βc
βc = 12 sinh
−1(1) = 12 log(1 +
√
2) ∧ µβ+(σ0) = [1− (sinh(2β))−4]1/8, se β > βc
G (βΦ) = [µβ−, µ
β
+], ∀β > βc; [1, 2]
4.5 unicidade
Nesta seção, daremos um caminho para assegurar que o conjunto G (γ) contém,
no mínimo, um elemento, mais que isso, daremos condições suficientes sobre uma
especificação γ para garantir que |G (γ)|= 1 sobre certo espaço de parâmetros. Se a
unicidade se mantém no sistema, isso é equivalente a interpretar que o sistema não
sente os efeitos das condições de fronteira, portanto, um desalinhamento nos spins deve
de aparecer (veja Lema 4.49 abaixo).
Como desejamos provar unicidade de medidas, precisamos medir proximidade de
medidas. Uma das formas de medir proximidade de medidas (de probabilidade) é
através da distância de variação total.
Definição 4.26 (Distância de variação total). Seja (Ω,F ) um espaço mensurável. Dadas
quaisquer duas medidas finitas µ, ν : F → [0, +∞). Definimos a distância de variação total
entre µ e ν por
‖µ− ν‖VT= 2 sup
A∈F
|µ(A)− ν(A)|.
O seguinte teorema foi extraído de [25] e é válido em contextos mais gerais, a saber
quando o espaço de estados E é um espaço métrico compacto.
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Teorema 4.41 (Teorema da unicidade de Dobrushin). Seja (E , d) um espaço métrico finito e
E a σ-álgebra de Borel de E . Considere Ω = ES e γ = (γΛ)Λ∈L uma especificação quase-local
em (Ω,F ). Para cada i, j ∈ S defina
ρi,j ≡ 12 supω,η∈Ω
ωk=ηk , ∀k 6=i
∥∥∥γ{j}(·|ω)− γ{j}(·|η)∥∥∥VT .






é satisfeita, então |G (γ)|= 1.
Demonstração. Uma das utilidades que a quase-localidade da especificação γ tem nesta
prova é que a mencionada hipótese garante que o conjunto das medidas de Gibbs G (γ)
seja não vazio (veja Teorema 4.26).
Antes de começar com a prova, introduzimos algumas notações. Para cada função
f : Ω→ R definimos a variação total no ponto i ∈ S por
δi( f ) ≡ sup
ω,η∈Ω
ωk=ηk , ∀k 6=i
| f (ω)− f (η)|
e sua variação total como
∆( f ) ≡ ∑
i∈S
δi( f ).
Daqui em diante consideramos o espaço
T ≡ { f : Ω→ R : f ∈ C(Ω) e ∆( f ) < ∞}.
Se g ∈ Bloc(Ω), então existe Λ ∈ L tal que g é FΛ-mensurável limitada, logo, existe
alguma constante C > 0 tal que ∆(g) 6 ∑i∈Λ δi(g) 6 C|Λ|< ∞. Como toda função local
é uniformemente contínua, temos Bloc(Ω) ⊂ T . Mas pela Definição 4.21, o conjunto
Bloc(Ω) é denso em C(Ω), logo, temos que T é denso em C(Ω) com respeito à norma
‖·‖∞.
Seja i1, i2, · · · uma enumeração dos pontos de S (fixada na demonstração). Para cada
f ∈ C(Ω), definimos a aplicação T : C(Ω)→ C(Ω) da seguinte forma
T( f ) : Ω −→ R
η 7→ limn→∞ γ{i1} · · · γ{in}( f |η).
(172)
Afirmação 1: A aplicação T( f ) está definida para toda função f ∈ C(Ω).
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De fato, primeiro provaremos que para cada sequência de Cauchy ( fn)n∈N em Cqloc(Ω)
a sequência (T( fn)(ω))n∈N também é de Cauchy em Cqloc(Ω). Para isso, tome a função
f ∈ Cqloc(Ω) e a sequência de Cauchy ( fn)n∈N em Cqloc(Ω) tal que ‖ fn− f ‖∞→ 0 quando
n → ∞. Esta convergência pode ser tomada uma vez que o espaço (Cqloc(Ω), ‖·‖∞) é
um espaço de Banach.
Dado e > 0, existe n0 ∈N tal que para cada m, n > n0 tem-se
|T( fn)(ω)−T( fm)(ω)|= lim
k→∞
|γ{i1} · · · γ{ik}( fn − fm|ω)|6 ‖ fn − fm‖∞< e.
Desta forma, para cada ω ∈ Ω podemos definir
T( f )(ω) ≡ lim
n→∞T( fn)(ω), ∀ω ∈ Ω. (173)
Note que T( f ) em (173) está bem definido, isto é, não depende da escolha da sequência
de Cauchy usada. Na direção de provar este fato, suponha que ( fn)n∈N e (gn)n∈N são
duas sequências de Cauchy em Cqloc(Ω) tal que ‖ fn − f ‖∞→ 0 e ‖gn − f ‖∞→ 0 quando
n→ ∞. Logo,
|T( fn)(ω)−T(gn)(ω) = |γ{i1} · · · γ{ik}( fn − fm|ω)|
6 ‖ fn − gn‖∞
6 ‖ fn − f ‖∞+‖gn − f ‖∞
−→ 0, (174)
quando n→ ∞. Daí, limn→∞T( fn)(ω) = limn→∞T(gn)(ω), portanto, T( f ) em (173) está
bem definido.
Por outro lado, como (Cqloc(Ω), ‖·‖∞) é um espaço de Banach e (T( fn))n∈N é uma
sequência de Cauchy neste espaço, então T( f ) = limn→∞T( fn) ∈ Cqloc(Ω). Usando que
Cqloc(Ω) = C(Ω) (veja Lema 4.18), temos que T( f ) está definida para cada f ∈ C(Ω),
encerrando-se a prova da afirmação. ♦
Como γ é uma especificação quase-local, pelo Teorema 4.26 |G (γ)|6= ∅. Seja µ ∈ G (γ),
pelo Teorema da Convergência Dominada de Lebesgue (veja Apêndice, Teorema .23) e
pelo fato que µ ∈ G (γ), para cada f ∈ C(Ω), temos
µ(T( f )) = µ( lim
n→∞ γ{i1} · · · γ{in}( f |·)) = limn→∞ µ(γ{i1} · · · γ{in}( f |·)) = µ( f ). (175)
O próximo passo é mostrar que T é uma contração com respeito a seminorma ∆,
sempre que supj∈S∑i∈S ρij 6 α < 1. Isto é, mostraremos que ∆(T( f )) 6 ∆( f ), ∀ f ∈ T .
Antes disso, apresentaremos dois lemas que serão fundamentais na prova deste teorema.
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Lema 4.42. Se f ∈ T , então
i) δi(γ{i}( f |·)) = 0;
ii) Se i 6= j, então δi(γ{j}( f |·)) 6 δi( f ) + ρi,j δj( f ).
Demonstração. Como por definição, γ{i}( f |·) é F{i}c-mensurável, ela é constante em i.
Portanto, δi(γ{i}( f |·)) = 0. Se i 6= j, tem-se
δi(γ{j}( f |·)) = sup
ω,η∈Ω
ωk=ηk , ∀k 6=i
∣∣∣γ{j}( f |ω)− γ{j}( f |η)∣∣∣
= sup
ω,η∈Ω
ωk=ηk , ∀k 6=i







ωk=ηk , ∀k 6=i
∣∣∣∣∫Ω γ{j}(dσ|ω)
[




ωk=ηk , ∀k 6=i





Pela definição de δi( f ) e pela desigualdade triangular, a desigualdade acima é
6 δi( f ) + sup
ω,η∈Ω
























ωk=ηk , ∀k 6=i
∥∥∥γ{j}(·|η)− γ{j}(·|ω)∥∥∥VT δj( f )
= δi( f ) + ρi,j δj( f ).
Lema 4.43. Se f ∈ T e supj∈S ∑i∈S ρi,j 6 α < 1, então para cada n ∈N temos
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Demonstração. Procedemos por indução sobre n. Para n = 1 vale que
∆(γ{i1}( f |·)) = ∑
i∈S
δi(γ{i1}( f |·)) = δi1(γ{i1}( f |·)) + ∑
k>2
δ{ik}(γ{i1}( f |·)).
Como δi1(γ{i1}( f |·)) = 0 e ∑k>2 δ{ik}(γ{i1}( f |·)) 6 δik( f ) + ρik ,i1 δi1( f ), pelo Lema 4.42 e
pela hipótese, a igualdade acima é
6 ∑
k>2
[δik( f ) + ρik ,i1 δi1( f )] 6 α δi1( f ) + ∑
k>2
δik( f ).
Para n = k, assuma que a desigualdade é válida. Usando a hipótese de indução, para
n = k + 1 tem-se




δik(γ{in+1}( f |·)) + ∑
k>n+1
δik(γ{in+1}( f |·)).












[δik( f ) + ρik ,in+1δin+1( f )] + ∑
k>n+2
[δik( f ) + ρik ,in+1δin+1( f )].





δik( f ) + ∑
k>1














δik( f ) + ∑
k>n+2
δik( f ),
de onde se conclui a prova.
Continuando com a prova do teorema, com ajuda do lema acima afirmamos que:
Afirmação 2: T é uma contração.
De fato, desde que α < 1, por hipóteses temos
∆(T f ) 6 lim













= α∆( f ), (176)
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onde, na segunda desigualdade, usamos o Lema 4.42 e, na penúltima igualdade, o fato
de que ∆( f ) = ∑k>1 δik( f ) < ∞. Portanto, T é uma contração. ♦
Por outro lado, afirmamos que:
Afirmação 3: se ∆(T( f )) = 0, então f é constante, para todo f ∈ T .






f (ω) 6 f (ω+) + e e f (ω−)− e 6 inf
ω∈Ω
f (ω), ∀e > 0.





f (ω)− 2e 6 f (ω+)− f (ω−) 6 ∑
i∈Λ
δi( f ) 6 ∆( f ).





f (ω) 6 ∆( f ), (177)
obtemos que f é constante. ♦
Usaremos os fatos mencionados anteriormente para finalizar a prova do Teorema de
Dobrushin. Se µ ∈ G (γ), por (175) temos
µ( f ) = µ(T( f )) = µ(Tn( f )). (178)
Pela desigualdade (176), iterativamente temos ∆(Tn( f )) 6 αn∆( f ), α < 1, então
lim
n→∞∆(T
n( f )) = 0. (179)
Para cada ω ∈ Ω afirmamos que:
Afirmação 4: existe T∞( f )(ω) ≡ limn→∞Tn( f )(ω), além do mais, T∞( f )(ω) ≡ c( f ) é
constante, para todo f ∈ T .
De fato, para cada f ∈ T , T( f )(ω) 6 supω∈Ω f (ω), o que implica que
sup
ω∈Ω
T( f )(ω) 6 sup
ω∈Ω
f (ω).
Iterativamente, para cada m > n em N temos
sup
ω∈Ω
Tm f (ω) 6 sup
ω∈Ω
Tn( f )(ω) 6 sup
ω∈Ω
f (ω).
Analogamente, para cada m > n em N, prova-se que
inf
ω∈Ω
f (ω) 6 inf
ω∈Ω
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Portanto, as sequências {supω∈ΩTm f (ω) : n ∈ N} e {infω∈ΩTm f (ω) : n ∈ N} são
monótonas e limitadas, logo, convergem. Denotemos estes limites por
T∞+ ( f ) ≡ limn→∞ supω∈Ω
Tm f (ω) e T∞−( f ) ≡ limn→∞ infω∈ΩT
m f (ω).
Como γ é quase-local, então Tn( f ) é contínua. Logo, aplicando (177) e (179) temos
sup
ω∈Ω
Tn f (ω)− inf
ω∈Ω
Tn f (ω) 6 ∆(Tn( f )) −→ 0, quando n→ ∞.
Assim, T∞( f ) ≡ T∞−( f ) = T∞+ ( f ).
Por outro lado, provaremos que o limite limn→∞Tn( f )(ω) é constante. Para isso, veja










∣∣∣∣∣Tn( f )(ω)− supω∈ΩTn( f )(ω)
∣∣∣∣∣ + 12





























Desde que limn→∞ supω∈ΩT
n( f )(ω) = limn→∞ infω∈ΩTn( f )(ω) = T∞( f ), fazendo n →
∞ na desigualdade acima, temos que limn→∞Tn( f )(ω) = T∞( f ), o que conclui a prova
da afirmação. ♦
Finalmente, pelo Teorema da Convergência Dominada e por (178) temos
µ( f ) = lim
n→∞ µ(T
n( f )) = µ(T∞( f )) = T∞( f ),
para cada f ∈ T e para todo µ ∈ G (γ). Como T é denso em C(Ω) e Ω é um espaço
métrico compacto, µ( f ) =constante ∀ f ∈ Cb(Ω,F ). Daí, pelo Teorema de Riesz-Markov
(veja Apêndice, Teorema .34) concluímos que |G (γ)|= 1.
O próximo exemplo foi extraído de [53], Exercício 6.5.2, p. 249. Pela Proposição .37






Exemplo 4.20 (Modelo de Ising de primeiros vizinhos). Seja E = {−1, +1} e λ = 12δ+1 +
1
2δ−1 a medida a priori. Considere a interação Φ = (ΦΛ)Λ∈L em (EZ
d
,F ), d > 1 dada por
ΦΛ(σ) =

Jσiσj, se Λ = {i, j} e ‖i− j‖= 1
hσi, se Λ = {i}
0, caso contrário,
onde h > 0 é o campo magnético externo, J > 0 a constante de acoplamento. Mostraremos que,
para h suficientemente grande, |G (βΦ)|= 1, onde β > 0 é o inverso da temperatura.











para cada A ∈ F . Denotamos a configuração ω− como aquela cujas componentes estão formadas
pelas variáveis aleatórias ωi = −1 para todo i ∈ S. Pela teoria geral das especificações Gibbsianas,
veja que a seguinte estimativa é válida
1 > γβΦ{j},h(ωj = +1|ω) > γ
βΦ







Substituindo a identidade γβΦ{j},h(ωj = +1|ω) = 1− γ
βΦ
{j},h(ωj = −1|ω) em (180), obtemos
0 6 γβΦ{j},h(ωj = −1|ω) 6 γ
βΦ




Por usar (180) e (181) segue que
|γβΦ{j},h(ωj = +1|ω)− γ
βΦ




|γβΦ{j},h(ωj = −1|ω)− γ
βΦ
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Seja Bj ≡ {k ∈ Zd : ‖k − j‖= 1} o conjunto dos primeiros vizinhos de j. Desde que
‖γβΦ{j},h(·|ω)− γ
βΦ













ωk=ηk , ∀k∈Bcj \{i}
∥∥∥γβΦ{j},h(·|ω)− γβΦ{j},h(·|ω′)∥∥∥VT .















Como ∑i 6=j ∑Λ⊃{i,j} 1 representa o número de primeiros vizinhos de j em Zd que é = 2d, o termo














Daí, para todo h > log(2d−1)+4dβJ2β a condição de Dobrushin do Teorema 4.41 é satisfeita. Portanto,
para todo h > log(2d−1)+4dβJ2β temos |G (βΦ)|= 1.
Em contraste com esse resultado, sabemos que, no modelo de Ising ferromagnético sobre Zd
com campo constante não nulo, o Teorema de Lee-Yang [87] e as Desigualdades GHS estabelecem
a analiticidade da energia livre com respeito ao campo externo h. Isto é, a unicidade se mantém
para todo h 6= 0.
Critério de Dobrushin
Em seguida, daremos um critério de unicidade para especificações Gibbsianas. A
ideia desta subseção é mostrar como podemos usar o Teorema de Dobrushin para
concluir que |G (βΦ)|= 1 onde Φ é uma interação regular e G (βΦ) 6= ∅. Na parte final
desta seção apresentaremos alguns exemplos de aplicação.
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Lema 4.44. Seja (Ω,F ) um espaço mensurável, µ1, µ2 : F → [0, +∞) duas medidas e
µ1(Ω) = 1 = µ2(Ω). Se existe uma medida µ : F → [0, +∞) tal que µ  µ1 e µ  µ2 e se
g1 =
dµ1






µ(dω) |g1 − g2|(ω).
Demonstração. Seja f : Ω→ R uma função F -mensurável limitada e m ∈ R. Logo,∣∣∣∣∫ µ1(dω) f (ω)− ∫ µ2(dω) f (ω)∣∣∣∣ = ∣∣∣∣∫ µ(dω) [( f (ω)−m)(g1(ω)− g2(ω)]∣∣∣∣
6 ‖ f −m‖∞·
∫
µ(dω) |g1(ω)− g2(ω)|,
onde a igualdade é atingida se
f −m = sign(g1 − g2) ‖ f −m‖∞. (183)
Fazendo f = χF, com F ∈ F e m = 1/2 na desigualdade acima, veja que
|µ1(F)− µ2(F)| 6 ‖ f −m‖∞·
∫
µ(dω) |g1(ω)− g2(ω)| = 12
∫
µ(dω) |g1(ω)− g2(ω)|.






Observe que se G = {ω : g1(ω) > g2(ω)} tem-se
χG − 1/2 = (1/2) sign(g1 − g2) = sign(g1 − g2) ‖χG − 1/2‖∞





µ(dω) |g1 − g2|(ω),
provando-se o que se desejava.
Teorema 4.45 (Critério de unicidade para especificações Gibbsianas). Seja (E , E , ν) um
espaço de probabilidade métrico e finito, Ω = ES e Φ = (ΦA)A∈L uma interação regular definida






campos aleatórios e especificações















temos |G (βΦ)|= 1.
Demonstração. Seja i 6= j em S e ω, η ∈ Ω tal que ω{i}c = η{i}c . Defina as seguintes
aplicações
f0 : Ω −→ R
σ 7→ −βH{j}(σjω{j}c)
f1 : Ω −→ R
σ 7→ −βH{j}(σjη{j}c)
e f ≡ f1 − f0.
Veja que f , f0 e f1 são F{i}-mensuráveis.
Definimos a oscilação em f sobre Ω como
var( f ) ≡ sup
ω,η∈Ω






var( f ) = sup
σj ,τj∈E









Para todo t ∈ [0, 1] definimos




e µt ≡ gtν.
Observe que, para t = 0 tem-se
µ0 = g0ν =
e f0∫
E ν(dσ) e
f0(σ) · ν =
e−βH{j}(σjω{j}c )∫
E ν(dσ) e
−βH{j}(σjω{j}c ) · ν
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e, analogamente, para t = 1 temos
µ1 = g1ν =
e−βH{j}(σjη{j}c )∫
E ν(dσ) e




{j}(·|ω) e µ1 = γ
βΦ
{j}(·|η). (186)
Como µ µ0 e µ µ1, pelo Lema 4.44, pelo Teorema Fundamental do Cálculo e pelo
Teorema de Fubini-Tonelli (veja Apêndice, Teorema .24), tem-se
‖µ0 − µ1‖VT =
∫

























E ν(dω) f (ω) e
ft(ω). Como ddt gt = gt
[
f − ∫E νt(dω) f (ω)], onde dνt =
dν gt, temos


























onde, na última desigualdade, usamos a desigualdade de Cauchy-Schwarz. Como para







νt(dω) | f −m|2(ω)
]1/2
6 ‖ f −m‖∞.
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Escolhendo m ≡ 12 (supσ∈Ω f (σ) + infσ∈Ω f (σ)), obtemos a seguinte desigualdade
‖ f −m‖∞ = sup
σ∈Ω













| f (σ)− sup
σ∈Ω




















Logo, 2‖µ0 − µ1‖VT6 var( f ). Daí, por (185) e (186), tem-se
‖γβΦ{j}(·|η)− γ
βΦ
{j}(·|ω)‖VT = ‖µ1 − µ0‖VT 6
1
2
var( f ) 6 β ∑
A3{i,j}
δj(ΦA).
Como desde o inicio ω{i}c = η{i}c , então ρi,j 6 12β∑A3{i,j} δj(ΦA).

































Como φ é uma interação regular, pelo Lema 4.28 sabemos que a especificação Gibbsiana
γΦ é quase-local. Desde que por hipótese β supj∈S ∑A3j(|A|−1)‖ΦA‖∞< 1, da desigual-
dade acima temos que a condição de Dobrushin se satisfaz. Portanto, pelo Teorema 4.41
de Dobrushin, obtemos |G (βΦ)|= 1, concluindo-se a prova.
Exemplo 4.21 (Modelo de Ising de primeiros vizinhos). Seja E = {−1, +1} e λ = 12δ+1 +
1
2δ−1 a medida a priori. Considere a interação Φ = (ΦA)A∈L em (EZ
d
,F ) dada por
ΦA(σ) =

Jσiσj, se A = {i, j} e ‖i− j‖= 1




onde J, h ∈ R são constantes fixadas.
Pelo Exemplo 4.13, a interação Φ é regular. Veja que os únicos conjuntos que aportam à soma














Note que, ∑A3i 1 é igual ao número de primeiros vizinhos de i em Zd, isto é, 2d. Portanto, a
expressão do lado direito da igualdade acima é
= 2d|J|β.
Fazendo esta última quantidade < 1, pelo Critério de Dobrushin, para todo β < (1/2d|J|) temos
|G (βΦ)|= 1.
Cabe enfatizar que o Critério de Dobrushin nos fornece unicidade em regiões pequenas do
espaço de parâmetros {β : 0 < β < +∞}. Por exemplo, quando d = 1, J = 1 e h = 0, do
resultado exposto acima temos unicidade para todo β < 1/2, no entanto, sabemos que neste caso
a unicidade se dá em todas as temperatura inversas. Em geral, quando d = 1 a unicidade é válida
em todas as temperaturas inversas quando o modelo é de curto alcance (veja Corolário 4.48). Já
quando d = 2, J = 1 e h = 0 sabemos que, para todo β 6 βc(2) = 12 log(1 +
√
2) = 0.4406 · · ·
(veja Tabela 2) tem-se unicidade não obstante, o Critério de Dobrushin simplesmente nos garante
unicidade para todo β 6 1/4 = 0.25.
Exemplo 4.22 (Modelo de Ising de longo alcance). Seja E = {−1, +1} e λ = 12δ+1 + 12δ−1.




‖i−j‖α σiσj, se A = {i, j} e i 6= j
0, caso contrário.
Pelo Exemplo 4.14, Φ é uma interação regular quando α > d. Os únicos conjuntos que
aportam à soma β supi∈Zd ∑A3i(|A|−1)‖ΦA‖∞ são da forma A = {i, j}. Em seguida, daremos
uma estimativa para a condição de Dobsrushin. Como Φ é uma interação de curto alcance, por






















Sabemos que, para cada α > d, a p-série C(α, d) ≡ ∑∞r=1 1rα−d+1 converge. Logo, para cada
β < 1/(2d3d−1C(α, d)), a seguinte limitação β supi∈Zd ∑A3i(|A|−1)‖ΦA‖∞< 1 é válida. Daí,
pelo Teorema 4.45, |G (βΦ)|= 1, sempre que β < 1/(2d3d−1C(α, d)) e α > d.
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Observe que, quando d = 1, este exemplo nos fornece unicidade para todo β < 1/2C(α, 1)
com α ∈ (1, 2] (em geral, sabe-se que neste caso, o modelo de Ising possui transição de fase, veja
[45, 54]). Para α > 2, obtemos que este modelo possui unicidade para todo β < 1/2C(α, 2),
no entanto, como veremos no Exemplo 4.23, a unicidade é válida para todas as temperaturas
inversas β > 0 (veja referência [105]).
Unicidade em uma dimensão
Proposição 4.46 (Veja referência [57]). Seja γ uma especificação e suponha que exista c > 0
com a seguinte propriedade:
para todo evento cilíndrico A, existe Λ ∈ L tal que γΛ(A|ξ) > c γΛ(A|η), ∀ξ , η ∈ Ω.
Então, |G (γ)|= 1.
Demonstração. Suponha que G (γ) contenha dois elementos µ e ν tal que µ 6= ν. Então,
1
2 (µ + ν) ∈ G (γ) \ exG (γ), pois caso contrário µ = ν, o que nos leva a uma contradição.
Com o intuito de mostrar a unicidade, observe que é suficiente provar a seguinte
inclusão:
G (γ) ⊂ exG (γ). (187)
De fato, seja µ ∈ G (γ) e B ∈ T com µ(B) > 0. Pelo Lema 4.34 tem-se ν ≡ µ(·|B) ∈ G (γ).
Logo, para cada evento cilíndrico A e Λ adequado em L temos











µ(dη)γΛ(A|η) = c µ(A).
Pelo Teorema da Classe Monótona (veja Apêndice, Teorema .27), ν > cµ sobre todo F .
Em particular
0 = ν(Ω \ B) > c µ(Ω \ B),
implicando que µ(B) = 1. Daí, µ é trivial sobre T , logo, pelo Lema 4.35, µ ∈ exG (γ).
Assim, está provado (187) e, em consequência, a prova do teorema segue.
Com a finalidade de formular o próximo resultado, para cada A ∈ L lembramos a










Observe que o inverso da temperatura β pode ser sempre associado ao potencial
Φ = (ΦA)A∈L , por multiplicação: βΦ ≡ (βΦA)A∈L .
O seguinte teorema, o qual é uma consequência do Teorema 4.46, nos fornece uni-
cidade de medidas em todas as temperatura inversas quando Φ é uma interação
λ-admissível e o conjunto de parâmetros é S = Z ou N.
Teorema 4.47 (Unicidade em uma dimensão, veja [57]). Seja S = Z ou N, (E , E ) o espaço







então |G (Φ)|= 1.
Demonstração. Verificaremos que para cada Λ ∈ L , γΦΛ ≡ ρΛλΛ satisfaz a hipótese da
Proposição 4.46. Para isso, consideremos Λ ≡ (−n, n]∩ S, n > 1. Para todo ξ ,ω ∈ Ω e















implicando que −2s + HΦΛ(ωηS\Λ) 6 HΦΛ(ωξS\Λ) 6 2s + HΦΛ(ωηS\Λ) 7 . Portanto,
e−2s · hΦΛ(ωηS\Λ) 6 hΦΛ(ωξS\Λ) 6 e2s · hΦΛ(ωηS\Λ).














Isto é, para todo A ∈ F , vale
e−2s · λΛ(1AhΦΛ|η) 6 λΛ(1AhΦΛ|ξ) e λΛ(1AhΦΛ|ξ) 6 e2s · λΛ(1AhΦΛ|η).
7 Salientamos que, no caso que S = N, a soma sobre os A’s tal que minA 6 −n 6 maxA não aparece na
desigualdade abaixo de (188).
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e−4s · ρΦΛλΛ(A|η) 6 ρΦΛλΛ(A|ξ).
Tomando c ≡ e−4s > 0 nesta desigualdade, temos
c γΦΛ(A|η) 6 γΦΛ(A|ξ), ∀A ∈ FΛ e ξ , η ∈ Ω.
Portanto, temos provado que a hipótese da Proposição 4.46 se satisfaz. Logo, o conjunto
das medidas de Gibbs G (Φ) tem um único elemento.
Corolário 4.48 (Unicidade em interações de curto alcance). Seja d = 1. Se Φ é qualquer
interação de curto alcance, no sentido da Definição 4.13, então |G (Φ)|= 1.
Demonstração. Se Λ ≡ (−n, n]∩ S, n > 1, pelo Item (188), temos∣∣∣HΦΛ(ωξS\Λ)− HΦΛ(ωηS\Λ)∣∣∣ 6 ∑
A∩Λ 6=∅, A∩Λc 6=∅
var(ΦA).
Fazendo s ≡ ∑A∩Λ 6=∅, A∩Λc 6=∅ var(ΦA) em vez do s considerado no Teorema 4.47, veja
que
s 6 2 ∑
A∩Λ 6=∅, A∩Λc 6=∅
‖ΦA‖∞< ∞,
pois Φ é uma interação de curto alcançe. Com essa escolha do s, procedendo analoga-
mente ao Teorema 4.47, temos que
c γΦΛ(A|η) 6 γΦΛ(A|ξ), ∀A ∈ FΛ e ξ, η ∈ Ω,
com c ≡ e−4s > 0. Portanto, pela Proposição 4.46, segue que |G (Φ)|= 1.
Exemplo 4.23 (Modelo de Ising de longo alcance, caso d = 1). Seja E = {−1, +1} e
λ = 12δ+1 +
1




|i−j|α σiσj, se A = {i, j} e i 6= j
0, caso contrário.
Afirmamos que, para todo β > 0 e α > 2, |G (βΦ)|= 1.
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onde usamos que var(ΦA) 6 2/|i|α, (∑j∈Z:|j|=r 1) = 2 e que α > 2. Logo, a hipótese do Teorema
4.47 é satisfeita, implicando que, para todo β > 0, |G (βΦ)|= 1. Por usar a analiticidade da
energia livre com respeito aos parâmetros termodinâmicos, este resultado foi provado, também,
por D. Ruelle, na referência [105].
Para encerrar o conceito de unicidade, apresentaremos um resultado que diz que a
unicidade de medidas no sistema é equivalente à perda de sensibilidade do sistema
com respeito às condições de fronteira.
Lema 4.49 (Veja referência [53]). Se γ é uma especificação, as seguintes condições são equiva-
lentes:
1. A unicidade se mantém: G (γ) = {µ};
2. Para cada ω e para todo Λn ↑ S e para todas as funções locais
γΛn f (ω)→ µ( f ), quando n→ ∞.
Demonstração. 1⇒ 2. Seja ω uma configuração de fronteira fixa. Como Ω é finito
(portanto, compacto) temos queM1(Ω,F ) é compacto. Logo, existe alguma subsequên-
cia γΛn(·|ω) a qual converge a algum elemento de G (γ) = {µ}. Isto implica que as
sequências coincidem com µ, portanto, γΛn f (ω)→ µ( f ) para toda f função local.
2⇒ 1. Sejam µ, ν ∈ G (γ). Para cada f função local tem-se
|µ( f )− ν( f )|= |µγΛ( f )− νγΛ( f )| =
∣∣∣∣∫ µ(dω)γΛ( f |ω)− ∫ ν(dη)γΛ( f |η)∣∣∣∣
=
∣∣∣∣∫ µ(dω)ν(dη) [γΛ( f |ω)− γΛ( f |η)]∣∣∣∣
6
∫
µ(dω)ν(dη) |γΛ( f |ω)− γΛ( f |η)| .
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Como f é local (portanto, contínua), segue que |γΛ( f |·)|6 ‖ f ‖∞. Logo, pelo Teorema
da Convergência Dominada de Lebesgue (veja Apêndice, Teorema .23), temos que
µ( f ) = ν( f ), para toda função f local. Finalmente, usando o Teorema .36, temos
µ = ν.
Exemplos de conjuntos de medidas de Gibbs e transição de fase
Continuando, daremos alguns exemplos simples de medidas de Gibbs e sua relação
com a transição de fase. Nos referimos à medida produto (onde a interação é ausente),
cadeias de Markov, modelo de Ising e modelo de Potts.
Exemplo 4.24 (Medida produto). Sejam λ ∈ M1(E , E ) e λΛ ∈ M1(EΛ, E Λ) a medida
produto sobre Λ ∈ L . Definimos a família λ∗ ≡ (λΛ)Λ∈L por
λΛ( f |ω) =
∫
EΛ
λΛ(dξ) f (ξωS\Λ) (Λ ∈ L ).
Foi mostrado na Proposição 4.6 que λ∗ = (λΛ)Λ∈L é uma especificação (independente). Além
disso, a Proposição 4.8 mostra, também, que |G (λ∗)|= 1.
Exemplo 4.25 (Cadeias finitas de Markov). Outro exemplo onde o conjunto das medidas de
Gibbs possui exatamente uma única medida, é aquele determinado pela família de distribuições
condicionais finito dimensionais de uma cadeia de Markov estacionária Ψ = (σi)i∈Z com espaço
de estados finito E e matriz de transição P = (P(x, y))x,y∈E (estritamente) positiva , isto é, as
entradas P(x, y) da matriz P satisfazem P(x, y) > 0, para todo x, y ∈ E .
Para provar isso, primeiro faremos a seguinte observação:
Se µP ∈ M1(Ω,F ) é a distribuição da cadeia de Markov estacionária Ψ usando a propriedade
de Markov e a estacionaridade da cadeia Ψ, facilmente comprova-se que
µP(σi = x0, σi+1 = x1, · · · , σi+n = xn) = µP(σi+m = x0, σi+m+1 = x1, · · · , σi+m+n = xn)
= µP(σi+m = x0)P(x0, x1) · · · P(xn−1, xn), (189)
onde i ∈ Z, m, n ∈ Z+ e x0, · · · , xn ∈ E .
Pela Proposição .29 do Apêndice, sabemos que existe uma única distribuição estacionária
8 piP = (piP(x))x∈E ∈ (0, 1)E para a cadeia de Markov Ψ com matriz de transição P e, além
disso, pelo Teorema .30 do Apêndice, limm→∞ Pm(x, y) = piP(y) para todo x, y ∈ E . Em outras




palavras, temos que a cadeia de Markov Ψ é ergódica. Aqui, Pm denota a matriz estocástica de m
passos.
Uma vez que µP(σi+m = x0) = ∑z∈E µP(σi = x0)Pm(z, x0), pelo Teorema da Convergência
Dominada de Lebesgue (veja Apêndice, Teorema .23) temos
lim
m→∞ µP(σi+m = x0) = limm→∞ ∑
z∈E





onde, na última igualdade, usamos que {µP(σi = x0) : i ∈ Z} é uma distribuição de probabili-
dade.
Fazendo m→ ∞ em (189) e usando o limite acima, temos a seguinte igualdade
µP(σi = x0, σi+1 = x1, · · · , σi+n = xn) = piP(x0)P(x0, x1) · · · P(xn−1, xn). (190)
Isto é, a distribuição estacionária piP e a matriz de transição P determinam as distribuições finitas
dimensionais da cadeia de Markov Ψ. Portanto, como piP é único, µP é a única distribuição da
cadeia estacionária Ψ.
Tendo estas informações a nossa disposição, agora provaremos que a família γ = (γΛ)Λ∈L ,
definida por
γΛ(σΛ = ξ|ω) = µP(σΛ = ξ|σ∂Λ = ω∂Λ) (Λ ∈ L ,ω ∈ Ω, ξ ∈ EΛ), (191)
é uma especificação Gibbsiana, onde ∂Λ denota a fronteira externa de Λ segundo a Definição 1.1.
Nessa direção, primeiro observemos que qualquer Λ ∈ L pode ser expressada da forma
Λ = ∪nk=1Λk, onde Λk = {ik + 1, · · · , ik + nk},
para algum n > 1, onde ik ∈ Z e nk ∈ N são tais que os conjuntos {ik + 1, · · · , ik + nk} são
disjuntos dois a dois. Por fazer indução sobre nk e usar (190) obtemos
µP(σik+1 = ξik+1, · · · , σik+nk = ξik+nk |σik = ωik , σik+(nk+1) = ωik+(nk+1))
=
P(ωik , ξik+1)P(ξik+1, ξik+2) · · · P(ξik+nk ,ωik+nk+1)
Pnk+1(ωik ,ωik+nk+1)
,
para cada k = 1, · · · , n; implicando que
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para cada Λ ∈ L . Em seguida, definimos a família Φ = (ΦA)A∈L como
ΦA(σ) ≡

− log P(σi, σi+1), se A = {i, i + 1}
0, caso contrário.
O Exemplo 4.15 mostra que Φ é uma interação regular. Agora estamos prontos para mostrar que
a família γ = (γΛ)Λ∈L é uma especificação Gibbsiana. De fato, primeiro observe que
e−H
Φ














P(ξ j, ξ j+1)P(ξik+nk ,ωik+(nk+1)). (193)
Usando (189), pode-se provar que







P(ξ j, ξ j+1)P(ξik+nk ,ωik+(nk+1)). (194)
Desde que Λ = ∪nk=1Λk, temos uma bijeção natural entre os espaços
EΛ e × EΛ1 × · · · EΛn .
Por simplicidade, um elemento genérico do produto cartesiano EΛ1 × · · · × EΛn será denotado
por (ξΛ1 , · · · , σΛn), onde ξΛk ≡ (ξi : i ∈ Λk), ∀k = 1, · · · , n. Logo, cada elemento ξ ∈ EΛ pode
































P(ξ j, ξ j+1)P(ξik+nk ,ωik+(nk+1)).
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Por (193) e (195), a igualdade (192) se escreve




Logo, pela Proposição 4.15 a igualdade acima implica que a família γ é uma especificação
Gibbsiana associada à interação Φ. De agora em diante denotaremos γ ≡ γΦ.
Seja λ ∈ M1(E , E ) a medida a priori (é a medida de contagem) onde E é a σ-álgebra das
partes de E . Como Φ é uma interação λ-admissível e regular, pelo Lema 4.28, a especificação
Gibbsiana γΦ é quase-local, daí, pelo Teorema 4.26, temos que G (Φ) 6= ∅.
Para finalizar, agora provaremos que G (Φ) = {µP}. De fato, considere i ∈ Z, n > 1,
Λ = {i, i + 1, · · · , i + n}, k > 1 e
∆ = ∆(k) = {i− k + 1, · · · , i + n + k− 1}.
Para cada ξ ∈ EΛ e ω ∈ Ω, por indução em k, usando (190) prova-se
∑
η∈E∆:ηΛ=ξ
µP(σ∆ = η|σ∂∆ = ω∂∆) =




Por outro lado, por (190) se satisfaz






Seja µ ∈ G (Φ), usando (196) temos
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n(x, y) = piP(y), ∀x, y ∈ E . (199)
Usando a convergência acima e a identidade (197), obtêm-se
lim
k→∞











= µP(σΛ = ξ).
Observe que o integrando em (198) é limitado. Logo, fazendo n → ∞ em (198) e usando
o Teorema da Convergência Dominada de Lebesgue (veja Apêndice, Teorema .23), para cada
Λ ∈ L , temos
µ(σΛ = ξ) = µP(σΛ = ξ).
Isto é, µ e µP coincidem em todos os eventos cilíndricos, logo, pelo Lema .36 (do Apêndice),
µ = µP e como µP é única distribuição da cadeia de markov Ψ, então G (Φ) = {µP}.
Antes de passar ao próximo exemplo, primeiro enunciaremos uma definição e um
resultado a priori. Para isso, Fixamos S = Z como conjunto de parâmetros, E 6= ∅
um espaço de estados finitos e λ ∈ M1(E , E ) uma medida a priori (é a medida de
contagem).
Definição 4.27. Dada uma especificação γ com conjuntos de parâmetros Z e espaço de estados
finitos E , dizemos que γ é uma especificação de Markov homogênea positiva se existe uma função
g(·, ·, ·) sobre E3 tal que
γ{i}(σi = y|ω) = g(ωi−1, y,ωi+1), ∀i ∈ Z, y ∈ E e ω ∈ Ω.
A função g é frequentemente chamada de (função) determinística de γ.
O seguinte teorema mostra que toda especificação de Markov homogênea positiva
admite uma única medida de Gibbs µ, a qual não é mais que a distribuição da cadeia
de Markov com matriz de transição P = (P(x, y))x,y∈E positiva, além disso, o referido




Seja µP ∈ M1(Ω,F ) a única distribuição da cadeia de Markov estacionária com
matriz de transição P. Sabemos que µP é unicamente determinada pela condição (190),
para maiores detalhes veja Exemplo 4.25. Para cada Λ ∈ L , consideraremos a definição
de fronteira externa de Λ segundo a Definição 1.1. A prova do Exemplo 4.25 foi
completamente inspirado no seguinte teorema.
Teorema 4.50. A relação G (γ) = {µP} estabelece uma correspondência 1-1 γ ↔ P entre o
conjunto de todas as especificações de Markov homogêneas positivas e o conjunto de todas as
matrizes estocásticas sobre E com entradas não nulas.
Dado a matriz P, a correspondente γ é determinada pela equação
γΛ(σΛ = ξ|ω) = µP(σΛ = ξ|σ∂Λ = ω∂Λ) (Λ ∈ L ,ω ∈ Ω, ξ ∈ EΛ).
Reciprocamente, P pode ser expressada em termos da função determinística de γ como
P(x, y) = Q(x, y)r(y)/qr(x) (x, y ∈ E ). (200)
Aqui, Q(x, y) = g(a, x, y)/g(a, a, y) para algum arbitrariamente fixado a ∈ E , q é o maior
autovalor positivo de Q = (Q(x, y))x,y∈E e r ∈ (0, 1)E um correspondente autovetor a direita.
Demonstração. A prova deste teorema, em parte, é resumida no Exemplo 4.25. Para uma
exposição ampla desta prova, veja Teorema 3.5 de [57].
Observe que toda especificação γ é uma especificação de Markov homogênea positiva
se, e somente se, γ é Gibbsiana para alguma interação Φ = (ΦA)A∈L de primeiros
vizinhos homogênea, isto é, a interação Φ é da forma
ΦA(σ) =

φ1(σi), se A = {i}
φ2(σi, σi+1), se A = {i, i + 1}
0, outro caso,
para algumas funções φ1 : E → R e φ2 : E × E → R (este fato foi provado na primeira
parte do Exemplo 4.25). Assim, teríamos que a conclusão da unicidade do Exemplo 4.25
se deriva como caso particular deste teorema.
Exemplo 4.26 (Veja referência [57]). Consideremos o modelo de Ising ferromagnético sobre Z
com uma interação Φ = (ΦA)A∈L sobre {−1, 1}Z definida por
ΦA(σ) =

−Jσiσi+1, se A = {i, i + 1}
−hσi, se A = {i}
0, outro caso.
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Pelo Exemplo 4.13 Φ é uma interação regular. Desejamos obter informação sobre a cardinalidade
do conjunto G (Φ). Observe que se provarmos que γΦ é uma especificação de Markov homogênea
positiva, o Teorema 4.50 nos permite concluir que G (Φ) = {µP}, onde µP é a distribuição da
cadeia de Markov com matriz de transição P, a qual é definida em termos da função determinística
g (a encontrar-se) através de (200).
Com o intuito de provar que γΦ é uma especificação de Markov homogênea positiva, simples
cálculos mostram que





2 cosh(h + Jωi−1 + Jωi+1)
.
Logo, tomando g(ωi−1, y,ωi+1) = e
y(h+Jωi−1+Jωi+1)
2 cosh(h+Jωi−1+Jωi+1) com ωi−1,ωi+1, y ∈ {−1, +1}, concluí-
mos que γΦ é uma especificação de Markov homogênea positiva. Portanto, pelo Teorema 4.50, o
conjunto das medidas de Gibbs do modelo de Ising associado à interação Φ é unitário.
Exemplo 4.27 (Modelo de Ising). Consideremos o modelo de Ising ferromagnético (Jij = J > 0,




−Jijσiσj, se A = {i, j}
−hiσi, se A = {i}
0, outro caso.
(201)
Primeiramente, vamos considerar o seguinte:
Caso d = 1: modelo de Ising de primeiros vizinhos com constante de acoplamento Jij = J, ∀i, j
e campo magnético externo constante (ou homogêneo), isto é, hi = h ∀i. Esse modelo é analisado
em profundidade na referência [57]. Nesse caso, cálculos explícitos mostram a analiticidade da
energia livre f (β, h) = − limΛ↑Z log(ZΛ(β, h))/β|Λ| com respeito a temperatura inversa β > 0.
Segundo Ruelle [104], isto equivale a dizer que o conjunto das medidas de Gibbs é unitário
em todas as temperaturas inversas β > 0, em outras palavras, existe uma transição de fase de
segunda ordem, segundo a Definição 4.19.
Quando o modelo ferromagnético é de longo alcance, com Jij = 1/|i− j|α. O limite termodinâ-
mico existe quando α > 1 [105]. Quando 1 < α < 2 foi provado por Dyson, por comparação com
o caso hierárquico, que existe transição de fase para β suficientemente grande [45]. Salientamos
que esse caso tem sido estudado, também, em [31, 46, 113]. Quando α = 2, Fröhlich e Spencer
provaram que existe transição de fase quando o inverso da temperatura β é suficientemente
grande [54]. Já quando α > 2, incluindo o caso de interações de curto alcance, não existe
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transição de fase para toda temperatura positiva, pois a energia livre é analítica com respeito aos
parâmetros termodinâmicos [105].
Caso d = 2: modelo de Ising de primeiros vizinhos com Jij = J, ∀i, j e h = 0. Esse
modelo foi introduzido por Lenz a modelos ferromagnéticos. A energia livre tem sido calculada
explicitamente por Osanger. Estudos intensos estabeleceram que existe uma temperatura crítica
βc(2) > 0 tal que na fase subcrítica (isto é, β < βc(2)) existe uma única medida consistente com
a especificação γβΦ, e na fase supercrítica (isto é, β > βc), o conjunto G (βΦ) é o “simplex” (de
Choquet), [µβ−, µ
β
+] (veja referências [1, 2]), cujas medidas extremais são mutuamente singulares
e podem ser escritas como µβ±(·) = limΛ↑S γβΦΛ (·|±). Quando β é suficientemente grande, o
argumento de Peierls prova que a magnetização µβ+(σ0) = limΛ↑Z2 ∑x∈Λ 〈σx〉+β,Λ /|Λ| é positiva,
isto é, µβ+(σ0) = −µβ−(σ0) > 0 (veja referências [93, 104]). Para uma análise do modelo de Ising
sobre Z2 quando β suficientemente grande, veja-se o Teorema 4.39.
A existência da temperatura crítica foi bastante estudada por Peierls [61] em 1975, usando argu-
mentos geométricos (argumentos de contornos). O cálculo exato do valor βc(2) = log(1 +
√
2)/2
é devido a Kramers e Wannier em 1941 (veja referências [83, 84]). O fato de que para




+] significa que qualquer medida
µ ∈ G (βΦ) é unicamente determinada por combinações convexas dos estados de Gibbs extremais
exG (βφ) = {µβ−, µβ+}, isto é, que exista um único t ∈ [0, 1] tal que µ = tµβ+ + (1− t)µβ+.
Figura 27: Comportamento do conjunto das medidas das Gibbs do modelo de Ising,
G (βΦ) em d > 2, quando a parâmetro termodinâmico β varia. Aqui Φ denota
a interação de primeiros vizinhos definida em (201).
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A unicidade foi provada, também, em (βc, 0), quando d > 2. Em dimensão 2, existe uma
variedade de provas, por exemplo, veja referência [94]. Uma prova mais moderna sobre a
unicidade, em dimensão dois, em (βc, 0) foi dada por W. Werner em 2009. Já em dimensão d > 4,
esse fato foi tratado por M. Aizenman e R. Fernández [6]. Recentemente, o caso restante (d > 3)
foi completado por M. Aizenman, H. Duminil-Copin e V. Sidoravicius [5], através do uso de
outra representação gráfica do modelo de Ising chamado “random-current representation” (para
um esboço gráfico dessas situações, veja Figura 27).
Caso d > 2: modelo de Ising de primeiros vizinhos com Jij = J, ∀i, j e com campo magnético
constante hi = h, ∀i. Se h = 0, o clássico argumento de Peierls garante a existência de transição
de fase. Se h 6= 0, para toda temperatura existe uma única medida Gibbs, isso segue da teoria de
Lee-Yang [87] e das desigualdades GHS. A ausência de transição de fase é analisada comprovando
a diferenciabilidade da energia livre com respeito ao parâmetro h. Diante disso, deduzimos que a
ausência de um campo externo no modelo favorece o desalinhamento dos spins nas configurações.
Tudo o que foi dito anteriormente (quando a interação Φ é de primeiros vizinhos) é resumido
na Figura 27 acima.
Seja Glim(βφ) o conjunto dos limites fracos das medidas de Gibbs a volume finito (γ
βΦ
Λ )Λ∈L ,
onde Φ é uma interação da forma (201), com hi = 0, ∀i. É natural tentar relacionar os conjuntos
Glim(βφ) e G (βφ). Ainda que, seja conhecido que Glim(βφ) ⊆ G (βφ) (veja Proposição 4.24),
é difícil determinar quando Glim(βφ) = G (βφ). Geralmente, obter esses tipos de relações, é
considerado como problemas em aberto. Em contraste, quando d = 3, em [37] é exibido um
exemplo de medida de Gibbs não extremal a volume infinito (a temperaturas suficientemente
baixas) que pertence ao conjunto G (βφ) \ Glim(βφ). Um resultado independente sobre essa
questão pode ser encontrado, também, em [95].
Quando Jij = J > 0, hi ≡ h∗/‖i‖α se i 6= 0 (α > 1) e hi = h∗ > 0 se i = 0 e, S = Zd, foi
provado em [23] que, para temperaturas suficientemente altas e baixas (o qual decorre diretamente
pelo Teorema da Unicidade de Dobrushin), existe, exatamente, uma única medida de Gibbs para o
modelo de Ising sobre Zd (d > 2), sempre que α ∈ [0, 1). A mesma afirmação (sobre a unicidade)
foi conjecturada, para toda temperatura positiva mas com parâmetro α ∈ [0, 1). Em 2015, a
referida conjectura foi resolvida na referência [36] por usar representações gráficas de modelos de
spins e ideias envolvidas de [20]. Esse problema é a parte central desta tesse e será abordado, em
detalhe, no Capítulo 6.
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Exemplo 4.28 (Modelo de Potts). Consideremos o modelo de Potts de primeiros vizinhos,
com parâmetro q ∈ {1, 2, · · ·}, espaço de estados E = {1, 2, · · · , q} e conjunto de parâmetros
S = Zd; cuja interação foi definido no Exemplo 4.10 como
ΦA(σ) =
{
−Jijδσi ,σj , se A = {i, j}
0, outro caso.
Por simplicidade, considere que Jij = 1, ∀i, j. É conhecido que, para o modelo de Potts sobre Zd
(d > 2), existe uma temperatura crítica inversa βc ∈ (0, +∞) (dependendo sobre d e q) tal que
para β < βc, o modelo tem uma única medida de Gibbs, no entanto, para β > βc, existem q
medidas de Gibbs mutuamente singulares, para maiores detalhes veja [40], Teorema 3.2, p. 18.
O modelo de Potts difere do modelo de Ising no sentido que, para valores grandes de q, existem
múltiplas medidas de Gibbs na temperatura crítica β = βc(q, d), como foi mostrado por Kotecky
e Shlosman em [82].
Caso d = 2: o valor crítico βc(2) = 12 log(1 +
√
2) para o modelo de Ising bidimensional (veja








Logo, não existia nenhuma prova rigorosa desse fato, com exceção de valores de q suficientemente
grandes estabelecidos nas referências [86] (a saber q > 26) e [82]. Em 2014 esse fato heurístico
foi validado para qualquer número inteiro q > 1 (veja referências [12, 13]), calculando-se o




q) do modelo de aglomerados aleatórios (bidimensional) com
parâmetros (p, q) ∈ (0, 1)× [1, +∞). Como o modelo de Potts de q estados está relacionado com
o modelo de aglomerados aleatórios com parâmetro p = 1− e−2β, obtém-se o valor exato de βc(q).
Foi predito que, para valores de q > 5, o modelo de Potts (bidimensional) possuía transição de
fase de primeira ordem na fase β = βc(q). Depois de 40 anos, essa formulação continua sendo
válida ainda, sem nenhuma verificação rigorosa. Baxter previu heuristicamente que esse modelo
apresentava transição de fase de segunda ordem (segundo a Definição 4.19) para q ∈ {2, 3, 4}
sem nenhuma justificação sólida, até que, no ano 2015, H. Duminil-Copin, V. Sidoravicius e V.
Tassion provaram esse fato na referência [43].
Caso d > 3: se espera que o modelo de Potts sobre Zd apresente transição de fase de segunda
ordem na temperatura crítica β = βc(q) se, e somente se, q = 2. Os melhores resultados nessa
direção são os seguintes: por um lado, o fato de que a transição de fase é de segunda ordem para o
modelo de Ising (q = 2) é conhecida [5]. Por outro lado, a positividade por reflexão [21] permite
provar que, para qualquer q > 3, o modelo de Potts apresenta transição de fase de primeira ordem
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sobre alguma dimensão dc(q). Finalmente, pode-se aproveitar a positividade por reflexão para
provar que, para qualquer d > 2, dita transição de fase é de primeira ordem para valores de q
suficientemente grandes (veja referência [82]).
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5 REPRESENTAÇÕES GRÁF ICAS PARA
S I STEMAS DE SP INS COM PRESENÇA
DE CAMPO
Neste capítulo, estudaremos, exclusivamente, o trabalho escrito pelos matemáticos
M. Biskup, C. Borgs, J. T. Chayes e R. Kotecký, intitulado: Gibbs states of graphical
representations of the Potts model with external fields (veja referência [20]). Ainda, este estudo
terá como principal finalidade a introdução ao Capítulo 6, o qual é baseado e inspirado
pelo trabalho mencionado. Justamente por isso, nos dedicaremos, aqui, a explicar as
contas básicas de [20], no intuito de gerar menos complexidade ao entendimento do
capítulo subsequente.
Resumindo, consideraremos o modelo de Potts ferromagnético (com constante de
acoplamento J > 0) de q estados, onde q > 1 é um número inteiro, no qual cada
spin está acoplado a um campo magnético externo homogêneo (chamado também de
campo uniforme, pela não dependência dos spins assinados a cada vértice do grafo
em consideração). Introduziremos, também, o modelo de aglomerados aleatórios
generalizado (GRC), o qual inclui o modelo de aglomerados aleatórios de parâmetro q
não inteiro como caso especial. Para o modelo GRC, estabeleceremos:
X a propriedade FKG (versão forte);
X a propriedade da energia finita;
X a unicidade do aglomerado infinito (quase certamente);
X a existência do limite fraco (ou limite termodinâmico) e
X as propriedades dos estados de Gibbs GRC.
Além disso, desenvolveremos a teoria dos estados de Gibbs de Edwards-Sokal (ES),
para a representação ES do modelo de Potts com presença de campo, relacionando a
estrutura de fase da representação ES com a representações SPIN e GRC. Caracteriza-
remos, também, a(s) possível(s) cor(es) do aglomerado infinito na representação ES e
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mostraremos as relações existentes entre as aplicações dos estados de Gibbs: ES, SPIN e
RC.
Matematicamente, o modelo de Potts ferromagnético (de q estados) em consideração
terá Hamiltoniano definido por









onde cada σx ∈ {1, · · · , q} é uma variável aleatória que chamaremos de variável spin ou
simplesmente de spin, J > 0 é a constante de acoplamento que mede a força de interação
entre dois spins vizinhos, δσx ,σy é a função delta de Kronecker, (hp)
q
p=1 é uma sequência
de números reais que representa o campo magnético externo (cujo conjunto de índices
é o conjunto de cores {1, 2, · · · , q}) e {x, y} denota o par de primeiros vizinhos sobre a
rede hipercúbica d-dimensional Ld.
Durante os últimos trinta anos, vem surgindo uma grande quantidade de trabalhos
sobre representações gráficas do modelo de Potts com ausência de campo externo, isto
é hp = 0, ∀p ∈ 1, 2 · · · , q. A representação FK (devido a Fortuin-Kasteleyn) ou de
aglomerados aleatórios tem sido usado para provar diversos resultados sobre o modelo
de Potts usando métodos de percolação (veja referências [4, 28]).
Note que, fixada a cor p, a segunda parcela de (202) associa o campo externo hp a um
subconjunto de sítios (ou vértices) (que pode ser um conjunto unitário) de Zd, isto é, hp
é constante para um número finito de sítios de Zd.
No Capítulo 6, estudaremos o modelo de Potts ferromagnético apresentado em [36],
com uma pequena modificação no campo externo, isto é, fixada a cor p, a segunda
parcela do Hamiltoniano modificado associará a cada sítio um campo externo que
não necessariamente tem que ser constante no sitio. Portanto, a teoria apresentada no
Capítulo 6, de certo modo, generaliza parte da teoria exposta neste capítulo.
Estudaremos, outrossim, representações gráficas do modelo de Potts com presença
de campos externos arbitrários, como se definiu em (202). É claro que a análise da parte
analítica (cálculo computacional) dos modelos em questão, com presença de campo
externo, se torna relativamente mais complicada que a análise destes modelos quando
se tem ausência de campo externo, por um número significativo de razões, a saber:
X Quando hp = 0 é fácil verificar que a representação de aglomerados aleatórios
tem a propriedade FKG (veja Corolário 3.34) não obstante quando hp 6= 0 esta
propriedade nem sempre é satisfeita para certas condições de fronteira. Em outras
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palavras, a presença de campo externo muda a percepção intuitiva que se deve ter
sobre o comportamento do sistema. Por outro lado, como já havíamos mencionado,
neste caso os cálculos analíticos se tornam mais complexos como naturalmente há
de se esperar.
X Quando hp = 0 a quebra de simetria na representação de spins é equivalente à
existência de percolação na representação de aglomerados aleatórios, por exemplo,
veja Teorema .45 com hˆ ≡ 0. No caso em que hp 6= 0, a relação entre a estrutura de
fase do modelo de spins e percolação da representação do modelo de aglomerados
aleatórios é menos direta.
X No caso em que hp 6= 0, a ausência de simetria deixa a pergunta sobre a(s)
cor(es) do(s) aglomerado(s) infinito(s), sendo esta pergunta realmente complexa
de responder e não necessariamente devendo ser relacionado com os resultados
dos modelos em questão quando hp = 0.
Cabe destacar que, neste capítulo, provar-se-ão resultados concernentes aos sistemas
que possuem campo externo definido por (202), os quais generalizam conhecidas
propriedades de estados de Gibbs de modelos de aglomerados aleatórios com campo
nulo. Em particular, para o modelo de aglomerados aleatórios com campo externo
homogêneo, isto é hp = constante, provaremos a propriedade FKG, a existência de
medidas a volume infinito (limite fraco) e a Gibbsianidade destas medidas (para outras
representações gráficas do modelo de Potts com presença de campo externo, veja por
exemplo, a referência [22]).
5.1 estados de gibbs nas representações: es,
spin e grc
Nesta seção, definiremos medidas de Gibbs sobre espaços de probabilidade conjunta
de variáveis de spins e arestas, isto é, definiremos as medidas de Gibbs de Edwards-
Sokal (medidas ES), com a finalidade de relacionar o conjunto destas medidas com o
conjunto das medidas de Gibbs, SPIN’s e de aglomerados aleatórios (GRC). Salienta-se,
por oportuno, que, em todo o capítulo, vamos adotar a definição (139) do conjunto L
como
L ≡ {Λ ⊂ Zd : 0 < |Λ|< ∞}.
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Para qualquer Λ ∈ L , introduzimos a notação B0(Λ) visando denotar o conjunto
de todas as arestas e = {x, y} de primeiros vizinhos com ambos os vértices em Λ e
B(Λ) para representar o conjunto de todas as arestas com, no mínimo, um vértice
em Λ. Para qualquer subconjunto B ⊂ B0(Zd), definimos V(B) como o conjunto de
vértices (ou sítios) que pertencem, no mínimo, a uma aresta em B. Relembrando que
a fronteira externa de um subconjunto B ⊂ B0(Zd) é formada por todas as arestas de
B0(Zd) com um extremo em B e o outro fora dele, observe que B(Λ) = B0(Λ)∪ ∂B0(Λ),
V(B0(Λ)) = Λ, V(∂B0(Λ)) = ∂Λ, portanto, V(B(Λ)) = Λ∪ ∂Λ = Λ.
5.1.1 Estados de Gibbs na representação de Edwards-Sokal
Dado Λ ∈ L e fixadas as configurações σΛc e ηB(Λ)c fora de Λ e B(Λ) respectivamente,
definimos a medida de Edwards-Sokal (ES) por




, se ZESΛ,B(Λ)(σΛc , ηB(Λ)c) > 0
0, caso contrário,
(203)
onde os pesosW são definidos como
W(σΛ, ηB(Λ)|σΛc , ηB(Λ)c) = ∏
{x,y}∈B(Λ)
ηxy=1




p=1 hpδσx ,p (204)
e
ZESΛ,B(Λ)(σΛc , ηB(Λ)c) = ∑
σ˜Λ,η˜B(Λ)
W(σ˜Λ, η˜B(Λ)|σΛc , ηB(Λ)c)
denota a função de partição que faz de φESΛ,B(Λ) uma medida de probabilidade. Observe-
se que a notação da função de partição é adequada, desde que esta dependa unicamente
das configurações σ e η sobre Λc e B(Λ)c, respectivamente. A dependência dos parâme-
tros J e (hp)
q
p=1 serão explicitamente ressaltados sempre quando for necessário.
Pela própria definição de φESΛ,B(Λ), veja que esta não depende de nenhuma forma
da configuração ηB(Λ)c . Logo, consideraremos esta configuração na definição daquela
medida por completitude e estética.
Adotaremos, aqui, a notação Σq ≡ {1, · · · , q}Zd e Ω ≡ {0, 1}B0(Zd) para o espaço de
configurações de spins e de arestas, respectivamente, e M1(Σq ×Ω) para denotar o
conjunto das medidas de probabilidade sobre o espaço de probabilidade Σq ×Ω.
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Desde que a família de medidas {φESΛ,B(Λ) : Λ ∈ L } é uma especificação (veja Capítulo
4 para uma definição precisa deste conceito), diremos que uma medida ν ∈ M1(Σq×Ω)
satisfaz a condição ou equação DLR (em homenagem a a Dobrushin, Lanford e Ruelle,
veja Definição 4.7), se para cada função cilíndrica f com suporte em Λ×B(Λ) se satisfaz
ν( f ) DLR=
∫
ν(dσ, dη) φESΛ,B(Λ)( f |σΛc , ηB(Λ)c). (205)
Como é usual, definimos por G ES o conjunto de medidas de probabilidade (chamadas
também de medidas de Gibbs ES a volume infinito ou estados de Gibbs ES) que
satisfazem a condição DLR. Dito de outra forma, G ES está conformado pelas medidas
emM1(Σq ×Ω), que são consistentes com a especificação {φESΛ,B(Λ) : Λ ∈ L }, segundo
a Definição 4.7. Por compreensão, G ES é definido como
G ES ≡
{
ν ∈ M1(Σq ×Ω) : ν( f ) = ν(φESΛ,B(Λ)( f |·)), supp( f ) ⊂ Λ×B(Λ)
}
.
Observe que o conjunto G ES pode ser interpretado, também, como uma classe de
medidas que são preservadas por seus respectivos núcleos de probabilidade.
Desde que a especificação {φESΛ,B(Λ) : Λ ∈ L } é quase-local, pelo Teorema 4.26 temos
que o conjunto G ES é não vazio. Note que a quase-localidade e a consistência desta
especificação implicam que a equação DLR (que define G ES) é equivalente à versão
esperança condicional de ν (como foi mostrado no Teorema 4.31). Logo, ν ∈ G ES se,
e somente se, para cada função cilíndrica f com suporte em Λ× B(Λ), ν satisfaz a
seguinte equação:
ν( f |σΛc , ηB(Λ)c)=φESΛ,B(Λ) ( f |σΛc , ηB(Λ)c), ν− q.c. (206)
Antes de prosseguirmos, salientamos dois pontos importantes, o primeiro é que na
notação (206), por abuso costumeiro de linguagem, estamos escrevendo ν( f |σΛc , ηB(Λ)c)
para referimo-nos à esperança condicional ν( f |FΛc ×FB(Λ)c)(η), onde FΛc ×FB(Λ)c
representa à σ-álgebra produto gerada pelos cilindros com base em Λc ×B(Λ)c. Um
segundo ponto é que a expressão φESΛ,B(Λ) ( f |σΛc , ηB(Λ)c) denota simplesmente uma
esperança que depende das configurações σΛc e ηB(Λ)c , portanto, essa notação não deve
ser confundida com a de uma esperança condicional. Em alguns textos, a equação (206)
é chamada, também, de equação DLR.
Em seguida, introduziremos as medidas ES com dois tipos especiais de condições de
fronteira: condição de fronteira livre e m-conectada.
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Modelo de Edwards-Sokal com condição de fronteira m-conectada.
Relembrando que, por definição (203), a medida de probabilidade φESΛ,B(Λ)(·|σΛc , ηB(Λ)c)
não tem dependência alguma sobre a configuração ηB(Λ)c . Assim, para cada Λ ∈ L
definimos a medida
φESΛ,m(·) ≡ φESΛ,B(Λ)(·|σmΛc , ηB(Λ)c),
onde σm é a configuração constante, σmx = m para todo x ∈ Zd, com m ∈ {1, · · · , q} fixo.
φESΛ,m(·) será chamada de medida ES com condição de fronteira m-conectada. A função






Modelo de Edwards-Sokal com condição de fronteira livre.
Analogamente, definimos a medida ES com condição de fronteira livre como a medida
φESΛ,B0(Λ)(·|σΛc , ηB0(Λ)c), que se obtém de (203) por considerar B ≡ B0. Por definição, esta
medida não depende da configuração σΛc . A única dependência que esta medida possui




é a configuração constante definida assim: η0e = 0 para cada e ∈ B(Zd). Neste caso
introduzimos a notação
φESΛ,livre(·) ≡ φESΛ,B0(Λ)(·|σΛc , η0B0(Λ)c). (207)







5.1.2 Estados de Gibbs na representação GRC
Dada uma configuração η ∈ Ω, definimos o conjunto das arestas abertas (ou ocupadas)
por Bocc(η) ≡
{
e ∈ B0(Zd) : ηe = 1
}
e o grafo correspondente (Zd,Bocc(η)) com conjunto
de vértices Zd e conjunto de arestas Bocc(η). Para cada conjunto finito de arestas B e
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onde os pesosWGRCB são definidos como






Aqui, o produto percorre sobre todos os aglomerados que contém origem
C(η) ≡ {y ∈ Zd : 0↔ y em η} ∪ {0},
tal que C(η) intercepta o conjunto de vértices V(B) e os fatores qp, p = 1, · · · , q, são
assumidos a ser números reais positivos tal que
∑
p∈Qmax(h)
qp > 1, (210)
onde Qmax(h) é o conjunto de cores onde o campo atinge seu valor máximo (veja
definição (212) abaixo). Já para os aglomerados (não necessariamente finitos) em η
que não interceptem V(B), definiremos WGRCB (ηB|ηBc) = 0. A medida φGRCB (·|ηBc)
será chamada de medida GRC, cuja notação provém da palavra em inglês general
random-cluster. Neste trabalho usar-se-ão termos técnicos como modelo GRC e medida
GRC, tendo sempre em mente que estamos nos referindo ao modelo e à medida de
aglomerados aleatórios generalizado definidos aqui.





Qmax(h) ≡ {p ∈ {1, · · · , q} : hp = hmax} (212)
e convencionando que e−∞ = 0; na definição (209), se p ∈ Qmax(h) com qp = 1 para todo
p ∈ {1, · · · , q}, então quando |C|= ∞ temos
WGRCB (ηB|ηBc) = (eβJ − 1)|Bocc(η)∩B| q|{C(η):C(η)∩V(B) 6=∅}|.
Observe-se que os aglomerados infinitos contribuem ao tamanho do conjunto Qmax(h),
isso não é casualidade, o Teorema 5.22 abaixo nos diz que quase certamente, a cor de um
aglomerado infinito (referindo-nos ao cor de cada spin do aglomerado) deve estar em
Qmax(h). Para usos futuros, escrevemos N∞ ≡ N∞(η) para denotar a variável aleatória
que conta o número de aglomerados infinitos de Bocc(η) e usaremos C∞ ≡ C∞(η) para
denotar o único aglomerado infinito em η, sempre que N∞ = 1.
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Similarmente à Subseção 5.1.1, introduzimos o conjunto das medidas de probabilidade
determinadas pela especificação
{
φGRCB : |B|< ∞
}
. Diremos que uma medida φ ∈
M1(Ω) satisfaz a condição DLR se esta satisfaz a seguinte equação:
φ( f ) DLR=
∫
φ(dη) φGRCB ( f |ωBc), (213)
onde f é uma função cilíndrica crescente com suporte em B. O conjunto destas medidas
será denotado por G GRC, onde
G GRC ≡
{
φ ∈ M1(Ω) : φ( f ) = φ(φGRCB ( f |·)), supp( f ) ⊂ B
}
.
Os elementos do conjunto G GRC são conhecidos como medidas de Gibbs a volume
infinito ou estados de Gibbs GRC. Um fato fundamental a enfatizar é que, devido
à perda de quase-localidade da especificação {φGRCB : |B|< ∞} (veja Proposição 5.13
abaixo) o fato de que φ ∈ G GRC não necessariamente é equivalente a que φ satisfaça a
seguinte versão de esperança condicional
φ( f |ηBc)=φGRCB ( f |ηBc), φ− q.c., (214)
para cada função cilíndrica f . Para se ter a equivalência entre essas definições, deve-
se impor a condição geométrica adicional da existência quase certa de um único
aglomerado infinito, veja Teorema 5.33.
Medida GRC com condição de fronteira livre.
Seja Λ ∈ L e η ∈ {0, 1}B0(Λ) uma configuração. Se C(η) denota um aglomerado






A medida GRC com condição de fronteira livre é obtida por normalizar os seguintes
pesos
WGRCΛ,livre(η) ≡ (eβJ − 1)|Bocc(η)∩B0(Λ)|∏
C(η)
Θlivre(C(η)), (216)
onde o produto percorre sobre todos os aglomerados C(η) do grafo (Λ,Bocc(η)∩B0(Λ)).
Esta medida de probabilidade é denotada por φGRCΛ,livre e, para cada η ∈ {0, 1}B0(Λ), esta
satisfaz φGRCΛ,livre(η) ∝WGRCΛ,livre(η), onde a constante de proporcionalidade é exatamente a
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(inversa da) função de partição do medida GRC e é denotada por ZGRCΛ,livre. Formalmente,




Medida GRC com condição de fronteira m-conectada.
Fixado m ∈ {1, · · · , q} e Λ ∈ L , se para cada η ∈ {0, 1}B(Λ), C(η) denota um
aglomerado sobre o grafo (Λ,Bocc(η)∩B(Λ)) 1 com Λ = Λ∪ ∂Λ, definimos
ΘΛ,m(C(η)) ≡
Θlivre(C(η)), se C(η)∩Λc = ∅eβhm|C(η)|, outro caso. (217)
A medida GRC com condição com fronteira m-conectada é obtida por normalizar os
seguintes pesos
WGRCΛ,m (η) ≡ (eβJ − 1)|Bocc(η)∩B(Λ)|∏
C(η)
ΘΛ,m(C(η)), (218)





A medida GRC com condição de fronteira m-conectada é denotada por φGRCΛ,m e para cada
η ∈ {0, 1}B(Λ) satisfaz φGRCΛ,m ∝WGRCΛ,m (η). A constante de proporcionalidade exatamente





Definição 5.1 (Medida GRC com condição de fronteira max-conectada). Se m, m˜ ∈




Esta medida será denotada por φGRCΛ,max e, frequentemente, o chamaremos de medida GRC com
condição de fronteira max-conectada.
É instrutivo considerar os efeitos de condições de fronteiras particulares sobre a
medida com pesos (209). Para enunciar as duas proposições seguintes, denotamos por
η(b) a configuração de arestas definida por η(b)e = b para cada e ∈ B0(Zd), com b = 0, 1.
1 Relembramos que Bocc(η) denota o conjunto de arestas e em η tal que ηe = 1.
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Proposição 5.1. Fazendo-se B ≡ B(Λ) e ηBc ≡ η(1)Bc em (209), obtemos a medida GRC com
condição de fronteira max-conectada φGRCΛ,max, sempre que Λ




Pela Proposição 5.1, nos vemos tentados a afirmar que, para cada m ∈ {1, · · · , q},
também, se satisfaz
φGRCB(Λ)(ηB(Λ)|η(1)B(Λ)c) = φGRCΛ,m (ηB(Λ)),
o que não necessariamente é certo, em geral. A Proposição 5.1 afirma que a identidade
acima é certa sempre que imponhamos a condição de que m ∈ Qmax(h). Observe que as
medidas φGRCΛ,m , ∀m ∈ Qmax(h), são constantes na cor, isto é, são iguais à medida φGRCΛ,max.
Proposição 5.2. Fazendo-se B ≡ B0(Λ) e ηBc ≡ η(0)Bc em (209), obtém-se a medida GRC com





Definição 5.2 (Medida RC). Nas definições das medidas GRC tanto com condições de fronteiras
gerais, livre ou m-conectada, se fazemos qp ≡ 1 para todo p ∈ {1, · · · , q}, estas medidas serão
chamadas simplesmente de medidas RC para substituir a palavra “medida de aglomerados
aleatórios”. Nesse caso, analogamente ao feito depois de (213), definiremos o conjunto G RC com
sua respectiva modificação.
O seguinte lema nos diz que, a volume finito, a RC marginal da medida ES é uma
medida RC a volume finito. A prova desse lema segue por observar, basicamente, as
definições das medidas ES e RC, a volume finito.
Lema 5.3 (RC marginais). Com base nas definições das medidas ES e RC, para cada Λ ∈ L ,
as seguintes RC marginais (ou arestas-marginais) são satisfeitas:
i) para cada função f cilíndrica com suporte em B0(Λ),
φESΛ,livre( f ) = φ
RC
Λ,livre( f );
ii) para cada função f cilíndrica com suporte em B(Λ),
φESΛ,m( f ) = φ
RC
Λ,m( f ), m = 1, 2, · · · , q.
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5.1.3 Estados de Gibbs na representação de spins
Considere o modelo de Potts de q estados onde cada spin é acoplado a um campo
magnético externo homogêneo (hp)
q
p=1. Seja Φ = (ΦΛ)Λ∈L a interação definida no
Exemplo 4.10 e HΦΛ o Hamiltoniano em Λ associado a Φ, estabelecido na Definição 4.12.
Nesta subseção, apresentamos uma modificação do Hamiltoniano H(·) introduzido em
(202), de modo que dita variante nos permita incorporar condições de fronteira. Este
Hamiltoniano é definido da seguinte forma:













hpδσx ,p − J ∑
{x,y}∈B(Zd):
x∈Λ,y∈∂Λ
δσx ,σy . (219)
Fixada a configuração σ sobre Λc, definamos a medida de probabilidade φSPINΛ (·|σΛc)







, se ZSPINΛ (σΛc) > 0
0, caso contrário,
(220)
onde ZSPINΛ (σΛc) é a função de partição que faz de φ
SPIN







Uma vez que Φ = (ΦΛ)Λ∈L é uma interação λ-admissível regular, pelo Lema 4.28, a
família γΦ = {φSPINΛ : Λ ∈ L } é uma especificação Gibbsiana quase-local. Diremos que
uma medida µ ∈ M1(Σq) satisfaz a equação DLR se µ é especificada pela família γΦ,
isto é, para cada função f cilíndrica com suporte em Λ, se satisfaz
µ( f ) DLR=
∫
µ(dσ) φSPINΛ ( f |σΛc). (221)
Definimos por G SPIN o conjunto de todas as medidas de probabilidade que satisfazem a
equação DLR. Por compreensão, G SPIN é
G SPIN ≡
{
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Os elementos de G SPIN são chamados, também, de estados ou medidas de Gibbs ou
estados de Gibbs SPIN. O conjunto G SPIN está formado por todas as medidas que são
consistentes (veja Definição 4.7) com a especificação γΦ. Dito de outra forma, G SPIN é a
classe de medidas de probabilidade que são preservadas por seus respectivos núcleos
de probabilidade.
Desde que γΦ é uma especificação quase-local, pelo Teorema 4.26, o conjunto G SPIN é
não vazio. Observe, também, que a quase-localidade e a consistência desta especificação,
segundo o Teorema 4.31, nos permite estabelecer a seguinte equivalência: cada µ ∈
G SPIN se, e somente se, µ admite a seguinte versão esperança condicional,
µ( f |σΛc) = φSPINΛ ( f |σΛc), µ− q.c., (222)
onde f é uma função cilíndrica com suporte em Λ.
O Lema 5.3 nos proporciona as RC marginais para a medida ES com condição de
fronteira livre e m-conectada. No entanto, o seguinte Lema nos informa sobre a SPIN
marginal da medida ES com condição de fronteira geral como foi definido em (203).
Lema 5.4 (SPIN marginal). Seja ν ∈ G ES, Λ ∈ L e f uma função cilíndrica com suporte em
Λ. Então a seguinte SPIN marginal é satisfeita:
φESΛ,B(Λ)( f |σΛc , ηB(Λ)c) = φSPINΛ ( f |σΛc).
Demonstração. Dado Λ ∈ L e o Hamiltoniano definido em (219), note que fator de
Boltzmann e−βHΦΛ (σΛσΛc ) pode expressar-se
e−βH
Φ











onde h(σx) ≡ ∑qp=1 hpδσx ,p. Usando o Lema 3.7, expandimos cada fator eβJδσx ,σy como
1 + (eβJ − 1)δσx ,σy . Logo, introduzindo a configuração ηB(Λ) = (ηb)b∈B(Λ) e usando o Lema
1.7 (como foi feito no Lema 3.9), podemos escrever o fator de Gibbs da seguinte forma
e−βH
Φ










WESΛ,B(Λ)(σΛ, ηB(Λ)|σΛc , ηB(Λ)c).
De onde se deduz φESΛ,B(Λ)( f |σΛc , ηB(Λ)c) = φSPINΛ ( f |σΛc), para cada função f cilíndrica.
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Nesta seção e no restante do capítulo, assumiremos que {qp : p = 1, · · · , q} é uma
sequência de números reais positivos que satisfazem a desigualdade
∑
p∈Qmax(h)
qp > 1, (223)
onde Qmax(h) ≡ {p ∈ {1, · · · , q} : hp = hmax} é o conjunto formado por todas as cores
onde o campo externo atinge um valor máximo. Consideraremos a relação de ordem
padrão sobre Ω = {0, 1}B0(Zd) definida por
ω, η ∈ Ω : ω  η ⇐⇒ ωe 6 ηe, ∀e ∈ B0(Zd).
Usaremos, também, a notação padrão ω ∨ η e ω ∧ η para denotar as configurações
máximo e mínimo. Tais configurações são definidas como
(ω ∨ η)e = max{ωe, ηe} e (ω ∧ η)e = min{ωe, ηe}, ∀e ∈ B0(Zd),
respectivamente.
Diremos que uma medida µ sobre Ω tem a propriedade látice FKG se esta satisfaz a
condição látice FKG:
µ(ω ∨ η) µ(ω ∧ η) > µ(ω) µ(η), ∀ω, η ∈ Ω. (224)
A classe de medidas que compõem a formulação do próximo resultado é caracterizada
pela condição que introduziremos a seguir como a propriedade FKG forte. Esse
conceito de monotonicidade é mais forte que a propriedade FKG (padrão). Foi mostrado
por Van den Berg e Burton [117] que a classe de medidas que satisfazem a propriedade
FKG forte é equivalente à classe de medidas que satisfazem a condição látice FKG, isso
é resumido no Teorema 5.5 (para maiores detalhes sobre a condição látice FKG, veja
referência [52]).
Para B ⊂ B′ finitos e ξ ∈ {0, 1}B′ , definimos
ΩξB ≡ {η ∈ {0, 1}B
′
: ηe = ξe, ∀e ∈ B′ \B} (225)
como o conjunto de configurações que coincidem com ξ sobre o complementar de B
com respeito a B′. Seja µ uma medida de probabilidade sobre {0, 1}B′ e sejam B, ξ tal
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que µ(ΩξB) > 0. Definimos a medida de probabilidade condicional µ
ξ
B sobre o espaço
de configurações finitas {0, 1}B por
µ
ξ
B(ηB) ≡ µ(ηB|ΩξB) =
µ(ηBξB′\B)
µ(ΩξB)
, ηB ∈ {0, 1}B, (226)
onde ηBξB′\B denota a configuração (chamada de configuração concatenada) definida
por
(ηBξB′\B)e =
ηe, se e ∈ Bξe, se e ∈ B′ \B.
Definição 5.3 (Propriedade FKG forte). Dizemos que uma medida µ tem a propriedade
FKG forte 2 se: para cada B ⊂ B′ e todo ξ ∈ {0, 1}B′ tal que µ(ΩξB) > 0, a medida µξB é
associada positiva, isto é, para cada função f , g mensurável crescente temos
µ
ξ





( f , g) > 0.
Seja µ uma medida sobre {0, 1}B′ , B ⊂ B′ subconjuntos finitos de B0(Zd) e ξ,ψ ∈
{0, 1}B tal que µ(ΩξB), µ(ΩψB) > 0. Dizemos que µ é monótona se: para cada função
cilíndrica crescente f , dependendo somente das arestas de B, tem-se
µ
ξ
B( f ) 6 µ
ψ
B( f ), sempre que ξ  ψ.





B, sempre que ξ  ψ. (227)
A medida µ é chamada de 1-monótona se (227) se satisfaz para todo conjunto de arestas
B unitário.
Com base nestas definições prévias, enunciamos o seguinte teorema que será de vital
importância no decorrer da apresentação do trabalho.
Teorema 5.5. Seja µ uma medida de probabilidade estritamente positiva sobre {0, 1}B′ (isto é,
µ(ω) > 0, ∀ω ∈ {0, 1}B′). As seguintes afirmações são equivalentes.
(a) µ tem a propriedade FKG forte.
2 Em alguns textos, a propriedade FKG forte é conhecida, também, como associação fortemente positiva.
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(b) µ satisfaz a condição látice FKG.
(c) µ é monótona.
(d) µ é 1-monótona.
Demonstração. Para uma prova por extenso deste teorema, veja [65], Teorema 2.24, p.
28.
5.2.1 Propriedade FKG forte e algumas consequências
A seguinte ferramenta técnica, chamada propriedade FKG, é uma propriedade de
vital importância das medidas a volume finito definidas aqui. Essa propriedade nos
permitirá dar sequência a nossa apresentação, pois através dela é possível obter a maioria
das monotonicidades deste trabalho, o que nos ajudará economizando esforço analítico.
Essa ferramenta faz o papel análogo à independência para modelos que possuem a
propriedade de ser independente como, por exemplo, o modelo de percolação (de
Bernoulli) definido no Capítulo 2. Salientamos que as medidas de Gibbs definidas neste
capítulo carecem de independência, e é por isso que requeremos dessa propriedade.
Teorema 5.6 (Propriedade FKG forte). Sejam q ∈ Z+, β > 0, J > 0, (hp)qp=1 uma sequência
de campos externos e {qp : p = 1, · · · , q} uma sequência de números reais satisfazendo (223).
Para qualquer Λ ∈ L , as medidas φGRCΛ,livre e φGRCΛ,max têm a propriedade FKG forte.
Demonstração. Por simplicidade, assumiremos que o campo magnético satisfaz a se-
guinte relação:
h1 6 h2 6 · · · 6 hp 6 · · · 6 hq. (228)
Fixando o volume Λ ∈ L , pelo Teorema 5.5, para provar a propriedade FKG forte da
medida φGRCΛ,# onde # denota a condição de fronteira livre ou m-conectada, é condição
necessária e suficiente provar a condição látice FKG para a medida φGRCΛ,# , a qual, a sua
vez, é equivalente a provar a seguinte desigualdade
WGRCΛ,# (η(1) ∨ η(2))WGRCΛ,# (η(1) ∧ η(2)) > WGRCΛ,# (η(1))WGRCΛ,# (η(2)), (229)
onde η(1) e η(2) são configurações arbitrárias.
Por definir
R(ξ , η) ≡ W
GRC
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pode-se ver que (229) se mantém se
R(η(1), η(2)) > R(η(1) ∧ η(2), η(2)), (230)
isto é, a condição (229) é satisfeita sempre que verifiquemos que R(ξ, η) é crescente em
ξ , para cada η fixado.
Para cada configuração η fixa, escolhemos um ordem arbitrário para o conjunto de
arestas abertas Bocc(η) e o representamos como a sequência (e1, · · · , e|Bocc(η)|). Logo,
para qualquer configuração ξ 3 temos




R(ξ ∨ η(e1) ∨ · · · ∨ η(ek−1), η(ek)),
onde a configuração η(e) é definida por
(η(e))b =
1, se b = e0, se b 6= e, ∀b ∈ B0(Λ) ou b ∈ B(Λ).
Portanto, é suficiente provar (230) para configurações ξ, η(1) e η(2) tal que ξ tenha,
no mínimo, duas coordenadas nulas ou, no máximo, uma coordenada nula, com
η(1) ≡ ξ ∨ η(b), η(2) ≡ ξ ∨ η(b′). Começaremos assumindo que ξ tem, no mínimo, duas
coordenadas nulas que, por simplicidade, o denotaremos assim
ξ ≡ (∗, · · · , ∗, 0︷︷
b−ésimo
, ∗, · · · , ∗, 0︷︷
b′−ésimo
, ∗, · · · , ∗),
onde b, b′ ∈ B(Λ) ou b, b′ ∈ B0(Λ), b 6= b′ e os asteriscos denotam elementos genéricos
em {0, 1} (não necessariamente iguais). Se definimos as configurações
ξb ≡ (∗, · · · , ∗, 1︷︷
b−ésimo
, ∗, · · · , ∗, 0︷︷
b′−ésimo
, ∗, · · · , ∗),
e
ξb
′ ≡ (∗, · · · , ∗, 0︷︷
b−ésimo
, ∗, · · · , ∗, 1︷︷
b′−ésimo
, ∗, · · · , ∗),
temos que η(1) = ξ ∨ η(b) = ξb, η(2) = ξ ∨ η(b′) = ξb′e η(1) ∧ η(2) = ξ.
Com o intuito de provar (230) é suficiente verificar que
R(ξb, ξb′) > R(ξ , ξb′), com b 6= b′. (231)
3 Aqui, a configuração ξ pertence ao espaço {0, 1}B0(Λ) ou ao espaço {0, 1}B(Λ) sempre que não se
especifique.
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Portanto, nos concentraremos em provar (231). Para isso primeiro observamos que
(eβJ − 1)|Bocc(ξb∨ξb′ )∩B(Λ)| = (eβJ − 1)2(eβJ − 1)|Bocc(ξ)∩B(Λ)|,
(eβJ − 1)|Bocc(ξb)∩B(Λ)| = (eβJ − 1)(eβJ − 1)|Bocc(ξ)∩B(Λ)|,
(eβJ − 1)|Bocc(ξ∨ξb′ )∩B(Λ)| = (eβJ − 1)(eβJ − 1)|Bocc(ξ)∩B(Λ)|.
Então, segue que
(eβJ − 1)|Bocc(ξb∨ξb′ )∩B(Λ)|
(eβJ − 1)|Bocc(ξb)∩B(Λ)| =
(eβJ − 1)2(eβJ − 1)|Bocc(ξ)∩B(Λ)|
(eβJ − 1)(eβJ − 1)|Bocc(ξ)∩B(Λ)| = e
βJ − 1
=
(eβJ − 1)(eβJ − 1)|Bocc(ξ)∩B(Λ)|
(eβJ − 1)|Bocc(ξ)∩B(Λ)| =
(eβJ − 1)|Bocc(ξ∨ξb′ )∩B(Λ)|
(eβJ − 1)|Bocc(ξ)∩B(Λ)| .
Identidades similares às de acima obtêm-se para o caso da condição de fronteira livre
fazendo-se B ≡ B0. Pelo cálculo anterior e pelas definições dos pesosWGRCΛ,livre,WGRCΛ,m a
prova de (231) se reduz a provar a desigualdade
ΘΛ,#(C(ξb ∨ ξb′))
ΘΛ,#(C(ξb))




onde # denota a condição de fronteira livre ou m-conectada.
Caso condição de fronteira livre.
Dividiremos a prova de (232) em vários casos. Sejam A1, A2, B1 e B2 os aglomerados
do grafo (Λ, |Bocc(ξ)∩B0(Λ)|), consideraremos os casos mostrados na Figura 28
Figura 28: Aglomerados A1, A2, B1 e B2 no grafo (Λ, oB0(Λ)(ξ)).
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O caso (I) representa o fato de que os vértices da aresta b pertencem ao aglomerado A1,
A2 e os vértices de b′ pertencem ao aglomerado B1, B2. Neste caso, o lado esquerdo e o
lado direito de (232) são iguais, desde que
Θlivre(A1 ∪ A2)Θlivre(B1 ∪ B2)




Para o caso caso (I I), devemos de provar que
Θlivre(A ∪ B ∪ C)




o qual é equivalente a provar a seguinte desigualdade
Θlivre(C)Θlivre(A ∪ B ∪ C) > Θlivre(C ∪ A)Θlivre(C ∪ B). (233)
Para facilitar-nos a prova de (233), para cada p ∈ {1, · · · , q} definimos os seguintes
números
ap ≡ eβ hp|A|, bp ≡ eβ hp|B| e cp ≡ eβ hp|C|.




p=1 são não decrescentes em p.























onde rp,p′ ≡ qpcpqp′cp′ , a ≡ (a1, · · · , aq) e b ≡ (b1, · · · , bq). Note que ϕ é uma forma
bilinear simétrica e que (234) pode ser escrita como
ϕ(1, c) > ϕ(a, b), onde c ≡ (a1b1, · · · , aqbq). (235)
Portanto, resta provar (235), o que claramente se mantém desde que
rp,p′(ap′ − ap)(bp′ − bp) > 0 ⇔ ϕ(1, c)− ϕ(a, b)− ϕ(b, a) + ϕ(c, 1) > 0.
Procedemos a provar (232) para o caso (I I I). Agora provaremos que
1 =
Θlivre(A ∪ B)
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onde usamos que ∀p ∈ {1, · · · , q}, bp′ > bp sobre o conjunto Qmax(h).
Para os casos onde os vértices de b ou de b′ são contidos no mesmo aglomerado, a
desigualdade é trivial.
Caso condição de fronteira max-conectada.
Suponha que m˜ ∈ Qmax(h). Para provar a desigualdade (232), outra vez temos que
analisar os três casos expostos na Figura 28. Para o caso (I), analogamente ao caso da
condição de fronteira livre, temos
ΘΛ,m˜(A1 ∪ A2)ΘΛ,m˜(B1 ∪ B2)




independentemente dos aglomerados A1, A2, B1 e B2 e das possíveis combinações que
interceptam Λc.
Para o caso (I I) e todas as configurações mostradas nas figuras abaixo
temos da definição (218) de ΘΛ,m˜ que a seguinte igualdade se mantém
cm˜am˜bm˜cm˜ = am˜cm˜bm˜cm˜.
Para as seguintes configurações que também aparecem no caso (I I) da Figura 28:
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a qual é verdade porque am˜ > ap, ∀p = 1, · · · , q. Finalmente, em (c) a desigualdade














a qual segue de (223) e pelo fato de que quando p ∈ Qmax(h) tem-se cp = eβhmax|C| = cm˜.
Agora, consideraremos o caso (I I I) (da Figura 28), dividindo seu análise nos seguintes
sub-casos
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é válida. Para o último sub-caso ( f ), temos que provar que am˜bm˜ = am˜bm˜, o que é
obviamente verdadeiro.
Na condição de fronteira max-conectada, se os vértices extremos de b ou de b′ per-
tencem ao mesmo aglomerado, o resultado segue. Para finalizar a prova, necessitamos
considerar o caso em que ξ tem, no máximo, uma coordenada nula e η(1) ≡ ξ ∨ η(b),
η(2) ≡ ξ ∨ η(b′). Suponha que
ξ ≡ (1, · · · , 1, 0︷︷
b−ésimo
, 1, · · · , 1, 1︷︷
b′−ésimo
, 1, · · · , 1)
onde b, b′ ∈ B(Λ), com b 6= b′. Definindo as configurações
ξb ≡ (1, · · · , 1, 1︷︷
b−ésimo
, 1, · · · , 1, 1︷︷
b′−ésimo
, 1, · · · , 1)
e
ξb
′ ≡ (1, · · · , 1, 0︷︷
b−ésimo
, 1, · · · , 1, 1︷︷
b′−ésimo
, 1, · · · , 1),
pode-se ver que η(1) = ξ ∨ η(b) = ξb, η(2) = ξ ∨ η(b′) = ξb′ e que η(1) ∧ η(2) = ξ . Neste caso,
para provar (230) para as condições de fronteira livre e max-conectada, é suficiente
provar que R(ξb, ξb′) = R(ξ , ξb′) com b 6= b′, porém isto é trivial desde que
















= R(ξ , ξb′),
o que conclui a prova.
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A proposição a seguir cumpre um papel fundamental na prova do Lema 5.8, esta
proposição diz que se uma medida de probabilidade µ sobre o espaço {0, 1}B0(Zd) tem
a propriedade FKG forte, então, a medida de probabilidade condicional µ(·|ΩξB) sobre




B ≡ {η ∈ {0, 1}B0(Z
d) : ηe = ξ, ∀e ∈ Bc}, ξ ∈ {0, 1}B0(Zd), (236)
o conjunto de configurações que coincidem no complementar do conjunto de arestas B
com respeito a B0(Zd). Cabe observar a diferença da definição do conjunto Ω
ξ
B com a
definição (225) do conjunto ΩξB.
Proposição 5.7. Seja B ⊂ B0(Zd) finito , µ uma medida de probabilidade sobre {0, 1}B0(Zd)
que possui a propriedade FKG forte, ξ ∈ {0, 1}B0(Zd) e µ˜(·) ≡ µ(·|ΩξB). Então, a medida de
probabilidade condicional µ˜ possui, também, a propriedade FKG forte.
Demonstração. Segundo a definição da propriedade FKG forte de uma medida e a
notação feita em (226), para cada função crescente cilíndrica f , g : {0, 1}B0(Zd) → R e
B ⊂ B0(Zd) um subconjunto finito, se
µ
ξ




B( f · g) > µ˜ξB( f ) µ˜ξB(g). (238)
De fato, dado ξ ∈ {0, 1}B0(Zd) e f : {0, 1}B0(Zd) → R uma função cilíndrica crescente,
definimos a função crescente f ξB : {0, 1}B0(Z
d) → R por
f ξB(η) ≡ f (ηξB),
onde a configuração ηξB é definida por
(ηξB)e =
ηe, se e ∈ Bξe, se e ∈ B0(Zd) \B.
Observamos que f ξB é uma função crescente sobre {0, 1}B.
Por outro lado, considere B′ ⊂ B0(Zd) finito tal que B ⊂ B′ e definamos a função
crescente f˜ ξB : {0, 1}B
′ → R por
f˜ ξB(ηB′) ≡ f ((ηξB)B′),
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onde (ηξB)B′ é a projeção da configuração η
ξ
B sobre o conjunto B
′, isto é
(ηξB)e =
ηe, se e ∈ Bξe, se e ∈ B′ \B.
Observe que f˜ ξB é, também, uma função crescente sobre {0, 1}B. Adotadas estas notações,
lembrando a definição do conjunto ΩξB dado em (225), tem-se
µ˜
ξ
B( f · g) =
µ˜( f˜ ξB · g˜ξB)
µ˜(ΩξB)
=


















µ( f ξB · gξB)
µ(ΩξB)
=
µ( f˜ ξB · g˜ξB)
µ(ΩξB)
= µξB( f˜ · g˜), (239)
onde, na primeira igualdade, no numerador da terceira igualdade e na última igualdade,
usamos a definição de esperança condicional dada em (226). Na segunda igualdade
usamos a definição da medida de probabilidade µ˜. Já no denominador da terceira
igualdade se observa que ΩξB ⊂ Ω
ξ
B, portanto, segue a quarta igualdade. Observe que,
pela definição de esperança condicional, por convenção, estamos assumindo que os
conjuntos ΩξB e Ω
ξ
B têm medida estritamente positiva.




B( f ) = µ
ξ





Finalmente, usando (239), estas duas (últimas) identidades e a hipótese (237) temos
µ˜
ξ
B( f · g) = µξB( f˜ · g˜) > µξB( f˜ ) µξB(g˜) = µ˜ξB( f ) µ˜ξB(g),
o que prova (238).
Como veremos a seguir, em geral, para qualquer subconjunto finito B ⊂ B0(Zd), a
medida a volume finito φGRCB (·|ηBc) também tem a propriedade FKG forte. A ideia da
prova deste fato, como veremos em seguida, é que a medida φGRCB (·|ηBc) pode ser escrita
como limite (pontual) de medidas de probabilidade, as quais podem ser expressadas
como medidas condicionais da medida φGRC∆,livre, que, pelo Teorema 5.6, têm a propriedade
FKG forte.
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Lema 5.8. Sejam β > 0, J > 0, qp > 0, p = 1, · · · , q e suponha que os parâmetros qp obedecem
a condição (223). Para qualquer B ⊂ B0(Zd) finito, a medida φGRCB (·|ηBc) tem a propriedade
FKG forte.
Demonstração. Considerando ∆ ∈ L e η ∈ {0, 1}B0(Zd), seja η(∆) a configuração definida
por
(η(∆))e ≡
ηe, se e ∈ B0(∆)0, se e ∈ B0(∆)c.
Uma vez que η(∆)
B0(∆)






















= e−βhmax|∆| · WGRC∆,livre(η) = e−βhmax|∆| · WGRC∆,livre(η(∆)), (240)
onde, na segunda igualdade, simplesmente se fatorou o termo e−βhmax|∆| do produtório
correspondente e se usou, também, o fato de que o número de aglomerados C(η(∆)) que
interceptam ∆ é igual ao número de aglomerados C(η) do grafo (∆,Bocc(η)∩B0(∆)), no
entanto, na última igualdade se usou a identidadeWGRC∆,livre(η) =WGRC∆,livre(η(∆)), tendo-se
em conta a definição da configuração η(∆) e do fatorWGRC∆,livre(·).
Seguindo a definição (236) do conjunto Ω
0
B0(∆), para cada função crescente cilíndrica
f : {0, 1}B0(Zd) → R, definimos a função crescente f 0∆ : {0, 1}B0(Z
d) → R por
f 0∆(η) ≡ f (η(∆)),
onde a configuração η(∆) foi definida no começo desta prova. Observamos que f 0∆ é uma
função crescente sobre o espaço de configurações {0, 1}B0(∆).
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Por outro lado, como a medida φGRC∆,livre tem a propriedade FKG forte, pela Proposição 5.7,
a medida de probabilidade condicional φGRC∆,livre(·|Ω
0
B0(∆)), também, possui a propriedade
FKG forte. Combinando essa observação com o fato de que a família {φGRCB (·|η(∆)Bc ) : |B|<
∞} forma uma especificação consistente, de (241) obtemos que a medida φGRCB (·|η(∆)Bc )
possui a propriedade FKG forte para B ⊂ B(∆).
Para concluir a demonstração, veja que se o limite
lim
∆↑Zd
φGRCB (·|η(∆)Bc ) = φGRCB (·|ηBc) (242)
é satisfeito, pelo fato de que a medida φGRCB (·|η(∆)Bc ) possui a propriedade FKG forte,
o limite φGRCB (·|ηBc), também, possuirá a propriedade FKG forte, o que concluiria a
demonstração. Portanto, no que resta da prova, nos dedicaremos a provar a validez do
limite em (242). De fato, seja f uma função cilíndrica que depende somente das arestas
em B, tal que B ⊂ B0(∆) e denote Θ̂(C(η)) ≡ ∑qp=1 qp e−β(hmax−hp)|C(η)|. Pela definição da
medida de probabilidade φGRCB (·|η(∆)Bc ) segue que
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Como |C|= 1∪x∈Zd{0↔x}, segue que |C| é crescente no sentido FKG. Além disso, como
η(∆) ↑ η temos 1∪x∈Zd{0↔x}(η
(∆)) = 1∪x∈Zd{0↔x}(η), para ∆ suficientemente grande, o que
implica |C(η(∆))| ↑ |C(η)|, sempre que ∆ ↑ Zd.
Por outro lado, para cada η ∈ {0, 1}B0(Zd), existe ∆ ∈ L tal que
|{C(η(∆)) ⊆ (∆,Bocc(η(∆))) : C(η(∆))∩V(B)c 6= ∅, C(η(∆))∩ ∂∆ 6= ∅} |
=
|{C(η) ⊆ (Zd,Bocc(η)) : C(η)∩V(B)c 6= ∅, |C(η)|= ∞} |.




































Θ̂(C(η)) = φGRCB ( f |ηBc).
Isto prova (242) e, em consequência, a prova do lema segue.
O próximo resultado, de certo modo, é uma generalização do Corolário 3.39. Este
resultado nos proporciona a monotonicidade das medidas GRC com respeito à condição
de fronteira. Novamente, a utilidade da propriedade FKG é fundamental no esquema
da prova.
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Lema 5.9. Sejam β > 0, J > 0, qp > 0, p = 1, · · · , q e suponha que os parâmetros qp obedeçam
a condição (223). Para qualquer subconjunto finito B ⊂ B0(Zd), a aplicação η 7→ φGRCB (·|ηBc)
é crescente no sentido FKG. Isto é, para cada função cilíndrica crescente f
φGRCB ( f |ξBc) 6 φGRCB ( f |ψBc), sempre que ξ  ψ.
Demonstração. Dado ξ ∈ Ω e f : Ω → R uma função cilíndrica crescente, definimos a
função crescente f ξB : Ω→ R por
f ξB(η) ≡ f (ηξB),
onde a configuração ηξB é definida por
(ηξB)e =
ηe, se e ∈ Bξe, se e ∈ Bc.
Observe que f ξB é uma função crescente sobre o espaço de configurações finito {0, 1}B.
Seguindo a mesma ideia de [65], Lema 4.14, p. 71, aumentaremos o grafo (V(B),B) por
adicionar algumas arestas extras na fronteira ∂V(B). Para cada x 6= y em ∂V(B), adicio-
namos novas arestas entre x e y, denotadas por [x, y]. Caso uma aresta {x, y} já exista,
simplesmente adicionamos outra aresta em paralelo. Escrevemos F para o conjunto das
novas arestas, B ≡ B ∪ F; {0, 1}B para o espaço de configurações aumentadas e seja
φ
ξ
B(·) ≡ φGRCB (·|ξBc) a medida GRC sobre o grafo aumentado (V(B),B). Pelo Lema 5.8,
a medida φξB tem a propriedade FKG forte, logo, ela satisfaz os itens do Teorema 5.5.
Para ξ ∈ Ω, seja ξ∼ a relação de equivalência sobre ∂V(B) dada por: x ξ∼ y se, e
somente se, existe um caminho ξ-aberto de B0(Zd) \B ligando x a y. Defina
Fξ ≡ {[x, y] ∈ F : x ξ∼ y}.
Seja ξ  ψ, logo, Fξ ⊆ Fψ. Para cada configuração ηB ∈ {0, 1}B, definimos a configura-





1, se e ∈ Fξ
0, se e ∈ F \Fξ
ηe, se e ∈ B.
Veja que ω(ξ)  ω(ψ). Motivados pela definição dada em (225), definimos o conjunto
Ωω
(ξ)
B ≡ {ηB ∈ {0, 1}B : ηe = ω(ξ)e , ∀e ∈ B \B}
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de configurações em {0, 1}B que coincidem com ω(ξ) no complementar de B (com
respeito a B). Levando em conta estas definições, temos
φGRCB ( f |ξBc) = φGRCB ( f ξB|ξBc) = φξB( f ξB|Ωω
(ξ)













= φGRCB ( f
ψ
B |ψBc) = φGRCB ( f |ψBc),
onde a segunda e terceira igualdade podem ser provadas usando argumentos análogos
à prova do Lema 5.8. Na primeira desigualdade se usou o Teorema 5.5, especificamente
a monotonicidade da medida φξB, desde que esta satisfaz a propriedade FKG forte, no
entanto, na segunda desigualdade o fato de que f ξB 6 f
ψ
B .
O seguinte corolário é válido para qualquer medida de probabilidade, uma vez que
esta medida tenha a propriedade FKG forte. Este resultado nos fornece monotonicidades
FKG com respeito a eventos especiais, como veremos em seguida.
Corolário 5.10. Sejam B ⊂ B′ dois subconjuntos de arestas e µ uma medida de probabilidade
definida sobre o espaço {0, 1}B′ satisfazendo a propriedade FKG forte. Para cada função cilíndrica
crescente f , as seguintes desigualdades entre esperanças condicionais (com respeito a µ) são
satisfeitas:
µ( f |ηB = 0) > µ( f |ηB′ = 0) e µ( f |ηB = 1) 6 µ( f |ηB′ = 1),
onde {ηB = b} denota o evento {η ∈ {0, 1}B′ : ηe = b, ∀e ∈ B}, com b = 0, 1.
Demonstração. Por simplicidade da apresentação, unicamente faremos a prova para a
desigualdade que involucra o evento {ηB = 1}, já que a outra desigualdade é pro-
vada usando os mesmos argumentos. Por propriedades elementares de esperanças
condicionais, veja que
µ( f |ηB = 1) = ∑
ξ∈{0,1}B′
µ( f · 1{ηB′\B=ξ}|ηB = 1)
= ∑
ξ∈{0,1}B′
µ( f |ηB = 1, ηB′\B = ξ) µ(ηB′\B = ξ|ηB = 1)
6 µ( f |ηB′ = 1) ∑
ξ∈{0,1}B′
µ(ηB′\B = ξ|ηB = 1)
= µ( f |ηB′ = 1),
onde, na desigualdade, usamos o fato de que a condição de fronteira 1 domina a
qualquer condição de fronteira ξ juntamente com a propriedade FKG forte da medida µ
(portanto, µ é monótona, veja Teorema 5.5).
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5.2.2 Limite fraco da medida GRC
O objetivo desta subseção é mostrar a existência de limites fracos, no sentido da
Definição 3.14, das medidas GRC φGRCΛ,livre e φ
GRC
Λ,max. Para isso, primeiro usaremos as
monotonicidades e dominações FKG mostradas na subseção anterior para provar o
seguinte lema de dominação FKG no volume. Precisamente, o Lema 5.11 é uma
consequência da propriedade forte FKG e do Corolário 5.10. Este lema pode-se ver
como uma generalização da Proposição 3.43 do Capítulo 3.
Lema 5.11 (Dominação no volume). Sejam β > 0, J > 0, qp > 0, p = 1, · · · , q e suponha
que os parâmetros qp obedecem a condição (223). Além disso, seja Λ ⊂ ∆ em L . Então
φGRCΛ,livre( f ) 6 φGRC∆,livre( f ) e φGRCΛ,max( f ) > φGRC∆,max( f ),
para cada função cilíndrica crescente f .
Demonstração. Primeiro, provaremos a monotonicidade no caso da condição de fronteira
livre. Para isso, considere Λ ⊂ ∆ em L , f : {0, 1}B0(∆) → R uma função cilíndrica
crescente e o evento Ω0
B0(Λ)
definido em (225) com B′ = B(∆). Note que Ω0
B0(Λ)
é um
evento decrescente (no sentido FKG), logo, por uma inspeção simples na definição da
medida φGRCΛ,livre, veja que
φGRC∆,livre( f |Ω0B0(Λ)) = φGRCΛ,livre( f ).
Em seguida, usando a identidade acima e a propriedade FKG forte da medida φGRC∆,livre,
obtemos
φGRCΛ,livre( f ) 6 φGRC∆,livre( f ).
Para provar a outra monotonicidade, com respeito à condição de fronteira max-
conectada, a prova é bem mais elaborada. Primeiramente, observe que o evento Ω1
B(Λ),
definido em (225) com B′ = B(∆), é crescente (no sentido FKG). Segundo, no caso
que Λc é conexo, a prova procede como caso particular da prova para o caso quando
Λc não é conexo. No entanto, no caso em que ∆ \Λ não é conexo, denotaremos por
H1, · · · , Hk os buracos que provocam esta não conexidade. Para contornar o problema
de não conexidade fora de Λ, usamos o seguinte truque padrão: para cada buraco Hi,
introduzimos uma aresta (fantasma) adicional bi com uma extremidade em Hi e a outra
em ∂∆. Considerando
B∗(∆) ≡ B(∆)∪ {b1, · · · , bk},
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definimos a medida GRC max-conectada φGRC∆,max sobre o grafo aumentado (∆,B
∗(∆)),
onde ∆ = ∆ ∪ ∂∆. Seja f : {0, 1}B∗(∆) → R uma função cilíndrica crescente. Com
as definições consideradas acima, por uma inspeção simples da definição da medida
φGRC∆,max, veja que
φGRC∆,max( f ) = φ
GRC
∆,max( f |Ω0B(∆)) e φGRCΛ,max( f ) = φGRC∆,max( f |Ω1B(Λ)).
Usando as identidades acima tem-se
φGRC∆,max( f ) = φ
GRC
∆,max( f |Ω0B(∆)) 6 φGRC∆,max( f |Ω1B(∆)) 6 φGRC∆,max( f |Ω1B(Λ)) = φGRCΛ,max( f ),
onde, na primeira desigualdade, usamos a propriedade FKG forte da medida φGRC∆,max
(pois, a propriedade FKG forte implica na monotonicidade da medida, veja Teorema
5.5), no entanto, na segunda desigualdade, usamos o Corolário 5.10 com a inclusão
B∗(∆) \B(∆) ⊂ B∗(∆) \B(Λ).
Tendo a nossa disposição a dominação FKG no volume, observe-se que o argumento
mostrado abaixo para provar a existência de limites fracos (ou limite termodinâmico)
das medidas a volume finito φGRCΛ,max, φ
GRC
Λ,livre e a invariância por translação das medidas
limite segue da teoria padrão do modelo de aglomerados aleatórios com campo nulo
(veja Teorema 3.41). Portanto, o Lema 5.11 e a propriedade FKG forte (além dos
resultados prévios) são resultados fundamentais quando, em certo modelo, se deseja
provar existência de limites fracos.
Teorema 5.12. Sejam β > 0 e hp ∈ R, p = 1, · · · , q. Se f é uma função quase-local crescente
sobre Ω, logo, os limites fracos
φGRCmax ( f ) ≡ lim
Λ↑Zd
φGRCΛ,max( f ) e φ
GRC
livre ( f ) ≡ lim
Λ↑Zd
φGRCΛ,livre( f )
existem, pertencem ao conjunto G GRC e são invariantes por translação.
Demonstração. Como consequência do Lema 5.11, a sequência {φGRCΛ,livre : Λ ∈ L } (resp.
{φGRCΛ,max : Λ ∈ L }) é crescente (resp. decrescente) quando Λ cresce (na ordem definida
pela inclusão de conjuntos), logo, a existência dos limites desejados existem para cada
função local crescente. Por um argumento padrão de aproximações, a existência destes
limites é válida, também, para toda função quase-local crescente.
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Para provar a invariância por translação destas medidas, considere um evento A
crescente dependendo de um número finito de arestas, todas incluídas em uma caixa
Λ ⊂ Zd. Seja θj a translação em j da rede Zd. Pelo Lema 5.11, temos
φGRClivre (A) > φGRCΛ,livre(A) = φGRCθ−1j Λ,livre(θ
−1
j A) −→ φGRClivre (θ−1j A), quando Λ ↑ Zd.
Pelo mesmo raciocínio, substituindo A ≡ θ−1j A e θj ≡ θ−1j na expressão acima, obtemos
φGRClivre (θ
−1
j A) > φGRClivre (A).
Portanto, φGRClivre ◦ θ−1j (A) = φGRClivre (θ−1j A) = φGRClivre (A). Por aproximações padrões obtemos
que φGRClivre ◦ θ−1j = φGRClivre . Por outro lado, usando o Lema 5.11 e um raciocínio similar ao
feito acima, obtemos φGRCmax ◦ θ−1j = φGRCmax , ∀j ∈ Zd.
A maior parte da teoria padrão de estados de Gibbs, como em suas interpretações
físicas, requer de quase-localidade (veja referências [57, 106]). A ausência desta pro-
priedade gera um impedimento técnico maior na análise dos estados de Gibbs na
representação GRC, como veremos ao longo da apresentação.
Proposição 5.13. A especificação {φGRCB : |B|< ∞} não é quase-local.
Demonstração. Dados Λ, Γ ∈ L , tal que Λ ⊂ Γ, seja pi−1Λ (B) um cilindro com base em Λ.
Aqui, B é um evento do conjunto das partes de {0, 1}B0(Λ) e piΛ é a projeção canônica





· 1pi−1Λ (B)(η), a




















Pela Subseção 3.4.6, a medida φ
GRC,(0)qp=1





livre , também, não é quase-local.
5.2.3 Monotonicidades
Para fins técnicos desta subseção, definimos a probabilidade de percolação
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e a probabilidade de percolação auxiliar
P˜∞(β, J, h) ≡ inf
φ∈G˜GRC
φ(|C0|= ∞), (245)
onde C0 ≡ C0(η) é o aglomerado que contém a origem 0 ∈ Zd. Aqui, o supremo e o
ínfimo estão sendo tomados sobre o conjunto G˜ GRC de todas as medidas de Gibbs GRC
invariantes por translação. Para as medidas RC consideradas aqui, as definições de
P∞(β, J, h) e P˜∞(β, J, h) são obviamente modificadas por substituir o espaço G˜ GRC das
medidas de Gibbs GRC invariantes por translação pelo espaço G˜ RC das medidas de
Gibbs RC invariantes por translação. Como será visto no Corolário 5.18, a densidade
P∞(β, J, h) é, justamente, a medida de percolação da medida φRCmax, a qual é não decres-
cente e contínua pela direita como função de J. Similarmente, veremos que P˜∞(β, J, h)
é a probabilidade de percolação da medida φRClivre. Definimos, também, o acoplamento
crítico
Jc(β, h) ≡ inf{J > 0 : P∞(β, J, h) > 0}. (246)
Se substituímos P∞(β, J, h) por P˜∞(β, J, h) na definição acima, o valor de Jc(β, h) não
muda, isso será visto como consequência do Corolário 5.18.
Estados limites
Em seguida, definimos o conjunto dos limites termodinâmicos da especificação
{φGRCBn : |Bn|< ∞}, onde {Bn : n ∈N} é uma sequência cofinal em B0(Zd) :
G GRClim ≡
{






Em geral, não é fácil relacionar os conjuntos G GRC e G GRClim devido à perda da proprie-
dade de quase-localidade da especificação {φGRCB : |B|< ∞} (veja Proposição 5.13). Um
dos casos onde esses conjuntos podem ser relacionados é o caso no qual assumimos a
existência de, no máximo, um aglomerado infinito com probabilidade um. No Corolário
5.32, provaremos a seguinte relação: G GRClim ⊆ G GRC. Usando a propriedade FKG forte
para o modelo GRC mais os resultados prévios, provamos o seguinte teorema.
Teorema 5.14. Sejam β > 0, J > 0, qp > 0, p = 1, · · · , q e suponha que os parâmetros qp
obedecem a condição (223). Logo se φ ∈ G GRC ou φ ∈ G GRClim , para cada função quase-local
crescente f tem-se
φGRClivre ( f ) 6 φ( f ) 6 φGRCmax ( f ).
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Demonstração. Dado Λ ∈ L , pelo Lema 5.9 (com B ≡ B(Λ)), para cada função cilíndrica
crescente tem-se
φGRCB(Λ)( f |η(0)B(Λ)c) 6 φGRCB(Λ)( f |ηB(Λ)c) 6 φGRCB(Λ)( f |η(1)B(Λ)c), (248)
onde η(b) é a configuração com η(b)e = b, para todo e ∈ B0(Zd) e b = 0, 1.
Denotando Λ˜ ≡ V(B(Λ)), note que B0(Λ˜) = B(Λ) e que Λ ⊂ Λ˜. Logo,





) = φGRCB(Λ)( f |η(0)B(Λ)c),
onde, na desigualdade, usamos o Lema 5.11 e, na primeira igualdade, usamos a
Proposição 5.2. Pela Proposição 5.1 temos, também, que
φGRCB(Λ)( f |η(1)B(Λ)c) = φGRCΛ,max( f ).
Combinando estas duas últimas desigualdades com (248), obtemos a seguinte desigual-
dade
φGRCΛ,livre( f ) 6 φGRCB(Λ)( f |ηB(Λ)c) 6 φGRCΛ,max( f ). (249)
Se φ ∈ G GRC, pelas equações DLR temos∫
φ(dη) φGRCB(Λ)( f |ηB(Λ)c) = φ( f ).
Integrando com respeito a φ em (249) e usando a identidade acima, conseguimos
φGRCΛ,livre( f ) 6 φ( f ) 6 φGRCΛ,max( f ).
Fazendo Λ ↑ Zd e usando o Teorema 5.12 na desigualdade acima, temos
φGRClivre ( f ) 6 φ( f ) 6 φGRCmax ( f ), φ ∈ G GRC,
a desigualdade desejada.
Por outro lado, se φ ∈ G GRClim , então φ
fraco= limn→∞ φGRCBn (·|η
(n)
Bcn
), para alguma sequência
de condições de fronteira η(n) ∈ Ω. Usaremos o fato de que {Bn : n ∈ N} é uma
sequência cofinal, isto é, para qualquer sequência de conjuntos finitos Bn com Bn ↑
B0(Zd) pode-se encontrar uma sequência finita Λn ∈ L tal que Λn ↑ Zd e B(Λn) ⊂ Bn.
Dada uma tal sequência e uma sequência de condições de fronteira η(n), substituindo
Λ ≡ Λn e η ≡ η(n) em (249) vale que





) 6 φGRCΛn ,max( f ). (250)
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) 6 φGRCΛn ,max( f ).





φGRClivre ( f ) 6 φ( f ) 6 φGRCmax ( f ), φ ∈ G GRClim ,
o que conclui a prova, uma vez que toda função quase-local crescente pode ser aproxi-
mada por funções locais crescentes.
A seguinte proposição é relativamente técnica, mas de grande dificuldade de ser
provada. Por exemplo, nela afirmamos que a aplicação
η 7→ eβhmax ∑C(η):C(η)∩∂Λ 6=∅|C(η)|
é decrescente no sentido FKG. Se em lugar de hmax tivermos hmax − hm para cada
m ∈ {1, · · · , q}, não teríamos problema nenhum em afirmar que dita aplicação é
crescente, desde que hmax − hm > 0 e que ∑C(η):C(η)∩∂Λ 6=∅|C(η)| chegue a ser igual ao
número de sítios conectados à fronteira, que é uma função crescente de η. O problema
em nosso caso é que não sabemos com certeza absoluta se hmax é um campo externo
com sinal definido. Nesta situação, o seguinte resultado nos afirma que, de fato, a
aplicação acima é decrescente em η e, ainda mais, nos fornece monotonicidade em η de
uma versão análoga à aplicação discutida acima, quando a condição de fronteira é livre.
Proposição 5.15. Para cada η ∈ Ω, seja BJ(η) ≡ (eβJ − 1)|Bocc(η)∩B0(Λ)| um fator de Bernoulli.
As aplicações
η 7→ B−1J (η)WGRCΛ,livre(η) e η 7→ B−1J (η)WGRCΛ,max(η)
são decrescentes no sentido FKG, onde os pesosWGRCΛ,livre eWGRCΛ,max foram definidos em (216) e
(218), respectivamente.
Demonstração. Para cada η ∈ B0(Λ) ou η ∈ B(Λ), definimos g#(η) ≡ B−1J (η)WGRCΛ,# (η),
onde # denota a condição de fronteira livre ou max-conectada. Note que, para provar a
monotonicidade da função g#, é suficiente provar a seguinte desigualdade
g#(ηe) ≤ g#(η(e)), (251)
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onde as configurações η(e), ηe são definidas como
(η(e))b =
ηb, se b 6= e0, se b = e e (ηe)b =
ηb, se b 6= e1, se b = e , ∀b ∈ B0(Λ) ou b ∈ B(Λ),
respectivamente.
Suponha que e é uma aresta com extremidades x e y, isto é, e ≡ {x, y}, e que
estes vértices estejam conectados na configuração η(e), isto é, x ↔ y em ηe. Então a
desigualdade (251) é atingida (e, portanto, temos a igualdade). Por outro lado, se os
vértices x e y não estiverem conectados dentro desta configuração, notação x 6↔ y em
η(e), então existem duas componentes conexas A ≡ C(x, η(e)) e B ≡ C(y, η(e)) contendo os
vértices x e y, respectivamente. Se e é uma aresta aberta em η(e), então as componentes
A e B estão conectadas, formando-se uma nova componente conexa denotada por
C ≡ A ∪ B. Logo, |C|= |A|+|B|, e assim, para provar (251), é suficiente verificar que
ΘΛ,#(C) 6 ΘΛ,#(A)ΘΛ,#(B), (252)
onde # denota a condição de fronteira livre ou max-conectada. Para estabelecer a
desigualdade acima, analisaremos por separadamente os casos quando a condição de
fronteira é livre ou max-conectada.
Condição de fronteira livre.
Definindo
am ≡ eβhm|A|, bm ≡ eβhm|B| e cm ≡ eβhm|C|,







































onde usamos que ∀j ∈ {1, · · · , q}, ql > qj sobre Qmax(h).
Condição de fronteira max-conectada.
Primeiramente, observe que, se m ∈ Qm(h) e m˜ ∈ Qm˜(h′), então m = m˜. Dadas duas
componentes conexas A e B, se A ∩Λc = ∅ e B ∩Λc = ∅, então a desigualdade (252)
segue diretamente do caso da condição de fronteira livre. Os casos restantes serão
analisados considerando as seguintes possibilidades:
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Para o caso (a), (252) é equivalente à desigualdade















onde, na segunda desigualdade, usamos (351) e que bm ≡ eβhmax|B| = bm˜, para todo
m ∈ Qmax(h).
















Finalmente, para o caso (c), (252) é equivalente à seguinte igualdade am˜bm˜ = am˜bm˜.
O seguinte teorema nos fornece monotonicidade na constante de acoplamento das
medidas de Gibbs GRC. Uma versão geral deste resultado será visto no Teorema 6.8)
do próximo capítulo.
Teorema 5.16 (Monotonicidade na constante de acoplamento). Sejam β > 0, J > 0,
qp > 0, p = 1, · · · , q e suponha que os parâmetros qp obedecem a condição (223). Suponha que
J1 < J2. Se φ
GRC,J1
max denota o estado de Gibbs max-conectado com J = J1 e φ
GRC,J2
livre o estado de
Gibbs livre com J = J2. Então, para cada função quase-local crescente f , temos
φGRC,J1max ( f ) 6 φGRC,J2livre ( f ).
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Demonstração. Observe que, para provar a afirmação do teorema, é suficiente provar
que
φGRC,J1Λ,max ( f ) 6 φ
GRC,J2
Λ,livre ( f ), ∀Λ ∈ L , (253)
desde que se (253) seja válido, por aplicação direta do limite termodinâmico (Teorema
5.12) nesta desigualdade conclui-se a prova.
De fato, desde que J1 < J2, tem-se eβJ1 − 1 < eβJ2 − 1. Para cada configuração









onde o(η) denota o número de arestas abertas na configuração η. Claramente, a função[
(eβJ1 − 1)/(eβJ2 − 1)]|Bocc(η)∩B(Λ)| é decrescente no sentido FKG. Pela Proposição 5.15,




daí, a função g também é decrescente, uma vez que g é composta pelo produto de duas
funções não negativas decrescentes.
Seja f : {0, 1}B(Λ) → R uma função arbitrária cilíndrica crescente no sentido FKG. Da
definição de valor esperado de uma variável aleatória temos


























onde ZGRC,JΛ,# denota a função de partição (ou constante de normalização) da medida de
probabilidade φGRC,JΛ,# e # denota a condição de fronteira livre ou max-conectada.
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Usando a equação acima, (254) e a propriedade FKG forte (precisamente, Teorema 5.6)
obtém-se
φGRC,J1Λ,max ( f ) =
φGRC,J2Λ,livre ( f · g)
φGRC,J2Λ,livre (g)
FKG
6 φGRC,J2Λ,livre ( f ),
o que prova (253).
Para dar continuidade ao seguinte resultado (veja Teorema 5.17), é necessário in-
troduzir uma relação de ordem no espaço dos campos magnéticos externos. Antes
disso, apresentaremos um argumento elementar, o qual mostra a escolha adequada da
ordem parcial para os campos (hp)
q
p=1, independentemente do volume, do inverso da
temperatura β > 0 e dos valores de qp, onde p = 1, · · · , q.
Seja Λ = {x, y} o conjunto (de vértices) formado por dois sítios de primeiros vizinhos
















































é crescente em (hp)
q







βhp é crescente em (hp)
q
p=1. Se isso é























1 + α e2β(hl−hk)[
1 + α eβ(hl−hk)
]2 (255)
deve ser crescente para todo α > 0. No limite acima, fixamos todos os qp’s com p 6= k, l.
Mostraremos que a condição
h′k − h′ > hk − hl , sempre que hk − hl > 0 (256)









livre ( f ), (257)
258







p=1 são dois campos magnéticos externos. Para isso, primeiro prova-
remos que a condição
h′k − h′ > 0, sempre que hk − hl > 0 (258)
é necessária para que (257) se mantenha. De fato, suponha que (258) não se satisfaz,
isto é hk > hl e h′k − h′l < 0. Logo, se hk > hl, para β suficientemente grande, o lado
direito de (255) é
lim
β→∞
1 + α e2β(hl−hk)[
1 + α eβ(hl−hk)
]2 = 1.
Se h′k − h′l < 0, para β suficientemente grande, o lado direito de (255) é
lim
β→∞
1 + α e2β(h
′
l−h′k)[
1 + α eβ(h
′
l−h′k)
]2 = 1α .




{x,y},livre (ηe = 1) não é
satisfeita, portanto, a monotonicidade (257) também não é satisfeita. Assim, a condição
(258) é necessária para (257).
Tendo isso a nossa disposição, agora provaremos que a condição (256) é necessária
para (257). De fato, tome α = 1 em (255), o lado direito deste item deixa a função




a qual é uma função par e estritamente crescente. Daí, por substituir (hp)
q
p=1 → (h′p)qp=1





]2 é crescente se, e somente se, |h′l − h′k|>
|hl − hk| que, junto com (258), dá a necessidade de (256) para (257).
Com esta motivação prévia para a escolha correta da relação de ordem para os campos
externos, de modo que as medidas GRC sejam comparadas crescentemente com res-







seguinte relação de ordem parcial:
(hp)
q
p=1 ≺ (h′p)qp=1 ⇔ hk − hl 6 h′k − h′l , ∀k, l = 1, · · · , q, (259)
sempre que hk − hl > 0.
Enfatizamos que a relação de ordem e a justificativa apresentada acima apareceram
pela primeira vez no trabalho [20].
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Teorema 5.17 (Monotonicidade no campo externo). Sejam β > 0, J > 0, qp > 0, p =
1, · · · , q e suponha que os parâmetros qp obedecem a condição (223). Se (hp)qp=1 ≺ (h′p)qp=1 são

















max ( f )
são válidas, para cada função quase-local crescente f .










































para cada Λ ∈ L e para todo η(1), η(2) ∈ {0, 1}B(Λ) ou {0, 1}B0(Λ), onde # denota as


























para qualquer ξ  ζ e e ∈ B(Λ) ou e ∈ B0(Λ), onde as configurações ξ(e) e ζe são
definidas como
(ξ(e))b =
ξb, se b 6= e0, se b = e e (ξe)b =
ξb, se b 6= e1, se b = e, ∀b ∈ B(Λ) ou b ∈ B0(Λ),
respectivamente. Salientamos que as notações ξe e ξ(e) têm diferentes significados. Sem
perda de generalidade, podemos assumir que ξ e ζ são da forma
ξ ≡ (∗, · · · , ∗, 0︷︷
e−ésimo
, ∗, · · · , ∗) e ζ ≡ (∗′, · · · , ∗′, 0︷︷
e−ésimo
, ∗′, · · · , ∗′),
respectivamente, com ξ  ζ e ∗, ∗′ ∈ {0, 1}. Com estas notações em mente, note que
ζ(e) = ζ e ξ(e) = ξ ,
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para condições de fronteira # : livre e max-conectada.
Se e = {x, y} e x ↔ y na configuração ξ, então (262) é uma igualdade. Por outro
lado, se x 6↔ y em ξ, então devem existir duas componentes conexas A ≡ C(x, ξ) e
B ≡ C(y, ξ) contendo os vértices x e y, respectivamente. Se e é uma aresta aberta em ξ,
então as componentes A e B são conectadas e serão denotadas por C ≡ A ∪ B. Assim,





















































para cada condição de fronteira # : livre e max-conectada. Com o intuito de provar






























Para provarmos a desigualdade acima, faremos uma análise por separado para o caso
da fronteira livre e para o caso da fronteira max-conectada.
Caso condição de fronteira livre.
Seguindo a notação usada na prova da propriedade FKG forte, para cada m ∈
{1, · · · , q} definimos os seguintes números
am ≡ eβhm|A|, bm ≡ eβhm|B| e cm ≡ eβhm|B|.
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A prova da desigualdade (264) será dividida em dois passos.


































De fato, sem perda de generalidade, veja que podemos assumir que hl − hj > 0. Por
hipótese, temos (hp)
q








, implicando que a′jal − aja′l 6 0. (266)
Por outro lado, desde que hl − hj > 0, temos bl − bj > 0. Combinando as duas últimas
desigualdades acima obtemos
(a′jal − aja′l)(bl − bj) 6 0,




bj + a′lajbl 6 aja′lbl , onde, na última
desigualdade, usamos (266). Multiplicando pelo fator qjqkqlb′k e somando sobre todo
j, k, l = 1, · · · , q na desigualdade acima, concluímos o afirmado.




































A prova é feita de forma análoga ao Passo 1. Assumimos que hl − hk > 0 e, em lugar de
(266), provamos que b′kbl − bkb′l 6 0, procedendo por similitude ao feito acima, obtemos
a conclusão.
Finalmente, juntando as desigualdades (265) e (267), obtém-se (264).
Caso condição de fronteira max-conectada.
Observe que, se m ∈ Qm(h) e m˜ ∈ Qm˜(h′) então m = m˜. Dadas duas componentes
conexas A e B, se A∩Λc = ∅ e B∩Λc = ∅, então a desigualdade (263) segue diretamente
do caso da condição de fronteira livre exposto anteriormente. Os casos restantes serão
analisados por considerar os seguintes casos:
262
5.2 propriedade fkg das medidas grc
















Para provar que esta desigualdade é válida, é suficiente observar que o ordenamento
parcial entre os campos magnéticos externos implica que bmb′k 6 b′mbk. Multiplicando a
desigualdade acima pelo fator a′mam e somando sobre todo k = 1, · · · , q, obtemos (268).














Novamente, usamos o ordenamento parcial entre os campos magnéticos externos para
obter que ama′j 6 a′maj e procedemos analogamente ao caso anterior. Finalmente, no caso
(c), a desigualdade (263) é equivalente a a′mb′mambm = ambma′mb′m, o que é trivialmente
certo.
Com ajuda do teorema da monotonicidade no campo externo, provaremos a não
trivialidade das probabilidades de percolação (244) e (245), além disso, através deste
teorema, é possível destacar-se duas fases de percolação quando se faz variar a constante
de acoplamento J. Mencionamos isto e outros resultados no seguinte corolário.
Corolário 5.18. Sejam β > 0, J > 0, hp ∈ R, qp > 0, p = 1, · · · , q e suponha que os
parâmetros qp obedecem a condição (223). Logo
(i) P∞(β, J, h) = φGRCmax (|C0|= ∞).
(ii) P˜∞(β, J, h) = φGRClivre (|C0|= ∞).
(iii) J 7→ P∞(β, J, h) é uma função não decrescente e contínua pela direita.
(iv) J 7→ P˜∞(β, J, h) é uma função não decrescente, a qual é contínua e igual a P∞(β, J, h)
sempre que J 7→ P∞(β, J, h) seja contínua.
(v) P∞(β, J, h) = P˜∞(β, J, h) = 0 se J < Jc, enquanto P∞(β, J, h) > 0 e P˜∞(β, J, h) > 0 se
J > Jc.
Demonstração. Para verificar (i) e (ii), veja que, pelo Teorema 5.14, para toda função
quase-local crescente f
φGRClivre ( f ) 6 φ( f ) 6 φGRCmax ( f ), ∀φ ∈ G˜ GRC.
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Uma vez que 1{0↔∞} é uma função quase-local crescente, na desigualdade acima
consideramos f ≡ 1{0↔∞}. Logo, no lado esquerdo dessa desigualdade, tomamos o
ínfimo sobre todas as medidas φ ∈ G˜ GRC e concluímos a prova de (ii) usando a definição
de P˜∞. Analogamente, no lado direito da referida desigualdade, tomamos o supremo
sobre todas as medidas φ ∈ G˜ GRC e usamos a definição de P∞ para concluir a prova de
(i).
Para a prova de (iii), afirmamos que
lim
Λ↓Zd
φGRCΛ,max(0↔ Λc) = φGRCmax (0↔ ∞). (269)
De fato, para cada Λ ⊂ ∆, tem-se
φGRC∆,max(0↔ ∆c) 6 φGRC∆,max(0↔ Λc) 6 φGRCΛ,max(0↔ Λc), (270)
onde, na primeira desigualdade, usamos a monotonicidade da medida com respeito
à inclusão {0 ↔ ∆c} ⊂ {0 ↔ Λc}, no entanto, na segunda desigualdade usamos a
propriedade da dominação no volume da medida de probabilidade φGRC∆,max (veja Lema
5.11).
Desde que {{0 ↔ ∆c} : ∆ ∈ L } é uma sequência de eventos decrescentes em ∆,
podemos fazer ∆ ↓ Zd em (270), para obter
lim
∆↓Zd
φGRC∆,max(0↔ ∆c) 6 lim
∆↓Zd
φGRC∆,max(0↔ Λc) = φGRCmax (0↔ Λc) 6 φGRCΛ,max(0↔ Λc).




φGRC∆,max(0↔ ∆c) 6 lim
Λ↓Zd
φGRCmax (0↔ Λc) = φGRCmax (0↔ ∞) 6 lim
Λ↓Zd
φGRCΛ,max(0↔ Λc),
o que conclui a prova da afirmação (269), visto que as quantidades dos extremos são
iguais.
Na prova do Item (iii), por questão de notação, consideremos a medida φGRC,Jmax que
denota o estado de Gibbs max-conectado com constante de acoplamento J. Veja que de
(269) e (270) tem-se
φGRC,JΛ,max(0↔ Λc) ↓ φGRC,Jmax (0↔ ∞), quando Λ ↑ Zd. (271)
Fixado J0, note, também, que
lim
J→J0
φGRC,Jmax (0↔ Λc) = φGRC,J0max (0↔ Λc). (272)
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De (271), obtém-se
φGRC,JΛ,max(0↔ Λc) > φGRC,Jmax (0↔ ∞).
Por continuidade (272) da medida φGRC,Jmax (0↔ Λc), tem-se
φGRC,J0Λ,max (0↔ Λc) > lim sup
J→J0
φGRC,Jmax (0↔ ∞), sempre que J → J0.
Fazendo Λ ↑ Zd e usando (271) na desigualdade acima, obtemos
P∞(β, J, h)
(i)
= φGRC,J0max (0↔ ∞) > lim sup
J→J0
φGRC,Jmax (0↔ ∞) (i)= lim sup
J→J0
P∞(β, J, h).
Logo, pela Proposição 3.60 temos provado que P∞(β, J, h) é uma função semicontínua
superior (veja definição estabelecida no Item (119), notação: s.c.s.) em J0. Pela arbitra-
riedade de J0, temos que P∞(β, J, h) é uma função s.c.s., portanto, (que é equivalente
a dizer que) P∞(β, J, h) é uma função contínua pela direita em J. A parte de que a
aplicação J 7→ P∞(β, J, h) é crescente em J, decorre imediatamente por definição da
medida φGRC,JΛ,max.
Para provar (iv) e (v), (como havíamos falado anteriormente) note que as aplicações
J 7→ P˜∞(β, J, h) e J 7→ P∞(β, J, h), são não decrescentes. (273)
Pelo Teorema 5.14, tem-se
P˜∞(β, J, h)
(ii)
= φGRClivre (|C0|= ∞) 6 φGRCmax (|C0|= ∞)
(i)
= P∞(β, J, h), ∀J > 0 (274)
e pelo Teorema 5.16, ∀J1 < J2, a seguinte desigualdade se satisfaz
P˜∞(β, J2, h)
(ii)
= φGRC,J2livre (|C0|= ∞) > φGRC,J1max (|C0|= ∞)
(i)
= P∞(β, J1, h). (275)
Como φGRCmax (·) = limΛ↑Zd φGRCΛ,max(·) e {φGRCΛ,max(·) : Λ ∈ L } é uma sequência não decres-
cente no volume Λ (pelo Lema 5.11) e, além disso, esta sequência é não decrescente
e contínua em J, a aplicação J 7→ P˜∞(β, J, h) é uma função contínua e monótona não
decrescente em J.
Por outro lado, fazendo J2 = J em (275) e tomando o J1 → J, desde que a aplicação
J 7→ P∞(β, J, h) é contínua obtemos P˜∞(β, J, h) > P∞(β, J, h), o que, combinando com
(274), nos permite concluir a prova do Item (iv).
Finalmente, na prova de (v), se J < Jc, por definição do parâmetro crítico Jc ≡ Jc(β, h),
temos P∞(β, J, h) = 0. Daí, por (274) obtemos P˜∞(β, J, h) = 0. No entanto, se J > Jc,
novamente pela definição do parâmetro crítico Jc e por (273), tem-se
P∞(β, J, h) > P∞(β, Jc, h) > 0.
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Por outro lado, fazendo J2 = J e J1 = Jc em (275) e usando a definição de Jc, temos
P˜∞(β, J, h) > P∞(β, Jc, h) > 0,
o que conclui a prova de (v) e, em consequência, a prova do teorema.
Seja J˜c(β, h) ≡ inf{J > 0 : P˜∞(β, J, h) > 0}. Em seguida, afirmamos que Jc(β, h) =
J˜c(β, h). De fato, pelos Itens (i) e (ii) do Corolário 5.18 temos P˜∞(β, J, h) 6 P∞(β, J, h),
implicando que Jc(β, h) 6 J˜c(β, h). Por outro lado, pelos Itens (i) e (ii) do Corolário 5.18 e
pela definição de J˜c(β, h), se Jc(β, h) > J˜c(β, h), temos que P∞(β, J˜c, h) > P˜∞(β, J˜c, h) > 0,
o qual contradiz o Item (v) do Corolário 5.18. Portanto, Jc(β, h) = J˜c(β, h).
Encerramos esta seção com dois lemas, o primeiro concernente às RC marginais da
medidas ES com condições de fronteira geral, e o segundo é relacionado com uma
dominação do tipo FKG, o qual será usado para provar o Teorema 5.23 da Seção 5.3.
Para isso, necessitamos introduzir algumas notações. Primeiramente, para um conjunto
Λ ∈ L e qualquer subconjunto D ⊂ ∂Λ, onde ∂Λ = {x ∈ Zd : dist(x,Λ) = 1} é a
fronteira externa. Definimos a medida D-max conectada no volume Λ como a medida
φGRCΛ,D,max(·) ≡ φGRCΛ,max (·|ηe = 0 ∀e ∈ B(Λ) \B0(Λ∪ D)) . (276)
Note que
φGRCΛ,D,max(·) =
φGRCΛ,livre(·), D = ∅φGRCΛ,max(·), D = ∂Λ,
onde as medidas φGRCΛ,livre e φ
GRC
Λ,max foram definidas em (216) e (218), respectivamente.
Outrossim, definimos uma medida que generaliza a medida m-conectada. Para isso,
para cada Λ ∈ L e qualquer configuração σ : ∂Λ → {1, 2, · · · , q}, a medida φGRCΛ,σ é
obtida por normalizar os pesos





onde ∂iΛ ≡ {x ∈ ∂Λ : σx = i}, para cada i ∈ {1, · · · , q}. Note que {∂iΛ : i = 1, · · · , q}
forma uma partição de ∂Λ. Aqui,
ΘΛ,σ(C) ≡
Θlivre(C), C ∩Λc = ∅eβhm|C|, C ∩ ∂mΛ 6= ∅. (278)
Com estas notações a nossa disposição, estamos prontos para provar o seguinte lema.
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Lema 5.19 (RC marginais). Seja f uma função cilíndrica crescente com suporte B˜ ⊂ B(Λ).
Então,
(i) φESΛ,B(Λ)( f |σΛc , ηB(Λ)c) = φRCΛ,σ( f ).
(ii) φESΛ,B(Λ)( f |σΛc , ηBc) = φRCΛ,D,max( f ),
onde B ≡ B0(Λ) ∪ (B(Λ) ∩B(D), ηB(Λ)\B = 0 e σx = m, para algum m ∈ Qmax(h) e
∀x ∈ D.
Demonstração. (i) Considere f uma função cilíndrica crescente com suporte em B(Λ).
Veja que
























1{∂iΛ=∂jΛ}(η) · produto1 · produto2, (279)
onde ZRCΛ,σ é a função de partição associada à medida φ
RC
Λ,σ.
Assumindo que ∏i<j 1{∂iΛ=∂jΛ}(η) = 1, então todo aglomerado C tal que C∩ ∂mΛ 6= ∅









































p=1 hpδσx ,p ,
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onde ∆(σ, η) foi definido em (52). Aqui, na terceira igualdade, temos usado o fato de
que ∆(σ∂Λ, ηB(Λ)) = ∏
q
m=1∏C(η):C(η)∩∂mΛ 6=∅ ∆(σC∩∂mΛ, ηB(Λ)) e, na quarta igualdade, o fato









Considere a partição de Λ: {Λi : i = 1, · · · , q}, onde Λi = {x ∈ Λ : σx = 1}. Com esta






























p=1 hpδσx ,p ,
onde, novamente, usamos que ∆(σΛ, ηB(Λ)) = ∏
q












p=1 hpδσx ,p .
Denote por ∆(σΛ, ηB(Λ)) = ∆(σΛ, ηB(Λ))∆(σ∂Λ, ηB(Λ)). Logo, substituindo produto1 e
produto2 em (279), tem-se














p=1 hpδσx ,p . (280)













φESΛ,B(Λ)(σΛ, ηB(Λ)|σΛc , ηB(Λ)c),
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e substituindo em (280) segue que
φRCΛ,σ( f ) = ∑
σΛ,ηB(Λ)
f (η) φESΛ,B(Λ)(σΛ, ηB(Λ)|σΛc , ηB(Λ)c) · L(σ, η)
= φESΛ,B(Λ)( f |σΛc , ηB(Λ)c) · L(σ, η).
Fazendo f ≡ 1 nesta igualdade, temos L(σ, η) = 1. Logo
φRCΛ,σ( f ) = ∑σΛ,ηB(Λ) f (η) φ
ES
Λ,B(Λ)(σΛ, ηB(Λ)|σΛc , ηB(Λ)c) = φESΛ,B(Λ)( f |σΛc , ηB(Λ)c).
Note que esta igualdade tem sentido, pois, por definição da medida φESΛ,B(Λ)(·|σΛc , ηB(Λ)c),
esta não depende da configuração ηB(Λ)c .
(ii) Com um esquema similar ao Item (i), com suas respectivas modificações, obtemos
a prova de (ii).
As medidas φGRCΛ,σ e φ
GRC
Λ,D,max definidas em (276) e (277), respectivamente, satisfazem
as seguintes dominações FKG.
Lema 5.20. Seja Λ ∈ L . Logo, para cada σ sobre Λc temos
φGRCΛ,σ ( f ) 6 φGRCΛ,max( f ).
Se além disso, seja D ⊂ ∂Λ, então
φGRCΛ,livre( f ) 6 φGRCΛ,D,max( f ) 6 φGRCΛ,max( f ),
onde f é uma função cilíndrica crescente.
Demonstração. Usando a definição dos pesos em (277), provaremos que φGRCΛ,σ pode-se
reescrever como
φGRCΛ,σ ( f ) =
φGRCΛ,max( f · g)
φGRCΛ,max(g)
, (281)
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para qualquer configuração η ∈ {0, 1}B(Λ). Usando a definição (218) de φGRCΛ,max e o fato
de que {∂iΛ : i = 1, · · · , q} forma uma partição de ∂Λ, vemos que












































φGRCΛ,σ ( f ),
onde ZGRCΛ,σ é a função de partição relacionada à medida φ
RC
Λ,σ. Portanto,
φGRCΛ,max( f · g) =
ZGRCΛ,σ
ZGRCΛ,max
φGRCΛ,σ ( f ). (282)
Fazendo f ≡ 1 em (282), obtemos φGRCΛ,max(g) =
ZGRCΛ,σ
ZGRCΛ,max
. Substituindo este valor em (282),
conseguimos que
φGRCΛ,max( f · g) = φGRCΛ,max(g) φGRCΛ,σ ( f ),
o que conclui a demonstração de (281).
Observe que a função g é decrescente no sentido FKG, de fato, primeiro note que
a indicadora ∏i<j 1{∂iΛ←→∂jΛ} é crescente, portanto, ∏i<j 1{∂iΛ=∂jΛ} é decrescente. Se-
gundo, desde que ∑C:C∩∂mΛ 6=∅|C| é igual ao número de sítios conectados à fronteira




é decrescente em η, pois hmax > hm. Logo, a monotonicidade de g segue pelo fato de
que o produto de funções não negativas decrescentes é decrescente.
Daí, por (281) e pela aplicação direta da propriedade FKG forte (Teorema 5.6), para
cada função cilíndrica crescente f (como mencionado acima), tem-se
φGRCΛ,σ ( f ) =
φGRCΛ,max( f · g)
φGRCΛ,max(g)
6 φGRCΛ,max( f ),
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o que prova a primeira dominação FKG deste lema.
Para provar a segunda dominação FKG, primeiro note que o evento {η : ηe = 0 ∀e ∈
B(Λ) \B0(Λ ∪ D)} é decrescente no sentido FKG. Logo, para cada função cilíndrica
crescente f , usando a definição (276) de φGRCΛ,D,max, temos
φGRCΛ,D,max( f ) =
φGRCΛ,max( f · 1{ηe=0 ∀e∈B(Λ)\B0(Λ∪D)})
φGRCΛ,max(ηe = 0 ∀e ∈ B(Λ) \B0(Λ∪ D))
6 φGRCΛ,max( f ). (283)
Por outro lado, como B(Λ) \B0(Λ∪ D) ⊂ B(Λ) \B0(Λ), e as medidas φGRCΛ,livre, φGRCΛ,max
possuem a propriedade FKG forte, pelo Corolário 5.10, obtemos
φGRCΛ,livre( f ) = φ
GRC
Λ,max( f |ηe = 0 ∀e ∈ B(Λ) \B0(Λ))
6 φGRCΛ,max ( f |ηe = 0 ∀e ∈ B(Λ) \B0(Λ∪ D))
= φGRCΛ,D,max( f ), (284)
onde a primeira igualdade se deriva por uma inspeção simples da definição das medidas
φGRCΛ,livre, φ
GRC
Λ,max e, na segunda igualdade, usamos a definição (276) de φ
GRC
Λ,D,max.
Finalmente, combinando (283) e (284), obtemos a monotonicidade desejada.
5.3 cor(es) do(s) aglomerado(s) infinito(s)
Nesta seção, trataremos de um resultado fundamental concernente à medida RC
padrão estabelecida na Definição 5.1, portanto, está implícito que, na seção toda, estamos
assumindo qm = 1, ∀m ∈ {1, · · · , q}. O segundo teorema desta seção (Teorema 5.23) é
o único resultado do capítulo, que não pode ser generalizado para modelos GRC, já
que, para sua demostração, se requer algum resultado de marginais similar ao Lema
5.19 para este tipo de medidas, que, por questões técnicas, a saber porque qm 6= 1, não é
possível obter. No entanto, o próximo teorema (Teorema 5.22), de certa forma, nos dá
um possível controle das cores (valores dos spins) que aglomerados infinitos podem
assumir. Para formular tais resultados, necessitamos introduzir a seguinte notação:
S(σ, η) ≡
{
valores possíveis assumidos pelos spins sobre aglomerados
infinitos na configuração (σ, η)
}
. (285)
Veja que, por construção (3.6) de ∆(σ, η) para o modelo ES, se σx 6= σy, então ηx,y = 0.
Logo, o evento {(σ, η) : σx 6= σy, ηxy = 1} tem medida zero segundo ν, para cada ν ∈ G ES.
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Isto é, cada aglomerado tem spins com valores constantes quase certamente. O primeiro
resultado desta seção nos diz que S está contido emQmax(h) ν-quase certamente, sempre
que ν ∈ G ES. Antes de provar esse resultado, provaremos o seguinte lema auxiliar.
Lema 5.21. Seja {ak : k > 1} um sequência de números tal que 1 6 ak 6 C kn para alguma
constante C < ∞ e um inteiro n > 0. Então, para cada e > 0 e qualquer k > C (n + 1)ne−(n+1),
ak 6 e ∑
k′6k
ak′
se satisfaz para algum k ∈ {k, · · · , (n + 1)k}.
Demonstração. Provaremos este lema fazendo uma análise em n. Se n = 0, então k = k.
Neste caso 1 6 ak 6 C e k > Ce−1, o que implica que ak 6 C 6 ek. Mas, como
k 6 ∑k′6k ak′ = ∑k′6k ak′ , concluímos que ak 6 e∑k′6k ak′ .
Já para o caso n > 1, provaremos por contradição. Suponha que ak > e∑k′6k ak′
para todo k ∈ {k, · · · , (n + 1)k}. Se n = 1, então k ∈ {k, · · · , 2k}. Como ak > 1, temos
ak > e∑k′6k ak′ > ∑k′6k 1 = k > k. Assim, para ` ∈ {1, · · · , n}, por indução, segue




. Mas, como k > C (n + 1)ne−(n+1), tem-se que a(n+1)k > C [(n + 1)k]n, o
que contradiz a hipótese de que a(n+1)k 6 C [(n + 1)k]n.
É um problema de grande interesse saber se os valores dos spins de aglomerados
infinitos estão sujeitos a restrições. O seguinte teorema dá uma resposta completa a
essa interrogante. O referido teorema nos diz que cada aglomerado infinito toma um
cor de modo que o campo externo atinga uma direção máxima.
Teorema 5.22. Seja ν ∈ G ES. Então, S ⊆ Qmax(h) ν-quase certamente.
Demonstração. Procedemos por contradição. Assuma que exista ν ∈ G ES tal que ν(S  
Qmax(h)) > 0, isto é, que existam m /∈ Qmax(h) e ν ∈ G ES tais que ν(m ∈ S) > 0.
Definindo o evento
Ωxm ≡ {(σ, η) : ∃Cx(η), |Cx(η)|= ∞, C(η) 3 x, σx = m}, x ∈ Zd,
onde Cx(η) denota o aglomerado em η contendo o sítio x, veja que {m ∈ S} ⊂ ∪xΩxm.
Como os elementos de G ES são invariantes com respeito a translações, temos ν(Ω0m) =
ν(Ωxm). Logo, podemos supor, sem perda de generalidade, que o evento Ω0m tem medida
de probabilidade positiva, isto é, ν(Ω0m) > 0.
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Seja Λk ≡ [−2k, 2k] ∩Zd a caixa centrada na origem de lado 2k + 1 e para cada
(σ, η) ∈ Ω0m, com k > 1, seja Vk(η) ≡ {x ∈ Λk : x ←→
B0(Λk)
0 em η} o conjunto de sítios em
Λk que são conectados à origem em B0(Λk) e seja
ak ≡ ak(η) = |Vk(η)∩ ∂Λk−1|.
Com essas notações a nossa disposição, definimos o seguinte evento
Ω0m,k ≡ {(σ, η) : σ0 = m, 0←→ ∂Λk−1, ak(η) 6 e|Vk(η)|} .
Em seguida, nos propomos a verificar que a inclusão Ω0m ⊂ ∪k6k6dkΩ0m,k é válida
para cada k > (3d/e)d e e > 0. Para isso, seja (σ, η) ∈ Ω0m. Note que, para cada
k′ 6 k: Vk′(η) ∩ ∂Λk′−1 ⊂ Vk(η) ∩ ∂Λk−1 ⊂ Vk(η), o que implica que ∪k′6kVk′(η) ∩
∂Λk′−1 ⊂ Vk(η) e, como a coleção {Vk(η)∩ ∂Λk−1 : k > 1} é disjunta, temos ∑k′6k ak′ =
|∪k′6kVk′(η) ∩ ∂Λk′−1|6 |Vk(η)|. Por outro lado, veja que o conjunto V1(η) ∩ ∂Λ0 é
não vazio, o 0 está lá, portanto, ak > a1 = 1. Usando a cota para a cardinalidade
da fronteira externa |∂Λk−1|6 2d(2k + 1)d−1, e usando que k > 1, obtemos uma cota
mas groseira para esta cardinalidade, a saber, |∂Λk−1|6 3ddkd−1. Em resumo, temos
∑k′6k ak′ 6 |Vk(η)| e 1 6 ak 6 |∂Λk−1|6 3ddkd−1. Pelo Lema 5.21, com n = d − 1,
C = (3dd)−1; para cada e > 0 e cada k > (3d/e)d existe k ∈ {k, · · · , dk} tal que
ak(η) = |Vk(η)∩ ∂Λk−1|6 e|Vk(η)|,
isto é, (σ, η) ∈ ∪k6k6dkΩ0m,k. Portanto,
Ω0m ⊂ ∪k6k6dkΩ0m,k.
Usando esta inclusão e a subaditividade da medida, para cada k > (3d/e)d temos
ν(Ω0m) 6 ν( ∪k6k6dk Ω0m,k) 6 ∑
k6k6dk
ν(Ω0m,k). (286)
Daí, para cada e > 0, existe um conjunto determinístico Ne ⊂ N, |Ne|= ∞, tal que,
para qualquer k ∈Ne tem-se
ν(Ω0m) 6 dk · ν(Ω0m,k), (287)
pelo principio dos pombos aplicado à identidade (286).
Por outro lado, por definição,Ω0m,k é um evento cilíndrico com suporte em (Λk,B0(Λk)).
Chamando de φESΛk ,σ a especificação (205) com a especial escolha Λ ≡ Λk e B ≡ B(Λk),
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com condição de fronteira de spins σ (lembremos que por definição a η condição de
fronteira é irrelevante). Pela condição DLR (205),
ν(Ω0m,k) =
∫
ν(dσ, dη) φESΛk ,σ(Ω
0
m,k). (288)





βJ − 1)δσx ,σy 1{ηxy=1}
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(
















A conversão de uma configuração arbitrária nas arestas da fronteira do conjunto Vk
ao estado de aresta vazia permite flipar σx em cada x ∈ Vk de m a m˜, resultando
no fator exponencial na segunda linha da desigualdade acima. No entanto, a última
desigualdade sai do fato de que, sobre Ω0m˜,k, o número de arestas flipadas não excede
d|Vk ∩ ∂Λk−1|6 de|Vk| e que |Vk(η)|> ∑k′6k ak′ > k.





ν(dσ, dη) φESΛk ,σ(Ω
0
m,k) 6 e−β(hmax−hm−dJe)k, ∀k ∈Ne.
Como |Ne|= ∞, para k ∈ Ne suficientemente grande temos uma contradição com
a suposição ν(Ω0m) > 0. Logo, não existe m nem ν ∈ G ES tal que m /∈ Qmax(h) e
ν(m ∈ S) > 0. Portanto, S ⊆ Qmax(h) ν-quase certamente.
O Teorema 5.14 nos proporciona a seguinte dominação FKG
φGRClivre (·) 6 φ(·) 6 φGRCmax (·),
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onde φ é um estado de Gibbs ou um limite fraco de medidas GRC a volume finito. Uma
pergunta natural seria: a mesma monotonicidade é válida para as RC marginais de
um estado de Gibbs ES? Ou, se fossemos menos ambiciosos, perguntaríamos: sobre
que condições existe alguma monotonicidade similar para as GRC marginais de um
estado ES? A resposta a estas perguntas é dada de forma parcial no próximo teorema,
no seguinte sentido. Primeiro, é possível obter uma desigualdade do tipo FKG para as
marginais dos estados de Gibbs RC mas não para os estados de Gibbs GRC em geral.
Segundo, esta desigualdade é válida sobre condições restritivas, à diferença do Teorema
5.14. Este resultado é exposto no seguinte teorema.
Teorema 5.23. Sejam β > 0, J > 0, hp ∈ R, p = 1, · · · , q. Seja ν ∈ G ES uma medida
arbitrária e seja φν sua η-marginal. Para cada função quase-local crescente f temos
φν( f ) 6 φRCmax( f ).
Se em adição, |Qmax(h)|= 1 ou φν(N∞ 6 1) = 1, então
φν( f ) > φRClivre( f ),
onde f é uma função quase-local crescente.
Demonstração. A primeira monotonicidade deste teorema será provado usando os Lemas
5.19 e 5.20. Para isso, seja ν ∈ G ES um medida de Gibbs ES e φν (notação) a sua η-
marginal. Para cada função cilíndrica crescente f com suporte sobre B˜ ⊂ B(Λ), pelas
equações DLR de ν, temos
φν( f ) = ν( f )
DLR=
∫
ν(dσ, dη) φESΛ,B(Λ)c( f |σΛc , ηB(Λ)c)
=
∫
ν(dσ, dη) φRCΛ,σ( f ) 6
∫
ν(dσ, dη) φRCΛ,max( f ) = φ
RC
Λ,max( f ),
onde a terceira igualdade é devido ao Lema 5.19 e, na desigualdade, usamos a domina-
ção dada no Lema 5.20. Finalmente, por aplicar o limite termodinâmico (Teorema 5.12)
na desigualdade acima, obtemos a conclusão da primeira monotonocidade.
A prova da segunda desigualdade é bem mais elaborada. O detalhe técnico da prova
traz consigo construções que não produzirão novas ideias que se usar-se-ão na frente,
e é por isso que omitiremos a prova desta desigualdade (para mais detalhes sobre a
demonstração deste resultado, veja [20], Teorema III.2, Item (3.15)) Ressaltamos que este
resultado terá relevância na prova do teorema principal da Seção 5.9.
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5.4 unicidade do aglomerado infinito
Nesta seção, provaremos que as medidas de Gibbs GRC e que os limites fracos de me-
didas GRC a volume finito tem quase certamente, no máximo, um aglomerado infinito
(veja Teorema 5.25), esta propriedade é chamada, também, propriedade 0/1-aglomerado-
infinito (veja definição em (116)). Na verdade, este resultado é uma consequência direta
do Teorema 1 de [55], sempre que a medida a volume infinito seja invariante por trans-
lação e satisfaça a chamada condição ou propriedade da energia finita. Usando uma versão
forte da condição dada em [55], dizemos que uma medida GRC φ tem a propriedade
da energia finita se φ satisfaz (117), isto é, para toda aresta e ∈ B(Zd), φ satisfaz
φ(ηe = 1|FB(Zd)\{e}) > 0, φ− q.c. (290)
Relembramos que FB(Zd)\{e} é a σ-álgebra produto gerada cilindros sobre a base
B(Zd) \ {e}.
Começamos a discussão da unicidade quase certa do aglomerado infinito com um
lema que nos diz que os estados de Gibbs e os limites fracos de medidas GRC a volume
finito têm a propriedade da energia finita.
Lema 5.24. Seja φ uma medida GRC invariante por translações, já seja um estado de Gibbs
ou um limite fraco da forma limn→∞ φGRCBn (·|ηn). Então, a medida µ satisfaz a propriedade da
energia finita, sempre que βJ > 0.
Em outras palavras, se φ ∈ G˜ GRC ou φ ∈ G˜ GRClim , então φ satisfaz a condição (290).
Demonstração. SejaB um conjunto finito de arestas deB0(Zd). Para cada η ∈ {0, 1}B0(Zd),
definimos a configuração projeção sobre B por η 7→ piB(η) = ηB. Fixada uma configura-
ção η, por abuso de linguagem, escreveremos {piB = ηB} para nos referirmos ao evento
cilíndrico {η : piB(η) = ηB}.
Afirmamos que para provar a condição (290) é suficiente provar que existe uma
constante c > 0 tal que para cada B ⊂ B(Zd) \ {e} e toda configuração ηB, tem-se∫
φ(dη) 1{piB=ηB}(η) φ(ηe = 1|FB(Zd)\{e})(η)
> c
∫
φ(dη) 1{piB=ηB}(η) φ(ηe = 0|FB(Zd)\{e})(η). (291)
De fato, (291) implica que
φ(ηe = 1|FB(Zd)\{e})(η) > c φ(ηe = 0|FB(Zd)\{e})(η), φ− q.c.
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o que, por sua vez, implica




provando-se (290) e, em seguida, a afirmação segue.
Como 1{piB=ηB} é FB(Zd)\{e}-mensurável, por propriedade de esperança condicional,
a desigualdade (291) é equivalente a
φ(1{piB=ηB} · 1{ηe=1}) > c φ(1{piB=ηB} · 1{ηe=0}). (292)
Observe que uma condição suficiente para provar (292) é
φGRCD (1{piB=ηB} · 1{ηe=1}|ηDc) > c φGRCD (1{piB=ηB} · 1{ηe=0}|ηDc), (293)
para algum conjunto D ⊂ B(Zd) finito tal que D ⊃ D ∪ {e}, pois se φ ∈ G˜ GRC, basta
integrar (293) com respeito a φ e usar a condição DLR para concluir. Caso que φ ∈ G˜ GRClim ,
isto é φ = limn→∞ φGRCBn (·|ηn), a desigualdade (292) segue de (293) também, previsto
que (293) se mantenha para todo conjunto D = Bn ⊃ B ∪ {e} suficientemente grande
e condições de fronteira ηBcn = ηn. De fato, por definição de convergência fraca (veja
Definição 3.14) tem-se









o que, combinando com (293), dá (292).
Portanto, no que resta da prova nos dedicaremos exclusivamente a provar (293). Para
provar (293), analisaremos o ínfimo da seguinte razão:
φGRCD (ηe = 1, ηD\{e}|ηDc)
φGRCD (ηe = 0, ηD\{e}|ηDc)
, ∀ηD\{e}. (294)
Sem perda de generalidade, podemos assumir que a configuração η é da seguinte forma
η ≡ (∗, · · · , ∗, 0︷︷
e−ésimo
, ∗, · · · , ∗),
com ∗ ∈ {0, 1}. (Observe-se que a escolha de η dessa forma não influi no raciocínio
a seguir se escolhe η tal que ηe = 1). Sejam e = {x, y} e Cx ≡ C(x, η), Cy ≡ C(y, η) as
componentes conexas em η associadas aos pontos extremais x, y, respectivamente. Logo,
analisamos a razão (294) considerando os seguintes casos:
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No caso (a), veja que por definição de φGRCD (veja as definições (208) e (209)) imediata-
mente temos
φGRCD (ηe = 1, ηD\{e}|ηDc)
φGRCD (ηe = 0, ηD\{e}|ηDc)
= eβJ − 1.
Logo, tomando-se c ≡ eβJ − 1 (> 0 pois βJ > 0), neste caso, verifica-se (293).
No caso (b), as componentes conexas Cx e Cy do grafo (Zd,Bocc(η)) são distintas, logo,
por definição de φGRCD , tem-se
φGRCD (ηe = 1, ηD\{e}|ηDc)
φGRCD (ηe = 0, ηD\{e}|ηDc)
=



















onde Qmax(h) foi definido em (212). Daí é suficiente considerar






para verificar-se (293). Observe-se que c > 0, pois por (210) estamos considerando
∑p∈Qmax(h) qp > 1 e, por hipótese, βJ > 0.
Com o Lema 5.24 a nossa disposição, pelo uso do Teorema da Unicidade de Burton
Keane, fica trivial a prova do seguinte resultado de unicidade quase certa do aglomerado
infinito.
Teorema 5.25 (Unicidade do aglomerado infinito). Sejam β > 0, J > 0, qp > 0, p =
1, · · · , q e suponha que os parâmetros qp obedecem a condição (223). Logo, todas as medidas
invariantes por translações φ ∈ G GRC ou φ ∈ G GRClim têm a propriedade 0/1-aglomerado-infinito.
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Demonstração. Pelo Lema 5.24, toda medida φ invariante translacional em G GRC ou em
G GRClim tem a propriedade da energia finita, logo, pelo Teorema da Unicidade de Burton
Keane [30], φ tem a propriedade 0/1-aglomerado-infinito.
5.5 limite fraco da medida es
Os limites fracos estudados na Subseção 5.2.2 existem para toda função f quase-local
(inclusive existem para funções quase-locais quase certamente via aproximação por
funções quase-locais, como veremos nesta seção), dependendo unicamente das arestas
da configuração η. Para provar o próximo teorema, o qual trata sobre a existência do
limite fraco para medidas ES a volume finito, necessitamos estender os resultados da
Subseção 5.2.2 para funções dependentes de duas configurações, a saber σ e η. Antes
de prosseguir a formular o resultado principal desta seção, introduzimos algumas
definições.
Figura 29: Ocorrência do evento M∆,Λ.
Para cada Λ ⊂ ∆ em L definimos o evento M∆,Λ por
M∆,Λ ≡
{





Para qualquer coleção {Fi}qi=1 de conjuntos Fi ∈ L disjuntos dois a dois, isto é
Fi ∩ Fj = ∅ ∀i 6= j, de modo que F = ∪qi=1Fi ⊂ ∆, definimos o evento Mm∆,{Fi} por
Mm∆,{Fi} ≡ {η ∈M∆,F : x ∈ F com x ←→ ∆
c =⇒ x ∈ Fm}, (296)
para cada m ∈ {1, · · · , q}.
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Figura 30: Ocorrência do evento Mm∆,{Fi}.
Relembramos que q0 = |Qmax(h)|= |{p : hp = hmax}|. Para cada m ∈ {1, · · · , q} e {Fi}
definimos, também, a variável aleatória Qm∆,{Fi} por
Qm∆,{Fi} =
q0, Fm ↔ ∆c1, outro caso. (297)












onde Θlivre(C) = ∑
q
p=1 e
βhp|C| foi definido em (215) com qp = 1, ∀p = 1, · · · , q. O produtó-
rio em (298) percorre sobre todos os aglomerados do conjunto Bocc(η), de modo que
C ∩ Fm 6= ∅.












para cada m ∈ {1, · · · , q}, onde ΘΛ,p(C) = Θlivre(C) · 1{C∩Λc=∅} + eβhp|C| · 1{C∩Λc 6=∅} foi
definido em (217). A diferença de Θlivre, observe que, por definição, ΘΛ,p depende do
volume Λ. Aqui estamos usando χΛ,m(C, p) para denotar
χΛ,m(C, p) =
1, C ∩Λc = ∅ ou p = m0, outro caso.
Em seguida, formulamos o teorema principal desta seção.
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Teorema 5.26 (Limite fraco da medida ES). Sejam β > 0 e hp ∈ R, p = 1, · · · , q. Se f é
uma função quase-local crescente sobre Σq ×Ω e m ∈ Qmax(h), então os limites fracos
φESm ( f ) ≡ lim
Λ↑Zd
φESΛ,m( f ) e φ
ES
livre( f ) ≡ lim
Λ↑Zd
φESΛ,livre( f )
existem, pertencem ao conjunto G ES e são invariantes por translação com, no máximo, um
aglomerado infinito.
Demonstração. Primeiro, assumiremos alguns fatos que serão formulados e provados
posteriormente como lemas. Com base nesses fatos, concluiremos a prova do teorema.
1) Sejam A ∈ L , f uma função cilíndrica com suporte em (A,B(A)) e Λ ⊃ A com
B0(Λ) ⊃ B(A). Para cada m ∈ {1, · · · , q} existem números {a{Fi}} tal que















2) Para cada ∆ ∈ L , {Fi} com F = ∪qi=1Fi e m ∈ {1, · · · , q}, as funções
η 7→ Flivre{Fi}(η) · 1Mm∆,{Fi}(η) e η 7→ F
livre
{Fi}(η) · 1M∆,F (η),
são quase-locais, onde os eventos M∆,F e Mm∆,{Fi} foram definidos em (295) e
(296), respectivamente.
3) Sejam F = ∪qi=1Fi, Qm∆,{Fi} = q0 · 1{Fm↔∆c} + 1{Fm=∆c}, m tal que hm = hmax e






















Com os itens 1), 2) e 3) a nossa disposição, procedemos a provar este teorema. De fato,
a primeira vista nos vemos tentados a tomar o limite termodinâmico nas identidades do
Item 1) (com m ∈ Qmax(h)), mas veja que isso não é possível, pois as funções Fi’s, em
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geral, não são quase-locais. No entanto, ambas as funções podem se tornar quase-locais
quando acrescentamos uma propriedade geométrica ao látice, como indica o Item 2). A
ideia central desta prova é aproximar as Fi’s por funções quase-locais, para as quais o
limite termodinâmico, segundo o Teorema 6.2, tem sentido.













Seja MΛ o conjunto de todas as configurações que possuem, no máximo, um aglome-
rado infinito incidente a Λ. Desde que M∆,Λ ↑ MΛ quando ∆ ↑ Zd, pela unicidade
do aglomerado infinito (Teorema 5.25) e pela invariância da medida φRClivre, temos
φRClivre(M∆,Λ) ↑ φRClivre(MΛ) = 1, quando ∆ ↑ Zd. Usando esta convergência, o Item 3),
o fato de que Flivre{Fi} é limitada, o Teorema da Convergência Dominada de Lebesgue e







Por outro lado, pelo Item 2) a aplicação η 7→ Flivre{Fi}(η) · 1Mm∆,{Fi}(η) é quase-local e como
Qm∆,{Fi} é de suporte finito, a aplicação η 7→ Q
m
∆,{Fi}(η) · 1Mm∆,{Fi}(η) F
livre
{Fi}(η) também é




















Λ,∆,m)→ 0 quando ∆,Λ ↑ Zd, ao se fazer




















Como G{Fi}Λ,∆,m é combinação linear de funções quase-locais, ela também é quase-local.
Logo, pelo Item 3) e pelo Teorema 5.12 temos φRCm (G
{Fi}
Λ,∆,m) → 0 quando ∆ ↑ Zd. Um
argumento similar ao feito acima mostra φRCm (M∆,Λ) ↑ 1, quando ∆ ↑ Zd. Usando estas
convergências, o fato de que FmΛ,{Fi} é limitada, o Teorema da Convergência Dominada







Finalmente, como veremos no lema a seguir, para provar a existência dos limites
fracos de medidas ES formulados neste teorema, é suficiente provar este fato para toda
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função f que depende unicamente da configuração de spins σ, onde f tem suporte
em A = A ∪ ∂Λ com A ⊂ Λ. Como f é uma função cilíndrica, esta pode-se rescrever
unicamente como f = ∑{Fi} a{Fi} f{Fi}, onde a{Fi} são números reais que se anulam
quando F 6⊂ A e f{Fi}(σ) é a função que é igual a um, se cada volume Fm tem cor m na
configuração σ e é igual zero, caso contrário (veja Lema .33 do Apêndice). Relembramos
que em todos os nossos argumentos estamos assumindo que m ∈ Qmax(h), pois se está
usando o Item 3), uma vez que os itens 1) e 2) não necessitam desta hipótese. Fazendo
Λ ↑ Zd nas decomposições do Item 1) e usando os Itens (300) e (301), temos
lim
Λ↑Zd





























m ( f ) ≡ φESm ( f ),
sempre que m ∈ Qmax(h). Pela existência das medidas φRClivre e φRCm (veja Subseção 5.2.2),
concluímos que as medidas limite ES, também, existem.
Agora, para provar que as medidas limite φESlivre e φ
ES
m pertencem a G ES, procede-se
usando a quase-localidade das especificações a volume finito {φESΛ,livre : Λ ∈ L } e
{φESΛ,m : Λ ∈ L } (veja Proposição 4.24). A propriedade da invariância das medidas de
Gibbs ES é herdada das medidas de Gibbs RC φRClivre e φ
RC
max. Finalmente, a unicidade do
aglomerado infinito é obtida da forma usual, usando a propriedade da energia finita
mas a propriedade de estabilidade das medidas de Gibbs ES (argumento de Burton
Keane).
No que resta desta seção, nos dedicaremos a provar os itens 1), 2) e 3) enuncia-
dos no Teorema 5.26, o que formularemos como Lema 5.27, Lema 5.28 e Lema 5.29,
respectivamente.
Lema 5.27. Sejam Λ ∈ L e f uma função cilíndrica suportada em (A,B(A)). Então, existem
números {a{Fi}} tal que
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para cada m ∈ {1, · · · , q} e todo Λ ⊃ A com B0(Λ) ⊃ B(A). Ademais, a{Fi} = 0 sempre que
exista um x ∈ F = ∪qi=1 com d(x, A) > 1. Em particular, ambas as somas acima são finitas.
Aqui Flivre{Fi} e F
m
Λ,{Fi} foram definidos em (298) e (299), respectivamente.
Demonstração. Seja Λ ⊃ A em L e B0(Λ) ⊃ B(A). Pela consistência da especificação
{φESΛ,livre : Λ ∈ L }, onde por definição φESΛ,livre(·) = φESΛ,B0(Λ)(·|σΛc , η0B0(Λ)c), veja que




A,B(A)( f |σAc , ηB(A)c)
e, similarmente, obtém-se uma expressão para φESΛ,m, onde por definição φ
ES
Λ,m(·) =
φESΛ,B(Λ)(·|σmΛc , ηB(Λ)c). Por definição, na identidade acima, note que a especificação a vo-
lume finito φESA,B(A)( f |σAc , ηB(A)c) não depende da configuração ηB(A)c , logo, ela depende
unicamente das variáveis spins na fronteira exterior ∂A de A. Daí é suficiente provar a
afirmação deste lema somente para funções f que dependem unicamente das variáveis
spins, e cujo suporte se encontra em A = A ∪ ∂A.
Como f é cilíndrica com suporte em A (portanto, local), pelo Lema .33 do Apêndice,
f pode ser rescrita de maneira única como f = ∑{Fi} a{Fi} f{Fi}, onde a{Fi} são números








Isto é, f{Fi}(σ) é uma função escada que é igual a um se cada volume Fp tem cor p
(ou seja que toda variável spin em Fp possui valor igual a p ) na configuração σ e é
igual zero caso contrário. Por uma inspeção simples (como veremos à continuação) na
definição das medidas φESΛ,livre e φ
ES
Λ,m, para cada m ∈ {1, · · · , q} temos
φESΛ,livre( f{Fi}|η) = Flivre{Fi}(η) (302)
e
φESΛ,m( f{Fi}|η) = FmΛ,{Fi}(η). (303)
Integrando com respeito a φESΛ,livre em (302) e com respeito a φ
ES
Λ,m em (303) e usando a
descomposição de f , concluímos a afirmação deste teorema. Portanto, resta verificar
(302) e (303).
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Como a configuração η está fixada, observe que na igualdade acima não aparece o
somatório em η. Fixe p ∈ {1, · · · , q}. Se f{Fi}(σ) = 1, então o volume Fp assume a
cor p (que é assumida somente por este volume). Logo, as componentes Fi e Fj não
podem estar conectadas, isto é Fi = Fj para i < j. Isso dá a indicadora 1{Fi=Fj}. Logo,
se um aglomerado C de Bocc(η) é tal que C ∩ Fp 6= ∅, então necessariamente deve de
satisfazer-se que C ∩ Fi = ∅ para todo i 6= p. Assim, a identidade acima se rescreve
=

















onde ∆ = 1{(σ,η)∈{−1,+1}F×{0,1}B0(F ): se ηij=1 então σi=σj} foi definido em (3.6). Uma vez que



























Juntando as identidades acima, mostra-se (302).




















































o que prova a validez de (303).
O seguinte lema mostra a quase-localidade quase certa da aplicação η 7→ Flivre{Fi}(η). A
técnica aplicada para provar esse lema é a mesma que se usará para provar os Lemas
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5.30 e 6.11. O passo principal dessa prova é: mostrar a quase-localidade da aplicação do
Item (i) e depois empregá-lo para provar a quase-localidade da aplicação do Item (ii).
Lema 5.28. Para todo Λ ∈ L e qualquer F = ∪qi=1Fi
(i) Flivre{Fi} · 1Mm∆,{Fi} é quase-local para todo m ∈ {1, · · · , q};
(ii) Flivre{Fi} · 1M∆,F é quase-local,
onde Flivre{Fi} foi definido em (298) e os eventos M∆,F e M
m
∆,{Fi} foram definidos em (295) e (296),
respectivamente.
Demonstração. Seja m ∈ {1, · · · , q} fixo e Λ ⊃ ∆ emL . Note que 1Mm∆,{Fi} ·∏i<j 1{Fi=Fj}
é uma função cilíndrica em B(Λ). Considere duas configurações η e ηe definidas como
η ≡ (∗, · · · , ∗, 0︷︷
e−ésimo
, ∗, · · · , ∗) e ηe ≡ (∗, · · · , ∗, 1︷︷
e−ésimo
, ∗, · · · , ∗),
respectivamente, com ∗ ∈ {0, 1} e e ∈ B(Λ)c. Isto é, η e ηe são duas configurações que
diferem somente por um flipamento na e-ésima coordenada. Para provar (i), assuma que
η ∈ Mm∆,{Fi} é tal que ∏i<j 1{Fi=Fj}(η) = 1 e que exista um aglomerado C conectando
Fm a B(Λ)c. Pela definição (296) de Mm∆,{Fi}, a configuração η
e também satisfaz essas
três condições, e pela definição (295) de M∆,F , o aglomerado C de (Zd,Bocc(η)) é único.
Observe, também, que a quantidade Flivre{Fi} não se vê afetada por mudar de η a η
e, a
menos que V({e})∩ C 6= ∅. Supondo que isso acontece, denote por Ce ao aglomerado















6 1 para aqueles aglomerados C˜
que não foram afetados pelo flimamento em e. Desde que d(e,F ) 6 |C|< |Ce|, fazendo
d(e,Λ)→ ∞, o lado direito da desigualdade acima é exponencialmente pequeno. Isto é∣∣∣Flivre{Fi}(ηe)− Flivre{Fi}(η)∣∣∣ −→ 0, quando d(e,F )→ ∞.
Daí, por um truque telescópico padrão, como será mostrado no argumento final da
prova do Lema 5.30 (abaixo), para qualquer duas configurações ω e η, diferentes, em
B(Λ)c, obtemos ∣∣∣Flivre{Fi}(ω)− Flivre{Fi}(η)∣∣∣→ 0,
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quando mine∈A d(e,Λ) → ∞, onde A ≡ {e ∈ B(Λ)c : ωe 6= ηe}. Isto é, a aplicação
η 7→ Flivre{Fi}(η) é contínua na topologia produto, logo, pelo Lema 4.18, esta aplicação é
quase-local, provando-se a primeira afirmação (i).









é uma função cilíndrica em B(∆). Observe que ∪qm=1Mm∆,{Fi} ⊂M∆,F . Daí, usando esta
inclusão, veja que: se η é uma configuração tal que 1∪qm=1Mm∆,{Fi}
(η) = 1 ou 1M∆,F (η) = 0,
então a expressão em colchetes acima é sempre zero, portanto, g ≡ 0. Logo, nestes





. Portanto, a quase-localidade de
Flivre{Fi} · 1M∆,F decorreria desta igualdade, pois pelo Item (i), a função F
livre
{Fi} · 1Mm∆,{Fi} é
quase-local para cada m.
No entanto, se η é tal que 1M∆,F (η) = 1 e 1∪qm=1Mm∆,{Fi}
(η) = 0, afirmamos que não existe
aglomerado algum de modo que conecte F a ∆c. De fato, suponha que exista pelo
menos um aglomerado (este deve ser único pois η ∈M∆,F ) que conecte F a ∆c, logo,
deveria existir um m̂ tal que o aglomerado conecte o volume Fm̂ a ∆c, mas isto contradiz
o fato de que η ∈ ∪qm=1Mm∆,{Fi}.
Logo, neste caso, Flivre{Fi} depende unicamente dos estados das arestas de B(∆), impli-
cando que g é uma função cilíndrica em B(∆), portanto, quase-local.




{Fi} · 1Mm∆,{Fi} , pelo uso do Item (i) e o
fato de que a soma de funções quase-locais é quase-local, temos que Flivre{Fi} · 1M∆,F é
quase-local.










φRCΛ,m(M∆,F ) = 1.












onde Qm∆,{Fi} = q0 · 1{Fm↔∆c} + 1{Fm=∆c} foi definido em (297) e os eventos M∆,F e M
m
∆,{Fi}
foram definidos em (295) e (296), respectivamente.
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Demonstração. (i) Definindo o evento MF como aquele que é composto por todas as
configurações que apresentam, no máximo, um aglomerado infinito incidente com F ,
note queMF = ∪∆:∆⊃FM∆,F . Pela continuidade da medida e pela fato de que φGRC# tem,
no máximo, um aglomerado infinito (Teorema 5.25), onde # denota a condição de fron-
teira livre ou a m-conectada com m ∈ Qmax(h), temos lim∆↑Zd limΛ↑Zd φGRCΛ,# (M∆,F ) =
φGRC# (MF ) = 1.
(ii) Para provar este item, considere {Fi} e ∆ ⊂ Λ com ∆ ⊃ F . Dado η ∈ {0, 1}B(Λ),
analisamos os seguintes três casos:
No caso (a), pelo fato de não ter aglomerados conectando F a ∆c, note que
1Mm∆,{Fi}
= 1M∆,F , Q
m





pois, neste caso, F = ∆c implica que F = Λc. Em consequência, G{Fi}Λ,∆,m = 0. Daí,
trivialmente se tem lim∆↑Zd limΛ↑Zd φRCΛ,m(G
{Fi}
Λ,∆,m) = 0.
Se o caso (c) ocorre, destacamos os seguintes três casos: (1) se η é tal que 1M∆,F (η) = 1
e 1Mm∆,{Fi}
(η) = 0, então o aglomerado que conecta F à fronteira externa ∂Λ é único,
pois η ∈M∆,F . Desde que η /∈Mm∆,{Fi}, existe m˜ 6= m tal que dito aglomerado conecta
Fm˜ à ∂Λ. Denotemos por Cm˜,Λ a este aglomerado. Então, por definição de χΛ,m,
χΛ,m(Cm˜,Λ, m˜) = 0, já que m˜ 6= m. Isto implica que FmΛ,{Fi} = 0. Portanto, G
{Fi}
Λ,∆,m = 0.
Assim, neste caso também lim∆↑Zd limΛ↑Zd φRCΛ,m(G
{Fi}
Λ,∆,m) = 0.
(2) Se η é tal que 1M∆,F (η) = 0, por inclusão de conjuntos temos 1Mm∆,{Fi}
(η) = 0, impli-





(3) Se η é tal que 1Mm∆,{Fi}
(η) = 1, então, por inclusão de conjuntos temos 1M∆,F (η) = 1.
Logo, o aglomerado que conecta F à fronteira ∂Λ é único pois η ∈ M∆,F e, além
disso, este aglomerado conecta Fm a ∂Λ, já que η ∈Mm∆,{Fi}. Denotemos por Cm,Λ tal
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aglomerado. Desde que Fm ↔ ∂Λ, tem-se Fm ↔ ∆c, daí, Qm∆,{Fi} = q0. Por simples
















Como o aglomerado Cm,Λ conecta Fm a ∂Λ, temos Cm,Λ ∩ Λc 6= ∅, implicando que















































= q0 + ∑
p/∈Qmax(h)
e−β(hmax−hp)|Cm,Λ|. (307)
Desde que hmax − hp > 0 e d(Fm, ∂Λ) 6 |Cm,Λ|, fazendo d(Fm, ∂Λ) → ∞ em (307)
obtemos Θlivre(Cm,Λ)
eβhm |Cm,Λ|
→ q0. Daí, usando (306) para reescrever G{Fi}Λ,∆,m em seguida fazendo










Uma vez que G{Fi}Λ,∆,m é limitada, pelo Teorema da Convergência Dominada de Lebesgue
(veja Apêndice, Teorema .23) obtemos que lim∆↑Zd limΛ↑Zd φRCΛ,m(G
{Fi}
Λ,∆,m) = 0.
Finalmente, analisaremos o caso (b), onde F ↔ ∆c e F = Λc. Se η é tal que
1M∆,F (η) = 1 e 1Mm∆,{Fi}
(η) = 0 ou se η é tal que 1M∆,F (η) = 0, o mesmo raciocínio feito
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Se η é tal que 1Mm∆,{Fi}
(η) = 1, temos FmΛ,{Fi} = F
livre
{Fi} e que Q
m
∆,{Fi} = q0. Denote por
PFΛ,∆ o evento (b), isto é, PFΛ,∆ ≡ {η : F ↔ ∆c, porém, F = Λc}. Seja Cm,∆ o único
aglomerado que conecta Fm a ∆c. Logo,∣∣∣G{Fi}Λ,∆,m∣∣∣ = ∣∣∣Flivre{Fi}(1− q0) · 1PFΛ,∆∣∣∣ 6 q0 · 1PFΛ,∆ + Flivre{Fi} Θlivre(Cm,∆)eβhm|Cm,∆| .
Por um raciocínio similar a (307), veja que a parcela do lado direito é exponencialmente
pequena quando fazemos crescer Λ e a distância entre Fm e ∂∆c. Logo, para provar que
lim∆↑Zd limΛ↑Zd φRCΛ,m(G
{Fi}





φRCΛ,m(PFΛ,∆) = 0. (308)
Primeiro, relembramos a seguinte caracterização de limite
φRCm (F ↔ ∞) = lim
Λ↑Zd
φRCΛ,m(F ↔ Λc),
o qual decorre imediatamente das seguintes desigualdades: para Λ ⊂ Λ̂, tem-se
φRC
Λ̂,m
(F ↔ Λ̂c) 6 φRC
Λ̂,m
(F ↔ Λc) 6 φRCΛ,m(F ↔ Λc), onde a primeira desigualdade é
devido à monotonicidade de {F ↔ Λc} e a segunda devido ao Lema (5.11).
Note que os eventos {F = ∆c}, {F ↔ Λc} são disjuntos e {F = ∆c} ↑ {F = ∞}














φRCΛ,m({F = ∆c} ∪ {F ↔ Λc})
= lim
∆↑Zd
φRCΛ,m(F = ∆c) + lim
Λ↑Zd
φRCΛ,m(F ↔ Λc)
= φRCm (F = ∞) + φRCm (F ↔ ∞) = 1,
provando-se (308).
5.6 quase-localidade q.c. do modelo grc
Ao longo desta seção estudaremos a quase-localidade (quase certa) do modelo GRC
com presença de campo externo uniforme (hp)
q
p=1 definido em (202). O seguinte lema
nos diz que todo estado φ ∈ G GRClim ou φ ∈ G GRC é quase-local q.c. (precisamente, veja
Observação 5.31) segundo a Definição 4.24. Para formular com precisão dito lema,
necessitamos relembrar o evento M∆,Λ, que foi definido em (295), isto é:
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Já no próximo capítulo, enunciaremos um lema similar sobre quase-localidade, com
suas respectivas adaptações, para medidas GRC com presença de campo externo não
homogêneo (a diferença deste capítulo).
Lema 5.30. (i) Seja B ⊂ B0(Zd) um subconjunto finito e seja f uma função cilíndrica
dependendo unicamente dos estados das arestas em B. Então a função
η 7→ 1M∆,Λ(η) φGRCB ( f |ηBc) é quase-local,
para qualquer par ∆,Λ ∈ L tal que ∆ ⊃ Λ ⊃ V(B).
(ii) Seja φ ∈ G GRClim ou φ ∈ G GRC com, no máximo, um aglomerado infinito e Λ ∈ L , então
φ(M∆,Λ) ↑ 1, quando ∆ ↑ Zd.
Demonstração. (i) Sejam ∆˜ ⊃ ∆, e ∈ B(∆˜)c uma aresta e η e ηe duas configurações
definidas como
η ≡ (∗, · · · , ∗, 0︷︷
e−ésimo
, ∗, · · · , ∗) e ηe ≡ (∗, · · · , ∗, 1︷︷
e−ésimo
, ∗, · · · , ∗),
respectivamente, com ∗ ∈ {0, 1}. Isto é, η e ηe são duas configurações que diferem
somente por um flipamento na e-ésima coordenada. Defina o evento
N∆,Λ ≡
{









que conecta Λ a B(∆˜)c é único, pois, se existiram dois aglomerados distintos com esta
propriedade, o fato de que η ∈M∆,Λ faz com que se tenha uma contradição.
Tendo em conta que e ∈ B(∆˜)c, analisamos os seguintes casos:
(i) V({e})∩ C = ∅: neste caso, por definição (209) do pesoWGRCB note que
WGRCB ( f |ηBc) =WGRCB ( f |ηeBc).
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(ii) V({e}) ∩ C 6= ∅: neste caso, denote por Ce o aglomerado correspondente na
configuração ηe. Desde que f é uma função cilíndrica, portanto, contínua, por definição












‖ f ‖∞·(eβJ − 1)Bocc(ηB)∩B ∑
p/∈Qmax(h)
∣∣∣e−β(hmax−hp)|Ce| − e−β(hmax−hp)|C|∣∣∣ .
Já que d(e,Λ) 6 |C|< |Ce| e hmax− hp > 0 sobre {1, · · · , q} \Qmax(h), fazendo d(e,Λ)→
∞, o lado direito da desigualdade acima é exponencialmente pequena. Isto é, o lado
direito da desigualdade acima é somável sobre as posições de e. Isto é,∣∣∣WGRCB ( f |ηeBc)−WGRCB ( f |ηBc)∣∣∣→ 0, quando d(e,Λ)→ ∞. (309)
Agora, considere e, e duas arestas em B(∆˜)c e a configuração η da forma
η ≡ (∗, · · · , ∗, 0︷︷
e−ésimo
, ∗, · · · , ∗, 0︷︷
e−ésimo
, ∗, · · · , ∗),
com ∗ ∈ {0, 1}. Logo, defina as configurações ηe e ηe como aquelas que são obtidas por
flipar a configuração η de zero para um na e-ésima e e-ésima coordenada respectiva-
mente, sem nenhuma mudança nas outras coordenadas. Por (309) e pela desigualdade
triangular, tem-se∣∣∣WGRCB ( f |ηeBc)−WGRCB ( f |ηeBc)∣∣∣ 6 ∣∣∣WGRCB ( f |ηeBc)−WGRCB ( f |ηBc)∣∣∣
+
∣∣∣WGRCB ( f |ηeBc)−WGRCB ( f |ηBc)∣∣∣→ 0,
quando d(e,Λ), d(e,Λ)→ ∞.
Seguindo o mesmo raciocínio, por indução, prova-se que para qualquer duas configu-
rações η, η diferentes em B(∆˜)c,∣∣∣WGRCB ( f |ηBc)−WGRCB ( f |ηBc)∣∣∣ 6 ∑
e,e: e 6=e
∣∣∣WGRCB ( f |ηeBc)−WGRCB ( f |ηeBc)∣∣∣→ 0,
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quando mine∈A d(e,Λ) → ∞, onde A ≡ {e ∈ B(∆˜)c : ηe 6= ηe}. Isto é, a aplicação
η 7→ 1M∆,Λ(η) φGRCB ( f |ηBc) é contínua na topologia produto, logo, pelo Lema 4.18, esta
aplicação é quase-local.
(ii) Para cada Λ ∈ L , seja MΛ o evento composto por todas as configurações
que apresentam, no máximo, um aglomerado infinito incidente com Λ. Note que
M∆,Λ ↑ MΛ, quando ∆ ↑ Zd, e que MΛ ↓ {N∞ 6 1}, quando Λ ↑ Zd. Como, por
hipótese, φ(N∞ 6 1) = 1, então φ(MΛ) = 1, ∀Λ ∈ L . Logo, pela continuidade da
medida, segue que lim∆↑Zd φ(M∆,Λ) = φ(MΛ) = 1, ∀Λ ∈ L .
Observação 5.31. Para cada f ⊂ supp(B) definamos a aplicação g(η) ≡ φGRCB ( f |ηBc) e
Eg ≡ {ω ∈ Ω : η 7→ g(η) é quase-local em ω}.
Mostraremos que, se φ ∈ G GRClim ou φ ∈ G GRC com, no máximo, um aglomerado infinito,
então a aplicação η 7→ g(η) é φ-q.c. quase-local. De fato, pelo Lema 5.30 (ii) temos que
φGRCB (∪∆:∆⊃ΛM∆,Λ) = 1. Por outro lado, note que, pelo Lema 5.30 (i), temos M∆,Λ ⊂ Eg,
∀∆ : ∆ ⊃ Λ. Daí, 1 = φ(∪∆:∆⊃ΛM∆,Λ) 6 φ(Eg). Portanto, φ(Eg) = 1.
Em outras palavras, se há provado que o estado φ ∈ G GRClim ou φ ∈ G GRC é quase-local q.c.
(veja Definição 4.24).
Como consequência da quase-localidade q.c. dos estados GRC, temos o seguinte
corolário, o qual nos diz que todo limite fraco de medidas GRC a volume finito é um
estado de Gibbs GRC.
Corolário 5.32. Seja β > 0, J > 0, hm ∈ R e qm > 0, m = 1, · · · , q, e suponha que os
parâmetros qm obedecem a condição (223). Então, todos os estados limites GRC invariantes por
translação são estados de Gibbs GRC, isto é, G GRClim ⊆ G GRC.
Demonstração. Seja φ ∈ G GRClim , então φ = limn→∞ φGRCBn (·|ηn) para alguma sequência
de configurações {ηn : n ∈ N}. Afirmamos que, para cada n ∈ N, a medida de
probabilidade
φn(·) ≡ φGRCBn (·|ηn)
satisfaz a condição DLR (213). De fato, para qualquer função cilíndrica f , dependendo
somente dos estados das arestas de B e para qualquer B ⊂ Bn, tem-se
φn( f ) = φGRCBn ( f |ηn) = φGRCBn
(
φGRCB ( f |·)
∣∣∣ηn) = ∫ φGRCBn (dη|ηn) φGRCB ( f |ηBc)
=
∫
φn(dη) φGRCB ( f |ηBc)
= φn(φGRCB ( f |·)) = φn φGRCB ( f |·), (310)
293
representações gráficas para sistemas de spins com presença de campo
onde, na segunda igualdade, usamos a propriedade de consistência da especificação
{φGRCB : |B|< ∞} e, na quarta igualdade, a definição de φn. Assim, φn = φn φGRCB , isto é,
φn ∈ G GRC, o que prova a afirmação.
Como a especificação {φGRCB : |B|< ∞} não é quase-local (veja Proposição 5.13),
isso não necessariamente implica que a medida de probabilidade limite φ satisfaça
a condição DLR. Para abordar esse problema, seguimos a estrategia que envolve a
quase-localidade quase certa de φGRCB .
Seja B um conjunto finito de arestas e seja f uma função cilíndrica dependendo
unicamente dos estados das arestas de B. Desde que as funções f e 1M∆,V(B)(·) φGRCB ( f |·)
















φ( f ) = lim





B ( f |·)). (312)
Como φ(N∞ 6 1) = 1, pelo Lema 5.30, conseguimos que φ(M∆,V(B)) ↑ 1 sempre que








B ( f |·)
)








B ( f |·)
)
= φ(φGRCB ( f |·)).
Fazendo ∆ ↑ Zd em (311) e usando estes dois limites acima, obtemos
φ(φGRCB ( f |·)) = limn→∞ φn(φ
GRC
B ( f |·)).
Combinando esta identidade com (312) tem-se
φ( f ) = φ(φGRCB ( f |·)),
isto é, φ ∈ G GRC. Desde que a priori φ ∈ G GRClim , concluímos que G GRClim ⊆ G GRC.
Relembramos que, em geral, uma medida de Gibbs GRC não tem porque, necessaria-
mente, ter uma versão esperança condicional (214), devido à perda de quase-localidade
das medidas GRC a volume finito (veja Proposição 5.13). Como havíamos falado ante-
riormente, podemos contornar esse problema adicionando a hipótese geométrica de
existência (quase certa) de no máximo um aglomerado infinito. Isso é resumido no
seguinte teorema.
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Teorema 5.33 (Versão esperança condicional). Seja β > 0, J > 0, hm ∈ R e qm > 0, m =
1, · · · , q, e suponha que os parâmetros qm obedecem a condição (223). Seja φ ∈ G GRC com
φ(N∞ 6 1) = 1, B um subconjunto finito de B0(Zd) e seja f uma função cilíndrica crescente
dependendo somente sob a configuração ηB. Então,
φ( f |ηBc) = φGRCB ( f |ηBc), φ−q.c. (313)
Demonstração. Sejam B1, B2 dois conjuntos finitos de arestas be com B1 ∩B2 = ∅ e f , g
duas funções cilíndricas limitadas dependendo unicamente sobre os estados das arestas
de B1 e B2, respectivamente. Desde que φ ∈ G GRC, usando a equação DLR (213) e a
consistência da especificação {φGRCB : |B|< ∞}, para B ⊃ B1 ∩B2 (veja Definição 4.5),
facilmente pode-se obter que

















g φGRCB1 ( f |·)
∣∣∣ηBc) . (314)
Seja ∆ ⊃ V(B1) e o evento M∆,V(B1) definido em (295). Desde que as funções g e
1M∆,V(B1)
(·) φGRCB ( f |·) são quase-locais, o produto destas funções g · 1M∆,V(B1)φ
GRC
B ( f |·) é
também quase-local, daí, esta função pode ser aproximado por funções locais. Logo,
(em analogia com (314)) pela equação DLR (213), temos
φ
(















Uma vez que φ(N∞ 6 1) = 1, pelo Lema 5.30 conseguimos que φ(M∆,V(B1)) ↑ 1, sempre
























g φGRCB1 ( f |·)
)
.
Fazendo Λ ↑ Zd em (315) e usando estes dois limites, obtemos
φ
(







g φGRCB1 ( f |·)
∣∣∣ηBc) .
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Combinando a identidade acima com (314), obtemos
φ(g f ) = φ
(
g φGRCB1 ( f |·)
)
,
para toda função limitada g que depende unicamente sobre as configurações ηBc1 . Da
unicidade quase certa da esperança condicional com respeito a φ, segue a prova.
5.7 unicidade e ausência de percolação
Relembremos que por definição (285), S(σ, η) é o conjunto de valores possíveis
assumidos pelos spins sobre um aglomerado infinito na configuração (σ, η). Em seguida,
formulamos o seguinte lema, o qual nos dá condições suficientes para que a RC marginal
de uma medida de Gibbs ES seja um estado de Gibbs RC.
Lema 5.34. Seja ν ∈ G ES uma medida de probabilidade com ν(|S|6 1) = 1 e seja φ sua RC
marginal. Então, φ ∈ G RC.
Demonstração. Dado B ⊂ B0(Zd) com |B|< ∞, seja f uma função cilíndrica com suporte
em B. Desejamos provar que a RC marginal φ de ν satisfaz a condição DLR, isto é,
φ( f ) =
∫
µ(dη) φRCB ( f |ηBc). Note que uma condição suficiente para provar isso é provar
que
φ( f |ηBc) = φRCB ( f |ηBc), (316)
pois basta integrar com respeito à medida µ esta igualdade e usar a propriedade da
torre das esperanças condicionais para obter-se a identidade anterior. Na direção de
provar (316), para cada η ∈ {0, 1}B0(Zd) defina a configuração projeção sobre B por
η 7→ piB(η) = ηB. Fixada uma configuração η, por abuso de linguagem escreveremos
{piB = ηB} para nos referirmos ao evento cilíndrico {η : piB(η) = ηB}. Seja f uma função
cilíndrica com suporte em B. Para todo ∆ tal que ∆ ⊃ V(B), B∗ ⊂ B0(Zd) \B = Bc e




ν(dσ, dηB|η̂Bc) ν( f |σ∆c , η̂Bc) =
∫
{piB∗=ηB∗}
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onde esta última igualdade acontece pelo fato de que 1{piB∗=ηB∗} ∈ FBc . Por outro
lado, por propriedade de esperança condicional e desde que 1{piB∗=ηB∗} ∈ F∆c ×FBc ,
reescrevemos a igualdade acima como
=
∫
ν(dη̂) 1{piB∗=ηB∗}ν( f |σ∆c , η̂Bc) =
∫




ν(dη̂) f (·, η̂).
Juntando as identidades acima, por definição de esperança condicional obtemos ν-q.c.
que
ν( f |ηBc) =
∫
ν(dσ, dηB|ηBc) ν( f |σ∆c , ηBc). (317)
Dado ηBc , pode-se tomar ∆ suficientemente grande, de modo que não existam aglome-
rados finitos C(ηBc) conectando V(B) a ∆c. Com esta escolha, por um simples cálculo,
veja que ν( f |σ∆c , ηBc) = φRCB ( f |ηBc) para cada função cilíndrica f com suporte em B,
pois, pela assunção do lema, todos os aglomerados infinitos quase certamente tem a
mesma cor. Desde que B é arbitrário, substituindo esta identidade em (317), obtemos
ν( f |ηBc) =
∫
ν(dσ, dηB|ηBc) φRCB ( f |ηBc) = φRCB ( f |ηBc)
∫
ν(dσ, dηB|ηBc) = φRCB ( f |ηBc).
Mas como φ é RC marginal de ν, φ( f |ηBc) = ν( f |ηBc). Substituindo este fato na igualdade
acima, temos φ( f |ηBc) = φRCB ( f |ηBc), o que prova (316) e, portanto, a conclusão do
lema.
Lema 5.35. As medidas φGRClivre e φ
GRC
max são fortemente mixing e, em particular, ergódicas com
respeito às translações em quaisquer das direções principais do látice.
Demonstração. Seja τ a translação em uma das direções principais do látice (veja Defini-
ção 2.1). Pela Proposição .32 (do Apêndice), para que a medida φGRCmax seja fortemente




max ( f · g ◦ τn) = φGRCmax ( f ) φGRCmax (g), ∀ f , g ∈ L2(Ω). (318)
Como o espaço das funções contínuas C(Ω) é denso em L2(Ω), será suficiente provar
(318) para toda função f , g ∈ C(Ω). Por outro lado, uma vez que toda função quase-local
pode ser aproximada uniformemente por funções cilíndricas, por argumentos padrões
de convergência, é suficiente provar (318) para funções cilíndricas. Daí, como Ω tem
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um ordem parcial natural, restringiremos a prova de (318) para funções cilíndricas
crescentes (no sentido FKG).
Seja ∆ ∈ L com complementar ∆c conexo e sejam f , g duas funções cilíndricas
crescentes não negativas com suporte em B(∆). Defina gn ≡ g ◦ τn e ∆n ≡ τn(∆).
Logo, o produto f gn, também, é crescente. Daí, ∀n ∈ Z tal que B(∆) ∩B(∆n) = ∅ e
∀Λ ⊃ ∆∪ ∆n, temos
φGRCΛ,max( f · gn) = φGRCΛ,max( f · gn|ηB(Λ)\B0(Λ) = 1) 6 φGRCΛ,max( f · gn|ηB(Λ)\(B(∆)∪B(∆n)) = 1)
= φGRC∆∪∆n ,max( f · gn) = φGRC∆,max( f ) φGRC∆n ,max(gn)
= φGRC∆,max( f ) φ
GRC
∆,max(gn),
onde, na desigualdade, usamos o Corolário 5.10. Em seguida, fazendo Λ ↑ Zd seguido
de n→ ∞ e ∆ ↑ Zd, obtemos
lim sup
n→∞
φGRCmax ( f · g ◦ τn) 6 φGRCmax ( f ) φGRCmax (g).
A desigualdade contrária segue da desigualdade FKG, logo, a propriedade mixing forte
é estabelecida para a medida φGRCmax . O caso quando a condição de fronteira é livre é
completamente análogo, neste caso se necessita tomar f e g positivas decrescentes.
Para provar a ergodicidade dessas medidas, o argumento feito aqui será apresentado
bem geral. Suponha que a medida φ satisfaz a propriedade mixing forte. Para cada
evento invariante por translações A, veja que
φ(A) = φ(A ∩ τ−n A) −→
n→∞ φ(A)
2.
Daí, segue que φ(A) = φ(A)2, portanto, φ(A) ∈ {0, 1}. Assim φ é ergódica.
Antes de formular os seguintes dois resultados, por simplicidade de apresentação,
introduzimos as seguintes definições:
A ∞1,m ≡ {N∞ = 1 e σx = m ∀x ∈ C∞} e G ES1,m ≡ {ν ∈ G ES : ν(A ∞1,m) = 1}.
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Lema 5.36. Sejam m ∈ Qmax(h) e ν ∈ G ES com ν(S ⊆ {m}) = 1. Seja φ uma RC marginal
de ν. Logo, para cada função cilíndrica f de σ e η
ν( f ) =
∫
φ(dη) νm( f |η).
Em particular, se ν1, ν2 ∈ G ES1,m são duas medidas com a mesma RC marginal, então ν1 = ν2.
Demonstração. Seja f uma função cilíndrica com suporte em (Λ,B(Λ)). Como foi argu-
mentado no Lema 5.34 com B = ∅, para ν-q.c., pode-se encontrar ∆ ⊃ Λ suficiente-
mente grande tal que ν( f |σ∆c , η) não dependa de σ∆c , de onde pode-se verificar que
ν( f |σ∆c , η) = νm( f |η). Substituindo esta igualdade em (317), obtemos
ν( f |η) =
∫
ν(dσ, ·|η) νm( f |η) = νm( f |η)
∫
ν(dσ, ·|η) = νm( f |η).
Integrando a igualdade acima com respeito a ν, temos
ν( f ) = ν(ν( f |η)) =
∫
ν(dσ, dη) νm( f |η) =
∫
φ(dη) νm( f |η),
onde, na primeira igualdade, usamos propriedade de esperança condicional e, na última
identidade, usamos o fato de que νm( f |η) é uma função que depende unicamente de η
e que φ é RC marginal de ν.
Com estes lemas a nossa disposição provamos o seguinte teorema, o qual nos dá
informação sobre o comportamento da cardinalidade das medidas de Gibbs tanto RC
como ES nas fases J 6= Jc. Já na fase J > Jc, é esperado a existência de mais de uma
medida de Gibbs ES quando a constante de acoplamento J é suficientemente grande.
O Item (iii) do próximo resultado nos afirma que existem, na verdade, tantos estados
de Gibbs ES como a cardinalidade do conjunto Qmax(h). Isso motiva a fazermos as
seguintes perguntas: no caso de que |Qmax(h)|= 1, será que teremos uma única medida
de Gibbs ES?, o modelo RC tem o mesmo comportamento? Um resultado parcial
(baseado sobre a dimensão da rede) nesta direção será dado na Seção 5.9.
Teorema 5.37. Seja β > 0 e hm ∈ R, m = 1, · · · , q.
(i) Para todo J > 0, existe, no máximo, uma medida de Gibbs de ES que não possui a
propriedade do ∞/aglomerado-infinito (veja definição em (116)).
(ii) Se P∞(β, J, h) = 0, então |G ES|= |G RC|= 1. Em particular, |G ES|= |G RC|= 1 se J < Jc.
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(iii) Se P∞(β, J, h) > 0, então as medidas φESm , m ∈ Qmax(h) são estados de Gibbs extremais-
invariantes por translações com φESm (A ∞1,m) = 1. Em particular, existe no mínimo q0 =
|Qmax(h)| estados de Gibbs diferentes extremais-invariantes por translações.
Demonstração. (i) Provaremos que para qualquer medida ν ∈ G ES que não exibe perco-
lação é igual à medida limite φESlivre, cuja existência foi estabelecido no Teorema 5.12. De
fato, seja ν ∈ G ES0 uma medida que não possui a propriedade do ∞/aglomerado-infinito
e {∆n : n ∈N} uma sequência cofinal (no sentido da Definição 4.8) de subconjuntos de
V. Logo, a sequência de conjuntos aleatórios {Λn : n ∈N} definido por
Λn(η) ≡ {x ∈ ∆n : x 6↔ ∆cn in η},
também é crescente. Note que o conjunto Λn está bem definido devido à ausência de
aglomerados infinitos. Pelo Teorema 6.2, dado e > 0, pode-se tomar ∆ suficientemente
grande, de modo que, para cada função f com suporte em (∆,B0(∆)), se tenha
|φESV,livre( f )− φESlivre( f )|6 e, ∀V ⊃ ∆. (319)
Por outro lado, observe que
ν( f ) = ν( f · 1{Λn(·) 6⊃∆}) + ν( f · 1{Λn(·)⊃∆}) = ν( f · 1{Λn(·) 6⊃∆}) + ∑
Λn(·)⊃∆
ν( f · 1{Λn(·)=Λn}).
Por usar as equações DLR e sua versão equivalente de esperanças condicionais para
a especificação {φESΛ,B0(Λ) : Λ ∈ L } (veja equação (206)), a expressão acima pode
reescrever-se como
= ν( f · 1{Λn(·) 6⊃∆}) + ∑
Λn(·)⊃∆
ν(φESΛn ,B0(Λn)
( f · 1{Λn(·)=Λn}|·))
= ν( f · 1{Λn(·) 6⊃∆}) + ∑
Λn(·)⊃∆
ν(ν( f · 1{Λn(·)=Λn}|FΛcn ,B0(Λn)c)).
Note que, para cada n ∈N fixo, a variável aleatória 1{Λn(·)=Λn} depende unicamente dos
estados dos sítios e arestas em (Λn,B0(Λn)), logo, esta variável aleatória é independente
da σ-álgebra FΛcn ,B0(Λn)c . Daí, a última expressão acima pode-se reescrever como
= ν( f · 1{Λn(·) 6⊃∆}) + ∑
Λn(·)⊃∆
ν(1{Λn(·)=Λn}ν( f |FΛcn ,B0(Λn)c))
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onde, na segunda desigualdade, usamos outra vez a versão equivalente de esperança
condicional para a especificação {φESΛ,B0(Λ) : Λ ∈ L }, no entanto, na ultima desigualdade
usamos a definição da medida φES
Λn ,livre
. Resumindo os passo feitos acima, temos a
seguinte identidade





( f )). (320)
Combinando as identidades (319) e (320), temos
ν( f · 1{Λn(·) 6⊃∆}) + [φESlivre( f )− e]ν( f1{Λn(·)⊃∆}) 6 ν( f )
6 ν( f · 1{Λn(·) 6⊃∆}) + [φESlivre( f ) + e]ν( f · 1{Λn(·)⊃∆}). (321)
Desde que a sequência {Λn(ω) : n ∈ N} é crescente, a sequência {An : n ∈ N}, com
An ≡ {Λn(·) ⊃ ∆}, também é crescente. Portanto, 1An ↑ 1. Como f é limitada, tomando
n ↑ ∞ em (321) e usando o Teorema da convergência Dominada, tem-se
|ν( f )− φESlivre( f )|6 e.
Desde que e > 0 foi arbitrário, concluímos a prova deste item.
(ii) Pelo Corolário 5.18 sabe-se que P∞(β, J, h) = φGRCmax (|C0|= ∞). Desde que P∞(β, J, h) =
0 temos φRCmax(|C0|= ∞) = 0. Veja que
{N∞ > 1} ⊆ {existe pelo menos um aglomerado infinito} = ∪x∈Zd{|Cx|= ∞} (322)
e que o evento ∪x∈Zd{|Cx|= ∞} é invariante por translações, pois uma translação de Zd
leva aglomerados infinitos em aglomerados infinitos na configuração trasladada, por
causa da invariância translacional da rede hipercúbica Ld. Desde que φRCmax(|C0|= ∞) = 0,
pela relação (322) e pelo comentário feito em linhas acima (sob invariância), temos
φRCmax(N∞ > 1) = 0.
Pelo Lema 5.3, Item (ii), φRCmax é η-marginal da medida φESmax, logo,
φESmax(N∞ > 1) = φRCmax(N∞ > 1) = 0,
pois aqui {N∞ > 1} = {η : N∞(η) > 1} é um evento que não depende da configuração
de spins σ. Seja φv a η-marginal de ν ∈ G ES. Como {N∞ > 1} é um evento crescente no
sentido FKG, pelo Teorema 5.23 temos
φν(N∞ > 1) 6 φRCmax(N∞ > 1) = 0.
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Somando em η, na desigualdade acima temos
ν(N∞ > 1) 6 φRCmax(N∞ > 1) = 0.
Isto é, ν(N∞ = 0) = 1 para cada ν ∈ G ES, portanto, pelo Item (i), G ES = {φESlivre}.
Por outro lado, φRCmax(N∞ > 1) = 0 implica que o mesmo é verdade para todo φ ∈ G RC
pelo Teorema 5.14. Repetindo o mesmo argumento na prova do Item (i) deste teorema
para a medida RC φ e usando o Teorema 5.33 para garantir a versão de esperança
condicional para as medidas RC, conseguimos que φ = φRClivre para toda medida de Gibbs
φ ∈ G RC, o que implica que G RC = {φRClivre}.
Em particular, se J < Jc, por definição (246) do parâmetro crítico Jc, temos P∞(β, J, h) =
0, pelo provado acima, conclui-se que |G ES|= |G RC|= 1.
(iii) Para provar este item, primeiro provaremos que
φESm (σx = m˜|x ↔ ∞) = δm,m˜, (323)
previsto que P∞(β, J, h) > 0 e m ∈ Qmax(h). Para provar (323), pela equação (269) é
sabido que
φRCmax(0↔ ∞) = lim
Λ↑Zd
φRCΛ,max(0↔ Λc).
Desde que φRCmax é η-marginal da medida φESm para cada m ∈ Qmax(h), e o evento
{0 ↔ ∞} não depende da configuração de spins σ, da igualdade acima, para cada
m ∈ Qmax(h) e x ∈ Zd, temos
φESm (x ↔ ∞) = φESm (0↔ ∞) = lim
Λ↑Zd
φESΛ,m(0↔ Λc).
Como φESΛ,m(0 ↔ Λc, σx = m˜) = φESΛ,m(0 ↔ Λc) · δm,m˜, fazendo Λ ↑ Zd e usando a
identidade acima, temos φESm (x ↔ ∞, σx = m˜) = φESm (x ↔ ∞) · δm,m˜, o que prova (323).
Em seguida mostraremos que, para cada m ∈ Qmax(h), a medida de Gibbs φESm é
extremal. Para este fim, assumiremos que φESm admita a seguinte descomposição
φESm = λν1 + (1− λ)ν2, (324)
com ν1(A ∞1,m) = ν2(A
∞
1,m) = 1 e λ ∈ (0, 1), isto é, estamos assumindo que as medidas
ν1, ν2 ∈ G ES1,m = {ν ∈ G ES : ν(A ∞1,m) = 1}. Sejam φν1 e φν2 as RC marginais de ν1 e ν2,
respectivamente. Pelo Lema 5.34 φν1 , φν2 ∈ G RC, implicando que (324) induz a seguinte
descomposição
φRCmax = λφν1 + (1− λ)φν2 .
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No entanto, pelo Lema 5.35, φRCmax é uma medida extremal, o que implica que φν1 = φν2 =
φRCmax. Usando o Lema 5.36, isto implica que ν1 = ν2, isto é, para cada m ∈ Qmax(h) a
medida φESm é extremal.
Provaremos que φESm (A ∞1,m) = 1, para isso suponha que P∞(β, J, h) > 0. Como φ
RC
max
atinge o supremo da definição de P∞, temos
0 < P∞(β, J, h) = φRCmax(|C0|= ∞) 6 φRCmax(N∞ > 1).
Como φRCmax é um estado de Gibbs extremal e {N∞ > 1} é um evento caudal, da
desigualdade acima e da unicidade do aglomerado infinito (veja Teorema 5.25), para
cada m ∈ Qmax(h) segue que φRCmax(N∞ = 1) = φESm (N∞ = 1) = 1.
Por outro lado, aproveitando a unicidade (quase certa) do aglomerado infinito, pelo
Lema 5.30 (ii) temos que φRCmax(MΛ) = 1, ∀Λ ∈ L , onde MΛ denota o evento composto
por todas as configurações que apresentam, no máximo, um aglomerado infinito
incidente com Λ. Em particular obtemos que
φRCmax(x ↔ ∞) = 1, ∀x ∈ Zd.
Logo, usando a identidade acima, (323) e a inclusão
{σx = m, x ↔ ∞} ⊂ {N∞ > 1, σx = m ∀x ∈ C∞},
para cada m ∈ Qmax(h) conseguimos
1 = φESm (σx = m|x ↔ ∞) =




m (N∞ = 1, σx = m ∀x ∈ C∞)
φRCmax(x ↔ ∞)
6 φESm (A ∞1,m),
o que conclui a prova do teorema.
Observação 5.38. Dado que o Teorema 5.33 é enunciado para o modelo GRC, a prova de (ii)
permanece válida para o modelo GRC. Isto é, todos os estados de Gibbs GRC são iguais à medida
φGRClivre , se P∞(β, J, h) = 0. Isto implica que G
GRC = {φGRClivre }, sempre que P∞(β, J, h) = 0.
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5.8 aplicações entre medidas de gibbs: es, spin
e rc
Se G SPIN denota o conjunto de todos os estados de Gibbs SPINS, definidos pelo
Hamiltoniano (219), denotaremos por ΠS a aplicação que faz corresponder a SPIN
marginal para cada medida de Gibbs ES (a volume infinito). A priori, não é obvio que a
SPIN marginal de qualquer estado de Gibbs ES é um estado de Gibbs SPIN a volume
infinito. Isto e um pouco mais é provado no seguinte teorema.
Teorema 5.39. Seja ΠS : G ES → G SPIN uma aplicação que assina a σ-marginal (ou spin-
marginal) a cada medida de ES a volume infinito. Logo, ΠS é um isomorfismo linear. Em
particular, |G ES|= 1 se, e somente se, |G SPIN|= 1.
Demonstração. Seja φSPINΛ (·|σΛc) a medida de Gibbs sobre os spins no volume Λ com
condição de fronteira σΛc , como foi definido em (220). Seja ν ∈ G ES, z uma função
dependendo unicamente dos estados dos spins em Zd (ou de um subconjunto de Zd) e
φSPINν a σ-marginal (ou spin-marginal) da medida ν ∈ G ES. Por definição da aplicação





ν(dσ, dη) z(σ, ·) = ν(z). (325)
Primeiro, provaremos que a aplicação ΠS : G ES → G SPIN está bem definida. De fato,
sejam Λ ∈ L e g uma função dependendo unicamente dos estados dos spins em Λ.





ν(dσ, dη) φESΛ,B(Λ)(g|σΛc , ηB(Λ)c)
=
∫
ν(dσ, dη) φSPINΛ (g|σΛc)
=
∫
(ΠSν)(dσ) φSPINΛ (g|σΛc) = (ΠSν)(φSPINΛ (g|·)),
o que implica que (ΠSν) ∈ G SPIN. Logo, a aplicação ΠS está bem definida.
A seguir, provaremos que a aplicação ΠS é sobrejetiva. De fato, note que o conjunto
{(Λ,B(Λ)) : Λ ∈ L } é cofinal (segundo a Definição 4.8) no conjunto de índices
{(Λ,B) : Λ ∈ L }, desde que para cada par (Λ,B) existe Λ0 ∈ L tal que Λ0 ⊃ Λ
e B(Λ0) ⊃ B. Pelo teorema da caracterização do conjunto G ES (veja Teorema 4.5), a
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validez da equação DLR para os pares (Λ,B(Λ)) implica sua validez para o par geral
(Λ,B).
Agora, seja µ ∈ G SPIN e considere a seguinte medida ES
νΛ(·) ≡
∫
µ(dσ) φESΛ,B(Λ)(·|σΛc , ηB(Λ)c) (326)
sobre o conjunto de configurações em (Λ,B(Λ)). Lembremos que, por definição da
especificação {φESΛ,B(Λ) : Λ ∈ L }, esta não depende de ηB(Λ)c , logo, νΛ também não
depende de ηB(Λ)c . Portanto, a configuração ηB(Λ)c é adicionada em (326) por pura
formalidade. Por usar a consistência da especificação {φESΛ,B(Λ) : Λ ∈ L }, para cada
Λ˜ ⊂ Λ, B˜ ⊂ B(Λ) tem-se
νΛ( f ) =
∫














φESΛ,B(Λ)(dσ, dη|σΛc , ηB(Λ)c) φESΛ˜,B˜( f |σΛ˜c , ηB˜c)
]
,
onde f é uma função cilíndrica com suporte em Λ˜× B˜. Usando o Teorema de Fubini-
Tonelli (veja Apêndice, Teorema .24), a igualdade acima pode-se reescrever
=
∫ [∫




( f |σΛ˜c , ηB˜c)
=
∫
νΛ(dσ, dη) φESΛ˜,B˜( f |σΛ˜c , ηB˜c),
onde, na igualdade acima, usamos a definição da medida νΛ(·). Juntando as identidades
acima, vemos que a medida νΛ(·) satisfaz as equações DLR restritas:
νΛ( f ) =
∫
νΛ(dσ, dη) φESΛ˜,B˜( f |σΛ˜c , ηB˜c). (327)
Sejam Λ1 ⊃ Λ2 ⊃ Λ˜ dois conjuntos em L , então, para cada função cilíndrica f com
suporte em Λ˜× B˜, se obtém
νΛ1( f ) =
∫















µ(dσ) φESΛ2,B(Λ2)( f |σΛc2 , ηB(Λ2)c) = νΛ2( f ),
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onde, na primeira e na última igualdade, usamos a definição de νΛ, na segunda
igualdade, a consistência da especificação {φESΛ,B(Λ) : Λ ∈ L }, na terceira igualdade,
o fato de que φESΛ1,B(Λ1) não depende de η
c
B(Λ1)
junto ao Lema 5.4 e, finalmente, na
quarta igualdade, o fato de que µ ∈ G SPIN. Daí, da identidade acima se desprende
que, para Λ suficientemente grande, νΛ( f ) =
∫
νΛ(dσ, dη) f (σ, η) é constante para toda
função cilíndrica f com suporte em Λ˜× B˜. Em particular, o limite fraco ν ≡ limΛ↑Zd νΛ
existe. Como a especificação {φES
Λ˜,B˜
: Λ˜ ⊂ Λ, B˜ ⊂ B(Λ),Λ ∈ L } é quase-local, portanto,
contínua e limitada, fazendo Λ ↑ Zd em (327) tem-se




( f |σΛ˜c , ηB˜c),
isto é, ν ∈ G ES.
Com o intuito de provar que a aplicação ΠS é sobrejetiva, para todo µ ∈ G SPIN existe

















onde, na segunda igualdade, usamos o limite fraco ν ≡ limΛ↑Zd νΛ, na terceira igualdade
a definição (326) da medida νΛ, na quarta igualdade o fato de que φESΛ,B(Λ) não depende
de ηc
B(Λ) junto ao Lema 5.4 e, na quinta igualdade, o fato de que µ ∈ G SPIN. Observe
que, na segunda igualdade acima, pode-se haver escrito diretamente que ν(g) = νΛ(g),
pois, como vimos anteriormente, νΛ(g) é constante para Λ suficientemente grande. Isto
prova a sobrejetividade de ΠS.
Por outro lado, para concluir que ΠS é um isomorfismo linear, restaria provar que ΠS
é injetiva. Para isso, seja ΠSν˜ = µ, para todo ν˜ ∈ G ES. Então, para cada função cilíndrica
f com suporte em Λ×B(Λ), temos
ν˜( f ) = ν˜(φESΛ,B(Λ)( f |·)) = (ΠSν˜)(φESΛ,B(Λ)( f |·))
= µ(φESΛ,B(Λ)( f |·))
=
∫
µ(dσ) φESΛ,B(Λ)( f |σΛc , ηB(Λ)c) = νΛ( f ),
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onde, na primeira identidade, usamos as condições DLR, na segunda igualdade o Item
(325) com z(σΛc) = φESΛ,B(Λ)( f |σΛc , ηB(Λ)c), na terceira igualdade usamos a assunção que
ΠSν˜ = µ, na quarta igualdade a definição µ( f ) =
∫
µ(dσ) f (σ) e na quinta identidade
a definição (326) da medida νΛ. Desde que f é uma função cilíndrica, f é contínua
limitada (pois o espaço amostral é compacto). Fazendo Λ ↑ Zd na identidade acima (e
usando o limite fraco ν ≡ limΛ↑Zd νΛ ) obtemos
ν˜( f ) = ν( f ).
Isto é, se há provado que para toda medida ν˜ ∈ G ES satisfazendo ΠSν˜ = µ se tem ν˜ = ν,
de onde se deduz a injetividade de ΠS.
Se G RC denota o conjunto de todos os estados de Gibbs RC, definidos em (213).
Denotando por ΠRC a aplicação que assina uma RC marginal para cada medida de
Gibbs ES a volume infinito. Salientamos que a mesma afirmação do Teorema 5.37 não é
válida para a aplicação ΠRC, pois em dimensão d = 2, pelo Teorema 4.39, é conhecido
que existem exatamente dois estados de Gibbs extremais no modelo de Ising abaixo da
temperatura crítica e, portanto, pelo Teorema 5.37, dois estados de Gibbs ES extremais,
no entanto, as correspondentes RC marginais são idênticas (veja Teorema 3.55).
Para estabelecer o próximo resultado introduzimos as seguintes notações:
G ES61 ≡ {ν ∈ G ES : ν(N∞ 6 1) = 1}, G RC61 ≡ {φ ∈ G RC : φ(N∞ 6 1) = 1}
G ESk ≡ {ν ∈ G ES : ν(N∞ = k) = 1} e G RCk ≡ {φ ∈ G ES : φ(N∞ = k) = 1}, k = 0, 1.
Teorema 5.40. SejaΠRC : G ES → G RC uma aplicação que assina a η-marginal (aresta-marginal
ou RC-marginal) a cada medida de ES a volume infinito. As seguintes afirmações são satisfeitas.
(i) A restrição da aplicação ΠRC a G ES61 é sobrejetiva sobre G
RC
61 .
(ii) Toda medida ν ∈ G ES61 tem uma única descomposição da forma
ν = λ0ν0 + ∑
m∈Qmax(h)
λmνm,
com ν0 ∈ G ES0 , νm ∈ G ES1,m, λ0, λm > 0 e λ0 +∑m∈Qmax(h) λm = 1.





Se m ∈ Qmax(h), logo, a restrição de ΠRC a G ES1,m é injetiva de G ES1,m a G RC1 .
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(iv) Se |Qmax(h)|= 1, então a aplicação ΠRC : G ES61 → G RC61 é uma bijeção.
Demonstração. Primeiro, note que marginal de qualquer estado de Gibbs ES que possui,
no máximo, um aglomerado infinito é um estado de Gibbs RC, pelo Lema 5.34. Isto
prova que ΠS(G ES61) ⊂ G RC.
(i) Para provar a sobrejetividade da aplicação ΠS : G ES61 → G RC61 , considere φ ∈ G RC61 .







para cada {Fi}, qualquer x /∈ F = ∪qi=1Fi e qualquer η. De fato, se {Fi = Fj} para i 6= j
em η, assuma que x ↔ Fm, para algum m. Logo, o lado esquerdo de (328) se reduz
a Flivre{F1,···,Fm−1,Fm∪{x},Fm+1,···,Fq}(η) o qual é identificado com F
livre
{Fi}(η). Por outro lado, se
x = Fm, para todo m, logo, a soma em (328) pode ser propagada através dos produtos
da definição (298) de Flivre{Fi} até o último termo, de onde a desigualdade segue por tomar
em conta a definição (215) de Θlivre. Para cada m ∈ {1, · · · , q}, defina o evento
A{Fi} ≡ {σ : σx = m, ∀x ∈ Fm},
Note que A{Fi} é um evento cilíndrico em F . Considerando a relação (328), definimos
a aplicação de conjunto ν, para os conjuntos sobre o espaço produto de configurações
(σ, η), definida como
ν(A{Fi} ×B) = φ(Flivre{Fi} 1B), (329)
onde B denota qualquer evento cilíndrico sobre as configurações η. Devido a que µ é
uma medida sobre η e devido a (328), a função de conjunto definido em (329) satisfaz a
condição de consistência para todas as projeções a volume finito e, pelo Teorema da
Extensão de Kolmogorov, ν dá uma medida sobre (σ, η).
Usando (328) e que a η-marginal de ν é φ (para terminar de provar a sobrejetividade
da aplicação ΠS : G ES61 → G RC61 ), nos restaria provar que ν ∈ G ES. Mas, por (206), ν ∈ G ES
se, e somente se,
ν(σ∆, ηB(∆)|σ∆c , ηB(∆)c) = νES∆,B(∆)(σ∆, ηB(∆)|σ∂∆, ηB(∆)c), ν−q.c., ∀∆ ∈ L .
Para verificar isso, pelo Teorema de Convergência de Martingales de Lévy-forward
(veja Teorema .18 do Apêndice), é suficiente provar que
lim
Λ↑Zd
ν(σ∆, ηB(∆)|σΛ\∆, ηB(∆)c) = νES∆,B(∆)(σ∆, ηB(∆)|σ∂∆, ηB(∆)c). (330)
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Para provar (330), primeiro avaliaremos ν(σ∆, ηB(∆)|ηB(∆)c), para Λ suficientemente
grande de modo que Λ ⊃ ∆. Sem perda de generalidade, podemos assumir que
hmax ≡ 0 pois, na definição de φRCB(∆) abaixo, este termo pode ser tirado do produtório
em função do volume ∆ (o qual está fixo e é finito) e ser cancelado com o mesmo fator
da função de partição.
Para cada η ∈ {0, 1}B0(Zd), definimos a configuração projeção sobre B por η 7→
piB(η) = ηB. Fixada uma configuração η, por abuso de linguagem escreveremos {piB =
ηB}, ou simplesmente ηB, para nos referirmos ao evento cilíndrico {η : piB(η) = ηB}.
Usando o fato de que φ é a η-marginal de ν e que φ ∈ G RC, escrevemos
ν(σ∆, ηB(∆)|ηB(∆)c) = φ(Flivre{Λi} 1{piB(∆)=ηB(∆)}|ηB(∆)c) = F
livre
{Λi}(η) · φ(ηB(∆)|FB(∆)c)(η)
= Flivre{Λi}(η) · φ
RC
B(∆)(ηB(∆)|ηB(∆)c), (331)
onde {Λi : i = 1, · · · , q} é uma partição de Λ definida por Λi ≡ {x ∈ Λ : σx = i}. Na
segunda igualdade da identidade acima usamos a mensurabilidade de Flivre{Λi} em FB(∆)c ,





























B(∆)(ηB(∆)c) é a função de partição para φ
RC
B(∆) e ∆ = ∆ ∪ ∂∆. Definindo ∆m ≡
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p=1 hpδσx ,p ,
onde ∆(σ, η) foi definido em (52). Aqui, na segunda igualdade, está sendo usado o fato
de que ∆(σ∆, ηB(∆)) = ∏
q
m=1 ∆(σC∩∆m , ηB(∆)). Analogamente, obtemos


















p=1 hpδσx ,p .
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· K(σ, η). (333)













φES∆,B(∆)(σ∆, ηB(∆)|σ∆c , ηB(∆)c),
onde, na segunda igualdade, usamos a definição (203) da medida ES. Denotando por













B(∆)(ηB(∆)|ηB(∆)c) = N(σΛ\∆, ηB(∆)c) · φES∆,B(∆)(σ∆, ηB(∆)|σ∂∆, ηB(∆)c).
Combinando esta identidade com (331), tem-se
ν(σ∆, ηB(∆)|ηB(∆)c) = N(σΛ\∆, ηB(∆)c) · φES∆,B(∆)(σ∆, ηB(∆)|σ∂∆, ηB(∆)c).
Mas como ν(σ∆, ηB(∆)|ηB(∆)c) = ν(σ∆, ηB(∆)|σΛ\∆, ηB(∆)c) ν(σΛ\∆|ηB(∆)c), temos
ν(σ∆, ηB(∆)|σΛ\∆, ηB(∆)c) ν(σΛ\∆|ηB(∆)c) = N(σΛ\∆, ηB(∆)c) · φES∆,B(∆)(σ∆, ηB(∆)|σ∂∆, ηB(∆)c).
Desde que ν e φES∆,B(∆) são medidas de probabilidade, somando em σ∆, ηB(∆) conseguimos
que ν(σΛ\∆|ηB(∆)c) = N(σΛ\∆, ηB(∆)c), portanto
ν(σ∆, ηB(∆)|σΛ\∆, ηB(∆)c) = φES∆,B(∆)(σ∆, ηB(∆)|σ∂∆, ηB(∆)c).
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Finalmente, fazendo-se Λ ↑ Zd na igualdade acima, prova-se (330), portanto, segue a
prova do Item (i).
(ii) Para provar este item, usaremos repetidamente o Lema 4.33. Seja ν ∈ G ES,
primeiro afirmamos que ν = λ0ν0 + λ>0ν>0, onde ν0 ∈ G ES0 e ν>0 ∈ G ES1 e λ0 + λ>0 = 1.
De fato, assumindo que estas medidas são diferentes, escolha λ0 = ν(N∞ = 0), desde que
{N∞ = 0} é um evento caudal, veja que ν(N∞ = 0) = λ0ν0(N∞ = 0) + λ>0ν>0(N∞ = 0),
onde λ0ν0 + λ>0ν>0 ∈ G ES, pois G ES é um espaço convexo. Isso contradiz o Lema 4.33,
portanto, estas medidas são iguais.
Analogamente, afirmamos que para ν>0 ∈ G ES1 , ν>0 = ∑m∈Qmax(h) λmνm, com νm ∈
G ES1,m e λ0 +∑m∈Qmax(h) λm = 1. Caso contrário, podemos escolher λm = ν>0(σx = m ∀x ∈
C∞) e como S ⊂ Qmax(h) ν-quase certamente (veja Teorema 5.22) para ν ∈ G ES, veja que
1 = ∑m∈Qmax(h) λm +∑m/∈Qmax(h) λm = ∑m∈Qmax(h) λm + ν0 e que
ν>0(N∞ = 1) = ∑
m∈Qmax(h)
λmνm(N∞ = 1).
Como {N∞ = 1} = {N∞ = 0}c, {N∞ = 1} também é um evento caudal, isto contradiz o
Lema 4.33, portanto, estas medidas são iguais. Isso prova o Item (ii).
(iii) Pelo Teorema 5.37 (i), G ES0 = {φESlivre}. Logo, ΠRC({φESlivre}) = {φRClivre} é o único
elemento em G RC0 , pois, pelo Item (i) deste teorema, a aplicação ΠRC : G
ES
0 → G RC0 é
sobrejetiva. Portanto, a aplicação restrição ΠRC : G ES0 → G RC0 é injetiva.
Agora, se m ∈ Qmax(h) e ν1, ν2 ∈ GES1,m, considere φν1 , φν2 duas RC marginais de ν1, ν2,
respectivamente. Por definição: ΠRC(ν1) = ΠRC(ν2) se, e somente se, φν1 = φν2 . Pelo
Lema 5.36, temos ν1 = ν2. Isto prova a injectividade da restrição ΠRC : G ES1,m → G RC1 .
(iv) Assumindo que |Qmax(h)|= 1. Sem perda de generalidade, seja Qmax(h) = {1}.
Pelo Item (ii), a restrição ΠRC : G ES61 → G RC61 é sobrejetiva. Restaria por provar que esta
aplicação é injetiva, para isso, por (ii), para cada ν ∈ G ES61 tem-se
ν = λ0ν0 + λ1ν1,
com ν0 ∈ G ES0 , ν1 ∈ G ES1,1 , λ0, λ1 > 0 e λ0 + λ1 = 1. Pelo Teorema 5.37 (i), sabe-se que
ν0 = φESlivre. Para cada ν, ν˜ ∈ G ES61 , sejam φ1, φ˜1 as RC marginais de ν1, ν˜1, respectivamente.
Por definição de ΠRC:
ΠRC(ν) = ΠRC(ν˜) ⇔ λ0φRClivre + λ1φ1 = λ0φRClivre + λ1φ˜1 ⇔ φ1 = φ˜1.
Pelo Lema 5.36, temos ν1 = ν˜1 e, portanto, ν = ν˜. Daí, a restrição ΠRC : G ES61 → G RC61 é
injetiva.
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Observação 5.41. Pelo Teorema 5.37 (i), tem-se G ES0 = {φESlivre}, daí, pelo Teorema 5.40 (i), o
conjunto G ES61 é não vazio.
Como as especificações (203) das medidas ES são quase-locais, pelo Lema 4.34, para cada
estado de Gibbs ν, a medida condicional ν(·|B) também é um estado de Gibbs ES, para todo
evento caudal B com ν(B) > 0. Em particular, como os eventos {N∞ = 0} e {N∞ > 1} são
caudais (pois um é complementar do outro), as medidas condicionais ν(·|N∞ = 0) e ν(·|N∞ = 1)
são estados de Gibbs ES para qualquer ν ∈ G ES61 com ν(N∞ = 0) ∈ (0, 1). No entanto, pela perda
de quase-localidade (veja Proposição 5.13), a mesma afirmação não pode ser feita diretamente
para um estado de Gibbs RC φ ∈ G RC61 . É uma consequência do Teorema 5.40 (i), (ii) que as
medidas condicionais φ(·|N∞ = 0) e φ(·|N∞ = 1) são de fato estados de Gibbs RC.
5.9 estados de gibbs rc em dimensão dois
Segundo a referência [104], estudar transição de fase (ou seja, analiticidade da pressão
com respeito ao campo externo) em um modelo ferromagnético é equivalente a saber
calcular a cardinalidade das medidas de Gibbs a volume infinito quando algum parâme-
tro de dependência do modelo varia. O Teorema 5.37 (ii) nos fornece a unicidade das
medidas de Gibbs ES e RC na fase J < Jc. Logo, restaria por estudar o comportamento
destas medidas na fase J > Jc. Para o modelo de Ising (ou seja q = 2), a condição
|Qmax(h)|= 1 significa que h 6= 0. Neste caso, sabe-se que o Teorema de Lee-Yang [87]
e as desigualdades GHS fornecem a analiticidade da energia livre no campo externo,
sempre que a parte real do campo seja não nula. Logo, existe um único estado de
equilíbrio invariante e extremal. Em consequência, pelo Teorema 5.39 existe uma única
medida de Gibbs ES, para todo d > 2 e J > 0, incluindo a fase crítica J = Jc. Suspeita-se
que para J 6= Jc, a condição |Qmax(h)|= 1 implica unicidade, para todo q e d > 2. Alguns
resultados relacionados com a discussão feita acima são mostrados no Teorema 5.43.
Para enunciar o próximo resultado, introduzimos as seguintes hipóteses: dado uma
medida de probabilidade µ sobre (Ω,F ), considere
(A.1) µ é invariante por translações horizontais, verticais e reflexões por linhas horizon-
tais e verticais;
(A.2) µ é ergódica por translações horizontais e verticais (separadamente);
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(A.3) Para qualquer evento crescente A e B: µ(A ∩ B) > µ(A) µ(B). Isto é, eventos
crescentes são correlacionados positivamente baixo µ; e
(A.4) A variável aleatória que conta o número de aglomerados infinitos, notação: N∞, é
não nula.
A condição (A.2) é suficiente para afirmar que o número de aglomerados infinitos N∞ é
constante quase certamente.
Teorema 5.42. Se as condições (A.1)− (A.4) são satisfeitas, então
µ(N∞ = 1) = 1.
Além disso, qualquer conjunto finito de sítios é cercado por um aglomerado aberto com proba-
bilidade um, equivalentemente, todos os aglomerados não ocupados (fechados) são finitos com
probabilidade um.
Demonstração. Uma prova detalhada deste resultado pode ser encontrada no teorema
principal de [56], p. 1151.
O Item (i) do próximo resultado é uma generalização do Teorema 3.55.
Teorema 5.43. Seja β > 0 e hm ∈ R, m = 1, · · · , q e d = 2.
(i) Se J 6= Jc, então |G RC|= 1 e P∞(β, J, h) = P˜∞(β, J, h).
(ii) Se J 6= Jc e em adição |Qmax(h)|= 1, então |G ES|= 1.
Demonstração. (i) O Teorema 5.37 (ii) nos dá a validade desta afirmação para o caso
J < Jc. Agora, suponha que J > Jc e que d = 2. Pelo Corolário 5.18 (iii) a aplicação
J 7→ P(β, J, h) é crescente e, como J < Jc, segue que existe percolação para o estado
de Gibbs φRC,Jmax . Desde que a medida φ
RC,J
max satisfaz as condições (A.1)− (A.4), pelo
Teorema 5.42, segue que existe um único aglomerado infinito para φRC,Jmax . Além disso,
os aglomerados contém uma serie de infinitos circuitos anidados que cercam qualquer
quantidade finita de pontos do látice.
Seja E∞ o evento definido pelas configurações η que exibem um único aglomerado
infinito e que possuem as características do aglomerado do Teorema 5.42. Veja que E∞ é
um evento crescente no sentido FKG. Pelo Teorema 5.14 (iii), qualquer medida de Gibbs
RC domina à medida φRC,Jlivre . Seja J > J1 > Jc, então
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onde, na segunda desigualdade, usamos o teorema da monotonicidade na constante
do acoplamento (veja Teorema 5.16). Portanto, todas as medidas de Gibbs RC em J
apresentam um aglomerado infinito com as características do Teorema 5.42.
Daqui para frente, seguiremos um esquema similar ao feito na prova do Teorema
5.37 Item (i). Seja f uma função cilíndrica crescente com suporte em B(∆), onde ∆ foi
tomado suficientemente grande tal que
|φRCV,max( f )− φRCmax( f )|6 e, (334)
para todo e > 0 e para qualquer V ∈ L tal que V ⊃ ∆. Considere {∆n : n ∈ N} uma
sequência de caixas crescentes centradas na origem e defina Ωn como
o conjunto de todas as configurações η para o qual existe um circuito aberto Γ cercando
∆ e conectando ao aglomerado infinito, de modo que Γ esteja inteiramente contido em
B0(∆n). Denotando Γn(η) como o circuito mais externo contido em B0(∆n) e VΓn como o
conjunto dos sítios interiores a Γn(η), note que a indicadora 1{Γn=Γ} não depende dos
valores da configuração ηB(VΓ). Logo,
φ(1Ωn · f ) = ∑
Γ∈Ωn
φ(1{Γn=Γ} · f ) = ∑
Γ∈Ωn
φ(φ(1{Γn=Γ} · f |ηB(VΓ)))
= ∑
Γ∈Ωn
φ(1{Γn=Γ} · φ( f |ηB(VΓ)))
= ∑
Γ∈Ωn
φ(1{Γn=Γ} · φRCVΓ,max( f )) = φ(1Ωn · φRCVΓ,max( f )),
onde, na quarta igualdade, usamos a versão esperança condicional da medida de Gibbs
GRC φ, desde que sua validez é satisfeita pelo fato de ter unicidade do aglomerado
infinito com probabilidade um (veja Teorema 5.33).
Desde que f é uma função limitada e Ωn ↑ Ω, fazendo n→ ∞ na identidade acima,
pelo Teorema da Convergência Dominada de Lebesgue, temos
φ( f ) = φ(φRCVΓ,max( f )) = φ
RC
VΓ,max( f ).
Substituindo esta igualdade em (334) e considerando V ≡ VΓ, tem-se
|φ( f )− φRCmax( f )|6 e,
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para cada e > 0. Da arbitrariedade de e, se conclui G RC = {φRCmax}. Portanto, |G RC|= 1
sempre que J > Jc.
(ii) Novamente, o Teorema 5.37 (ii) nos diz que na fase J < Jc esta afirmação é válida.
Portanto, é de interesse considerar somente o caso J > Jc. Desde que |Qmax(h)|= 1,
a segunda desigualdade do Teorema 5.23 nos dá uma cota similar à do Item (i) para
J > J1 > Jc
ν(E∞) = φν(E∞) > φRC,Jlivre (E∞) > φ
RC,J1
max (E∞),
onde φv é uma RC marginal da medida de Gibbs ES ν e o evento E∞ é o mesmo definido
em (i). Logo, todos os estados de Gibbs ES ν em J presentam um aglomerado infinito
com as características do Teorema 5.42.
Seguindo a mesma ideia da prova do Item (i), para cada função cilíndrica f com
suporte em (∆,B(∆)), obtemos a seguinte equivalência:
ν(1Ωn · f ) = ∑
Γ∈Ωn
ν(1{Γn=Γ} · ν( f |σVcΓ , ηB(VΓ))) = ∑
Γ∈Ωn
ν(1{Γn=Γ} · φESVΓ,B(VΓ)( f |σVcΓ , ηB(VΓ)))
= ∑
Γ∈Ωn
ν(1{Γn=Γ} · φESVΓ,m( f ))
= ν(1Ωn · φESVΓ,m( f )),
onde, na segunda igualdade, usamos a versão esperança condicional (206) para ν. No
entanto, na terceira igualdade, desde que |Qmax(h)|= 1, o Teorema 5.22 nos diz que os
valores de σx tal que x ∈ ∂VΓ são restringidos a tomar somente um dos cores emQmax(h).
Sem perda de generalidade, seja Qmax(h) = {m}, logo, obtemos φESVΓ,B(VΓ)( f |σVcΓ , ηB(VΓ)) =
φESVΓ,m( f ), de onde a igualdade segue.
Desde que f é uma função limitada e Ωn ↑ Ω, fazendo n→ ∞ na identidade acima,
pelo Teorema da Convergência Dominada de Lebesgue, temos ν( f ) = ν(φESVΓ,m( f )) =
φESVΓ,m( f ). O que implica que ν( f ) = φ
ES
VΓ,m
( f ) → φESm ( f ), sempre que VΓ ↑ Z2 (veja
Teorema 5.26). Portanto, G ES = {φESm }, concluindo-se a prova.
Observação 5.44. Observe-se que o argumento feito para provar o Teorema 5.43 (i) com respeito
as medidas de Gibbs RC poderia ser feito, também, para as medidas de Gibbs GRC, desde que na
prova deste item é usado o Teorema 5.37 (ii), que pela Observação 5.38 é válido, também, para o
modelo GRC.
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6 REPRESENTAÇÕES GRÁF ICAS PARA
S I STEMAS DE SP INS COM PRESENÇA
DE CAMPO GERAL
Este capítulo está dedicado a estudar a teoria das representações gráficas para mo-
delos de spins não invariantes (por translações) exposta no trabalho [36], o qual foi
inspirado pela referência [20]. Neste capítulo todo, vamos apresentar a segunda e
uma das principais partes de nosso trabalho [36]. Isto é, estenderemos alguns resul-
tados do Capítulo 5 para campos magnéticos não invariantes por translação, dando
uma abordagem que não é nada trivial. Note que alguns resultados de [20] podem
ser estendidos facilmente para uma classe de campos externos bem gerais (não ne-
cessariamente invariantes por translação), desde que, na prova destes resultados, são
usadas a teoria do formalismo termodinâmico e a teoria geral dos estados de Gibbs.
Logo, nosso trabalho será adaptar e desenvolver novas técnicas para aqueles resultados
que usam a invariância por translação do modelo. Resultados fundamentais como a
desigualdade FKG, monotonicidade no campo externo (não invariante por translação),
monotonicidade na constante de acoplamento, quase-localidade quase certa, unicidade
de no máximo um aglomerado infinito (com probabilidade um) e outros resultados
para o modelo GRC requerem adaptações não triviais e, por essa razão, apresentaremos
as provas respectivas em detalhe. No decorrer da apresentação, vamos comparando os
resultados deste capítulo com os do Capítulo 5.
Baseados na referência [101], vimos (na Proposição 3.77) que o modelo de aglomerados
aleatórios (bidimensional) com campo nulo perde a propriedade da quase-localidade.
Sugestionados por Fernández e Pfister [101], substituiremos a condição de quase-
localidade pela noção fraca de quase-localidade quase certa, no sentido da Definição
3.21. No caso do modelo de aglomerados aleatórios sobre Zd, a quase-localidade quase
certa foi mostrada, ao menos para medidas de aglomerados aleatórios invariantes por
translação, por Grimmett [63] e Vande Velde [101]. Note que quase-localidade implica
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quase-localidade quase certa. Uma medida i.i.d sobre Ω é obviamente quase-local, e
daí, a medida de aglomerados aleatórios para uma árvore regular Tn, cujos parâmetros
satisfazem ou p ∈ {0, 1} ou q = 1, é quase-local.
Como foi feito em [20], assumiremos a unicidade (quase certa) de no máximo um
aglomerado infinito. Ressaltamos que, para nossos objetivos, essa suposição é suficiente
uma vez que grafos infinitos, conexos, localmente finitos, transitivos e amenáveis,
possuem único aglomerado infinito com probabilidade um (veja referência [89]). A
estrutura geométrica do grafo é importante para determinar se um modelo é ou não
quase-local, por exemplo, para grafos não amenáveis (como árvores regulares de ordem
n > 2, Tn, isto é, o único grafo infinito conexo o qual é conectado, não tem circuitos e
possui n ramos emanando de cada vértice) a quase-localidade quase certa falha [48, 68].
O objetivo principal, pelo qual estenderemos os resultados de [20], é fechar um pro-
blema proposto em [23] sobre unicidade das medidas de Gibbs do modelo de Ising sobre
a rede hipercúbica d-dimensional (d > 2). Esse problema será enunciado e resolvido em
detalhe na Seção 6.6 como consequência da teoria desenvolvida previamente.
Em analogia ao Capítulo 5, neste capítulo definiremos o chamado modelo de Edwards-
Sokal (ou simplesmente, modelo ES), o modelo de aglomerados aleatórios generalizado,
cuja expressão em inglês é: general random-cluster model, (a terminologia, modelo GRC, é
devido a [20]) e o modelo de Gibbs de sistemas de spins. Esses modelos são definidos
sobre o látice L = (V,E) considerado no Capítulo 3, e possuem uma característica em
comum, a presença de um campo magnético externo (generalizado) não homogêneo da
forma:
hˆ ≡ (hx,p : x ∈ V; p = 1, · · · , q) ∈ RV × · · · ×RV. (335)
Esses modelos serão definidos tendo em consideração o modelo de Potts ferromagnético
(de q estados) definido na Seção 3.2. Precisamente, o Hamiltoniano associado a esse
modelo é definido por











onde hˆ é o campo magnético externo (335), J ≡ (Jxy : x, y ∈ V) ∈ RV a constante de
acoplamento, β > 0 o inverso da temperatura, δσx ,σy é a função delta de Kronecker que
vale um se σx = σy e zero caso contrário e {x, y} denota o par de primeiros vizinhos na
rede E.
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Os fatores de Bernoulli introduzidos no Capítulo 5 serão substituídos, neste capítulo,
por (abuso de notação)





Jxy > 0 : {x, y} ∈ E
)
, rxy ≡ eqβJxy − 1 e q ∈ Z+ fixado. Em geral, os fatores
rxy > 0 não são limitados por um. Isto não gera problema algum, pois a medida de
aglomerados aleatórios obtida com tal fator de Bernoulli é a mesma que se consegue
com o fator de Bernoulli usual (pois os pesos em ambos casos são obtidos por um fator
que se cancela com o fator da constante de partição).
Por simplicidade de apresentação, utilizaremos a definição (139) do conjunto L
L ≡ {Λ ⊂ V : 0 < |Λ|< ∞}
das caixas finitas de L. Fixado Λ ∈ L , denotamos por B0(Λ) o conjunto de todas
as arestas {x, y} ∈ E tal que {x, y} ⊂ Λ. Nós usamos a notação B(Λ) para denotar
o conjunto de todas as arestas com, no mínimo, um vértice em Λ. Para qualquer
B ⊂ B0(V), definimos V(B) como o conjunto de todos os sítios, os quais pertencem, no
mínimo, a uma aresta de B. Fixado Λ ∈ L , definimos a fronteira externa de B0(Λ),
notação ∂B0(Λ), como
∂B0(Λ) = {e ∈ E : e ∩Λ 6= ∅ e e ∩ ∂Λ 6= ∅}
o conjunto de arestas de E tais que possuem um extremo em Λ e o outro em V \Λ.
Aqui, a notação ∂Λ denota a fronteira externa de Λ segundo a Definição 1.1.
Neste capítulo, assim como no capítulo anterior, usaremos as notações Ω ≡ {0, 1}E,
Σq ≡ {1, · · · , q}V, onde q ∈ Z+, para representar o espaço de arestas e de configurações
de spins, respectivamente.
Dado Λ ∈ L , para cada x ∈ V, definimos
hx,max ≡ max
{
hx,p : p = 1, · · · , q
}
,
o campo externo máximo, onde o máximo é atingido em alguma cor p = 1, · · · , q.
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6.1 estados de gibbs nas representações: es,
spin e grc
Similarmente ao Capítulo 5, nesta seção, definiremos os principais modelos que
serão usados na apresentação. Para não carregar notação, decidimos usar a mesmas
notações do Capítulo 5 para representar as medidas e pesos: ES, GRC e de SPIN’s. Isso
não deve causar confusão alguma, uma vez que os contextos (onde são definidos) são
relativamente diferentes. Quando considerarmos conveniente, destacaremos a notação
de tais medidas.
6.1.1 Estados de Gibbs na representação de Edwards-Sokal
Dado Λ ∈ L e fixadas as configurações σΛc e ηB(Λ)c , definimos a medida de Edwards-
Sokal, ou simplesmente medida ES, por




, se ZESΛ,B(Λ)(σΛc , ηB(Λ)c) > 0
0, caso contrário,
(338)
onde os pesosW são definidos como
W(σΛ, ηB(Λ)|σΛc , ηB(Λ)c) = ∏
{x,y}∈B(Λ)
ηxy=1




p=1 hpδσx ,p (339)
e ZESΛ,B(Λ)(σΛc , ηB(Λ)c) denota a função de partição associada a φ
ES
Λ,B(Λ). A dependência
dos parâmetros J e hˆ será explícita sempre quando for necessário. Pela definição de
φESΛ,B(Λ), veja que esta não depende da configuração ηB(Λ)c . Logo, consideraremos esta
configuração na definição desta medida por questão de completude.
Analogamente à Subseção 5.1.1, dada a especificação {φESΛ,B(Λ) : Λ ∈ L }, diremos
que uma medida ν ∈ M1(Σq ×Ω) satisfaz a condição DLR se ν é consistente com a
especificação {φESΛ,B(Λ) : Λ ∈ L }, segundo a Definição 4.7. Isto é, para cada Λ ∈ L e
toda função f com suporte em (Λ,B(Λ)), temos a seguinte igualdade
ν( f ) = ν(φESΛ,B(Λ)( f |·)). (340)
O conjunto das medidas de probabilidade, satisfazendo as equações DLR, será
denotado por G ES e, frequentemente, são conhecidas como medidas de Gibbs ES. Desde
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que a especificação {φESΛ,B(Λ) : Λ ∈ L } é quase-local, toda medida de Gibbs ES admite
uma versão de esperança condicional, isto é, a medida ν ∈ G ES se, e somente se, para
cada função f com suporte em (Λ,B(Λ)), ν satisfaz a seguinte igualdade
ν( f |σΛc , ηB(Λ)c)=φESΛ,B(Λ) ( f |σΛc , ηB(Λ)c), ν− q.c. (341)
Para ver uma equivalência deste resultado, veja Teorema 4.31. Encerramos esta subseção
definindo as medidas ES com dois tipos especiais de condições de fronteira, nos
referimos à condição de fronteira livre e m-conectada.
Modelo de Edwards-Sokal com condição de fronteira m-conectada.
Para cada Λ ∈ L , definimos a medida de probabilidade
φESΛ,m(·) ≡ φESΛ,B(Λ)(·|σmΛc , ηB(Λ)c),
onde σm é a configuração constante, σmx = m para todo x ∈ V, com m ∈ {1, · · · , q}
fixado a priori. A medida φESΛ,m(·) será chamada de medida ES com condição de fronteira
m-conectada. A função partição desta medida de probabilidade será denotada por ZESΛ,m.
Modelo de Edwards-Sokal com condição de fronteira livre.
Definimos a medida ES com condição de fronteira livre como a medida de probabi-
lidade φESΛ,B0(Λ)(·|σΛc , ηB0(Λ)c), que se obtém de (338) ao considerar B ≡ B0. Note que,
por definição, esta medida não depende de σΛc . Aqui, a condição de fronteira ηB0(Λ)c é
escolhida como ηB0(Λ)c = η
0
B0(Λ)c
, onde η0 é a configuração constante definida por η0e = 0
para cada e ∈ E. Neste caso, introduzimos a notação
φESΛ,livre(·) ≡ φESΛ,B0(Λ)(·|σΛc , η0B0(Λ)c).
A função de partição desta medida de probabilidade será denotada por ZESΛ,livre.
6.1.2 Estados de Gibbs na representação GRC
Se η ∈ Ω e C(η) denota uma componente conexa genérica sobre o grafo (V,Bocc(η)),
onde Bocc(η) = {e ∈ E : ηe = 1} é o conjunto de arestas ocupadas, a medida GRC com
condição de fronteira geral é obtida por normalizar os seguintes pesos
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onde {qp : p = 1, · · · , q} são constantes positivas, BJ (η) é dado por (337) e o produto
percorre sobre todas as componentes conexas C(η) do grafo (V,Bocc(η)). Na expressão
acima estamos usando a convenção e−∞ = 0. Esta medida é denotada por φGRCB (·|ηBc)
e é chamada de medida GRC com condição de fronteira geral. A função de partição
associada a esta medida será denotada por ZGRCB (ηBc).
Em analogia à Subseção 5.1.1, dada a especificação {φGRCB : |B|< ∞}, dizemos que
uma medida φ ∈ M1(Ω) satisfaz a condição DLR se φ é consistente com a especificação
{φGRCB : |B|< ∞}, segundo a Definição 4.7, isto é, para cada B ⊂ E tal que |B|< ∞ e
toda função f com suporte em (B), temos a seguinte igualdade
φ( f ) = φ(φGRCB ( f |·)). (343)
O conjunto das medidas de probabilidade satisfazendo as equações DLR será deno-
tado por G GRC e, frequentemente, são conhecidas como medidas ou estados de Gibbs
GRC.
Note que, em contraste com as equações (340) e (341), aqui as equações DLR não
implicam que as esperanças condicionais de um estado de Gibbs RC φ são dadas
por esperanças a volume finito devido à perda de quase-localidade das especificações
{φGRCB : |B|< ∞} (veja Proposição 6.3 abaixo). No entanto, esse problema pode ser
evitado assegurando a existência quase certa de um único aglomerado infinito, (veja
Teorema 6.14 abaixo).
Analogamente, como fizemos para o caso do modelo ES, passamos a definir as
medidas ES com condição de fronteira livre e m-conectada.
Modelo GRC com condição de fronteira livre.
Seja Λ ∈ L e η ∈ {0, 1}B0(Λ) uma configuração. Se C(η) denota uma componente






A medida GRC com condição de fronteira livre é obtida por normalizar os seguintes
pesos
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onde BJ (η) é dado por (337) e o produto percorre sobre todas as componentes conexas
C(η) do grafo (Λ,Bocc(η) ∩B0(Λ)). Esta medida é denotada por φGRCΛ,livre e, para cada
η ∈ {0, 1}B0(Λ), esta satisfaz φGRCΛ,livre(η) =WGRCΛ,livre(η)/ZGRCΛ,livre, onde ZGRCΛ,livre é a função de
partição da medida GRC.
Modelo GRC com condição de fronteira m-conectada.
Seja Λ ∈ L e m ∈ {1, · · · , q}. Se, para cada η ∈ {0, 1}B(Λ), C(η) denota uma
componente conexa sobre (Λ,Bocc(η)∩B(Λ)) com Λ = Λ∪ ∂Λ, definimos
ΘΛ,m(C(η)) ≡
Θlivre(C(η)), se C(η)∩Λc = ∅eβ∑x∈C(η) hx,m , outro caso.
A medida GRC com condição de fronteira m-conectada é obtida por normalizar os pesos
WGRCΛ,m (η) ≡ BJ (η)∏
C(η)
ΘΛ,m(C(η)), (345)
onde o produto percorre sobre todas as componentes conexas C(η) do grafo (Λ,Bocc(η)∩
B(Λ)). Esta medida é denotada por φGRCΛ,m e é chamada de medida GRC com condição
de fronteira m-conectada. A função de partição associada à medida φGRCΛ,m é denotada
por ZGRCΛ,m .
Sendo
Qx,max(hˆ) ≡ {p ∈ {1, · · · , q} : hx,p = hx,max} (346)
o conjunto formado pelas cores nas quais o campo externo hˆ atinge um valor máximo,
damos a seguinte definição:




Esta medida será denotada por φGRCΛ,max.
Similarmente ao Capítulo 5, definimos as medidas RC com condições de fronteiras
gerais, livre ou m-conectada, como aquela medida GRC onde se faz qp ≡ 1 para
todo p ∈ {1, · · · , q}. Neste caso, em analogia ao feito para o caso das medidas GRC,
definiremos também o conjunto G RC com sua respectiva modificação.
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6.1.3 Estados de Gibbs na representação de spins
Nesta subseção, consideramos o modelo de Potts de q estados onde cada spin está
acoplado a um campo magnético externo não homogêneo
(
hx,p : x ∈ V; p = 1, · · · , q
)
.
Considere a interação Φ = (ΦΛ)Λ∈L definida no Exemplo 4.10 e HΦΛ o Hamiltoniano
em Λ associado a Φ, estabelecido na Definição 4.12. Em seguida, definimos uma
modificação do Hamiltoniano H(·) introduzido em (336), de modo que, dita variante
nos permita incorporar condições de fronteira. Este Hamiltoniano é definido da seguinte
forma:















δσx ,p − ∑
{x,y}∈E:
x∈Λ,y∈∂Λ
Jxyδσx ,σy . (347)
Dado σ sobre Λc, definimos a medida de probabilidade φSPINΛ (·|σΛc) através do







, se ZSPINΛ (σΛc) > 0
0, caso contrário,
(348)
onde ZSPINΛ (σΛc) denota a função de partição. Note que a família γ
Φ = {φSPINΛ : Λ ∈ L }
é uma especificação Gibbsiana quase-local. Dizemos que uma medida µ ∈ M1(Σq)
satisfaz a equação DLR se, para cada função f com suporte em Λ, se satisfaz
µ( f ) = µ(φSPINΛ ( f |·)). (349)
Definimos por G SPIN o conjunto de todas as medidas de probabilidade que satisfazem
a equação DLR. Os elementos de G SPIN são chamados, também, de estados ou medidas
de Gibbs SPIN.
Desde que γΦ é uma especificação quase-local, pelo Teorema 4.26, o conjunto G SPIN é
não vazio. Observe, também, que a quase-localidade e a consistência desta especificação,
segundo o Teorema 4.31, permitem expressar as esperanças condicionais do estado
de Gibbs SPIN µ em função das esperanças a volume finito com respeito a φSPINΛ . Em
outras palavras, µ ∈ G ES se, e somente se, para cada Λ ∈ L e toda função cilíndrica f
com suporte em Λ, se satisfaz
µ( f |σΛc) = φSPINΛ ( f |σΛc), µ− q.c. (350)
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Encerramos esta seção notando que as Proposições 5.1 e 5.2 que caracterizam as
medidas a volume finito φGRCΛ,livre e φ
GRC
Λ,m , respectivamente, e os Lemas 5.3 e 5.4 que
fornecem as η e σ marginais, se mantém ainda para as medidas ES, GRC e SPIN
definidas neste capítulo.
6.2 propriedade fkg e algumas monotonicida-
des
Nesta seção, assumiremos que {qp : p = 1, · · · , q} é uma sequência de números reais
positivos que satisfazem a desigualdade
∑
p∈∩x∈VQx,max(hˆ)
qp > 1, (351)
onde Qx,max(hˆ) foi definido em (346).
Consideraremos a relação de ordem (parcial) natural sobre {0, 1}E definida por
ω, η ∈ {0, 1}E : ω  η ⇔ ωe 6 ηe, ∀e ∈ E.
Usaremos a mesma notação do Capítulo 5 para denotar as configurações máximo e
mínimo: ω ∨ η e ω ∧ η, respectivamente. Lembrando que uma medida µ sobre {0, 1}E
tem a propriedade látice FKG se esta satisfaz a condição látice FKG:
µ(ω ∨ η) µ(ω ∧ η) > µ(ω) µ2(η), ω, η ∈ {0, 1}E.
Seja ξ ∈ {0, 1}B′ . Relembrando, segundo a Definição 5.3, uma medida µ sobre {0, 1}B′
tem a propriedade FKG forte se, para cada B ⊂ B′, tal que µ(ΩξB) > 0, onde
ΩξB ≡ {η ∈ {0, 1}B
′
: ηe = ξe, ∀e ∈ B′ \B}.




B( f · g) > µξB( f ) µξB(g),
onde a medida de probabilidade condicional µξB sobre {0, 1}B é definida por
µ
ξ
B(ηB) ≡ µ(ηB|ΩξB) =
µ(ηBξB′\B)
µ(ΩξB)
, ηB ∈ {0, 1}B,
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sempre que µ(ΩξB) > 0.
A classe de medidas do próximo resultado é caracterizada pela propriedade FKG
forte. Pelo clássico teorema da desigualdade FKG (veja [65], Teorema 2.16, p. 25), a
propriedade FKG forte, conceitualmente, é uma condição mais forte que a propriedade
FKG (padrão). Foi mostrado por Van den Berg e Burton [117] que a classe de medidas
que satisfazem a propriedade FKG forte é equivalente à classe de medidas que satisfazem
a condição látice FKG (veja [52] e o Teorema 5.5 do capítulo anterior).
Teorema 6.1 (Propriedade FKG forte, veja [36]). Sejam q ∈ Z+, β > 0, J = (Jxy : {x, y} ∈
E) ∈ [0,∞)E, hˆ = (hx,p ∈ R : x ∈ V, 1 6 p 6 q) e {qp : p = 1, · · · , q} satisfazendo (351).
Para cada Λ ∈ L , as medidas φGRCΛ,livre e φGRCΛ,max têm a propriedade FKG forte.
Demonstração. Por simplicidade, assumiremos que o campo magnético satisfaz a se-
guinte relação
hx,1 6 hx,2 6 · · · 6 hx,q, ∀x ∈ V. (352)
Daqui em diante, dentro do contexto desta demonstração, fixaremos o volume Λ ∈ L .
Pelo Teorema 5.5, para provar a propriedade FKG forte da medida φGRCΛ,# onde # denota
a condição de fronteira livre ou m-conectada, é condição necessária e suficiente provar
a condição látice FKG para a medida φGRCΛ,# , a qual é equivalente a provar a seguinte
desigualdade:
WGRCΛ,# (η(1) ∨ η(2))WGRCΛ,# (η(1) ∧ η(2)) >WGRCΛ,# (η(1))WGRCΛ,# (η(2)), (353)
onde η(1) e η(2) são configurações arbitrárias.
Por definir
R(ξ , η) ≡ W
GRC
Λ,# (ξ ∨ η)
WGRCΛ,# (ξ)
,
pode-se ver que (353) se mantém se
R(η(1), η(2)) > R(η(1) ∧ η(2), η(2)), (354)
isto é, a condição (353) é satisfeita sempre que verifiquemos que R(ξ, η) é crescente em
ξ , para cada η fixado.
Para cada configuração η (fixa), escolhemos uma ordem arbitrário para o conjunto
de arestas abertas Bocc(η) e o representamos como a sequência (e1, · · · , e|Bocc(η)|). Logo,
para qualquer configuração ξ 1, temos
1 Aqui a configuração ξ pertence ao espaço {0, 1}B0(Λ) ou a {0, 1}B(Λ).
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R(ξ ∨ η(e1) ∨ · · · ∨ η(ek−1), η(ek)),
onde a configuração η(e) é definida por (η(e))e′ ≡ δe,e′ . Portanto, é suficiente provar (354)
para configurações ξ, η(1) e η(2) tais que ξ tem, no mínimo, duas coordenadas nulas ou,
no máximo, uma coordenada nula, com η(1) ≡ ξ ∨ η(b), η(2) ≡ ξ ∨ η(b′). Começaremos
assumindo que ξ tem, no mínimo, duas coordenadas nulas que, por simplicidade, o
denotaremos assim
ξ ≡ (∗, · · · , ∗, 0︷︷
b−ésimo
, ∗, · · · , ∗, 0︷︷
b′−ésimo
, ∗, · · · , ∗),
onde b, b′ ∈ B0(Λ) (ou B(Λ)), b 6= b′ e os asteriscos denotam elementos genéricos em
{0, 1} (não necessariamente iguais). Se definimos as configurações
ξb ≡ (∗, · · · , ∗, 1︷︷
b−ésimo
, ∗, · · · , ∗, 0︷︷
b′−ésimo
, ∗, · · · , ∗)
e
ξb
′ ≡ (∗, · · · , ∗, 0︷︷
b−ésimo
, ∗, · · · , ∗, 1︷︷
b′−ésimo
, ∗, · · · , ∗),
temos que η(1) = ξ ∨ η(b) = ξb, η(2) = ξ ∨ η(b′) = ξb′e η(1) ∧ η(2) = ξ. Com o intuito de
provar (354) é suficiente verificar que
R(ξb, ξb′) > R(ξ , ξb′), com b 6= b′. (355)
Portanto, nos concentraremos em provar (355). Para isso, primeiro observamos que se
∏{x,y}:ξxy=1 rxy ≡ k(ξ), então
∏
{x,y}:(ξb∨ξb′ )xy=1
rxy = rbrb′k(ξ), ∏
{x,y}:ξbxy=1
rxy = rbk(ξ) e ∏
{x,y}:(ξ∨ξb′ )xy=1
rxy = rb′k(ξ).
Segue da definição do fator de Bernoulli (337) que









BJ (ξ ∨ ξb′)
BJ (ξ)
.
Pela observação feita acima e pelas definições deWGRCΛ,livre eWGRCΛ,m , a prova de (355) se
reduz a provar a desigualdade
ΘΛ,#(C(ξb ∨ ξb′))
ΘΛ,#(C(ξb))
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onde # denota a condição de fronteira livre ou m-conectada.
Caso condição de fronteira livre.
Dividiremos a prova de (356) em vários casos. Sejam A1, A2, B1 e B2 os aglomerados
do grafo (Λ,Bocc(ξ)∩B0(Λ)), consideraremos os casos mostrados na Figura 31.
Figura 31: Aglomerados A1, A2, B1 e B2 no grafo (Λ,Bocc(ξ)∩B0(Λ)).
O caso (I) representa o fato de que os vértices da aresta b pertencem ao aglomerado A1,
A2 e os vértices de b′ pertencem ao aglomerado B1, B2. Neste caso, o lado esquerdo e o
lado direito de (356) são iguais, desde que
Θlivre(A1 ∪ A2)Θlivre(B1 ∪ B2)




Para o caso caso (I I), devemos provar que
Θlivre(A ∪ B ∪ C)




o que é equivalente a provar a seguinte desigualdade
Θlivre(C)Θlivre(A ∪ B ∪ C) > Θlivre(C ∪ A)Θlivre(C ∪ B). (357)
Para facilitar a prova de (357), para cada p ∈ {1, · · · , q}, definimos os seguintes números
ap ≡ eβ∑x∈A hx,p , bp ≡ eβ∑x∈B hx,p e cp ≡ eβ∑x∈C hx,p .




p=1 são não decrescentes em
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onde rp,p′ ≡ qpcpqp′cp′ , a ≡ (a1, · · · , aq) e b ≡ (b1, · · · , bq). Note que ϕ é uma forma
bilinear simétrica e que (358) pode ser escrita como
ϕ(1, c) > ϕ(a, b), onde c ≡ (a1b1, · · · , aqbq). (359)
Portanto, resta provar (359), o qual claramente se mantém, desde que
rp,p′(ap′ − ap)(bp′ − bp) > 0 ⇔ ϕ(1, c)− ϕ(a, b)− ϕ(b, a) + ϕ(c, 1) > 0.
Procedemos a provar (356) para o caso (I I I). Para isso, teremos que provar
1 =
Θlivre(A ∪ B)


























qp′ eβ∑x∈B hx,max > eβ∑x∈B hx,p∑
p′
qp′ > bp,
onde os somatórios em p’s percorrem sobre o conjunto ∩x∈VQx,max(hˆ).
Para os casos onde os vértices de b ou b′ são contidos no mesmo aglomerado, a
desigualdade é trivial.
Caso condição de fronteira max-conectada.
Suponha que m˜ ∈ ∩x∈VQx,max(hˆ). Para provar a desigualdade (356), outra vez, temos
que analisar os três casos expostos na Figura 31. Para o caso (I), analogamente ao caso
da condição de fronteira livre, temos
ΘΛ,m˜(A1 ∪ A2)ΘΛ,m˜(B1 ∪ B2)




independentemente dos aglomerados A1, A2, B1 e B2 e das possíveis combinações que
interceptam Λc.
Para o caso (I I) e todas as configurações mostradas na figura abaixo
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temos da definição (218) de ΘΛ,m˜ que a seguinte igualdade se satisfaz
cm˜am˜bm˜cm˜ = am˜cm˜bm˜cm˜.
Para as seguintes configurações, que também aparecem no caso (I I) da Figura 31:





























a qual é verdade, porque am˜ > ap, ∀p = 1, · · · , q. Finalmente, em (c), a desigualdade
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a qual segue de (351) e da identidade cp = cm˜ sobre ∩x∈VQx,max.
Agora, consideraremos o caso (I I I) da Figura 31, dividindo sua análise nos seguintes
sub-casos






























Para o último sub-caso ( f ), temos que provar que am˜bm˜ = am˜bm˜, o que é obviamente
verdadeiro.
Na condição de fronteira max-conectada, se os vértices extremos de b ou b′ pertencem
ao mesmo aglomerado, o resultado segue.
Para finalizar a prova, necessitamos considerar o caso em que ξ tem, no máximo, uma
coordenada nula e η(1) ≡ ξ ∨ η(b), η(2) ≡ ξ ∨ η(b′). Suponha que
ξ ≡ (1, · · · , 1, 0︷︷
b−ésimo
, 1, · · · , 1, 1︷︷
b′−ésimo
, 1, · · · , 1),
onde b, b′ ∈ B(Λ) com b 6= b′. Definindo as configurações
ξb ≡ (1, · · · , 1, 1︷︷
b−ésimo
, 1, · · · , 1, 1︷︷
b′−ésimo
, 1, · · · , 1)
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e
ξb
′ ≡ (1, · · · , 1, 0︷︷
b−ésimo
, 1, · · · , 1, 1︷︷
b′−ésimo
, 1, · · · , 1),
pode-se ver que η(1) = ξ ∨ η(b) = ξb, η(2) = ξ ∨ η(b′) = ξb′ e η(1) ∧ η(2) = ξ. Neste caso,
para provar (354) para as condições de fronteira livre e max-conectada, é suficiente
provar que R(ξb, ξb′) = R(ξ , ξb′) com b 6= b′, mas isto é trivial, desde que
















= R(ξ , ξb′),
o que conclui a demonstração.
Pelo uso da propriedade FKG forte para o modelo GRC e das prévias definições, pode-
se provar o seguinte teorema, o qual assegura a existência do limite termodinâmico.
Teorema 6.2 (Monotonicidade e existência de limites de estado). Sejam β > 0, J = (Jxy :
{x, y} ∈ E) ∈ [0,∞)E e hˆ ≡ (hx,p ∈ R : x ∈ V; p = 1, · · · , q). Para cada função quase-local
f ,
(i) Os seguintes limites existem
φGRCmax ( f ) ≡ lim
Λ↑V
φGRCΛ,max( f ) e φ
GRC
livre ( f ) ≡ limΛ↑V φ
GRC
Λ,livre( f ).
(ii) Se, em adição, m ∈ ∩x∈VQx,max(hˆ), então, os seguintes limites existem
φESmax( f ) ≡ lim
Λ↑V
φESΛ,max( f ) e φ
ES
livre( f ) ≡ limΛ↑V φ
ES
Λ,livre( f ).
(iii) Se φ ∈ G GRClim ou φ ∈ G GRC, então, para cada função quase-local crescente f , temos
φGRClivre ( f ) 6 φ( f ) 6 φGRCmax ( f ).
Demonstração. A prova dos Itens (i), (ii) e (iii) seguem o mesmo esquema das provas
dos Teoremas 5.12, 5.26 e 5.14, respectivamente, dados no Capítulo 5, uma vez que na
prova destes resultados é usada a teoria geral do formalismo termodinâmico.
Proposição 6.3. A especificação {φGRCB : |B|< ∞} não é quase-local.
Demonstração. A demonstração é feita em analogia (com suas respectivas adaptações) à
Proposição 5.13 do capítulo anterior.
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Como estamos interessados em propriedades de monotonicidade das medidas de
Gibbs GRC com respeito ao campo externo, necessitamos introduzir uma relação
de ordem parcial que nos permita fazer comparações entre duas medidas quando
tomarmos dois campos externos comparáveis (veja referência [20]). Para isso, dados
dois campos magnéticos arbitrários hˆ e hˆ′ , dizemos que
hˆ ≺ hˆ′ ⇔ ∀x ∈ V : hx,k − hx,l 6 h′x,k − h′x,l , k, l = 1, · · · , q, (360)
sempre que hx,k − hx,l > 0. Esta definição de relação de ordem entre campos externos
não uniformes foi motivada pela definição de relação de ordem dada em (259) para
campos externos homogêneos.
Teorema 6.4 (Monotonicidade com respeito ao campo magnético externo, veja [36]).
Sejam hˆ e hˆ′ dois campos magnéticos externos arbitrários tais que hˆ ≺ hˆ′ . Denotamos por
φGRC,hˆ# e φ
GRC,hˆ′
# suas respectivas medidas definidas no Teorema 6.2, onde # denota a condição
de fronteira livre ou max-conectada. Logo, para qualquer função quase-local crescente f , temos
φGRC,hˆlivre ( f ) 6 φ
GRC,hˆ′
livre ( f ) e φ
GRC,hˆ
max ( f ) 6 φGRC,hˆ
′
max ( f ).
Demonstração. Pelo Teorema 3.31 (desigualdade de Holley), a dominação estocástica
clamada na tese do teorema é justificada se provarmos a seguinte condição látice:
φGRC,hˆV,# (ω





para todo ω(1),ω(2) ∈ {0, 1}E, onde # denota as condições de fronteira livre e max-
conectada e G = (V, E) é um subgrafo finito de L. É conhecido, também, que a condição













para qualquer ξ  ζ e e ∈ E, onde ξ(e) (ξe) é a configuração que coincide com ξ em
todas as arestas, exceto em e, onde seu valor é zero (um). Salientamos que as notações
ξe e ξ(e) têm diferentes significados.
Sem perda de generalidade, podemos assumir que ξ e ζ são da forma
ξ ≡ (∗, · · · , ∗, 0︷︷
e−ésimo
, ∗, · · · , ∗) e ζ ≡ (∗′, · · · , ∗′, 0︷︷
e−ésimo
, ∗′, · · · , ∗′),
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respectivamente, com ξ  ζ . Sejam k′ ≡ ∏{x,y}:ζxy=1 rxy e k ≡ ∏{x,y}:ξxy=1 rxy. Com essas
notações a nossa disposição, obtemos que
ζ(e) = ζ , ξ(e) = ξ , ∏
{x,y}:ζexy=1





























para condições de fronteira # : livre e max-conectada.
Se e = {x, y} e x ↔ y na configuração ξ, (363) é uma igualdade. Por outro lado,
se x 6↔ y em ξ, então existem duas componentes conexas A ≡ C(x, ξ) e B ≡ C(y, ξ)
contendo os vértices x e y, respectivamente. Se e é uma aresta aberta em ξ, então
as componentes A e B são conectadas e serão denotadas por C ≡ A ∪ B. Assim,














































Para provarmos a desigualdade acima, faremos uma análise por separado para o caso
da fronteira livre e para o caso da fronteira max-conectada.
Caso condição de fronteira livre.
Mantendo a notação usada na prova da desigualdade FKG, para cada m ∈ {1, · · · , q},
definimos
am ≡ eβ∑x∈A hx,m , bm ≡ eβ∑x∈B hx,m e cm ≡ eβ∑x∈C hx,m .
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A prova da desigualdade (365) é dividida em dois passos.


































De fato, primeiro, observamos que sem perda de generalidade podemos assumir que
hx,l − hx,j > 0, ∀x ∈ V. Por hipótese, temos hˆ ≺ hˆ′ , logo, ∀l, j = 1, · · · , q e ∀x ∈ V







, a qual implica que a′jal − aja′l 6 0. (367)
Por outro lado, desde que hx,l − hx,j > 0, temos bl − bj > 0. Combinando as duas
últimas desigualdades, obtemos
(a′jal − aja′l)(bl − bj) 6 0,




bj + a′lajbl 6 aja′lbl , onde, na última desigualdade,
foi usado (367). Multiplicando a desigualdade acima pelo fator qjqkqlb′k e somando
sobre todo j, k, l = 1, · · · , q, provamos o afirmado.




































A prova é análoga à feita para o Passo 1. Assumimos que hx,l − hx,k > 0, ∀x ∈ V e em
lugar de (367), provamos que b′kbl − bkb′l 6 0, procedendo por similitude, alcançamos a
conclusão.
Finalmente, combinamos as desigualdades (366) e (368) para obter (365).
Caso condição de fronteira max-conectada.
Primeiro, observe que, se m ∈ ∩x∈VQx,m(hˆ) e m˜ ∈ ∩x∈VQx,m˜(hˆ′), então m = m˜. Dadas
duas componentes conexas A e B, se A ∩Vc = ∅ e B ∩Vc = ∅, então a desigualdade
(364) segue diretamente do caso da condição de fronteira livre exposto acima. Os casos
restantes serão analisados por considerar os seguintes casos:
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Para provar a veracidade desta desigualdade, é suficiente observar que o ordenamento
parcial entre os campos magnéticos externos implica que bmb′k 6 b′mbk. Multiplicando a
desigualdade acima pelo fator a′mam e somando sobre todo k = 1, · · · , q, obtemos (369).














Agora, novamente usamos o ordenamento parcial entre os campos magnéticos externos
para obter ama′j 6 a′maj e procedemos similarmente ao caso anterior.
Finalmente, no caso (c), a desigualdade (364) é equivalente a a′mb′mambm = ambma′mb′m,
o que é trivialmente certo.
O próximo resultado de monotonicidade é válido para uma gama de medidas de
probabilidade com a restrição de que estas medidas sejam associadas positivamente.
Proposição 6.5. Se µi(η) ≡ 1Zi BJ (η)Wi(η) , i = 1, 2, são duas medidas de probabilidade que
satisfazem a propriedade FKG, onde
1) W1 eW2 são crescentes ou decrescentes ouW1 é decrescente eW2 é crescente, então
µ1( f ) 6 µ2( f ),
para cada função crescente f .
2) W1 é crescente eW2 é decrescente, então
µ1( f ) > µ2( f ),
para cada função crescente f .
Aqui, BJ denota o fator de Bernoulli definido em (337) e as monotonicidades são segundo FKG.
Demonstração. Definindo a aplicação η 7→ g(η) ≡ W1(η)W2(η) , para cada função crescente f ,
temos





f (η)g(η) BJ (η)W2(η) = Z2Z1µ2( f · g). (370)
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Para provar o primeiro item, por hipótese, temos que g é decrescente. Logo, por (370),
(371) e pela desigualdade FKG, temos
µ1( f ) =
µ2( f · g)
µ2(g)
6 µ2( f ).
O segundo item é provado analogamente ao primeiro item.
Seguindo a mesma ideia, com suas respectivas adaptações, do Teorema 6.4, obtemos a
seguinte proposição, a qual terá um rol sutil para provar a monotonicidade das medidas
de Gibbs GRC com respeito à constante de acoplamento.
Proposição 6.6. As aplicações
η 7→ B−1J (η)WGRCΛ,livre(η) e η 7→ B−1J (η)WGRCΛ,max(η),
são decrescentes no sentido FKG, onde os pesos WGRCΛ,livre, WGRCΛ,max foram definidos em (344) e
(345) (precisamente, na Definição 6.1), respectivamente. Aqui, BJ denota o fator de Bernoulli
definido em (337)
Demonstração. A prova desta proposição será omitida, uma vez que a técnica da prova
segue o mesmo esquema da Proposição 5.15 do capítulo anterior, com suas respectivas
adaptações.
É bem sabido que as dominações estocásticas nos permitem comparar distintas
medidas de probabilidade. Um dos usos comuns deste tipo de dominações é que nos
permite provar que certas características são hereditárias de um modelo para outro,
que geralmente não é nada trivial. Por exemplo, a seguinte proposição nos diz que a
medida de percolação de Bernoulli domina a medida do modelo GRC com presença
de campo externo não invariante por translações. Logo, se soubéssemos a priori que
o modelo GRC possui um único aglomerado infinito quase certamente (de fato, essa
afirmação é verdadeira baixo certa condição geométrica no grafo, como veremos na
Seção 6.4), então poderíamos dar uma prova alternativa ao fato de que a medida de
Bernoulli tem, também, a propriedade 0/1-aglomerado-infinito.
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Proposição 6.7 (Dominação estocástica da medida de Bernoulli). Para cada função quase-
local crescente f , temos
φGRCmax ( f ) 6 Pp( f ),
onde Pp denota a medida de percolação independente (ou de Bernoulli) associada aos fatores de
Bernoulli definidos em (337) com pesos p ≡ (ri,j : i, j ∈ V).
Demonstração. Para cada Λ ∈ L , definindo µ1(·) ≡ PΛ,p(·) e µ2(·) ≡ φGRCΛ,max(·) com
seus respectivos pesos W1(·) ≡ 1 e W2(·) ≡ B−1J WGRCΛ,max(·). Desde que W1 é crescente
e pela Proposição 6.6, W2 é crescente, logo, pelo Item 2) da Proposição 6.5, temos
φGRCΛ,max( f ) 6 PΛ,p( f ), para qualquer função crescente f . A quase-localidade da função f
é usada para poder tomar o limite termodinâmico na última desigualdade.
O seguinte resultado é concernente à monotonicidade, no sentido FKG, com respeito
a acoplamentos constantes J , isto é, acoplamentos especiais onde Jxy ≡ J, ∀ x, y ∈ V. A
Proposição 6.6 terá um papel fundamental na prova deste resultado, como veremos na
continuação.
Teorema 6.8 (Veja referência [36]). Suponha que 0 6 J1 < J2 são dois acoplamentos constantes.
Para cada Λ ∈ L , denote por φGRC,JkΛ,# , k = 1, 2 a medida definida pelos pesos (216) ou (218)
com m ∈ ∩x∈V ∈ Qx,max(hˆ). Logo,
φGRC,J1Λ,max ( f ) 6 φ
GRC,J2
Λ,livre ( f ),
onde f é uma função crescente cilíndrica e # denota a condição de fronteira livre ou max-conectada.
Demonstração. Como J1 < J2, temos eqβJ1 − 1 < eqβJ2 − 1. Para toda configuração
















também, é decrescente. Então, a função g é decrescente, desde que, g é composta pelo
produto de duas funções não negativas decrescentes no sentido FKG.
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Seja f : {0, 1}B(Λ) → R uma função arbitrária cilíndrica crescente no sentido FKG.
Desde que as constantes de acoplamentos são constantes, isto é Jxy ≡ J, o fator de
Bernoulli pode ser expresso como: BJk(η) = (e
qβJk − 1)|Bocc(η)∩B(Λ)|, k = 1, 2. Definindo
g(η) ≡ ∏C(η):C(η)∩∂Λ=∅ ∑qp=1 eβ∑x∈C(η) hx,p , da definição de valor esperado de uma variável
aleatória, temos





















onde ZGRC,JΛ,# denota a função de partição (ou constante de normalização) da medida de
probabilidade φGRC,JΛ,# e # denota a condição de fronteira livre ou max-conectada.





Usando a equação acima, (372) e a propriedade FKG forte (veja Teorema 6.1), obtemos
φGRC,J1Λ,max ( f ) =
φGRC,J2Λ,livre ( f · g)
φGRC,J2Λ,livre (g)
FKG
6 φGRC,J2Λ,livre ( f ),
o que conclui a prova.
Observação 6.9. Note que o Teorema 6.8 pode ser estendido usando o Teorema 6.2 (iii) para
qualquer par de medidas de Gibbs GRC em J = J1, respectivamente J = J2. Como caso particular,
obtemos o seguinte corolário.
Corolário 6.10 (Monotonicidade na constante de acoplamento, veja [36]). Suponha que
0 6 J1 < J2 são duas constantes de acoplamentos. Para cada Λ ⊂ V finito, denote por φGRC,JkΛ,# ,
k = 1, 2 a medida de probabilidade definida pelos pesos (216) ou (218) com m ∈ ∩x∈V ∈ Qx,max
(hˆ). Logo,
φGRC,J1Λ,# ( f ) 6 φ
GRC,J2
Λ,# ( f ),
onde f é uma função cilíndrica crescente e # denota a condição de fronteira livre ou max-conectada.
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6.3 quase-localidade q.c. do modelo grc
Nesta seção, estudaremos a propriedade de quase-localidade (quase certa) do modelo
GRC com presença de campo magnético não homogêneo definido em (335). O seguinte
lema nos diz que todo estado φ ∈ G GRClim ou φ ∈ G GRC é quase-local q.c., no sentido da
Definição 4.24 (veja Observação 6.12). Para dar precisão a este resultado, em analogia
ao evento definido em (295), introduzimos a seguinte definição:
onde Λ ⊂ ∆ ∈ L . O seguinte lema é uma adaptação do Lema 5.30 para o modelo GRC
deste capítulo.
Lema 6.11 (Quase-localidade, veja [36]). Seja B ⊂ B0(E) um conjunto finito e f uma
função cilíndrica dependendo somente sobre os estados das arestas de B. Logo, para cada par de
subconjuntos (∆,Λ) em L com V(B) ⊂ Λ ⊂ ∆, a função
η 7→ 1M∆,Λ(η) φGRCB ( f |ηBc) é quase-local.
Se, em adição, φ ∈ G GRClim ou φ ∈ G GRC tem, no máximo, um aglomerado infinito e Λ ∈ L ,
então
φ(M∆,Λ) ↑ 1, quando ∆ ↑ V.
Demonstração. Note que, pela definição (342) do peso WGRCB e pela continuidade da
função f (veja Lema 5.30), para provar a tese deste lema, é suficiente provar que a
função
η 7→ 1M∆,Λ(η) φGRCB (ηB|ηBc), ∀ηB ∈ {0, 1}B (373)
é quase-local. No que segue, provaremos a quase-localidade da aplicação definida
em (373). Seja ∆˜ um subconjunto finito de V tal que ∆ ⊂ ∆˜. Considere as seguintes
configurações:
ω ≡ (∗, · · · , ∗, 0︷︷
e-ésimo
, ∗, · · · , ∗) e ωe ≡ (∗, · · · , ∗, 1︷︷
e-ésimo
, ∗, · · · , ∗),
onde ∗ é um elemento arbitrário em {0, 1} e e ∈ B(∆˜)c. Suponha que ω ∈M∆,Λ e que
exista um aglomerado (que pode ser finito ou infinito) C∗ conectando Λ a B(∆˜)c na
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configuração ω. Por definição, veja que ωe ∈M∆,Λ também e que o aglomerado C∗ é
único, desde que, inicialmente, tomamos ω ∈M∆,Λ. Em seguida, consideraremos os
seguintes dois casos:
1) C∗ ∩V({e}) = ∅ e 2) C∗ ∩V({e}) 6= ∅.
No primeiro caso, trivialmente temos |WGRCB (ωB|ωeBc)−WGRCB (ωB|ωBc)|= 0.
No entanto, o segundo caso é bem mais elaborado. Consideraremos por separado
dois casos. Primeiramente, assumiremos que existe ε > 0 tal que ε < |hx,max− hx,m| para
todo x ∈ V e m ∈ {1, · · · , q}. Para este caso, denotaremos por C∗e o (único) aglomerado



























(hx,max − hx,m), ∀m /∈ ∩x∈VQx,max(hˆ)
é válida, fazendo d(e,Λ)→ ∞, tem-se
∑
x∈C∗e
(hx,max − hx,m)→ ∞ e ∑
x∈C∗
(hx,max − hx,m)→ ∞,
para cada m /∈ ∩x∈VQx,max(hˆ). Portanto, sempre que d(e,Λ)→ ∞, tem-se
|WGRCB (ωB|ωeBc)−WGRCB (ωB|ωBc)|→ 0. (374)
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é finita ou não. Se esta série é infinita, trivialmente se satisfaz (374). Em outro caso,
usamos a continuidade da função exponencial e uma adequada escolha de e, de modo
que d(e,Λ)→ ∞.
Finalmente, por um truque telescópico padrão, como foi feito no Lema 5.30, para
quaisquer duas configurações diferentes ω e η em B(∆˜)c, obtemos∣∣∣WGRCB (ωB|ωBc)−WGRCB (ωB|ηBc)∣∣∣→ 0,
quando mine∈A d(e,Λ) → ∞, onde A ≡ {e ∈ B(∆˜)c : ωe 6= ηe}. Isto é, a aplicação
definida em (373) é contínua na topologia produto. Logo, pelo Lema 4.18, esta aplicação
é quase-local, provando-se a primeira afirmação.
Por outro lado (para provar a segunda afirmação), para cada Λ ∈ L , sejaMΛ o evento
composto por todas as configurações que apresentam, no máximo, um aglomerado
infinito incidente com Λ. Note que M∆,Λ ↑MΛ, quando ∆ ↑ V, e que MΛ ↓ {N∞ 6 1},
quando Λ ↑ V. Como, por hipótese, φ(N∞ 6 1) = 1, então φ(MΛ) = 1, ∀Λ ∈ L . Logo,
pela continuidade da medida, segue que lim∆↑V φ(M∆,Λ) = φ(MΛ) = 1, ∀Λ ∈ L .
Observação 6.12. Por um razonamento análogo à Observação 5.31, prova-se que cada estado
φ ∈ G GRClim ou φ ∈ G GRC é quase-local q.c. (veja Definição 4.24).
Lema 6.13 (Subconjuntos de medidas de Gibbs). Sejam q ∈ Z+, β > 0, J = (Jxy : {x, y} ∈
E) ∈ [0,∞)E, hˆ = (hx,p ∈ R : x ∈ V, p = 1, · · · , q) e {qp : p = 1, · · · , q} satisfazendo (351).
Se φ ∈ G GRClim é tal que φ(N∞ 6 1) = 1, então φ ∈ G GRC. Em outras palavras, G GRClim ⊆ G GRC.
Demonstração. A prova deste resultado segue do Lema 6.11 e da quase-localidade quase
certa da medida GRC. A referida prova é feita usando a teoria geral das medidas de
Gibbs (para maiores detalhes, veja Lema 5.32).
O seguinte teorema nos dá condições suficientes para ter a quase-localidade da
especificação {φGRCB : |B|< ∞} por trás a suposição geométrica de que no grafo exista,
quase certamente um único aglomerado infinito. Este resultado simplifica muitos
cálculos técnicos, como veremos a seguir.
Teorema 6.14 (Esperanças condicionais para o modelo GRC). Sejam β > 0, Jxy > 0,
hx,m ∈ R, ∀x, y ∈ V e qm > 0, m = 1, · · · , q satisfazendo (351). Se φ ∈ G GRC é tal que
φ(N∞ 6 1) = 1, B ⊂ B0(V) e f é uma função cilíndrica dependendo, unicamente, dos estados
da configuração ηB, então
φ( f |FBc) = φGRCB ( f |ηBc), φ−q.c.
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Demonstração. A prova deste teorema segue o mesmo esquema da prova do Teorema
5.33, portanto será omitida.
Usando a teoria geral do formalismo termodinâmico, pode-se provar o seguinte lema
de dominação FKG.
Lema 6.15 (Monotonicidade no volume). Sejam q ∈ Z+, β > 0, J = (Jxy : {x, y} ∈ E)
∈ [0,∞)E, hˆ o campo magnético e a sequência {qp : p = 1, · · · , q} satisfazendo (351). Se
Λ ⊂ ∆ ∈ L , então, para cada função cilíndrica crescente (no sentido FKG) f , temos
φGRCΛ,livre( f ) 6 φGRC∆,livre( f ) e φGRCΛ,max( f ) > φGRC∆,max( f ).
Demonstração. Para maiores detalhes da prova deste resultado, veja Lema 5.11.
Observação 6.16. Quando qp = 1, para todo p = 1, · · · , q no modelo GRC (342), por simplici-
dade, este modelo será chamado de modelo RC. Neste caso, definimos o conjunto de medidas de
Gibbs G RC e o conjunto de limites fracos de medidas de Gibbs a volume finito G RClim analogamente
às definições feitas em (213) e (247).
De agora em diante, estudaremos algumas propriedades fundamentais do modelo
RC (caso que se estude o modelo GRC, será especificado). O seguinte teorema é válido
somente para o modelo RC.
Teorema 6.17. Sejam q ∈ Z+, β > 0, J = (Jxy : {x, y} ∈ E) ∈ [0,∞)E e hˆ um campo
magnético, como foi definido previamente. Dado ν ∈ G ES, se φν denota sua η-marginal, então,
para cada função cilíndrica crescente f , temos φν( f ) 6 φRCmax( f ).
Demonstração. Veja o Lema 5.23.
Contrastando o Teorema 6.17 com o Teorema 5.23, um detalhe importante temos que
destacar. A segunda dominação do Teorema 5.23 não é satisfeita para o modelo GRC
(com campo externo não invariante) deste capítulo, já que para provar essa desigualdade
se requer o conceito de invariância por translação do modelo, propriedade que o modelo
GRC (deste capítulo) não apresenta.
6.4 unicidade do aglomerado infinito
Até aqui, foi apresentada parte da teoria do modelo de aglomerados aleatórios
generalizado (modelo GRC) com presença de campo magnético não uniforme para
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grafos infinitos enumeráveis L = (V,E). Nesta seção, estamos interessados na situação
na qual o aglomerado infinito é quase certamente único, como comumente acontece
para o caso de grafos amenáveis. A hipótese geométrica de amenabilidade é importante
para obter-se a unicidade quase certa do aglomerado infinito em diversos modelos,
[30, 66, 76]. Sabe-se que grafos infinitos, conexos, localmente finitos, transitivos e
amenáveis, possuem um único aglomerado infinito com probabilidade um [89]. Quando
o grafo é não amenável, a unicidade do aglomerado se vê comprometida. A não
unicidade do aglomerado infinito é conhecida para diversos modelos incluindo o
modelo de percolação de Bernoulli e o modelo de aglomerados aleatórios sem presença
de campo magnético [14, 66, 76]. De agora em diante, assumiremos implicitamente
que o látice L = (V,E) é amenável, desde que em geral, não podemos aplicar as
mesmas técnicas usadas na prova do resultado de unicidade de aglomerado infinito
(veja Teorema 5.25), pois o modelo GRC deste capítulo não apresenta a propriedade de
invariância por translação. Diremos que o grafo L é amenável se
ιE(L) ≡ inf
{ |∂EΛ|
|Λ| : Λ ⊂ V,Λ ∈ L
}
= 0,
onde o ínfimo é tomado sobre todos os subconjuntos conexos finitos Λ de V, |∂EΛ|
denota a cardinalidade de ∂EΛ e
∂EΛ = {e = {x, y} ∈ E : x ∈ Λ e y ∈ V \Λ}
é o conjunto de arestas com um vértice (ou ponto extremal) em Λ e o outro em V \Λ.
Isto é, ∂EΛ representa a fronteira de arestas externa de Λ. Se ιE(L) > 0, dizemos que o
látice L é não amenável.
A constante ιE(L) é chamada de constante isoperimétrica (ou constante de Cheeger).
O conceito de amenabilidade descreve bastante coisa sobre a geometria do grafo. Por
definição, para ter um grafo amenável L devemos selecionar vértices para formar um
subconjunto finito conexo Λ, de modo que o número de arestas que saem de Λ seja
menor que o número de vértices que estão em Λ. Por exemplo, a rede hipercúbica
d-dimensional L = Ld, d > 1, é um grafo amenável, pois ao tomar a sequência de caixas
{Λn : n ∈ N}, com Λn ≡ [0, n− 1]d ∩Zd, veja que |∂EΛn|= 2dnd−1 e que |Λn|= nd, o
que implica que ιE(Ld) = 0. Por outro lado, grafos não amenáveis tem a propriedade
que, ao selecionar vértices para formar subgrafos conexos, sempre produz a mesma
quantidade ou mais arestas na fronteira que quantidade de vértices. Exemplos de grafos
não amenáveis são comuns de encontrar nas árvores, por exemplo, a árvore regular Tn
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de ordem n + 1 e a árvore n-ária T+n com n > 1, ambas tem constante isoperimétrica
= n− 1. Portanto, para n > 2, esses grafos são não amenáveis. Outro exemplo de grafo
não amenável é dado pela árvore fatorial, cuja constante isoperimétrica é = 2.
No que segue, denotaremos por N∞ a variável aleatória que conta o número de
aglomerados infinitos em ambos os espaços amostrais Ω e Σq ×Ω.
Teorema 6.18 (Unicidade do aglomerado infinito, veja [36]). Seja β > 0 a temperatura
inversa e hˆ um campo magnético. Então,
φGRC,hˆmax (N∞ 6 1) = φGRC,hˆlivre (N∞ 6 1) = 1.
Demonstração. Por simplicidade, apresentaremos a prova para o caso quando φGRC,hˆmax ∈
G GRC, já que para o caso quando a condição de fronteira é livre, a prova se procede
analogamente.
Sejam Λ ⊂ ∆ subconjuntos finitos de V e defina o evento DΛ,∆
como o conjunto de todas as configurações ω ∈ Ω com a seguinte propriedade: existem
dois vértices u, v ∈ ∂Λ tais que u e v são conectados a ∂∆ por caminhos γ1 e γ2,
respectivamente, usando ω-arestas abertas em B0(∆ \Λ), mas u não é conectado a v por
caminhos usando ω-arestas abertas de B0(∆).
Para cada configuração η ∈ Ω fixada, note que a aplicação
ω 7→ 1DΛ,∆(ωB0(Λ)ηB0(V\Λ))
é decrescente no sentido FKG. Pela definição do evento DΛ,∆, por abuso de notação, a
aplicação acima pode ser rescrita da seguinte maneira
ω 7→ 1DΛ,∆(ωB0(Λ)ηB0(∆\Λ)).
Dado e > 0 suficientemente pequeno (escolhido adequadamente), consideremos o
seguinte campo magnético externo
ehˆ ≡ (ehx,p : ∀x ∈ V, p = 1, · · · , q).
Afirmamos que ehˆ ≺ hˆ, onde a ordem parcial ≺ é dada em (360). De fato, supondo que
hx,k − hx,l > 0, para e > 0 suficientemente pequeno, a seguinte desigualdade
ehx,k − ehx,l = e(hx,k − hx,l) 6 hx,k − hx,l , k, l = 1, · · · , q, ∀x ∈ V
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é válida. Logo, ehˆ ≺ hˆ. Observe que a escolha de e > 0 depende, de certa forma, do
campo externo hˆ, pois, dado hx,k − hx,l > 0, sempre é possível encontrar e > 0, de modo
que a desigualdade acima seja verdadeira.
Seja V ⊃ ∆. Como a aplicação ω 7→ 1DΛ,∆(ωB0(Λ)ηB0(∆\Λ)) é decrescente sempre que η
se mantenha fixa, pela propriedade de monotonicidade no campo externo da medida
φGRC,hˆV,max (Teorema 6.4), segue que
φGRC,hˆV,max (1DΛ,∆(· ηB0(∆\Λ))) 6 φGRC,ehˆV,max (1DΛ,∆(· ηB0(∆\Λ))).
Somando em ηB0(∆\Λ) na desigualdade acima, conseguimos
φGRC,hˆV,max (DΛ,∆) 6 φ
GRC,ehˆ
V,max (DΛ,∆).
Tomando e→ 0 na medida φGRC,ehˆV,max (DΛ,∆), por definição da medida φGRC,hˆV,max , observe que
φGRC,ehˆV,max (DΛ,∆)→ φGRC,0ˆV,max (DΛ,∆) onde 0ˆ ≡ (0 : ∀x ∈ V, p = 1, · · · , q) denota o campo nulo.
Logo, fazendo e→ 0, V ↑ V e usando continuidade da função 1DΛ,∆ na desigualdade
acima, obtemos
φGRC,hˆmax (DΛ,∆) 6 φGRC,0ˆmax (DΛ,∆),
onde, implicitamente, usamos o Teorema 6.2. Uma vez que ∩∆⊃ΛDΛ,∆ ↑ {N∞ > 1},
quando Λ ↑ V, segue da continuidade da medida e do Teorema 5.25 (teorema da
unicidade do aglomerado infinito para o caso de campos externos homogêneos) que
φGRC,0ˆmax (N∞ > 1) = 0. Portanto, φ
GRC,hˆ
max (N∞ > 1) = 0.
Observe que, no argumento acima, usamos a propriedade de monotonicidade no
campo externo e existência do limite termodinâmico da medida de probabilidade
φGRC,hˆmax . Como a medida φ
GRC,hˆ
livre também tem essas propriedades, a prova se conclui
simplesmente por substituir uma medida pela outra.
Para enunciar o próximo teorema, o qual é o teorema principal desta seção, necessita-
mos introduzir os seguintes parâmetros:












6.5 unicidade e transição de fase
onde Cx é o aglomerado infinito contendo o vértice x. Para o modelo RC, os parâmetros
P∞ e P˜∞ são definidos similarmente. Definimos, também, o parâmetro crítico
βc(J , hˆ) ≡ inf{β > 0 : P∞(β, J , hˆ) > 0},
o qual será chamado de temperatura crítica inversa. Para simplificar a notação, para cada
m ∈ {1, · · · , q} fixo, definimos o seguinte evento:
A ∞>1,m ≡
{
(σ, η) ∈ Σq ×Ω : N∞(σ, η) > 1 e todos os vértices em qualquer
aglomerado infinito satisfazem σx = m
}
.
6.5 unicidade e transição de fase
Com as ferramentas dadas nas seções anteriores, estamos preparados para provar um
dos principais teoremas deste trabalho, o qual relaciona unicidade e não unicidade de
medidas com existência ou não existência de aglomerados infinitos.
Teorema 6.19 (Unicidade e transição de fase, veja [36]). Fixados q ∈ Z+, β > 0, um campo
magnético hˆ = (hx,p ∈ R : x ∈ V, p = 1, · · · , q) e a sequência {qp : p = 1, · · · , q} satisfazendo
a condição (351).
(i) Para todo J > 0 (Jxy > 0, ∀{x, y} ∈ E), existe, no máximo, uma medida de probabilidade
µ0 em G ES0 ≡ {ν ∈ G ES : ν(N∞ = 0) = 1}.
(ii) Se P∞(β, J , hˆ) = 0, então |G ES|= |G RC|= 1. Em particular, se β < βc(J , hˆ), então
|G ES|= |G RC|= 1.
(iii) Se J > 0 é uma constante de acoplamento uniforme (Jxy ≡ J > 0, ∀ {x, y} ∈ E), então
P∞(β, J, hˆ) = supx∈V φ
GRC
max (|Cx|= ∞) e P˜∞(β, J, hˆ) = supx∈V φGRClivre (|Cx|= ∞).
(iv) Seja J > 0 (Jxy ≡ J > 0, ∀ {x, y} ∈ E). Se P∞(β, J , hˆ) > 0, então os estados φESm , com
m ∈ ∩x∈VQx,max(hˆ), são estados de Gibbs extremais com φESm (A ∞>1,m) = 1. No entanto,
sobre a hipótese forte P˜∞(β, J , hˆ) > 0, tem-se |G ES|> 1.
(v) Seja J > 0 (Jxy ≡ J > 0, ∀ {x, y} ∈ E). Se β < βc, então P∞(β, J, hˆ) = P˜∞(β, J, hˆ) = 0.
No entanto, P∞(β, J, hˆ) > 0 e P˜∞(β, J, hˆ) > 0 é válido sempre que β > βc.
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Demonstração. (i) A prova deste item segue o mesmo esquema da prova do Item (i) do
Teorema 5.37, Capítulo 5.
(ii) Se P∞(β, J , hˆ) = 0, então, por definição de P∞
φ(|Cx|= ∞) = 0, ∀φ ∈ G RC e x ∈ V. (375)
Pela unicidade do aglomerado infinito (Teorema 6.18) e pelo Lema 6.13, segue que
a propriedade (375) se mantém, também, para a medida limite φRCmax. Se φν denota a
ω-marginal de ν ∈ G ES, pelo Teorema 6.17, tem-se
0 = φRCmax(N∞ > 1) > φν(N∞ > 1) = ν(N∞ > 1),
o qual implica que ν ∈ G ES0 = {ν ∈ G ES : ν(N∞ = 0) = 1}. Portanto, do Item (i), segue
que ν = φESlivre. Isto é, G
ES = G ES0 = {φESlivre}.
Por outro lado, se denotamos por G RC0 ≡ {φ ∈ G RC : φ(N∞ = 0) = 1}, de (375) e do
Teorema 6.2, temos
0 = φRCmax(N∞ > 1) > φ(N∞ > 1), ∀φ ∈ G RC.
Isto é, φ ∈ G RC0 . Por repetir o argumento da prova do Item (i), usando o Teorema
6.14 para garantir uma versão de esperança condicional para a medida GRC φ, temos
G RC = {φRClivre}.
(iii) Usando o Item (iii) do Teorema 6.2, tem-se
P∞(β, J, hˆ) 6 sup
x∈V
φGRCmax (|Cx|= ∞) e P˜∞(β, J, hˆ) > sup
x∈V
φGRClivre (|Cx|= ∞).
Nas desigualdades acima, para provar que em cada uma delas a igualdade é atingida, é
suficiente mostrar que φGRCmax ∈ G GRC e φGRClivre ∈ G GRC, respectivamente. Pela unicidade
do aglomerado infinito, Teorema 6.18, tem-se φGRC,hˆmax (N∞ 6 1) = φGRC,hˆlivre (N∞ 6 1) = 1.
Logo, do Lema 6.13 concluímos que φGRCmax ∈ G GRC e φGRClivre ∈ G GRC, provando-se este
item.
(iv) Usando a mesma técnica do Item (iii) do Teorema 5.37, para cada m ∈ ∩x∈VQx,max(hˆ)
e x ∈ V provamos que
φESm (σx = m˜|x ↔ ∞) = δm,m˜. (376)
Agora, provaremos que o estado φESm é extremal sempre que m ∈ ∩x∈VQx,max(hˆ). Para
este fim, assumiremos que φESm (A ∞>1,m) = 1. Na verdade, esta hipótese será provada na
parte final do argumento deste item.
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Suponha que φESm não é uma medida extremal. Logo, existem duas medidas de Gibbs
φES1 , φ
ES
2 ∈ G ES tais que
φESm = tφ
ES
1 + (1− t)φES2 , com φESi (A ∞>1,m) = 1 e t ∈ (0, 1). (377)
Se φRCi denota a RC marginal of φ
ES
i , segue do Lema 5.34 que φ
RC




1 + (1− t)φRC2 , t ∈ (0, 1). (378)
Em seguida, afirmamos que φRCmax é uma medida extremal. De fato, suponha que φRCmax
não é extremal. Logo, existem duas medidas diferentes φ1, φ2 ∈ G RC tais que se tenha a
seguinte decomposição
φRCmax = λφ1 + (1− λ)φ2, para algum λ ∈ (0, 1).
Para qualquer evento cilíndrico crescente A, do Item (iii) do Teorema 6.2 e da decompo-
sição acima, tem-se
φRCmax(A) > max{φ1(A), φ2(A)}. (379)
Em (379), descartamos uma possível igualdade, pois caso contrário teríamos uma
contradição com o fato de que as medidas φ1 e φ2 são diferentes. Por outro lado, veja,
também, que
max{φ1(A), φ2(A)} > λφ1(A) + (1− λ)φ2(A) = φRCmax(A).
Mas isso contradiz a desigualdade estrita (379), o que prova a afirmação feita acima.
Como φRCmax é uma medida de probabilidade extremal, da decomposição (378), te-




max. Usando o Lema 5.36, este fato implica φES1 = φ
ES
2 , e daí, a
extremabilidade de φESm é provada.
Finalmente, provaremos que φESm (A ∞>1,m) = 1. Desde que P∞(β, J , hˆ) > 0, do Item (iii)
do Teorema 6.2, conseguimos
0 < P∞(β, J , hˆ) 6 sup
x∈V
φRCmax(x ↔ ∞) 6 φRCmax(N∞ > 1). (380)
Como acabamos de provar, φRCmax é um estado de Gibbs extremal e, como {N∞ > 1} é um
evento caudal, da desigualdade (380) e da unicidade do aglomerado infinito (Teorema
6.18), segue que
1 = φRCmax(N∞ = 1) = φ
ES
m (N∞ = 1), ∀m ∈ ∩x∈VQx,max(hˆ).
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A prévia equação junto com a identidade (376) e um argumento similar ao feito na
parte final do Item (iii) do Teorema 5.37 implicam, para cada m ∈ ∩x∈VQx,max(hˆ), que
φESm (A ∞>1,m) = 1.
Agora, provaremos a segunda afirmação do Item (iv). Se o conjunto ∩x∈VQx,max(hˆ)
tem mais que um elemento, o resultado segue da primeira afirmação do Item (iv)
deste teorema. Em outro caso, sem perda de generalidade, podemos assumir que
∩x∈VQx,max(hˆ) = {1}. Seja φRC ∈ G RC uma ω-marginal de φES2 . Por monotonicidade,
tem-se
0 < P˜∞(β, J , hˆ) 6 sup
x∈V
φRC(x ↔ ∞) = sup
x∈V
φES2 (x ↔ ∞)
= sup
x∈V
φES2 (x ↔ ∞, σx = 2)
6 φES2 (A ∞>1,2).
Como φES1 (A
∞
>1,1) = 1 e A
∞
>1,1 ∩A ∞>1,2 = ∅, da desigualdade acima, segue que φES1 6= φES2 ,
pois caso contrário, teríamos


















>1,2)⇒ φES2 (A ∞>1,2) = 0,
gerando uma contradição.
(v) Pelo Item (iii) e pelo Corolário 6.10, as aplicações
J 7→ P∞(β, J, hˆ) e J 7→ P˜∞(β, J, hˆ),
são crescentes. Veja também que, com respeito à ordem parcial (360), as aplicações
hˆ 7→ P∞(β, J, hˆ) e hˆ 7→ P˜∞(β, J, hˆ),
também, são crescentes. Por definição de P˜∞ e P∞, temos
P˜∞(β, J, hˆ) 6 P∞(β, J, hˆ), ∀β, J e hˆ. (381)
Pelo Item (iii) e pelo Teorema 6.8, P∞(β, J1, hˆ) 6 P˜∞(β, J2, hˆ), para todo J1 < J2. Pelo Item
(iii), temos que P∞ e P˜∞ são limites termodinâmicos. Usando a forma do Hamiltoniano
deste modelo e as propriedades de monotonicidade provadas acima, conseguimos, para
todo β1 < β2, que
P∞(β1, J, hˆ) = P∞(1, β1 J, β1hˆ) 6 P˜∞(1, β2 J, β1hˆ) 6 P˜∞(1, β2 J, β2hˆ) = P˜∞(β2, J, hˆ). (382)
350
6.6 aplicação: modelo de ising com campo decaindo segundo uma lei de potência
Daí, se β < βc, por definição do inverso da temperatura crítica, P∞(β, J, hˆ) = 0. Logo, da
desigualdade (381), tem-se P˜∞(β, J, β, hˆ) = 0.
Por outro lado, se β > βc, temos P∞(β, J, hˆ) > P∞(βc, J, hˆ) > 0. Fazendo β1 = βc e
β2 = β em (382), tem-se P˜∞(β, J, hˆ) > 0, o que prova (v).
Seja β˜c(J, hˆ) ≡ inf{β > 0 : P˜∞(β, J, hˆ) > 0}. Em seguida, mostraremos que se na
definição de βc(J, hˆ), trocamos P∞ por P˜∞, essa quantidade não muda. Mais precisa-
mente, afirmamos que βc(J, hˆ) = β˜c(J, hˆ). De fato, pelo Item (iii) do Teorema 6.19 temos
P˜∞(β, J, hˆ) 6 P∞(β, J, hˆ), implicando que βc(J, hˆ) 6 β˜c(J, hˆ). Por outro lado, novamente,
pelo Item (iii) do Teorema 6.19 e pela definição de β˜c(J, hˆ), se βc(J, hˆ) > β˜c(J, hˆ), temos
que P∞(β˜c, J, hˆ) > P˜∞(β˜c, J, hˆ) > 0, o qual contradiz o Item (v) do Teorema 6.19. Portanto,
βc(J, hˆ) = β˜c(J, hˆ).
Como subproduto da prova do Teorema 6.19, Item (v), temos o seguinte corolário.
Corolário 6.20 (Monotonicidade em β, veja [36]). As seguintes aplicações
β 7→ P∞(β, J, hˆ) e β 7→ P˜∞(β, J, hˆ),
são monótonas crescentes.
Finalmente, para encerrar esta seção, enunciamos um teorema que relaciona os
conjuntos G ES e G SPIN. Este resultado terá desempenho essencial na próxima seção,
quando nos disporemos a provar a unicidade do conjunto das medidas de Gibbs para o
modelo de Ising.
Teorema 6.21. Se ΠS : G ES → G SPIN denota a aplicação que assina a SPIN marginal a cada
medida de Gibbs ES a volume infinito, então ΠS é um isomorfismo linear.
Demonstração. A prova deste teorema usa argumentos da teoria geral das medidas de
Gibbs. Uma prova detalhada deste resultado pode ser vista no Teorema 5.39.
6.6 aplicação: modelo de ising com campo de-
caindo segundo uma lei de potência
O modelo de Ising é um dos modelos mais estudados na Mecânica Estatística. Um
problema de interesse neste modelo é determinar a cardinalidade das medidas de Gibbs
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quando um parâmetro (termodinâmico) de dependência varia, neste caso o inverso da
temperatura β > 0. Caso existam mais de duas medidas de Gibbs, esse problema se
torna equivalente a estudar presença de transição de fase de primeira ordem no modelo
(veja referência [104]). Esse caso corresponde ao sistema estar alinhado, isto é, o sistema
sente os efeitos das condições de fronteira quando vão se distanciando. Ao contrário, a
existência de uma única medida corresponde ao sistema estar desalinhado ou não sentir
o efeito das condições de fronteira quando estas vão se afastando progressivamente
(em outras palavras, o sistema apresenta a propriedade de perda de sensibilidade com
respeito às condições de fronteira, veja Lema 4.49). Nesta seção, consideraremos o
modelo de Ising na rede hipercúbica d-dimensional Ld ≡ (Zd,Ed) (d > 2), onde Ed é o
conjunto de primeiros vizinhos na rede Ld, com Hamiltoniano dado por
H
µ,Ising
h,Λ (σ) ≡ − ∑
x,y∈Λ
{x,y}∈E
J σxσy − ∑
x∈Λ




onde J > 0, h = (hx : x ∈ Zd) e β > 0 é (proporcional a) o inverso da temperatura do
modelo. Daqui em diante, escreveremos G SPINβ em vez de G
SPIN para que fique mais
claro a dependência sobre o inverso da temperatura β.
Alguns resultados, nesta direção, sobre o modelo de Ising são conhecidos. Quando o
campo externo h é uniforme, isto é, hx = h ∀x, no caso h = 0, através do argumento de
Peierls, prova-se que existe transição de fase de primeira ordem (veja Teorema 4.39 para
d = 2). Já quando o campo externo é não nulo, isto é, h 6= 0, o Teorema de Lee-Yang
[87] e as Desigualdades GHS estabelecem a analiticidade da energia livre no campo h
sempre que a parte real de h seja não nula, implicando que existe um único estado de
equilíbrio invariante e extremal. Uma pergunta natural a questionar-se seria: quantas
medidas de Gibbs existem para o modelo de Ising ferromagnético quando o campo
externo é não uniforme? Algumas respostas a esse problema foram dadas, as quais
enunciaremos a seguir. Em [24], foi provado que, para campos (hx) ∈ `1(Zd), o modelo
de Ising apresenta transição de fase. No entanto, quando (hx) ∈ `∞(Zd) com infx hx > 0,
é provada a existência de uma única medida de Gibbs para todo β > 0.
Nesta seção, estamos interessados em campos externos não uniformes que possuem




‖x‖α , se x 6= 0
h∗, se x = 0,
(384)
352
6.6 aplicação: modelo de ising com campo decaindo segundo uma lei de potência
onde α > 0 e h∗ > 0. Os parâmetros α e h∗, à simples vista, parecem inofensivos, mas
como veremos em seguida, estes determinam o comportamento de transição de fase do
modelo de Ising.
Para α > 1, usando o argumento de Peierls, foi provada em [23] a existência de
transição de fase de primeira ordem. No entanto, quando α = 1 e h∗ é suficientemente
pequeno, provou-se que o mesmo comportamento se mantém. Já quando α ∈ [0, 1),
em [23], os autores provaram que existe uma temperatura inversa positiva βα < ∞ tal
que, para todo β > 0 tal que β > βα, o conjunto das medidas de Gibbs para o modelo
de Ising definido por (383) é unitário. Pelo Teorema da Unicidade de Dobrushin (veja
Teorema 4.45) e por um cálculo similar ao feito no Exemplo 4.21 com J > 0, conhecemos
que, para qualquer β < 1/(2dJ), o conjunto das medidas de Gibbs para o modelo de
Ising, também, é unitário.
Na referência [23], foi conjecturado que, para todo β > 0, o conjunto das medidas de
Gibbs para esse modelo, com α ∈ [0, 1), é, também, unitário. Isto é, conjecturou-se a não
existência de transição de fase, para todo β > 0. Logo, o intervalo de unicidade e não
unicidade para o modelo de Ising ferromagnético com campo externo hx = h∗/‖x‖α fica
como aquele (intervalo) mostrado na Figura 32. O trabalho principal desta seção será
fechar essa conjectura com a teoria desenvolvida até aqui. Enunciaremos esse problema
em forma de teorema (veja Teorema 6.22 abaixo).
Figura 32: Unicidade e não unicidade para o modelo de Ising com campo hx = h∗/‖x‖α.
Nesta seção, consideraremos o modelo GRC definido em (342) com q = 2, as constantes
qp ≡ 1, ∀p ∈ {1, · · · , q} e o campo magnético externo hˆ, como definiremos em seguida.
Teorema 6.22 (L. Cioletti e R. Vila, veja [36]). Existe uma única medida de Gibbs, em toda
temperatura inversa β > 0, para o modelo de Ising ferromagnético sobre a rede hipercúbica
d-dimensional Ld definido pelo Hamiltoniano (383) e pelo campo externo não uniforme (384),
com α ∈ [0, 1).
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Demonstração. Quando α = 0, como havíamos falado anteriormente, a conclusão deste
teorema segue do Teorema de Lee-Yang [87] e as Desigualdades GHS, as quais estabele-
cem a analiticidade da energia livre com respeito ao campo externo h.
Seja α ∈ (0, 1). Como o espaço de estados {−1, +1} é métrico compacto e a especifica-
ção γΦ (definida pelo Hamiltoniano (347)) definida sobre ({−1, +1}Zd ,F ) é quase-local,
então o conjunto das medidas de Gibbs do modelo de Potts G Potts2β , estabelecido na Seção
3.2, é G Potts2β = G
SPIN
β (veja Teorema 4.25). Por outro lado, pela Proposição 3.5 da Seção
3.2, G Potts2β = G
Ising





Em seguida, consideraremos o Hamiltoniano (347) com q = 2 e o campo magnético
dado por
hˆ = ((hx,1, hx,2) ∈ R2 : h∗/‖x‖α= hx,1 = −hx,2, ∀x ∈ V ).
Figura 33: Comportamento do campo externo hx = h∗/‖x‖α com α = 1.
Note que, se βc(J, hˆ) = +∞ a prova do teorema segue. De fato, se
βc(J, hˆ) ≡ inf{β > 0 : P∞(β, J , hˆ) > 0} = +∞,
segue do Teorema 6.19 (ii) que, para qualquer β > 0 , |G ESβ |= 1. Logo, pelo Teorema
6.21, temos |G SPINβ |= 1, concluindo-se a prova.
Portanto, no que resta da prova mostraremos que βc(J, hˆ) = +∞. Para isso, por
contradição suponha que βc(J, hˆ) < +∞. Por usar uma vez mais o Item (ii) do Teorema
6.19, obtemos a unicidade para todo β < βc(J, hˆ), isto é, |G SPINβ |= 1 para tais valores de
β. Se β > max{βα, βc(J, hˆ)}, foi provado em [23] que |G SPINβ |= 1.
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Afirmação: P˜∞(β, J, hˆ) = 0, para qualquer β > 0.
De fato, primeiro provaremos que P˜∞(β, J, hˆ) = 0, ∀β > βα. Para isso, suponha que
P˜∞(β, J, hˆ) > 0, para algum β tal que β > βα. Logo, pelo Teorema 6.19 (iv), temos que
existe, no mínimo, duas medidas de Gibbs ES e, pelo Teorema 6.21, duas medidas
de Gibbs para o modelo de Ising definido por (383), o que contradiz [23]. Portanto,
P˜∞(β, J, hˆ) = 0, ∀β > βα. Finalmente, como a aplicação β 7→ P˜∞(β, J, hˆ) é monótona
crescente (veja Corolário 6.20), a afirmação segue. ♦
Do Teorema 6.19 (v), para qualquer β > βc(J, hˆ), temos P∞(β, J, hˆ) > 0 e P˜∞(β, J, hˆ) >
0, porém isto contradiz a afirmação acima. Portanto, está provado que, para qualquer
α ∈ [0, 1), βc(J, hˆ) = +∞.
Observação 6.23. Em [23], foi conjecturado que, para α = 1 e h∗ suficientemente grande, a
mesma afirmação do Teorema 6.22 continua sendo válida. Atualmente, este problema ainda
permanece em aberto.
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7 CONVERGÊNC IA EM D ISTÂNC IA
MALLOWS
Neste capítulo apresentaremos alguns de nossos resultados sobre convergência se-
gundo o conceito de distância Mallows (veja referência [34]). Começaremos definindo
distância Mallows, no sentido de distância de Wasserstein [121], e provaremos uma
equivalência com a definição usual de distância Mallows como aparecem nas referências
[41, 92]. A primeira seção está destinada ao estudo de convergência em distância
Mallows para distribuições de somas que envolvem variáveis aleatórias associadas e
estacionárias. Como aplicação de nossos resultados, estabeleceremos alguns exemplos
onde relacionaremos a transição de fase do modelo de Ising unidimensional (sem
presença de campo externo) com a convergência em distância Mallows. Por outro
lado, na segunda seção, tiraremos a hipótese de estacionaridade das variáveis aleatórias
envolvidas e usaremos a desigualdade de Newman-Wright (veja referência [99]) para se
ter certo grau de independência no processo.
Observação 7.1. Denotando por B(Ω) à σ-álgebra dos borelianos de Ω, definimos à coleção de
todas as medidas de probabilidade definidas sobreB(Ω) porM1(Ω). Logo, se f : Ω→ R é uma
função e µ ∈ M1(Ω), neste capítulo, a diferença dos capítulos anteriores, por questões técnicas,
adotaremos a notação
∫
Ω f (ω) dµ(ω) em vez de
∫
Ω µ(dω) f (ω).
Suponha que estamos encargados do “transporte de mercadorias” entre produtores e
consumidores, cujas distribuições espaciais respectivas são modeladas pelas medidas
de probabilidade µ e ν. Se os produtores e consumidores estão localizados a maior
distância, mais difícil será nosso trabalho. Logo, desejaríamos resumir o “grau de
dificuldade” com apenas uma quantidade. Para esse efeito, é natural considerar, o
“custo de transporte ótimo” entre as medidas µ e ν como




c(x, y) dpi(x, y),
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pi ∈ M1(R2) : pi(A×R) = µ(A) e pi(R× B) = µ(B), ∀A, B ∈ B(R)
}
está constituído por todos os acoplamentos pi de µ e ν, conhecidos como planos de
transferência ou de transporte. Em geral C não é uma distância. Se c é uma distância,
então C é uma distância (métrica) também.
Se (R, d) é um espaço métrico, r > 0, para cada µ, ν ∈ M1(R), a distância de







d(x, y)r dpi(x, y)
}1/r
.
Alguns casos particulares da distância de Wasserstein são conhecidos, por exemplo:
• W1(µ, ν) = sup‖ψ‖Lip61
{∫
R
ψd(µ− ν)}, essa expressão é chamada “fórmula de du-
alidade para a distância de Kantorovich-Rubinstein” (para maiores detalhes, veja
[121]). Aqui o supremo está dado sobre todas as funções Lipschitzianas (limitadas)
ψ que estão dentro da bola unitária, segundo a norma ‖ψ‖Lip≡ max {k1(ψ), k2(ψ)},
onde k1(ψ) = supx 6=y |ψ(x)− ψ(y)|/|x− y| e k2(ψ) = 2 supx|ψ(x)|.
• Wr(δx, δy) = d(x, y), r > 0.
• Se d é a métrica discreta, isto é d(x, y) = 1{x 6=y}, entãoWr(µ, ν) = 12‖µ− ν‖VT (veja
[121]), onde ‖·‖VT denota à distância de variação total segundo a Definição 4.26.
• Se d(x, y) = |x− y| e µ, ν são as funções de distribuição de probabilidade (f.d.p.) F
e G, respectivamente, então






|x− y|r dpi(x, y)
}1/r
(r > 0),
é conhecida como a distância Mallows de r-ésima ordem entre as f.d.p F, G.
De aqui em diante, estaremos interessados no conceito de distância Mallows. Note que,
a priori, dr, como foi definida acima, não é uma distância sobre o espaço das f.d.p.,
porque esta definição admite que dr = ∞ possa acontecer.
A distância Mallows pode ser expressada por usar acoplamentos entre variáveis alea-
tórias. Sejam F e G duas distribuições (de certas variáveis aleatórias). Um vetor aleatório
(X, Y) é um acoplamento entre as variáveis aleatórias associadas as distribuições F e G,
quando as distribuições de X e Y são F e G, respectivamente, isto é, quando X d= F e
Y d= G. Usando essa terminologia, a distância Mallows pode-se rescrever como segue.
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onde o ínfimo é tomado sobre todos os pares de variáveis aleatórias (X, Y) cujas distribuições
marginais são F e G, respectivamente. Em outras palavras, o ínfimo acima é tomado sobre todos
os acoplamentos (X, Y) das variáveis aleatórias associadas as distribuições F e G.
Demonstração. Esta prova requer o uso do Teorema da Mudança de Variáveis. 1
Seja H ≡ (X, Y) um vetor aleatório definido sobre algum espaço de probabilidade
(Ω,F ,P) tal que H d= (X, Y) e tenha as seguintes marginais
lim
y→∞ H(x, y) = P(X ∈ (−∞, x], Y ∈ R) = F(x),
(385)
lim
x→∞ H(x, y) = P(X ∈ R, Y ∈ (−∞, y]) = G(y).
Se g : R2 → R é dada por g(x, y) = |x − y|r, pela definição do valor esperado e pelo











g(x, y) d(P ◦ H−1)(x, y).
Note que, esta igualdade se mantém ainda se E(|X − Y|r) = ∞. Afirmamos que
pi ≡ P ◦ H−1 ∈ Π(F, G). De fato, isso é imediato, desde que
pi((−∞, x]×R) = P ◦ H−1((−∞, x]×R) = P(X ∈ (−∞, x], Y ∈ R) = F(x),
onde, na última igualdade, usamos (385). Analogamente, obtemos
pi(R× (−∞, y]) = G(y),
provando-se a afirmação.
1 Teorema da Mudança de Variáveis: se g é uma função Borel mensurável sobre Rn, X um vetor aleatório
sobre Ω, logo, para qualquer conjunto de Borel B ⊂ Rn,∫
B
g d(P ◦ X−1) =
∫
X−1(B)
(g ◦ X) dP.
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Os argumentos acima mostram que, para cada vetor aleatório (X, Y) cujas distribuições





|x− y|r dpi(x, y) > drr(F, G).
Como consequência dessa igualdade e da definição do ínfimo, obtemos
drr(F, G) 6 inf
(X,Y)
E(|X−Y|r).
Agora, provaremos a desigualdade recíproca. Dado pi ∈ Π(F, G), considere o espaço
de probabilidade (R2,B(R2),pi) e as variáveis aleatórias (projeções) pi1 e pi2 definidas
por pi1(x, y) = x e pi2(x, y) = y, respectivamente. Desde que pi ∈ Π(F, G), as distribuições
marginais do vetor (pi1,pi2) são F e G, respectivamente. Da definição das variáveis
aleatórias pi1 e pi2, tem-se
E(|pi1 − pi2|r) =
∫
R2
|x− y|r dpi(x, y).
Assim, para cada pi ∈ Π(F, G), se construiu um vetor aleatório (pi1,pi2) tendo distribui-











E(|X−Y|r) 6 drr(F, G),
o que conclui a demonstração.
Na verdade, em alguns trabalhos [17, 41, 92], o Lema 7.2 é considerado como definição
de distância Mallows. Seguindo essa mesma linha, enunciamos o lema anterior em
forma de definição.
Definição 7.1 (Distância Mallows, veja [92]). Para r > 0, a distância Mallows de ordem r







, X d= F, Y d= G,
onde d= denota a igualdade em distribuição e o ínfimo é tomado sobre todos os pares de variáveis
aleatórias (X, Y) com distribuições marginais F e G, respectivamente.
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Note que, rigorosamente falando, dr definida como acima não é uma distância sobre
o espaço das f.d.p., já que essa definição admite que dr(F, G) = ∞. Mas isso não cria
inconveniente nenhum, para que essa definição faça sentido as distribuições F e G





|x|r dG(x) < ∞.
Formalmente, definimos o espaço de distribuições que têm essa propriedade por
Lr ≡
{
F : R→ [0, 1] : F é f.d.p. tal que
∫
R
|x|r dF(x) < ∞
}
.
Esse espaço foi introduzido por Bickel e Freedman em [17] para mostrar que, para r > 1
a função dr : Lr ×Lr → [0,∞) é uma métrica.
Sejam X d= F, Y d= G e (X, Y) d= H. Se H = F ∧ G, onde F(x)∧ G(y) ≡ min{F(x), G(y)}
∀x, y ∈ R, escrevemos H∗ e (X∗, Y∗) em lugar de H e (X, Y), respectivamente, isto é,
H∗(x, y) = P(X∗ 6 x, Y∗ 6 y) = F(x)∧ G(y).
Lema 7.3 (Representação de dr, veja [41, 91]). Para r > 1, a distância Mallows pode ser
representada por








|x− y|r dH∗(x, y) =
∫
R2
|x− y|r d [F(x)∧ G(y)] ,
onde U é uniformemente distribuído no intervalo (0, 1) e
F−1(u) ≡ inf{x ∈ R : F(x) > u}, 0 < u < 1,
denota a inversa generalizada.
A representação da distância Mallows do Lema 7.3 não é válida para r ∈ (0, 1), mesmo
quando o r-ésimo momento for finito, como mostra o próximo exemplo:
Exemplo 7.1. Sejam X e Y duas v.a.’s tomando valores em {1, 2} e {3, 4}, respectivamente.
Considere X d= F e Y d= G, onde P(X = 1) = 2/3 = 1− P(X = 2) e P(Y = 3) = 3/4 =
1−P(Y = 4). Se (X, Y) d= 0 ∨ [F + G− 1], pode-se ver que a função de distribuição conjunta
do vetor aleatório (X, Y) é dada por p(1, 3) = 1/12 = p(2, 4), p(1, 4) = 1/6 e p(2, 3) = 2/3, isto
é, a função de probabilidade conjunta é a da Tabela 2, lado esquerdo.
Se (X∗, Y∗) d= F ∧ G, cálculos simples mostram que a função de probabilidade conjunta do
vetor aleatório (X∗, Y∗) é a da Tabela 2, lado direito.
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Tabela 2: Funções de distribuição conjunta dos vetores aleatórios (X, Y) e (X∗, Y∗).
Considerando r ∈ (0, 1), veja que
E(|X−Y|r) = 8 + 2(2
r) + 2(3r)
12









Como a função f (x) = 9(2x)− 2(3x)− 7 é estritamente crescente em x ∈ (0, 1), temos que
E(|X∗ −Y∗|r)−E(|X−Y|r) > 0, para r ∈ (0, 1). Logo, a representação da distância Mallows
do Lema 7.3 não é possível para r ∈ (0, 1).
Foi mostrado por Bickel e Freedman [17] que a distância Mallows sobre Lr é uma
métrica. Daí, faz sentido definir o conceito de convergência em distância Mallows como
segue.
Definição 7.2 (Convergência). Sejam (Fn)n∈N e F duas f.d.p. Diremos que Fn converge em
distância Mallows a F, se
dr(Fn, F) −→ 0, quando n→ ∞.
O seguinte lema, basicamente, nos dá uma conexão direta entre convergência em
distância Mallows dr e convergência em distribuição.
Lema 7.4 (Bickel e Freedman, veja [17]). Se r > 1, Fn ∈ Lr, n = 1, 2, · · · e F ∈ Lr, então
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Para variações e extensões desse resultado, veja as referências [41, 110].
No decorrer da apresentação deste capítulo, para simplificar a notação, escreveremos
v.a. para denotar a expressão variável aleatória. Também, escreveremos Zµ,σ2 para uma
v.a. com distribuição N(µ, σ2), Zσ2 para uma v.a. com distribuição N(0, σ
2), Z para uma
v.a. com distribuição N(0, 1) e Φµ,σ2 , Φσ2 e Φ para suas respectivas f.d.p.
7.1 convêrgencia de v.a.'s associadas estaci-
onárias
Seja E ⊂ R e Ω ≡ {(ωi)i∈Z : ωi ∈ E , ∀i ∈ Z} = EZ. Para um subconjunto Λ ⊂ Z
usamos a notação |Λ| para denotar sua cardinalidade. Com o intuito de simplificar a
exposição, de agora em diante, usaremos as letras gregas Λ e Γ exclusivamente para
denotar subconjuntos finitos de Z e denotaremos por L ≡ {Λ ⊂ Z : 0 < |Λ|< ∞} à
coleção de todos estes subconjuntos. Para i ∈ Z fixo, consideramos a função coordenada
Xi : Ω→ E dada por Xi(ω) = ωi e para cada Λ ∈ L , sejaFΛ ≡ σ(Xi : i ∈ Λ) a σ-álgebra
gerada pela coleção {Xi}i∈Λ. Definimos FΛc como σ(∪ΓFΓ : Γ ⊂ Λc) e, finalmente,
definimos F ≡ σ(∪ΛFΛ).
Uma função γΛ : F ×Ω → [0, 1] é chamada núcleo de probabilidade próprio de
FΛc a F , se as seguintes condições são satisfeitas:
• γΛ(·|ω) é uma medida de probabilidade sobre (Ω,F ), para qualquer ω ∈ Ω
fixado;
• γΛ(A|·) é FΛc-mensurável para qualquer A ∈ F fixo;
• γΛ(A ∩ B|ω) = 1B(ω)γΛ(A|ω), para qualquer A ∈ F , B ∈ FΛc e ω ∈ Ω.
Dizemos que a família γ = (γΛ)Λ∈L é consistente se, para todo A ∈ F e ω ∈ Ω,
temos ∫
Ω
γΛ(A|·) dγΓ(·|ω) = γΓ(A|ω), sempre que Λ ⊂ Γ.
Seguindo [57], a integral do lado esquerdo da igualdade acima será denotada simples-
mente por γΓγΛ(A|ω). Nessa notação a consistência se lê γΓγΛ = γΛ, para qualquer par
de subconjuntos Λ ⊂ Γ em L .
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Uma especificação com conjunto de parâmetros Z e espaço de estados E é uma
família γ = (γΛ)Λ⊂Z de núcleos de probabilidade próprios γΛ de FΛc a F , os quais
satisfazem a condição de consistência γΓγΛ = γΓ, sempre que Λ ⊂ Γ em L .
Agora, estamos prontos para definir o conjunto das medidas de Gibbs. Dada um
especificação γ com conjunto de parâmetros Z e espaço de estados E . O conjunto das
medidas de probabilidade definidas por
G (γ) ≡
µ ∈M1(Ω) : µ(A|FΛc)(ω) = γΛ(A|ω) µ−q.c.∀A ∈ F e Λ ∈ L

é chamado de conjunto das medidas de Gibbs determinadas pela especificação γ. Cada
elemento µ ∈ G (γ) é chamado de medida de Gibbs (para uma exposição detalhada
das propriedades destes conceitos, veja o Capítulo 4).
Seja γ uma especificação. Para cada µ ∈ G (γ) e qualquer par de v.a.’s X, Y sobre
(Ω,F ) definimos a covariância entre X e Y (quando isso fizer sentido) como
Covµ(X, Y) ≡ Eµ[XY]−Eµ[X]Eµ[Y].
A função f : Rn → R será chamada de crescente se xi 6 yi, para todo i = 1, · · · , n,
implicar f (x1, · · · , xn) 6 f (y1, · · · , yn).
Diremos que uma medida de probabilidade µ ∈ G (γ) tem a propriedade FKG
se, para todo n ∈ N e para cada par de funções crescentes f , g : Rn → R, temos
Covµ[ f (Xi1 , · · · , Xin), g(Xi1 , · · · , Xin)] > 0, para todo i1, · · · , in ∈ Z.
Suponha que µ ∈ G (γ) e X ≡ {Xj : j ∈ Z} é um processo estocástico estacionário 2





Quando estivermos lidando com v.a.’s associadas dependentes segundo a Definição
7.3 (abaixo), uma ferramenta importante para ter controle do grau de dependência é
o chamado coeficiente de Cox-Grimmett, o qual foi introduzido pela primeira vez em
[39] e é definido como
uX (n) = ∑
j∈Z:|j|>n+1
Cov(X0, Xj), n ∈N∪ {0}.
2 Um processo estocástico é estacionário, se todas as distribuições finito dimensionais permanecem as
mesmas sob translações no parâmetro tempo.
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Essa expressão pode-se interpretar como a variância assintótica nos teoremas de limite
central para v.a.’s dependentes se escolhemos n = 0.
Definição 7.3 (Processo estocástico associado). As v.a.’s Xj1 , · · · , Xjn , onde j1, · · · , jn ∈ Z,
são ditas associadas se, dadas duas funções coordenadas crescentes f , g : Rn → R, temos
Cov[ f (Xj1 , · · · , Xjn), g(Xj1 , · · · , Xjn)] > 0,
sempre que a covariância existe. Um processo estocástico {Xj : j ∈ Z} será dito associado se,
para cada coleção finita j1, · · · , jn ∈ Z, as v.a.’s Xj1 , · · · , Xjn são associadas.
A seguinte propriedade é uma consequência imediata da definição de associação.
Lema 7.5. Seja X ≡ {Xj : j ∈ Z} um processo estocástico associado. Se para cada j ∈ Z temos
que f j : R→ R é uma função coordenada crescente, então o processo estocástico {Zj : j ∈ Z},
dado por Zj ≡ f j(Xj), também, é associado. Isto é, as v.a,’s f j1(Xj1), · · · , f jn(Xjn) são associadas,
para todo j1, · · · , jn ∈ Z.
Como estamos trabalhando com processos estocásticos X indexados sob o látice Z, é
natural, quando lidamos com teoremas de limite central, considerar somas parciais com





Xj, k ∈ Z e n ∈N. (386)
Veja que na notação Snk (X), os subíndices k nos dizem onde a soma começa e o
superíndice n nos indica quantos termos estamos somando.
Pelo uso da desigualdade de Minkowski, da estacionaridade e do Teorema 1 de [19],
imediatamente, temos o seguinte resultado.
Teorema 7.6 (Birkel). Seja X ≡ {Xj : j ∈ Z} um processo estocástico associado e estacionário
satisfazendo sup {E[|Xj|α+δ] : j ∈ Z} < ∞, para algum α > 2 e δ > 0. Assuma, também, que
uX (n) = O(n−(α−2)(α+δ)/2δ).
Então, existe uma constante B independente de n tal que, para todo n ∈N
sup
m∈N∪{0}
E[|Sn+mk (X)− Smk (X)|α] 6 Bnα/2, k ∈ Z.
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O seguinte resultado foi extraído de [98], ele nos fornece um teorema do limite
central sobre as hipóteses de variância finita, estacionaridade, propriedade FKG e
suscetibilidade finita. Salientamos que esse resultado será a base do teorema principal
desta seção (especificamente, Teorema 7.8).
Teorema 7.7 (Newman/TLC, veja [98]). Seja γ uma especificação com conjunto de parâmetros
Z e espaço de estados E . Seja µ ∈ G (γ) tal que X ≡ {Xj : j ∈ Z} é um processo estocástico
associado sobre o espaço de probabilidade (Ω,F , µ). Se, em adição, as seguintes condições
i) variância finita: Eµ[X2j ] < ∞, para todo j ∈ Z;
ii) estacionaridade: para todo m ∈ N, l ∈ Z e j1, · · · , jm ∈ Z os vetores aleatórios
(Xj1 , · · · , Xjm) e (Xj1+l , · · · , Xjm+l) têm a mesma distribuição;
iii) a medida de probabilidade µ tem a propriedade FKG;







d−→ Z, k ∈ Z, (387)
onde Z d= N(0, 1), d−→ denota a convergência em distribuição e Snk (X) foi definido em (386).
7.1.1 Convergência em dr
Com todas as ferramentas (enunciadas anteriormente) a nossa disposição, em seguida
provaremos o teorema principal desta seção. Este resultado nos fornece as condições
suficientes para obter convergência em distância Mallows de ordem r.
Teorema 7.8 (Convergência em distância Mallows de r-ésima ordem, veja [34]). Seja γ
uma especificação com conjunto de parâmetros Z e espaço de estados E . Assuma que X ≡ {Xj :
j ∈ Z} é um processo estocástico associado sobre (Ω,F , µ), onde µ ∈ G (γ), satisfaz a hipótese
dos Teoremas 7.6 e 7.7. Para cada n ∈N, seja Ynk a v.a definida em (387) e Fnk sua f.d.p. Para




k ,Φ) = 0, k ∈ Z e 0 6 r < α.
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Demonstração. Por hipótese, temos Ynk
d−→ Z, com Z d= Φ. Se provarmos que a sequência
{|Ynk |r: n ∈N} é uniformemente integrável 3, então, por resultados padrões 4, teríamos
que Eµ[|Ynk |r]→ E[|Z|r], quando n→ ∞ e Z
d= Φ. Esses fatos, junto com o Lema 7.4 (de
Bickel e Freedman), permitem concluir a prova.
Para provar que a sequência {|Ynk |r: n ∈N} é uniformemente integrável, basta provar















a integrabilidade uniforme segue.
Com o intuito de provar que supn>1Eµ[|Ynk |r+e] < ∞, para algum e > 0, consideramos
o processo estocástico Z ≡ {Zj : j ∈ Z}, definido por
Zj ≡ Xj −Eµ[Xj], j ∈ Z.
Pelo Lema 7.5, o processo estocástico Z, que é uma transformação das variáveis iniciais,
ainda é associado. Note, também, que Covµ(Zk, Zl) = Covµ(Xk, Xl), logo, temos a
seguinte igualdade: uZ(n) = uX (n) = O(n−(α−2)(α+δ)/2δ). Pelo uso da desigualdade
triangular, da desigualdade Cp 5, da desigualdade de Jensen e da hipótese, obtemos
sup
{
E[|Zj|α+δ] : j ∈ Z
}
< ∞. Logo, a hipótese do Teorema 7.6 é satisfeita para o
processo estocástico Z ≡ {Zj : j ∈ Z}. Portanto,
Bnα/2 > Eµ[|Sn+mk (Z)− Smk (Z)|α] = Eµ[|Snk (Z)|α] = [nχ(µ)]α/2Eµ[|Ynk |α], (388)
onde, na primeira igualdade, usamos a estacionaridade de Z e, na segunda igualdade,
(usamos) as definições das v.a’s Snk (Z) e Y
n
k . Se ε > 0 é tal que r + ε < α, outra vez,
usando a desigualdade Cp e a cota (388), para cada k ∈ Z e n ∈N, temos







concluindo a prova da afirmação.
Assumindo o Teorema 7.7 e usando técnicas relativamente simples, mostraremos o
seguinte resultado sobre convergência em distância Mallows de ordem d = 2.
3 Uma sequência de v.a.’s (Xn)n>1 é uniformemente integrável se, lim`→∞ supn>1
∫
{|Xn |>`}|Xn| dP = 0.
4 Se Xn
d−→ X e (Xn)n>1 é uniformemente integrável, então X é integrável e E(Xn) −→ E(X).
Além disso, se E|Xn|−→ E|X| e Xn d−→ X, então (Xn)n>1 é uniformemente integrável.
5 Desigualdade Cp: ∀ x, y > 0; (x + y)p 6 Cp(xp + yp), onde p > 0 e Cp ≡ max{1, 2p−1}.
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Teorema 7.9 (Convergência em distância Mallows de ordem d = 2, veja [34]). Seja γ uma
especificação com conjunto de parâmetros Z e espaço de estados E . Assuma que X ≡ {Xj :
j ∈ Z} é um processo estocástico associado e estacionário sobre (Ω,F , µ), onde µ ∈ G (γ),











Varµ(Xj) + 2 ∑
k6i<j6(n−1)+k
Covµ(Xi, Xj)
e X é um processo estocástico associado e estacionário, temos
Varµ[Snk (X)] = nVarµ(X0) + 2 ∑
k6i<j6(n−1)+k
Covµ(Xk, Xj)
























k |2] = limn→∞
Varµ[Snk (X)]
nχ(µ)
= 1 = E[|Z|2], (389)
onde Z d= Φ.
Combinando (389) com o teorema do limite central fornecido pelo Teorema 7.7 e,
finalmente, aplicando o Lema 7.4 (de Bickel e Freedman) concluímos a prova.








Φ−1(u) du, quando n→ ∞,
o que não é nada trivial pois quando se tenta calcular diretamente esse limite, nos
deparamos com um problema essencial, tal função tem dependência direta com a
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função inversa generalizada Φ−1. Atualmente, não conhecemos nenhuma técnica
computacional que nos permita calcular tal limite. O seguinte corolário nos mostra
como usar a convergência em distância Mallows de ordem 2 para calcular dito limite.
Corolário 7.10 (Veja referência [34]). Seja γ uma especificação com conjunto de parâmetros
Z e espaço de estados E . Assuma que X ≡ {Xj ∈ {0, 1} : j ∈ Z} é um processo estocástico
associado e estacionário sobre (Ω,F , µ), onde µ ∈ G (γ), satisfazendo a hipótese do Teorema 7.7.
Para cada n ∈N, seja Sn ≡ Sn1 (X) a v.a. definida em (386) e Yn ≡ Yn1 a v.a. definida em (387),
com Yn tomando valores y0,n, y1,n, · · · , yn,n. Então,
lim







Φ−1(u) du = 1,
onde Φ−1 denota a inversa generalizada.
Demonstração. Como a v.a. Yn toma valores yk,n ≡ k−Eµ(Sn)[nχ(µ)]1/2 : k = 0, 1, · · · , n, esta satisfaz




pk,n = 1, k = 0, 1, · · · , n.
Considere Yn
d= Fn e Z
d= Φ. Pode-se provar que, para cada u ∈ (0, 1), a inversa
generalizada de Fn é








pj,n, k = 0, 1, · · · , n,
onde, convencionalmente, definimos ∑−1j=0 pj,n = 0. Usando a representação do Lema 7.3


























≡ L1(n) + L2(n)− 2In(Φ). (390)





y2k,n pk,n = Eµ(Y
2
n) −→ 1, quando n→ ∞. (391)
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v2 dΦ(v) = E(Z2) = 1, ∀n ∈N. (392)




2(Fn,Φ) = 2− 2 limn→∞ In(Φ). (393)
concluindo-se a demonstração.
7.1.2 Aplicações
O caminho padrão para se construir uma especificação com conjunto de parâmetros
Z e espaço de estados E é por meio de uma interação. Para cada Λ ∈ L associamos
a função ΦΛ : Ω → R. Tal família de funções será denotada por Φ = (ΦΛ)Λ∈L e Φ
é chamada de interação. Salientamos que é muito comum, para uma interação Φ ter
vários subconjuntos finitos Λ’s para os quais ΦΛ é identicamente zero. Outra observação
importante é que, neste trabalho, somente trataremos com interações definidas sobre o
látice Z, construções similares podem ser feitas sobre qualquer látice infinito contável.
Para usar os resultados clássicos da teoria das medidas de Gibbs, restringimos nossa
atenção a interações satisfazendo a seguinte condição de regularidade:
1. para cada Λ ∈ L , a função ΦΛ : Ω→ R é FΛ-mensurável;









Uma interação Φ que satisfaz as condições 1 e 2 é chamada de interação absolutamente
somável. Veja que toda interação regular (segundo a Definição 4.20) é absolutamente so-
mável. Em seguida, apresentaremos dois exemplos simples de interações absolutamente
somáveis.
Exemplo 7.2. Seja Ω = EZ, onde E = {−1, 1} e Φ é uma interação dada pela seguinte
expressão: para qualquer σ ∈ Ω e j ∈ Z
ΦΛ(σ) =
σjσj+1, se Λ = {j, j + 1}0, outro caso.
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Afirmamos que Φ é uma interação absolutamente somável. De fato, para qualquer Λ ∈ L temos,
ΦΛ ≡ 0 se Λ não é da forma {j, j + 1}. Se Λ = {j, j + 1} é claro que ΦΛ depende unicamente das














Exemplo 7.3. Seja Ω definida como no exemplo prévio e α > 1 é um parâmetro fixado, logo, a




|i− j|α , se Λ = {i, j} e i 6= j
0, outro caso,
é uma interação absolutamente somável. Para qualquer Λ ∈ L temos ΦΛ ≡ 0 se |Λ|6= 2. Por





















|i− j|α 6 2ζ(α).
Observação 7.11. As interações dos Exemplos 7.2 e 7.3 são interações de curto (primeiros
vizinhos) e longo alcance do modelo de Ising sobre o látice Z, respectivamente.
Hamiltoniano. Para cada Λ ∈ Z o Hamiltoniano (ou a energia) HΛ : Ω→ R associado





Note que, se Φ é absolutamente somável, então a série acima é absolutamente conver-

















Construiremos algumas especificações com conjunto de parâmetros Z e espaço
de estados E . Fixamos uma interação absolutamente somável Φ, uma medida de
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probabilidade λ : B(R)→ [0, 1] (chamada medida a priori) e β > 0. Para cada ω ∈ Ω e


















O conjunto G (γβ) é formado pelas medidas de Gibbs determinadas pela especificação
γβ no inverso da temperatura β > 0.
Estamos prontos para exibir uma classe de especificações para a qual podemos aplicar
os Teoremas 7.6–7.9. Primeiramente, aplicaremos os resultados obtidos aqui para o
Exemplo 7.2. Nesse caso, para qualquer β > 0, o conjunto das medidas de Gibbs G (γβ)
é unitário (veja Corolário 4.48). Seja µβ este único elemento. Pode-se mostrar que o
processo estocástico {Xj : j ∈ Z} sobre (Ω,F , µβ) é associado e estacionário por usar a
desigualdade FGK.
Usando-se 1a desigualdade de Griffiths, pode-se provar que a covariância Covµβ(X0, Xj)
decai para zero a uma taxa exponencial com a distância, isto é, existem constantes
0 < C(β), m(β) < ∞ tais que, ∀j ∈ Z temos Covµβ(X0, Xj) = µβ(X0Xj) ≤ C(β)e−m(β)|j|.
Pela desigualdade de Simon-Lieb prova-se a seguinte equivalência: a covariância decai
exponencialmente se, e somente se, a suscetibilidade, denotada por χ(β), é finita, ∀β > 0.
Portanto, temos verificado as hipóteses do Teorema 7.6. Esse exemplo, também, satisfaz




k ,Φ) = 0, ∀k ∈ Z, r > 2 e Φ ∼ N(0, 1).
No Exemplo 7.3, para obter a convergência em distância Mallows do Teorema 7.8,
temos que considerar dois casos diferentes. O primeiro (e o mais complexo) é quando
1 < α 6 2 e o segundo é quando α > 2. Para α < 1 a interação Φ não é absolutamente
somável e, em certo sentido, o caso é considerado trivial.
Suponha que 1 < α 6 2. Nesse caso existe um ponto crítico 0 < βc(α) < ∞, tal que
o conjunto das medidas de Gibbs G (γβ) tem infinitos elementos para β > βc(α) (fase
supercrítica) e é unitário quando β < βc(α) (fase subcrítica). Na fase subcrítica, sua
única medida, similarmente ao exemplo prévio, tem a propriedade FKG e o processo
estocástico {Xj : j ∈ Z} sobre (Ω,F , µβ) é associado e estacionário. Aizenman e
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Newman obtiveram o decaimento polinomial da covariância até o ponto crítico, isto
é, a existência de uma constante positiva C(β) tal que, para todo β < βc(α) tem-se
Covµβ(X0, Xj) ≤ C(β)|j|−α e, portanto, (desde que α > 1) a suscetibilidade χ(β) < ∞ e o
coeficiente de Cox-Grimmett satisfazem uX (n) = O(n1−α). Nesses casos, os Teoremas 7.6
e 7.7 podem ser aplicados para r = 2 ou r > 2 sempre que a desigualdade r2 + (δ− 2)r <





k ,Φ) = 0, ∀k ∈ Z.
Para 1 < α 6 2 e β > βc(α) a análise é muito mais difícil. Por exemplo, não pode ser
assegurado que o processo estocástico {Xj : j ∈ Z} sobre (Ω,F , µβ) é estacionário, para
qualquer µβ ∈ G (γβ). Logo necessitamos uma caracterização de convergência em distân-
cia Mallows, para variáveis aleatórias (envolvidas) associadas mas não necessariamente
estacionárias. Isso será visto na sequência.
7.2 convêrgencia de v.a.'s associadas não es-
tacionárias
Nesta seção, em contraste com a seção anterior, apresentaremos uma técnica que foi
extraída de Newman e Wright [99], a qual nos permite obter convergência em distância
Mallows de ordem 2 para distribuições de variáveis aleatórias (que não necessariamente
são estacionárias) construídas mediante somas parciais, que definiremos em seguida.
Acreditamos que a ordem desse tipo de convergência pode-se aumentar para r > 2.
Para isso, introduzimos algumas notações.
Se S = (S1, S2, · · ·) é uma sequência de v.a.’s, dizemos que Sn é assintoticamente




d−→ Z, Z d= Φ.
Aqui, µn e σ2n não necessariamente são a média e a variância da v.a. Sn. Nesse caso
podemos aproximar, para n suficientemente grande, P(Sn 6 t) por P(Z 6 (t− µn/σn)),
onde Z é N(0, 1). Dizemos que S satisfaz o Teorema do Limite Central (TLC) se Sn é
AN(E(Sn), Var(Sn)).
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Em seguida, introduzimos algumas notações. Se x = (x1, x2, · · · , xd) ∈ Zd, escreve-
mos xi para denotar a i-ésima coordenada de x. Para x, y ∈ Zd, escrevemos x 6 y
(respectivamente x < y) se xi 6 yi (respectivamente xi < yi) para todo i. Definimos
|x− y|= sup{|xi − yi|: i = 1, 2, · · · , d}
e escrevemos 1 para denotar o vetor cujas entradas são 1’s. Se k ∈ Zd, denotamos por
Λ(k) a caixa
Λ(k) = {x ∈ Zd : 1 6 x 6 k}
e seja ‖k‖= k1k2 · · · kd representando o números de pontos nessa caixa.
Seja {k(N) : N = 1, 2, · · ·} uma sequência em Zd tal que ki(N)→ ∞ quando n→ ∞,
para i = 1, 2, · · · , d. Suponha que, para cada N, {Xn(N) : n ∈ Λ(k(N))} é uma família
de v.a.’s associadas segundo a Definição 7.3. Para todo N definimos
SN = ∑
n∈Λ(k(N))
Xn(N) e σ2N = Var(SN).
Usando a mesma notação de Cox-Grimmett [39], se ` é um inteiro positivo, definimos
m = ( bk1(N)/`c, bk2(N)/`c, · · · , bkd(N)/`c ) ,
Yj(N) = ∑
(j−1)`<n6j`





Yj(N), σ2N,` = Var(SN,`) e ZN = SN − SN,`,
onde bxc denota o máximo inteiro menor ou igual que x.
Lema 7.12 (Cox-Grimmett, veja [39]). Para cada N, seja {Xn(N) : n ∈ Λ(k(N))} uma
família de v.a.’s associadas satisfazendo:
(i) existe uma constante finita e estritamente positiva c1, tal que
Var(Xn(N)) > c1, ∀n e N;
(ii) existe uma função u : {0, 1, 2, · · ·} → R tal que u(r)→ 0, quando r → ∞ e
∑
j:|n−j|>r
Cov(Xj(N), Xn(N)) 6 u(r), ∀n, N e r > 0.
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Como subproduto da prova do Lema 7.12, temos a seguinte proposição.
Proposição 7.13. Sob as hipóteses do Lema 7.12, as seguintes desigualdades são satisfeitas,
‖m‖`dc1 6 s2N,` 6 σ2N,` 6 ‖m‖`dc3, σ2N,` 6 σ2N , (395)
Var(ZN) 6 c3`d(‖m + 1‖−‖m‖),
(396)
Cov(ZN , SN,`) 6 c3`d(‖m + 1‖−‖m‖),
onde c3 = u(0).
Teorema 7.14 (Desigualdade de Newman-Wright, veja [99]). Suponha que X1, X2 · · · , Xm
sejam v.a.’s associadas com variância finita e sejam φ(r1, r2, · · · , rn) e φj(r) a função característica
e a função característica marginal, respectivamente, então∣∣∣∣∣φ(r1, r2, · · · , rn)− m∏j=1 φj(rj)
∣∣∣∣∣ 6 12 ∑16j 6=k6m|rj||rk|Cov(Xj, Xk).
Essa desigualdade nos dá um controle adequado sobre as covariâncias, as v.a.’s
podem ser substituídas por outras com mesma distribuição, porém independentes.
Este acoplamento será a base dos resultados que provaremos para variáveis aleatórias
associadas.
O seguinte teorema é uma extensão da desigualdade de Berry-Esseen para o caso de
v.a.’s independentes, porém, não necessariamente identicamente distribuídas.
Teorema 7.15 (Desigualdade de Berry, veja [15]). Seja X1, X2, · · · , Xn v.a.’s independentes
com E[Xi] = 0, Var(Xi) = σ2i e E[X
3
















para alguma constante universal 0 < C∗ < ∞.
Seguindo a notação acima, enunciamos (e provamos) o resultado principal desta
seção.
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Teorema 7.16 (Convergência de SN/σN em d2, veja [34]). Para cada N, seja {Xn(N) : n ∈
Λ(k(N))} uma família de v.a.’s associadas satisfazendo:
(i) existem constantes finitas e estritamente positivas c1 e c2, tais que
Var(Xn(N)) > c1 e E(|Xn(N)|3) 6 c2, ∀n e N,
(ii) existe uma função u : {0, 1, 2, · · ·} → R tal que u(r)→ 0, quando r → ∞ e
∑
j:|n−j|>r




d2(FSN/σN ,Φ) = 0,
onde FSN/σN é a função de distribuição da v.a. SN/σN.
Demonstração. Sem perda de generalidade, assumiremos que E(Xn(N)) = 0, ∀n e N.


































































Cov (ZN , SN,`) .
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Essa afirmação diz que, sem perda de generalidade, para N suficientemente grande,
pode-se supor que os blocos Y1(N), · · · , Ym(N) são independentes (para completar o
raciocínio pode-se introduzir um conjunto novo de v.a.’s com as propriedades requeridas,
porém nós não faremos isso para manter a simplicidade na notação).
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Finalmente, fazendo ` → ∞ e usando o Teorema de Stolz-Cesàro (veja Apêndice,








−→ 0, quando N → ∞. (398)





























[|Xi(N) Xj(N) Xk(N)|] ,



















[|Yj(N)|3] < ∞. Então, pelo Teorema 7.15 (desigualdade de Berry), existe uma












porém, como σ2N,` = Var(∑16j6m Yj(N)) = ∑16j6m Var(Yj(N)) = s
2










3dc2(‖m‖`dc1)3/2 −→ 0, quando N → ∞.
Logo, tomando N → ∞ na cota de Berry e usando a última expressão, obtemos que
















, quando N → ∞,
pelo Lema 7.4 (de Bickel e Freedman), temos
lim
N→∞
d2(FSN,`/sN,` ,Φ) = 0.
Assim, pelo Lema da Representação (veja Lema 7.3) podemos tomar Z tal que a







−→ 0, quando N → ∞. ♦
Por outro lado, pela definição de distância Mallows, temos



































Finalmente, como por hipótese u(r) −→ 0, quando r → ∞, pelo Teorema de Stolz-Cesàro,
lim`→∞ ∑`r=1 u(r)/` = 0, completando a prova.
Corolário 7.17. Para cada N, seja {Xn(N) : n ∈ Λ(k(N))} uma família de v.a.’s associadas.
Sobre as hipóteses do Teorema 7.16, a sequência {SN : N = 1, 2, · · ·} satisfaz o TLC.
Demonstração. A prova segue diretamente por combinar o Lema 7.4 (de Bickel e Freed-
man) com o Teorema 7.16.
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APÊND ICE
Este capítulo está dividido em duas seções, a primeira está dedicada a apresentar
alguns resultados (como: definições, teoremas, proposições e lemas) que foram usados
com frequência no decorrer da apresentação desta tese. A segunda parte mostra a arte
das medidas de Edwards-Sokal para o caso q ∈ {2, 3 · · ·}, a qual generaliza o caso q = 2
apresentado na Seção 3.3 do Capítulo 3.
1 resultados usados com frequência
Uma família de variáveis aleatórias C é uniformemente integrável se para cada e > 0
existe k ∈ [0, +∞) tal que: para todo X ∈ C, E(|X|·1|X|>k) < e. Com base nesta definição
prévia, passamos a enunciar o seguinte teorema.
Teorema .18 (Teorema de convergência de martingales de Lévy-forward). Seja X ∈
L1(Ω,F ,P) e defina Xn ≡ E(X|Fn). Logo, Xn é uma martingale uniformemente integrável e
Xn −→ E(X|F∞)
quase certamente e em L1. Aqui F∞ ≡ σ(∪n>1Fn).
Demonstração. Veja [122], p. 134.
Teorema .19 (Teorema de convergência de martingales de Lévy-downward). Suponha que
(Ω,F ,P) é um espaço de probabilidade e que {F−n : n ∈N} é uma coleção de sub-σ-álgebras
de F tal que
F−∞ ≡ ∩kF−k ⊆ · · · ⊆ F−(n+1) ⊆ F−n ⊆ · · · ⊆ F−1.
Seja X ∈ L1(Ω,F ,P) e defina
X−n ≡ E(X|F−n).





Demonstração. Veja [122], p. 136.
Proposição .20 (Truque da raiz quadrada). Sejam A1, A2, · · · , An eventos crescentes e
equiprováveis tal que A = ∪ni=1Ai, então
Pp(Ai) ≥ 1− [1−Pp(A)] 1n .
Demonstração.




Pp(Aci ) = (1 − Pp(Ai))n,
onde, na desigualdade, usamos a desigualdade FKG e, na terceira igualdade, o fato




Teorema .21 (Teorema de Stolz-Cesàro). Seja (bn)+∞n=1 uma sequência de números reais tal
que ∑+∞n=1 bn = +∞ e (an)
+∞




a1 + a2 + · · · + an




Teorema .22 (Teorema da Convergência Monótona). Seja (Ω,F , µ) um espaço de me-
dida. Suponha que fn : Ω → [0, +∞] seja uma sequência monótona crescente de funções
F -mensuráveis. Seja f : Ω → [0, +∞] uma função definida por f (ω) = supn>1 fn(ω) =
limn→+∞ fn(ω). Então ∫
Ω





Teorema .23 (Teorema da Convergência Dominada de Lebesgue). Seja (Ω,F , µ) um
espaço de medida. Suponha que fn : Ω→ [0, +∞] seja uma sequência de funçõesF -mensuráveis,
integráveis e que exista f : Ω→ [0, +∞] tal que fn → f , µ-q.c. Se existe uma função integrável
f : Ω→ R tal que | fn|6 g, para todo n ∈N, então f é integrável e∫
Ω





Teorema .24 (Teorema de Fubini-Tonelli). Sejam (Ω1,F1, µ1) e (Ω2,F2, µ2) dois espaços de





µ2(dω) f (σ,ω) e ω 7→
∫
Ω1
µ1(dσ) f (σ,ω) (400)
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Além do mais, se f : Ω1 ×Ω2 → [0, +∞] é uma função F1 ×F2-mensurável e integrável,
então valem as igualdades em (401) e as funções em (400) também são mensuráveis e integráveis
em quase todo ponto, com respeito a µ1 e µ2, respectivamente.
Teorema .25 (Teorema da Extensão de Kolmogorov). Suponha que E é um espaço métrico
completo separável, S = {i1, i2, i3, · · ·} um conjunto contável de índices e Ω = ES o espaço de
funções de S em E . Seja F a σ-álgebra produto sobre Ω, que por definição é a mais pequena
σ-álgebra que contém todos os conjuntos da forma {ω : ωk ∈ B} para conjuntos de Borel B ⊂ E
e k ∈ S.
Suponha que para cada n esteja definida uma medida de probabilidade µn sobre o espaço En.
Assuma que a coleção {µn : n ∈N} é consistente no seguinte sentido: para cada n ∈N e cada
conjunto de Borel A ⊂ En,





−1(A)) = µ(A) (condição de consistência),
onde pii1,···,in+1i1,···,in é a projeção natural de En+1 sobre En.
Então, existe uma única medida de probabilidade φ sobre (Ω,F ) tal que, para todo n finito,
φ ◦ pi−1i1,···,in+1(A) = φ(pi
−1
i1,···,in+1(A)) = φ({ω ∈ Ω : (ωi1 , · · · ,ωin) ∈ A}) = µn(A),
onde pii1,···,in é a projeção natural de Ω sobre En.
Teorema .26 (Teorema da Extensão de Caratheodóry). Seja G ⊂ P(Ω) uma álgebra de
conjuntos em Ω e suponha que µ : Ω → R satisfaça a seguinte propriedade: sempre que
A1, A2, · · · ∈ G forem disjuntos e tais que ∪i Ai ∈ G , temos µ(∪i Ai) = ∑i µ(Ai).
Nesse caso, existe uma medida µ : σ(G )→ R+ tal que µ(A) = µ(A), para todo A ∈ G .
Uma coleção M de subconjuntos de um espaço amostral Ω é uma classe monótona, se
∀(En)n∈N crescente em M, ∪+∞n=1En ∈ M,
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∀(Fn)n∈N decrescente em M, ∩+∞n=1En ∈ M.
Em base nessa definição, veja que toda σ-álgebra é uma classe monótona.
Seja A uma coleção de subconjuntos de Ω. A menor classe monótona (sempre existe)
que contém A é chamada de classe monótona gerada por A . Notação M(A ).
Observe que, σ(A ) ⊇ M(A ), sempre que A seja uma coleção de subconjuntos de Ω.
O seguinte teorema nos dá condições suficientes para que a igualdade, na inclusão, seja
atingida.
Teorema .27 (Teorema da Classe Monótona). Se A é uma álgebra de conjuntos, então
σ(A ) = M(A ).
Segue do Teorema .27 que, se C ⊇ A , onde C é uma classe monótona e A é uma
álgebra, então C ⊇ σ(A ) = M(A ).
Seja E um conjunto finito com cardinalidade |E |> 2. Uma matriz Q = (Q(x, y))x,y∈E é
chamada positiva se Q(x, y) > 0 para todo x, y ∈ E . O seguinte teorema será usado para
provar a Proposição .29 abaixo.
Teorema .28 (Teorema de Perron-Frobenius (PF)). Cada matriz positiva Q = (Q(x, y))x,y∈E
tem um autovalor q > 0 com as seguintes propriedades
1. |z|< q para todos os autovalores z 6= q de Q.
2. Existe um autovetor à direita piT correspondente a q (isto é, QpiT = qpiT) tal que piT(x) >
0, para todo x ∈ E .
3. q é um autovalor simples, isto é, se piT1 e pi
T
2 são dois autovetores correspondentes ao
autovalor q, então piT1 = cpi
T
2 , para algum c ∈ C.
O autovalor q é chamado de PF-autovalor de Q.
Demonstração. Veja Apêndice 3.A de [57].
Proposição .29. 1. O PF-autovalor de uma matriz estocástica positiva P é 1.
2. Para cada matriz estocástica positiva P existe um único vetor (fila) de probabilidade pi
sobre E satisfazendo piP = pi, onde pi(x) > 0 para todo x ∈ E .
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Demonstração. 1. Seja q o PF-autovalor de Q ≡ PT e piT seu respectivo autovetor à
direita, os quais existem pelo Teorema PF, isto é, PTpiT = qpiT. Tomando a transposta
nesta identidade temos piP = qpi. Em outras palavras
∑
x∈E
pi(x)P(x, y) = qpi(y), y ∈ E . (402)
Uma vez que a matriz P é estocástica e pi é um vetor de probabilidade, somando sobre
todo y ∈ E temos q = 1, provando-se esta afirmação.
2. Suponha que existam dois autovetores pi1 e pi2 correspondentes ao autovalor q.




pi2(x)P(x, y) = cpi2(y), y ∈ E .
Somando sobre todo y ∈ E temos c = 1, implicando que pi1 = pi2. Além disso, pi(x) > 0,
pois pelo Teorema PF, piT(x) > 0 para todo x ∈ E . Portanto, o autovetor pi tal que
piP = pi, é único.
Teorema .30 (Teorema de ergodicidade para matrizes estocásticas positivas). Seja P uma
matriz estocástica positiva e pi seu único vetor de probabilidade com piP = pi. Logo,
lim
n→+∞ P
n(x, y) = pi(y), ∀x, y ∈ E .
Demonstração. Veja Apêndice 3.A de [57].
Definição .4. Uma transformação preservando medida (tpm) é um quarteto (Ω,F , µ, T) onde
(Ω,F ) é um espaço de medida e
1) T é mensurável: A ∈ F ⇒ T−1A ∈ F ;
2) µ é T-invariante 6 : µ(T−1A) = µ(A), para todo A ∈ F .
Uma transformação preservando probabilidade (tpp) é uma tpm sobre um espaço de
probabilidade.
Lema .31 (Caracterização de medida invariante). Seja T : Ω → Ω uma transformação
mensurável e µ uma medida em Ω. Então as seguintes afirmações são equivalentes
(i) µ é T-invariante;
6 Neste caso também se diz que µ é invariante por T ou T preserva µ,
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(ii) para cada f ∈ L1(Ω,F , µ) temos∫
f dµ =
∫
f ◦ T dµ;
(iii) para cada f ∈ L2(Ω,F , µ) temos∫
f dµ =
∫
f ◦ T dµ.
Demonstração. Para provar (i)⇒ (ii), suponhamos que a medida µ é T-invariante, isto é
µ = µ ◦ T−1. Com a ideia de usar o Teorema do caminho das pedras, inicialmente, para
todo conjunto mensurável A, observe que∫
χA dµ = µ(A) = µ(T−1A) =
∫
χT−1 A dµ =
∫
χA ◦ T dµ,
onde, na segunda identidade, usamos a hipótese e, na quarta igualdade, o fato de
que χT−1 A(ω) = 1 ⇔ χA ◦ T(ω) = 1. Isto mostra que a relação (ii) é válida para
funções características. Daí, por linearidade da integral, (ii) é válida, também, para
combinações lineares finitas de funções características (funções simples). Dado qualquer
f ∈ L1(Ω,F , µ) com f > 0, pode-se encontrar uma sequência crescente de funções
simples sn com sn → f pontualmente, quando n→ +∞. Para cada n ∈N, temos∫
sn dµ =
∫
sn ◦ T dµ




f ◦ T dµ.
Para estender o resultado a uma função integrável de valor real f , considere as partes
positiva e negativa. Para estender o resultado a funções integráveis de valor complexo,
tome as partes real e imaginária.
A implicação (ii)⇒ (iii) é imediata, basta usar o fato de que L2(Ω,F , µ) ⊂ L1(Ω,F , µ).
Finalmente, provaremos que (iii)⇒ (i). Seja A ∈ F , logo χA ∈ L2(Ω,F , µ). Usando a





χA ◦ T dµ =
∫
χT−1 A dµ = µ(T
−1A),
o que prova que µ é uma medida T-invariante.
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Como consequência do Lema .31 temos o seguinte resultado: seja h uma função
contínua. A medida µ é T-invariante se, e somente se,∫
h ◦ f dµ =
∫
h ◦ f ◦ T dµ.
Proposição .32 (Caracterização de medida mixing, veja [108]). Uma tpm (Ω,F , µ, T) é
fortemente mixing se, e somente se, para toda função f , g ∈ L2,∫






equivalentemente Cov( f , g ◦ Tn) −→
n→+∞ 0.
Demonstração. Se (403) se satisfaz, então fazendo f = χA e g = χB, com A, B ∈ F , temos
µ(A ∩ T−nB) =
∫
χA · χB ◦ Tn dµ −→n→+∞ µ(A) · µ(B),
portanto, a medida µ é fortemente mixing.
Para mostrar a reciproca, primeiro necessitaremos provar as seguintes afirmações
1) Desde que µ ◦ T−1 = µ, ‖ f ◦ T‖p= ‖ f ‖p, para todo f ∈ Lp e 1 6 p 6 +∞;
2) Cov( f , g) é bilinear em f e g;
3) |Cov( f , g)|6 4‖ f ‖2 ‖g‖2.
O Item 1) decorre imediatamente do Lema .31 e da observação feita antes de formular
esta proposição. O Item 2) segue pelas propriedades de linearidade da covariância.
Para provar o Item 3) usaremos a definição de covariância, a desigualdade de Cauchy-
Schwarz e a desigualdade de Minkowski como segue
|Cov( f , g)|=




6 (‖ f ‖2+‖ f ‖1)(‖g‖2+‖g‖1)
6 4‖ f ‖2 ‖g‖2.
Com estes três itens a nossa disposição, provaremos a proposição. Para isso, suponha
que µ é mixing e tome dois elementos f , g ∈ L2. Se f , g foram funções características
de conjuntos mensuráveis, então Cov( f , g ◦ Tn)→ 0 pelo fato de µ ser mixing. Se f , g
são combinações finitas de funções características (funções simples), Cov( f , g ◦ Tn)→ 0
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pelo Item 2). Para funções gerais f , g ∈ L2: ∀e > 0, ∃ fe, ge funções simples tal que
‖ f − fe‖2< e, ‖g− ge‖2< e. Daí, usando os itens 1) e 3), temos
|Cov( f , g ◦ Tn)| 6 |Cov(( f − fe), g ◦ Tn)|+|Cov( fe, ge ◦ Tn)|+|Cov( fe, (g− ge) ◦ Tn)|
6 4‖ f − fe‖2 ‖g ◦ Tn‖2+|Cov( fe, ge ◦ Tn)|+4‖ fe‖2 ‖g− ge‖2
6 4e‖g‖2+|Cov( fe, ge ◦ Tn)|+4e(‖ f ‖2+e).
Como fe e ge são funções simples e µ é mixing, temos
Cov( fe, ge ◦ Tn)→ 0 ⇔ |Cov( fe, ge ◦ Tn)|→ 0,
quando n→ +∞. Logo, fazendo n→ +∞ na desigualdade acima segue que
lim sup
n→+∞
|Cov( f , g ◦ Tn)|6 4e(‖ f ‖2+‖g‖2+e).
Desde que f , g ∈ L2 e e > 0 foi arbitrário, o limite superior é igual ao limite zero.
Lema .33. Seja f uma função local. Então existem coeficientes reais {aC : C ⊂ supp( f )} e













Demonstração. Para uma prova detalhada deste resultado, veja Lema 3.28, p. 71 da
referência [53].
Teorema .34 (Teorema de Riesz-Markov). Seja Ω um espaço métrico compacto e F :
C(Ω,F )→ R um funcional linear positivo. Então, existe uma única medida µ : F → [0, +∞)
tal que




para toda f ∈ C(Ω,F ). Além do mais, µ ∈ M1(Ω,F ) se, e somente se, F(1) = 1.
Em outras palavras, se Fµ( f ) = µ( f ), o Teorema de Riesz-Markov nos fornece uma
bijeção µ↔ Fµ entre os conjuntos
M1(Ω,F ) e {F : C(Ω,F )→ R linear : F(1) = 1 e F( f ) > 0, para f > 0} .
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Teorema .35 (Teorema de unicidade para medidas). Seja (Ω,F ) um espaço mensurável e
C uma coleção de conjuntos que forma um pi-sistema (isto é, se A, B ∈ F ⇒ A ∩ B ∈ C ) e
que F = σ(C ). Se µ, ν são duas medidas de probabilidade sobre (Ω,F ) tais que µ(A) = ν(A),
∀A ∈ C , então µ = ν.
Isto é, para que duas medidas de probabilidade coincidam sobre a σ-álgebraF , é suficiente que
elas coincidam em uma classe C que tem a propriedade de ser um pi-sistema e, além disso, gera a
σ-álgebra F .
O seguinte Lema é uma aplicação do Teorema .35 e da densidade das funções locais
em C(Ω) (veja Lema 4.18), o referido lema nos diz que toda medida de probabilidade
definida sobre o espaço mensurável (Ω,F ) é unicamente determinada por sua ação
sobre os cilindros. Para enunciar dito lema, consideraremos sempre que, C é um
pi-sistema que gera a σ-álgebra F .
Lema .36 (Veja [53]). Se µ, ν são duas medidas de probabilidade definidas sobre (Ω,F ), então
as seguintes afirmações são equivalentes:
(i) µ = ν;
(ii) µ(A) = ν(A), para todos os cilindros A ∈ C ;
(iii) µ(g) = ν(g), para toda função local g;
(iv) µ( f ) = ν( f ), para toda função f ∈ C(Ω).
Isto é, duas medidas de probabilidade são iguais se, e somente se, elas coincidem no pi-sistema C
formado pelos cilindros finitos dimensionais. Lembre-se que a σ-álgebra F é gerada pela coleção
de cilindros C .
Demonstração. (i) ⇒ (ii) é trivial. (ii) ⇐ (i) é consequência do Teorema .35. (ii) ⇔ (iii)
uma vez que toda função local é função indicadora de um cilindro. (iii)⇔ (vi) segue
pela densidade das funções locais nas funções contínuas (veja Lema 4.18); e (iv)⇔ (iii)
segue pelo fato de que toda função local é contínua.
Proposição .37. Sejam µ e ν duas distribuições de probabilidade sobre o espaço de estados finito








Demonstração. Seja B ≡ {x : µ(x) > ν(x)} e A ∈ E arbitrário. Logo, as seguintes relações
µ(B)− ν(B) = ν(Bc)− µ(Bc), (404)
µ(A)− ν(A) = µ(A ∩ B)− ν(A ∩ B) + [µ(A ∩ Bc)− ν(A ∩ Bc)] , (405)
µ(A ∩ Bc) < ν(A ∩ Bc), (406)
µ(B ∩ Ac) > ν(B ∩ Ac), (407)
são válidas.
Combinando (405)-(407), temos
µ(A)− ν(A) 6 µ(A ∩ B)− ν(A ∩ B) 6 µ(B)− ν(B). (408)
Por analogia, também, temos
ν(A)− µ(A) 6 ν(Bc)− µ(Bc). (409)
De (408),(409) e (404), obtemos
|µ(A)− ν(A)|= µ(B)− ν(B) = ν(Bc)− µ(Bc) = 1
2
[µ(B)− ν(B) + ν(Bc)− µ(Bc)] , (410)
de onde a prova segue.
Figura 34: Esboço do fato de que, supA∈E |µ(A)− ν(A)|= 12 [área(I) + área(I I)].
Em seguida, faremos uma interpretação geométrica da quantidade supA∈E |µ(A)−
ν(A)|. Para isso, consideremos B = {x : µ(x) > ν(x)}. Da Figura 34, veja que,
área(I) = µ(B) − ν(B) e área(I I) = ν(Bc) − µ(Bc), além disso, como µ e ν são medi-
das de probabilidade (portanto, as áreas que essas medidas encerram é igual a um),





[µ(B)− ν(B) + ν(Bc)− µ(Bc)] = 1
2
[área(I) + área(I I)] .
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2 caso q ∈ {2, 3, . . .} :
Em seguida, apresentaremos um teorema que estabelece uma representação da função
de dois pontos do modelo de Potts de q estados em termos da função de conectividade
do modelo de aglomerados aleatórios (veja Teorema .45). As técnicas utilizadas para
provar dito teorema são semelhantes àquelas empregadas para o caso q = 2. Antes
disso, apresentaremos uma série de resultados que nos ajudarão a dar sequência a nossa
exposição.




∆(σˆ,ω) · eβ∑i∈V ∑
q








Demonstração. Veja que, seguindo o método usado no Lema 3.11, facilmente pode-se





















∆(σˆKα ,ω) · eβ∑i∈Kα ∑
q
p=1 hi,pδσˆi ,p ,
onde, na segunda igualdade, se usou o fato de que ∆(σˆ,ω) = ∏k(ω,G)α=1 ∆(σˆKα ,ω).
Desde que o somatório ∑σˆKα ∆(σˆKα ,ω) · e
β∑i∈Kα ∑
q
p=1 hi,pδσˆi ,p tem exatamente q parcelas










Lema .39 (Veja referência [36]). Seja G = (V, E) um grafo finito, logo, existe uma constante
Cˆ ≡ Cˆ(β, q, G) > 0 tal que relaciona as seguintes funções de partição
Z Potts
qβ,hˆ,q,V









> 0 , Q ≡ βJij, a ≡ σˆi, b ≡ σˆj e usando
o Lema 3.7, temos a identidade
e
qβJij(δσˆi ,σˆj−1) = 1− pij + pijδσˆi ,σˆj ,












































BJ (ω)∆(σˆ,ω) · e∑i∈V ∑
q
p=1 hi,pδσˆi ,p = Cˆ Z ES
p,hˆ,q,G
,
onde, na quarta igualdade, usamos o Lema 1.7.
Lema .40 (Veja referência [36]). Seja G = (V, E) um grafo finito. No modelo de Edwards-Sokal





























O seguinte teorema é uma versão generalizada do Teorema 3.14.
Teorema .41 (Medidas marginais de νp,hˆ,q,G, veja [36]). Seja G = (V, E) um grafo finito,
logo, as marginais da medida de Edwards-Sokal são:
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(1) ∑
ω∈{0,1}E
νp,hˆ,q,G(σˆ,ω) = piqβ,hˆ,q,V(σˆ) (σˆ-marginal de νp,hˆ,q,G)
(2) ∑
σˆ∈{1,···,q}V
νp,hˆ,q,G(σˆ,ω) = φp,hˆ,q,G(ω) (ω-marginal de νp,hˆ,q,G).








































onde, na segunda igualdade, usamos o Lema .39.























eβ∑i∈Kα hi,p = φp,hˆ,q,G(ω),
finalizando-se a prova.
Lema .42 (Medida condicional de νp,hˆ,q,G, veja [36]). Seja G = (V, E) um grafo finito e
ω ∈ {0, 1}E uma configuração de arestas fixa. Logo, temos a seguinte medida condicional
νp,hˆ,q,G(σˆ|ω) =








Demonstração. Usando a mesma técnica feita para a prova do Corolário 3.15, facilmente
se obtém a conclusão.
Lema .43 (Veja referência [36]). Seja G = (V, E) um grafo finito, x, y ∈ V e ω ∈ {0, 1}E uma
configuração fixa. Se x 6↔ y em ω, então
∑ˆ
σ
1{σˆx=σˆy}∆(σˆ,ω) · eβ∑i∈V ∑
q















onde Kt(ω) ≡ Kt(ω, x) e Ku(ω) ≡ Ku(ω, y) são aglomerados disjuntos (de vértices) contendo
os vértices x e y respectivamente.
Demonstração. Veja que a expressão
∑ˆ
σ
1{σˆx=σˆy}∆(σˆ,ω) · eβ∑i∈V ∑
q
p=1 hi,pδσˆi ,p









p=1 hi,pδσˆi ,p .















p=1 hi,pδσˆi ,p .
Desde que o somatório ∑σˆKα ∆(σˆKα ,ω) · e
β∑i∈Kα ∑
q
p=1 hi,pδσˆi ,p tem somente q parcelas, corres-















Lema .44. Seja G = (V, E) um grafo finito com x ∈ V e ω ∈ {0, 1}E uma configuração de
arestas fixa. Logo, para cada m ∈ {1, · · · , q} com q ≥ 1, temos
∑ˆ
σ
1{σˆx=m}∆(σˆ,ω) · eβ∑i∈V ∑
q









onde Kt(ω) ≡ Kt(ω, x) é o aglomerado (de vértices) contendo o vértice x na configuração ω.
Demonstração. A prova deste resultado segue em analogia à prova do Lema 3.22.
Teorema .45 (Correlação-conectividade: modelo de Potts de q estados, veja [36]). No
modelo de Potts com Hamiltoniano definido em (44) e com densidades pij ≡ 1 − e−qβJij ,
















2 caso q ∈ {2, 3, . . .} :









β∑i∈Kt hi,r ·∑qr=1 eβ∑i∈Ku hi,r
,
com Kt(ω) ≡ Kt(ω, x) e Ku(ω) ≡ Ku(ω, y) sendo os aglomerados disjuntos (de vértices) na
configuração ω contendo os vértices x e y, respectivamente.
Demonstração. Usando o Teorema .41 e a definição da função τqβ,hˆ,q,V podemos nos



































































onde Kt(ω) ≡ Kt(ω, x) e Ku(ω) ≡ Ku(ω, y) são aglomerados disjuntos contendo os
vértices x e y respectivamente.
















Essa fórmula já era conhecida, por exemplo, veja referência [65], Teorema 1.16, p. 11.
Supondo q = 2 e, além do mais, que hi,1 = −hi,2 = hi, para cada i ∈ V, com h ≡ (hi : i ∈ V),


















Portanto, o Teorema .45 é uma generalização do Teorema 3.17.
Continuando, enunciaremos um resultado, o qual generaliza o Teorema 3.23 para o
caso do modelo de Potts em grafos finitos.
Teorema .47 (Veja referência [36]). Seja G = (V, E) um grafo finito e x um vértice em V.
Então, para cada m ∈ {1, · · · , q} com q ∈ Z+, temos







onde Kt(ω) ≡ Kt(ω, x) é o aglomerado (de vértices) contendo o vértice x e φp,hˆ,q,G(·) foi definido
em (49), Seção 3.3.
Demonstração. Por aplicação do Teorema .41, veja que








Usando o Lema .42, a igualdade acima fica













Logo, usando o Lema .44 e simplificando, obtemos







onde Kt(ω) ≡ Kt(ω, x) é o aglomerado contendo o vértice x.
Observação .48. Note que o Teorema 3.23 é um caso particular do Teorema .47, sempre que
consideremos o modelo de Potts, com q = 2 e campo externo hi,1 = −hi,2 ≡ hi, ∀i ∈ V.
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