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We introduce some classes of pseudo-boolean functions (the so-called 'unimodular', 'complete- 
ly unimodular' and 'unate' ones), whose maximization over the binary n-cube is reducible to a 
maximal flow problem. 
All such classes of functions are generalizations of classes previously investigated by Rhys and 
Balinski. 
It is shown that in the quadratic ase the above three classes coincide, and that they also coin- 
cide with the class of those pseudo-boolean functions f such that a certain signed graph Gj 
associated with f is balanced. 
The latter characterization leads to a polynomial recognition algorithm. 
When Gf is a (signed) tree, a linear-time maximization algorithm is available. 
1. Introduction 
Let B" be the binary n-cube, i.e. the n-th cartesian power of  the set B = {0,1 }. A 
pseudo-boolean function is any mapping f from B" into the set R of  reals. It is 
well-known [91 that any such function has a unique representation as a multilinear 
polynomial in n variables: 
f (x )= ~ ar l I  Xi (1.1) 
Te ~ i~T  
where . / i s  a col lect ion of  subsets o f  N= {1 . . . . .  n}.  
The  prob lem of  max imiz ing  an arb i t rary  pseudo-boo lean  funct ion  f over  B n is 
known to be NP-complete  [6]. However ,  there are special cases in which eff ic ient 
so lut ion a lgor i thms do exist. One  such case occurs when the coef f ic ients  o f  all the 
non- l inear  terms o f f (x )  are non-negat ive ,  i.e. when ar>O for all Te / - such  that 
ITI>_2. A pseudo-boo lean  funct ion  f having this p roper ty  will be cal led almost- 
positive (of  course,  f is a l lowed to have l inear terms with negat ive coeff ic ients) .  
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Hammer and Rudeanu [8], Rhys [20], Balinski [1], Picard and Ratliff [19] have 
established the mutual reducibility (in polynomial time) between the maximization 
of an almost-positive function and the maximal network flow problem. Since the 
latter problem can be solved in 0(03) time [4], [16], [17], where o is the number of 
nodes in the network, it follows that the maximum of an almost-positive function 
can be found in polynomial time. 
It is of interest o identify, if possible, larger classes of pseudo-boolean functions, 
whose maximization is reducible to a maximal flow problem. 
One cannot hope to go too far beyond the class of almost-positive functions, even 
in the quadratic ase. Indeed, it has been shown in [10] that the problem of maximiz- 
ing the quadratic function xTQx is NP-complete ven when Q is upper triangular 
and has at most one negative lement per row. 
A natural generalization of almost-positive functions is obtained by considering 
those pseudo-boolean functions which can be transformed into almost-positive ones 
by 'switching' some variables. 
Such functions will be called unate. 
A different generalization of almost-positive functions is suggested by Rhys' 
observation that the maximization of any such function is reducible to a linear pro- 
gram with totally unimodular matrix. Generalizing Rhys' construction, with any 
given pseudo-boolean function f we associate a 'canonical' family Lf of linear pro- 
grams. If LU contains a member with totally unimodular matrix, f is called 
unimodular. If all members of Lf are such that their matrix is totally unimodular, 
then f is said to be completely unimodular. It is not hard to see that the maximiza- 
tion of a unimodular function is reducible to a maximal flow (in fact, to a minimum 
cut) problem. 
In Section 2 we analyze the mutual relationships between the classes of 
unimodular, completely unimodular and unate functions. In particular, the class of 
unimodular functions is seen to include the other two classes properly. 
The main result of this paper (Section 3) is that in the quadratic case the three 
above classes coincide. Furthermore, we prove that a quadratic function f is 
unimodular if and only if a certain signed graph GU associated with f is balanced. 
This characterization leads to a linear-time recognition algorithm for quadratic 
unimodular functions. 
Some of these results were anticipated in [11] and in [21]. 
The special case when Gj is a (signed) tree is of interest. In Section 4 this case is 
investigated and a linear-time maximization algorithm is described. 
2. Unimodular functions 
Let S denote a subset of N= {1 .. . . .  n}. 
The switch on S is the mapping a~ : B n ---' B" which maps the vector x into the vec- 
tor y defined by Yi-Xi, V ieS and yi=Xi, Vi¢S. 
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Let us call a pseudo-boolean function f unate if there exist an almost-positive 






commutes; in other words i f f  can be represented as an almost-positive function of 
n variables, the i-th variable being either xi or its complement xi= 1 -x  z. 
Example 1. The functionf(x) = - Xl X2X 3 ~- XI X 2 - -N IX  3 -- X2X 3 q- X 1 q- X 2 is unate, since 
U(X) :X IX2S '3+XIX3+X2X3,  which is an almost-positive function in the variables 
Xl ,  X2, "~3 • 
It is clear that, if f is unate, the problem maXx~B, f (x)  can be formulated as a 
maximal flow one. 
A second possible way of generalizing almost-positive functions is suggested by 
Rhys' proof of the fact that the maximization of any such function is reducible to 
a maximal flow problem. 
Suppose that the almost-positive function f is given by 
f (x )= ~ a T H xi+ ~ bixi (2.1) 
T~ J i6T  i -1  
where ITI ___2, aT>O for all T~/ ,  and without loss of generality bi<O (if b ;>0 for 
some index, then there is a maximizer x* o f f  such that xj*= 1). 
Rhys observed [20] that the maximum value of f in B" is equal to the optimal 
value of the linear program 
max Y~ aTYT+ ~ bixi, 
T~ J i -1  
s.t. yT<~Xi, T6 ,~ i6 T, 
O<_xi<_l, i=1 . . . . .  n, 
O<-y T, T~ .Y_ 
(2.2) 
This result is an immediate consequence of the following two remarks: 
(1) For every fixed binary xeB" ,  the optimal value of (2.2) - in which x is 
regarded as a parameter - is equal to f(x),  since the coefficients ar  are positive and 
minx/= [ I  xi for all T6 . f .  
i~T  i~T  
(2) The linear program (2.2) has an optimal integral solution, since its matrix is 
totally unimodular. 
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Actually, (2.2) is the dual of  a maximal flow problem. We notice that Rhys' proof  
relies on the fact that all the coefficients aT are positive. 
In order to extend these considerations to more general pseudo-boolean func- 
tions, we need the further concept of  pseudo-disjunctive normal form. 
Hammer and Rosenberg have observed [7] that a pseudo-boolean function f can 
always be represented as 
f(x) = c+ q(x, 2), (2.3) 
where c is a constant and q is a posiform, i.e. a polynomial with positive coefficients 
in the original variables xl . . . . .  x,, and in their complements & . . . . .  2,,. The represen- 
tation (2.3) is not unique. Any pair (c, q) satisfying (2.3) for all xEB" is called in 
[21] a pseudo-disjunctive normal form (PDNF) of  f .  
Now, let f be a pseudo-boolean function, and let us consider a PDNF (c, q) of  
f .  We assume that the posiform q is primitive, in the sense that no two distinct terms 
of  q involve the same set of  variables, no matter whether complemented or not (for 
example the presence of a term X~XzX3 forbids the presence of 21XzX 3, 
XIX2X 3 . . . . .  212223). If  q is not primitive, we can always obtain from (c, q), via sim- 
ple transformations, a new PDNF (c', q ' )  o f f ,  such that q '  is primitive. Since the 
coefficients of  q are positive, we may regard q as an almost-positive function of  the 
2n variables x~ . . . . .  x,, 2! . . . . .  2~; thus we can associate with q a linear program Lq 
in the way suggested by Rhys. 
More precisely, let 
q(x, 2)= ~ asrII xi I-[ 2j+ ~ bixi+ ~ cjxj (2.4) 
(S,T)e ~' i~S je t  iEl j~ J  
where :/) is a collection of  subsets of  N×N such that 
S f ' IT=0,  ]SUT l_>2andasr>0 for all (S, T) e :y'; 
I f ' / J=0 ,  IUJc_N, bi>O for a l l i6 I  and cj>O 
Then the linear program associated with q is 
for all j e J. 
max ~ asvYsr+ ~, bixi+ ~ @~j, 
(S,T)~ J" i~l j~ J  
s.t. yST<---Xi, (S, T)~:J', i6S, 
yST<--2j, (S, T )~, j~  T, 
ysr>_O, (S, T)c:#, 
O<x~_<l, O<&<l ,  i=1 . . . . .  n. 
Replacing 2i by 1 -x  i ( i= 1 . . . . .  n), we obtain a linear program in the variables 
YST, Xi : 
(Lq) 
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E c j+max E asTYsr+ ~ bixi - 2 cjxj, 
j e J  (S, T)a "/' iE l j a J  
s.t. ysr-Xi<-O, (S, T )e  ¢ ~, ieS,  
ysr+xj<_ l ,  (S, T )6 .¢~, j6T ,  
ysr>_ O, (S, T) ~ ¢, 
O<_xi<_l, i= l , . . . ,n  
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(2.5) 
or, in matrix form, 
(L,t) c°+maxd[£ ' ]  ' x  




where e is the vector (1 .. . . .  1). 
All elements of the matrix M are 0, l, - 1 and each row of Mhas  exactly two non- 
zero elements. However, in general M is not totally unimodular. A pseudo-boolean 
funct ionf is  said to be unimodular whenever it admits a primitive PDNF (c, q) such 
that the matrix M of the linear program Lq is totally unimodular. By a well-known 
theorem of Hel ler-Tompkins-Gale [14], a necessary and sufficient condition for M 
to be totally unimodular is that the set of columns of M can be partitioned into two 
subsets Ql, Q2 (one of which might be empty) such that: 
(i) If the non-zero elements of a row have the same sign, one of the corresponding 
columns belongs to QI and the other one to Q2- 
(ii) I f  the two non-zero elements of a row have opposite signs, the corresponding 
columns belong to a same subset Qi. 
Example 2. The function 
f (x )  = - x~ x2x 3 - Xl x2x4 - x~ x3x 4 - x2x3x 4+ 2xl x4 + 2x2x3 
admits the PDNF (0, q), where q=.~IX2X3+XI~2X4+XIX3X4WX2X3.~4. 
The associated linear program Lq is given by (2.6), with 
274 P. Hansen, B. Simeone 
M= 
d 
Yl23 YJ24 Y134 Y234 )(1 X2 X3 
f 
1 0 0 0 1 0 0 
1 0 0 0 0 -1  0 
1 0 0 0 0 0-1  
0 1 0 0 -1  0 0 
0 1 0 0 0 1 0 
0 1 0 0 0 0 0 
0 0 1 0 -1  0 0 
0 0 1 0 0 0 1 
0 0 1 0 0 0 0 
0 0 0 1 0 -1  0 
0 0 0 1 0 0 -1  
0 0 0 1 0 0 0 






















A direct application of the Theorem of Heller-Tompkins-Gale shows that M is 
totally unimodular: actually, one may take Q1 as the set of the columns correspon- 
ding to Y123, Y234, x2, x3, and Q2 as the set of the remaining columns. Hence f is 
unimodular. 
When the matrix M is totally unimodular, by switching all the variables cor- 
responding to columns in Q2 one obtains a linear program in which all the con- 
straints have the from u _< v. Picard has shown [1 8] that linear programs of this kind 
are reducible to minimum cut problems. 
Whenf  has the stronger property that, for every primitive PDNF (c, q) o f f ,  the 
matrix M of the corresponding linear program Lq is totally unimodular, then f is 
said to be completely unimodular. 
Let us now turn our attention to the mutual relationships between the classes of 
unate, unimodular and completely unimodular functions. 
Proposition 1. Every unate function is unimodular. 
Proof. Since f is unate, there exists a posiform q of the form (2.4) such that 
f (x)=q(x,  2) for all xeB n, and having the property that there is a bipartition 
{J1, J2} of N such that Sc_J l and Tc_J 2 for all (S, T )e¢  ). It follows that all the 
constraints of the linear program Lq are either of the form Ysr -x i  <- O, where i e Jj, 
or of the form ysT+Xj<--1, where j~J2.  
Partition the set of columns of M into two subsets Q1, Q2 as follows. 
(1) Ql is the set of those columns corresponding to variables Ysr or to variables 
Xg with i e Jl. 
(2) Q2 is the set of those columns corresponding to variables xj with j e J2. It is 
easy to see that the bipartition {QI, Q2} satisfies the conditions of the above men- 
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tioned Hel ler-Tompkins-Gale Theorem. Hence M is totally unimodular and f is 
unimodular. 
However, a unate function does not have to be completely unimodular. The func- 
t ionfgiven in Example 1 is unate. Yetf is  not completely unimodular, s incefadmits 
the PDNF ( - 2, q), where q(x, 2) =2~x2x 3 +xlx2 +x~ 23 + 2x2x3 +x2 + 223, and it is 
easily checked that the matrix M of the corresponding linear program Lq is not 
totally unimodular. 
In general, a unimodular function does not have to be unate: for instance, the 
unimodular function f given in Example 2 is not unate. 
Open question. Are there completely unimodular functions that are not unate? 
The mutual relationships between unimodular, completely unimodular and unate 
functions are summarized in the following diagram. (An arrow from Class A to 
Class B means that Class A is contained in Class B.) 
COMPLETELY ~ lUNATE ] 
UNIMODULAR 
UNIMODULAR ~/~ 
Finally, we notice that, since the right-hand side of the linear program Lq is a 
binary vector, this program would retain the integrality property in the more general 
case of M being a perfect matrix [2]. 
3. The quadratic case 
The main result of this section states that, in the case of quadratic functions, the 
classes of unimodular, completely unimodular and unate functions coincide: a 
graph-theoretic characterization f such functions is also given, in terms of a signed 
graph which represents the sign pattern of their coefficients. 
We recall that a pseudo-boolean function f is supermodular if for all x, y ~ B" 
f (x  v y) + f (x  A y) >_ f (x  ) + f (  y). 
It is shown in [5] that a quadratic pseudo-boolean function is almost-positive if 
and only if it is supermodular. 
Moreover, Billionnet and Minoux [3] have recently shown that the reducibility of 
the maximization of a supermodular function to a maximal flow problem still holds 
in the cubic case. 
Before proving the main result, we need a preliminary lemma: 
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Lemma 2. Let f be a quadratic pseudo-boolean function and (c, q) any quadratic 
primitive pseudo-disjunctive normal form off .  Then f has a monomial cxy, c > O, 
if and only if q has a monomial cxy or c~y; and f has a monomial -cxy, c>0,  iJ 
and only if q has a monomial cxy or c~y. 
Proof. If we replace in q all complemented variables X" i by 1 -x i ,  we obtain a 
quadratic polynomial in the n variables x I . . . . .  x,,. The thesis then follows from the 
uniqueness of representation of f as a polynomial in xl . . . . .  xn. [] 
Now let 
f(X)=xTQx = ~ qhkxl, xk 
h,k=¿ 
be a quadratic pseudo-boolean function. Let us associate with f the signed graph 
Gf whose vertices are the n variables xl . . . . .  xn, and where two vertices xi and xj are 
linked by a positive edge if q0>0 and by a negative dge if q,y<0. 
If y is a bipartition, into positive and negative dges, of the edges of a graph G, 
G is defined to be balanced with respect o y if it has no cycle with an odd number 
of negative dges. A well-known theorem of Harary [13] states that G is balanced 
if and only if there exists a bipartition of its vertices into positive and negative ones 
such that: 
(a) Vertices of the same sign are connected only by positive edges. 
(b) Vertices of different signs are connected only by negative dges. 
Theorem 3. For a quadratic pseudo-boolean function f, the following propositions 
are equivalent: 
(1) f is unimodular. 
(2) The signed graph associated with f is balanced. 
(3) f is unate. 
(4) f is completely unimodular. 
The nature of the proof is graph-theoretical: the basic tool is Theorem 4 below. 
If G=(V, E) is a graph, the bigraph of G is the graph B(G) whose vertices are 
the elements of VUE and whose edges are all (t~, e) such that ve V, e~E and v is 
incident with e. B(G) is a bipartite graph and each of its vertices belonging to E has 
degree 2. We shall say that an edge-bipartition/3 of B(G) agrees with the edge- 
bipartition y of G if: 
(i) For any vertex b of B(G) which corresponds to a negative dge of G, the two 
edges of B(G) incident with b have different signs in/3. 
(ii) For any vertex w of B(G) which corresponds to a positive edge of G, the two 
edges of B(G) incident with w have the same sign in/7. 
Theorem 4. The graph G is balanced with respect o y if and only if its bigraph B(G) 
is balanced with respect o any/3 which agrees with y. 
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Proof .  Any cycle C=v~v2. . .v ,  vl in G corresponds to the cycle C'=Ole lo2e2 ... 
v, e, v~ where e~ = v~ v2, e2 = v2 v3, ..., en = v, v I . For any fl which agrees with y, the 
parity of  the number of  edges in C which are negative in y equals the parity of  the 
number of  edges in C'  which are negative in ft. Hence the theorem follows. [] 
Corol lary 5. I f  B(G) is balanced with respect o some fl which agrees with a given 
bipartition 7 of  the edges o f  G, then B(G) is balanced with respect o any fl' which 
agrees with y. 
We can now prove Theorem 3. 
Proof  o f  Theorem 3. Let us give a graph-theoretic nterpretation of the conditions 
(1), (2), (3). To this aim, we introduce the graph G=(V,  E) whose vertex set is 
V={vl  . . . . .  v,} and in which two vertices v~ and vk are connected by an edge 
whenever qhke0.  Define y to be the bipartition of the edges of  G obtained by 
assigning to the edge (h, k) the sign - or + according to whether qhk is negative 
or positive. Let now (c, q) be any quadratic primitive PDNF of f (x) .  In view of 
Lemma 2, the linear program (2.5) corresponding to q has the following structure. 
Its variables are  Yij, V (oi, v j )6E  and xj, Vvje V. For each monomial qi jx ix j ,  the 
linear program has two rows: namely, when qi j>0, the two rows are 
Yij "'" xi..- xj yij ... x~--. xj 
either 1 . . . .  1 ... or 1 -.- 1 ... 
1 . . . . . . .  1 1 . . . . . .  1, 
depending on whether the corresponding term in q is x~xj or 2~j ,  and 
Yij "'" xi ...x~ 
1 . . . .  1 . . .  
1 . . . . . .  1 
when q~j<0 and q has a monomial  q~jx~Rj. 
The columns of  M correspond precisely to the vertices of  the bigraph B(G), while 
the rows correspond to the edges of  B(G). Let us define a bipartition fl of  the edges 
of  B(G) as follows: an edge is negative or positive according to whether the two non- 
zero entries of  the corresponding row in M have the same sign or different signs, 
respectively. It is clear that fl agrees with the bipartition ), in G previously defined. 
Combining the theorems of Hel ler-Tompkins-Gale and of Harary, it is easily 
seen that the matrix M of (2.5) is totally unimodular if and only if B(G) is balanced 
with respect to/3. Thus, in the statement of  Theorem 2, the condition (1): " f  is 
un imodular"  amounts to the existence of some fl which agrees with y and such that 
B(G) is balanced with respect to ft. 
On the other hand, condition (2) is equivalent o the balance property of  G with 
respect to y. 
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Condition (3) is equivalent o: "There exists a partition of V into two classes S 
and V-S  such that vertices belonging to different classes are connected only by 
negative edges, and vertices belonging to the same class are connected only by 
positive edges". (Then S is the set required by the definition of unateness.) From 
the above considerations it follows that (1) and (2) are equivalent by Theorem 3, and 
conditions (2) and (3) are equivalent by Harary's theorem. 
Finally, we observe that, if f is unimodular then, in view of Corollary 5, for every 
quadratic primitive PDNF (c, q) o f f ,  the matrix M of the corresponding linear pro- 
gram Lq is totally unimodular: in other words, this property is invariant with 
respect to the quadratic primitive PDFN's of f .  Hence (1) and (4) are 
equivalent. [] 
We notice that condition (3) of Theorem 2 yields an effective test for deciding 
whether or not a given quadratic pseudo-boolean function is unimodular. In fact, 
the balance of a signed graph with m edges can be checked in O(m) time by using 
a simple implementation of Algorithm 1 in [12]. 
4. Tree-functions 
In the present section we introduce a special class of unimodular quadratic func- 
tions of n binary variables that can be maximized in O(n) time. 
A function f is called a tree-function if Gf is a (signed) tree. 
Therefore, a tree-function has the form 
f (x )= ~ aijxixj+ ~ bixi (4.1) 
(i,j)e E(T) ie V(T) 
where T is  a tree, a:E(T)-~R-{O} and b: V(T)--*R-{O}. 
The problem of maximizing over B ~ the function fg iven by (4.1) will be denoted 
by P(T, a, b). We regard the tree T as rooted, the root being an arbitrary vertex of 
T. The predecessor f vertex i will be denoted by p(i). By condition (2) of Theorem 
2, every tree-function is unate. 
The following simple recursive algorithm identifies a set So_ V(T) such that the 
switch on S transforms f into a supermodular function. 
Algorithm 
Step 1. Assign the label L(r)= 1 to the root r 
Step 2. Until there are no unlabelled vertices, do the following: 
Let i be any unlabelled vertex such that its predecessor p(i) is labelled; if (i, p(i)) 
is a positive edge, assign to i the label L(i)= L(p(i)); else assign to i the label 
L(i) = - L(p(i)). 
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By construction, vertices with the same label are linked by positive edges, while 
vertices with different labels are linked by negative edges. 
Hence, the switch on the set S-{ i :L ( i )=  - 1} transforms f into a supermodular  
function. Thus we can assume, from now on, that all the coefficients aij in (4.1) are 
positive. 
Proposit ion 6. Let i be a leaf o f  T. There is an optimal solution x* o f  P(T, a, b) such 
that 
(1) I f  bi >- O, then x* = 1. 
(2) I f  bi < 0 and alp(i) + bi <- O, then x* = O. 
(3) I f  bi < 0 and aip(i )+ bi > O, then x* = Xp(i). 
Proof .  In case (1) one has, for all xeB" ,  
i i 
f (x l  . . . . .  1 . . . . .  xn) - f (x l  . . . . .  0 . . . . .  x , )  = aip(i)Xp(i) + bi > _ O. 
In case (2) one has, for all x e B", 
i i 
f (x  I . . . . .  0 . . . . .  Xn) - f (x  I . . . . .  1 . . . . .  x . )  = -- aip( i)Xp(i)-  bi>-- O. 
In case (2), 
In case (3), 
In case (3) one has, for all x c B", 
i i 
f (x  I . . . . .  Xp(i) . . . . .  Xn) -  f (x  1 . . . . .  1 - Xp(i) . . . . .  Xn) = 
= (aip(i) + bi)xp(i)  - bi(1 --Xp(i) ) >-- O. 
Proposit ion 7. Let i be a leaf o f  T, T l = T - i ,  a I the restriction o f  a to E(TI) ,  and 
let b I be defined as fol lows: 
In case (1) o f  Proposition 6, 
(bj, j~  V(T1), j-%p(i), 
)k bp(i) + alp(i), j =p(i) .  
b I is the restriction o f  b to V(TI) .  
(bj, j e  V(TI) ,  j~p( i ) ,  b) 
) @p(i) + bi + alp(i), j =p(i) .  
Finally, let x* be an optimal solution o f  P(T  j, a l, bl). 
Then the vector 2 defined by 
Ill 
' J e  V(TI) '  
j = i, case (1) of  Proposition 6, 
xJ = 0, j = i, case (2) of  Proposition 6, 
*(i), j = i, case (3) of  Proposition 6. 
is an optimal solution o f  P(T, a, b). 
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Proof. The proof  follows immediately from Proposit ion 6 and from the identities 
i 
f (x  I . . . . .  1 . . . . .  Xn)= ~ , a~jxkxj+ ~ bjxj+aip(i)Xp(i)+bp(i). 
(k , j )~E(T  ) j c  V(T I) 
i 
Ax~ ..... o ..... xn)= E akjx, xj+ E bjxj. 
(k , j )a  E(T ) j a  V(T a) 
i 
f(xl .. . . .  Xp(i) .. . . .  Xn)= ~ axjxkxj+ ~ bjxj+ aip(i)xp(i) + biXp(i) • 
(k , j )~ E(T I) j c  V(T h) 
Proposit ion 7 allows for the recursive solution of  P(T, a, b) by reducing it to a 
sequence of problems P(T', a', b'), P(T", a", b") .... on smaller and smaller trees 
T', T", .... until the trivial tree with a single vertex is obtained. The resulting 
algorithm can be implemented so as to run in O(n) time. Here are the details (we 
follow the terminology of  [22]). A breadth-first order in V(T) is a linear order < 
in V(T) such that 
(a) If the depth of  i is smaller than the depth of  j ,  then i<j. 
(b) If i and j are brothers and i<k<j ,  then k is a brother of  i and j. 
Algorithm 
Let T be given by its adjacency list. 
Step l (Initialization). For i=  1,..., n, compute the predecessor p(i) of i. 
For k = 1 . . . . .  n let q(k) be the k-th vertex in a breadth-first order in V(T). Set 
w( i )  ~-- b i, x i ~--  - 1 for all i. 
Comment. w(. ) is the vector of  vertex weights in the current tree, x will eventually 
contain the solution of  P(T, a, b). 
Step 2 (Shrink). For k = n, n -  1, ..., 2 do the following: 
Let i = q(k); 
Comment. i is a leaf of  the current tree. 
If bi>_O then xi ~ 1, w(p(i))~- w(p(i))+ a~pti); 
If  bi<O and aip(i) + bi<_O, then xi ~-O; 
If  bi< 0 and aipti )+ b i > 0, then w(p(i)) ~- w(p(i)) + w(i) + aip~i ) and mark the edge 
(i, p(i)); 
Repeat. 
At the end, let r=q(1) ;  
If w(r)>_O, then x~*--1, else x~+--0. 
Step 3 (Blow-up). For k = 2, ..., n -  1, n do the following: 
Let i = q(k); 
If the edge (i,p(i)) is marked, then xi*--Xp~i ).
Comment. xp~i) is necessarily 0 or 1. 
Repeat. 
End 
Unimodular functions 281 
Clearly, each step requires O(n) elementary operations, 
Hence the overall complexity of the algorithm is O(n). 
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